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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE
Doctor of Philosophy
by Rob Mills
A divide-and-conquer approach to problem solving can in principle be far more eﬃcient
than tackling a problem as a monolithic whole. This type of approach is most appropriate
when problems have the type of modular organisation known as near-decomposability,
as implicit in many natural and engineered systems. Existing methods create higher-
scale composite units from non-random combinations of lower-scale units that reﬂect
sub-problem optima. The use of composite units aﬀords search at a higher scale that,
when applied recursively, can ultimately lead to optimal top-level solutions. But for this
approach to be eﬃcient, we must decompose a problem in a manner that respects its
intrinsic modular structure, information which is in general unavailable a priori. Thus,
identifying and subsequently exploiting the structure recursively is vital in providing
fully automatic problem decomposition.
In this thesis, we deﬁne a family of algorithms that probabilistically adapt the scale of
decomposition they use to reﬂect the structure in a problem. By doing so, they can
provide optimisation that is provably superior to any single scale of search in nearly-
decomposable problems. Our proposed framework couples two adaptive processes: a
rapid, ﬁne-scale search that guides a slower adaptation of the decomposition. This
results in a scaling up of the units used in the rapid search, now operating at a macro-
scale. We ﬁnd that separating the timescales for the ﬁne-scale search and the adaptation
of the decomposition is crucial for this kind of scalable optimisation.
Using a simple and general class of problems that have no systematic structure, we
demonstrate how our approach can nevertheless exploit the incidental structure present.
Furthermore, we use idealised cases that have simple modular structure to demonstrate
how our method scales as Θ(N logN) (where N is the problem size), despite the fact that





– and support this distinction analytically.
Although our approach is algorithmically superior to single-scale search, the underlying
principles that it is constructed from are simple and can operate using only localised feed-
back. We discuss intriguing parallels between our approach and the signiﬁcance of asso-
ciative evolution for ecosystem adaptation. Our results suggest that macro-evolutionary
processes might not be merely extended micro-evolution, but that the action of evolu-
tionary processes upon several scales is fundamentally diﬀerent from the conventional
view of (micro-)evolution at a single scale.Contents
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Introduction
Many of the problems that we face in the world today are large and complex. Solving
such problems as a monolithic whole can be extremely diﬃcult, but intuitively we can im-
prove eﬃciency by splitting up a problem into smaller sub-problems. Each sub-problem
can then be solved in partial isolation. Once solved, we then assemble a compatible
collection of sub-solutions to produce a high quality top-level solution. At this higher
level of search, the internal details of lower-level solutions are not important. However,
there are often multiple solutions to any particular sub-problem, and the best choice
depends on how the other sub-problems are solved. In short, the optimal solution for
any one sub-problem is context sensitive (Watson and Pollack, 2005).
The notion that problem decomposition can oﬀer greater eﬃciency is based on the
tenet that smaller problems are radically easier to solve than larger problems – simple
combinatorics conﬁrm this situation – provided that the sub-problems are appropriately
identiﬁed to avoid signiﬁcant interactions. Here lies a central issue: for this approach
to work, it is essential that a system is appropriately decomposed. Such information
requires expert knowledge of the system under consideration, which is in general not
available. How to render eﬃcient problem solving under such ‘knowledge-lean’ conditions
is an open question. One broad approach to address this is the development of methods
that automatically discover a modular decomposition in the course of solving a problem.
Modularity is likely to make a problem or system more amenable to a problem decompo-
sition approach and is a property that many engineered and biological systems possess
in some form (Simon, 1969). For example, a car is made of many components, each of
which could be designed with several variants (a large, powerful engine, or a compact
and low capacity engine; a light transmission system suitable for a city car, or a heavy-
duty transmission better suited to a pick-up), and those components can be designed
largely, but not completely, in isolation from one another. The transmission system
designer should take account of the expected torque output of the engine, but need
not understand the internal details of how that power is achieved. Furthermore, each
1Chapter 1 Introduction 2
component could be broken down into smaller sub-components, with similar constraints.
However, the design of products such as this is done in a top-down manner, with a sys-
tem architect making decisions regarding the desired top-level functionality, and hence
the requirements of each component, sub-component, and so on. A top-down approach
is only really applicable for systems for which we have complete control. Note that this
is unlike large problems that we face, such as design of the internet, or intervention in
either the human body or the biosphere.
Conversely, in biological systems there is no such central architect. But this does not
preclude the presence of modularity – far from it. Modularity has been observed in
biological systems across many scales (Callebaut, 2005; Schlosser, 2002). When the
eﬀects of one genetic change only inﬂuence a subset of other genes, it can avoid the
“generative entrenchment” that may otherwise cause almost all variation to be strongly
deleterious (Wimsatt and Schank, 2004). Consolidated constraints are implicated in
evolvability (Wagner and Altenberg, 1996); modular organisation is exhibited by genetic
regulation networks (Hartwell et al., 1999; Ihmels et al., 2002) and ecosystems (Levin,
1999; Borrett et al., 2007; Krause et al., 2003).
The notion that engineers could borrow ideas from the natural sciences is not new. The
ﬁeld of evolutionary computation develops stochastic optimisation techniques that are
inspired by the processes and principles in evolution. In this thesis, we take inspiration
from the evolution of symbiotic associations between organisms. The organisation of
ecosystems depends strongly on the interactions between the organisms that share envi-
ronments (Thompson, 1994). These interactions not only shape the selective forces on
organisms, but in addition can be subject to change themselves. Symbiosis, the collab-
oration between organisms of diﬀerent types (Mayr, 2001), is very common in nature
(Margulis, 1998). Symbiotic associations can alter an organism’s biotic environment: the
selective context in which it will appear. This modiﬁcation in environment is most clear
where symbiosis is taken to its logical conclusion, symbiogenesis: where the symbionts
involved become reproductively inseparable (Khakhina, 1992). Symbiogenesis is thought
to have been responsible for several major evolutionary transitions (Maynard Smith and
Szathm´ ary, 1995), including “perhaps the most important and dramatic event in the
history of life [...] the origin of eukaryotes”, (Mayr, 2001, p.51) when an archaebac-
terium and a eubacterium in a symbiotic relationship were genetically joined (Margulis
et al., 2000). There are also less extreme symbioses between free-living species that still
a have signiﬁcant impact on their likely biotic environments (Thompson, 1994), such as
between ﬂowers and their pollinators.
Why might the principles of symbiosis and symbiogenesis be useful algorithmically?
There are three concepts that we aim to make use of in problem solving: 1) the in-
corporation of sub-solutions to other components in the system; 2) a preference for the
variant type that is most compatible; and 3) recursion. We illustrate these concepts
with the following hypothetical example. Let us suppose that one organism, A, per-Chapter 1 Introduction 3
forms some ecological function that is desirable to another type, B. If B can encourage
the likelihood that A is present in its environment, B has improved its reliability of
access to that function. Moreover, B has not itself had to evolve that function – which
may be infeasible from B’s genetic position – instead a large, but non-random change is
introduced by ‘outsourcing’ that functionality to A. Let us further suppose that there
are two diﬀerent species that perform the desired function, A and α. It is likely that
one of these will be more compatible with B than the other (e.g., a lower overlap in
resource usage with B, or by-products are less toxic to B). In this scenario, we might
hypothesise that B would preferentially evolve symbioses with α over A.1 Finally, let us
suppose that B encapsulates α such that the pair is reproductively inseparable, resulting
in some higher-level function. Now the process can start over, with (B, α) composites
in a state ready to evolve symbioses with other types.
This thesis addresses the following questions:
1. How can we automatically identify and exploit structure in a problem to provide
scalable optimisation through automatic problem decomposition?
2. What are the fundamental algorithmic properties that enable eﬃcient automatic
problem decomposition?
3. What are the corresponding properties of a problem that render it amenable to
decomposition?
The original motivating factors in our work are founded in the organising principles
in both computational problem solving and evolutionary biology. Within the contexts
of problem decomposition and ecosystem structuring, some of the fundamental themes
are functional modularity, encapsulation and abstraction. These systems raise chal-
lenging questions in both domains. For instance, from an engineering aspect: even in
scenarios when some system expertise is available, how appropriate are hand-designed
decompositions in comparison to automatically discovered decompositions with respect
to reﬂecting the intrinsic interdependencies? From a biological perspective: what role
can the evolution of symbiotic associations play in the structuring of biological commu-
nities (associative evolution)? In particular, how important are symbiotic associations
in the evolution of complexity?
1Stating this without intentionality: the variants of B with stronger symbiotic associations with α
would be ﬁtter than the B with stronger symbiotic associations A.Chapter 1 Introduction 4
1.1 Contributions
In this thesis, we are interested in developing a bottom-up approach to automatically
decompose problems in order to match the scale of search to the scale of structure in
the problem landscapes, in a recursive manner. We provide a method that is capable
of operating without assuming any a priori information regarding problem properties,
such as the epistatic structure or variable ordering.
The top-level goals of this thesis are:
• To develop an algorithmic framework that automatically identiﬁes and
subsequently exploits the problem structure, thereby providing eﬃcient
optimisation. The algorithmic approach should: 1) encapsulate lower-level com-
ponents once optimised; 2) respect context sensitivity of modules; and 3) be re-
cursively applicable.
• To identify the critical characteristics and mechanisms that aﬀord the
proposed algorithm eﬃcient optimisation. Identifying these characteristics
should lead to an understanding of the applicability and generality of the approach.
The knowledge generated should be in terms of both the problem properties that
they can exploit and the substrates in which such an approach can be implemented.
To achieve these goals, this thesis proposes a family of three algorithms. We work
through these three variants to develop an understanding of how to best achieve bottom-
up decomposition. In particular, an essential feature of our approach is how to auto-
matically identify which lower-level components should be used together in higher-level
components: this is the process of forming symbiotic joins, and hence enabling macro-
scale variation. We call the framework that encapsulates all of these algorithms ‘macro’,
as the fundamental aim is to create macro-level variation for scalable search. Here we
provide a brief description of each of the three algorithms that we present in this thesis.
Hard Joins. A sketch of the ﬁrst algorithm is as follows:
1. Run multiple hill climbers to ﬁnd several diﬀerent local optima;
2. Extract correlations between variables present in these optima;
3. Combine the most strongly correlated variables into macro-variables; and
4. Recurse: repeat from step 1, in the new search space of the macro-variables
When macro-variables are created, they comprise highly coherent combinations of vari-
ables, and are not merely large random collections of variables. Therefore, subsequent
search can focus on ﬁnding combinations of these macro-variables, without the need for
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We label this instantiation of our framework macro-h to reﬂect the ‘hard’ joins that it
makes between atomic variables to create macro-variables.
Soft Joins. The joins made in macro-h are permanent and irreversible. Thus, the
algorithm only joins the most strongly correlated variables. We recognise that in sit-
uations where macro-h rules out a permanent and complete join, there may still be
signiﬁcant correlations across several local optima. Accordingly, the second algorithm
uses the correlation information probabilistically. The overall structure is similar to
macro-h, although the steps taken by the higher-scale hill climber are created stochas-
tically (rather than deterministically), according to probabilistic biases that are learned
from the correlations.
1. Run multiple hill climbers to ﬁnd several diﬀerent local optima;
2. Extract correlations between variables present in these optima;
3. Deﬁne a set of biases that control future co-variation to reﬂect the strength
of correlations; and
4. Recurse: repeat from step 1, with hill climbers that stochastically create
multi-locus variation controlled by biases from step 3.
We label this instantiation of our framework macro-s, where the S stands for ‘soft’, in
contrast to the hard joins in macro-h.
Serial Visitation, Distributed Join Decisions. The previous two algorithms adapt
their biases in correlations according to an ensemble of local optima, which requires a
mechanism that can aggregate and analyse information from across such an ensemble
of local optima. The third variant algorithm does not depend on the availability of
such a mechanism, instead simply using localised feedback to modify biases in future
correlations. The algorithm runs a single hill climber to a local optimum at a time,
gradually reinforcing co-occurrence at the local optima it visits, rather than inspecting
a batch of local optima in parallel.
1. Run a hill climber to a local optimum;
2. Reinforce the bias between variables that are present in that local opti-
mum; and
3. Recurse: use a hill climber that creates multi-locus variation with biases
from step 2.
Since the correlations in available variation are introduced gradually, this algorithm still
eﬀectively aggregates the information from many local optima. However, the visitation is
performed in series. The progressive reinforcement of correlations provides macro-scale
variation that resolves modular diﬃculty eﬃciently.Chapter 1 Introduction 6
The changes made that allow serial visitation also enable the algorithm to be imple-
mented in a distributed manner. Hence, we suﬃx this algorithm macro-d, where D
stands for ‘distributed’.
The substantive contribution of this thesis is to provide a family of eﬃcient optimisa-
tion algorithms that assume no a priori information about the system structure. These
algorithms oﬀer a bottom-up approach to automatic problem decomposition. The de-
velopment, validation and investigation of these algorithms leads us to the following
thesis:
The macro framework we present can solve, in time sub-quadratic in the
problem size, nearly decomposable problems that require exponential time
for any local search method. Our method operates by using micro-scale
search to guide the formation of structures that enable macro-scale search
over several scales of organisation, and we show that this eﬀectively de-
composes the problem in a bottom-up manner without using any a priori
information about the problem structure.
The algorithms comprise two adaptive processes: a rapid exploration, and a slower
adaptation of the decomposition that acts on information extracted from the rapid
exploration. Changes in the decomposition have the eﬀect of redeﬁning the units of
search for the fast mechanism, thereby providing macro-scale search – the units of which
were created through micro-scale search. In this manner, micro-scale search guides
macro-scale search.
1.2 Relationship with Other Evolutionary Optimisation
Methods
We discuss the relationship between macro and three diﬀerent evolutionary methods
for optimisation: a generic evolutionary algorithm (EA); a memetic algorithm (MA);
and an estimation of distribution algorithm (EDA).
An EA has three main stages: evaluating the current population, selecting a ﬁt subset
of the current population to reproduce, and applying variation to the selected subset to
create the candidates for the next generation (Mitchell, 1996; B¨ ack, 1996). In macro, we
also take a generational approach and employ a population (of hill climbers). However,
unlike an EA, the speciﬁc genotypes held in our population are short-lived: from one
generation to the next, new initial conditions are drawn. The variation is also very
diﬀerent: when macro adapts the decomposition, it modiﬁes the available variation
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MAs modify the basic EA framework by applying local search to each population mem-
ber, which determines the ﬁtness used in the selection phase. Crossover and mutation
are applied to the selected candidates to modify the inherited genetic material, which
changes the seed positions for which subsequent local search is applied (Hart, 1994;
Krasnogor and Smith, 2005).2 Both macro and MAs apply hill climbers to members
of the current population, and the ﬁnal states of the hill climbing have an inﬂuence
on future search. However, the nature of that inﬂuence is very diﬀerent in each case.
Memetic algorithms only modify the initial conditions from which local search is ap-
plied. macro uses information from the ﬁnal states of the hill climbers to adapt the
decomposition, and this creates correlations in the future variation. Thus, future hill
climbing is performed at the macro-scale, whereas all local search in MAs is performed
at the micro-scale.
EDAs use a population and perform selection in a similar manner to a traditional EA,
but diﬀer in the variation stage. They build a statistical model that aims to reﬂect the
dependency structures in the problem by interrogating the correlations between variable
conﬁgurations in members of the selected subset (Baluja and Caruana, 1995; De Bonet
et al., 1997; Pelikan et al., 1999). There is no direct inheritance of genetic material
from one generation to the next. Instead, the statistical model is sampled to create
variants that take into account how variables depend on one another. macro adapts
the decomposition that it uses, either by joining variables or by introducing biases into
future variation. This decomposition aims to represent the epistatic structure of a
problem, sharing the aims of model building in EDAs. However, in an EDA the model
is simply used to create new initial conditions that contain elements of the ﬁtter than
average candidates from the previous generation. In macro, the decomposition deﬁnes
the future variation, thus leading to macro-scale variation in subsequent search.
The macro framework is distinct from all of these approaches. Merely adding local
search to a generic EA, or hybridising model building with local search (e.g., Zhang et al.,
2004) to repair each of the candidates drawn from the model does not fundamentally
approximate our method. Since EAs, MAs and EDAs do not ever modify the units used
by the search, even if a multivariate model is constructed that accurately reﬂects sub-
problem structures, the methods do not provide modular variation beyond the initial
sampling of that model. Applying micro-scale search to such candidates will not be able
to search in combinations of modules.
2This is a description of a Baldwinian memetic algorithm. Lamarckian memetic algorithms replace
the current population with the locally optimised genotypes, in contrast to only using the local optima
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1.3 Methodological Approach
We aim to understand how to design computational processes that can eﬃciently provide
problem solving. While the general computational eﬃciency of our resultant processes
is important, the understanding gained from taking a principled approach in designing
environments in which to test our algorithms and demonstrate principled advantages is
central to our development of knowledge.
We deﬁne some terms that encapsulate our metrics for success. In this thesis, we con-
sider combinatorial optimisation, and therefore measure the size of a problem in terms
of the number of decision variables (Motwani and Raghavan, 1995) – but note that this
gives rise to an exponential number of possible combinations in the number of variables.
Hence, when we say that an algorithm is able to solve a problem, we refer to an ability
to ﬁnd a global optima in time that scales polynomially with the problem size. Con-
versely, we deﬁne an algorithm as unable to solve a problem when its performance scales
exponentially with the problem size (Weiss, 1997).
We aim to demonstrate in principle scenarios where one process can solve a problem, and
other approaches cannot solve the same problem. That is, we are interested in qualita-
tive, and not merely quantitative, distinctions in performance. However, simply showing
a distinction in performance without understanding is not wholly satisfactory: we aim
to demonstrate algorithmic superiority of proposed techniques, but also why these tech-
niques can outperform others. By appropriately selecting test environments that exhibit
properties that can be exploited by the algorithm under investigation, and yet without
the speciﬁc feature that enables such an algorithm to exploit that problem property,
other approaches cannot solve that problem, we can gain a deeper understanding of why
our proposed algorithm works, and where such an approach will be applicable.
Of course it is important to use test systems that exhibit properties representative of
real world problems, and we shall argue why the properties that we have selected are
general and relevant.
Scope. We are inspired and motivated by understanding the organising principles
inﬂuential in both biological and computational systems. Although algorithmically so-
phisticated and novel, the relatively simple procedures that our proposed framework
employs enables us to explore the implications for our understanding of biological or-
ganisation when interpreting our macro framework as an abstract model of ecosystem
evolution.
However, it is important to delineate the form of contributions made by this work.
Its major contributions are to the evolutionary computation community: this thesis
develops an algorithmic framework for automatic problem decomposition, and provides
evidence relating to the computational eﬃciency of this framework. Analogies with
biological processes are provided for interest.Chapter 1 Introduction 9
1.4 Overview of the Thesis
This thesis is organised around several contributions. Chapters 3–7 describe technical
contributions, while Chapter 8 discusses more general implications of the contributions
as a whole.
In Chapter 2 we describe properties and concepts that aid our understanding of systems
and their decomposition. Further, we review optimisation techniques that take several
diﬀerent approaches to address problem decomposition, identifying their aﬀordances and
limitations.
Chapter 3 introduces a problem generator that exhibits modular interdependency, in a
natural and ﬂexible manner. To investigate a variable relationship between algorithms
that can and cannot exploit modularity, we develop a problem that has a tuneable
strength of modularity present. We call this the variable structural modularity (VSM)
problem, and it is used in some later chapters to expose the ability of certain algorith-
mic approaches in modular domains. Parts of this chapter are published in (Mills and
Watson, 2007b).
Chapter 4 brieﬂy describes two studies that lay foundational development in our under-
standing of the exploitation of modularity. First is a study into the ability of genetic
algorithms using linkage-preserving crossover in a modular scenario. We describe con-
ditions suﬃcient for crossover to provide modular variation, and demonstrate when this
is qualitatively distinct from simpler single-scale search processes. Second is the intro-
duction of a compositional algorithm, called the reciprocal synergy symbiosis algorithm
(rssa), which makes some progress in generalising the applicability of compositional
techniques over prior methods. This study uses the VSM problem to demonstrate that
the decomposition identiﬁed by the rssa corresponds to the problem structure. These
two studies have been published in part in (Mills and Watson, 2007b,a).
Chapters 5, 6 and 7 describe the development of the primary algorithmic contribution
of this thesis, the macro framework.
Chapter 5 builds on the foundational knowledge established in Chapter 4, combining the
structural identiﬁcation from the rssa with the concept of using multiple scales of search
from the genetic algorithm investigation. We introduce macro-h, which illustrates the
principles behind the coupled multi-scale search processes that comprise the macro
framework. We illustrate how it can achieve eﬃcient automatic problem decomposition
in an idealised test landscape that is computationally diﬃcult for many diﬀerent forms
of search that cannot appropriately evolve a system decomposition. The resulting algo-
rithm is very eﬃcient, and we derive analytical expressions for the expected time to solve
both hierarchical and two-layer modular problems. In each case, the proposed algorithm
scales log-linearly, despite the cost to single-scale search methods being exponential in
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Chapter 6 considers macro-s, a more general algorithm that uses more ﬂexible associa-
tion formation rules. We investigate the conditions under which the increased ﬂexibility
is advantageous, and consequently, we demonstrate that macro-s can solve a broader
class of problems that exhibit some ambiguity in local optima. The algorithm in this
chapter is presented in (Mills and Watson, 2009).
In Chapters 5 and 6, the instantiations of the macro framework both used a batch-
based system to evolve an appropriate decomposition. However, the underlying aim of
increasing the likelihood of co-occurrence of certain speciﬁc combinations of primitives
need not require batch analysis. In Chapter 7 we demonstrate that in fact the under-
lying association formation (problem decomposition) is simple enough to be entirely
distributed and implemented in a serial visitation of diﬀerent local optima. This is ex-
citing for several reasons, including that it demonstrates the simplicity of the concepts
needed to provide the type of scalable optimisation that macro does. Moreover, this
process can be implemented in distributed substrates such as ecosystems.
In Chapter 8 we discuss how macro-d can be interpreted as a model of ecosystem
evolution – the assumptions that this requires, and the conditions under which our
results suggest associative evolution to be qualitatively distinct from a non-associative
model. This chapter also brings together some more general concepts that we have
provided evidence for in the contribution chapters (3–7), as well as summarising the
contributions of the thesis. We also suggest some future directions.Chapter 2
Foundations
In this chapter, we describe background ideas that assist in understanding the contri-
butions made by this thesis, from two broad areas: computational search and general
systems science with particular relevance to modularity.
For a problem decomposition method to gain any traction, the system under consid-
eration must exhibit some structuring that allows a meaningful decomposition, where
sub-tasks can be solved in partial isolation. Modularity is one exemplar concept of sys-
tem organisation that ideally ﬁts with problem decomposition. We shall explain what
modularity is, and provide evidence for its generality in real systems. We also cover
other related systems-level topics.
We describe a number of search heuristics, including a general overview, and focus
on techniques from evolutionary computation that aim to exploit modularity. These
include cooperative coevolutionary techniques, estimation of distribution algorithms
(EDA), and compositional search. The coevolutionary approaches (CCEA) use many
sub-populations that each represent a part of the solution, which is a sentiment that we
aim to make use of. However, CCEAs pre-deﬁne the roles for each of the sub-populations,
which requires a priori knowledge that our approach does not need. The compositional
search algorithms use explicit encapsulation of lower-level units to scale up the search
process recursively. Our approach is inﬂuenced by the recursion and encapsulation,
but we move towards a more general representation of higher-order search that does
not require explicit encapsulation. Moreover, central to our approach is a separation
in timescales between creating new variational units and performing search with those
units. The similarities with EDAs stem from the use of an external model to represent
epistatic dependencies between variables. However, in our approach we use the infor-
mation stored in the model in a diﬀerent manner than in EDAs. EDAs sample entire
candidates from their model, while we use our model to inform macro-scale variation
steps that are used for higher-order hill climbing. Hence, the separation in timescales
diﬀerentiates our approach from both EDAs and compositional search methods.
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2.1 System Science
2.1.1 Deﬁnitions of System Properties
Here we provide deﬁnitions for some of the more precise terms that we use in this thesis,
in particular, with respect to system organisation.
Interactions, Dependencies, Epistasis
All but the most trivial of systems have interactions between at least some of their
variables. There are several names given to these interactions: dependencies, epistasis,
and linkage.
When the state of one variable depends on the states of other variables, we say that
there is a dependency between those variables. In genetics, the term used is epistasis,
or epistatic dependency: the interaction between multiple genes (Ridley, 2004). Two
subclasses of epistatic dependency are polygenic relationships (when several genes all
aﬀect a single characteristic) and pleiotropy (when one gene aﬀects several phenotypic
characteristics).
Linkage is a related concept that evolutionary computation has borrowed from the evolu-
tionary genetics literature. Physical linkage describes the distance between epistatically
dependent genes (variables with interdependencies) in the genome (problem represen-
tation). When dependent genes are closely organised on the genome, we call this tight
physical linkage, or a highly correlated epistatic-to-physical linkage map. In general, the
organisation of problem variables in a computational problem is not known a priori, and
thus we can only assume a random epistatic map.
Consistency and Inconsistency
A logical theory that does not contain any contradictions is consistent. Similarly, a
physical system where there exists some conﬁguration of sites such that all bonds can
be satisﬁed is consistent. More generally, when dependencies are all satisﬁed, such a
system is consistent.
An inconsistent system has no possible conﬁguration that satisﬁes all of its dependencies.
Note that this is diﬀerent from a system in a frustrated conﬁguration, which can occur
in a consistent system – this may be at a locally optimal conﬁguration.Chapter 2 Foundations 13
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(b)
Figure 2.1: Lowest energy conﬁgurations in an inconsistent four-cycle spin glass sub-
conﬁguration, complementary pairs are shown on each row. The ⋆ indicates which bond
is not satisﬁed in this conﬁguration
Frustration
Frustration is a condition that occurs in spin glasses when the conﬁguration of interac-
tions between magnetic sites cannot all be satisﬁed, but is not identical to an inconsistent
conﬁguration. Speciﬁcally, when the energy contribution for a particular site is identical
for any of its conﬁguration (either if it is an Ising system), frustration occurs (Ramirez,
1994).
Consider the following example Ising spin glass. For a 4-cycle with 3 positive bonds and
a single negative bond of equal magnitude, half the states are of optimal energy. There
is no way to satisfy all four bonds in this system. Consequently, the conﬁgurations with
lowest energy are given in Figure 2.1, in which 3 bonds are satisﬁed and one bond is
unsatisﬁed. Note that the particular bond that is unsatisﬁed can be located anywhere.
The case generalises to simple cycles of any size with a single negative bond.
A single broken bond is suﬃcient to show the types of structures that must be overcome
in frustrated Ising spin glasses. There are additional conﬁgurations of bonds that lead
to frustration (i.e., with an odd number of negative bonds), which may lead to further
computational diﬃculty.
Degeneracy
When there exists multiple states that have the same energy, a system is said to be de-
generate. Given our focus on optimisation, we are primarily concerned with degeneracy
in local optima. All spin glass systems exhibit some degeneracy, since inverting all spins
in a system gives the same energy level. An unfrustrated system is said to be ‘singly
degenerate’. However, nontrivial multi-fold degeneracy can manifest when frustration is
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2.1.2 Fitness Landscapes
Wright (1931) introduced the concept of the ﬁtness landscape, which provides a metaphor
for how populations may evolve, by organising neighbouring genotypes on a surface and
ascribing the ﬁtness of those genotypes to the height of the surface. The concept of the
ﬁtness landscape has been the subject of a long running dispute in evolutionary biology,
in part because of the counterposition that local optima in low-dimensional representa-
tions do not really exist in higher dimensional genotype spaces (see Wade and Goodnight
(1998) and Wilkins and Godfrey-Smith (2009) for defences, and Coyne et al. (1997) for
counterarguments).
The argument over the presence of local optima for biological populations is not critical
to this thesis, as the issue of local optima in computational problems is central to the
basic requirement of search techniques. We may use the concept carefully to aid our
understanding of why certain mechanisms will be hindered. However it is important
to note that, in line with Jones (1995b), we must acknowledge the abilities of diﬀerent
mechanisms for which the local optima in one landscape are not at all problematic for
other mechanisms. See in particular Chapter 7 and Mills and Watson (2006) for further
discussion of our work on mechanisms that change the eﬀective ﬁtness landscape.
2.1.3 Modularity
The term module typically refers to a component of a system, which can meaningfully
be considered in partial or full isolation from the rest of the system; the internal de-
pendencies of that component are stronger than its external dependencies. There are
several diﬀerent meanings attached to the term modularity, including systems that ex-
hibit functional autonomy (modular decomposition), and the repeated use of a modular
component (repeated modularity). As Schlosser (2002) notes, the latter type requires
modular components in order for there to be multiple instances of such a module, in-
dicating that functional modularity is in some sense a more fundamental concept than
repeated modularity.
Functional decomposition, the primary class of modularity that we investigate in this
thesis, is concerned with systems that have several sub-units whose function is localised
and largely independent of other portions of that system. Simon (1969) identiﬁes a
system as nearly decomposable if the dependence between modules is limited, and those
dependencies only inﬂuence the module in question in an aggregate manner. (Contrast
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Modularity in Natural and Engineered Systems
The pioneering work of Simon (1969) identiﬁed how modularity and hierarchy can de-
scribe structures that exist in cooperate and social organisation; biological systems as
diverse as ecological interactions (Olesen et al., 2007; Mart´ ın Gonz´ alez et al., 2009), phe-
notypic development (Wagner and Altenberg, 1996), and genetic regulation (Hartwell
et al., 1999; Ihmels et al., 2002; Vilar, 2006; Irons and Monk, 2007) are accurately de-
scribed as modular. Cognition is often described as broken down into functional modules
in the brain (Fodor, 1983). Social systems also frequently exhibit modularity, or ‘com-
munity structure’ (Newman, 2006). Human-designed products are often broken down
into subsystems that can be manageable for one designer (Baldwin and Clark, 2000;
Huang and Kusiak, 1998), and note that modules are often designed for reusability as
well (Smith, 1997).
The Evolution of Modularity
There is a body of work that aims to provide explanations for why modularity is observed
in so many evolved systems. This thesis does not directly address the evolution of
modularity, or its impact on the evolution of evolvability. However, the overlap of
concepts involved in this work with our research are not insigniﬁcant. In both lines of
work, we are interested in modular organisation keeping interactions ‘consolidated’ such
that optimisation can occur in sub-components without disrupting other sub-components
adversely.
Some questions addressed include:
• How does modular organisation aﬀect evolvability? (Wagner and Altenberg, 1996;
Kashtan and Alon, 2005; Kashtan et al., 2007);
• Under what conditions is the evolution of modularity encouraged? (Lipson et al.,
2002; Parter et al., 2008; Lipson et al., 2001); and
• How does variation in the environment aﬀect the evolution of modularity? (Earl
and Deem, 2004; Bogorad and Deem, 1999; Sun and Deem, 2007).
Regularity and Repeated Modularity
The term modularity can be used to describe a system with multiple instantiations of the
same component, which is repeated modularity. This concept is sometimes described as
regularity, but see Lipson (2007) for a discussion of why regularity does not necessarily
invoke modularity. There are several algorithms that aim to exploit this type of structure
in a system (e.g., Garibay et al., 2003; de Jong and Thierens, 2004; Walker and Miller,Chapter 2 Foundations 16
2005, 2008), and also (Philemotte and Bersini, 2006). These works lie somewhat outside
the scope of the research aims of this thesis. We are more interested in addressing the
question of identifying modules that reduce the diﬃculty of the search by reducing the
dimensionality (provided an appropriate mechanism), rather than by using a solution
discovered in one region in multiple locations in a system.
Several of the test problems used in this thesis (e.g., Chapter 3) are composed from
identical modules. However all of these use the same modules as sub-functions as an
idealisation to aid understanding, and it need not be the case. Furthermore, the algo-
rithms developed in this thesis provide no mechanism for copying genetic material to
diﬀerent segments of the genome, which would be required in order to exploit a repeated
form of modularity.
Deﬁning Modularity
Much work considers what it means conceptually for a system to be modular (Lipson,
2007; de Jong et al., 2004), and how to measure or detect such structure (e.g., Newman
and Girvan, 2004; Snel and Huynen, 2004).
Near Decomposability. In a strictly independent module, variables depend only
on other variables within that module. While this degree of separability may be ap-
propriate for some scenarios, one may more generally question why multiple entirely
independent components are considered as part of the same system. Simon’s concept
of near-decomposability describes a more realistic situation (Simon, 1969). Crudely, in-
teractions between modules are weaker than those within modules, but they are not
negligible. He deﬁnes two conditions which describe near-decomposability:
1. The short-run behaviour of each module is approximately independent of the short-
run behaviour of the other modules; and
2. The long run behaviour of modules depends only in an aggregate way on the
behaviour of the other modules.
—Simon (1969, p198).
Modular Interdependency. Where Simon’s deﬁnition of near decomposability fo-
cuses on dynamical systems, Watson and Pollack (2005) reﬁne this deﬁnition to one
that is more suitable for computational search problems. A module can take a number
of diﬀerent settings, C, according to its size. For a binary representation of k bits,
C = 2k. Watson and Pollack deﬁne C′ as the number of settings for that module that
are optimal for some context, and this can take values in the range [1,C]. If C′=1, the
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for higher-order interactions (e.g., hierarchically organised dependencies). If C′=C, the
system is not decomposable and no modularity is present. If C′ < C, the system is
decomposable. Problems that are not decomposable are of little interest within a study
on the exploitation of modularity. Problems that are decomposable but not separable
(1 < C′ < C) are of the most theoretical interest. Watson and Pollack deﬁne systems
for which 1 < C′ < C as exhibiting modular interdependency.Chapter 2 Foundations 18
2.2 Heuristic Search
Stochastic search algorithms are often employed in situations where a complete method
(which can guarantee optimality) is infeasible. That is, time exponential in the size
of the problem is required to solve that problem (even if an approach is smarter than
enumeration, application becomes computationally infeasible very rapidly with even
modest problem sizes). Blum and Roli (2003) provide a survey of search heuristics,
and distinguish between trajectory methods and population-based methods. Trajectory
methods maintain a single point in the search space at any one time. These include
gradient ascent, random mutation hill climbing, and simulated annealing. Population-
based methods aim to maintain a diverse set of candidate solutions, in an attempt to
avoid discovering only local optima. The genetic algorithm is a canonical example of a
population-based heuristic, and is a member of the class of evolutionary algorithms that
also use principles of ‘survival of the ﬁttest’ from evolutionary theory (B¨ ack, 1996).
Gradient ascent assumes that the form of a ﬁtness function is known, and is diﬀerentiable
(perhaps twice, depending on the method), such that from any position, a new position
can be calculated according to the shape of the ﬁtness landscape (Luke, 2009). Many
stochastic search methods use the weaker operating assumptions of black box optimi-
sation (BBO, Goldberg, 1989; Droste et al., 2006). These assumptions stipulate that
the only access to information about the function is via evaluation of a fully speciﬁed
candidate solution. When gradient information is unknown, we can test all neighbouring
conﬁgurations and accept that which improves the solution quality the most (steepest
ascent hill climbing, Forrest and Mitchell, 1993a). A cheaper alternative local applies
random perturbations to the current conﬁguration, accepting the change if it improves
solution quality (random mutation hill climbing, Forrest and Mitchell, 1993a). Simu-
lated annealing follows a similar process of applying random perturbations, and always
accepts changes that improve solution quality. In addition, changes that reduce quality
can be accepted probabilistically, according to the system ‘temperature’, which reduces
over time (‘anneals’) such that early on most changes are accepted regardless of the dif-
ference in quality, and towards the end of a run, only changes that make improvements
are accepted (Kirkpatrick et al., 1983).
Evolutionary algorithms have received much attention in the ﬁeld of computational intel-
ligence and heuristic optimisation, and accordingly there are many variants. The genetic
algorithm (GA, Holland, 1975; Goldberg, 1989; Mitchell, 1996) maintains a population
of candidate conﬁgurations, selects a high ﬁtness subset for reproduction to the next
generation, creating oﬀspring by applying variation to the selected parents with muta-
tion and crossover operators. An evolutionary strategy implements a similar protocol
but typically only applies variation through mutation. In (  + λ) strategies, the current
population ( ) competes with the mutants (λ) for space in the next generation (Beyer
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generation, thus a slightly closer resemblance to genetic algorithms. Other related work
includes that on evolutionary programming, which searches for programs rather than
ﬁxed length, discrete variable search spaces (Koza, 1992; Looks, 2006); and ant colony
optimisation, which reinforce successful (and short) paths to resources via ‘pheromone
trails’ laid by artiﬁcial ants (Dorigo et al., 1996).
The Building Block Hypothesis
The building-block hypothesis (BBH) was developed as an explanation for the success
of the genetic algorithm. The BBH involves the concept of discovering building blocks
(crudely: modules, although see below for the important diﬀerences) and subsequently
mixing those building blocks to ﬁnd higher-order solutions.
A schema speciﬁes values for a subset of variables in a binary string; this deﬁnes the set
of all strings which contain those values. A building block is deﬁned by Goldberg (1989)
as a ﬁt, low order, short schema. Tight physical linkage is preserved by crossover, so
elements within short schema are likely to remain neighbours. By maintaining partial
solutions in the form of building blocks, and combining multiple building blocks by
crossover, we should ﬁnd ﬁtter higher order schema. This should result in the discovery
of high ﬁtness solutions since each parent can contribute solutions to diﬀerent building
blocks through crossover. This is the essence of the building block hypothesis.
The BBH oﬀers an attractive way of thinking about how crossover should be able to
exploit modularity. However, it has not been straightforward to utilise this hypothesis.
Identifying problems that exhibit modular properties of the right kind to allow solutions
to be more easily accessible to algorithms which exploit these modular properties has
been unsuccessful in several attempts (e.g., Forrest and Mitchell, 1993b; Spears, 1993).
This thesis does not directly address the BBH. Instead, we take a parallel approach that
shares some of the intuition of the BBH, while remaining agnostic about the abilities of
standard genetic algorithms. In particular, we aim to a) identify sub-solutions; b) search
in the space of sub-solutions to ﬁnd combinations that create higher-order sub-solutions;
and c) use the ideas of recursion implicit in such an explanation. Where our approach
diverges from the BBH is illustrated by the deﬁnition of building blocks with respect to
modules. In our work,
a) modules need not have short deﬁning length: we are interested in solutions
that do not depend on prior knowledge of the physical to epistatic linkage
map (i.e., no tight linkage assumption);
b) modules need not be small: their solutions need not be discoverable by
enumeration (which is the case when the size of building blocks is bounded
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Throughout this thesis we shall consider problems that exhibit modularity according to
these criteria to test our proposed algorithms.
In this thesis, the most closely related work comes from the ﬁeld of evolutionary com-
putation, and in particular the class of estimation of distribution algorithms (EDA).
We review the concept of EDAs and work in the area thoroughly below. In addition,
there are several computational methods that aim to provide automatic problem decom-
position, and within this category, some that are explicitly compositional approaches.
We describe each of these types of algorithm and work in these areas in the following
sections.
2.3 Estimation of Distribution Algorithms
Estimation of distribution algorithms and GAs have common features, such as the use
of a population of candidate solutions, and stochastic selection based on ﬁtness of these
solutions to determine which areas of the search space will be explored further. However
the process of inheritance of genetic material from one generation to the next is very
diﬀerent. In an EDA, the selected subset of the population is used to build a probabilistic
model, aiming to identify what made that subset ‘ﬁt’. It is this model that is sampled
to produce new candidate solutions, rather than the mutation and crossover operators
used in GAs.
A key motivating factor in using probabilistic models to explore the problem space is that
it opens up the possibility of using mature statistical and machine learning techniques in
conjunction with the advantages of population based search. A second very important
factor in this approach is an attempt to identify the epistatic dependencies in problem
structures, sometimes known as linkage learning (Harik, 1997).
The algorithmic framework that we present in this thesis evolves correlations between
species to provide speciﬁc multi-locus variation that reﬂects the macro-scale structure
in a problem. The evolution of these correlations are also a form of dependency identiﬁ-
cation, a process that can be applied with no a priori assumptions of how the problem
is structured. An estimation of distribution algorithm aims to extract dependencies in
a problem by modelling what was good, or common, to an above-average-ﬁtness subset
of candidates. The model is then sampled to produce new candidate solutions that take
account of the dependencies that have been discovered. Building a model of the epistatic
dependencies between problem variables then, is integral to both of these approaches.
Accordingly, we use this section to describe a variety of approaches to model building.
The idea of building a model to estimate underlying features of a population, and using
that model to inﬂuence the regions of the search space that will be explored is broad and
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set of techniques. For more exhaustive detail on estimation of distribution algorithms,
we refer the reader to these reviews on EDAs (Pelikan et al., 2002; Larra˜ naga et al.,
1999) and of close relatedness, on linkage learning (Chen et al., 2007), as well as two
recent books that describe algorithm developments and applications (Lozano et al., 2006;
Pelikan et al., 2006b).
One of the key deﬁning characteristics in an EDA is the model, and speciﬁcally, the class
of interactions that it can represent. We follow (Pelikan et al., 2002) in using the model
richness to organise our descriptions of these algorithms, separating into univariate,
bivariate and multivariate categories. In addition, we identify a further category: EDAs
that use models with undirected dependencies.
2.3.1 Univariate EDAs
This class of algorithm considers the distribution of alleles at each variable independently
from the other variables, hence the name ‘univariate’. While our primary interest in
EDAs is their ability to model interdependencies between variables, these univariate al-
gorithms initiated research in the ﬁeld of EDAs and illustrate some of the other concepts
important to EDA design.
Population Based Incremental Learning
Population based incremental learning (Baluja, 1994; Baluja and Caruana, 1995) is a
simple algorithm that represents the state of the population using a probability vector,
which describes a distribution of variable states. A population of samples is drawn from
the distribution deﬁned by that vector, and the ﬁttest individuals are selected to update
the probability vector. The vector assumes variables to be independent. Each variable
in the vector is moved towards the univariate frequency observed for each variable in the
selected subset, the distance controlled by a learning rate. The pseudocode for PBIL is
shown in Algorithm 1.
The original algorithm described uses a single solution to update the model (i.e., E=1),
but it can be applied to larger sets in a straightforward way. The authors also suggest
learning from both positive and negative evidence, by moving towards the top E so-
lutions, and away from the worst E solutions (Baluja and Caruana, 1995). A further
extension is the parallelisation and incorporation of a crossover operator (Baluja, 1997).
PBIL has been shown to outperform a GA on several problems, including some that
were designed to be ‘GA-friendly’. The authors attribute the success in part to the
cost of parallel evaluations that are not as eﬀective when the population of a GA has
converged. However, since each variable in the problem is considered independently the
model cannot represent any interdependencies between problem variables.Chapter 2 Foundations 22
Algorithm 1 Population-Based Incremental Learning
Deﬁne:
for a problem with n binary variables
λ is the learning rate
P is a population of solutions
w is probability vector, 0 6 wi 6 1
Initialise:
w ← wi = 0.5,∀i,i ∈ [0,n − 1]
Main loop:
while !(reached iteration limit OR w converged) do
P ← draw |P| solutions from distribution w
Ps ← sort the solutions in order of ﬁtness
S ← select the ﬁttest E solutions from the population, and use these to update the
model:
for i ∈ [0,n − 1], calculate the frequency, fi, of candidates in the top E where
xi = 1
move the probability vector towards this frequency:
wi,t+1 = wi,t + λ   fi,t
end while
Bit-Based Simulated Crossover
Whilst not ﬁtting so neatly into the EDA framework described earlier, bit-based simu-
lated crossover (Syswerda, 1993) was arguably the earliest of all evolutionary algorithms
to consider distributions of allele values. This abstraction was motivated by the under-
standing that uniform crossover randomly assigns the oﬀspring of an allele at any locus
where the two parents have disagreeing values, and not changing the sites where parents
have the same allele. Instead of biasing a particular oﬀspring to the genetic material
from two particular parents, the probabilities of each variable are calculated over the
population, and these probabilities are used to bias the allele assigned to oﬀspring.
The Univariate Marginal Distribution Algorithm
The Univariate Marginal Distribution Algorithm (UMDA; M¨ uhlenbein and Paaß, 1996;
M¨ uhlenbein, 1997) is another univariate EDA. It is similar to PBIL, although the descrip-
tion focuses more on maintaining a population (note that the inheritance is equivalent:
only through the marginal distribution and no direct copying of solutions). The model
is constructed from the univariate marginal probabilities p(x) of the selected E high ﬁt-
ness individuals. Note that this does not use an incremental update to the probabilistic
model, but instead constructs a new model from the current high ﬁtness individuals in
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The Compact Genetic Algorithm
The compact genetic algorithm (cGA; Harik et al., 1999) is another method that con-
siders variables independently. Like PBIL, it uses a probability vector to represent the
univariate probabilities. This distribution is used to generate two samples, and these
compete. Wherever the alleles diﬀer, the probability vector is updated towards the ﬁtter
solution, with an update rate of λ (described as set to 1/n). Where the alleles agree, no
change is made to the probability vector.
2.3.2 Bivariate EDAs
When the ﬁtness contribution of a particular variable Xi (marginal ﬁtness) can be calcu-
lated by the sum of several terms, each of which has a maximum of two variables (Xi and
Xj), we call this a problem constructed from pairwise interactions. One simple example
is the Ising model on a lattice, where bonds can be considered as pairwise interactions.
A simple example of a function that has higher order is a k-bit trap: each ﬁtness value
depends on the unitation of the entire subfunction, which requires the knowledge of
states of k variables.
BMDA
The Bivariate Marginal Distribution Algorithm (BMDA). The main procedure of BMDA
is very similar to that of PBIL: a model is built from a high-ﬁtness subset of the pop-
ulation, and the new generation is drawn from the model distribution. However this
algorithm makes some advances over PBIL since it can consider order-2 interactions
(Pelikan and M¨ uhlenbein, 1999). The model is constructed using Pearson’s χ2 statistics
to give a measure of pairwise dependencies. A dependency graph containing all of the
problem variables is produced; the resulting graph is not necessarily connected (i.e., there
may be more than one component in the graph). Since it is acyclic, a straightforward
procedure exists to generate new individuals.
MIMIC
The mutual information maximising input clustering (MIMIC; De Bonet et al., 1997)
algorithm uses a chain of dependencies to represent the problem structure. It uses a
greedy algorithm to construct an ordering, which aims to describe the linkage order in
the problem. A probabilistic model is constructed from this chain, which is sampled to
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Decision Trees
Baluja and Davies (1997b) present an extension to MIMIC, modelling the dependencies
in the problem with a decision tree instead of a chain of dependencies. Its model building
ﬁnds the minimum spanning tree based on the bivariate frequencies of variables in the
selected subset of the population. The tree connects all variables, and thus all variables
have a parent except the root. Unlike the model in MIMIC, multiple variables can
share the same parent. Sampling this distribution to create the new population is
straightforward.
COMIT
Baluja and Davies use the decision tree EDA as the core of ‘combining optimisers with
mutual information trees’ (COMIT; Baluja and Davies, 1997a). Instead of sampling the
probabilistic model to directly create oﬀspring for the next generation, COMIT uses
the samples to select a seed point for a simpler optimisation algorithm (in this case,
a restart mutation hill climber; in (Baluja and Davies, 1998) they use PBIL). Several
candidates are sampled, evaluated, and the single ﬁttest is used as a seed point for the
hill climber. The local optimum found by this hill climber is inserted into the population.
See Algorithm 2.1
Algorithm 2 Pseudo-code for COMIT
Initialise:
P ← random strings of length N
while !(termination criteria) do
build mutual information tree model, M, of P
sample model to produce O, where |O| = K
evaluate all oﬀspring in O, and select the ﬁttest string, H.
hill climb from initial point H, to give H′
replace some of P with copies of H′
end while
STAGE
This algorithm shares some of the motivations of COMIT, and while it does not ﬁt
neatly into the category of estimation-of-distribution algorithms, its similarities merit
discussion at this point. STAGE comes from machine learning, and is a multi-restart
method to select promising initial conﬁgurations for a local search method (Boyan and
Moore, 2000; Boyan, 1998). Their approach aims to learn the objective function using
the trajectories of a simple local search algorithm as training data. Speciﬁcally, for
1In (Baluja and Davies, 1998) the authors suggest the use of Bayesian networks as a richer model but
do not proceed with this enquiry on account of ﬁnding optimal networks being NP-complete (although
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each starting conﬁguration x0, the local search algorithm provides some locally optimal
conﬁguration, x∗. STAGE constructs a function approximation of the likely ﬁtness of
output conﬁgurations based on initial conﬁguration, using linear or quadratic regression.
Hill climbing is then performed on the resulting function (i.e., in an auxiliary space, not
the original problem search space), to bias the next initial condition for the local search,
hopefully leading to a high quality solution. These two steps are repeated until a global
optima is found. Pseudo-code is given in Algorithm 3.
Algorithm 3 Pseudo-code for Stage
Initialise:
x0 ← random initial state of length N
while !(termination criteria) do
(A) x ← trajectory of local search algorithm π from x0
y ← x∗, i.e., record the maximum ﬁtness point on that trajectory x
add {F (xi)  → yi} to training set for each xi ∈ x
(B) ˜ V π ← trained evaluation function from training set
(C) z ← trajectory of stochastic hill climbing on ˜ V π
(D) xo ← z∗, i.e., set initial point for π
end while
DSMGA
The dependency structure matrix driven genetic algorithm (DSMGA) was proposed by
Yu et al. (2003). It is an interesting hybrid that sits between GAs and traditional
EDAs. Variation is applied directly to the population rather than via drawing new
samples from a model, so inheritance is direct; and yet that variation is controlled by
a model of the problem structure. It constructs a dependency structure matrix (DSM)
that describes an estimate of where dependencies exist in the problem, based on the
entire population. The second stage is to ﬁnd a locally optimal clustering of this data,
to give an indication of the structure present in the problem. The third stage is to
use the information presented by this clustering as a deﬁnition for where building block
structure exists in the problem, and perform ‘BB-wise crossover’ on selected individuals.
In short, this third stage acts similarly to uniform crossover, except crossover points are
excluded within building blocks (see also Sastry and Goldberg, 2004).
The DSMGA has similarities with both GAs and EDAs. The algorithm constructs a
model of dependencies in a problem to address unknown linkage, and that model is built
in every generation using direct statistical analysis of the population. Inheritance of
genetic material is as per a GA: variation is applied directly to parents in Gn to create
oﬀspring in Gn+1. However what makes the DSMGA stand out from other EDAs and
GAs is that the resulting DSM reveals the structure of the problem, in a manner that
appears intuitive to the human eye. This may have some value in cases where real-world
problems cannot be solved without skilled knowledge. Contrast this with the ﬁnal model
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at the end of a run, the model need only describe univariate frequencies and will not
represent any dependencies between variables.
A hierarchical version (Yu and Goldberg, 2006) is described in section 2.3.3.
2.3.3 Multivariate EDAs
Problems that have complex interactions may require more sophisticated models to
accurately represent the structures. Some EDAs have been developed that use graphical
models such as Bayesian networks, which are capable of representing a richer class
of interactions than the bivariate algorithms reviewed above. A second approach to
handling more complex interactions is by recursively applying a simpler model. We
describe some algorithms of each category.
The Extended Compact Genetic Algorithm
The Extended Compact Genetic Algorithm, or ECGA, identiﬁes clusters of variables
in the problem structure using a greedy algorithm and a minimum description length
metric (Harik, 1999). It inherits little other than name from the compact GA (see 2.3.1),
requiring a substantially sized population to build a model from, and the model itself is
signiﬁcantly more complicated.
The model is built on a selected subset of the population. The greedy algorithm that
constructs this model initially assumes N subsets (i.e., one for each problem variable),
and attempts to group those subsets into larger subsets. If the overall ‘marginal product
model’ is improved the grouping is retained, and this process is repeated until no more
groupings are accepted. The frequencies in the model are sampled to create an entirely
new population in each generation. The model quality is judged on two criteria: (1) the
storage required to represent the problem partitioning, and (2) the storage required to
represent any nonzero frequencies of pattern occurrence within the population for each
subset in the model.
Harik demonstrates the model to discover a decomposition that reﬂects the building
blocks in a concatenated trap (of ﬁxed size) function.
Hybrid Extended Compact Genetic Algorithm
Lima et al. (2005) introduce the hybrid extended compact genetic algorithm, by com-
bining the ECGA with BB-wise mutation and BB-wise crossover (the DSMGA uses
BB-wise crossover). The ECGA model building method is used to decompose (parti-
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operators are used to provide variation. BB-wise mutation involves searching all 2k con-
ﬁgurations in a module, and retaining the single conﬁguration with the highest ﬁtness.
This is an interesting idea, but we ﬁnd three critical problems with its applicability: 1)
the cost of search in module space is exponential (unless k is ﬁxed with respect to problem
size, N); 2) applying these operators depends on having found a useful decomposition,
which takes a large population size; and 3) there is no concept of handling the possibility
that a module might have multiple optima, the best of which is dependent on the context.
The Bayesian Optimisation Algorithm
The Bayesian optimisation algorithm (BOA) utilises a Bayesian network that is capable
of representing multivariate dependencies (Pelikan et al., 1999). The probabilistic model
is built on the ﬂy from a subset of candidates of above average ﬁtness from the popula-
tion, and updated in each generation. Bayesian network structures are explored for one
that best ﬁts the data from the selected set, using a greedy heuristic. In addition to the
dependency graph, each vertex requires a table describing the conditional probabilities
of each variable value given the conﬁguration of its parent vertices. These two compo-
nents make up a candidate Bayesian network, several of which are constructed during
this greedy search. Valid dependency graphs include fully connected trees as well as a
set of disconnected components.
Generating new samples is similar to the method used by the bivariate EDAs described
above. Since the dependency graph is acyclic, it will always contain some roots (vertices
with no parents). These roots can be assigned values according to the corresponding uni-
variate probability in the model. These new samples replace a portion of the population,
and the next generation begins with selection again.
The additional complexity available in the model, compared to a bivariate dependency
model, has beneﬁts and drawbacks. The model is able to represent structures that
allow the algorithm to eﬃciently solve building block problems that other algorithms
cannot, such as 6-bit bipolar traps, when algorithm parameters are appropriately set
(Pelikan et al., 1999). However, the larger the order of dependencies in the problem,
the more complicated the Bayesian network must be. The search for a good network is
straightforward if e, the maximum number of incoming edges in the graph, is 0 or 1. But
for the general case where e > 1, ﬁnding an optimal graph is an NP-hard problem (in
e). Therefore e is kept low, and a greedy heuristic is used, which adds a random edge,
and retains the edge if the network score is improved. The quality of a graph in this
search is measured using the K2 variant of the BD metric as proposed by Heckerman
et al. (1995).
A variant, hierarchical-BOA, was developed to address dependencies greater than order-
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below. Another variant was proposed to eliminate some of the cost of model building
complexity of the Bayesian network (Pelikan et al., 2008). This makes small increments
to both the structure and marginal parameters from generation to generation, and elim-
inates the requirement for a population (inspired by the compact GA, but see also the
EBNA in Section 2.3.3).
Estimation of Bayesian Network Algorithm
The estimation of Bayesian network algorithm follows the classical EDA structure, using
a Bayesian network to model dependencies (Etxeberria and Larra˜ naga, 1999). EBNA has
much in common with BOA. However, there are implementational diﬀerences, including:
a) the Bayesian network is calculated incrementally from the network of the previous
generation; and b) scoring the Bayesian network uses a diﬀerent metric (the Bayesian
information criterion). Larra˜ naga et al. (2000) investigates diﬀerent Bayesian network
metrics in the EBNA, ﬁnding that both Bayesian information criterion and the K2
metrics (as used in BOA) are successful.
FDA and LFDA
The Factorised Distribution Algorithm (FDA) uses a model that is supplied a priori for
a given problem (M¨ uhlenbein et al., 1999). When the supplied distribution model is
accurate, the algorithm is eﬃcient. However, the dependence on the prior speciﬁcation
of the model limits the applicability of the FDA.
The learning factorised distribution algorithm (LFDA) extends the FDA so that it learns
the structure using a Bayesian network (M¨ uhlenbein and Mahnig, 1999). The authors
acknowledge the approach of learning the network from ﬁtter individuals taken by BOA
(see 2.3.3), and choose an alternative model scoring metric, but the algorithms are largely
similar.
DSMGA+
This is a recursive version of the DSMGA (see Section 2.3.2), inspired by the success of
hBOA (Yu and Goldberg, 2006; Yu, 2007).
The main diﬀerence from DSMGA to DSMGA+ is the inclusion of the ability to re-
curse, via what the authors call ‘substructural chromosome compression’. As per the
earlier algorithm, pairwise dependencies in the problem are estimated from the popu-
lation and used to construct a DSM. Clusters are detected in this DSM via a search
heuristic to provide an estimate of the problem structure, which are used for two main
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diﬀerent schema present in the population for the variables in that block), the algorithm
attempts to compress the block into a single binary variable. This is performed when
the diﬀerence between the second and third most frequent schemata becomes signiﬁcant
enough. As implemented, this occurs when the diﬀerence in normalised frequency ex-
ceeds ﬁve standard deviations. A second criterion based on mutual information is also
applied before a block can be compressed. Once compression has been applied, it is not
reversible. The mapping is as follows: the most frequent schema is mapped to 1, the
second most frequent schema is mapped to 0, and when any other schema appears in
the population it is mapped randomly to 0 or 1.
This second criterion is applied in an attempt to alleviate problems from compressing
higher level blocks before lower level blocks are fully converged, and may be restricted
to helping the algorithm work correctly in problems where the building blocks are ar-
ranged in neat layers. However since it is only tested on problems in this class there
is no evidence one way or the other (A random problem from the hierarchical problem
generator (de Jong et al., 2005a) may well be problematic). A further concern with the
compression mechanism employed is that a building block can only be compressed into
exactly two conﬁgurations, which appears to be too rigid. This is not manifested in the
tests performed since all blocks have exactly two (at least locally) optimal conﬁgura-
tions, but it is not hard to imagine that some problems will have multiple optima in one
block and only a single in others.





performance on each problem type. The authors also em-
phasise that the DSMGA+ has an ability to present the structure of the problem it has
solved, although it is not quite as neat as when working on ﬂat separable problems.
hBOA
The hierarchical Bayesian optimisation algorithm (hBOA, Pelikan and Goldberg, 2001a,b)
is a development on BOA (see Section 2.3.3). It aims to improve eﬃciency of its repre-
sentation of dependencies in the probabilistic model it builds in order to solve problems
with high-order dependencies where BOA would require exponential time in the prob-
lem size. The major change is the use of local structures in the Bayesian networks.
In particular, Pelikan and Goldberg (2001a) deﬁne hBOA with decision graphs as the
local structure, although results are provided using the simpler decision trees (in (Pe-
likan and Goldberg, 2001b) and later publications, e.g., Pelikan and Hartmann (2007)).
Additionally, a diversity maintenance mechanism is used to determine which individuals
in the population a newly generated candidate should replace (called restricted tourna-
ment replacement, after (Harik, 1994); very similar to deterministic crowding (Mahfoud,
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hBOA can eﬃciently solve hierarchical traps (Pelikan and Goldberg, 2000) and HIFF
(Watson et al., 1998): curve ﬁtting on performance on the hierarchical traps as reported





2.3.4 Models with Undirected Dependency Structures
As discussed in Section 2.3.3, some of the most powerful EDAs use a Bayesian network
to model dependencies while others use trees or chains, which are all types of directed
graph. However, if the dependencies between variables are not directed, a directed graph
may not be able to model the structure accurately. This has motivated some researchers
to explore EDAs that use undirected graphs at their core.
The Markov Network Factorised distribution algorithm uses a Markov network to repre-
sent undirected dependencies between sets of variables, and identiﬁes (maximal) cliques
in this graph to construct a junction graph (Santana, 2003). This junction graph is the
ﬁnal model that is sampled to generate a new population. This framework was later
modiﬁed to use Kikuchi approximations (Santana, 2005; Santana et al., 2006).
Shakya et al. (2004, 2006) introduce the ‘distribution estimation using Markov random
ﬁelds’ framework, which uses Markov ﬁelds as the probabilistic model (DEUM). Sev-
eral instantiations exist, including the univariate DEUMpv (Shakya et al., 2004), and a
bivariate version Is-DEUMg (Shakya et al., 2006; Shakya, 2006).
DEUMpv follows the framework of a typical EDA, and performs a singular value decom-
position to ﬁnd its Markov model parameters, which are used to inform the direction
of update to the univariate probability vector (similar to PBIL). The probability vector
is sampled to create new candidate solutions as in PBIL. Is-DEUMg is applied to the
±J Ising model on a 2D lattice, and uses the lattice structure a priori, therefore not
addressing the question of where the dependencies are in a problem. Creating a new can-
didate solution requires a ‘Gibbs sampler’ to be run many times on the Markov model.
This does not use ﬁtness function evaluations, but the authors note that computation
time is dominated by the sampling (Shakya et al., 2006). This makes it hard to directly
compare performance with more traditional evolutionary algorithms.
Another algorithm in this category is the estimation of dependency networks algorithm
(G´ amez et al., 2007). This identiﬁes relationships according to high mutual information
and low degree of relation, and constructs a dependency network (which is similar to a
Bayesian network, but allows bi-directional edges). New candidates are drawn from the
model using a Gibbs sampler.
This is an interesting direction for EDAs, presenting the potential advantage of repre-
senting dependency structures between problem variables more closely with undirected
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the distribution. In any directed graph, there will always exist some root nodes whose
values can be set according to univariate frequencies, thus providing the values necessary
to sample variables lower in the tree. No such guarantee exists for undirected graphs,
and the penalty is manifested in the cost of Gibbs sampling or similar.
2.3.5 Properties of EDAs
In the previous sections we covered many diﬀerent algorithms that ﬁt under the cat-
egory of estimation of distribution algorithms. The fundamental property that these
algorithms share (with few exceptions) is that new candidate solutions are drawn from
an auxiliary model. However, other properties characterise the diﬀerences in these ap-
proaches, and we identify a number of these here.
First, we identify two properties that are important in how eﬀective the resultant al-
gorithm is: 1) the auxiliary model capacity; and 2) the method by which the model is
sampled to generate new candidate solutions.
Second, there are several properties that do vary in the algorithms described, but either
the alternatives reduce to one another, or they are the type of property that need
some decision, but many choices are suitable. These include: 1) whether the model is
updated incrementally, or regenerated after each round of selection; 2) whether any of
the population progresses to the next generation, or the entire population is drawn from
the model in each generation; and 3) certain characteristics of the model construction
algorithm.
We describe the properties in each of these two categories. The model capacity is
central in deﬁning the capabilities of an EDA – and indeed, following Pelikan et al.
(2002), we chose to organise the above descriptions by this feature. The univariate
algorithms potentially provide a less biased representation than an explicit population.
Once a model can represent dependencies (as in the bivariate or multivariate EDAs),
the structure used by that model can inﬂuence how well the dependency structure can
be estimated. For instance, the use of chains in MIMIC is less general than the forest of
tree structures that BMDA allows. Furthermore, the model can either use continuous
dependencies (e.g., PBIL), or deﬁne a statistical threshold for inclusion of a discrete
dependency (e.g., the ECGA).
Sampling the model is key to the algorithm’s ability to generate variants in order to
search a problem space. Although this contributes more to the algorithm cost than
the underlying principle of the procedure, it is nevertheless a central consideration in
developing eﬃcient processes. When the model uses an acyclic graph (such as MIMIC,
BMDA, FDA, and hBOA; as well as PBIL and UMDA in a degenerate sense), probabilis-
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the undirected graphs used by the Markov network EDA require a more involved and
costly sampling procedure.
The model may be updated incrementally, or regenerated after each round of selection.
However, simply using a large population and weak selection will introduce more ‘inertia’
into the model even if it is regenerated in every generation, mimicking an incremental
update. Similarly, the proportion of new candidates introduced to the population in
each generation also inﬂuences how rapidly the model is updated. These two factors
are important in avoiding the introduction of too strong a bias from modelling arbitrary
correlations, but are set by parameters of the model rather than the structure of the
algorithm, per se. One ﬁnal aspect is the algorithm used to construct the model. Some
EDAs use models that require a search in the auxiliary space (e.g., MIMIC, BOA,
EBNA) whereas others can be calculated directly from the statistical measures of the
selected subset (e.g., PBIL). The former category may use a more powerful statistical
model, but in some cases this may be partially hindered by the cost of search in the model
space. Baluja’s decision tree model uses a minimum spanning tree, which is a polynomial
search. However, ﬁnding the best-ﬁtting Bayesian networks is an NP-complete problem,
and normally a heuristic is used to complete in polynomial time (see e.g., Heckerman
et al., 1995).
On the Quality of Models
As mentioned above, there are several diﬀerent approaches to the model building stage
in EDAs. Model choice, and how high quality the model should be with respect to
the sampled data, are open questions (see e.g., Hauschild et al., 2007; Echegoyen et al.,
2007). Santana et al. (2005) looks at one aspect of model quality in an investigation into
‘benign’ and ‘malign’ interdependencies. If, for a pair of variables, the most probable
bivariate conﬁguration is predicted by the univariate probabilities, this is labelled as
‘benign’, and the authors suggest that this type of dependency might not add anything
to the model. (Conversely, malign dependencies occur in the case where the bivariate
probability has a diﬀerent result from the univariate probabilities). Experiments with
variants of EDAs that model either all dependencies, or only malign bivariate depen-
dencies provide support for this position.
Note that although BOA uses a greedy heuristic to construct suitable Bayesian networks,
if a higher quality Bayesian network is found to be necessary, EAs have been used to
address such a problem (Larra˜ naga et al., 1996; Myers et al., 1999). These methods are
compatible for use within the Bayesian network construction stage in BOA, EBNA or
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2.4 Automatic Problem Decomposition
2.4.1 The Principles of Problem Decomposition
Breaking down a problem into sub-components may allow us to solve a problem more
eﬃciently, if the system has a feasible decomposition that facilitates this. Take the
example of Tempus and Hora (Simon, 2002), the watchmakers. Each builds watches
of 1000 components. Tempus’ strategy is to put together sub-components of 10 pieces,
then assemble these into sub-components of 100, and ﬁnally assemble the overall watch
with ten of these 100-piece units. Hora on the other hand simply assembles full watches
with no intermediate assemblies. While there is no search problem in this story, the
beneﬁt of Tempus’ strategy is seen when each watchmaker is interrupted. When Hora is
interrupted, he puts down whatever partial watch he was working on, and it dissolves –
he has to start over after any interruption. Tempus might lose the progress on the current
assembly (be it a 10-part or 100-part unit, or an entire watch), but the dissolution only
goes back to the unit at the level below. Thus, interruptions are very costly for Hora
(on average, the time taken to assemble 500 components), but Tempus only loses the
time taken to assemble 5 components.
Breaking down a task into sub-tasks can be much more eﬃcient – in binary combinatorial
search spaces, solving an N bit problem in one monolithic attempt has a set of 2N
possible conﬁgurations. Dividing this in two, solving independently, and reassembling
has a far smaller search space of 2N/2   2. The smaller the components, the greater the
reduction on the search space: consider a completely trivial problem that could be broken
down such that each variable was an independent sub-task. Here, the decomposed route
has a search space of 2 N, where enumeration is only linear in the problem size; whereas
enumeration in the original space is exponential in N.
However, most problems are not so trivial that every variable is independent of every
other variable. Once there are signiﬁcant epistatic interactions, the main assumption
made when applying automatic problem decomposition is that there are meaningful
decompositions that can make qualitative reductions in problem complexity, i.e., that
sub-components of manageable size exist.
2.4.2 Prior Methods
Given the obvious potential beneﬁts from problem decomposition, many diﬀerent ap-
proaches have been suggested in the literature. Most problem decomposition in compu-
tation is top-down: the system decomposition is known beforehand, or deﬁned by the
programmer (Grama et al., 2003). In evolutionary computation, we are interested in
bottom-up solutions, where the decomposition is not known a priori. Instead, discover-
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However, many of the attempts to provide automatic problem decomposition have also
used some level of knowledge with respect to the system structure. Using such a priori
knowledge restricts their applicability to problems where such labelling is available.
2.4.2.1 Coarse Graining The Search Space
Kauﬀman et al. (1994) investigate how the ability of local optimisation on an NK land-
scape is improved if the space is divided into smaller patches. The local changes are
accepted or rejected according to the change in ﬁtness of the patch that they are in,
regardless of whether other interdependencies in other patches are broken. The authors
suggest that this allows the system to escape local optima that would trap the dynamics
if system-level ﬁtness was used to determine state change acceptance. They ﬁnd some
improvement in system-level ﬁtness with small patches when systems are rugged (high
K, the number of epistatic links for each variable). For smoother landscapes the lowest
energy is found when the entire system-level ﬁtness is used to determine state changes.
However the problems that they investigate are on a lattice (i.e., the interdependencies
are localised according to nearby sites), and that lattice information is used in split-
ting the problem into smaller sub-problems. There is no concept of changing multiple
variables at once; no possibility of search in combinations of successful module (‘patch’)
solutions.
Overall, this provides supportthat decomposition can be beneﬁcial in very rugged spaces,
provided a decomposition is known a priori (or discovered, but this work does not
attempt to do so), and even if performed in a reductionist manner: simply optimising
each component in isolation, without then considering a higher-order search, or some
form of conﬂict resolution.
2.4.2.2 Cooperative Coevolution
Potter and De Jong (1994) introduced cooperative coevolution (CCEA), a framework
that has received much attention. This class of algorithm splits a problem into several
sub-problems, and sets a distinct population on each sub-problem: it provides functional
decomposition. There is only competition within a sub-population, and no competition
between sub-populations – instead, representative members from each sub-population
cooperate to provide a complete solution. Evaluation is collective: a candidate from each
population is put forward such that a fully speciﬁed solution can be evaluated. Potter
and De Jong (1994) use a simplistic pre-deﬁned decomposition with one sub-population
for each variable in the problem, an approach followed by several later variants of the
underlying CCEA (e.g., Sofge et al., 2002). Selecting exactly which member to be
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sub-problems that each sub-population solves, but in the more realistic situation with
interdependencies between sub-problems, convergence in each sub-population is an issue.
A rather ad-hoc choice of the better out of “best from each population” and “random
from each population” is shown to be better than always taking the best. This indicates
that diversity is not always adequately maintained in a simple scheme.
Potter and De Jong (1995) consider evolving cascade networks to solve multi-bit parity
problems. These networks can be incrementally speciﬁed, and when additional nodes
are introduced they are assigned to their own sub-population. This method of allocating
additional sub-populations may provide traction in specialised domains where solutions
of variable length can be evaluated. However, it cannot directly be applied to decom-
posing a problem that requires a fully speciﬁed solution of ﬁxed length. Potter and
De Jong (2000) also use a variable number of sub-populations, applying the CCEA to
a string matching problem. In this problem, the ﬁttest sub-solution is selected for each
of the target strings. Their approach is appropriate for the particular task that requires
a general ability that can be decomposed into multiple solutions (see the section below
on categorical modularisation), but does not hold in general for an approach that aims
to solve parts of a problem that will later be combined.
Shi et al. (2005) recognise that decomposing a system into its underlying dimensions
may be disruptive where there are interdependencies between some dimensions. Their
solution is to apply a top-down decomposition that splits the problem into two sub-
problems of equal size.2 van den Bergh and Engelbrecht (2004) pre-deﬁne a number of
sub-populations to split the problem into, “hoping that some correlated variables will
end up in the same swarm” (p229). Their allocation uses the variable ordering a priori
(although the authors do not acknowledge this as an issue or prior assumption).
Finally, Yang et al. (2008) split the problem space into a small number of sub-populations,
and randomly guess an allocation of variables to sub-populations. Their approach is more
elaborate, as the random decomposition is used to deﬁne what each sub-population EA
will work on, but also for an auxiliary search that aims to ﬁnd weights for each sub-
population that may repair the overall solution. Furthermore, after each round (where
all sub-populations have been evolved), the decomposition is once again re-randomised.
None of these algorithms provide a systematic method to identify suitable decompo-
sitions, and are therefore not appropriate unless signiﬁcant information regarding the
system structure is available. It is unclear what advantage can be gained in guessing
the decomposition periodically, and while the authors of (Yang et al., 2008) do report
good results, it is not clear that the success can be attributed to this feature.
Parker and Blumenthal (2003) use Potter’s CCEA framework and investigate diﬀerent
evaluation methods. The trade-oﬀ that they consider is that: a) we desire accurate
2and presumably allocate dimensions x0 ...xn/2−1 to the ﬁrst sub-problem, and xn/2 ...xn−1 to the
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evaluation, but b) evaluating all members of each population with all possible com-
binations of the other populations is too expensive. Therefore, how can we achieve
the right balance of accuracy and cost? Their empirical study is limited to a robotic
box-pushing task, and they ﬁnd that using somewhere between a single sample and all
possible samples provides the best trade-oﬀ.
Wiegand et al. (2001) looks more formally at collaborator selection in CCEAs, investi-
gating the size of collaborator pool, how strong selection is in identifying the collaborator
pool, and credit assignment. They ﬁnd that a larger collaborator pool improves matters;
and that assigning the ﬁtness from the best collaboration that an individual participated
in gives the highest quality optimisation.
Both of these studies look at an issue that we confront in the algorithms introduced later
in this thesis: how can we ensure an adequate sample of contexts to test for association
formation? In the rssa (Section 4.2), we generate random contexts and need to use
a large sample in order to form appropriate associations. We consider some potential
methods for focussing the computational eﬀort. However, we later conclude that using
micro-scale search to ﬁnd locally optimal contexts in order to guide the association
formation is a superior paradigm – see Chapter 5.
These two studies also indicate that diversity maintenance is probably necessary when
there are multiple solutions for each module (as there will likely be in a multimodal
and nearly-decomposable space). If the EA used in each sub-population only has weak
selection pressure applied, this could help – but we will use a far more explicit method
to maintain diﬀerent solutions in our approach. The underlying CCEA is nevertheless
still dependent on an a priori speciﬁcation of the system decomposition.
Yong and Miikkulainen (2001) evolve controllers for robot tasks, comparing the evolution
of one central controller for all robots with a decomposed approach where each robot is
evolved in a separate population (similar to Potter’s CCEA). In such a domain, it may
make sense to decompose the system in this manner, as the inputs and outputs for each
robot make obvious decomposition boundaries. However this approach does restrict the
applicability to domains where a decomposition is known.
2.4.2.3 Evolving Architecture and Sub-Solutions Separately
In a somewhat diﬀerent category of coevolutionary decomposition methods, some algo-
rithms separate the task of solving sub-problems from arranging the particular combi-
nation of sub-solutions in any one system. These are more often applied to network-
type tasks than combinatorial optimisation, where there is some fungibility in the spe-
ciﬁc tasks undertaken by each sub-component.3 Taking such an approach may restrict
the (ﬂex)ability of a system to automatically adjust its architecture, pre-supposing a
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two-level architecture; however the ability for sub-solutions to themselves specify sub-
architectures would regain such ﬂexibility. Further, the distinction is not clear-cut. If
bottom-level components can vary in size and/or task that they fulﬁl, then the system
architecture can evolve in a decentralised manner.
An early two-level method is Husbands and Mill (1991) work that takes a coevolutionary
approach to a decomposed (planning and scheduling) problem. It is similar to Potter’s
CCEA, having several sub-populations that each address diﬀerent sub-problems. How-
ever, one additional sub-population consists of arbitrators, which resolve conﬂicts over
resources between the other sub-populations, doing so in a manner that suits the overall
system quality. This work also explicitly speciﬁes the system decomposition beforehand:
the number of process plans, and their individual targets are all known a priori.
Moriarty and Miikkulainen (1998) evolve neural networks for classiﬁcation tasks using a
two-level approach. The lower-level units are neurons, which are composed into systems
by a second evolutionary process on networks. There is no manner in which this work can
recursively compose higher-order sub-solutions from lower-order sub-solutions: only one
layer of decomposition is possible. Khare and Yao (2004) take a very similar approach,
modifying the exact type of neuron employed from perceptrons to radial basis functions.
In both of these pieces of work, there is no speciﬁc task allocation to any neuron group:
all neurons can be employed at any position in the network.
Khare et al. (2005) present a method for automatic problem decomposition for time series
prediction. Their architecture however is contrived: it uses two distinct populations with
pre-deﬁned roles. First are the ‘module’ candidates that actually do the problem solving,
and second are the ‘system’ candidates, which combine the outputs from exactly two
modules. This successfully identiﬁes suitable inputs to each module to decompose a
two-component task.
2.4.2.4 A Note on Categorical Modularisation
We discussed diﬀerent types of modularity in Section 2.1.3, identifying functional de-
composition as our primary interest, in contrast to any assumption that regularities exist
in the search space. Both regularity, and functional decomposition, are properties of the
problem or system. Some techniques attempt to ﬁnd decomposition in the solution that
they provide. For instance, Darwen and Yao (1997) take a ‘categorical modularisation’
approach to evolve sets of strategies for the iterated prisoner’s dilemma. Each strat-
egy could in principle be played against any opponent, but the approach taken here is
to provide a set of specialised strategies rather than a single generalised solution (and
accordingly, this approach must also design a mechanism to determine when to deploy
each strategy).
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Mills, 2008), where the tasks exhibit some form of modularity, but temporally rather
than functional groupings within the same static task. In our approach, maintaining
multiple diﬀerent sub-solutions to each sub-problem is very important on account of
context dependency. It is not the case in general that the solution to one sub-problem
could stand in as a solution any other sub-problems. Thus, categorical modularisation
is a fundamentally distinct approach from functional decomposition.
2.4.3 Restrictions of the Current Approaches
Throughout this section, we have identiﬁed a number of limitations with current decom-
position methods. We discuss two in particular: the use of prior information; and the
maintenance of diversity.
Use of Prior Information. Most of the methods discussed above use some knowledge
of the system structure, architecture, or decomposition. Those methods that do not pre-
suppose such knowledge instead guess a decomposition (e.g., Shi et al., 2005; Yang et al.,
2008). While either approach may provide traction for the speciﬁc domains tested, these
do not provide a principled manner in which to identify the structure of a system in order
to solve sub-problems eﬃciently. Moreover, using structural information restricts how
well techniques can transfer to a space where very little prior information is available.
Finally, pre-specifying a decomposition or an architecture reduces the ﬂexibility of the
system. A ﬁxed architecture precludes the possibility of reﬁning the initial decomposition
as an algorithm runs, and in particular, recursion (where evolving higher-scale structures
from lower-level components is available more than once).
Diversity Maintenance Potter’s work is interesting and has stimulated much further
research. However, at least one diﬃculty with his method is that we may not know
which of the possible options in a sub-population is most appropriate. Classical EAs
are known to suﬀer from premature convergence, hence the signiﬁcant eﬀort to develop
niching and other diversity maintenance techniques. Yet maintaining multiple possible
sub-solutions is critical when there is modular interdependency – i.e., the best solution
depends on the context. Much, if not all, of the work reviewed above overlooks the same
issue – appealing to Potter’s explanation that isolated sub-populations automatically
provides diversity maintenance – but this is not the case within a sub-problem. Moriarty
and Miikkulainen (1998) do acknowledge the issue of diversity (as central to problem
decomposition), and employ implicit ﬁtness sharing in their method to promote diversity.
Since the sub-components can all potentially stand in for one another, the question is
slightly diﬀerent: Potter’s approach does not assume that one component can act as a
solution for anything but the sub-problem for which the sub-population that it came
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2.5 Compositional Optimisation
The Symbiogenic Evolutionary Adaptation Model
SEAM is an evolutionary algorithm inspired by symbiogenesis (Watson and Pollack,
2000, 2003). It diﬀers from typical evolutionary algorithms in several aspects. These
include the symbiogenic variation operator, an ecosystem of entities that are partially
speciﬁed, and coevolved ecosystem templates that are used to facilitate evaluation. The
main pool of genetic material represents an ecosystem of many diﬀerent entities, each
specifying only part of an overall solution. In order to allow ﬁtness evaluations of
these partially speciﬁed entities under black-box optimisation assumptions, contexts are
generated from other members of the ecosystem. There is no source of new genetic
material (i.e., no mutation), and the only variation operator is the symbiotic join of two
entities.
The main loop of the algorithm operates as follows: two entities are picked at random,
and evaluated in a number of contexts to determine if the pair should make a permanent
symbiogenic alliance. A version of Pareto-dominance is used to make these decisions.
Since joins are irreversible, the rationale behind join decisions is to be conservative.
Therefore, the proposed composite must oﬀer an improvement to the constituent entities
over free-living in at least one context, and a detriment in none. That is, the join must
Pareto dominate free-living, or else no change to the population occurs. When joins
are made, the two symbionts are removed from the ecosystem and replaced with the
chimera. As this process is repeated, the average size of entities will increase until fully
speciﬁed solutions are discovered.
SEAM introduces a powerful new concept to evolutionary computation: compositional
search. However, it has several limitations: the Pareto dominance mechanism employed
to determine whether a join should be made is unnecessarily complicated. Assembling
contexts from other entities within the ecosystem, although arguably natural, is an un-
necessary assumption, which we will demonstrate in Chapter 4. Finally, SEAMs perfor-
mance in other problem domains is brittle: the utility of SEAM has only been demon-
strated on a stylised hierarchical function, Hierarchical If-and-only-If (HIFF, Watson
et al., 1998).
The Hierarchical Genetic Algorithm
The hierarchical genetic algorithm (HGA; de Jong et al., 2005b) explicitly utilises the
concept of modular interdependency in a manner inspired by SEAM. It attempts to
reduce the search space for a given subset of variables by determining which of the
possible settings for that subset are optimal in some context. If a particular setting
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modules are formed when variable settings are discarded, and this process is repeated
to result in modules containing only global optima.
The HGA is closely related to SEAM, and shares the limitation that it has only been
demonstrated to operate successfully on hierarchically decomposable problems.
The Evolutionary Transition Algorithm
The Evolutionary Transition Algorithm (ETA Defaweux et al., 2005; Defaweux, 2006)
incorporates a symbiotic variation mechanism into a more traditional evolutionary al-
gorithm framework that maintains a population of partial solutions. When selected for
representation in the next generation, the partial solutions can potentially undergo com-
position to become a larger partial solution. ETA was developed speciﬁcally for binary
constraint satisfaction problems, a class of problems that permit partially speciﬁed solu-
tions to be evaluated. Allowing partial evaluation changes problem characteristics, when
contrasted with black-box optimisation assumptions. Speciﬁcally, some problems that
are diﬃcult under black-box optimisation assumptions become easy when under partial
evaluations. For instance, ﬁnding ground states of a lattice-based Ising model presents
many local optima when all variables must be speciﬁed. However, if it is possible to
specify variables incrementally, we can resolve the dependencies according to only the
variables that are currently deﬁned to straightforwardly ﬁnd a global optimum.
Taking some ideas from both the ETA and macro approaches, we could modify the
algorithms in one of two directions. First, we could apply our methods to domains
where using partial evaluation is appropriate. Second, we could incorporate a separation
of timescales between composing new units and using those units into the approach of
ETA. Either of these could lead us to a broadened understanding of the inﬂuence of such
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2.6 Conclusions
In this chapter we have described several diﬀerent evolutionary approaches to compu-
tational problem solving, focussing in particular on methods that aim to gain traction
by decomposing a problem into smaller sub-problems. The approach proposed in this
thesis is distinct from all of material reviewed above, but elements of the algorithms
described above do strongly inﬂuence our design. In particular,
• Collective problem solving: diﬀerent parts of a problem are solved by diﬀerent
members of the population, rather than attempting to maintain a population of
full solutions;
• Encapsulation of lower-level components: once a lower-level solution is found,
future optimisation is performed at a higher scale, using that sub-solution as an
abstract component;
• Recursive application of encapsulation;
• Discovery of epistatic interactions through model building.
In Chapter 5 we introduce the ﬁrst implementation of macro, which explicitly encap-
sulates lower-level units into composite units in a recursive manner. The compositional
algorithms (Section 2.5) and the recursive DSMGA+ (Section 2.3.3) are the most similar
methods to this approach. In Chapter 6 we introduce a more elaborate implementation
of macro, which uses probabilistic associations between variables (see also the third
implementation in Chapter 7). The model building used by our probabilistic algorithm
is most closely related to BMDA (Section 2.3.2).
The two most fundamental diﬀerences that our approach has from the algorithms de-
tailed in this chapter are the manner in which we employ the probabilistic models, and
the separation in timescales between creating macro-scale variational units and perform-
ing search with those units. In particular, EDAs draw new fully speciﬁed candidates
from their models. This is in contrast to our approach, which uses the probabilistic
model to deﬁne macro-scale variational units that are used for higher-order hill climb-
ing. These units only specify a partial solution in general. Crucial to our approach is
adapting the model of system decomposition on a slower timescale to the hill climbing
process that operates using this decomposition. This underpinning concept distinguishes




Systems from many diﬀerent domains exhibit modularity, from phenotypic development
in biological systems (Wagner and Altenberg, 1996) to human-engineered systems where,
for example, the concept of decomposability is one of the key assumptions required for
cell library utilisation in ASIC design (Smith, 1997). In computational problem solving
the concept that one portion of a system can be solved in partial or full isolation from
other portions of the system is both simple and intuitive, and forms the basis for the
building block hypothesis (BBH) (Holland, 1975, 2000; Goldberg, 1989; Mitchell et al.,
1994). However, identifying problems that exhibit modular properties of the right kind
to allow solutions to be more easily accessible to algorithms that exploit these modular
properties is not straightforward (Forrest and Mitchell, 1993b).
We aim to better understand the algorithmic properties that can and cannot overcome
diﬃculty introduced by modularity. The methodology that we take in pursuing this
broad aim is to use problems with known structure and solutions, in order that we can
determine the factors that are critical to the performance of these algorithms in a princi-
pled manner. In particular, we are interested in a test problem that satisﬁes the following
three requirements: 1) a principled construction to enable straightforward interpreta-
tion; 2) ﬂexibility in the strength of modularity created, such that we can investigate
the changes that occur in problem solving ability when the structures that created mod-
ularity are blurred; and 3) it should allow epistasis between modules (i.e., the modules
should not necessarily be separable). Thus, we arrive at the speciﬁc research question
that we aim to address in this chapter:
How can we represent modularity using a ﬂexible and natural approach?
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This chapter describes a new approach to representing modular problems, which param-
eterises the amount of modular structure that is present in the epistatic dependencies
of the problem. The representation includes epistatic interdependencies between each
pair of variables, which each make a contribution to the overall system ﬁtness. The
interaction can be resolved if the variable conﬁgurations are appropriately aligned or
anti-aligned (depending on the sign of the interaction). The key to making our problem
variably modular is very simple. We deﬁne the ﬁtness of a genotype using a sum of
weighted pairwise interactions between the problem variables. For the highly modular
case, strong interaction weights within modules are cleanly divided from the weak inter-
actions that are between modules. In the non-modular case these weights are randomised
so that weights inside modules are not diﬀerent on average from weights between mod-
ules. A partially modular problem is deﬁned by partially randomising the weights of the
modular case.
When the important dependencies are structured into tight clusters, the problem land-
scape can exhibit signiﬁcant ruggedness. Each module has multiple optima, and the
ﬁttest conﬁguration depends on the context of the rest of the system: the system exhibits
modular interdependency (Dauscher et al., 2006). Therefore, a mechanism that cannot
search in the space of module conﬁgurations will not be able to eﬃciently resolve all of
the interdependencies – but a mechanism that can eﬀect appropriate modular variation
will in principle be able to reliably solve the problem. Conversely, when the clustering
of strong dependencies is towards the non-modular end of the scale, the ruggedness is
reduced and simply following local ﬁtness gradients is suﬃcient to solve the problem.
This problem representation advances our conceptual understanding of modularity in
the following two main aspects:
1. Constraints that act in concert create modules, and even a weak pressure to align
module solutions results in local optima; but the structure introduced can be
resolved by mechanisms that search with appropriate modular variation.
2. As the clustering is ‘tuned out’, local optima may be reduced in signiﬁcance and
hence become resolvable for simpler algorithms. This suggests that if we see the
type of structure introduced here elsewhere, it may be exploitable by appropriate
modular variation.
The ideas in this chapter are published in part in (Mills and Watson, 2007b).
3.1 Prior Tuneable Test Problems, and Deﬁnitions
There are many diﬀerent ways that a problem could be tuned to show a variable amount
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in the deﬁnition of functions that might inﬂuence the discrimination of mutation and
crossover algorithms (Pelikan et al., 2006a; de Jong et al., 2005a). If nothing else, one
could vary the size of a problem or the width of ﬁtness valleys incorporated in the prob-
lem (e.g., Jansen and Wegener, 2005; Watson, 2004). One notable factor inﬂuencing
the eﬀectiveness of crossover is the tightness of the genetic linkage (the deﬁning length
of building blocks; Holland, 1975; Harik, 1997). But none of these methods directly
addresses a variable amount of modularity in a simple tight-linkage building-block prob-
lem.
A modular problem without inter-module interdependencies is deﬁned as separable
(Watson and Pollack, 2005). Simon calls particular types of non-separable modular
systems ‘nearly decomposable’ (Simon, 1969). Watson reﬁnes this deﬁnition to describe
problems that are decomposable but not separable as exhibiting ‘modular interdepen-
dency’ (Watson and Pollack, 2005; Dauscher et al., 2006). We do not wish to restrict our
scope to separable problems, so we allow inter-module dependencies in our problem. We
introduce a method that is intended to describe problems that exhibit modular interde-
pendency. Note that in principle, systems that exhibit modular interdependency may
still be easy for crossover (Watson and Pollack, 2005). Note also that in a function built
only of pair-wise dependencies, inter-module dependencies must be weak when compared
with intra-module dependencies since the strong internal dependencies are what deﬁne
the module. For the sake of clarity, we shall refer to intra-module and inter-module de-
pendencies as internal and external dependencies respectively. In the following sections,
as throughout this thesis, when describing mutation we refer speciﬁcally to incremental
processes such as point mutation, and not sequence based mutations (e.g., inversion,
translocation) unless explicitly indicated.
It should be noted that problems built of pairwise interactions, or only order-2 depen-
dencies, can often be easy to solve (Kauﬀman, 1993; Goldberg, 1989). But this depends
on how the interactions are organised. When dependencies are structured, pairwise
dependencies can ‘act in concert’ to create local optima with signiﬁcant Hamming dis-
tances between them (Dauscher et al., 2006; Watson, 2006). Varying this structure is
suﬃcient to vary the problem diﬃculty.
We approach the deﬁnition of our parameterised modular problem by initially con-
sidering a very simple non-modular problem and subsequently incorporating modular
structure. We defer the introduction of components required for parameterisation until
the basic modular function is established.
3.2 Constructing Modularity
To address the aims outlined above, we deﬁne interaction structures using a spin glass
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Table 3.1: Equivalence Between Ising Spin and Binary String Representations
x0 x1 iﬀ (x0,x1) σ0 σ1 σ0   σ1
0 0 1 −1 −1 +1
0 1 0 −1 +1 −1
1 0 0 +1 −1 −1
1 1 1 +1 +1 +1
energy minimisation in spin glass systems, in evolutionary systems it is often more nat-
ural to maximise ﬁtness. Throughout this thesis, we use terminology that considers
function maximisation. We also follow the evolutionary optimisation convention with
variable allocations. Ising spin systems use variables σ ∈ {−1,+1}, whereas in evolu-
tionary computation it is more common to use allocations of x ∈ {0,1}. We use strings
of binary variables x = x0,x1,...,xn−1 by default, but where appropriate we also use
spin systems denoted by σ = σ0,σ1,...,σn−1. The mapping between the two systems
is straightforward:





The test problem class introduced in (Mills and Watson, 2007b) used the dyadic logical
function if-and-only-if (IFF), whose output value is high when both input variables are
equal. In an Ising spin system, this function is implemented as the product of two spins
– see Table 3.1.
3.2.1 A Simple Unstructured System
We take a system of N binary variables and order N2 pairwise interactions, whose
variables can be assigned values x ∈ {0,1}. Each of the interactions deﬁnes a ﬁtness
contribution according to the strength of the interaction, that is either positive or neg-
ative depending on whether that dependency is resolved.
We can deﬁne a simple, unstructured system in which all variables have dependencies
with all other variables of equal value w > 0. The overall ﬁtness is deﬁned as the sum
over all pairwise dependencies as deﬁned in Equation 3.3.






Since w is positive, when variables have agreeing values, the dependency between those
variables is satisﬁed and the ﬁtness contribution is positive. Conversely, the contribution
is negative when variable values disagree. This is the function of equality.Chapter 3 The Variable Structural Modularity Problem Representation 46
Although this system contains many dependencies, it is not structured. There are two
optima in its ﬁtness landscape, each of equal ﬁtness. Paths of monotonically increas-
ing ﬁtness exist that lead from any initial conﬁguration to one of these solutions, and
therefore even the simplest adaptive process would ﬁnd a global optimum.
3.2.2 A System with Modular Structure
To introduce structure into this system, we allow each interaction to make a contribution
of diﬀerent strength, instead of assuming that all interactions are of equal importance.
We use two classes of weights: wI as the strength of interaction between variables that
are within a module, and wE ≤ wI as the strength of interaction between modules.
Using just two weight classes keeps our problem formation simple, and yet allows us
to represent a number of modules within which the internal dependencies are far more
important than those outside of the module. Structuring the strong internal interactions
close to the leading diagonal introduces a number of modules. We deﬁne Z modules of
k variables such that Zk = N. Equation 3.4 speciﬁes the positioning of the weights (see

























Because both wI and wE are positive, dependencies are satisﬁed when variable values
agree. However, local optima are created when all within-module dependencies are sat-
isﬁed, but not all between-module dependencies are satisﬁed. This results in a ﬁtness
landscape that has signiﬁcant ruggedness. We examine a 20-module example in Sec-
tion 3.2.3. Note that it is not required that all modules are of equal size, but this
simpliﬁcation is suitable for our purposes.
It is possible to create a functionally equivalent system with weighted ﬁtness contri-
butions deﬁned by the Boolean subfunction if and only if (iﬀ). Watson (2006) takes
this approach to deﬁne a version of the Hierarchical-IFF function built from pairwise
dependencies. Here we address a more straightforward two-level modularity rather than
hierarchical modularity. This concept of modularity represented by a pairwise depen-
dency matrix with high values grouped along the diagonal in this manner is both natural
and intuitive (Simon, 1969; Lipson et al., 2002; Segr´ e et al., 2000; Higgs, 1996, 2000;
Morgan and Higgs, 1998; Watson, 2006; Sporns, 2006; Page et al., 2007).
The strong internal dependencies provide a selective gradient towards all variables withinChapter 3 The Variable Structural Modularity Problem Representation 47





















Figure 3.1: A cross section through the ﬁtness landscape for the clean VSM problem
with N=400, Z=k=20, wI=200, wE=1.
a module agreeing, resulting in two equally ﬁt optima that are equally easy to ﬁnd. As
such we expect the probability of ﬁnding each optimum of a module to be on average
0.5 when considered in isolation. However, the overall ﬁtness of a genotype will be
increased in proportion to how many pairs of modules ‘agree’ in how they are solved,
i.e., if either both are at the all-down solution or both are at the all-up solution. This
is because these conﬁgurations also confer the ﬁtness contribution bonuses from the
external dependencies. Therefore the optimal solution to a module is not independent
of context, but is nevertheless always one of only two possibilities, all-down or all-up.
This modular interdependency (Dauscher et al., 2006) requires a search method that
explores combinations of modules in order to ﬁnd optimal solutions – in later chapters
we shall explore some mechanisms that can provide such an exploration. Speciﬁcally, in
Chapter 4 we investigate when crossover operators can explore combinations of modules,
and in Chapters 5, 6 and 7 we investigate symbiosis-inspired mechanisms that learn
module structures and consequently search at the module level.
3.2.3 An Example System, and Properties
We consider a speciﬁc landscape for the function described by Equation 3.5 and Equa-
tion 3.4, for N = 400, Z = k = 20, wI = 200 and wE = 1. Figure 3.1 shows a particular
cross-section of the ﬁtness landscape deﬁned by this function. The curve shows the ﬁt-
ness of each genotype x from x = (0)
N to x = 1N and all genotypes x = 1i (0)
(N−i) in
between, i.e., 00000..., 10000..., 11000..., 11100...etc.
This slice through the ﬁtness landscape shows 21 diﬀerent optima at 11 diﬀerent ﬁtness
values. In the entire landscape there are 2Z local optima: the sparseness of optima is




equivalents, where X is the number blocks solved with all-1s at that point in the
section. Although this cross-section only shows N + 1 of a possible 2N genotypes, all of
the local optima in the landscape are either on or have an equivalent on the cross-section,
and so it provides valuable insight into the formation of the landscape. In Appendix A,
we derive the positions of the optima, and hence show that there are 2Z optima in the
space.
One of the properties that we want the VSM problem to exhibit is ruggedness suﬃcient to
prevent a mutation-only protocol from ﬁnding a global optimum. That is, the expected
time for a protocol that uses only uncorrelated changes to solve the problem will scale
exponentially with the problem size.1
In addressing this, we should consider what makes the problem diﬃcult. First, the ratio
between wE and wI controls the presence of local optima, and their height relative to
nearby conﬁgurations. Second, assuming a weight ratio that ensures all potential local
optima are present, increasing the number of modules leads to an exponential increase
in the number of local optima for a given problem size. Third, increasing the module
size leads to widening ﬁtness valleys that separate local optima. In the example above
we set Z = k to maximise the trade-oﬀ, but it is only important that both the number
of modules, and the module size scale with problem size.
Let us now explore the eﬀect of weight ratio on these three aspects. As the internal and
external weights tend to equality, the local optima disappear. In the limit of wI = wE
the function becomes the simple problem of maximising the majority of 0s or 1s (as
mentioned in Section 3.2.1). At the other extreme, when wE/wI tends to 0, the diﬀerence
in ﬁtness from lowest to highest optima also tends to zero. In this case, the width of
the ﬁtness valley between each local optimum and neighbouring local optima is at its
maximum.
However, there are intermediate weight ratios where there are 2Z optima, and the global
optima are signiﬁcantly ﬁtter than other local optima.
In Appendix A, we derive thresholds for the weight ratio at which each class of potential
local optima disappear (when increasing wE relative to wI). The resulting equation is
given in terms of k,Z, and X, where X is the majority number of modules that are




2Xk + k − Zk
k − 1
. (3.6)
The threshold for the class of optima that have Z−1 modules solved to the same type is
the highest, and in the example above this is at 20:1. For the examples in this chapter,
1It is also important that there are plausible mechanisms that scale polynomially with the problem
size. Such mechanisms are investigated in later chapters.Chapter 3 The Variable Structural Modularity Problem Representation 49
we choose wI : wE to be above this threshold at 200:1 which provides a width of 18 bits
for the last ﬁtness saddle. This saddle width is not the potential maximal 20 bits that
it would be if the modules were separable. The discrepancy indicates the inﬂuence that
the external weights have.
At a ratio of wI : wE → 0, an algorithm that makes changes of fewer than k bits will ﬁnd
the optimum closest to the initial condition it starts from. Once at a local optimum,
the k bit change required to move to a higher ﬁtness optimum is unavailable. Therefore,





If a k-bit mutation rate is used, the possibility of moving between local optima exists.
However, in order to change exactly the correct k bits and not modify any of the other-




events. This scales exponentially with the problem size when k ∝ N.
Therefore, the ruggedness in the VSM landscape presents signiﬁcant diﬃculty for any
algorithm that uses only uncorrelated changes.
3.3 Parameterising Structural Modularity
It still seems restrictive to only consider such neatly formed modular problems, even if
they do exhibit modular interdependency. We can modify the problem in a number of
ways that will vary the level of modularity that is present whilst still maintaining the
essence of the ideal modular problem, at least for a portion of the variation scale. These
include:
• Variation in the values of weights;
• Variation of the position of the classes of weights; and
• Variation of the function that satisﬁes dependencies.
Varying the problem using these diﬀerent methods can modify the properties in sig-
niﬁcantly dissimilar ways; this is discussed further in Section 8.3. In this section we
investigate a single method of adjusting the modularity present: to modify the posi-
tions of the classes of weights in the system. Note that varying the correspondence of
the epistatic modularity to the genetic map (i.e., varying the tightness of the genetic
linkage) is another way to vary the ease with which a genetic algorithm will ﬁnd good
solutions. However the correspondence of epistatic modularity with the genetic map is a
diﬀerent issue from varying the modularity of the problem per se, as addressed here: ourChapter 3 The Variable Structural Modularity Problem Representation 50
Figure 3.2: Example weight matrices for N=400, Z=k=20, wI=200, wE=1 for a range
of modularity levels. Note that the dark region indicates the value wE, which in general
is nonzero
method of varying the modularity in the problem is not equivalent to shuﬄing the ge-
netic map as it is not guaranteed that any amount of rearranging the loci would recover
perfect modularity.
In order to explain the scale we use for structural modularity, we ﬁrst consider the limits
before deriving equations to describe the distribution of weights for the parameterised
case.
Figure 3.2 (a) shows how the weights are organised for a neatly modular VSM, with
the locations of internal weights wI in white, and external weights wE in black. As we
decrease the level of modularity, we start to see external weights where internal weights
once were, and vice versa. We label the region where internal weights exist in the neat
VSM as rI (i.e., the block diagonal), and similarly use rE for the region containing
external weights. Figure 3.2 (b)–(e) shows the organisation of weights for a range of
levels of structural modularity.
Regardless of the level of modularity, the number of wI weights and wE weights remains
constant so as not to change the total amount of epistasis in the problem. Thus, the
proportions of the total number of weights that have the values wI and wE are 1/Z and
(Z − 1)/Z respectively.
In the neat VSM problem (i.e. at structural modularity=1), we see the proportion of wI
weights in region rI is 1, and correspondingly ﬁnd the proportion of wI weights in rE
to be 0. We deﬁne the other end of the scale to have wI weights randomly distributed,
and as such expect to ﬁnd a density of 1/Z in both regions rI and rE. For intermediate
points in this scale of structural modularity, we linearly interpolate the proportion of
wI weights in rI from 1 to 1/Z, and the proportion of wI weights in rE from 0 to 1/Z.
Speciﬁcally, for a level of modularity ρ, the proportion of weights in rI that have the
value wI is 1/Z + ρ(1 − 1/Z), and the proportion of weights in rE that have the value
wI is 1/Z − ρ(1/Z).
Figure 3.3 shows the same cross-section through the genotype space as Figure 3.1 all of
the genotypes x = 1i (0)
(N−i), for instances with varying levels of modularity, from ran-Chapter 3 The Variable Structural Modularity Problem Representation 51


























Figure 3.3: A cross section through the ﬁtness landscape for the VSM problem with
N=400, Z = k = 20, wI = 200, wE = 1, with varying degrees of modularity, ρ. As the
modularity increases, these cross-sections suggest an increase in the height and number
of local optima in the problem
domly distributed wI weights (ρ=0) to neat structural modularity (ρ=1) in increments
of 0.25 (see also Figure 3.2 (b)–(e)). In the non-randomised case (ρ=1), we formally
characterised where the positions of local optima are (see Appendix A), and can be con-
ﬁdent that the particular cross-section selected is meaningful and informative. Since the
positions of weights are partially randomised in these landscapes, we must express cau-
tion when interpreting the information provided by the one-dimensional cross-sections.
The landscape cross-section for ρ=0 indicates an absence of local optima. As we in-
crease the structural modularity towards ρ=1, the landscape cross-sections suggest an
increase in the number and height of local optima. Note that as all dependencies have
positive sign, the global optima are always at all-down and all-up, regardless of the level
of structural modularity.
3.4 The Relationship Between Local Optima and Weight
Ratio
In the previous section, we investigated the relationship between the ruggedness of the
VSM landscape and the strength of structural modularity. Here, we examine the land-
scape properties as the ratio between internal and external weights is varied, while
keeping the structural modularity as strong as possible (i.e., ρ=1).
We use a simple hill climbing algorithm to provide information as to the ruggedness of
the landscape. Speciﬁcally, we use a restart single-bit-ﬂip hill climber. This algorithm











































































































































Figure 3.4: How the VSM ruggedness depends on weight ratio. (a) number of evaluations
required for a hill climber to ﬁnd global optimum; (b) maximum ﬁtness found after 54
restarts. In both graphs, data points are connected to indicate the overall trends.
new state is non-worse. The hill climber runs from a random initial condition for a pre-
deﬁned number of evaluations, τ, and then restarts at a new random initial condition.
This algorithm provides some empirical measurements of how rugged the landscape is at
the micro-scale. As the algorithm only modiﬁes one variable at a time, the local optima
identiﬁed in the discussions above are truly inescapable.
For these experiments, we set τ to ⌈3
4   T⌉, where T = eN lnN. T is from the result of
M¨ uhlenbein (1992) that T = eµN lnN is the expected time for a mutation algorithm to
solve onemax, where   is the expected number of mutations per timestep, and N is the
number of variables in the problem (  = 1 for this algorithm). By inspection, we ﬁnd
that the system has reached a local optimum within 0.75   T in almost all cases.
We perform two experiments using this restart hill climber. In the ﬁrst experiment
we measure the number of ﬁtness evaluations taken to ﬁnd a global optimum. In the
second experiment we measure the highest ﬁtness discovered after a ﬁxed period of
search. The parameters used here are: k=5, N=100, Z=N
k =20, τ = 939. By allowing
a computational budget of approximately 50,000 evaluations, we arrive at ⌈
50,000
939 ⌉ = 54
restarts. For these experiments, we set wI=1 and vary wE. We test a range of ratios
between 1 and 20,000 (i.e., 1/20,000 ≤ wE ≤ 1). These parameter values illustrate
the properties of VSM problems, and are by no means required to demonstrate the
qualitative results of Figure 3.4.
3.4.1 Ruggedness in the VSM Landscape
The results of the ﬁrst experiment are shown in Figure 3.4 (a). We observe three main
portions to the response of the restart hill climber. First, at high weight ratios, the hill
climber takes very few evaluations to ﬁnd a global optimum, indicating that there areChapter 3 The Variable Structural Modularity Problem Representation 53
very few or no local optima. Second, at intermediate ratios, the number of evaluations
taken transitions fairly rapidly from under 1000 to approximately 106. Third, at low
ratios, the number of evaluations taken is fairly constant at approximately 106.
Let us consider the two extreme portions ﬁrst. At high ratios, the internal weights
are not strong enough to create local optima (not counting the two global optima).
Consequently, the hill climber ﬁnds a global optimum within one restart. Below a
certain point in the weight ratio, all of the potential local optima in the problem are
present in the landscape. Therefore, many restarts are required to sample a basin of
attraction that leads to a global optimum. However, decreasing the weight ratio further
does not introduce any additional optima, and so the number of evaluations required
does not systematically increase.
The transition from easy to hard is fairly rapid. The general trend in the problem
structure is that as the weight ratio is decreased, more local optima are introduced.
This is reﬂected by the increase in the number of restarts that are required to ﬁnd
an initial condition in the right basin of attraction. Let us now refer to Equation 3.6,
reproduced from Appendix A. This equation describes the thresholds in weight ratio
at which each class of potential local optima appear (with decreasing ratios). For the
problem parameters in this instance, the ratio at which the last local optima class appear
is at 1.25:1, leaving only the two global optima. All of the potential local optima classes
are present when the ratio is lower than 23.75:1. Our empirical data suggests that
the mean time to ﬁnd a global optimum is less than one restart for ratios of 14:1 and
above, while for ratios below 50:1 the number of evaluations has stopped increasing.
The analytical equation describes when the local optima appear/disappear, but does
not formally describe the sizes of the basins of attraction for each class of optima. At
ratios → ∞, the basins tend to having equal size. Conversely, when there are only two
classes of optima, the global optima have a signiﬁcantly larger basin of attraction than
the local optima. Thus, we would expect for the basin of attraction of the global optima
to continue to decrease as the weight ratio is decreased below the exact ratio of 23.75:1.
3.4.2 The Quality of Global Optima
In the ﬁrst experiment, we saw that as the weight ratios decrease, the problem ruggedness
increases. Once all of the local optima are present and the basins have approximately
the same size, the time taken for the restart hill climber ﬂattens oﬀ. However, what the
ﬁrst experiment does not reveal is the relative quality of solutions found compared to the
global optimum. Our second experiment provides some information on this aspect. The
results in Figure 3.4 (b) show the highest ﬁtness discovered by the restart hill climber
within 54 restarts across a wide range of weight ratios. The mean from 100 independent
repeats is used for each data point.Chapter 3 The Variable Structural Modularity Problem Representation 54
These results reveal that there is an inherent trade-oﬀ between problem diﬃculty and
relative ﬁtness of global optima to local optima, controlled by the weight ratio. Specif-
ically, at high weight ratios (as wI/wE → 1), the within-module dependencies are not
strong enough to diﬀerentiate the modules. Under these conditions, the restart hill
climber ﬁnds a global optimum reliably. As the weight ratio decreases, the relative ﬁt-
ness drops rapidly, to a low point at a ratio of 40:1. As the ratio decreases beyond this
point, the relative ﬁtness begins to increase again.
At the other end of the spectrum, where wI/wE → ∞, the between-module dependencies
become almost entirely irrelevant. Speciﬁcally, at a ratio of 500:1, the highest ﬁtness
discovered is within 1% of the globally optimal ﬁtness, and by 10000:1, within 0.1%. If
optimising for a high-ﬁtness solution rather than the global optimum, any local optimum
would be almost as ﬁt as the maximum ﬁtness conﬁguration. Here, the problem has
become almost separable. Thus, as the ratios move from high to low, the diﬃculty
increases, but the relative value of ﬁnding a global optimum decreases.
The experiments above illustrate that in our system, at intermediate weight ratios, solv-
ing the system can be both diﬃcult (i.e., the landscape is very rugged) and signiﬁcant
(i.e., the ﬁtness of the global optima is meaningfully higher than the mean optima ﬁt-
ness). This could be characterised as the point at which modular interdependency is
strongest – although a direct labelling of the weight ratio axis as modular interdepen-
dency is not appropriate.
3.5 Discussion
We highlight two idealisations made by the VSM problem construction. Each of the
modules have a regular composition: they are identical in size, and the conﬁgurations
that have maximal ﬁtness are the same for all modules (all-0 and all-1). Assigning ex-
actly k variables to each module might give an algorithm such as macromutation (Jones,
1995a) a better chance of solving the problem if k were known – it would reduce the
search from having to ﬁnd a) the starting location of a module; b) the size of the module;
and c) an optimal conﬁguration to only needing a) and c). However, since we deﬁne
k to scale with the problem size, this approach would still scale exponentially. Since
the modules all have the same solutions, and further, ﬁtness is maximised when the
module solutions all agree, there is some regularity that could be exploited. However,
any mechanism that copies successful loci allocations from one part of the genome to an-
other (e.g., translocation or transposition (Voss and Foley, 1999; McGregor and Harvey,
2005)), whether entire modules or single loci, would be trivially defeated if the target
in each module were put through an XOR operation with a random target. None of
the algorithms developed in this thesis use any information regarding regularity in this
or other test problems – to do so would be to misunderstand what the problems wereChapter 3 The Variable Structural Modularity Problem Representation 55
designed to test.
The structural organisation that we deﬁne in the VSM problem is all regarding epistatic
linkage (i.e., the functional relationships between variables in the system). A second class
of organisation is physical linkage, which describes the positional relationships between
the variables in the system. To obtain this information would require expert labelling
in most systems, and is in general unknown. Therefore, most of the investigations
in subsequent chapters in this thesis make no assumption regarding any correlation
between epistatic and physical organisation. The one exception to this is in the ﬁrst
part of Chapter 4. There we investigate a genetic algorithm that uses linkage-preserving
crossover, and, without assuming a tight correspondence, this work would reveal little
with regards to the exploitation of modularity.
The non-modular end of the structural modularity scale in the VSM is trivial even for
simple algorithms because there are no conﬂicting constraints. It is not the case that
the system is entirely separable, or unconstrained, but because resolving one constraint
does not break any other constraints. Introducing modularity to the system makes it
more diﬃcult for local search algorithms on account of the increase in frequency of local
optima. As we shall see in later chapters, if an algorithm can provide variation that is
appropriate to handle the modularity at its strongest, then the strength of modularity
does not impact upon its success rate.
Compare this with an initial system with no structuring in its interactions, but where
there are many conﬂicts between satisfying the diﬀerent interactions (for instance, an NK
landscape with K → N). This would result in a rugged ﬁtness landscape that is diﬃcult
for any method to solve, since there is no structure to exploit. Introducing modularity
into this system such that constraints are consolidated may provide a route for some
algorithms to provide more eﬃcient optimisation via partially solving sub-components
in isolation.
These two contrasting scenarios highlight the importance of the assumed initial refer-
ence point before introducing modularity. Either the change in organisation will render
a system optimisable by some method, or it will increase the speciﬁcity of mechanism
that is required in order to optimise.2 The contrast is closely related to the two per-
spectives that Wagner (1996) describes in addressing the origin of modularity. First
is the ‘integration’ of sub-components within a system that initially consisted of dis-
connected parts. Second is the concept of ‘parcellation’, where initially the system is
irreducibly complex and the evolution of modularity introduces leads to a consolidation
of constraints. Although components in the unorganised VSM system are not discon-
nected (as mentioned), integration aptly describes the introduction of modularity into
our problem.
2Many thanks to Molly Rorick and Devin Drown for our discussions that clariﬁed these concepts.Chapter 3 The Variable Structural Modularity Problem Representation 56
3.6 Other Test Problems Used In This Thesis
Throughout this thesis, we use a number of problems to test the proposed algorithms.
Each of the problems is selected to reveal a facet of the particular algorithm that we are
investigating, and hence we do not use the VSM problem for all of the investigations. In
this section, we brieﬂy describe and contrast the properties of each of the test problems
used. Each problem is fully deﬁned in the chapter where they are ﬁrst used.
All of the problems that we use have a randomised epistatic to physical linkage map.
Therefore, no algorithms can exploit any information provided by physical linkage. In-
stead, the epistatic linkage must be discovered automatically if it is to be exploited. The
one exception to this condition is in Section 4.1, where we investigate the abilities of a
genetic algorithm that uses linkage-preserving crossover. In this instance, we do allow
the GA to use tight physical linkage assumptions.
We use the VSM for the two studies described in Chapter 4, and in Chapter 7 to test
an implementation of macro. In Section 4.1, we use the VSM to illustrate a tuneable
distinction between a GA with crossover and a mutation-only process. We use a variable
strength of structural modularity to provide this tuneable distinction. In Section 4.2 we
introduce a symbiosis-inspired algorithm, and use the VSM to demonstrate the widened
applicability of this algorithm over previous methods. In Chapter 7, we use the VSM
problem to investigate diﬀerent modes of learning problem structures, and the sensitivity
of a macro implementation, plus control algorithms, to the weight ratio.
The scalable building-block problem (SBB, Watson and Jansen, 2007) is constructed
from several large modules, each of which has two optima. One optima is ﬁtter than
the other, and both have equal sized basins of attraction. Several of these modules are
concatenated together without interdependencies to create the full problem. The size of
the modules, k, and the number of modules, Z, both scale with the problem size. The
SBB has 2Z local optima, only one of which is globally optimal. This global optimum
is the conﬁguration with all modules solved to the ﬁtter optima.
The SBB problem is similar to the VSM problem, in that there are an exponential
number of local optima and very few global optima, and the local optima are a minimum
of k bits apart. However, the reason that we use the SBB in Chapters 5 and 6 is that
it does not have any interdependencies between modules. This idealisation means that
the highest ﬁtness solution to each module is independent of the conﬁgurations of the
other modules. Whereas in the VSM the weak between-module dependencies provide a
global signal towards the ﬁttest overall conﬁgurations, in the SBB, no such signal exists.
This lack of information prevents local search methods such as simulated annealing
from being able to solve the problem eﬃciently. Watson and Jansen (2007) proved that
certain types of GA can solve this problem in polynomial time, but note that the result
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many classes of evolutionary algorithm. Thus, an approach that is able to automatically
identify the structure and subsequently exploit that structure to solve the problem in an
eﬃcient manner will in principle qualitatively outperform many alternative evolutionary
techniques.
The hierarchical if-and-only-if problem (HIFF, Watson et al., 1998) is a test problem
that is built from a single subfunction of if-and-only-if, the Boolean function of equality.
Each pair of variables is grouped into pairs using this same subfunction recursively,
which results in an overall function that is dependent on all of its variables. The IFF
subfunction incorporates epistasis between functional groups starting from the bottom
hierarchical layer upward and this causes the optima at each hierarchical level to be
maximally distant in Hamming space, creating order-N dependencies at the highest level.
This means that HIFF is pathologically diﬃcult for a mutation-only hill climbing process
to solve. Nevertheless, HIFF is an ideal candidate for testing a recursive approach that
is able to automatically identify problem structure, since the dependencies have a clear
modular structure that can be exploited. We use HIFF in Chapter 5 to validate our
recursive method.
The straightforward and clean structures in both HIFF and the SBB problems allow us
to formally characterise the expected running time of our macro algorithm, given in
Chapter 5.
In Chapter 6, we modify the SBB by introducing neutrality to the ﬁtter optima such that
there are several conﬁgurations in each module that are optimal. We call the resultant
landscape the scalable building blocks problem with neutrality (SBB-N). This problem
allows us to investigate how to handle problem decomposition in cases where the infor-
mation available from local optima exhibits some ambiguity as to the compatibility of
variable values. For a particular module solution in the VSM, SBB, and HIFF problems,
the variable values that make up that solution are unambiguous. This leads to a clear
modular structure, with no overlap in suitable module boundaries. The clear and un-
ambiguous module solutions are well suited to creating higher-level units (although the
discovery of module membership is a non-trivial task, as described above). Conversely,
the neutrality in each module in the SBB-N means that there is some ambiguity as to
the exact conﬁguration that should make up a higher-level unit.
We also use the problem of ﬁnding the ground state of a random bond Ising model
(RBIM, Middleton, 1995) in Chapter 6. This problem is deﬁned on a two-dimensional
lattice, such that each variable has nonzero interactions with four neighbours. The
RBIM has two global optima, when all variables have agreeing values. In these optimal
conﬁgurations, all dependencies are satisﬁed (i.e., the RBIM is a consistent problem).
However, the problem also exhibits many local optima, which occur when clusters of
variables agree locally (a domain), but disagree with neighbouring domains. The de-
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change that satisﬁes one of these dependencies also breaks other dependencies. Hence
the conﬁguration is locally optimal.
The domain boundaries at local optima can intersect any subset of variables. Conse-
quently, any pair of variables will not constantly agree in a representative sample of
local optima. So although a pair of variable values may agree more often than not in
local optima, the correlations are somewhat ambiguous. Moreover, the fact that domain
boundaries can occur in many places means that there are many legitimate decomposi-
tions. Although this may seem to make the task of identifying a decomposition easier,
an automatic method is in fact presented with a more diﬃcult task. The signals that
indicate a suitable decomposition are diluted, even when locally optimal conﬁgurations
are considered (as in macro).
The SBB-N and RBIM problems both exhibit some level of ambiguity in which vari-
able values should be joined together: information from multiple local optima will not
always indicate the same set of co-occurrences. Moreover, in the RBIM the domain
boundaries, which could be used to indicate a suitable decomposition, do not constantly
occur at the same positions. Thus, we use these two problems to better understand the
conditions under which a probabilistic association mechanism is more appropriate than
a mechanism that only forms extreme, discrete associations.
In Chapter 7, we consider a further spin-glass based problem, which we refer to as
the rewired random-block problem (RRB). These problems are constructed in a similar
manner to the VSM problem, using a pairwise matrix of interdependencies. However,
the interdependencies are drawn randomly from {−1,+1} for positions on the block
diagonal, and all other weights are set to zero. This weight conﬁguration corresponds to
the non-rewired case, which provides Z separable blocks. The positions of the nonzero
weights are partially or fully randomised, in a similar manner to how the VSM is reor-
ganised for ρ < 1. For the fully rewired case, the nonzero weights have no systematic
structure in their distribution, and simply correspond to random sparse matrices.
Unlike all of the previous problem classes, the RRB problems are inconsistent in general.
That is, no conﬁguration exists that satisﬁes all of the dependencies. Sub-solutions
that resolve many dependencies within a subset of variables can conﬂict with all of the
locally optimal solutions for other subsets. Compare this to, for instance, the VSM.
While there are two solutions to each module, and which is ﬁtter depends on the rest
of the problem conﬁguration, it is nevertheless the case that one of the solutions can
feature in a conﬁguration that satisﬁes all dependencies (i.e., a global optimum). No
such guarantees exist in the RRB problem. Thus, two factors cause particular diﬃculty
in the RRB problem: the inconsistency, and the absence of systematic structure to
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3.7 Conclusion
The VSM construction can create modular functions which are intuitive to understand;
the tuneable aspect reveals one dimension in which modularity breaks down, and in
this dimension, the diﬃculty for local search is positively correlated to the strength of
modularity. At one extreme parameterisation of weight ratios, the problem can be ex-
ponentially diﬃcult for local search, whereas at the opposite extreme there is suﬃcient
information for simple gradient-following algorithms to reliably ﬁnd a global optimum.
A similar contrast can be seen with extreme settings for the structural modularity pa-
rameter: modules are present and create ruggedness when the strong dependencies are
clustered together to act in concert; and the landscape is trivial when the strong de-
pendencies are sparsely scattered. Nevertheless, in the extremes in both of these axes
that defeat local search, the systematic structure present should be exploitable by an
appropriate mechanism. In several of the subsequent chapters, we explore mechanisms
which can do just that.
In conclusion, the VSM problem addresses our research question. Using a pairwise
matrix of epistatic interactions can give rise to a simple problem construction that can
exhibit exponential diﬃculty for local search. Nevertheless, the problem structure can,
in principle, be exploited even when the modularity is as strong as possible.Chapter 4
Search at Multiple Scales,
and Problem Decomposition by
Symbiogenesis
This chapter describes research that led to our recognition that combining the following
components can provide eﬃcient problem decomposition:
• Search at multiple scales, the higher-scale search is guided by the lower-scale search
demonstrated using a genetic algorithm with crossover and mutation variation op-
erators, (Mills and Watson, 2007b)
• Recursive symbiotic association learning for problem decomposition
demonstrated with the RSSA, (Mills and Watson, 2007a)
The contributions that are most relevant for our argument are described here, while for
fuller documentation of the experiments the reader should refer to the articles cited.
The two papers that this chapter summarises provide support for the utility of the VSM
problem (Chapter 3). Mills and Watson (2007b) illustrate the value of being able to
vary the strength of structural modularity present in an instance. This paper does so by
demonstrating a principled distinction between linkage-preserving crossover (which can
exploit modularity) and mutation (which cannot exploit modularity) when the structural
modularity is as strong as possible. Conversely, when the modular structures are blurred,
the local optima present in the strongly modular case reduce in signiﬁcance. This dictates
a reduction in the degree of discrimination between crossover and mutation. Mills and
Watson (2007a) use the VSM to demonstrate a generalisation of the class of problems
that symbiosis-inspired algorithms can solve to include non-hierarchically structured
problems that use black box optimisation assumptions.
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4.1 Multiple Scales of Search: Crossover and Mutation
Crossover mechanisms that preserve linkage have the capacity to keep all of the variable
allocations in a module together when creating an oﬀspring: they can provide modular
variation. Our aim in this chapter is to better understand where this modular variation
can provide an algorithm with a principled distinction in problem solving ability over
an algorithm that does not have such a capability. To do so, we investigate the ability
of algorithms with and without linkage-preserving crossover in nearly decomposable
landscapes. We ﬁnd that when used in combination with a fast acting mechanism
(point mutation), crossover can explore in the space of modules to exploit higher-scale
structure in certain landscapes, speciﬁcally demonstrated with the VSM (a problem with
two scales of structure present). We also ﬁnd that varying the structuring of the VSM
problem leads to a variable level of discrimination between these two classes of algorithm.
This ﬁnding indicates that the dimension of structural modularity, parameterised in the
VSM, controls features that create modular diﬃculty for search methods that cannot
exploit the modular structure (e.g., mutation-only search).
We use a steady-state genetic algorithm (Mitchell, 1996), with deterministic crowding
to provide diversity maintenance (Mahfoud, 1992). After selection, variation is applied,
which includes both mutation and crossover. Mutation is implemented with a low per-
locus probability of a new random allele being introduced, and one-point crossover is
applied to a proportion of the oﬀspring. The most informative comparison is with a
random mutation hill climber; further controls are also described in (Mills and Watson,
2007b). We test these algorithms on 400-bit instances of the VSM problem (20 modules
each of 20 bits), across the full range of structural modularity settings (see Chapter 3).
We measure the rate of success of ﬁnding a global optimum.
We ﬁnd that when the modularity is as strong as possible, only the GA with linkage-
preserving crossover can ﬁnd the global optimum; the mutation-only approach is pre-
vented from doing so on account of the ruggedness in the ﬁtness landscape (it ﬁnds local
optima in every run). At the other end of the scale, where the structural modularity
parameter is set to zero, there are no local optima and all algorithms reliably ﬁnd the
global optimum. Moving from no modularity to strong modularity, the mutation-only al-
gorithms degrade gracefully, and only the GA with linkage-preserving crossover remains
able to solve the problem in all instances.
The success of the GA can be explained as follows. Mutation ﬁnds module solutions,
and with a reasonably sized population, it is likely that both solutions to each of the
modules are found by some individual in the population, although no one individual
is likely to have found all compatible module solutions. Crossover has the ability to
combine these module solutions found by mutation, and the inter-module dependencies
provide a clear selective pressure towards increasing the number of compatible module
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Above, we attribute the success of using crossover in the GA to the combination of
crossover and mutation – because each variation mechanism is eﬃcient at searching a
diﬀerent scale. However, there is an untested logical possibility, that all of the useful
search is performed by the crossover mechanism. Here, we describe why both mecha-
nisms do add variation that is essential to the overall process.1
As a precursor, we suggest that variation at one scale is not suﬃcient when a problem
has multiple scales of structure. Even if crossover alone could solve the problem reliably,
because it performs variation at multiple scales, this does not falsify the claim that
multiple scales are required.
Consider a crossover mechanism that was restricted to between-module crossover points,
as the sole variation mechanism. This would only be capable of search in combinations of
modules, and the module conﬁgurations available would come from the initial population
(Watson, 2005). Thus, it would require all module solutions to be present in the initial
population. This dictates an exponentially sized population with respect to the module
size. Conversely, if used in combination with a point-mutation mechanism, the mutation
would ﬁnd module solutions, and the between-module-restricted crossover mechanism
could trivially ﬁnd global optima in the VSM, guided by the weak between-module ﬁtness
contributions.2 As stated (Section 3.2.3), a single-point mutation mechanism cannot
escape a local optimum. Therefore, it would only ﬁnd a global optimum by sampling all
of the basins of attraction. This could be achieved either with an exponentially large
number of restarts in the number of modules, or equivalently, an exponentially large
population size. Therefore, search at either level alone is ineﬃcient, scaling exponentially
with some function of the problem size (either k ∝ N or Z ∝ N). On the other hand,
combining these two scales of search can eﬃciently traverse the space to reliably ﬁnd a
global optimum.
So is crossover alone capable of solving the problem? We note that an experiment
performed in (Watson, 2005) shows that a one-point crossover operator is able to perform
search at both within-module and between-module scales on a two-module problem,
but is less eﬃcient than the combination of one-point crossover and point mutation.
Elucidating the exact eﬃciency of crossover alone for problems such as the VSM remains
as future work.
Now that we have established that search at two scales is required to solve nearly-
decomposable problems eﬃciently, we identify a related but distinct criticism of the
control experiments provided: why compare an algorithm that has mechanisms which
operate at two scales against an algorithm that only has a single scale of search?
1Essential when using this type algorithm, but not necessarily the only way to solve this class of
problem.
2Similar conditions to those described for the GA used above would apply: on diversity maintenance;
and allowing the mutation process suﬃcient time to discover the module solutions before suﬀering
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To address this, we must ﬁrst reﬁne our position to the following. To solve nearly-
decomposable problems such as the VSM, a) two search scales are required, and b)
the large-scale mechanism must provide variation with correlations that correspond to
module solutions. As discussed above, the small-scale search is capable of introducing
suitable correlations to the population. To reject this second condition, a counter-
argument would need to demonstrate that uncorrelated multi-locus changes are suﬃcient
to traverse the higher-scale landscape in a problem such as the VSM.
We note that the local optima identiﬁed in the VSM (see Section 3.2.3) are technically
only local optima for mechanisms that can change fewer than k bits at once (Jones,
1995b). In principle, a large-scale mutation of k bits could modify the right loci to move
from one ‘local optimum’ to another. However, because modules are large (i.e., k scales
with N), a mutation-only method will provably take exponential time to move between
these conﬁgurations in the limit of wI : wE → ∞.
It is straightforward to deﬁne a mutation operator that varies exactly k bits per ap-
plication, without any correlation in the changes at diﬀerent loci. An alternative is
macromutation (Jones, 1995a), which uses physical linkage information to introduce a
new random conﬁguration to one region of the genome. Let us generously restrict the
macromutation to vary exactly k bits. Neither of these mechanisms would preserve a
module conﬁguration, or be able to (reliably) move from one module solution to another.






trials to do so. The latter mechanism improves mat-
ters by exploiting the physical linkage information, but still takes O
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trials to
move between module solutions.
Thus, while it might technically be fairer to compare crossover and mutation with mu-
tation and macromutation, the computational diﬃculty outlined above shows that such
an algorithm would not yield eﬃcient problem solving. It might be of some interest to
identify at what point on the structural modularity scale an algorithm that uses multiple
mutation rates would fail, with reference to a single mutation rate algorithm. However,
scalable performance cannot be achieved without correlations in the high-scale variation
mechanism.
In this section, we have demonstrated that linkage-preserving crossover and mutation
are capable of solving a nearly-decomposable problem that mutation alone is incapable
of solving in less than exponential time. We have argued that search at either scale alone
is ineﬀective, and hence the combination of variation mechanisms is successful because
it provides appropriate multi-scale search.
There are three conditions for this result to hold. First, for linkage-preserving crossover
to oﬀer modular variation, the physical to epistatic linkage map must be tight. Second, a
diversity maintenance mechanism must be used to prevent convergence on higher ﬁtness
local optima that might not contain all of the genetic material necessary for either global
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solutions before any are lost through population convergence. We have not directly
tested the third stipulation, but its rationale is that if search at the higher scale is to
have any useful correlations, the low-scale variation must have had time to act. This
provides a possible explanation for the need to use a low probability for crossover events.
In Section 8.2 we describe an experiment to conﬁrm this, which uses an an explicit two-
stage model that refrains from applying any crossover until no further genetic change
occurs under mutation.
Of these conditions, the strongest assumption is that of tight linkage. Ultimately, multi-
locus variation with speciﬁc grouping is best facilitated using an adaptive mechanism.
The rest of this thesis develops mechanisms to achieve such adaptive groupings.3
4.2 Symbiosis-Inspired Decomposition
In the context of complex problem solving, identifying epistatic structure automatically,
and subsequently exploiting that knowledge is one way that allows us to ﬁnd high-quality
solutions. Our focus in this chapter is to consider modular structures in particular. To
exploit such modularity, we must vary an entire sub-component at once, rather than
varying the individual variables that make up the sub-component independently. Such
a mechanism requires the knowledge of module membership – and this organisational
information is not likely to be available in general.
There may be some special cases where the epistatic organisation is known, and thus
identifying a decomposition automatically is not an issue (e.g., Potter, 1997; Kauﬀman
and Johnsen, 1992). Alternatively, in the case where locus ordering is known, the chal-
lenge of locating module boundaries remains. A mechanism such as linkage-preserving
crossover may have the potential to be advantageous in this situation, as we saw in
Section 4.1. But we are interested in methods that do not depend on these types of
restricting assumptions.
Therefore, we propose two research questions for this chapter: Can structures in a mod-
ular problem be revealed using a symbiosis-inspired algorithm? If so, can the resulting
algorithm eﬃciently solve problems that exhibit modular interdependency?
To address these questions, we developed an algorithm that utilises the concept of symbi-
otic encapsulation to create composite units that reﬂect the problem structure (Mills and
Watson, 2007a). The algorithm, the rssa, identiﬁes pairs of species that are synergistic
when they appear together, and joins those species into composite entities that become
new units of variation. The process recursively creates coalitions of increasing size and
co-dependence to decompose a problem. We ﬁnd that the rssa is capable of solving a
broader class of modular problems than some prior symbiosis-inspired methods.
3Several attempts to adaptively specify crossover points exist in the GA literature. See, for example,
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Algorithm
The rssa deviates from a more traditional evolutionary algorithm in several features.
Entities have a variable length genotype, and in general are partial speciﬁcations. That
is, an entity only speciﬁes values for a subset of the loci in the problem. To make
this approach compatible with black-box function evaluation, entities are evaluated in
a context, which deﬁnes values for all loci that are not speciﬁed by the entity being
tested. The entities reside in an ‘ecosystem’, and each represents distinct functionality
rather than presenting a multitude of (fully speciﬁed) variants for the same task. The
only variation operator is a symbiogenic join, which takes two entities and returns their
superposition. If both entities specify the same locus, the ﬁrst entity considered takes
precedence.
The ecosystem evolves in two phases. The ﬁrst phase evaluates the synergy (see Equa-
tion 4.2) between all pairs of entities currently in the ecosystem within a number of
randomly generated contexts. The second phase selects a number of pairs of entities
to be joined, each of which reduces the size of the ecosystem, E, by one entity (as it
has been encapsulated to create a larger composite). Joins are made between pairs that
reveal maximal reciprocal synergy: both partners must ‘want’ a join for it to be made.
We refer to one complete cycle through these two phases as an ‘epoch’.
Table 4.1 provides pseudocode for the rssa. C is the number of contexts each proposed
join is tested within, N is the system size (which implies 2N primitives that make up
the initial atomic entities), and J is the number of joins made per epoch. J can be
interpreted as a form of control on the conservatism of the joining.
We deﬁne a ﬁtness delta, δ, as the diﬀerence in ﬁtness, f ( ), between a context, c,
alone and an entity, A, in that context (Equation 4.1). Synergy, s, is deﬁned as the
diﬀerence in ﬁtness deltas of the symbiont, A+B, and the sum of the individual entities
(Equation 4.2).
δ(A,c) = f(A + c) − f(c). (4.1)
s(A,B,c) = δ(A + B,c) − δ(A,c) − δ(B,c). (4.2)
This measure aims to quantify the additional beneﬁt obtained by coexisting, over indi-
vidual existence. This is closely related to what might be called a measure of epistasis
between A and B when in the context of c. The selection phase is a competition between
potential joins, and the most viable are those with high synergy scores. The symbiotic
relationships are created such that whilst high synergy is rewarded, both symbionts must
be ‘interested’ in the join being made. We ﬁnd this reciprocal synergy maximisation to
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Table 4.1: Pseudocode for the Reciprocal Synergy Symbiosis Algorithm
1. Initialise ecosystem with one copy of each primitive entity in the substrate
2. While exit conditions not met (some remaining entities have length < N)
a. For i=1:C
i. generate context c as random conﬁguration
ii. evaluate context c, f (c)
iii. For each ordered pair of entities remaining in ecosystem, A,B
(1) Evaluate A in context c, f (A + c)
(2) Evaluate B in context c, f (B + c)
(3) Superimpose A and B (→ A+B)
(4) Evaluate A+B in context c, f (A + B + c)
(5) Calculate synergy for A+B, according to Equation 4.2
b. For each ordered pair of entities A,B
i. calculate mean synergy values across all C contexts
c. Process synergy matrix:
i. Rescale mean synergy values to range [0,1]
ii. Calculate reciprocal synergy for each pair: s(A,B) × s(B,A)
d. Permanently join J pairs with the highest reciprocal synergy values: A ←
A+B, and remove B from the ecosystem
3. Report ﬁnal ecosystem
Results
We test the rssa on two modular problems: 1) HIFF, with a hierarchical structure
(Watson et al., 1998), and 2) the VSM, with a ﬂat modular structure (Chapter 3). We
ﬁnd that our new algorithm can solve large instances of both of these modular problems
(400-bit VSM, and 256-bit HIFF), and that it does so by discovering the structural
modularity and subsequently exploiting it. In the case of HIFF, the reciprocal synergy
measure reveals structure from a small number of hierarchical layers. When joins are
made to reﬂect this structure, the search is scaled up and further layers of hierarchy are
revealed.
We demonstrate that the rssa and a genetic algorithm with linkage-preserving crossover
(as detailed in Section 4.1) are capable of solving the VSM problem only under tight
linkage assumptions. When linkage information is removed (by randomising the genetic
to epistatic linkage map), the rssa is unaﬀected, but the GA can no longer solve the
problem. We also compare with SEAM (see Section 2.5), and ﬁnd that it is unable to
solve VSM problems.
For the VSM experiments, we set N=400, Z=k=20, wI=400, wE=1. The rssa uses
C=160 contexts, and J = ⌊0.5E⌋ joins are made in each epoch, where E is the number
of entities remaining in the ecosystem. In 30 repeats, a global optimum is found in a
mean of 439,574,532 evaluations (s.e.i.m. 13,732) for the shuﬄed VSM problem, and
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For the HIFF experiments, we set N=256, giving L=8 hierarchical layers. The rssa
uses C=160 contexts, and J = ⌊0.5E⌋ joins are made in each epoch. In 30 repeats, a
global optimum is found in a mean of 166,999,650 evaluations (s.e.i.m. 30,010) for the
shuﬄed VSM problem, and 167,007,374 evaluations (s.e.i.m 30,085) for the unshuﬄed
VSM problem.
Discussion
Simpliﬁcations Over SEAM. We highlight three aspects in which the rssa and
SEAM diﬀer: 1) the joining mechanism, 2) the parallelisation, and 3) the method for
context generation.
The Pareto dominance mechanism that SEAM uses is very conservative, demanding a
fairly exhaustive veriﬁcation that no better symbiotic partner exists. We replace this
mechanism in the rssa with a simpler mechanism based on a measure of synergy, which
more directly assesses and exploits the epistasis in the problem. By making a number of
joins in each epoch, according to pairings with the strongest synergy, the state of system
decomposition is advanced continually.
In order to allow a competition for joins based on synergy values, the rssa moves to
implement in a batch mode. SEAM operates under a steady state mode, testing one
proposed join at once. While the steady state mode may be more biologically plausible,
we ﬁnd that the batch mode calculations oﬀer two advantages computationally. First, by
separating out the two phases of 1) gathering information, and 2) structural decomposi-
tion, it makes our aims of scaling up search, a layer at a time, more explicit, particularly
when operating on a hierarchical problem. More importantly, the synergy measure re-
veals the model of the structure that has evolved. This information is straightforward to
interpret, and increases our conﬁdence that the algorithm operates successfully because
it correctly decomposed the problem.
Where SEAM required coevolved contexts, the rssa shows that randomly generated
templates are suﬃcient to facilitate the evaluation of partially speciﬁed entities.
On Improving Eﬃciency. The algorithm has two main components that dictate the
number of ﬁtness evaluations that are used: the synergy calculations, and the number of
contexts that each candidate join is tested in. The synergy calculations use three ﬁtness
evaluations per pair of entities in each context, and additionally the context alone must
be evaluated. Therefore, each epoch uses
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evaluations.
We have not derived the expected number of contexts that will provide a suﬃcient sample
to make appropriate joins, nor the relationship between sample size and the system size.
These characterisations are left for future work. Nevertheless, understanding how toChapter 4 Search at Multiple Scales, and Problem Decomposition by Symbiogenesis 68
reduce the number of contexts used per decision is one area that we could improve upon
to solve the same class of problems more eﬃciently.
Many contexts are needed to prevent spurious joins between non-interacting variables.
However, signiﬁcantly fewer contexts already provide a good estimate of the structure.
In some preliminary investigations we focused the computational eﬀort on the subset of
joins that show promise initially, thereby allowing further eﬀort to be spent increasing
conﬁdence on the suitability of proposed joins. Under this focussing regime, if after s
contexts, the top half of remaining candidate joins are considered for a further s contexts,






This scheme reduces the mean number of contexts used per join, and may improve the
eﬃciency of the algorithm. However, this or similar schemes do not address a more
fundamental issue that may improve the applicability.
Random Contexts are Noisy. With hindsight, we acknowledge that part of the
diﬃculties that the rssa has in identifying the correct joins stem from the linkage
detection attempts from noisy contexts. Both the rssa and SEAM use fairly complicated
mechanisms to identify epistatic information from a large set of contexts. Without any
guidance as to which pairs to consider for joining, it is not obvious on how to simplify
those mechanisms in a manner that will provide a qualitative diﬀerence (in applicability,
or cost of solving the classes of problem tested here). From a seemingly unrelated angle,
we can also now observe that the rssa does not exploit the current units before trying
to adapt those units. That is, the algorithm spends all of its eﬀort assessing which new
units to create. These two points feed into the developments in the next chapters, where
we develop mechanisms that do not directly use ﬁtness evaluations to facilitate each
decision between every pair of species. Instead, we pool resources by expending ﬁtness
evaluations on reaching an ensemble of local optima, and make symbiotic joins between
entities that co-occur frequently across local optima. We subsequently develop these
principles in variant algorithms that can gradually increase associations such that the
variation distribution is modiﬁed without needing to make a permanent and extreme
join.
In summary, we have developed an algorithm that is simpliﬁed over prior symbiosis-
inspired algorithms. Although comprehensively describing the algorithmic niche of the
rssa remains an open question, we are conﬁdent that our simpliﬁcations allow the rssa
to have a more general application than SEAM. The only problem SEAM is shown to
be competent on is shuﬄed-HIFF whereas the rssa is here demonstrated to solve both
shuﬄed-HIFF and another, less contrived, form of modular problem that SEAM cannot
solve. The application of structural decomposition in a batch mode reveals the model of
the structure that has evolved, which accurately reﬂects the structure in the problems
tested.Chapter 5
A Framework for Symbiotic
Optimisation
In all but the most trivial of optimisation problems, there are dependencies between the
most appropriate allele at one locus and the alleles that are present at other loci: the
optimal setting is context-dependent (‘sign epistasis’, Weinreich et al., 2005). In order to
resolve those dependencies, the approach that we take is to evolve relationships between
species (initially single alleles) such that those species co-vary, eﬀectively creating larger
entities that now specify values for multiple loci. Provided that good decisions can be
made regarding joining species that are compatible with one another, a solution can be
constructed by composing larger and larger sets of species that are harmonious.
We highlight two key ﬁndings from the previous chapter that are inﬂuential in the new
material in this chapter. First, in Chapter 4(a) we demonstrated how using two variation
mechanisms at diﬀerent scales are eﬀective at solving problems with modular interde-
pendency: mutation provides a small scale of variation that ﬁnds module solutions; and
crossover provides a larger scale of variation that can search combinations of module
solutions (provided that the problem has tight linkage that crossover can exploit). Sec-
ond, in Chapter 4(b) we demonstrated that symbiogenesis can provide a method to
mix module solutions to explore the higher level search space, doing so independently
of physical linkage information.
Given these ﬁndings, and the aim of creating more eﬃcient and reliable problem decom-
position techniques, we address the following question in this chapter:
How is it possible to identify and exploit the appropriate symbioses such that
the scale of evolution suits the structure in the landscape?
The advances made in this chapter lead to a simpler algorithm that is more eﬃcient in
its problem-solving ability than prior symbiosis-inspired algorithms. We achieve this by
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Figure 5.1: Schematic of the macro algorithmic framework. Symbiotic associations are
formed between species that co-occur frequently in locally optimal conﬁgurations, and
stored in the Symbiosis matrix. This matrix prescribes both the variational steps and the
initial conditions for search in later epochs. Speciﬁcally, once symbiotic associations have
been formed, subsequent search uses correlated multi-locus variation and thus occurs at
the macro-scale.
separating the timescales upon which existing symbiotic relationships are exploited from
the timescale where new symbioses are created. Speciﬁcally, symbioses that currently
exist are exploited on a rapid timescale, and new symbioses are created on a slower
timescale. Thus, symbioses are modiﬁed according to information from locally optimal
conﬁgurations. These are signiﬁcantly enriched over the random contexts used in the
rssa, and consequently far fewer contexts are required to make appropriate joining
decisions.
The developed algorithm performs hill-climbing in several independent demes, each deme
ﬁnding diﬀerent local optima. When the co-occurrence of species in the ensemble of
local optima is as strong as possible, symbiogenic joins are formed between those sets of
species. The joins reﬂect the structure of the problem, and enable macro-scale variation
in subsequent search. In the original hill-climbing, only single-locus changes could occur,
but once symbiotic joins are formed, each step of hill-climbing can involve a speciﬁc
multi-locus change. The process recurses to repeatedly ﬁnd and exploit higher-order
decompositions. See Figure 5.1.
In summary then, the main contributions of this chapter are as follows.
This chapter demonstrates that our proposed algorithm can eﬃciently solve structured
search problems.
We perform experiments on test problems that exhibit modular interdependency. The
modularity in the problems tested creates signiﬁcant ruggedness, and this defeats largeChapter 5 A Framework for Symbiotic Optimisation 71
classes of weak stochastic search algorithms. Nevertheless, we demonstrate empirically
and support analytically a log-linear time complexity for our proposed algorithm on
these problems. Furthermore, we show that our algorithm uses local optima discovered
by micro-scale search to guide the formation of symbiotic associations that reﬂect the
problem structure. This decomposition, which enables macro-scale search, is responsible
for the problem solving eﬃciency of our algorithm.
5.1 Compositional Algorithms in Evolutionary Computa-
tion
Three key concepts lie at the foundation of the algorithms that we propose: proba-
bilistic model building, macro-scale hill-climbing, and recursion. Model building and
recursion are both frequently used in the stochastic optimisation literature, as are local
search techniques. Methods that combine two of these three concepts are not uncom-
mon. However, macro-scale hill-climbing is much less common. Here we review relevant
literature, and conclude that there are few examples of using macro-scale hill-climbing
in combination with recursion (and model building) in a single method in the prior
literature. These papers are described below.
A number of algorithms that take inspiration from symbiosis and symbiogenesis have
been suggested in the past. The paradigm that these algorithms aim to exploit is compo-
sitionality (Watson, 2006): where pre-adapted components (sub-solutions) are combined
via symbiotic encapsulation, to provide larger sub-solutions and ultimately lead to high-
ﬁtness fully speciﬁed solutions. The most explicitly compositional algorithms include
SEAM (Watson and Pollack, 2003), ETA (Defaweux et al., 2005) and the RSSA (Mills
and Watson, 2007a). All of these works describe some conditions under which they can
use symbiotic relationships to automatically decompose problems.
The formation of symbiotic relationships in these algorithms leads to the construction
of new composite variables that group together several pre-existing variables. Over
evolutionary time, composites are recursively formed to specify a larger subset of the
problem space. Each time this occurs, variables that were previously freely able to vary
independently have become a single unit, and can only co-vary: the dimensionality of
the search space is thereby reduced.
We can therefore identify two key concepts in symbiosis-inspired algorithms. First,
association formation, which controls the nature of subsequent variation that occurs
in the system, speciﬁcally by enabling large, but non-random genetic changes. Second,
recursion, which arises from the repeated application of symbiotic encapsulation of larger
and larger components that describe compatible functionality of an increasing portion
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The main novel concept introduced in this chapter is macro-scale hill-climbing. In this
chapter we apply many variation steps before forming any new associations, such that
a locally optimal conﬁguration is discovered. It is important to stress that this process
is much more than simply applying a local search operator. The variational steps are
deﬁned by the associations that have been formed, and are therefore large-scale (but non-
random) changes: we deﬁne these association-informed multi-locus changes as macro-
scale units. Search using macro-scale units is in a conﬁguration space that has lower
dimensionality than the original system. Each time more associations are made, the
dimensionality is further reduced.
In the remainder of this section, we brieﬂy examine work that is related to the concepts
identiﬁed above.
5.1.1 Local Search, and Selecting Initial Conditions
The simplest form of stochastic search is the perturbation of an initial solution, possibly
random, by single variable changes. The locally optimal conﬁgurations that such a
process will ﬁnd have higher average ﬁtness than the set of all conﬁgurations. However
local search is a two-edged sword: escaping local optima is a central problem for evolution
(Wright, 1935) and by extension, local search based on principles of evolution. By
deﬁnition such an escape requires multi-locus changes, the magnitude of which may
mean that this is infeasible by simply turning up the mutation rate.
Local optima are ﬁtter on average than a random conﬁguration because at least some
dependencies are satisﬁed; if any perturbation can increase the number of dependencies
satisﬁed (or overall utility), local search is likely to accept such a perturbation. Except
in rare circumstances, landscapes will exhibit multiple local optima and therefore not
all of the dependencies will be satisﬁed at the end of a local search run. However we
may be able to glean information from local optima nonetheless.
There are several types of algorithm that aim to use only local optima in order to search
a rich subset of the total conﬁguration space – simply restarting from new random initial
conditions can gain some traction (Johnson, 1990). Some iterated local search techniques
aim to bias the sampling of initial conditions to improve upon random restarts (Lourenco
et al., 2003). One example of this class is Chained Local Optimisation (Martin and Otto,
1996). This algorithm accepts or rejects new states based on a comparison of the quality
of the local optimum at the end of a trajectory, to ensure decisions are based on local
optima. A ‘kick’ operation is applied to move the trajectory to a new basin of attraction
(though what makes a successful kick is problem-speciﬁc).
Using local search to adjust the balance of exploitation versus exploration is the kernel
behind memetic algorithms: selection only occurs on local optima (although the inheri-
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on whether a Lamarckian or Baldwinian scheme is applied). See Krasnogor and Smith
(2005) for a review of memetic algorithms.
Some algorithms put eﬀort into selecting fruitful initial conditions for local search runs.
For instance, STAGE aims to provide initial conditions that will lead to optima of
increasing quality, by learning features of the search space through modelling likely
outcomes based on previous experiences (Boyan and Moore, 2000). Qasem and Pr¨ ugel-
Bennett (2008, 2009) use clustering of local optima to determine seed conﬁgurations
for further search. The second search phase can use a diﬀerent operator from the ﬁrst
phase, and the authors have found this method to be successful on MAX-SAT and vertex
cover problems. COMIT uses locally optimal conﬁgurations to build a model, which is
then sampled to provide initial conditions for subsequent local search runs (Baluja and
Davies, 1997a, 1998).
However in most of these cases, the variation steps used in the local search are bit-
ﬂip or small perturbation. Chained local optimisation suggests the use of larger-scale
perturbations (called kicks) to move about the search space. Crucially, these kicks are
not adaptive at all.
5.1.2 Problem Decomposition
One alternative to modifying the initial conditions for subsequent search is to break
down a problem into smaller sub-problems and optimising those sub-problems in partial
isolation. Cooperative coevolutionary algorithms (CCEAs, see e.g., Potter, 1997) take
this approach, employing multiple sub-populations to solve each of the sub-problems.
Representative members from each sub-population are combined to give candidate solu-
tions to the full problem. However, CCEAs use a pre-speciﬁed problem decomposition,
which limits their applicability to problem classes where labelling is available. Several
other algorithms take a similar approach, also using a priori knowledge of the system
structure (e.g., Kim and Kim, 2005; Shakya, 2006; Wallin et al., 2005).
5.1.3 Automatically Detecting Epistatic Structures
Estimation of distribution algorithms (EDAs) build models of the distribution of selected
candidates in the current population, and sample that model directly to produce the
new generation of candidates. Many diﬀerent types of model have been used in EDAs,
including trees and forests (Baluja and Davies, 1997b; Pelikan and M¨ uhlenbein, 1999),
Bayesian networks (Pelikan et al., 1999; Larra˜ naga et al., 1999), and Markov networks
(Santana et al., 2006; Shakya and McCall, 2007). The type of dependencies that can
be represented in these models varies, but the aim is essentially the same: to model the
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from the modelled distribution, variable assignments are conditioned upon the values of
variables that they depend upon, such that the likely subset conﬁgurations reﬂect ﬁtter
candidates from previous generations.
The way that COMIT uses its model is an interesting example that lies between EDAs
and iterated local search techniques. Hill-climbing is used to ﬁnd local optima, copies of
which replace some of the current population. A model is built from this new population.
However, when samples are drawn from the model they are used to deﬁne seeds for
subsequent hill-climbing runs.
A diﬀerent angle is taken by some model-building algorithms, where multi-locus variation
is applied in order to perturb candidate solutions drawn from the probabilistic model.
Unlike a macro-mutation (see Jones, 1995a), multi-locus variation can be informed by
the probabilistic model (e.g., Handa, 2007): dependents of a mutated variable are re-
sampled according to the model. However, when a single such event is applied, it is
not clear what useful variation this oﬀers that was not available simply by drawing
candidates from the original probabilistic model. Moreover, the observed improvements
from such a perturbation suggest the presence of erroneous associations in the model.
Further, some hybrid EDAs exist where local search is applied to candidates before
selection (e.g., Pelikan and Goldberg, 2003; Zhang et al., 2004) such that models are
constructed from local optima.
Few EDAs perform their model building recursively, or in any kind of compositional
manner. However, the DSMGA++ is an exception (Yu and Goldberg, 2006). This
uses mutual information measures to construct a matrix of interdependencies, and then
performs a search in the space of possible model allocations (DSMs). Variation is in-
troduced by using ‘building-block-wise crossover’, which prevents any variable settings
within a block (in the DSM model) from being disrupted.
5.1.4 Symbiosis as Model Building
One way to view symbiosis-inspired algorithms is as building (probabilistic) models
of problem structures, using the model to provide non-random, multi-locus variation
in subsequent search. When sets of variables are reduced to always appear together
as symbiotic unions, the search space dimensionality is explicitly reduced. Note that
the corresponding model from using an encapsulation operator is deterministic in its
associations (that is, they are all-or-nothing joins between species). EDAs aim to create
a model of a system that well describes subsystems, and create higher ﬁtness fully-
speciﬁed solutions through the combination of these sub-solutions. Symbiosis-inspired
algorithms may be more explicit about this composition of sub-solutions, but the aim
certainly underlies EDAs too. Indeed, in the next chapter, we explore a probabilistic
variant of the algorithm that we propose in this chapter, which moves closer to EDAs.Chapter 5 A Framework for Symbiotic Optimisation 75
If such a process is applied repeatedly (i.e., unions are formed between multi-variable
sets), the search space dimensionality can be broken down recursively, allowing great
eﬃciencies in highly structured environments. Associated sets of variables vary at once,
according to the current model. New associations are formed according to the ﬁtness
(or some other measure of suitability) of a proposed join.
5.1.5 Prior Symbiotic and Compositional Algorithms
The concept of symbiosis has been the subject of several studies in evolutionary compu-
tation and artiﬁcial life. Of particular relevance to this thesis is the view that a symbiotic
mechanism can combine large and non-random modules from multiple pre-adapted sub-
solutions.
Bull et al. (1995) investigate the conditions under which endosymbiosis is favoured over
free-living coevolution, using Kauﬀman’s NKC landscape (see also Bull and Fogarty,
1995). This work provides a useful analysis of where stabilising selective contexts is
favoured.
SEAM is an early evolutionary algorithm inspired by symbiogenesis (Watson and Pol-
lack, 2003). It diﬀers from typical evolutionary algorithms in several aspects. These
include the symbiogenic variation operator, an ecosystem of entities that make partial
speciﬁcations, and coevolved ecosystem templates that are used to facilitate evaluation.
The main pool of genetic material represents an ecosystem of many diﬀerent entities,
each specifying only part of an overall solution. All genetic variation is facilitated via
the symbiotic join of two entities. The main loop of the algorithm operates as follows:
two entities are picked at random, and evaluated in a number of contexts to determine if
the pair should make a permanent symbiogenic alliance. A version of Pareto-dominance
(see Watson and Pollack, 2003) is used to make these decisions. If this is the case, the
two symbionts are removed from the ecosystem and replaced with the chimera. As this
process is repeated, the average size of entities will increase until fully speciﬁed solutions
are discovered.
ETA (Defaweux et al., 2005; Defaweux, 2006) takes cues from models of multi-level se-
lection (Lenaerts et al., 2001, 2003), as well as the compositionality of a symbiogenic
transition from SEAM. ETA uses symbiogenic encapsulation to construct variable setting
groups, and is applied to constraint-satisfaction problems (which allows partial evalua-
tion). It takes a coevolutionary approach to ensure compatibility before a ‘transition’
(composition of variables). The initial entities are individual variable assignments.
The RSSA follows a similar framework to SEAM, with a simpler mechanism to assess
joins (Mills and Watson, 2007a, see also Chapter 4). Join decisions are made by test-
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backgrounds, and selecting the relationships that provide the strongest reciprocal syn-
ergy. One feature of the RSSA is that it made some progress with revealing problem
structures.
The HGA (de Jong et al., 2005b) is a computational abstraction of SEAM, but uses
the concept of context-optimality to make decisions on variable assignments. That is,
entities are tested in several backgrounds, and only the conﬁgurations that are found to
be optimal in at least one genetic background are retained. This is applied recursively
to hierarchically decompose problems.
The work of Philemotte and Bersini (2007) suggests using ‘lenses’ to identify variable
subsets that are only considered as a single unit during one phase of evolution (a col-
lection of cities are considered as an unchangeable region in the example of TSP). The
lens memberships are subjected to a separate evolutionary search, with lenses that lead
to better results being selected and modiﬁed. Philemotte and Bersini (2006) use a sim-
ilar idea with simpler lenses. There is no explicit composition of lenses, however lenses
suitable for a hierarchical problem are evolved.
Toussaint (2003) analyses the exploration distributions that mutation, crossover, and
EDAs provide, and concludes that neither mutation nor crossover can increase mu-
tual information in their exploration distributions. However, EDA models are capable
of generating correlated exploration distributions that have increased mutual informa-
tion and entropy. Toussaint and von Seelen (2007) describe developmental schemes
(genotype-phenotype mappings) that correlate the variation in the phenotype via small
changes in the genotype leading to many changes in the phenotype. Toussaint sug-
gests that the approach nature takes to evolve solutions is to use “simple adaptation
on suitable representations” (Toussaint and von Seelen, 2007, p778). Toussaint (2005)
considers a compression scheme based on L-systems for genotype representations that
leads to ‘compact genetic codes’. These give rise to an eﬃcient exploration of highly
structured spaces, by enabling the repeated expression of sub-components. The authors
demonstrate the hierarchical structure of HXOR (Watson et al., 1998) is amenable to
the compact genetic codes approach. Clune et al. (2008, 2009) also consider evolving
indirect encodings (genotype-phenotype mappings) that give rise to a diﬀerent search
neighbourhood, which may also be appropriate for some tasks that exhibit regularity.
5.1.6 Model-Informed Local Search
Local search as described above (Section 5.1.1) is deﬁned over the original system units,
and when applied, leads to local optima. Of course, the conﬁgurations that are locally
optimal depend entirely on the variation type that is in use (“one landscape for one
variation operator”, Jones, 1995b). Let us consider a bit-ﬂip hill-climber as a canoni-
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variables should change together. Instead of changing just a single variable, we can
change an entire group in each step. It is important to stress that this is not a macro-
mutation (many uncorrelated changes): using a model of variable dependencies provides
correlations in the variation. This can be qualitatively distinct variation from using
macro-mutations, provided that the model represents non-random information. There-
fore, model-informed local search can be implemented simply, as can uncorrelated local
search, but non-arbitrary multi-locus changes will occur between each evaluation.
In the algorithm proposed in this chapter, the units of variation are adapted as the algo-
rithm runs. Consequently, conﬁgurations that were locally optimal for a single-bit-ﬂip
hill-climber may not be local optima if suitable modular variation has evolved. Sugges-
tions of algorithms that feature local search, model building, and recursion can be found
in a handful of papers (Mahdavi et al., 2003; Houdayer and Martin, 1999; Lima et al.,
2006), but its eﬀectiveness was only appreciated recently by (Iclanzan and Dumitrescu,
2007). Houdayer and Martin’s algorithm uses information on the lattice in spin glass
problems; Mahdavi et al. explore only one phase of model-informed local search; and
the work by Lima et al. emphasises using local search within the decomposition found,
rather than any manner of search that uses units deﬁned by the decomposition. Iclan-
zan’s algorithm is simpler and is more explicit in identifying the reasons for success. The
algorithm presented in this chapter is similar to that of Iclanzan’s.
In the next chapter, we develop a generalised algorithm that does not use absolute
and irreversible joins, instead allowing probabilistic joins. We show that using explicit
dimensional reduction has some limitations that are not suﬀered by the generalised
algorithm. We shall return to a fuller comparison with these works in Section 6.5.1 once
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5.2 Symbiotic Optimisation Algorithm
The algorithm we present comprises two main stages in its loop. The ﬁrst stage uses
a simple hill-climbing process in several independent demes (sub-populations) to ﬁnd
ecosystem conﬁgurations that are optima. In the second stage associations are reinforced
between species according to the frequency of their co-occurrence in these local optima.
The formation of associations leads to macro-scale units that are used in subsequent
hill-climbing at the higher scale. These two stages are repeated. Hill-climbing at the
macro-scale leads to the discovery of diﬀerent ‘local’ optima, which in turn inform which
associations will be further reinforced. Figure 5.2 provides an overview schematic of
the algorithm, (a) illustrates the hill-climbing process, while (b)–(d) together lead to
macro-scale units.
There are many diﬀerent implementations that would realise an algorithm under this
general framework, using parallel hill-climbing search to inform the formation of as-
sociations, and using those associations to inform subsequent rounds of higher-scale
hill-climbing. In this chapter we investigate a minimal instantiation, in order to provide
intuition as to its operation. Here, associations that can form between species are re-
stricted to binary, all-or-nothing relationships. In the following chapter we investigate a
richer instantiation where probabilistic relationships between species are permitted.
We present a series of diagrams to illustrate how the algorithm operates, before providing
a description of macro algorithm. The ﬁgures 5.2–5.11 describe the macro framework,
and while some details are speciﬁc to the algorithm investigated in this chapter, the series
illustrates key concepts that are relevant for all three instantiations of the framework in
Chapters 5, 6 and 7. To provide a concrete working of our algorithm, we use a 25-bit
instance of the VSM problem as introduced in Chapter 3 (and do not shuﬄe the linkage
map in order to aid the visualisation).
As discussed in the previous section, several components used in our algorithm are not
novel in themselves. However, we ﬁnd it appropriate to provide detail on the full process
in order to show how the mechanisms ﬁt together, as well as to illustrate our algorithm











































Figure 5.2: The main stages in macro: overall, one iteration through all stages scales
up the units that are available for subsequent search. (a) Search is performed in parallel
in several independent demes, with units at the current scale, x. See Figure 5.4. (b) The
set of local optima found in (a) are used to calculate the co-occurrence of x-scale units.
Figure 5.6 illustrates the process of calculating co-occurrence, and Figure 5.7 shows an
example of the resulting co-occurrence matrix. (c) The co-occurrence data is used to
determine which x-scale units will become associated (see Figure 5.8). (d) The symbiotic
associations are used to form groups of x+1-scale units from x-scale units, which reﬂect
the structure of interdependencies in the problem (Figure 5.9). (e) This set of x+1-scale
groups make up the output of one pass through the algorithm (Figure 5.10). The ﬁnal




Figure 5.3: An illustration of the superposition of a partially speciﬁed unit onto a
fully speciﬁed conﬁguration. All of the values speciﬁed in the unit A are asserted in the
new conﬁguration, while remaining values are taken from the current conﬁguration. The
variables whose values changed are highlighted in the example. Note that superimposing
this unit has not made a change in all variables that it speciﬁes, since some values match









































Figure 5.4: Initial hill climbing, using the atomic units of the system. The example
problem is a 25-bit VSM problem with 5 modules, wE=1/100. Each of the 50 atomic
units speciﬁes a value for a single variable in the problem. After initialising to a random
conﬁguration, several units are superimposed sequentially (see Figure 5.3), and if the
ﬁtness of the overall conﬁguration is non-worse the change is retained. The highlighted
variations show cases where the conﬁguration was improved and the variation therefore
retained. This process will ﬁnd a local optimum – once none of the current units can
















Figure 5.5: An ensemble of 15 locally optimal conﬁgurations, discovered by multiple
runs of the process in Figure 5.4. None of the runs found a global optimum (which in




















Figure 5.6: Example co-occurrence calculations for atomic units present in the set of
ﬁnal deme conﬁgurations of Figure 5.5. U(X) denotes the univariate occurrence of unit
X (i.e., the number of conﬁgurations in which X is present). CO(X,Y) denotes the co-
occurrence of units X and Y (i.e., the number of conﬁgurations in which both X and Y
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Figure 5.7: Co-occurrence measurements using the set of ﬁnal conﬁgurations in Fig-
ure 5.5. Note that for reasons of space, any counts equal to 10 are represented with an
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Figure 5.8: The associations that are formed, based on the strongest symbioses seen in
Figure 5.7. Only non-zero associations are shown with a number, and for the algorithm
implementation in this chapter, all associations are formed with strength 1 or 0 (‘all-or-
nothing’). We can straightforwardly recognise the units that will be associated, since
their univariate occurrence count is equal to their co-occurrence with one another. That
is, if, in all ﬁnal conﬁgurations that i is present, j is also present, their co-occurrence
and univariate occurrence counts will be identical. This rule does not demand that any
particular pair of units is discovered in all demes (if this were the case, we would see
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Figure 5.9: How the association matrix (Figure 5.8) is used to form higher-scale groups.
For a given seed unit (highlighted in the column headings), the entries in the corre-
sponding column describe the probability that other units will be included in the group
(highlighted in the row headings). Since the algorithm in this chapter only assigns











Figure 5.10: The group formation process leads to a reduced set of speciﬁc variable
settings. Since the associations are ‘all-or-nothing’ (Figure 5.9), the same groups are
formed regardless of which member is taken as the group seed. In this example, we can
reduce the set from 50 atomic-scale units (that speciﬁed the value for one variable) to

























Figure 5.11: Hill climbing using the macro-scale units constructed from Figure 5.10.
The availability of multi-locus units makes the search far more eﬃcient, and in only a
few steps a global optimum is discovered. After this point, none of the macro-units from
Figure 5.10 can make a diﬀerence to the conﬁguration. Note that the fourth macro-unit
confers a signiﬁcant ﬁtness improvement when introduced, but it is ultimately replaced.
In the VSM, solving a module to either solution is a large improvement over a random
conﬁguration in that module. Once all modules are at a module optimum, the between-
module interdependencies provide a selection pressure to ﬁnd agreeing module solutions.
In this example, when the sixth macro-unit is introduced, it increases the number of
modules that agree. Note that the change is only possible if the exact 5 variables are
all changed at once: search with atomic-scale units would not be able to improve the
module solution. macro is capable of solving the VSM problem reliably in the second
epoch. However, more generally a set of ﬁnal conﬁgurations from hill climbing with
macro-units can be fed into further co-occurrence analysis (Figure 5.7) and association
formation (Figure 5.8) for higher-scale search.Chapter 5 A Framework for Symbiotic Optimisation 86
5.2.1 Representation
Our algorithm shares the objective of black-box optimisation with more classical evolu-
tionary algorithms, although the representation we use deviates somewhat from other
algorithms. In this chapter, as throughout this thesis, we consider ﬁxed length problems
with N binary variables.
Niches simply correspond to problem variables, and at the outset a species represents
no more than a possible setting (allele) of that variable (locus). Thus, in our ecosystem
there are 2N species, each occupying a particular niche. Each species can also have
associations with other species. These associations are stored in a 2N × 2N matrix S,
where a row corresponds to all the associations that a species has with other species.
That is, Si,j gives the strength of association from species i to species j. These values are
initialised to zero, and remain in the range [0,1], and can be interpreted as probabilities
of interaction. Self associations, Si,i, are not used algorithmically.
This representation allows composite units to be formed from associated groups of atomic
units. These composites are in general partial speciﬁcations of the entire problem, and
need not be permanent groupings. However, in the speciﬁc algorithm in this chapter,
when associations are made, they result in permanent higher-scale units.
Representing each allele with a species, rather than a species for each locus allows for
the possibility of asymmetric associations between diﬀerent alleles at the same locus and
a third allele at another locus. Additionally this representation allows the application to
problem domains where diﬀerent assignments or solution components do not obviously
compete directly for a particular position (i.e., where niches are not deﬁned).
5.2.2 Within-Deme Dynamics
In each of the demes, a diﬀerent, random initial condition is constructed. In each
timestep, the deme conﬁguration can change by means of new species ‘migrating’ into
the deme, potentially replacing the current occupants of any relevant niches. In general,
these events can introduce multiple new species (a migrant group), according to their
symbiotic associations. The process of forming such groups is illustrated in Figure 5.9.
When no associations exist, migrant groups are simply single species, and consequently
following the within-deme dynamics is very straightforward. In each timestep, a random
species from the full ecosystem migrates into the deme, and temporarily displaces the
current occupant of its corresponding niche. If the overall ﬁtness of the deme is increased,
the migrant remains. Otherwise, the deme reverts to its previous conﬁguration. This
procedure is simply following some form of adaptive walk speciﬁed by the ﬁtness function,
and is described in Table 5.1. Note that without any nonzero associations, groups consist
only of the randomly selected seed species m (step 3).Chapter 5 A Framework for Symbiotic Optimisation 87
Table 5.1: Association Informed Within-Deme Dynamics
Within each deme,
1. initialise to a random combination of species that has every niche occupied;
2. evaluate this initial combination; (→ fp)
3. update the current ecosystem conﬁguration:
(a) select, without replacement, a random migrant species, m
(b) construct migration group g with seed species m, according to Table 5.2
(c) temporarily allow group g to take precedence over all niches that it
speciﬁes;
4. evaluate the modiﬁed species combination (→ fm)
5. if fm ≥ fp
allow all members of migrant group g to remain permanently, and set fp ←
fm
6. if evaluation count not reached, go to step 3).
Following the deme dynamics will lead to combinations of species (i.e., conﬁgurations of
problem variables) that are locally optimal. The particular local optimum discovered will
depend on the initial combination, and potentially the order in which migrant species
are introduced. Note that in this algorithm exactly one migrant is introduced before
evaluating the new ecosystem combination. While this is not central to the algorithm,
introducing exactly one migrant between evaluations, rather than using a low probability
of migration does keep multi-species migrations more straightforward in this and later
chapters. In Section 5.3 we examine the diﬀerence between sampling with and without
replacement.
5.2.3 Association-Informed Within-Deme Dynamics
Given a non-empty symbiosis matrix, we modify the deme dynamics such that those
symbiotic relationships inform the behaviour. Associations that exist between species
have the potential to lead to groups of species migrating at once. At the outset, species
could only migrate individually before an evaluation is performed to determine if that
migrant would remain. Nonzero symbiosis values lead to multi-locus changes in the
deme dynamics. The strength of associations biases the distribution of occurrence of
the possible multi-species groups. Speciﬁcally, one focal migrant species, m, is selected,
and the corresponding row in the symbiosis matrix S deﬁnes which other species will
make up the rest of the migrant group g. The S values are interpreted as probabilities
of co-migration. The algorithm for constructing a migration group is as described in
Table 5.2. Note that the association strengths can only be zero or one within the
algorithm in this chapter. Accordingly, a migrant group constructed from a particular
focal species will be the same every time. In later chapters, we generalise the situation
to allow associations of intermediate strength.
Each problem variable (niche) can take multiple diﬀerent values (species). Thus, aChapter 5 A Framework for Symbiotic Optimisation 88
Table 5.2: Procedure for constructing multi-species migration groups
Given a migrant species m, and the symbiosis matrix S,
1. Add species m to the empty group g
2. For all other species, x, in a random order
(a) Generate a uniformly random number, φ ∈ [0,1]
(b) If φ < Sm,x
Add x to group g, unless that niche is already ﬁlled in g
potential conﬂict arises if a nonzero association exists from m to more than one of the
species that compete for the same niche. We resolve this by giving priority to the ﬁrst
species that was sampled when forming groups – and since the order in which species
are sampled is random, it should not bias the outcome.
The within-deme dynamics can exhibit multi-locus changes, whose correlations are de-
ﬁned by the associations that have evolved. Migrant groups (Table 5.1, step 3(b)) will
be created according to the association matrix, and are selected on as a unit. That
is, if the ecosystem utility is improved with the multi-locus change, the entire group is
retained; and if not, the entire group is discarded.1 The initial condition in each deme
can also be constructed using the symbiosis matrix, by adding migration groups built
from random seed species until every niche is occupied.
Although algorithmically the change from search with atomic units to search with higher-
level units is straightforward, the modiﬁcation to the variation neighbourhood can have
a signiﬁcant eﬀect. The conﬁgurations that were locally optimal with the original neigh-
bourhood may have direct paths to conﬁgurations of higher ﬁtness with the updated
neighbourhood. We illustrate this in Section 5.3. But now, we describe how to adap-
tively form symbiotic associations such that this new neighbourhood has an impact.
5.2.4 Updating the Symbiosis Matrix
In this chapter, we use a simple method to update the symbiosis matrix to allow an
initial exploration of the abilities of this approach. In the subsequent chapter, we use a
more elaborate update rule that allows associations of intermediate strength.
We aim to form associations between species that have signiﬁcant epistatic dependencies,
such that in subsequent evolution those species will co-vary. Therefore we only aim to
form associations where species are compatible as part of a sub-solution: there should be
positive dependencies between such species. The associations are key to compositional
relationships used in our bottom-up approach.
1Note that there is no propagation of these values in the current implementation. A focal migrant
species m is chosen, and it is the row Sm,j that deﬁnes these probabilities – the associations of species
added to the consortia do not bias the probabilities of introducing further species. We have no reason
to complicate matters.Chapter 5 A Framework for Symbiotic Optimisation 89
We have an ensemble of demes that will each run from diﬀerent initial conditions to
diﬀerent local optima when faced with a rugged landscape. We could in principle base
decisions on the formation of associations upon the path taken during the transient
period as well as the ﬁnal state of each deme, and additionally take into account the
ﬁtness values for all conﬁgurations tested. However, the ﬁnal state is the most enriched
source of information: no additional dependencies can be satisﬁed with single variable
changes from these optima. Furthermore, the conﬁgurations that are visited on the
transient to a particular optimum are likely to be highly correlated with the optimum
itself (albeit noisy versions of the optimum).
The ﬁtness information is valuable for ﬁnding local optima, but there are two main rea-
sons that we do not use this information in the symbiosis update stage. First, assigning
credit to partial conﬁgurations suitably is a nontrivial issue (Potter and De Jong, 2000).
Without good indication of how much a given component contributed to a particular ﬁt-
ness value, it becomes meaningless to use the ﬁtness of the entire conﬁguration. Second,
by biasing the strength of an optimum’s inﬂuence on the change in symbiosis value, there
may be issues with a loss of diversity. For example, if there are strong nonlinear bonuses
from some conﬁgurations, their ﬁtness may become too dominant in the update, without
necessarily resolving the conﬂicts necessary to ﬁnd global optima. Therefore we elect
to use only the correlations in the ﬁnal states of each deme, and during the association
formation ignore all ﬁtness information.
If we observe two species, i and j, both to be present in the optimum found by a particu-
lar deme, we might suspect those two species to have a beneﬁcial relationship, or perhaps
to have no ﬁtness interactions. However, with just one locally optimal conﬁguration,
it might be the case that those two species actually have a negative ﬁtness interaction
that is frustrated in the particular context. But if across several demes we consistently
observe i and j appearing, it becomes less likely that these species are co-occurring by
chance, and less likely still that there is a negative ﬁtness interaction. If for all demes
where i is present, j is also present, and vice versa, we can then infer a signiﬁcant inter-
dependency. In this case, the evidence for a valuable symbiotic association is as strong
as it can be, and thus it is sensible to form a join2. Note that this does not demand that
i and j are both present in all demes, only that when either is present the other must
also be present.
2With one caveat: that a suﬃciently sized sample is taken. More on this in Section 5.4.Chapter 5 A Framework for Symbiotic Optimisation 90
Table 5.3: Association update according to co-occurrence
For each pair of species, i,j,
1. If the set I is identical to J
make an association between i and j by setting Si,j = 1
2. If any element of I is not in J, or vice versa
set Si,j = 0
Table 5.4: Symbiotic Optimisation: Main Procedure
1. Allow d demes to run to their local optimum (see Table 5.1)
2. Measure the co-occurrence between each pair of species within all deme optima,
and reinforce/update symbiotic associations (see Table 5.3)
3. Randomise each deme conﬁguration and go to step 1.
This simple rule is used to form ‘all-or-nothing’ associations between species. Once
developed, such an association causes the species involved to co-vary all the time –
akin to a symbiogenic union. Therefore it is important to err on the side of caution,
and demand that the evidence for an association is as strong as possible. The rules
for changing symbiotic associations are described in Table 5.3, which depend on the
following deﬁnitions:
Let the set of ﬁnal deme states at the end of an epoch be D∗, where |D∗| = d.
Let the set of ﬁnal deme states for which i is present be I, and the set of
ﬁnal deme states for which j is present be J, where I ⊆ D∗, J ⊆ D∗.
Putting these diﬀerent components together, the overall algorithm is described in Ta-
ble 5.4.
5.3 An Examination of Operation
In this section we explore how the symbiotic algorithm behaves on a stylised problem
with modular construction, describing how it automatically identiﬁes the structure in
the search space, and subsequently exploits it by providing speciﬁc multi-locus variation.
5.3.1 A Scalable Building Blocks Problem
Watson and Jansen (2007) introduce a synthetic problem class where instances are
constructed from several large modules, or ‘building blocks’. Each module has two
optima, one ﬁtter than the other, both with equal sized basins (i.e., the same number of
initial conditions lead to each optimum). These are concatenated without inter-moduleChapter 5 A Framework for Symbiotic Optimisation 91
dependencies to construct the full problem. The ﬁtness contribution of a single module
is deﬁned in Equation 5.1.
f (x) =

   
   
k if U (x) = k,
U(x)





Given that each of Z modules has k variables, x is a conﬁguration of variables within
that module, and U (x) is the unitation (number of variables set to ‘1’). Without loss of
generality, the all-1 conﬁguration is chosen to be the ﬁtter solution in each module, which
results in the global solution being the concatenation of these ﬁtter module solutions to
also be all-1. We refer to this problem as the scalable building blocks (SBB) problem in
this chapter.
Since each module has 2 solutions, there are 2Z locally optimal conﬁgurations in the
entire space, only one of which is globally optimal: when all modules are set to all-1,
and hence all loci are set to 1. Each of the local optima has an equally sized basin of
attraction. The factors that compete to make this problem diﬃcult are the size of each
module (k) and the number of modules (Z). Increasing k makes the exact change needed
to move from one local optimum to another less likely – a speciﬁc k loci must change
at once. Increasing Z dictates an exponential increase in the number of local optima,
making the single global optimum rarer. In this chapter we balance these factors by
setting Z = k =
√
N.
There are several reasons why we choose this problem to illustrate our new algorithm.
First, the straightforward construction makes interpretation clear. Second, the clear
modular structure in the SBB problem provides ideal conditions to validate the operation
of a decompositional approach. Third, the absence of interdependency between modules
means that only two steps are needed to solve the problem: construct the two locally
optimal module solutions for each module, and subsequently select the better solution for
each module to ﬁnd the optimal conﬁguration. Finally, this problem is provably diﬃcult
for local search, which allows us to demonstrate that the hill-climber that underlies our
algorithm before associations have formed is not alone capable of solving the problem.
5.3.2 Why the SBB is Diﬃcult: Possible Control Algorithms
In this section, we elaborate on the diﬃculties that the SBB problem presents. We work
through a number of simple techniques in order to understand why they will fail to solve
the problems eﬃciently.
A restart hill-climber that modiﬁes a single bit at a time scales exponentially with the
number of modules, as 2Z. This is because there are 2Z local optima, each of whichChapter 5 A Framework for Symbiotic Optimisation 92
must be considered to reliably ﬁnd the ﬁttest.
An alternative is to use a selective unit of entire ecosystems (i.e., N-bit conﬁgurations).
This does not allow one ecosystem conﬁguration to have any correlation with the next,
and hence cannot follow ﬁtness gradients. Therefore, all possible conﬁgurations must








In principle, migrations of uncorrelated groups of species can move between the local
optima that defeat single-migrant dynamics. However, to move between local optima
in the SBB landscape, the k species that are in one module must all change at once.




diﬀerent possible k-bit modules. Thus, any algorithm that
attempts to use exactly the right sized migration groups, but without knowledge of
speciﬁc group membership and hence forming k-species groups at random instead would
have a vanishingly small probability of forming even a single module correctly (Watson
and Jansen, 2007).
Any groups that do not replace all of the species within a module at once cannot escape
from a local optimum to a conﬁguration of higher ﬁtness (although groups of size 1 <
|g| < k can change the optimum discovered early on in the trajectory within one deme).
Therefore migration groups must constitute entire module solutions in order to reliably
ﬁnd the global optimum.
Even if the decomposition were known, randomly forming a group of the particular
membership required is still exponential in the module size (i.e., O
 
2k 
, and recall that
in the SBB, k ∝ N).
In summary, enumerating the 2Z local optima is the fastest of these control algorithms
(when k=Z), despite it not requiring any structural information. Therefore, any rea-
sonable control that does not have some mechanism for decomposing the search space
will not be capable of solving problems such as the SBB in less than time exponential
in the system size.
5.3.3 How the SBB Could be Easy: Correlated Modular Variation
Let us for a moment set aside the issue of how to identify a suitable decomposition,
and consider what a sensible target decomposition is. Suppose that we knew both a)
which variables constitute a module, and b) which variable allocations were optimal. If
we could vary entire module solutions as single components, the SBB problem would
become trivial: eﬀectively, a ‘module-max’, akin to a onemax problem that simply needs
the correct module solution selected independently for each module.
macro-h uses a pairwise matrix to represent associations. The associations that reﬂect
this decomposition would be strong between all of the 1s in each of the modules, asChapter 5 A Framework for Symbiotic Optimisation 93
this would cause the entire module solution to vary as a component. As a minimal
representation, this is all that is necessary. However, in problems that are not separable,
but exhibit modular interdependency (such as the VSM, described in Chapter 3), both
of the module optima would be advantageous, as the correct module solution depends on
how the rest of the system is solved. Therefore, we aim to form associations that reﬂect
each of the module solutions (i.e., strong associations between all 1s in each module,
and strong associations between all 0s in each module, and no others).
As noted in the previous section, random guesses at either the variables that constitute
a module, or which variable allocations are optimal within a module do not provide a
scalable method for solving the SBB. However, next we explore the information that
we can access simply from ﬁtness evaluations, and how we can use that information to
systematically discover a decomposition that turns the SBB into a module-max.
5.3.4 Hill-Climbing on the SBB Problem
A typical run of a hill-climbing algorithm will end up at one of the 2Z locally opti-
mal conﬁgurations, being extremely unlikely to have found the single global optimum
(i.e., with probability 2−Z). As there are no between-module dependencies, the ﬁnal
state of a module only depends on the initial condition of variables within that module.
Within a single module, the solution that a hill-climber will ﬁnd is determined by where
the initial condition lies with respect to the basin boundary. The boundary is deﬁned
simply by majority.3 In one arbitrary local optimum, the number of modules that are





From an ensemble of random initial conditions, we will ﬁnd several diﬀerent local optima.
Unless the number of initial conditions are sampled is exponential in Z, the global
optimum will not be found reliably (and because Z =
√
N, the required sample size for
local search to ﬁnd the global optimum scales as a function of N). However, that does
not mean that nothing useful can be learned from the resulting conﬁgurations. Consider
the set of six example local optima from a 25-bit SBB problem provided in Table 5.5.
Within each of the modules, both solutions have been found by at least one of the demes.
It does not take very many demes for this to be the case, since the number of initial
conditions that lead to each of the module solutions is equal.
5.3.5 The Formation of Adaptive Associations
Given the target associations identiﬁed in Section 5.3.3, can we use the information
that appears in the local optima to identify such associations? From the example set of





initial conditions that could end up at either optimum with equal probability. This is
dependent on the ﬁrst migration that changes the deme conﬁguration.Chapter 5 A Framework for Symbiotic Optimisation 94
Example Conﬁguration ﬁtness
1 00000 11111 11111 11111 00000 20.0
2 00000 11111 00000 00000 00000 15.0
3 11111 00000 11111 00000 00000 17.5
4 11111 11111 00000 11111 11111 22.5
5 11111 00000 11111 00000 11111 20.0
6 11111 00000 00000 00000 00000 15.0
Table 5.5: several conﬁgurations for a 25-bit SBB problem (one per row). The loci
with epistatic dependencies are collected together and space-separated by module, as a
visual aid. This information is not deﬁned by the problem – the physical to epistatic
map is random. That is, the algorithms that we test are not provided with information
regarding which bits belong to which modules. Notice that the appearance of a particular
allele is consistent with the context that it appears in, even though both alleles appear
in each locus in at least one deme in this set.
local optima in Table 5.5, we note that ﬁnal deme conﬁgurations provide a clean signal.
Visually, there is a clear pattern. There are only two conﬁgurations worth considering
in each module: all-0 and all-1.4
Let us consider three classes of possible association, which are formed according to the
simple joining rule deﬁned in Section 5.2.
1. Within module co-occurrence of compatible alleles. In the ﬁrst module, the all-0
solution is found twice and the all-1 solution is found four times. The occurrence
of 1-alleles in the ﬁrst and second loci is identical, and so these species will become
associated. Corresponding associations will form between each pair of species in
this module. Similarly, the occurrence of each of the 0-alleles in this module is
identical, and accordingly associations will form between each pair of species here
too.
2. Within module co-occurrence of conﬂicting alleles. A 0-allele and a 1-allele within
the same module never co-occur in the same context, even though both occur in
some contexts. No within-module associations of this type will be formed in this
example.
3. Between module co-occurrence. Consider the all-0 module-solutions for the 3rd
and 4th modules. In example 2 and example 6, both co-occur. However example
3,4 and 5 provide contradictory cases such that not all occurrences of zeros in the
third module are concomitant with occurrences of zeros in the fourth module. This
4Three visual aids that assist in our illustration, which cannot be assumed by any algorithm under
test. First, we nominate all-0 and all-1 as module solutions, rather than a random target conﬁguration
and its complement. Second, we order the loci according to their epistatic linkage, rather than leaving
the epistatic to physical linkage map random. Third, we separate the loci to indicate module boundaries.Chapter 5 A Framework for Symbiotic Optimisation 95
is the case for any pair of module solutions, including all-0 with all-0, all-0 with
all-1, and all-1 with all-1 (subject to a suﬃcient sample size).
In this example, the above three conditions describe the associations that are formed.
These associations lead to speciﬁc migrant groups that comprise entire module solutions.
As an external observer we know that the all-0 solution is not part of the global optimum,
it is nevertheless the second ﬁttest conﬁguration that a module can take, and is a sensible
set of associations. Moreover, all of the 0-species involved are compatible with one
another, and the most appropriate action for each is to form strong associations that
lead to a (suboptimal) module solution. The all-1 solution within a module is the ﬁttest
conﬁguration and all species are shown to be compatible.
But what about between-module associations? Spurious correlations could lead to such
an association with an unrepresentative sample. However, since there are no ﬁtness
dependencies between modules in the problem, any such association would be erroneous.
One might not think that this type of association would be damaging, especially because
associations between two all-1 modules, or two all-0 modules are sensible. However, since
both module solutions are equally likely, the chance of associating conﬂicting modules is
as high as associating compatible modules. Forming an association between conﬂicting
modules would be disastrous, since this would permanently rule out the possibility of
ﬁnding the global optimum. Therefore a sample size suﬃcient to avoid such association
is important to correct operation.
5.3.6 Employing the Symbiotic Associations
The formed associations create a new ﬁtness landscape by creating non-trivial multi-
locus variation. When these are used as macro-scale units in the rescaled hill-climbing
process, they transform the problem into the module-max as described in Section 5.3.3.
Searching in the space of module solutions is very eﬃcient, and the problem will be
solved reliably in each deme in the second epoch.
5.3.7 On the Choice of Hill-Climbing Process
The alternatives to the hill-climbing procedure in our algorithm require diﬀerent locally
optimal conﬁgurations to be discovered in diﬀerent runs, cheap in terms of function
evaluation, and straightforward rescaling it to allow multi-species variation. Many pro-
cedures fulﬁl these criteria, and here we consider two simple variants. When no associa-
tions have been formed, the process described in Table 5.1 is equivalent to hill-climbing
without replacement. Using selection with replacement is an obvious alternative, so it
is important to understand our rationale. The ﬁtness over time of ﬁfty repeats of each



































Figure 5.12: Fitness improvements from 50 repeats of two types of hill-climber on a
400-bit instance of the SBB problem. (a) shows a single-bit-ﬂip hill-climber with re-
placement, and (b) shows a hill-climber without replacement. See text for explanation
of the algorithms. Notice how for this stylised test problem, the hill-climber without re-
placement ﬁnds a local optimum within 2N evaluations, whereas the bit-ﬂip hill-climber
takes signiﬁcantly longer. None of the runs ﬁnd the global optimum (marked with a
dashed line)
problem. All runs ﬁnd a local optimum. The former algorithm ﬁnds a locally optimal
conﬁguration within 800 = 2N allele substitutions, whilst ﬁtness improvements still
occur up to approximately 3500 substitution attempts under the latter algorithm.
From a random initial conﬁguration, we expect some allelic changes to be necessary to
reach a local optimum. For a hill-climber that samples with replacement, the expected
time to ﬁnd a local optimum is dominated by correcting the last few alleles, and scales as
O(N logN) (M¨ uhlenbein, 1992). However when sampling without replacement, within
2N samples all alleles will have been picked – scaling as O(N). In this problem, because
there is no neutrality and no sign epistasis, no change in conﬁguration that confers a
ﬁtness improvement will be reversed later in the same trajectory. Thus, it is suﬃcient
to sample each allele once to reach a local optimum from any initial conﬁguration.
5.4 Results
Here we investigate how the simple version of our symbiotic algorithm scales with prob-
lem size for two idealised building block problems: the SBB, as used in 5.3; and HIFF
(the hierarchical if-and-only-if problem). We derive analytical expressions for the time
complexity of this algorithm with respect to the problem size, and additionally provide
results of simulated experiments.Chapter 5 A Framework for Symbiotic Optimisation 97
5.4.1 Analytic Complexity on the SBB Problem
The form of our analysis is as follows. To demonstrate that the number of evaluations
that macro-h requires to solve the SBB scales polynomially, there are three features
that must be polynomial. If the number of evaluations used by each deme (τ); the
number of demes used (d); and the number of epochs used (Υ) to solve the problem are
all polynomial time, then the algorithm is polynomial for this problem.
macro-h is capable of solving the SBB problem in two epochs. In the ﬁrst epoch,
the initial search is for local optima in several demes. In the second epoch the search
uses the associations developed to search in the space of module solutions, and a single
macro-scale hill-climbing run is suﬃcient to ﬁnd the global optimum.
As discussed in Section 5.3, we can be sure that a local optimum is reached after all
alleles have been sampled (at least) once. We use sampling without replacement, which
draws 2N samples, and therefore a trajectory costs τ = 2N + 1 evaluations.
All that remains is to determine how many demes (i.e., diﬀerent initial conditions) must
be used in the ﬁrst epoch such that the correct solution to each module is found in at
least one deme. Here we derive bounds for the number of repeats required to give a
probability of success, s, greater than 1 − ǫ. We ﬁrst derive a lower bound, and then
take a branch from the analysis to derive an upper bound.
We deﬁne the probability that a single hill-climbing run ﬁnds the all-1 solution in one
module as p, and the complementary event that the all-1 solution in that block is not
found as 1 − p = r. Only if every trial ﬁnds the all-0 solution will the algorithm fail
overall. Therefore the probability of succeeding to ﬁnd the all-1 solution in at least one
trial using d demes, which we label as the event P, is:
Pr(P) = 1 − Pr
 
miss 1k in d trials
 
= 1 − (1 − p)
d = 1 − rd. (5.2)
Since the modules are independent, we can extend this to Z modules. We do not care
which trial ﬁnds the all-1 solution for a given module, only that it is found at least once.
Thus, the only case we need consider is failing that condition, which for each module is
given by Equation 5.2. If for any module, the all-1 solution is not found, the algorithm
will not be able to form all of the modules necessary to construct the global solution.
Thus, the probability of success for Z modules, which we label s, depends geometrically
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By the identity log(x) ≤ x − 1 , we ﬁnd log
 
1 − rd 
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1 − rd 















= log(−log(s)) − log(Z). (5.7)
Noting that Z = N
1
2, letting s = 1−ǫ, and dividing through by log(r) (which is negative








Equation 5.8 describes a lower bound on the number of demes required to solve the SBB
problem, which scales asymptotically as log(N).
To derive an upper bound, we start from Equation 5.5 and manipulate in a diﬀerent
manner. The Taylor series expansion of log(1 − x) is










Since 1 + x + x2 + x3 +     = 1
1−x, for |x| < 1,
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Let rd = x. Hence, from Equation 5.9 and Equation 5.5,



























1−x is monotonically increasing in the interval 0 < x < 1. Since r < 1 andChapter 5 A Framework for Symbiotic Optimisation 99
d > 1, 0 < rd < 1. From the same conditions, rd < r. Thus, x
1−x < r
1−r. Hence,






= −x(1 + C), (5.14)
where C = r
1−r is a positive constant.



















Finally, we manipulate into a form that allows us a straightforward comparison with
Equation 5.8, to describe d in terms of N (keeping in mind that Z = N
1
2). Note that












Comparing Equations 5.18 and Equation 5.8, we see that the diﬀerence between lower
and upper bounds is the problem-dependent constant term. The number of demes
required is asymptotically bounded above and below by log(N).
Therefore the overall time required for macro-h to solve an SBB instance, in measured
in function evaluations, is Υ   τ   d:
Tsbb,macro-h = 2   (2N + 1)   Θ(log(N)) = Θ(N logN). (5.19)
For completeness, we use the speciﬁc value of r = 0.5 for the SBB problem, and hence
C = r















For comparison, we consider the expected number of evaluations required for an equiv-
alent algorithm but without the ability to form associations. Each run costs 2N + 1
evaluations. The order of initial conditions that must be sampled is equal to the num-
ber of local optima, since there is only one global optimum amongst them. There are
2Z = 2
√
N local optima, and so overall:
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The result in Equation 5.19 demonstrates that macro-h scales very eﬃciently with
increasing problem size in the SBB, whereas hill-climbing scales exponentially with the
problem size (Equation 5.22).
5.4.2 Simulated Experiments on the SBB Problem
Here we conﬁrm the trend derived in Section 5.4.1 for scalability of the discrete algorithm
on the SBB problem. We also compare it to its component mechanisms, to verify that
forming associations provide a useful addition to the algorithm.
In this experiment, macro-h is applied to the SBB problem. The number of demes used
is calculated from Equation 5.20, these values give at least 99% success rate over 100
repeats for each problem size tested. We compare this against the equivalent hill-climber
that can only search at the micro-scale, on account of having no mechanism to inform
macro-scale variation. This also uses 2N samples before restarting from a new random
initial condition, and continues until the global optimum is discovered.
Figure 5.13 reports the mean number of evaluations required to ﬁnd the global optimum
for these algorithms. Standard error bars are displayed but are negligible with respect to
the markers in most cases. In addition to the experimental data, we plot the analytical
expressions given by Equation 5.19 and Equation 5.22, as derived in the previous section.
The expected trends for each of these algorithms ﬁt the experimental data well, accept-
ing some noise in the results from stochastic simulation. As discussed in Section 5.3.2,
this problem is provably diﬃcult for local search. An unshuﬄed version of this prob-





evaluations by certain classes of genetic algorithm (Watson and Jansen,
2007). Here we use a shuﬄed SBB problem, and demonstrate that a log-linear number of
evaluations is suﬃcient to solve this problem. Our result does not require any structural
information to be provided a priori, instead discovering this information on the ﬂy.
To put in perspective the value of the results in this section, we refer to the goals
of this thesis (as laid out in Section 1.1). We stated our goals in two categories: to
develop an algorithm that is capable of automatic problem decomposition for eﬃcient
optimisation; and to understand the mechanisms that give rise to any such eﬃciency.
The development of macro-h satisﬁes the ﬁrst goal: our approach is able to identify
and subsequently exploit problem structure by searching in the space of combinations
of lower-level sub-solutions that it has encapsulated. This process is very eﬃcient, as we
have demonstrated. The analytical derivation in Section 5.4.1 provides evidence that
we have a deep understanding of how macro-h is able to identify unknown modular
structures. Of course, we can further satisfy both of these goals, as we do in subsequent
work in this thesis, but the contribution made here goes a long way to accomplishing














































Figure 5.13: Results for macro-h on the SBB problem, with the global optimum found
in at least 99% of 100 repeats. A random-restart version of the hill-climbing mechanism
that is a component of each of these implementations is also tested. Note the sub-
quadratic time complexity of both symbiotic optimisation methods on this log-log plot.
Data points are measured, while the lines plotted use analytical expressions, as given in
the legend (see also Equations 5.19 and Equation 5.22)
5.4.3 Analytic Complexity on HIFF
Hierarchically structured systems have the capacity to present signiﬁcant diﬃculty to
ﬁxed variation mechanisms, and oﬀer a validation check for the correct functioning of
a recursive problem solving approach. The hierarchical if-and-only-if (HIFF) problem
is a canonical instance of the class of hierarchically consistent problems, described in
(Watson et al., 1998). Each layer of the problem has several modules. The recursive
ﬁtness contribution function is speciﬁed by Equation 5.23:
f (B) =

   
   
1 if |B| = 1,
|B| + f (BL) + f (BR) if |B| > 1 AND (∀i : bi = 0 OR ∀i : bi = 1),
f (BL) + f (BR) otherwise.
(5.23)
Where BL is the left hand component (from x0 ...xm/2−1) and BR is the right hand
component (from xm/2 ...xm−1). This recursive deﬁnition allows for partial evaluation
(i.e., when m < N), but throughout this thesis we use it in a black-box manner (i.e., theChapter 5 A Framework for Symbiotic Optimisation 102
function only returns a ﬁtness value for fully-speciﬁed candidate solutions).
HIFF has 2
N
2 optima, two of which are globally optimal. For an N variable problem
there are L = log2 N layers in total. The number of modules in layer l is N/2l, and thus















= N − 1. (5.24)
As for the SBB problem, 2N steps are suﬃcient to ﬁnd a locally optimal conﬁguration.
However, unlike the SBB, the overall function is dependent on all of its variables. More-
over, the optima at each hierarchical level are maximally distant in Hamming space,
creating order-N dependencies at the highest level. This means that HIFF is patholog-
ically diﬃcult for a mutation-only hill-climbing process to solve (Watson et al., 1998).
The analysis here follows the analysis from Section 5.4.1, although recursion is used to
handle the layers of the hierarchical structure. Let us assume that we are interested
only in ﬁnding one global solution, and without loss of generality we will derive the
probability for successfully ﬁnding the all-1 global solution. As for the SBB problem,
we must have a suﬃcient number of demes to ﬁnd the all-1 solution in each module at
least once across all demes. Note that micro-scale hill-climbing can only follow ﬁtness
gradients to module solutions at the lowest level of the problem to start with. Modules
consist of two bits, so for an N variable problem, Z = N
2 . Once the ﬁrst layer is solved
and symbiotic associations have been formed, the number of modules at the second layer
is halved to N/4. Hill-climbing in this space of reduced dimensionality will ﬁnd each
module solution with p = 0.5, and r = 1−p = 0.5. This process continues as each layer
is solved. If the number of demes selected is suﬃcient to reliably solve the ﬁrst layer it
will be suﬃcient for all higher layers. We manipulate Equation 5.7 and Equation 5.17 in
the same manner as for the SBB analysis, with Z = N/2, to arrive at lower and upper
























For our analysis of macro-h on SBB problems, we make the simplifying assumption
that τ has ﬁxed cost in each layer. Since it takes several epochs to solve a hierarchical
problem such as HIFF (as opposed to two epochs for an arbitrarily sized SBB instance),
this assumption becomes relevant. Speciﬁcally, the assumption made above is that at
each of L = log2 N layers, d hill-climbing passes must be made, each at cost 2N + 1
evaluations. However, since the hill climbing need only consider introducing each of the
(macro-)units that exist in the system once per pass, and the number of units reduces
as a function of the current layer. Let us deﬁne E as the number of units available inChapter 5 A Framework for Symbiotic Optimisation 103
the ecosystem, such that E = 2N at initialisation, and decreases as the dimensionality
is reduced. When solving a problem such as HIFF, E is halved at every epoch, as a




























+ d(L + 1), (5.29)
=4dN + dL − d. (5.30)
This expression is asymptotically dominated by the 4dN term, and since d is bounded
asymptotically both above and below by log(N), we ﬁnd that the overall requirement
is given by:
Thiff,macro-h = Θ(N logN). (5.31)
We also provide a comparison for the equivalent algorithm with the ability to form
associations. From each initial condition it takes 2N + 1 evaluations to reach a local
optimum, and the number of basins that must be sampled is the the number of local
optima over the number of global optima. This results in an expected waiting time of:













Finally, we note that although this analysis is derived with HIFF in mind, it can be ap-
plied to other hierarchical problems including the hierarchical trap as deﬁned in (Pelikan
and Goldberg, 2000). This uses 3-bit traps in a hierarchical manner, and hill-climbing
will ﬁnd the ﬁttest (all-1) solution in each module with p = 1/4. Although the constants
are diﬀerent, the complexity class is the same as for HIFF.
5.4.4 Simulated Experiments on HIFF
Here we conﬁrm the trend derived in Section 5.4.3 for scalability of the discrete algorithm
on the HIFF, and compare it to its component mechanisms.
We apply the symbiotic optimisation algorithm to a variety of sizes of HIFF instances.
The number of demes used for each problem size are given in Table 5.6, and these

















































Figure 5.14: Results for macro-h on HIFF, with the global optimum found in at least
99% of 100 independent runs. This algorithm is able to solve large instances (up to
2048 variables tested here), whereas for local search methods this problem is clearly
intractable. Data points are from empirical tests, a line of the form O(N logN) is
ﬁtted to the macro-h result, according to Equation 5.31, and an analytical prediction
is plotted for the local search according to Equation 5.32.
equivalent micro-scale hill-climbing algorithm with no associations is also compared here,
which restarts from new random initial conditions until a global optimum is found. On
account of the exponential time required by this algorithm (see Equation 5.32), it is
computationally infeasible to collect experimental results for N > 32.
Figure 5.14 displays the mean number of evaluations required to ﬁnd the global optimum
for these algorithms. The mean evaluation counts are only given for the successful runs,
and error bars are displayed but are negligible with respect to the markers in most cases.
In addition to the experimental data, we plot the expected trend given by Equation 5.32,
and a line with the order of the trend given by Equation 5.31 as derived above.
Problem size, N 32 64 128 256 512 1024 2048
analytic deme count (5.26) 17 18 19 20 21 22 23
demes used in Figure 5.14 20 20 20 24 26 26 28
Table 5.6: Demes used by macro-h to solve HIFF, providing a success rate of at least
99% of 100 runs. See Figure 5.14.Chapter 5 A Framework for Symbiotic Optimisation 105
HIFF, like the SBB, also presents an exponential number of local optima and also causes
severe diﬃculty for local search methods. Despite using a very simple associative frame-
work, separating the timescales between exploiting the decomposition and adapting the
decomposition enables macro-h to outperform state of the art Bayesian model build-
ing algorithms. Speciﬁcally, our analytic and empirical results show that macro-h
scales as O(N logN) on this hierarchically decomposable problem. This is superior to









(Pelikan, 2002). Note that the algorithm
of Iclanzan and Dumitrescu (2007) is similar to macro-h and is also demonstrated to
scale as O(N logN) on this problem. As noted in Section 5.1, we show how the idealised
approach of macro-h can be generalised to solve a broader class of problems in the next
chapter.
5.5 Discussion
Using simple hill-climbing as part of our algorithm oﬀers several beneﬁts. The most
straightforward improvements in ﬁtness are realised, and the resulting ﬁnal deme con-
ﬁgurations exhibit more order than the initial conditions. While we cannot satisfy all of
the dependencies between species in any one deme, hill-climbing leads to satisfying many
of those dependencies. One alternative to parallel hill-climbing is to construct a set of
random conﬁgurations and select a high-ﬁtness subset. A comparable scheme would use
a population size of d   2N, and select d individuals. Random conﬁgurations are most
densely distributed about the lowest ﬁtness conﬁgurations of each module, according
to the Binomial distribution. These conﬁgurations are thus likely to manifest many
conﬂicts, in comparison to the neatly deﬁned ﬁnal deme conﬁgurations discovered by
hill-climbing, within which simple conﬂicts are frequently resolved. Since our algorithm
aims to make associations between species that have ﬁtness-dependent interactions, the
initial micro-scale optimisation provides a good way to restrict the set of associations
that are considered. When a pair of species co-occur in a local optimum, this indicates a
viable compatibility. We turn a viable compatibility into a concrete association through
the inspection of an ensemble of local optima.
The mean ﬁtness of a selected subset from random conﬁgurations is very unlikely to be
as high as the ﬁnal deme conﬁgurations on account of the distribution of random con-
ﬁgurations. Additionally, strong selection pressure for high mean ﬁtness is liable to lead
to convergence in patterns, without the use of some mitigating diversity maintenance
scheme. Our approach of using several independent demes oﬀers an explicit method
to ensure diverse solutions from the search space. Starting from several random initial
conditions means that many diﬀerent basins of attraction are sampled. Within a par-
ticular basin, it is unnecessary to represent several conﬁgurations that lie close to the
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basins are sampled (by using enough demes) is key to successful operation, as we saw in
Section 5.4.
Neighbourhood Change & Dimensional Reduction
Initially the state space has 2N possible conﬁgurations, and 2Z diﬀerent local optima
(for the hill-climbing process described in Table 5.1). When associations are formed such
that species co-vary, the number of possible states that can be reached is reduced: there
are fewer degrees of freedom. This also has the consequence of modifying which conﬁg-
urations neighbour one another. In particular, when groups corresponding to module
solutions are speciﬁed, the neighbourhood of one of the conﬁgurations that was locally
optimal in the original units contains other conﬁgurations that were previously locally
optimal, and not conﬁgurations in between. Now, there are 2Z groups (each of size
k), and hence the accessible state space is only 22Z. In this situation, competition is
transferred to the level of the module. With macro-scale variation that corresponds to
the module solutions, the hill-climbing dynamics of each deme operate in a neighbour-
hood that is drastically diﬀerent from the original space. At the module level, the global
optimum is trivially accessible from any initial condition (as described in Section 5.3).
Note however that while searching in the space of modules is signiﬁcantly reduced from
the full system, it is still exponentially sized with respect to N. Therefore, a random
search process is not suﬃcient to ﬁnd the global optimum, even in this space. Instead,
a systematic search must be used. Hill-climbing at the macro-scale is eﬃcient, given
the appropriate macro-scale units. Thus, we should see how the inﬂuence of the neigh-
bourhood change is more important in problem solving than the dimensional reduction;
it is the speciﬁcity of groupings that provides both neighbourhood change and reduced
dimensionality.
5.5.1 Comparison with the RSSA
In developing the rssa (introduced in Section 4.2), we had the same underlying mo-
tivation as in the present algorithm: to evolve symbiogenic relationships that reﬂect a
system’s decomposition, and exploit those relationships by means of correlated variation.
Unsurprisingly, the rssa and macro-h share some features, which include the repre-
sentation; the change in ecosystem when symbiogenic joins evolve; and the recursive
application.
1. The atomic units of single-allele species is equivalent, as are the permanent inﬂu-
ences from symbioses.
2. Both methods recursively make explicit joins, and are thus appropriate for hierar-
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3. Because of the explicit dimensional reduction, relationships must be symmetri-
cally applied (as is the case when maximising reciprocal synergy, and must be
the case when considering correlations, since these contain no directional informa-
tion). Note that this does not ensure that the beneﬁt of a join is equal to both/all
partners.
4. Both algorithms base their decisions of when to invoke a symbiogenic join on an
aggregation of information from multiple contexts – to establish a baseline, and to
ensure that a join decision is not biased too strongly by an unrepresentative sample.
As implemented, this does prevent either algorithm from being localised/decen-
tralised. However, as later chapters discuss, the modiﬁcations to do so are few and
demonstrably feasible.
The methods have signiﬁcant diﬀerences, in their clarity of operation, and consequently
their eﬃciency (scalability). Major distinctions stem from the separation in timescales
in macro-h that enable micro-scale search to guide adaptation in the decomposition.
We highlight a number of distinctions below, considering macro-h with respect to the
rssa.
1. The current units are exploited before making any attempt to adapt the unit of
variation.
2. Consequently, search at more than one scale is implemented through a separation
of timescales of search in the current units and the modiﬁcation to those units.
3. Speciﬁcally, (1) and (2) lead to locally optimal contexts (in contrast to arbitrary
contexts used in the rssa).
4. Local optima are signiﬁcantly less noisy than random contexts (at least in the prob-
lems tested in this chapter, and should be true to the extent where system dynamics
are contractive): the micro-scale hill-climbing process improves the signal-to-noise
ratio of co-occurrence information. Patterns of co-occurrence at local optima in-
dicate which species work well together; which sets of species are compatible.
5. Therefore, the decision on whether a pair/group of species should be associated is
simple in macro-h. Speciﬁcally, a small number of contexts is suﬃcient, and the
decision mechanism is straightforward and computationally inexpensive (inspect-
ing a number of contexts for co-occurrence).
6. Contrast this with a diﬃcult decision on noisy information in the rssa, where
many contexts are required, and the decision mechanism is much more expensive
(a type of perturbation test is used to assess synergy, requiring further function
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7. A further consequence of using local optima is that the contexts are stable, i.e., no
single species/composite entity change will result in increased ﬁtness. Therefore,
• It is likely to require many random contexts to faithfully reveal if a species
pairing is suited or not. This is in part because the possible reasons why
an association looks beneﬁcial are either an immediate ﬁtness improvement
from ecosystem conﬁguration change, or an improvement from the associative
change. Using a stable context (where no single perturbation is an improve-
ment) is a more eﬃcient way, because it rules out the ﬁrst potential case.
• By only considering relationship changes between species that could feasibly
coexist in a stable environment (i.e., a local optimum), the following issue
is avoided. In the rssa, a pair of species that compete for the same niche
could nevertheless be considered for symbiogenic uniﬁcation. This type of
competitive relationship is not correctly characterised by ‘symbiosis’, but the
synergy metrics frequently return a strong synergy value – avoiding joins of
this type is problematic. In macro-h, this issue is avoided entirely.
5.5.2 Limitations
The extreme joining rule is appropriately conservative when making such extreme and
irreversible joins between species, but it is perhaps apparent that if the success of the
algorithm hinges on making joins, and that joining mechanism requires evidence that
is entirely uncontradicted, then the mechanism may be brittle in some situations where
perfect/noise-free information is not available. We investigate this in the next chapter.
In this chapter, we have shown improved performance using a similar variety of mod-
ular problems to the RSSA results (hierarchical, and single-scale modularity). Thus,
it may appear that we have not explicitly demonstrated that macro-h has a widened
applicability than the rssa. However, although the forms of the SBB and the VSM
are similar, in fact the VSM provides a nonlinear ﬁtness bonus for every variable change
that increases agreement within a module. The rssa can therefore detect synergy which
is suﬃcient to lead to joins. Conversely, in the predominant majority of contexts in the
SBB, there is only a linear ﬁtness improvement when increasing the number of variables
that agree. For the rssa to detect some synergy, all but two variables are set to 1, and
the two species that make up the rest of the module solution must be being tested for a










decreases rapidly as the module size increases. Therefore, demonstrating that macro-h
can solve the SBB is in fact an advance in generality over the rssa, in addition to the
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5.6 Summary
In this chapter we have introduced a simple algorithm that can evolve an appropriate
level of modularity for the structure present in the search space, and consequently is
able to exploit the discovered decomposition to search at the macro-scale over several
levels of organisation.
The major conceptual advance is understanding where multiple scales of search can be
eﬀective, and how exploiting the current scale before identifying (evolving) a new scale
of search can be more eﬃcient than using either scale individually.
This conceptual advance is manifested in a very eﬃcient algorithm on modularly struc-
tured problems, scaling as O(N logN) on examples of both single-scale and hierarchical
problems. Linkage information is not required for these results, since it is discovered by
the algorithm through the development of symbiotic associations. This automatic prob-
lem decomposition provides correlated variation that can traverse rugged landscapes
with ease.
The eﬃciency of this algorithm can be attributed to similar reasons as we discussed in
Section 4.1: hill-climbing (by mutation) initially ﬁnd module solutions, and diﬀerent
demes ﬁnd diﬀerent module solutions; associations (that will modify the subsequent
local dynamics) correspond to module solutions – and so like crossover, the association-
informed dynamics can compete at the module level. Both scales of search are required to
solve such a modular problem, and these scales of search are achieved through separating
the timescales upon which associations are reinforced from that where associations are
exploited. However, a critical diﬀerence between the result obtained in this chapter
and the results in Section 4.1 is the assumption of tight linkage. In this chapter, no
linkage information is assumed: it is automatically discovered. In the previous chapter,
crossover could only provide modular variation because the epistatic linkage information
was provided a priori.
This chapter has demonstrated that this separation of timescales of ecosystem conﬁgu-
ration changes from the associative changes can implement the desired matching of the
scale of evolution to the scale of structure present in the landscape.Chapter 6
Probabilistic Symbiotic
Relationships
The algorithms developed in the previous two chapters used adaptive variation mecha-
nisms inspired by symbiogenic encapsulation, where any change in relationship between
species has the extreme position of a complete inseparable union. In this situation, the
new search neighbourhood is well deﬁned (and in biological terms, that new evolutionary
units exist are uncontroversial; although the creation of these units is not addressed in
these algorithms). Contrast this with the less extreme situation whereby symbiotic as-
sociations of intermediate strength can evolve. Here, the likelihood of species co-varying
is increased (when compared to a freely-mixed situation), but those species still have a
chance of existing without the other. This type of continuous association has the capac-
ity to describe a richer class of epistatic relationship than a discrete association – but
can it be useful in facilitating multi-scale search? This representation is richer because
it does not discard all the information that is present when the contexts observed are
not suﬃcient to make a conservative ‘yes’ decision to make a join. Just because the
evidence is not strong enough to support a permanent and irreversible join, it does not
mean that the information is not valuable and worth retaining.
In this chapter, we aim to determine if it is feasible to implement probabilistic association
formation, and corresponding exploitation, within the macro framework. In particular,
we address the following research question:
The discrete method introduced in the previous chapter is elegant, mini-
malist, and makes direct use of the information in the correlations between
species in the local optima present. A probabilistic method of represent-
ing symbioses of intermediate strength ought to be more broadly applicable
when correlations are fuzzy. Can we demonstrate this?
To address this aim, we develop a further algorithm, which analyses the co-occurrence
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between species from an ensemble of local optima (in the current units) to inform the
updated strength of symbiotic associations. Associations are updated according to the
deviance of observed covariance from the expected covariance that is predicted from the
observed univariate frequencies.
We ﬁnd the new technique to be superior in cases where local optima are ambiguous
(contexts in which selection on associations occurs do not exhibit as high a level of order
as those that are local optima in the SBB for instance). We demonstrate that this
change stems from contradictions that cast doubt on an extreme join – restricting the
appropriateness for a conservative joining mechanism. We also show that the selective
environment of a species can be signiﬁcantly improved without the need for associations
to lead to explicit encapsulation of other species. Signiﬁcant correlations can evolve that
form highly coherent multi-locus migration groups. This enables macro-scale search,
without explicitly reducing the dimensionality of the search space.
6.1 On the Limitations of All-or-Nothing Joins
In Section 5.3, we saw how parallel hill climbers provide contexts that allow simple
rules to successfully form adaptive associations. One contributing factor to this result
is the highly ordered ﬁtness landscape provided by the SBB problem, and consequently,
the high level of regularity in the optima discovered by hill climbing at the micro-
scale. However, if the local optima discovered were not so neat and the co-occurrence
of particular species not so clear cut, such a simple rule set for association formation is
unlikely to suﬃce. Speciﬁcally, rule (1) (see Table 5.3) demands that in order to make
a join, species j is present for all occurrences of species i, and vice versa. Hence, just a
single deme that had only one of i and j present without the other is suﬃcient to rule
out the join.
Consider a situation where such mismatches occur frequently even between species that
have a positive epistatic interaction. In this case, the eﬃciency in solving structured
problems demonstrated in Section 5.4 would not be achievable. How then, can we
construct a problem to investigate this situation further? And how can we provide more
robust association formation decisions?
One general property that could provide this change is to incorporate uncertainty into
the landscape. We elect to achieve this by introducing ambiguity as to which variable
assignments contribute to local optima. We make this modiﬁcation to the SBB problem.
6.1.1 Introducing Neutrality into the SBB Problem
We modify the basis function used in the SBB problem by introducing a small amount
of neutrality at the module solution. For η bits of neutrality in a k bit module, theChapter 6 Probabilistic Symbiotic Relationships 112























Figure 6.1: Fitness contribution according to unitation for one module of 20 bits, (a) for
the SBB problem, and (b) for the SBB-N problem, with the level of neutrality, η, set to
one bit.
ﬁtness contribution is deﬁned by Equation 6.1 (compare this to Equation 5.1).
f (x) =

   
   
k if U (x) ≥ k − η,
U(x)





where x is a k-allele conﬁguration, U(x) is the unitation function, and η < k/2. Fig-
ure 6.1 compares the ﬁtness contribution of a module from the SBB and SBB-N problems.
The overall ﬁtness is given by a sum of the ﬁtness contributions from each module, as for
the regular SBB problem. We refer to this test problem as the scalable building block
with neutrality, or SBB-N. As for other problems used in Chapters 5–7, the SBB-N has
a shuﬄed linkage map.
Each SBB-N module has locally two optimal ﬁtness values: k/2 for the all-0 solution,
and k for any of the conﬁgurations that have at least k − η ones. We refer to the latter
class of conﬁgurations as the all-1 plateau. As for the SBB (see Section 5.3), it is still the
case that half of the conﬁgurations will lead to each locally optimal ﬁtness value under
local search. However, for those in the all-1 plateau, the speciﬁc ﬁnal conﬁguration will
not be identical in every case.
6.1.2 Contradictions in the SBB-N




+ 1 = k + 1 diﬀerent
genotypes in the all-1 plateau: each of the diﬀerent permutations of k−1 1s and a single
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For macro-h to form joins between all pairs within a module, all of the hill climbers in
that epoch must ﬁnd the same conﬁguration. This becomes increasingly unlikely with
larger modules or deme count. The example set of optima (for one module) shown in
Table 6.1 highlights the problem.
Example conﬁguration associations possible
1 2 3 4 5 6 1-species indices count
1 1 1 1 1 1 0 – –
2 1 0 1 1 1 1 {1,3,4,5} 12
3 1 1 1 1 0 1 {1,3,4} 6
4 1 1 1 1 1 1 {1,3,4} 6
5 0 1 1 1 1 1 {3,4} 2
6 1 1 1 1 1 1 {3,4} 2
7 1 1 0 1 1 1 none 0
Table 6.1: Several optimal conﬁgurations for one SBB-N module with one bit of neu-
trality. As more conﬁgurations are added, the number of associations that would be
made by macro-h decreases due to conﬂicting allele co-occurrence. The ‘associations
possible’ columns describe the pairings of 1-species that would be joined by macro-h
if these example local optima were discovered (the count indicates the number of joins
between all of these pairs). It takes very few examples to rule out all of the possible
joins, despite the fact that a strong, if indecisive pattern is present.
One possible resolution is to reduce the strictness of the association rule. Instead of
demanding that all evidence supports the join, we could make a join when most of
the evidence provides support (with some threshold). However, committing fully to
a permanent join based on incomplete data (‘a soft rule for a hard join’) is open to
error. Instead, here we propose to make the strength of commitment proportional to
the strength of evidence present.
6.2 Intermediate Relationships for Uncertain Covariance
6.2.1 Probabilistic Associations
While the example optima in Table 6.1 are suﬃcient to prevent the simple discrete
rule from forming any associations, there is still a strong pattern present. By forming
partial associations between species that co-occur with high-frequency we can make use
of strong, but not unanimous correlations.
We deﬁne X(i) as an estimate of the univariate probability of species i, (the proportion
of demes where i is present). If two species are independent, we expect their bivariateChapter 6 Probabilistic Symbiotic Relationships 114
frequency to be the product of the univariate frequencies:
Bexp (i,j) = X (i)X (j). (6.2)
A large deviance from this expected value indicates a correlation between i and j. We use
this correlation to indicate the presence of an epistatic dependency. We deﬁne Bobs (i,j)
as the observed bivariate frequency of species i and species j (the proportion of demes
where both i and j are observed).
We note that the value of Bobs has bounds that are functions of X (i) and X (j), such
that Bmin ≤ Bexp ≤ Bmax:
Bmin (i,j) = max(0,X (i) + X (j) − 1), (6.3)
Bmax (i,j) = min(X (i),X (j)). (6.4)
Recall that an association Si,j is interpreted as a probability of species j co-varying
with species i (see Table 5.2). Therefore, associations should only be formed when there
is an indication of positive ﬁtness interaction. We can make some simple and sensible
restrictions on how to use the co-occurrence information. Firstly, we should not reinforce
any associations when variables co-occur according to their univariate frequencies, as this
indicates an ambivalent relationship. Secondly, when the deviance in co-occurrence is
as strong as can be, we should make the symbiotic association as strong as possible.
Thirdly, if the possible range of Bobs is zero, (Bmax −Bmin = 0), no information can be
gained about the likelihood of interaction.
From the ﬁrst and second statements above, we can deﬁne the end-points of the trans-
formation: if Bobs = Bmax then set Si,j = 1, and if Bobs = Bmin then set Si,j = 0. There
are many diﬀerent ways that we could join up these two points, the simplest being a
linear interpolation, as per D(i,j) as deﬁned in Equation 6.5. However, our preliminary
experiments reveal that this rule leads to incorrect associations being formed too easily
on account of spurious noise in the deme results.
D(i,j) =
Bobs (i,j) − Bexp (i,j)
Bmax (i,j) − Bexp (i,j)
. (6.5)
We note that Equation 6.5 is close to the χ2 statistic, which is not quite suitable for
our purposes. This is because the χ2 aims to identify the dependence between variables,
without specifying the direction of the relationship. We only want to reinforce positive
relationships, and as such the directional information is vital. In this chapter we elect to
use a lower threshold on the deviance information, respecting the condition that Si,j = 0
if Bmax−Bmin = 0. Equation 6.6 describes this rule, where t is the threshold parameterChapter 6 Probabilistic Symbiotic Relationships 115
Table 6.2: Probabilistic Symbiotic Optimisation (macro-s): Main Procedure
1. Allow d demes to run to their local attractor (see Table 5.1)
2. Measure the co-occurrence between each pair of species within all deme attrac-
tors, and reinforce/update symbiotic associations (see Equation 6.6)
3. Randomise each ecosystem composition and go to step 1.





D(i,j) if t   D(i,j) < Bobs (i,j) < Bmax (i,j),
0 otherwise.
(6.6)
There are several possible alternative modiﬁcations to the raw interpolation of the de-
viance metric (Equation 6.5), including raising to some exponent, logistic transforms,
and step thresholds. However, the option described in Equation 6.6 is suitable for our
purposes.
6.2.2 Putting Probabilistic Associations to Use
The full algorithm using probabilistic association updates follows the overall procedure
described in Table 6.2, and associations are exploited using the procedure described in
Table 5.2. The association updates deﬁned in Equation 6.6 replace the symbiogenic
joining rules from Table 5.3.
We name this variant of the macro framework as macro-s, where the ‘S’ stands for
‘soft joins’. In contrast to macro-h, there is no explicit dimensional reduction in this
instantiation, even when associations are of maximal strength.
6.3 Behaviour on Modular Systems
To investigate the behaviour of the new algorithm in a principled manner, we consider
the SBB-N problem described above. While we have described how the neutrality in
the SBB-N is likely to cause diﬃculties for macro-h, it does have an explicitly modular
structure. It is therefore the type of problem that we expect macro-s (a generalised
version of macro-h) to be capable of eﬃciently solving, provided the generalisations are
able to overcome these diﬃculties.
1Note that the association rules used in macro-h (Chapter 5) are functionally equivalent to setting
Si,j = 1 iﬀ Bobs = Bmax, and Si,j = 0 else.Chapter 6 Probabilistic Symbiotic Relationships 116
Neutrality, η Discrete Probabilistic
(bits per module) Successful Evaluations Successful Evaluations
0 100/100 40087.0 ± 3.4 100/100 44771.25 ± 444.2
1 0/100 > 107 100/100 43491.26 ± 322.6
2 0/100 > 107 100/100 41965.67 ± 164.7
Table 6.3: Results of macro-h and macro-s applied to 400-bit SBB-N problem in-
stances with various levels of neutrality, η. The success rates and mean evaluations
to success are with respect to ﬁnding any conﬁguration with globally optimal ﬁtness
(i.e., any of the conﬁgurations in the all-1 plateau for all modules). For η = 0, this is
the unmodiﬁed SBB, and the only instance that the discrete method can solve. The
probabilistic implementation is able to handle the ambiguity in the local optima and
solve all instances reliably. Note that the evaluation count for macro-s is more or less
invariant across varying levels of neutrality.
6.3.1 The SBB-N Discriminates Discrete Joins from Probabilistic
Associations
Initially we investigate the ability of both macro-h and macro-s on 400-bit SBB-N
instances with η = {0,1,2} bits of neutrality per module. Setting η = 0 provides a
control, since this reduces the SBB-N to the SBB problem. We have not derived the
exact number of demes necessary to reliably solve the problem with either algorithm, so
we use a reasonably sized sample of d = 50. For macro-s, we set t = 0.6. We allow a
maximum of 107 function evaluations for each algorithm For both symbiosis algorithms,
the hill-climbing algorithm is described in Table 5.1: in each step, a single migrant group
is introduced and tested. The focal migrant that seeds each migrant group is sampled
without replacement. In macro-s, when associations develop of strength 0 < Si,j < 1,
the migrant groups that form during subsequent hill climbing are not guaranteed to be
identical each time; instead the symbioses bias the likely group constitution.
This experiment conﬁrms that macro-h is prevented from making the associations
necessary to decompose the problem and thus ﬁnd a global optimum, as discussed in
Section 6.1.2. With the number of demes set to d = 50, there is some contradiction
preventing every association that would be made in the absence of neutrality. Without
the correct associations, macro-h cannot reduce the eﬀective dimensionality of the
problem, and consequently the performance is not distinct from a non-adaptive restart-
hill climber.
On the other hand, by using probabilistic associations, macro-s can handle the am-
biguity and thus solve all instances reliably. The number of evaluations required is
approximately the same for all values of η tested, reducing slightly with greater neutral-
ity. This reduction is because constructing a migration group that has a high likelihood
of at least 15 ones in a 20-bit module requires fewer/weaker associations than to createChapter 6 Probabilistic Symbiotic Relationships 117
a migration group with at least 17 ones.
6.3.2 Probabilistic Rules are Robust to Large Sample Sizes
The locally optimal conﬁgurations on the all-1 plateau of the SBB-N are fairly consis-
tent, but present some conﬂicts. As we saw in the previous experiment, when using
a reasonable number of demes, these conﬂicts prevent macro-h from creating suitable
associations. However, the rules (Table 5.3) are conservative enough that no incorrect
associations are formed. The discrete method can actually solve this problem, if the
number of demes is carefully chosen. That is, if few enough demes are used such that
no contradiction is seen for a particular pair of species, a permanent association is made
which reduces the dimensionality. As associations are gradually formed, macro-h is
able to solve the problem. This gradual process takes more than two epochs (as would
be the case if the dimensionality was reduced eﬃciently). Depending on a small number
of demes is not a viable strategy: there is an inherent tension between having a suﬃcient
sample size in order that module solutions are not missed (as considered in Section 5.4)
and keeping the sample size small so as to avoid contradictions.
Here we investigate how sensitive macro-h is to this tradeoﬀ, by varying the number
of demes used in each algorithm for 400-bit SBB-N instances with η = {1,3,5} per
module. We observe the success rate of macro-h and macro-s over 100 runs, allowing
a maximum of 107 evaluations. For macro-s, we set t = 0.6. The results are shown in
Figure 6.2.
This experiment demonstrates that macro-h can only achieve high success rates for a
narrow window of deme counts. The window is similar for each of the settings of η,
becoming narrower with increasing neutrality. On the other hand, the accuracy of the
information that macro-s uses to update association strengths is continually improved
with an increasing deme count. Once a suﬃcient number of demes is used for macro-s
to reliably ﬁnd a global solution, the success rate remains at 1 for any further increase
in deme count.
A further result is that even when macro-h has the number of demes carefully tuned
to its peak in success rate, it is signiﬁcantly hampered in terms of function evaluations.
The ratio of evaluation count for the SBB-N to the SBB for this algorithm ranges from
4.8:1 (η = 1) to 20.0:1 (η = 5). Conversely, the evaluation count for the probabilistic
algorithm is little aﬀected by the level of neutrality.
In conclusion, we ﬁnd that using probabilistic associations oﬀer the symbiotic optimi-
sation framework an increase in generality. Speciﬁcally, probabilistic associations are
robust to this type of uncertainty, where forming appropriate discrete associations re-























































Figure 6.2: Success rates of macro-h and macro-s on the SBB-N for varying numbers
of demes. (a) Notice that using probabilistic associations can make better and better
decisions with increasing deme count until it is successful all of the time. (b) Conversely,
there is a narrow window where discrete associations can achieve a high success rate.
With a large number of demes the uncertainty in co-occurrence relationships prevents
this method from making appropriate associations and hence a global optimum is never
found. Data points are connected to indicate the overall trends.
6.3.3 Probabilistic Associations on Unambiguous Problems
Here we investigate the performance of macro-s on the SBB. We aim to verify that the
modiﬁcations in macro-s from macro-h do not detract from the ability to solve the
unmodiﬁed provably diﬃcult problems.
The parameter settings are as follows. The local search algorithm used in macro-s is
as described in Table 5.1. The lower association cutoﬀ is set to t = 0.6. Without any
in-depth tuning of the deme count parameter, we use d = 50 for a range of problem
sizes from N = 49 to N = 576, such that k = Z =
√
N. We plot the mean number of
evaluations used to ﬁnd the global optimum in Figure 6.3 (data from 100 independent
















































Figure 6.3: Number of evaluations taken to ﬁnd the global optimum of the SBB problem,
mean taken over 100 independent repeats. Both macro-h and macro-s are reported
here, see Sections 5.4.2 and 6.3.3. A random-restart version of the local search mech-
anism that is a component of each of these implementations is also tested. Note the
sub-quadratic time complexity of both symbiotic optimisation methods on this log-log
plot. Data points are measured, while the lines plotted use analytical expressions, as
given in the legend.
search algorithm from Figure 5.13 for comparison.
We ﬁnd that d = 50 is a suﬃciently large number of demes for macro-s to solve all
instances in two epochs, as macro-h does. This is conﬁrmed by how closely the empirical
result is matched by the theoretical line of τ   d = (2N + 1)   50, where τ is the number
of evaluations used by a deme. Although d = 50 cannot be an optimal value for all
problem sizes tested, nor appropriate for all system sizes beyond this range, we aim here
to demonstrate that using probabilistic associations does not detract from the ability to
solve the SBB eﬃciently.
6.4 Behaviour on Systems without Explicit Modularity
In this section we examine a system that is not constructed from explicit modules, and
investigate the advantage gained by macro-s over macro-h due to allowing associationsChapter 6 Probabilistic Symbiotic Relationships 120
of intermediate strengths.
6.4.1 Non-homogeneous Ising model on a 2D Lattice
In Section 6.3.2 we demonstrated how probabilistic associations can solve problems that
exhibit ambiguity in the local optima. In this section we show how probabilistic asso-
ciations can also be used to identify and exploit a lattice-based problem, in which the
structure does not have such a straightforward decomposition.
The Ising model is a model of magnetism, in which sites (variables) can take two values:
‘up’ (+1) or ‘down’ (-1). Finding the lowest energy conﬁguration, or ground state, is of
physical interest, and can be formulated as a combinatorial optimisation problem.
We use a square two-dimensional lattice with 4-neighbour connectivity, periodic bound-
aries and zero external ﬁeld. The bonds between sites Jij ≥ 0 are assigned random





where  ij  denotes an edge in the lattice. The elements are similar in type but there is
a small variation in the strength of each bond. The bond strengths are given by Jij =
+1 ± φ, where φ is a (static) noise term, randomly drawn from a uniform distribution,
φ ∈ [0,0.05).
A bond Jij is satisﬁed when σi and σj are aligned. When all loci have variables that
agree, all of the bonds are satisﬁed and hence give rise to the lowest energy state. In
the Ising model an inversion of all states gives the same energy value, so there are two
global optima, one at all-down and one at all-up. Note that while the dependencies in
this problem are structured on a lattice, no information regarding the neighbours of any
variable is given to any of the algorithms tested.
While investigating a simpler problem class would be preferable, our preliminary studies
with a homogeneous Ising model (with all bonds J = 1) indicate that a simple hill-
climbing method can solve the problem in approximately quadratic time. Since we use
such a hill-climbing method as the initial basis of our algorithm, there is little scope
for demonstrating a qualitatively improved ability through structural identiﬁcation. Ac-
cordingly, we investigated the variant problem with a small amount of heterogeneity in
the bond strengths as described above. After investigating the abilities of the macro
algorithms, we learned that this problem formulation is very similar to the random bond
Ising model introduced by Middleton (1995). This also uses all positive bonds with het-
erogeneous strengths, and hence creates a consistent problem. However, the strengths
are drawn from Jij ∈ [0,1) rather than Jij = +1 ± φ. It remains as future work to
investigate how important the diﬀerent modes of randomising bond weights are.Chapter 6 Probabilistic Symbiotic Relationships 121
(a) (b)
Figure 6.4: Domain boundaries discovered in several demes on an 11 × 11 non-
homogeneous Ising model. (a) frames showing several examples. The boundaries are in
diﬀerent positions in each deme. (b) the superposition of domain boundaries from 30
demes. As the number of demes increases, the number of pairs of variables that cross
a domain boundary in at least one deme increases. This signiﬁcantly disrupts possible
joins under the simple discrete rule set. In this example, all but three associations are
ruled out.
6.4.2 Concordance Across Local Optima
This lattice-based problem does not leave the interactions in neat clusters with obvious
boundaries, in contrast to the organisation of the SBB. One consequence of this is that
local optima are distributed very widely across the space. In a global optimum, two
neighbouring loci will have alleles that agree in value (i.e., both 0 or both 1). However
in a local optimum, some neighbours must have disagreeing alleles. A particular pair of
loci will agree in some local optima and disagree in others. Even though neighbouring
loci will agree more often than not in locally optimal conﬁgurations, an ensemble of local
optima will present conﬁgurations in which particular neighbours disagree. Therefore,
the association formation rules used by macro-h will not lead to associations that allow
the problem to be solved eﬃciently. Figure 6.4 illustrates this issue (note that a domain
is a cluster of contiguous variables that have the same spin value). The superposition
of the domain boundaries from 30 demes shows how few associations a discrete rule can
make.
While the discrete approach is almost entirely prevented from forming any associations,
the inherent conservatism does not make incorrect associations either. This approach
does gradually accumulate associations, as it did for the SBB-N. Each of these asso-
ciations restricts the degrees of freedom in the system, and ultimately makes a global
optimum accessible in the long run. Figure 6.5 shows the mean number of evaluations
required to ﬁnd a global optimum by each of our symbiotic optimisation algorithms.
The problem size is set to N = 225. 100 independent repeats are performed for each
value of d. In macro-s we set t = 0.6.
macro-s takes longer when it uses signiﬁcantly more demes than necessary, as this linear
increase in cost is unavoidable. macro-h suﬀers an increasing penalty with larger deme












































Figure 6.5: Evaluations required to ﬁnd a ground state of a 15 × 15 non-homogeneous
Ising model. The number of demes used has a signiﬁcant impact on the discrete algo-
rithm as more contradictions are found in the ensemble of local optima. The probabilistic
algorithm can solve the problem reliably in a reasonable time even with a large number
of demes. Data points are connected to indicate the overall trends.
6.4.3 Scalability
We test the performance of macro-h and macro-s across a range of problem sizes
to assess their scalability. The symbiosis algorithms both use d = 40 for all problem
sizes, and t = 0.6 for the probabilistic algorithm. We report the mean number of
evaluations required to ﬁnd a global optimum. For each problem size, all algorithms
found a global optimum in each of 100 runs. The results are plotted in Figure 6.6, and
include standard error bars but for both variants of macro these are negligible with
respect to the markers. In addition to the experimental data for each algorithm, a line is
ﬁtted to the local search data to conﬁrm the exponential relationship with problem size.
The probabilistic symbiotic relationships lead to the most eﬃcient problem solving abil-
ity, indicating a sub-quadratic relationship with problem size. These results show that
the multi-locus variation provided by utilising the symbiotic associations can result in
the eﬀective reduction in dimensionality of the search space. Moreover, forming appro-
priate associations does not depend on the search space having an explicitly modular





































Line fit to O(2
√N)
Figure 6.6: Both symbiotic optimisation methods have a sub-quadratic relationship with
problem size, whereas the underlying local search method must explore an exponential
number of basins before discovering one of the two globally optimal conﬁgurations. Note
that for small problem sizes (under 64 variables), local search is suﬃcient to ﬁnd the
solution rapidly, and evaluation requirement for all three methods is similar. However
once the number of basins expands to a moderate level, the symbiotic optimisation
approaches oﬀer qualitatively better performance. Data points for the macro algorithms
are connected to reveal the overall trends, while we ﬁt a line of the form 2
√
N to the
results of the local search algorithm.Chapter 6 Probabilistic Symbiotic Relationships 124
6.5 Discussion
In this chapter we have demonstrated that the discrete join decision mechanism used
by macro-h is obstructed when presented with patterns that contain uncertainty. The
development of probabilistic associations, based on partially correlated contexts, can
adequately handle this uncertainty. This advance allows us to avoid a situation where
we are forced to make extreme decisions based on inconclusive information, without
restricting progress.
The resolution has two components, each of which we demonstrate to be successful. First
is the design of a mechanism that capitalises on correlations of intermediate strength.
Second is the development of a corresponding mechanism that can suitably exploit the
associations such that they inform the scale of optimisation appropriately.
The increase in generality has two underlying advantages:
1. Probabilistic associations do not have to fully commit to an irreversible union,
immediately, or ever; and
2. This method retains information regarding correlations that are not suﬃcient to
create a fully-committed join. Doing so makes progress in decomposing the prob-
lem, and avoids the need to start all over again (contrast the position of macro-h,
which would take the same inaction of not making a join repeatedly even if pre-
sented with strong, but incomplete correlations in diﬀerent epochs).
Each algorithm is robust to an ‘overdose’ of contexts from which to update associations,
when those contexts are drawn from an unambiguous set, such as local optima in the
SBB. The discrete join mechanism becomes brittle when the increase in contexts leads
to a greater probability of a contradiction. But the probabilistic association mechanism
remains robust when the estimated correlations from a sample of local optima tends
towards that of the true distribution of correlations. This is advantageous since macro-
s can eﬀectively make use of any information provided to scale up the search space: even
if the information is not strong enough to indicate a permanent union, it can inform an
increased biasing of the correlations in future variation. The alternative of discarding
such information is far less desirable.
We revealed the brittleness of macro-h by systematically introducing ambiguity to the
local optima. This highlights in principle a type of environment where allowing interme-
diate strength associations is more general than only supporting extreme symbiogenic
joins. A qualitatively similar ambiguity in the contexts used for association formation
could be created if the separation in timescales between exploiting and adapting sym-
bioses was reduced from that used in this chapter. We support the applicability of this
speciﬁc principled test problem with the studies that employ the less idealised Ising
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6.5.1 Related Work: Recursive Model Building from Local Optima,
and Exploration in the Collapsed Space
We noted three papers in Section 5.1 that describe algorithms which perform dimensional
reduction based on the results of some form of local search. The most closely related
of the three is the building block hill climber (BBHC, Iclanzan and Dumitrescu, 2007),
and a related extension (Iclanzan and Dumitrescu, 2008). The BBHC is an algorithm
that runs a hill climber several times and records their ﬁnal states in memory. It then
explicitly collapses the search space when it ﬁnds pairs of variables to exhibit a bijection
from the states stored in memory. Subsequent search is performed in the reduced space
which allows it to solve building block problems that are hierarchically structured.
This algorithm is functionally close to macro-h, and obtains similar empirical results as
to those in Section 5.4.4. However, there are diﬀerences to our discrete algorithm in the
setup, and in our motivation. While we are interested in the applicability of concepts
derived from the evolution of symbiotic associations in problem decomposition, Iclanzan
and Dumitrescu are motivated by the integration of machine learning techniques to
population-based search. These authors have taken a diﬀerent direction in subsequent
development of the concept. They consider problems constructed from building blocks
that do not have useful gradients leading to the block optima – instead, considering
deception and massive neutrality (Iclanzan and Dumitrescu, 2008). They show that in
conjunction with a local search that uses uncorrelated, multi-locus mutations, using the
local optima to collapse the search space can solve building block problems of this form.
We have developed our concept in a diﬀerent direction by using probabilistic associations
(in macro-s), which allows partial relationships between species. Moving away from
a situation where an absolute and irreversible dimensional reduction is eﬀected is a
signiﬁcant generalisation. The evidence we present in Sections 6.1.2 and 6.4.2 illustrates
some of the limitations with pursuing such explicit dimensional reductions. Speciﬁcally,
an approach that gets less likely to be able to proceed with a better sampling of the
search space is unsatisfactory. However, this issue does not manifest itself in problems
that are neatly deﬁned with explicitly modular structures.
Houdayer and Martin (1999) present the genetic renormalisation algorithm (GRA),
which builds on the concept of renormalisation groups to eﬀect explicit dimensional
reduction. As for the BBHC, a variable can only be part of one composite group. In
addition, the GRA only collapses groups into higher-level variables when sites comprise
contiguous blocks, which depends on knowing where each variable is located in the lat-
tice a priori. Note that the BBHC does not apply such a restriction, nor use any a
priori information regarding the system structure.
Mahdavi et al. (2003) apply a similar idea to automated module clustering in software.












Figure 6.7: Two functions of unitation that are problematic for building pairwise models.
that are used as primitives in a second round of local search. Recursion is not explicitly
mentioned but is straightforward in their framework.
6.5.2 On the Limitations of macro-s
In this chapter we have explored the use of evolving probabilistic associations for multi-
locus variation, on systems with explicit modularity, and systems that do not have an
explicit decomposition. Both of these system classes had some ambiguity in where local
optima are, but there are recognisable correlations between variables. Therefore, it is
possible to use symbiotic associations of intermediate strength to build an appropriate
pairwise model that can faithfully represent the structure.
A diﬀerent type of structure that would be problematic is when local optima are not am-
biguous (unlike the SBB-N), but the class of local optima is best described by an order-k
relationship, and there is a lack of consistent pairwise information in any representative
sample of these local optima. Two examples are shown in Figure 6.7.
In (a), there is no systematic pairwise information that can build a good model; no
correlations in the co-occurrence in any representative sample. However, because this
function is unimodal, local search in the initial units would reliably ﬁnd an optima. In
(b), the covariant relationships will largely be accurate, but on average, the associations
between each 1-species and the other 1-species are strong, so the diﬃculty would be in
coordinating the right number of 1s with the few 0s necessary. This is contributed to
by the fact that unitation functions treat all loci as interchangeable, or fungible (sensu
Queller, 1997).
In both of these examples, the issue stems from the lack of a suitable pairwise model.
Because most model-building EDAs aim to build (or start with) a pairwise model,2 a
function created from multiple modules with these properties is likely to be problematic
2except univariate EDAs such as PBIL, which do not build a model of any inter-variable dependencies
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for all EDAs. Coﬃn and Smith (2007b,a) highlight exactly this issue by showing that a
multi-locus parity subfunction is a pathologically diﬃcult problem for EDAs, since there
is no low-order mutual information to build a model from across the high-ﬁtness subset
selected from random candidates.3
Two further cases where macro-s would also not be able to gain any traction include:
1) where the global optimum is unrelated to the other optima in the system; and 2)
where the ﬁttest module conﬁguration has a vanishingly small basin of attraction, and
that module cannot be decomposed further. These are also rather artiﬁcial limitations,
and are likely to limit all stochastic search techniques.
6.6 Summary
In this chapter, we have demonstrated that using probabilistic associations oﬀers a
generalisation to the macro framework. In particular, this robustly handles situations
where local optima at one scale are somewhat ambiguous, while retaining the ability to
decompose structured search spaces. The probabilistic association formation mechanism
used in macro-s can express a richer class of relationships than the joining rules used
in macro-h. Moreover, probabilistic associations are arguably more natural since they
can more closely match the information that the symbiosis matrix was constructed from.
In this sense, probabilistic associations are less wasteful – information regarding species
co-occurrences that are not at the extreme of the possible range are not discarded.
In the algorithms introduced in the previous two chapters (the rssa and macro-h),
once a symbiotic relationship is decided upon, the lower-level entities are permanently
encapsulated into a single unit. This explicitly reduces the dimensionality of the search
space, rendering optimisation more tractable. In contrast, macro-s does not perform di-
mensional reduction explicitly. Instead, the symbiotic relationships lead to dynamically
created migration groups, whose distribution exhibits signiﬁcant correlations between
compatible species. This is a reduction in the eﬀective degrees of freedom in the system
that can act in a more general manner.
We have further demonstrated that separating the timescales upon which rapid explo-
ration and adaptation in the decomposition occur is central to the ability of macro to
automatically identify and subsequently exploit system structure. Furthermore, we have
shown that the principles of macro apply to a broader class of systems, to include both
explicitly decomposable, and lattice-based problem structures with ambiguity in local
optima.
3For a 2-bit parity subfunction, the problem of coordination or anti-coordination is achievable with
pairwise relationships, but beyond 2 bits cannot be represented.Chapter 7
Distributing Symbiotic
Association Formation
In the previous two chapters, we demonstrated the macro framework to be eﬃcient at
problem solving through its ability to automatically identify and subsequently exploit
system structure. In this chapter, we aim to better understand the mechanisms behind
the success of the macro framework. Simpliﬁcations to the association formation may
allow us to reﬁne the minimal requirements that can identify an appropriate decompo-
sition to provide macro-scale search. Watson et al. (2009a) observe that the associative
changes in macro-s obey a Hebbian protocol, which stimulates our investigation of
macro in a neural substrate in this chapter.
Our goal in this chapter is to understand the essential mechanisms that aﬀord the
computational problem solving ability demonstrated in previous chapters. We are also
motivated to understand whether our evolutionary-inspired approach can be plausibly
interpreted as a biological model. To this end, the distributed nature of neural substrates
may enhance the biological plausibility of macro, on account of each node dictating
changes to its own state and associations. This situation contrasts with macro-h and
macro-s, in which state and associative updates were made according to system-wide
information.
Hebbian learning can provide changes to associations that are qualitatively equivalent to
those implemented in macro-s, thus enabling a simpler, distributed implementation of
macro. By testing this hypothesis, we enhance our understanding of the requirements
for system decomposition mechanisms under the macro framework.
We develop a new macro algorithm based on a Hopﬁeld network, and explicitly imple-
ment Hebbian learning to provide the associative changes. This algorithm applies both
the variable state changes and adaptation of the decomposition in a distributed manner,
using only localised feedback. We investigate how macro-scale variation is created in
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this algorithm.
We ﬁnd that this implementation of the macro concept is capable of identifying struc-
ture in modular problems, and the dynamics of the network are drastically changed
under the application of Hebbian learning. That is, the application of Hebbian learning
to reinforce associations between components that co-occur at local optima in micro-scale
search is capable of creating macro-scale variation that matches the system structure.
In a problem that initially presents an exponential number of local optima, once the
structure has been learned, the system only visits attractors with the highest overall
utility. We also ﬁnd that in less clearly structured environments, the evolution of as-
sociations can still lead to the discovery of signiﬁcantly higher utility attractors than
under a non-adaptive regime. In both cases, the modiﬁcation to system dynamics occurs
because of the ability of the system to generalise from the attractors that it has visited.
We demonstrate simpliﬁcations to the macro framework that further clarify the min-
imum requirements for this approach to provide eﬀective problem decomposition and
consequent problem solving. In particular, we show that applying Hebbian learning
to reinforce correlations between variables that co-occur at local optima is capable of
providing macro-scale search, if the learned connections are appropriately interpreted.
The Hebbian learning mechanism needs only localised information to update associa-
tions between variables. Additionally, the learning can be applied gradually such that
each local optima visited has a small inﬂuence on the correlations. These two facets are
simpliﬁcations over macro-h and macro-s, which both perform a (simple) analysis of
a batch of local optima to determine how to adapt the decomposition.
Overall, these results strengthen our understanding of what enables the macro approach
to provide problem decomposition. The enabling mechanisms are: 1) a model-informed
hill climbing process that can eﬀect multi-locus changes according to a model of prob-
lem decomposition; 2) a method of positive feedback that reinforces the co-occurrence
of variables in the system dynamics (Hebbian learning); and 3) a separation in the
timescales of 1) and 2), such that association changes are performed mostly or wholly
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7.1 Credit Assignment
The work described in this chapter has been strongly inﬂuenced by successful results
and processes described in previous chapters – in particular, the concepts central to the
macro framework of using locally optimal contexts to inform changes in associations,
and using those associations to modify the later behaviour of the system. However, this
chapter’s work also depends on the observation that successful relationships made in
macro-h and macro-s form in accordance with Hebb’s rule. This observation, and the
subsequent development of a model to directly test this, was made by Richard Watson. I
have been involved heavily in this research, but have not been the main driver. However,
the contributions for which I claim credit are:
1. Conceptual development of these models, and algorithmic interpretation (partial);
2. Designing experiments that are able to illustrate and discriminate the abilities of
macro-d, with respect to two controls hn-ei and hn-c (partial);
3. Investigation of properties of the RRB problem (total);
4. All ﬁgures and other results included in this chapter are produced directly from
experiments that I executed (total);
5. Creating the text within this chapter (total).
I am not responsible for (RW=Richard Watson, CB=Chris Buckley):
1. The observation that Hebb’s rule is implemented in macro-h (Watson et al., 2008,
2009a), and subsequent development of hn-ei and macro-d (RW)
2. Casting as a dynamical system (CB)
3. Moving from optimisation to dynamical systems consideration and language (CB)
4. The observation that energy minimisation on weights implements Hebb’s rule
(RW)
5. The work that shows the naturalisation of Hebb’s rule (RW + CB)
Throughout this chapter, I have cited the following external work where I am not the
primary initiator of a particular idea:
1. For the speciﬁc observation that reinforcing co-occurrence to encourage future co-
occurrence is Hebbian: (Watson et al., 2008, 2009a)
2. For the design and method of hn-ei: (Watson et al., 2009a,b, 2010)Chapter 7 Distributing Symbiotic Association Formation 131
7.2 Hebbian Learning, Hopﬁeld Networks, and Distributed
Optimisation
Hebbian Learning
In Chapters 5 and 6 we identiﬁed mechanisms that led to the formation of associations
that reﬂect the system structure. We achieved this through reinforcing the co-occurrence
of commonly co-occurring variable conﬁgurations in an ensemble of local optima. Watson
et al. (2009a) observe that reinforcing correlations in this manner is an implementation
of Hebbian learning.
This chapter aims to directly test this observation, by explicitly implementing Hebb’s
rule (Hebb, 1949). We ﬁnd it appropriate to study Hebbian learning in a neural sub-
strate, and this allows us to draw on the literature in this ﬁeld (e.g., Linsker, 1988;
McEliece et al., 1987; Gimenez-Martinez, 2000).
In particular, we use a Hopﬁeld network (Hopﬁeld, 1982) as an abstract representative
for dynamical systems, and investigate the conditions under which it is able to perform
global optimisation. Other work has used Hopﬁeld networks for optimisation, including
(Hopﬁeld and Tank, 1985, 1986; Shih and Yang, 2002; Ackley et al., 1985). The manner
in which we employ the Hopﬁeld network is unique: we combine associative memory
with energy minimisation to provide an optimisation technique. For a fuller review, see
(Watson et al., 2009a).
Our method aims to reinforce components of states that have been visited frequently.
While accepting that these states are in general local optima, we assume that nearly-
decomposable problem spaces have components that are of high quality in multiple
contexts. Therefore, we aim to allow such a component to be selectable for use in future
search. This is in contrast to approaches that try to avoid locally optimal solutions that
were deemed to be of poor quality (e.g., Lourenco et al., 2003; Li and Goodman, 2007;
Frost and Dechter, 1994).
In explicitly using Hebb’s rule in a network model, we move away from analysing a batch
of local optima together. Hebbian learning allows us to recognise that reinforcing node
co-activation gradually in each visited local optima could have the same result as the
batch mode association formation (since it has a very similar underlying motivation).
The experiments in this chapter demonstrate conditions where these two modes are
qualitatively equivalent.Chapter 7 Distributing Symbiotic Association Formation 132
Hopﬁeld Networks
There are several diﬀerent forms of Hopﬁeld networks, which include varying the type of
states (continuous or discrete), and how the dynamics are updated (system relaxation
according to gradient descent on the energy function, or perturbing the system to a new
state and accepting the change if it is lower energy). See (Watson et al., 2009a) for
further detail on the distinction between these forms.
We ﬁnd it most suitable for our purposes to employ discrete states with the ‘Monte
Carlo’ method of running dynamics, for two main reasons. Firstly, this thesis has largely
focused on combinatorial optimisation using black box optimisation assumptions, and
the Monte Carlo approach is compatible with the trajectory optimisation methods that
we have encountered.1 Secondly, central to the macro concept is the evolution of
correlated multi-state changes, which should be accepted or rejected as a unit according
to the improvement in utility. The Monte Carlo approach is a straightforward way to
execute this operation.
Distributed Optimisation
There are various motivations behind research in distributed system control. These
include understanding how complex organisation emerges in ecosystems (Levin, 1998)
and in the economy (Arthur et al., 1997; Daniels et al., 2003). Further, there are many
applications in which localised decision making is favourable, particularly where costs
of communication are high (e.g., in satellite systems, van der Horst et al., 2009), and
where robustness to failure and adaptability are desirable (Vinyals et al., forthcoming).
There are many evolutionary-inspired optimisation techniques that can feasibly be im-
plemented in a distributed substrate. These include the traditional genetic algorithm,
as well as ant colony optimisation. A number of studies consider a competitive coevolu-
tionary approach to problem solving, where one population represents sample problem
instances, the other population represents solutions (Hillis, 1990; Pagie and Hogeweg,
1998; de Boer and Hogeweg, 2007). The tasks evolve to provide diﬃcult patterns for the
solution population to cover, rather than directly being tested on the full, general set
of tasks. Each of the populations uses a localised ﬁtness evaluation, and overall, these
algorithms are distributed in implementation. It is not obvious that an EDA could be
distributed, since the model building stage is often very complicated, and can require an
auxiliary search to identify a well-ﬁtting model. While algorithms such as the compact
GA (Harik et al., 1999) could be distributed, it is a univariate model building algorithm,
and as such cannot provide any associative learning.
1This mode requires a weaker assumption regarding the system that we want to optimise. If a function
is not diﬀerentiable, or more generally, its form is not known, we can separate the system into a learned














Figure 7.1: Representation of the macro-d algorithm: the system comprises nodes that
can take on binary states, and weighted edges that describe the association strengths
between nodes. Each node is responsible for both updating and storing its own state,
as well as the outgoing association strengths. Note however that nodes have no direct
control over the strength of incoming edges. These properties mean that the system is
implemented in a distributed fashion, with no information on associations or node states
stored centrally. In this example, node σ1 is highlighted in bold, with all of the parts of
the system for which σ1 has direct control. The incoming edges for σ1 are of interest to
the groups that σ1 may become a member of, but are governed by nodes σ2–σ5 and not
σ1 itself.
7.3 The Distributed macro Algorithm
Here we describe macro-d, a distributed association formation algorithm that is based
on the same principles as macro-s. Our new algorithm is based on a Hopﬁeld network,
and as discussed above, we use a discrete state, Monte Carlo state transition version
(Hopﬁeld and Tank, 1985). The Hopﬁeld network has N nodes, σ = σ0,σ1,...,σN−1,
and each node can take states σ ∈ {−1,+1}. Each network node represents a problem
variable. In our algorithm edges between nodes are used to represent the associations
between the nodes that control how multi-node groups are formed. Figure 7.1 provides
a schematic of the algorithm representation.
The main procedure is in Table 7.1, and the association-informed system dynamics
are described in Table 7.2. Note that step 2(a) uses selection with replacement. This
is in contrast to macro-s, which uses selection without replacement. We make this
change in sampling regime because selection with replacement does not need a list to
be maintained centrally. Association strengths are changed according to Equation 7.1,
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Table 7.1: Hopﬁeld-Based Associative Evolution Model: Main Procedure
1. Randomise the state on all nodes σi ∈ {−1,+1},∀i
2. Relax the system to its local attractor (see Table 7.2)
3. Reinforce each association strength according to Equation 7.1
4. Go to step 1.
Table 7.2: Association-Informed Hopﬁeld System Dynamics
1. Evaluate the initial composition (→ Ep)
2. Form a perturbation group g:
(a) Randomly select a node index, m, and ﬂip the state σm in g
(b) For each node with index x  = m
i. With probability |Sm,x|, assert a new state on σx:
Set the state of σx in g as σm   sgn(Sm,x)
3. Temporarily introduce g to the system, i.e., all states deﬁned in g are asserted
onto the system
4. Evaluate the modiﬁed system conﬁguration (→ Em)
5. If Em ≤ Ep, allow the migrant group g to remain permanently, and set Ep ← Em
6. If maximum evaluation count not reached, go to step 2).
(optimum).2
S′
ij = Sij + λσiσj. (7.1)
That is, updating the association strength from node indices i to j only depends on the
states σi, σj, and the previous association strength Si,j, which is maintained by node
index i.
Note that all association strengths are initialised to zero, and in this case, only one state
is updated at once. Once associations have evolved away from zero, nodes can form
groups where other members adopt states that are compliant with themselves. When
this is the case, the states of multiple nodes change at once. This is in keeping with
macro-s and macro-h. We denote the learning rate for macro-d as λS.
Fitness Evaluations This restriction on distributed ﬁtness evaluation when using
black box optimisation assumptions may appear unusual. However, because we are
using ﬁtness functions that can be described as a sum of pairwise dependencies, and the
interdependencies between the nodes that deﬁne the energy function are symmetric, we
can distribute the ﬁtness evaluation and it is equivalent to individual changes.
2To have a system that was truly autonomous, we could equivalently modify associations according
to co-occurrence on every timestep, with an appropriately reduced rate, ≈ λ/T. However, this is
computationally more expensive and, as an optimiser, we specify the timescale T between perturbations
so the update could also be speciﬁed on the nodes. We use an approximation that assumes system
dynamics to be dominated by the steady state, and not the transient – which is achieved with an
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Contrasting macro-s and macro-d
The components that both macro-s and macro-d have in common are central to
deﬁning the macro framework. These include:
• Initially, the local dynamics provide micro-scale search with single locus changes,
and once symbiotic associations have evolved, the dynamics aﬀord macro-scale
variation with correlated multi-locus changes.
• The timescale upon which adaptation occurs in association strengths is separated
from the faster changes in system conﬁguration.
• Associations are reinforced between species (macro-s) / state conﬁgurations (macro-
d) according to their co-occurrence at local optima/attractors.
However, there are also diﬀerences. Firstly, macro-s uses an ensemble of demes, macro-
d considers a series of single patterns to gradually reinforce associations. Secondly, while
macro-d explicitly applies Hebbian learning at each local optimum visited, macro-s
reinforces associations between variables that co-occur in high frequency in local optima,
which is an implicit form of Hebbian learning. We demonstrate that neither diﬀerence
is important in successfully optimising nearly decomposable problems. Three important
diﬀerences include:
• In macro-s, the ensemble could establish a baseline expected co-occurrence fre-
quency – but visiting a single pattern at once cannot recreate such a baseline.
Instead, macro-d simply reinforces associations between components that are co-
activated at local optima.
• Furthermore, the changes in association strengths are governed by each node,
rather than using a system-wide decision.
• Finally, the primitive units in macro-h and macro-s represent single values,
whereas in macro-d, the primitive unit represents a variable. We discuss this in
greater depth below.
Moving to the Hopﬁeld network substrate from our ecosystem substrate requires an
implementational shift. Where in macro-h and macro-s the atomic units represent
a single value (one node state), in macro-d the atomic unit is a node that can take
on multiple values (all of the node states in the alphabet). Using nodes is a stronger
assumption, but one that is in line with many studies that use networks to model
ecosystems and their dynamics (e.g., Poderoso and Fontanari, 2007; Sol´ e et al., 2000;
Mart´ ın Gonz´ alez et al., 2009) and other complex systems more generally (e.g., Sun and
Deem, 2007; Watts and Strogatz, 1998; Ciliberti et al., 2007; Newman and Girvan, 2004).
The main impact that moving from representing values (with species) to representing
variables (with nodes) has is on group formation:Chapter 7 Distributing Symbiotic Association Formation 136
• A perturbation group cannot be overspeciﬁed (i.e., deﬁning multiple values for the
same node) since a nonzero association dictates either one value or another for a
particular locus. In macro-s it is logically possible to specify nonzero associations
for more than one species that occupies the same niche. The case in macro-d is
simpler: any node can only specify a preference for one of the values at another
particular niche. In both models, perturbation groups are underspeciﬁed in general
(i.e., deﬁning values for fewer than N nodes).
• The motivation for a strong association in the macro framework is that a node
is able to specify (or encourage the likelihood of) a partial environment in which
many of its dependencies are satisﬁed. In order to facilitate this in macro-d,
associations are interpreted in two parts. The magnitude controls the likelihood
that an association will have an inﬂuence. The sign controls the alignment of the
second node with respect to the focal node.
With this procedure, it is possible that by satisfying the dependencies of node
σi, other dependencies may be violated, causing the overall system utility to be
decreased.3 However, our rationale is to allow the creation of such perturbation
groups, even if the group will ultimately be rejected.
7.3.1 Control Algorithms
To investigate the system behaviour when Hebbian learning is used to form associations,
we consider two control algorithms. As for Chapter 6, we compare with an algorithm
that is equivalent except that it cannot modify associations. Such a comparison is
important to verify that the evolvable associations provide a non-trivial result. This
algorithm is equivalent to a single-bit-ﬂip hill climber, which samples with replacement.
We refer to this as the non-adaptive control algorithm, or hn-c, and we implement it as
per Table 7.3, with step 3 ignored.
As described, our motivation for designing macro-d follows from the observation that
the association formation in macro-s eﬀectively implements Hebbian learning. For this
purpose, a Hopﬁeld network is a suitable substrate in which to develop an implementa-
tion of macro. However, there are other methods for integrating Hebbian learning into
a Hopﬁeld network used for optimisation. A straightforward method is to apply Hebbian
learning to the weights of the system, rather than to deﬁne macro-scale variation. We
can assess the importance of the method of interpreting the evolved associations using
such a control algorithm.
Speciﬁcally, we use an algorithm from prior work (Watson et al., 2009a,b). This algo-
rithm (hn-ei) also uses Hebbian learning to change association strengths between node
3Some of the dependencies of σi may be unsatisﬁed overall given the current context, if it has not
fully speciﬁed all of its symbionts. Thus, it is possible to specify correlations that are ultimately rejected,
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Table 7.3: Hopﬁeld-Based Interaction Evolution Model (hn-ei)
Set the learned weight matrix to the problem matrix: WL = W
While exit conditions not met,
1. Randomise the state on all nodes σi ∈ {−1,+1},∀i
2. Relax the system to its local attractor σ⋆: for τ timesteps,
(a) Select, with replacement, a random node σm.




(c) Flip the state of σm to σ′






(d) Accept state change if u′
m ≥ um
3. Modify weight matrix by applying a Hebbian update, according to Equation 7.2
4. Go to step 1.
state combinations found at local optima. However, where it diﬀers from macro is
that nonzero associations are interpreted as a modiﬁcation of the utility function, rep-
resenting a change in the quality of an interaction when it happens. This contrasts with
macro-d, which modiﬁes the likelihood of a particular interaction, but not the quality
of such an interaction when it happens. The important functional diﬀerence is that
macro-d evolves correlated multi-locus variation, and hn-ei does not.
Procedurally, the algorithm for hn-ei is described in Table 7.3. We denote the learning
rate for hn-ei as λEI. The algorithm starts with an initial weight matrix W, which
deﬁnes the problem. As Hebbian learning is applied, this matrix is modiﬁed. We denote
the modiﬁed weight matrix as WL, to distinguish it from the original weights. We
update the system states according to individual utility calculated using the evolved
weight matrix. However, for a meaningful comparison with other algorithms, we report
the system utility according to the original system weights. Changes to the weight
matrix are made according to Equation 7.2, where τ is the number of timesteps in an
epoch. This is an implementation of Hebb’s rule (Hebb, 1949), and in (Watson et al.,
2009b) we show that these Hebbian changes are in the direction that will maximise the
utility of an individual node. We cap all weights to have a maximum magnitude of 1.
wL
ij (τ + 1) = wL
ij (τ) + σi (τ)σj (τ)λEI. (7.2)
These changes will act to reinforce the likelihood of a particular state re-occurring. As
we discussed in Chapters 5 and 6, identifying epistatic dependencies in arbitrary contexts
is a signiﬁcant challenge. In those previous chapters, we reinforce common components
present at local attractors, and in hn-ei this same protocol is observed. That is, we use
the same idealisation for hn-ei as for macro-d that changes to interaction coeﬃcients
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7.4 Experiments
We perform three sets of experiments to investigate the system behaviours. Speciﬁcally,
we consider the optimisation ability in a nearly-decomposable system (1) and in a more
general class of problems deﬁned with a matrix of random values sparsely distributed
(3); and modiﬁcations to the system behaviour as associations evolve (2).
The number of timesteps in an epoch, τ is set to ⌈3
4   T⌉, where T = eN lnN for all
three algorithms. T is from the result of M¨ uhlenbein (1992) that T = eµN lnN is
the expected time for a mutation algorithm to solve onemax, where   is the expected
number of mutations per timestep (initially for our local search mechanisms in this
chapter,   = 1), and N is the number of variables in the problem. By inspection, we
ﬁnd that the system has reached an attractor within 0.75 T in almost all cases (see also
Section 5.3.7). The learning rate for hn-ei and macro-d are tuned for each experiment
to reveal a strong eﬀect with respect to the non-adaptive hn-c algorithm. Values tested





7.4.1 Experiment 1: Optimisation Ability on the VSM
Here we investigate the optimisation ability of macro-d on the VSM (introduced in
Chapter 3). We have previously established this form of problem to be exponentially
diﬃcult for local search, but in principle is solvable by methods that can produce speciﬁc
multi-locus variation that corresponds to the modular structure. We consider instances
with k=5, Z=20, N = Zk = 100, such that when the weight ratio wI : wE is suﬃciently
high, there are 220 ≈ 106 local optima, only two of which are globally optimal. We
examine the ability across a wide range of weight ratios, and compare with hn-ei and
hn-c. We set wI=1 in all experiments, and report the value of wE. We perform two
sets of experiments, (a), to ﬁnd the number of timesteps (evaluations) required to ﬁnd
a global optimum; and (b), to ﬁnd the quality of optima discovered after a ﬁxed period.
The results for the evaluations required to ﬁnd a global optimum are given in Figure 7.2
(a). For all three algorithms, τ = ⌈0.75T⌉ = 939. The learning rates must be selected for
hn-ei and macro-d. We choose these to provide the fastest optimum, given a success
rate of at least 99% over 100 independent runs for each instance, and subject to the
learning rate monotonically decreasing as the weight ratio decreases.
In the second experiment, we measure the highest utility found by each algorithm after
approximately 50,000 function evaluations, in 100 independent repeats. The speciﬁc
upper evaluation budget is set to ⌈
50,000
939 ⌉ = 54 restarts. These results are given in
Figure 7.2 (b). The learning rates for hn-ei and macro-d are selected to maximise the





















































































































































Figure 7.2: Performance of macro-d (plus controls) on the VSM. (a) number of
timesteps required to ﬁnd global optimum; (b) maximum utility found after ≈50,000
timesteps. In both graphs, data points are connected to facilitate visual grouping of
each data set.
Time to Find a Global Optimum
This experiment (Figure 7.2 (a)) can help us to understand when the performance be-
tween diﬀerent algorithms is discriminated, and thereby understand the properties that
each algorithm is able to exploit. Let us ﬁrst consider the behaviour of hn-c, which
reveals the diﬃculty of the problem for algorithms that can only vary at the micro-scale.Chapter 7 Distributing Symbiotic Association Formation 140
When the weight ratio is high, few or no local optima are present (see Appendix A), and
hn-c can rapidly ﬁnd a global optimum – for ratios higher than 14:1, this takes single
epoch on average. At the weight ratio for which all attractors become present, hn-c
rapidly transitions to taking approximately 106 evaluations to ﬁnd the solution (with a
broad distribution) for all lower ratios.
For intermediate ratios, below where hn-c ﬁnds the problem easy, the time that hn-
ei takes to solve the problem stays lower than for hn-c for much of the range tested.
This indicates that hn-ei can still generalise across the attractors that it visits (Watson
et al., 2009a), providing a qualitative improvement over the local search mechanisms
that underlies the algorithm. However, as the weight ratio decreases, the strength of
the higher-scale signal (from between-module dependencies) weakens to such a point
that many basins must be sampled to correctly reinforce the structure. By around
wI : wE=2500:1 (0.0004), the necessary learning rate is so low that the number of
initial conditions sampled tends to the number that is suﬃcient for local search to ﬁnd
a global optimum. Consequently, at this end of the range, the behaviour of hn-ei is not
qualitatively distinct from hn-c.
The approach taken by macro-d is distinct from both hn-ei and hn-c: the evolution
of associations that inform macro-scale variation that can reﬂect the modular structure
of the problem. Even when the gradient that indicates which combinations of module
solutions are compatible is weak, macro-d can follow that gradient. Provided that
there is some signal, macro-d solves the problem very quickly – and this is the case
whenever wE is above zero.
Trade-oﬀ Between Diﬃculty and Quality of Attractors
Figure 7.2 (b) shows the highest quality of attractor that is discovered in a reasonable
timescale by each of the algorithms. macro-d ﬁnds the global optimum in all cases,
which corresponds to the result in Figure 7.2 (a) – where it solves the problem in
approximately 30,000 evaluations or less.
hn-c shows the largest deviation from the globally optimal utility, for intermediate
weight ratios. At high ratios, the absence of local optima means that hn-c reliably
ﬁnds a global optimum. The lowest utility is at 45:1 (0.0222), and below this ratio,
the relative utility discovered gets closer to optimal. This is not because there is a
reduction in the number of optima, but because the range in quality of local optima is
reduced when the external weights are not as signiﬁcant. We discussed this trade-oﬀ in
Section 3.5. Therefore, when the ratio has reached 10000:1 (0.0001), although hn-c does
not ﬁnd either of the particular conﬁgurations that are globally optimal (as Figure 7.2
(a) demonstrates), the penalty in utility is only 0.1%.
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to create many local optima, but above ratios where the quality of an average solution
tends to that of the globally optimal solution (Watson et al., 2009b). That is, there
exist instances that are both diﬃcult and worth solving. Furthermore, in this region of
problem instances, macro-d signiﬁcantly outperforms hn-ei.
7.4.2 Experiment 2: Change in System Dynamics on the VSM
We are interested in understanding how the system dynamics change over time as a result
of the learning. We ﬁnd that the VSM is a suitable system to investigate this, since we
know enough of the system properties to measure a meaningful result. In particular,
we know the number and location of local optima, as well as their utility. For suitable
weight ratios, the optima fall into Z/2 + 1 utility levels, and the aggregate size of basin
of attraction for each utility level is given by the binomial distribution, according to the
number of modules that are satisﬁed in the same direction. There are two global optima
in a total of 2Z optima, and for wI : wE → 1 : 0, each optima have the same sized basin
(i.e., the chance of ﬁnding a global optimum from a random initial condition is 1/2Z−1).
When there are non-negligible external weights, the basins of the higher utility optima
are increased. Thus, ﬁnding a global optimum from a random initial condition is more
likely than 1/2Z−1 but still very small.
Therefore, we investigate the dynamics of the system by measuring the proportion of
epochs in which each of these attractor classes is visited, and observe its behaviour as
associations (macro-d) or interactions (hn-ei) are evolved.
Each algorithm visits many states during its trajectory in each epoch, and we assume
that the timescale used is suﬃcient for the ﬁnal state to be locally optimal. In hn-
ei and macro-d, associations are reinforced at this point. We also measure the total
system utility here. We run each algorithm for 30 independent repeats, and report the
distribution of attractor quality across all repeats. We apply a window of 20 epochs over
the data to obtain a general trend. Note that the behaviour of hn-c within one epoch
is unrelated to the behaviour in previous epochs (i.e., it features no form of learning)
and therefore there should be no meaningful trend in the optima visited over time; we
simply use this result as a comparison of default behaviour. As in experiment 1, we
measure the system utility in the original function for all algorithms.
We set the VSM parameters to k=5, Z=20, N=Zk=100, and wI : wE=100:1 (this weight
ratio gives a diﬃcult problem for local search, with a non-negligible large-scale signal
for hn-ei – see experiment 1 (b)). We set the learning rates to λS=0.001, λEI=0.0015.
For all three algorithms, τ = ⌈0.75T⌉ = 939. The distribution of attractor qualities are
shown in Figure 7.3.Chapter 7 Distributing Symbiotic Association Formation 142
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Figure 7.3: How the distribution of basins of attraction visited changes as (b) interactions
(hn-ei) and (c) associations (macro-d) are evolved, in the VSM. Contrast these evolved
dynamics with the non-adaptive control hn-c in (a).
Associative Evolution Causes a Drastic Change in System Response
Figure 7.3 (a) shows that without a mechanism to learn the structure, the system be-
haviour does not meaningfully change over time, and only very rarely are the highest
utility classes visited. On the timescale for which this experiment was performed, a
globally optimal conﬁguration was visited only very rarely (17 of 15,000 epochs). ThisChapter 7 Distributing Symbiotic Association Formation 143
matches with the result in experiment 1(a) where the mean time to ﬁnd a global optimum
was 1010.0 epochs.
Conversely, the learning mechanisms in both hn-ei and macro-d have a signiﬁcant
impact on the quality of attractor visited. hn-ei is capable of enlarging the basin of
attraction of the highest utility attractor, such that even before it has been visited by
hn-c, hn-ei visits it from all initial conditions by approximately 350 epochs (Watson
et al., 2009a). The response of macro-d is faster than that of hn-ei, having successfully
modiﬁed the dynamics to only visit global optima from all initial conditions within
approximately 100 epochs. The associations that form from the micro-scale dynamics
make variation at the level of module solutions very likely. This macro-scale variation
allows macro-d to explore module combinations to eﬃciently traverse the landscape,
and consequently a global optimum is discovered from any initial condition.
This experiment illustrates that the system behaviour of both adaptive algorithms is
modiﬁed to more reliably discover the highest utility state, which was not readily avail-
able from experiment 1. It is not just that the algorithms provide a method to ﬁnd these
conﬁgurations, and then recall it. Rather, the dynamics have been modiﬁed to make
the discovery of these conﬁgurations much more likely even if the system is perturbed.
By considering the algorithms as dynamical systems in addition to as optimisers, we
learn more about the robustness of the result. As discussed in (Watson et al., 2009b),
the timescales within which hn-ei and macro-d have modiﬁed the system such that a
global optimum is the only attractor in the system are shorter than the mean number
of epochs used by hn-c to hit a global optimum for the ﬁrst time. This supports the
argument that both hn-ei and macro-d generalise over the components that they have
been exposed to in order to predict where higher utility optima are, and that the size of
the basin of the global optima has been increased before it is visited.
7.4.3 Experiment 3: Optimisation Ability in Random Parameterisable
Modular Problems
Here we investigate the generality of macro-d by considering the performance on an
ensemble of randomised utility functions created by sparse matrices. We investigate
a range of problem structuring, from a matrix that has a sparse number of nonzero
dependencies with uniformly random distribution, through to the same density of de-
pendencies organised on the block diagonal. We refer to this class of problem matrix as
rewired random-block problems (RRB).
Where nonzero, the dependencies take on weights in the set {−1,+1}, and therefore
open up the possibility of neutrality and inconsistency. We deﬁne the ‘rewiring’ scale
r in a similar manner to the structural modularity scale for the VSM (see Chapter 3).
For r = 0, nonzero values are randomly placed according to Equation 3.4. This createsChapter 7 Distributing Symbiotic Association Formation 144
Z blocks of k nodes, each separable (i.e., with no between-block dependencies). For
r = 1, the maximal amount of rewiring gives a distribution equivalent to a uniform
random placement of nonzero weight values. For intermediate rewiring values, some
nonzero dependencies are moved from the block diagonal to a new random location
outside that region, following the same protocol as for rewiring internal weights in the
VSM (described in Section 3.3).
The VSM problem, used in the previous two experiments, is valuable because we know
many properties regarding structure, position of local optima, and it can be intractable
for local search. However, it is clearly idealised in some respects such that these proper-
ties are accessible. The RRB problem allows us to consider a more general formulation
where structures are less apparent (particularly as r → 1), and not all of the depen-
dencies are mutually satisﬁable. The price that we pay for this generality is weaker
knowledge on statistics of the problem, including the knowledge of where the global
optima is, or its utility. This changes what we can report.
Because we do not know where the global optima is, we allow a period of adaptation
p and take a certain number of samples s for each algorithm, such that the system
utility for each algorithm is reported for epochs e ∈ N,e ∈ [p,p + s). The values for
p and s are selected by allowing macro-d suﬃcient time to stabilise, p, and taking
that many samples after the ﬁrst time that utility was found by macro-d. This gives
us an indication of how each algorithm performs in the timescales that are suﬃcient
for macro-d to ﬁnd a high quality attractor. Note that the temporal position of the
samples is only important for hn-ei and macro-d, since the behaviour of hn-c over
multiple epochs is ergodic its mean response will not change over time. We measure all
three datasets in the same manner nonetheless.
In the experiments here, we choose k=8, Z=15, N=Zk=120, τ=⌈0.75T⌉=1172. These
values are selected following a preliminary study on the modular case, which estab-
lished the presence of multiple optima in each module with probability 0.956 ±0.0127
of random instances for 8-bit modules, at the 95% conﬁdence level. (In order to show
any signiﬁcance, there must be multiple optima otherwise the non-adaptive local search
mechanism will be able to ﬁnd the solution in each module trivially, and hence the over-
all solution – see for instance (Forrest and Mitchell, 1993b)). We use these parameters
for a variety of r values across the full range. Each instance has random construction,
so to measure general performance we run each algorithm on 100 diﬀerent instances.
Hebbian Learning Can Resolve Unstructured Problems
macro-d and hn-ei discover higher utility states than the non-adaptive control, hn-c,
throughout the range of rewiring values. For all values of r, both the mean and the
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Figure 7.4: The distributions of diﬀerence in utility found by macro-d and hn-ei,
relative to the mean utility level found by hn-c. Boxes indicate the inter-quartile range
(the median line is shown in this box), whiskers show the minimum and maximum values
in each distribution, and the solid line shows the mean values (connected to indicate the
overall trend). Note that the data sets have diﬀerent x-oﬀsets to prevent any one set
obscuring another.
for completely random sparse matrices and is sustained as modular organisation is in-
troduced. It tails oﬀ when modules are completely separable (at r = 0), but is still
statistically signiﬁcant. We use the Wilcoxon rank sum test (Larsen and Marx, 2006)
with conﬁdence level α=0.001, and ﬁnd that each of the distributions is statistically
signiﬁcantly diﬀerent from one another at all values of r.
The results on the RRB problems demonstrate the that the improvement in quality
of attractor discovered using the macro framework does not depend on the problem
exhibiting systematic structure. Speciﬁcally, evolving covariance provides a signiﬁcant
improvement in optimisation even for problems with random construction and no sys-
tematic structure. Furthermore, this improvement is not restricted to systems within
which all of the dependencies can be satisﬁed concurrently (i.e., inconsistent problems).
7.5 Discussion
Together, the results from the above three experiments aﬀord us an understanding of
the abilities of a distributed implementation of the macro framework. In particular, we
see that applying Hebbian learning to gradually update associations can provide eﬃcient
problem decomposition without the need for a centralised or batch-mode mechanism.Chapter 7 Distributing Symbiotic Association Formation 146
We also learn about the types of problem properties that macro-d can exploit, and
using hn-ei as a substantive comparison highlights how unique these properties are. We
discuss properties that distinguish these algorithms in more detail below. Finally, we
also demonstrate that the macro concept can in principle provide good optimisation
on a more general class of problem structures than we had seen in previous chapters –
random pairwise matrix-based problems (which although cannot represent all problems
are nonetheless a broad class).
The shift in perspective to consider the behaviour as a dynamical system is conceptually
useful for several reasons. First, the evolution of associations in macro-d drastically
changes the system dynamics. Not only is a global optimum found in nearly decom-
posable systems, but even after perturbing the system, simply following the (modiﬁed)
dynamics reaches a global optimum again. That is, the modiﬁcations to the system
increase the robustness of ﬁnding high utility states. Second, the prediction ability that
comes from the evolved correlations in state changes increases the size of the basin of
attraction of the global optima before it has been visited for the ﬁrst time. Finally, even
in a small system where optima can be enumerated, the modiﬁcation to the dynamics
can increase the likelihood of the global optima being visited. In such a case, we would
not see a signiﬁcant result in optimisation terms, and so this could be ignored. In a
system that has too many optima to enumerate, the changes to dynamics can have more
signiﬁcant eﬀects, both in terms of the robustness of high-utility attractor discovery, and
in terms of optimisation quality.
A corollary of this chapter is that we have shown that the fundamental concepts that
underpin the macro framework can be feasibly implemented in both centralised and
decentralised forms. This is valuable because it helps us verify which features are im-
portant for success. Naturally, some features are merely design decisions where some
option has to be taken, but which of the options is not important. We ﬁnd the following
conditions to be important for eﬃcient optimisation by a macro approach:
1. Exploitation of the current units occurs on a fast timescale (micro-scale search);
2. The adaptation of those units occurs on a slow timescale relative to 1.;
3. Subsequent search in 1. is at the macro-scale. The process that arises from 1. and
2. can enable the prediction of unvisited, high utility states, provided that these
are combinations of components that have made up the visited states.
We have investigated how both hn-ei and macro-d are capable of modifying the basins
of attraction of a structured system to the extent that the global optimum is the only
attractor visited. macro-d is a faster optimisation process than hn-ei, but also is im-
portant is how the experiments demonstrate the diﬀerent methods of interpreting an
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happens, that is useful in some cases. Speciﬁcally, it can amplify common components
from the local attractors that it visits to provide a form of modular exploration.4 How-
ever, if we allow a change in association to enable correlated, multi-locus variation, we
achieve a qualitatively distinct behaviour. Where the success of hn-ei depends on the
strength of the between-module gradient with respect to the within-module gradient,
the within-module gradient is only used in early relaxations in macro-d. Once modules
have been appropriately formed, the strength of the between-module gradient just needs
to be nonzero for a global optima to be easily discovered, as we saw for small weight
ratios in experiment 1(a).
To illustrate the distinction between hn-ei and macro-d more concisely, let us compare
the respective dynamics on the VSM problem (Mills and Watson, 2007b, introduced in
Chapter 3) and the SBB problem (Watson and Jansen, 2007, ﬁrst used in Chapter 5).
Both problems have modular construction, wherein each module there are two locally
optimal solutions. This gives rise to an exponential number of local optima in the
system size, whose separation also scales with the system size. However, in the SBB
problem, modules are separable, whereas in the VSM, modules are nearly-decomposable.
macro-d can solve either type of problem, whereas hn-ei can only solve the VSM type
of problem.
The initial system dynamics lead to signiﬁcant correlations among the variable con-
ﬁgurations within each module. Therefore, both algorithms reinforce the associations
between variables in those sub-conﬁgurations. In the case of the VSM, there are also
some correlations among the variable conﬁgurations between modules – and thus the
basin of attraction for each global optima is slightly larger than the basin for each local
optima. The between-module correlations are weaker than the within-module correla-
tions, and so for hn-ei to reinforce the between-module weights to a level suﬃcient to
change the dynamics to only recall the global optimum, it must visit enough patterns
to reveal this signal accurately.
In the SBB problem, the absence of between-module dependencies means that there are
no such between-module correlations in the local optima. Therefore, hn-ei will increase
between-module weights as frequently as it decreases them, and there is no systematic
route to change the size of the basin of attraction for the global optimum. Of course,
a ﬁnite sample is unlikely to be perfectly representative and hence would have some
(spurious) correlation that could be reinforced. But reinforcing coordinated modules
would be just as likely as reinforcing anti-coordinated modules, and thus cannot be a
systematic method for solving such a problem.
Now let us consider how the system dynamics change under the macro-d protocol.
In both the VSM and the SBB, the strong within-module correlations lead to strong
4For further discussion of hn-ei, including the types of complex system in which our results are
relevant, see (Watson et al., 2009b,a).Chapter 7 Distributing Symbiotic Association Formation 148
associations among the within-module variables. The eﬀect of interpreting the evolved
associations to inform multi-locus variation is to change the dynamics similarly for both
problems. Speciﬁcally, because module solutions are varied all together, and accepted
or rejected according to their collective improvement to the current context, macro-d
searches the space of module solutions. In the VSM problem, the weak between-module
dependencies provide a selective gradient to accept module solutions that increase global
agreement. In the SBB problem, the highest utility solution to each module is indepen-
dent of context. The dynamics of macro-d recover a global optimum from any initial
condition in either problem. It does not rely on the presence of inter-module dependen-
cies to cause the module-level components of the global optima more likely to co-occur
in the local optima, in contrast to hn-ei.
The VSM is a natural problem to use for the Hopﬁeld network models since it expressed
as a sum of pairwise dependencies, and thus can use a single set of weights – at least
for hn-ei. However, as discussed, there is a trade-oﬀ between instance diﬃculty and the
quality of local optima relative to global optima in the VSM. In particular, the instances
for which it is most diﬃcult to ﬁnd a global optimum oﬀer only a small improvement
in utility from a local optimum. The SBB does not have this same issue. Instead, it
introduces higher order ﬁtness bonuses for the module solutions, meaning that there is
signiﬁcant merit in solving a hard instance of this problem.
The contrast helps us to identify the type of problem where macro-d is a more eﬀective
method for problem solving. The distinction can be summarised as follows: hn-ei can
recover a global optimum in systems where its basin is the largest of all the optima.5 On
the other hand, strong correlation in co-occurrence, even with low univariate occurrence,
is suﬃcient to reinforce the likelihood of module formation in macro-d. Therefore, the
module solution that is found most frequently after association adaptation need not have
had the largest basin of attraction in the original dynamics, it only need be the highest
utility solution.
The VSM is a suitable test system that can discriminate between the diﬀerent modes
of association utilisation (i.e., macro-d from hn-ei) by varying the weight ratios. It is
presently the case that none of the experiments in this chapter directly provide a tuneable
distinction between macro-d and the non-associative control hn-c. However, it would
be straightforward to conﬁrm a polynomial versus exponential distinction in optimisation
ability with a study on scalability (with respect to system size). Section 6.3.3 provides a
result in this form for the batch-mode macro instantiations, whose successful operation
is due to the same principles. We take an alternative approach to problem construction
in the RRB. Here in the most modular case where the constraints are consolidated,
evolution becomes easier for the simplest type of mechanism – because optimising each
5Note that although in problems like the VSM the global optima must have the largest basin of
attraction, this basin is not necessarily large – it is just larger than the others (Fontanari, 1990; Watson
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subfunction can be done in isolation. Conversely, with the VSM, introducing modular
organisation through consolidating strong constraints leads to an increase in ruggedness
in the landscape. These two problem constructions illustrate our discussion in Section 3.5
that the eﬀect of introducing modular organisation depends on the original system.
The claims that we support in this chapter are threefold:
• Operationally, macro-d performs for reasons that are qualitatively equivalent to
the explanation for macro-s:
– Correlations in stable states discovered by micro-scale variation inform co-
variance to change the system decomposition – creating macro-scale variation
– and the modiﬁed decomposition reﬂects the structure of the problem.
– macro-d can modify the system decomposition that is used by the rapid
dynamics such that the highest utility attractor is found from any initial con-
dition, when in nearly-decomposable environments (speciﬁcally demonstrated
with the VSM);
• The substrates in which macro can provide adaptive multi-scale search include
those where centralised control is not feasible;
• We demonstrate the optimisation ability to be more general than only nearly-
decomposable problems. The new results are on problems with random structure
and the capacity for frustrated dependencies.
These claims further support our thesis that adaptive multi-scale search is superior to
any single scale of search in structured landscapes; and enrich the generality of this
principle by demonstrating that it can be implemented in a distributed system on a
broader class of test problems.Chapter 8
Discussion, Implications and
Conclusions
In this thesis, we have developed a technique that can automatically identify and exploit
structure in a problem, and identiﬁed how the features and mechanisms of this technique
make it an eﬀective approach for optimisation. This chapter recaps our achievements
and positions the thesis in a wider context. We ﬁrst summarise the thesis, and follow
this by evaluating aspects of the research that, if improved, could further strengthen
our claims. Second, we make connections with, and discuss possible implications for,
optimisation (Section 8.3) and evolutionary biology (Section 8.4). In Section 8.5, we
identify the contributions made by this thesis. Section 8.6 concludes.
8.1 Summary of the Thesis
Our aim in this thesis was to develop a bottom-up approach to problem decomposition
that is capable of eﬃcient problem solving with no a priori knowledge of the problem
structure.
We took an approach inspired by evolution, and borrowed concepts relating to symbiosis
and symbiogenesis, and ecosystem functionality. Many existing evolutionary computa-
tion methods derive from the basic ideas of within-population processes that provide
many variant solutions to a whole problem. We consider collective problem solving:
organisms of diﬀerent types perform heterogeneous tasks in an ecosystem. We draw
upon this concept in the design of our algorithms, representing partial genotypes that
ultimately embody candidate solutions for diﬀerent parts of an overall problem.
Existing work on cooperative coevolutionary algorithms has laid important groundwork
for collective problem solving, demonstrating that diﬀerent sub-populations can cooper-
ate to solve distinct sub-problems (Potter and De Jong, 1994). However, this work does
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not address the identiﬁcation of appropriate decompositions except in a few limited or
specialised cases. Estimation-of-distribution algorithms, in contrast, use sophisticated
machine learning techniques that are capable of modelling epistatic dependencies in
a problem, with no prior information regarding the problem structure (Pelikan et al.,
2002). Our approach takes a diﬀerent angle, with similarities to cooperative coevolu-
tionary algorithms and compositional search algorithms, as well as model building from
estimation-of-distribution algorithms.
Our two research goals were to develop an algorithm that provides automatic problem
decomposition, and to identify the critical components of the proposed algorithmic ap-
proaches. To address our ﬁrst research goal, we introduced algorithms that provide
eﬃcient optimisation through automatic problem decomposition. They automatically
adapt the decomposition throughout a run, which aﬀords search at higher scales. When
there are several potential solutions to a sub-problem, each is retained and made avail-
able to higher-scale search. The higher-scale search identiﬁes combinations of partial
solutions that are compatible with one another, thus producing solutions of high overall
quality. We used idealised cases that have simple modular structure to demonstrate that
our method scales log-linearly, despite the fact that single-scale search methods require
time exponential in the problem size.
To address our second research goal, we selected problems that have properties that
are able to test a speciﬁc capability of our algorithms. Our experiments consequently
enabled us to develop our understanding of the key characteristics, aﬀordances and
limitations of our proposed algorithms. In particular, we identiﬁed the importance of
using the micro-scale search to guide adaptation in the decomposition, which in turn
provides macro-scale search units. We conclude that separating the timescales for the
ﬁne-scale search and the adaptation of the decomposition is crucial for this kind of
scalable optimisation.
8.2 Evaluation and Future Directions
Through developing the macro framework, we have provided a bottom-up approach to
automatic problem decomposition, and have demonstrated it to be eﬃcient in several
classes of idealised test problems. In this section we identify several factors that limit
the generality of our claims, and discuss how these issues could be addressed in future
work.
We have demonstrated that automatically identifying a problem decomposition is con-
siderably simpliﬁed when the decomposition adaptation mechanism is provided with
locally optimal and noise-free contexts (Chapter 5). We further demonstrated that ac-
curate decomposition is still possible even when there is some ambiguity in local optima
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of macro to the period allowed to the ﬁne-scale search, or in particular, how close to
an optimum the ﬁne-scale search achieves. We have some intuitions about the limiting
cases. Without any separation of timescales, the contexts are arbitrary and extracting an
accurate signal from such contexts is expensive and potentially only possible in limited
cases (as we saw in Section 4.2). On the other hand, a separation in timescales beyond
what is suﬃcient on average to reach a local optimum will reduce eﬃciency. Moreover,
it may not be necessary for the hill climbing process to fully reach a local optimum.
Hence, a fuller investigation of the trade-oﬀs relating to the separation of timescales
would be valuable. Such a study would enable us to better understand how signiﬁcant
an inﬂuence the balance has on overall eﬃciency, and under what general landscape
properties this inﬂuence is most signiﬁcant. Furthermore, this form of investigation could
also be carried out regarding the separation of timescales of mutation and crossover used
in the genetic algorithm tested in Section 4.1 (albeit under tight linkage conditions).
Thus far, we have demonstrated a qualitative equivalence in the problem-solving abilities
of macro-s and macro-d. However, a complete understanding of the diﬀerent problem
classes for which each of these algorithms are best suited remains an open question. In
particular, it is desirable to better understand where the equivalence holds for adapting
the decomposition in batch-mode (macro-h and macro-s) and adapting the decompo-
sition in a sequential mode (macro-d). This may also have implications for the design
of a decentralised estimation-of-distribution algorithm.
In Chapter 4 we demonstrated that the combination of linkage-preserving crossover and
mutation is suﬃcient to solve modular problems such as the VSM, when the modularity
is as strong as possible. We further demonstrated that search at a single scale is unable
to solve these problems. Finally, we provided a logical argument as to why a combination
of mutation rates would not be able to solve this type of modular problem. It remains
an open question where in the scale of structural modularity for VSM instances that a
combination of mutation rates might excel over a single mutation rate. More generally,
it would be useful to more formally characterise the change in behaviour of uncorrelated
search mechanisms for intermediate values of structural modularity in the VSM.
All three macro instantiations that we have investigated use very simple ﬁne-scale
search mechanisms to demonstrate their capabilities. While it is very likely that the
most suitable choice will be domain-dependent, an investigation into how to match
search mechanisms to problem domains is warranted. Any substitute must be extensible
to meaningfully incorporate associations to inform multi-locus changes, but otherwise
there are few restrictions.
One logical possibility is to use macro within each of the demes, creating a ‘meta-
macro’ algorithm. Each lower-level instance would use the macro process to return a
single high ﬁtness conﬁguration (or perhaps a small set). The meta-level algorithm would
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deﬁne macro-level units. Further lower-level macro instances would then search in the
reduced space of these re-deﬁned units. Another pragmatic approach could be to run
diﬀerent search mechanisms in diﬀerent demes, in an aim to provide greater conﬁdence
that particular variables are highly compatible.
One further aspect of the hill-climbing algorithm that warrants further investigation
is the procedure used to create the macro-scale variation according to the decomposi-
tion. In macro-h, this is unambiguous as the units are re-deﬁned. However, for the
probabilistic algorithms, we have only used one method to create a macro-scale per-
turbation – using the association strengths from one particular focal node. There are
several possible variants, which include a) taking an average of the symbiosis values for
the current members of the group in deciding whether to include a new member; and b)
chaining these so the most recent member gets to specify one addition. Again, the most
appropriate choice is likely to be heavily inﬂuenced by the speciﬁc problem domain.
We have so far demonstrated that the principles of macro can provide superior opti-
misation using only simple mechanisms to model the decomposition (system structure).
Indeed, we favour simpler mechanisms particularly when interpreting the processes as a
biological model. However, there is scope to use some of the more powerful statistical
learning methods used by contemporary EDAs. There are some trade-oﬀs between the
methods employed by macro-s or macro-d – including the cost of a further search
in the model space (which in some cases is an NP-hard problem); and potentially the
loss of a fully distributable mechanism. Nevertheless, understanding the limitations of
a simple model with stable contexts is important for a full characterisation of macro.
8.3 Implications for Optimisation Techniques and
Applications
8.3.1 Automatic Linkage Detection: A Comparative Perspective with
EDAs
The issue of learning problem structures is fundamental in estimation of distribution
algorithms, as it is in our symbiotic approach. We explore a number of dimensions to
compare the properties of three types of algorithm: macro; a typical EDA (we take
hBOA (Pelikan et al., 2006a) as a state of the art example where one is necessary); and
the DSMGA+ (Yu, 2007; Yu and Goldberg, 2006).
We compare our approach with the DSMGA+ as they share a number of features (in
particular, it is closest to macro-h). These include: 1) both DSMGA+ and macro-
h build pairwise models that explicitly reduce dimensionality; 2) both algorithms are
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are important diﬀerences, most notably the single timescale of search. However, due to
the three features listed above, we ﬁnd it appropriate to consider in this section. The
DSMGA+ is described further in Section 2.3.3.
Modular variation is a distinct possibility in EDAs, DSMGA+, and macro. Indeed,
each approach aims to exploit structural information present (but unknown a priori) in
the problem. We identify the mechanism for the generation of modular variation, and
the subject of this variation. In a typical EDA, variation is generated by random sam-
pling of the probabilistic model. Assuming some linkage has been modelled, particular
variable combinations will be set at once, during the creation of a new individual. In
the DSMGA+, variation is introduced by mutation and ‘building-block-wise’ crossover.
These two operators are applied directly to selected individuals from the population.
The interesting operator is the BB-wise crossover, assuming there has been a non-trivial
clustering in that generation. In our symbiotic algorithms, the probabilistic model de-
ﬁnes any multi-locus variation that may occur, and this aﬀects the neighbourhood of
state changes that are available in the dynamics followed by each deme.
The success of EDAs is often attributed to the application of sophisticated statistical
learning techniques to extract plausible dependency structures. In contrast, the model in
macro is adapted under a far simpler mechanism, but because the epistasis estimation is
performed in locally optimal conﬁgurations, patterns are more coherent. When this form
of model building is coupled with the fact that modelled dependency groups are employed
in context, it need not be the case that a complicated statistical model represent the
entire system dependencies. Instead, variation groups are accepted or rejected according
to suitability, given the context.
We draw three contrasts between macro and EDAs and DSMGA+: 1) the frequency of
model generation, or if there is a separation of timescales; 2) where variation is applied;
and 3) how information regarding candidate genotypes is inherited.
As we have argued elsewhere (Section 8.3.2), the separation of timescales in adaptation
of the decomposition, and utilisation of that decomposition is crucial for macro to
provide eﬃcient optimisation. EDAs do not use such a separation of timescales, instead
generating a new model after a single round of selection amongst the ﬁtter candidates
drawn directly from the model. The DSMGA shares this property of EDAs.
An EDA samples all of the variables in its model to generate a new candidate at once.
While weaker dependencies between variables in diﬀerent modules in the model allow
in principle many diﬀerent combinations of module solutions, this would require an
exponential sample size in the number of modules (that have multiple solutions). When
associations have formed in macro, the within-deme dynamics operate at the macro-
scale (i.e., with multi-locus groups of variables), and selects for the most appropriate
version of a module, given the current conﬁguration. This allows candidates that are
used in the associative update to be improved according to both the model and theChapter 8 Discussion, Implications and Conclusions 155
context in that deme. Thus, the model need only be concerned with representing module
solutions: context-sensitive search can determine (or improve) the compatibility of the
combination of modules used. The use of an explicit and long-term population in the
DSMGA makes the operation distinct from EDAs in this respect. Variation is applied
after selection, by using ‘building-block-wise crossover’. This allows the creation of a
candidate that varies from its parent by the solution present for one module – as BB-
wise crossover does not disrupt within-module settings (given an appropriate model).
However, we contend that this type of variation is more disruptive because it will change
half of the non-converged modules on average. Therefore an improvement resulting from
the introduction of one module to a particular conﬁguration may be masked by ﬁtness
losses through other module changes. This problem, coupled with the fact that BB-wise
crossover is only applied once (for each candidate), leads us to conclude that neither
EDAs nor DSMGA-like approaches apply the modular variation in as eﬀective a manner
as in our macro approach.
We highlight a ﬁnal contrast regarding the inheritance of information in candidate geno-
type. One of the motivations in EDAs is to abstract away from an explicit population in
order to avoid convergence (see Baluja, 1994). This is achieved by drawing an entirely
new set of candidates from the modelled distribution in every generation, which mas-
sively reduces the correlation between one generation and the next when compared with
a traditional GA. In macro, we share some of this motivation – maintaining diversity
is key to ﬁnding all of the possible module solutions somewhere in the set of demes (or
within a reasonable number of epochs in a serial instantiation). But we wish to tem-
porarily retain all of the information possible regarding the context, in order to ﬁnd the
most harmonious combination of components. Therefore within an epoch, we use direct
inheritance, which allows our algorithms to test the introduction of a single component
at once; and between epochs, only inherit positional information through the epistatic
model. The DSMGA sacriﬁces one of the advantages gained from using auxiliary de-
pendency structure models by directly inheriting the population throughout a run. It is
therefore likely to have diﬃculty with diversity maintenance, similar to tradition GAs
(Mahfoud, 1992; Singh and Deb, 2006; De Jong, 1975). Indeed, the DSMGA+ uses an
explicit diversity maintenance technique to mitigate such problems (Yu, 2007).
To summarise, we suggest that while the underlying aim of automatic problem decompo-
sition is shared by our compositional approach and EDAs, the reasons for their success
are distinct. In the case of EDAs, using powerful machine learning techniques to extract
dependency patterns in large populations is suﬃcient to build accurate models. In the
case of macro, employing multiple scales of search can provide scalable optimisation by
emphasising the importance of selective contexts, thereby allowing the use of far simpler
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8.3.2 Multiple Scales of Search
In this section, we discuss the signiﬁcance of processes at multiple timescales, and the re-
ciprocal inﬂuence between these processes for the performance of macro and for search
processes more generally. We have attributed the success of several results in this the-
sis to the implementation of multiple scales of search. In macro, a fast, micro-scale
search guides adaptation in the decomposition, which provides new macro-scale units
for higher-order search (Chapters 5–7). Additionally, under the limited case of tight link-
age assumptions, we demonstrated how a certain kind of GA can use the combination of
a fast, small-scale search (mutation) and a slower, large-scale search (linkage-preserving
crossover) to solve nearly-decomposable problems (Section 4.1).
Other methods also utilise multiple scales of search. For instance, models of the Baldwin
eﬀect (Hinton and Nowlan, 1987; Mills and Watson, 2005, 2006; Baldwin, 1896) com-
plement genetic evolution with lifetime learning. The learning mechanism operates on
a faster timescale than genetic evolution, and the two timescales are typically explicitly
separated. Moreover, memetic algorithms apply local search to each candidate in their
population (Hart, 1994; Krasnogor and Smith, 2005). Thus, several steps of small-scale
search are applied between each application of crossover, which potentially introduces
larger-scale changes.
Does search at multiple scales provide overall behaviour that is unavailable from the
underlying components in isolation? In Chapters 5–7, we demonstrated that macro
achieves qualitatively distinct results from search at a single scale. In certain cases, we
have demonstrated a log-linear versus exponential advantage of macro when compared
to the fast search scale alone (see Section 5.4). We further argued why applying only an
association formation mechanism alone cannot solve problems eﬃciently, as it requires
guessing both where the modules are and their conﬁguration – a strategy that also scales
exponentially with the problem size. A conceptual point made by models of the Baldwin
eﬀect (Hinton and Nowlan, 1987; Mills and Watson, 2006) is to explicitly demonstrate
the necessity of multiple search scales. With only genetic adaptation, the ﬁtness land-
scape makes discovering a higher ﬁtness genotype an extremely rare occurrence. With
only behavioural adaptation, ﬁt phenotypes may or may not be discovered, which de-
pends on the phenotypic plasticity and the genotype of an individual – both constant if
no genetic evolution is allowed. Only when behavioural adaptation appropriately guides
genetic evolution can a population move across ﬁtness valleys (Mills and Watson, 2006).
We note a coupling between the fast and slow processes is central to the overall system
behaviour in both macro and the Baldwin eﬀect examples. The fast process introduces
correlations to the conﬁgurations that the slow process acts upon; and changes in the
slow process modify some aspect of how the fast process operates. Exactly what the
slow process modiﬁes diﬀers in the Baldwin eﬀect models and macro. Speciﬁcally,
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variables, such that particular allele combinations co-vary in higher frequency in later
search. In the Baldwin eﬀect models mentioned, genetic changes modify the (univariate)
probability that a particular allele is present during subsequent lifetime learning. We
can draw a contrast with coarse-graining in descriptions (see e.g., Soetaert and Herman,
2009; Klotz et al., 1998). In these scenarios, it may be appropriate to model some
processes by their equilibria, but there is only a one-directional inﬂuence. Thus, it is
unlikely to enrich the overall result (except in simplifying model calculations).
There are almost certainly other scenarios that exhibit processes at multiple timescales,
and algorithms that make use of multiple scales of search, either explicitly or implic-
itly. Whether the importance of principles that we have outlined above hold for other
scenarios remains to be seen.
8.3.3 Extensions and Applications
The focus of this thesis has been to develop a principled understanding of how to auto-
matically perform problem decomposition in a bottom-up manner. A natural next step
is to apply this knowledge to practical computational problems. We have demonstrated
our approach to be most eﬀective when problems are nearly-decomposable. Thus, any
application should begin with some examination of the domain to determine if there is
likely to be signiﬁcant localisation in interactions that a decompositional approach can
gain some traction from.
In Chapter 7, we demonstrated that the principles can be feasibly implemented in a
distributed system, and that it can eﬃciently solve static tasks. Accordingly, a second
direction of interest is to explore how macro performs in the face of time-varying tasks.
In particular, it is not entirely clear how macro would respond if the task was modiﬁed
after the algorithm had narrowed its response to ﬁnding only global optima from the
initial task. Relatedly, how do the principles of the macro framework apply for systems
that undergo changes to their topology? Such an investigation would require a shift
away from black-box optimisation assumptions which demand ﬁxed length genotypes,
but we believe that macro should still be applicable in principle.
We used several diﬀerent idealised test problems to facilitate our investigations into
the automatic discovery and exploitation of modularity. In Chapter 3, we introduced
a ﬂexible method to represent modularity. In Section 3.3 we identiﬁed three candidate
dimensions that may provide a tuneable degree of (modular) diﬃculty:
1. Heterogeneity in the strength of interdependencies
2. Heterogeneity in the positioning of the classes of interdependency weights
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We investigated the second of these dimensions in Chapter 3, and used the resulting
landscape to test algorithms in the later chapters. The third dimension is also likely
to present signiﬁcant and systematic diﬃculty for optimisation, and merit further in-
vestigation. There is much still to do in elucidating the system properties under this
type of modiﬁcation: it would be of value to better understand the inﬂuence of such
structuring on problem diﬃculty. Further investigation could answer questions such as:
are there any methods that can still resolve the diﬃculty once a mixture of constraints
are introduced? Are there particular ratios where the system becomes intractable for
all methods?
8.4 Implications for Complex Biological Systems
While the main focus of this thesis has been in developing eﬃcient algorithms, we are
also interested in understanding the impact that associative evolution has on biological
organisation. In this section, we discuss aspects of how the principles that underlie
the macro framework may have biological relevance; highlight questions that modelling
based on macro concepts raises; and identify connections with research in evolutionary
sciences.
8.4.1 What does the macro framework suggest about associative
evolution?
One way in which macro could be interpreted as a model of an evolving ecosystem
is as follows. The ecosystem constitution adapts rapidly according to local ecological
dynamics, symbiotic associations adapt gradually between co-occurring species in the
ecosystem (evolutionary dynamics), and the associations in turn modify local dynamics.
In the scope of this model, the kind of research questions that we can ask include: a)
what kind of association formation mechanism can lead to the evolution of complexes
that are unevolvable in the absence of associations? b) Under what conditions is such a
distinction available?
We developed macro as an algorithm for problem-solving, and so it should be no surprise
that some aspects, important for optimisation, are not fully appropriate in a biological
context. The work in Chapter 7 shows that the principles of macro are distributable,
such that associations are modiﬁed using only localised information. This algorithm
(macro-d) forms the basis for the most plausible interpretation. Here, we identify and
brieﬂy discuss four assumptions that are relevant in this interpretation.
1. An association increases the likelihood of co-dispersal such that multi-
ple species may ‘migrate’ together. macro-d clearly assumes that between-
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assumption to demand a more speciﬁc type of evolvable interaction: to enable
multi-locus variation in the local dynamics. Sterelny (2004) describes some exam-
ples that ﬁt well with this assumption, for instance: “A leafcutter queen takes a
sample of her fungus on her way to found a new colony”, (p13).
2. Groups of multiple migrating species are selected on as a unit. Migrant
groups of multiple species are introduced simultaneously, and retained or rejected
as a whole. We acknowledge that this may be unrealistic, particularly when sym-
bioses are far from obligate. We discuss the relationship between variation and
selective units further in Section 8.4.2.
3. Associations change in a Hebbian direction. In the experiments in Chap-
ter 7, we simply assert the changes to association strengths, and investigate the
optimisation ability when doing so. However, (Watson et al., 2009b) show math-
ematically that imposing Hebbian changes on associations gives the same result
as selection on random variants. Speciﬁcally, a random variant whose associa-
tion is in the Hebbian direction from the wild-type is selected for. Moreover,
individual-based simulation models of (Watson et al., 2009c) and (Lewis, 2009)
provide supporting evidence for the selection of Hebbian changes.
4. Association strengths are symmetric. In order that the network of macro-
d has only ﬁxed point attractors, we initialise the systems to have symmetric
association strengths (i.e., Sij = Sji). This assumption is unrealistic, and may
be too strong even to provide the qualitative results obtained so far. We are
yet to investigate other forms of interaction and hence other categories of system
attractor.
If we take all of the above assumptions to be feasible, we can now interpret the results
obtained from simulated experiments in Section 7.4 to inform us about some scenarios
under which macro-evolution can be qualitatively distinct from micro-evolution. Three
conditions that are present in our results are:
1. Ecosystems have many attractors. In a unimodal environment, where the
intrinsic ecological dynamics already lead to conﬁgurations where many depen-
dencies are satisﬁed. Thus, it is not straightforward to see how the evolution of
associations might change this situation.
Empirical studies suggest that there exist multiple stable states in natural biosys-
tems (Thompson, 1988; Sutherland, 1974), as well as theoretical arguments for
the presence of multiple peaks in the ﬁtness landscape of individual populations,
created by signiﬁcant epistasis (Whitlock et al., 1995).
2. Ecosystems receive frequent and signiﬁcant perturbations, such that
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variation, it is important that the ecosystem visits multiple attractors. If only a
single attractor is visited, under our model, the likelihood of this attractor state
will be reinforced. However, as for (1), the resultant ecosystem state is unlikely to
be distinct in the absence or presence of evolved associations.
3. The frequency of perturbations is low when compared to the ecological
dynamics. It is important that the time spent at attractors dominates the length
of the transients in ecological dynamics, such that associations are selected for in
non-arbitrary conditions.
While conditions (2) and (3) are somewhat in tension, we have not carefully tuned
the period between perturbations in our experiments (see Section 8.2). We highlight
these conditions here to ﬂag an area for future investigation. Note however, that the
body of work described by Hogeweg (2007) considers the timescales for ecological and
evolutionary processes to be separated, but not so widely separated to rule out important
mutual interactions between each process (see in particular Laan and Hogeweg, 1995).
The results in Section 7.4 suggest that in an abstract landscape whose interdependencies
exhibit near-decomposability, associative evolution can lead to rare and adaptively sig-
niﬁcant complexes that are unavailable via non-associative evolution. Naturally, a more
thorough treatment is necessary to better understand the algorithmic leverage provided
by associative evolution.
8.4.2 The Relationship Between Units of Variation and Units of
Selection
In our algorithms, macro-scale variation groups are created probabilistically, with cor-
relations biased according to the current decomposition. A group is selected on as a
whole: if the overall system utility is improved, the group remains in the ecosystem,
and if not, the entire group is rejected. Conceptually, this eﬀectively causes the units of
variation to be synonymous with the units of selection.
An alternative scheme might allow groups to migrate together, but select on the suitabil-
ity of individual variable allocations given the new context. We suggest that because the
individual selection is performed in the new context, with the entire migration group,
the ultimate changes in ecosystem composition will not be signiﬁcantly diﬀerent than if
selecting on groups as an entire unit. Recall that migration groups typically comprise
species that were frequently found to co-occur in locally stable contexts. Thus, the
individual species would be selected in the context of the particular group.
We would like to test the hypothesis that both of these modes of selection have qual-
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the existence of individuality without a formal boundary (Penn, 2002), as well as the
relationship between symbiosis and symbiogenesis.
8.4.3 Mechanisms for Increasing the Stability of Selective Contexts
The principles that we explore with the macro framework revolve around reinforcing
the co-occurrence of entities, such that when entities are found to co-occur frequently
their chance of future co-dispersal is increased. This reinforcement (adaptation of asso-
ciations) leads to the evolution of ﬁt associations when selected upon in stable (locally
optimal) contexts (Mills and Watson, 2008, 2009).
We can view a symbiotic association as improving access to a particular resource, which
stabilises an organism’s selective context. This is most clearly illustrated in symbiogen-
esis: a symbiont is encapsulated such that both genomes are inherited with high ﬁdelity.
That is, some aspects of the environments of the previously free-living entities are highly
stabilised. Niche construction (Odling-Smee, 1995) typically describes organismic traits
that modify abiotic factors (such as nests; soil properties). In contrast, we recognise
symbiosis as a mechanism that modiﬁes biotic factors (Powers et al., 2009; Penn and
Harvey, 2004).
The results of controlling the stability of ones environment are broad – for instance, the
internalised thermo-regulation that mammals and birds possess (contrast this with the
environmental dependence that reptiles and amphibians have with regards to temper-
ature, Lavers, 2000). This is a type of homeostasis, (Williams, 2006), which may give
rise to a diﬀerent type of stability than symbioses do.
We wish to further explore the connections between symbiosis as a mechanism for in-
creasing biotic stability and mechanisms that provide homeostatic control of biotic and
abiotic factors, as well as the inﬂuence of both categories of stabilising mechanisms in
evolution.
8.4.4 Multi-scale Processes in Adaptive Social Networks
In Chapter 7 we implemented macro-d using an abstract complex network in which both
the pattern of interactions, and the states of the nodes adapt. Viewing macro in this
way highlights similarities to models from the domain of adaptive networks (Bornholdt
and Rohlf, 2000; Gross and Blasius, 2008). This work concerns dynamical processes
that occur on networks where the networks themselves also adapt, and in particular, the
mutual interactions between adaptation of the topology and adaptation of the network
states. Santos et al. (2006); Van Segbroeck et al. (2009) consider how cooperation
can evolve when the agents in the social network can directly modify with whom they
interact. Geard and Bullock (2008) investigate how social network topology inﬂuencesChapter 8 Discussion, Implications and Conclusions 162
aﬃliation group formation, and vice versa. Interestingly, this model periodically seeds
aﬃliation groups that are allowed to equilibrate before any network connections are
modiﬁed. In macro, it is crucial that the state dynamics are periodically perturbed,
such that interactions are adapted to generalise over many diﬀerent attractors.
A key feature of the algorithms presented in this thesis is the separation between the
timescales on which search is performed with the current units and modiﬁcation of those
units for future search. Similarly, timescale separation is an important aspect of adaptive
networks: when the network topology is changed slowly, but in response to properties
of the (faster) dynamics on that network, the overall system response can self-organise
to a critical state (Bornholdt and Rohlf, 2000). Understanding the eﬀects of timescale
separation on system behaviour is an open challenge in the ﬁeld of adaptive networks.
Further exploration of the relationship between these models and the concepts in macro
is likely to prove fruitful.
8.5 Summary of Contributions
8.5.1 Supporting Contributions
In Chapters 3 and 4 we make contributions that lay down groundwork of this thesis,
thereby supporting the development of the family of algorithms that comprise our pri-
mary contributions. We outline three speciﬁc contributions below.
A natural and ﬂexible problem deﬁnition that exhibits modular interdepen-
dency. In Chapter 3, we introduced a generator whose problem instances exhibit a
ﬂexible amount of modular interdependency. Our investigation of the resultant land-
scape helps us to understand that ruggedness need not equate to irreducible complexity.
Speciﬁcally, this landscape features structured epistasis that is in principle resolvable
via a search mechanism that can provide variation that corresponds to the modular
structure.
A demonstration that multiple search scales in a genetic algorithm can de-
compose a space, if tight linkage is assumed. Under the special assumption of
knowledge of the variable ordering (‘tight linkage’), we demonstrated that certain genetic
algorithms can in principle exploit multiple scales of structure in a problem that exhibits
modular interdependency (see Section 4.1). When a fast scale of variation (mutation)
ﬁnds module solutions, and a diversity maintenance mechanism preserves the diﬀerent
solutions for each module (deterministic crowding), then linkage-preserving crossover
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A demonstration of how reciprocal synergy measures can provide problem
decomposition. In Section 4.2 we described an approach to problem decomposition
that is not dependent on any prior knowledge of the epistatic linkage structure. Instead,
the algorithm discovers this structural information on the ﬂy. This approach uses a
simple representation that allows us to interrogate the decomposition structure that has
been discovered. It reveals that the algorithm can identify the structure of modular
problems, and uses this information to scale up the units of search in a compositional
manner.
8.5.2 Primary Contributions
The central contribution made by this thesis is the development of a family of algorithms
that are capable of automatic problem decomposition for scalable search. We identify the
contributions made through the development of each of the three variants that comprise
this family of algorithms.
macro: A scalable optimisation method for nearly-decomposable problems
We introduced the macro framework, which is founded on the following principles to
provide problem decomposition: a) rapid micro-scale search guides a slower adaptation
of the decomposition; b) changes in the decomposition scale up the search to explore
combinations of module solutions; c) the entire process is applied recursively such that an
improved decomposition enables the discovery of further structure, and so on; and d) the
mechanism that adapts the decomposition reinforces strong co-occurrence of lower-level
units at local optima, creating higher-level units that encapsulate (or reﬂect) module
solutions.
We developed three implementations of this framework in Chapters 5, 6 and 7. Each
implementation improves our understanding of where the principles used by macro are
applicable, as well as the mechanisms that are able to facilitate the approach.
An elucidation of the problem properties that macro can exploit
We demonstrated macro to be capable of solving several classes of problem, each se-
lected to test diﬀerent facets of its abilities. We use the features that are most relevant for
problem decomposition to categorise the problems into three classes: 1) nearly decom-
posable, neat modular structures; 2) ambiguity in local optima, with multiple legitimate
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Neat and idealised modular structure. The ﬁrst class of problems that we inves-
tigated have neatly deﬁned modular structures. These problems exhibit very rugged
landscapes with only very few global optima in an exponential number of local optima,
whose local optima are far apart. These features present pathological diﬃculty for sin-







, where N is the problem size. However, in Chapter 5 we demonstrated
that macro is capable of adapting the decomposition to reﬂect the modular structures,
thereby solving the problems very eﬃciently. The neat formulation of these problems
allow us to formally characterise the behaviour of macro, and we demonstrated that
macro-h scales as Θ(N logN) on problems with both single-scale (SBB) and hierarchi-
cally structured (HIFF) modularity. Moreover, on the hierarchical problem, macro-h





, Pelikan, 2002), despite the simplicity of our method.
Problems that exhibit ambiguity in the local optima. The second class of prob-
lems that we investigated moved away from the idealised situation above, to exhibit
ambiguity in the information available from local optima. In Chapter 6 we ﬁrst used a
directed test problem to highlight this issue and to reveal why it is a diﬃculty for our
initial method (macro-h). Moreover, we used an Ising model based problem (RBIM)
which accentuates the diﬃculty. Unlike the neatly deﬁned modular problems, the RBIM
has overlapping module boundaries. Consequently, the signal from correlations across
several local optima are blurred out and automatically identifying a suitable decompo-
sition is made more diﬃcult.
Nevertheless, we developed macro-s, which is able to use the noisier information in the
local optima to probabilistically deﬁne correlated macro-scale units for future search.
We demonstrated that the use of such probabilistic associations is capable of eﬃciently
solving problems with ambiguity in the local optima, even though the abundance of local
optima cause signiﬁcant diﬃculty for local search methods.
Problems with conﬂicting sub-solutions, and no systematic structure. The
third type of diﬃculty that we investigated involved problems with inconsistent solutions,
and no systematic structure. The two problem categories described above are consis-
tent: there exists a conﬁguration where all of the dependencies are resolved (i.e., global
optima). The RRB problems that we considered in Chapter 7 oﬀer no guarantee of
consistency. Instead, sub-solutions can conﬂict with all possible sub-solutions in other
components. Moreover, for the fully randomised parameterisation of the RRB problem,
the instances exhibit no systematic structuring in the interdependencies.
These features contrast with the idealised modular structures where we might, in prin-
ciple, expect a decompositional approach to be able to oﬀer signiﬁcant gains. WithoutChapter 8 Discussion, Implications and Conclusions 165
any systematic structure, it is not obvious that automatic problem decomposition should
be able to confer a beneﬁt. However, in Chapter 7 we demonstrated that probabilistic
macro-scale search provides signiﬁcant improvements in optimisation even under these
conditions.
In sum, we have demonstrated that macro is versatile with respect to the types of
problem characteristic that it can optimise.
An understanding of the critical features in macro
We developed three algorithms under the macro framework that are progressively sim-
pler and more general. Each oﬀers a diﬀerent piece of the picture in terms of understand-
ing the aﬀordances and limitations of the approach. Chapter 5 introduced macro-h,
and illustrated where the concepts oﬀer the strongest algorithmic leverage. Chapters 6
and 7 introduced two probabilistic variants of the algorithm, macro-s and macro-d.
We took forward the principles of identifying and encapsulating lower-level solutions
for use as macro-scale units in higher-level search. Where macro-h uses explicit en-
capsulation, we demonstrated that probabilistically introducing correlations in future
variation can provide abstraction of lower-level components in a more general manner.
Both macro-h and macro-s explicitly analyse a batch of local optima to adapt the
decomposition and provide macro-scale units. With macro-d, we demonstrated that
this too is unnecessary to provide macro-scale search. Instead, gradually reinforcing
co-occurrence at each local optimum visited in sequence can provide qualitatively equiv-
alent results. We showed that a mechanism as simple as Hebbian learning can facilitate
the evolution of macro-scale units that correspond to the system structure.
By considering the investigation of these algorithms together, we arrive at a comprehen-
sive understanding about the abilities of evolved macro-scale search for problem decom-
position. Overall, the two most fundamental features that macro depends upon are:
• Forming structures that provide macro-scale units of variation through reinforcing
correlations between components that appear at or near local optima; and
• Exploiting the current units on a more rapid timescale than forming new macro-
scale units, thereby generalising over many local optima to create macro-scale units
that reﬂect the problem structure.
These are general conditions that render the macro concepts applicable in distributed
networks, within which all adaptation uses only localised information. The resulting
process, though simple, nevertheless oﬀers powerful optimisation through automatic
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8.6 Conclusions
A divide and conquer approach to problem solving oﬀers much promise: splitting a
problem into smaller sub-problems that are easier to solve, then assembling sub-solutions
into a full system solution can be far more eﬃcient than solving the problem as one
monolithic whole. Indeed, this type of approach seems straightforward to apply when
we know enough about a problem to specify a suitable decomposition – that is, to identify
what the smaller sub-problems are. However, the required decompositional information
is typically not available a priori. Thus, the challenge that we addressed in this thesis
is to understand how decompositions that enable eﬃcient search can be discovered and
exploited.
The macro framework we present in this thesis can solve, in time sub-quadratic in
the problem size, nearly decomposable problems that require exponential time for any
local search method. Our method uses micro-scale search to guide the formation of
structures that enable macro-scale search over several scales of organisation, eﬀectively
decomposing the problem in a bottom-up manner without a priori information about
the problem structure.Appendix A
Properties of the Variable
Structural Modularity Problem
In this appendix we characterise some aspects of the VSM, as introduced in Chapter 3
(see also Mills and Watson, 2007b). In particular, we consider aspects that relate to
local optima, and the conditions for which particular conﬁgurations are locally optimal.
The three characteristics that we elaborate on are:
• The number of optima
• The positions of optima
• The weight ratio for which local optima are present
For the ﬁrst two properties, we initially identify the positions of local optima within a
module (A.1), and then extend to the general case with multiple modules (A.2). We
derive the third property in Section A.3. In this chapter, we assume that the internal
weights are tightly clustered such that the modularity is as strong as possible.
A.1 Number and Position of Local Optima In a Single
Module





where σ is a state vector of N binary variables, σi ∈ {−1,+1}, and Jij is the interaction
strength between σi and σj. The system is fully connected, though the interaction
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unitation, U, are at limmin = 0 and limmax = k. For each of these limits, the value of H
cannot exceed k2. This occurs when the 4U (U − k) term of Equation A.2 is zero, which
is possible either when U = 0 or when U − k = 0, namely when U = k.
A.2 Number and Position of Local Optima with Multiple
Modules
The simplest way to intuit about these properties is to consider a case where we is set
to zero, which leaves Z independent modules. As we saw in the previous section, there
are 2 optima per module. When there are no interactions between modules, each of the
modules can take on any of their optimal conﬁgurations. This gives rise to an exponential
number of system-level optima (i.e., there are 2Z local optima, since Z ∝ N). Since
under these conditions both solutions to each module are equally ﬁt, all local optima
are also globally optimal.
However when external interactions exist there is a pressure towards modules agreeing,
in addition to the pressure towards variables agreeing within the module. Therefore
for any value of we > 0, the massive degeneracy is broken and exactly two solutions
become globally optimal: the all-down and all-up conﬁgurations. (See the next section
for a discussion of the conditions under which all 2Z conﬁgurations are in fact locally
optimal).
For the local optima that are not globally optimal, there are several conﬁgurations that
lead to the same ﬁtness level. This is due to the symmetry in the organisation of the
between-module weights: for a given number of modules set to the all-up optima, and
the remaining modules set to the all-down optima, the overall ﬁtness is not aﬀected by
which of the modules is in which class. Hence, the number of diﬀerent conﬁgurations
that provide the same ﬁtness value is binomially distributed. Note that there is an
additional symmetry in the organisation: since the ﬁtness contribution is the same if all
states are ﬂipped, we can simply consider the majority in the number of modules that
are solved in the same direction. Thus, there are Z/2 + 1 diﬀerent ﬁtness levels that
local optima can take in the VSM. The density of conﬁgurations at each ﬁtness level
increases with distance from the global optima. This means that the largest proportion
of locally optimal conﬁgurations give the lowest ﬁtness local optima.
A.3 Thresholds for Presence of Optima in the VSM
In the previous section, we identiﬁed the positions of local optima – the only conﬁgu-
rations that could possibly be locally optimal. However, strong external dependencies
can overpower some internal dependencies and cause some of these conﬁgurations to noAppendix A Properties of the Variable Structural Modularity Problem 170
longer be locally optimal. In this section, we derive the ratio at which each class of
optima become locally optimal above, but are not below.
Let us assume that all of the modules are at one solution or the other (all-down or
all-up). Further, let us assume that of Z modules, Z − 1 are solved at all-up, and 1
is at all-down. To test if this position is locally optimal, we must consider the three
conﬁgurations:
A. 111 111 ... 110 000
B. 111 111 ... 111 000
C. 111 111 ... 111 100
If internal weights are strong (i.e., wi ≫ we), f (B) > f (C), f (B) > f (A). If internal
weights are weak (i.e., as wi → we), it is still the case that f (B) > f (A). However,
f (B) may not exceed f (C). Thus, we compare f (B) and f (C), in terms of Z and k.
Our approach is to identify the diﬀerential ﬁtness contributions between conﬁgurations
B and C, and the threshold is at the point where this diﬀerential is zero (so above the
threshold, conﬁguration B is locally optimal). As we shall see, the change in the last
module results in the following modiﬁcations in ﬁtness: 1) a loss in internal dependencies
satisﬁed; and 2) An increase in external dependencies satisﬁed.
The ﬁtness of conﬁgurations B, f (B), and C, f (C), are given by:
f (B) = Zk2wi + (Z − 1)(Z − 2)k2we, (A.4)
f (C) =
 




(Z − 1)(Z − 2)k2 + 2k (Z − 1)
 
we. (A.5)
We ﬁnd the diﬀerential ﬁtness contribution:
f (B) − f (C) = 2(1 − k)wi + 2k (Z − 1)we. (A.6)
Setting to zero, and rearranging,
2(1 − k)wi + 2k (Z − 1)we = 0,
k (Z − 1)we = (k − 1)wi. (A.7)
Rearranging to describe wi in terms of k,Z,we, we arrive at the equality:
wi =
k (Z − 1)
k − 1
  we. (A.8)
For ratios such that wi is greater than this value, this conﬁguration will be locally
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Generalised Threshold for Optima
Now we extend this derivation to a more general case, where an arbitrary number of
modules are solved to all-up, with the remainder solved to all-down. Let us again
consider cases B and C. This time, there are X modules solved to all-up, and Z −
X = Y modules solved to all-down in conﬁguration B. Conﬁguration C has one bit
changed towards all-up – again, a decrease in internal dependencies satisﬁed, and an
increase in external dependencies satisﬁed. W.l.o.g. we constrain X ≥ Y . That is, in
the following derivation we assume that the changed locus is towards the majority of
the entire conﬁguration.
B. 111 111 ... 111 000 000 ... 000
C. 111 111 ... 111 100 000 ... 000
The ﬁtness of conﬁguration B, f (B), in terms of wi,we,X,Y,k and Z is given by:
f (B) = Zk2wi +
 
X (X − 1)k2 + Y (Y − 1)k2 
we. (A.9)
The ﬁtness of conﬁguration C, f (C), in terms of wi,we,X,Y,k and Z is given by:
f (C) =
 





X (X − 1)k2 + 2Xk + (Y − 1)(Y − 2)k2 + 2k (k − 1)(Y − 1)
 
we. (A.11)
We aim to identify the threshold for which f (B) = f (C). We label the terms modiﬁed
from f (B) as LHS, and the terms modiﬁed from f (C) as RHS from here on. We begin
by subtracting (Z − 1)k2wi, and X (X − 1)k2we from both sides,
LHS:























Y k2 − 2k2 
−
 
Y k2 − 2k2 









2Xk + Y 2k2 − Y k2 + 2Y k + 2k
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Subtracting all LHS terms from both sides of Equation A.12 and A.14, we obtain a term
that describes the diﬀerence in ﬁtness between B and C:
[2 − 2k]wi + [2Xk + 2k − 2Y k]we = 0. (A.15)
Rearranging to describe wi in terms of k,X,Y,we, we arrive at the equality:
wi =
Xk + k − Y k
k − 1
we, (A.16)
which identiﬁes the threshold of the weight ratio at which a particular conﬁguration
becomes locally optimal. Equation A.16 agrees with Equation A.8 for X = Z−1,Y = 1.
The ﬁrst class of optima to disappear, with increasing external weights, is at X = Z−1.
The corresponding ratio is wi
we =
(Z−1)k
k−1 . The last class of local optima to disappear are
those maximally distant from the global optima, with half of the modules at all-down
and half at all-up solutions. The corresponding ratio is wi
we = k
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