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Solving the “magic angle” challenge in determining molecular orientation 
heterogeneity at interfaces†  
Zhiguo Li,a‡ Jiaxi Wang,a‡ Yingmin Li,b Wei Xiong*a,b 
We introduce a novel method to determine the orientation heterogeneity (mean tilt angle and orientational distribution) of molecules at 
interfaces using heterodyne two-dimensional sum frequency generation spectroscopy. By doing so, we not only have solved the long-standing 
“magic angle” challenge, i.e. the measurement of molecular orientation by assuming a narrow orientational distribution results in ambiguities, 
but we also are able to determine the orientational distribution, which is otherwise difficult to measure. We applied our new method to a CO2 
reduction catalyst/gold interface and found that the catalysts formed a monolayer with a mean tilt angle between the quasi-C3 symmetric axis of 
the catalysts and the surface normal of 53°, with 5° orientational distribution. Although applied to a specific system, this method is a general way 
to determine the orientation heterogeneity of an ensemble-averaged molecular interface, which can potentially be applied to a wide-range of 
energy material, catalytic and biological interfaces.  
Introduction 
Molecular orientation at interfaces in condense phase systems, including heterogeneous catalysts,1–3 energy 
materials4 and biological membranes,5,6 is often heterogeneous. It can be an ordered monolayer with all molecules 
tilted in the same distribution, monolayers with randomly orientated molecules, or monolayers with complicated 
orientational distributions. Understanding the complex molecular orientation at these interfaces is critical to reveal the 
surface structure-function relationships. For instance, the orientation of adsorbed acrolein on the surface of Ag(111) 
affects the proximity C=C bond of reactants to the surface, which has been shown to influence both the hydrogenation 
reaction’s activity and selectivity.1 Another example is that in biological lipid membranes, lipids adopt new orientations 
when antimicrobial peptides intrude into the lipid membranes. Measuring the change of lipid orientation can elucidate 
the microscopic pictures of how the membrane morphologies respond to the invading peptides,6 which could have 
important implications for drug designs. 
A common model used to describe the molecular orientation of monolayers is a Gaussian distribution. Hence, at 
least two physical quantities need to be measured – the mean tilt angle and the orientational distribution which 
we refer to as the () pair or orientation heterogeneity hereafter. We note more complex orientational distributions 
could exist. In this report, we focus on the Gaussian distribution model, which can provide a basic description of the 
orientation heterogeneity of the molecular monolayers. 
     It is a challenge to measure orientation heterogeneity, even with the Gaussian distribution model. For decades, 
surface-specific vibrational sum frequency generation spectroscopy (referred to as 1D VSFG hereafter)7–15 has been 
applied to determine the mean tilt angle, under the assumption of a narrow orientational distribution. However, by 
assuming a narrow angular distribution, the orientational distribution knowledge is lost, and the measured mean tilt 
angle can deviate from the real mean tilt angle when the orientational distribution is large, which is the well-known 
“magic angle” challenge. This issue arises when 1D VSFG measures an orientation parameter D116–18 that is equal to 
𝐷1 =< cos
3𝜃 >/< 𝑐𝑜𝑠𝜃 >= ∫ cos3𝜃 ∗ 𝐺(𝜃; 𝜃0, 𝜎) ∗ 𝑑𝜃
𝜋
0 ∫ cos𝜃 ∗ 𝐺(𝜃; 𝜃0, 𝜎) ∗ 𝑑𝜃
𝜋
0
⁄       (1) 
where  is the angle between the surface normal and the molecular axis, and the bracket means orientational average  
(integrating the products of cosine functions and a modified Gaussian distribution 𝐺(𝜃; 𝜃0, 𝜎) from 0°to 180°).16,19–
26 Clearly,D1 is a function of the () pair, so a single D1 cannot warrant a unique solution to and.  
When the orientational distribution is assumed to be narrow (0°), D1 can be simplified to cos2<θ0>, and the mean 
tilt angle (θ0) can be calculated. While it works fine for well-ordered, self-assembled monolayers, for most molecular 
monolayers, this narrow angular distribution assumption is not always valid.27 In the broad angular distribution case, 
each D1 corresponds to many pairs of ()28–32 (solid lines in Fig. 1a). For instance, if D1=0.600 is measured, the net 
orientation can either be 39.2° with a uniform distribution (0°) or any other mean tilt angle with broad 
distribution (90°). (See Fig.  1b.) This 39.2°, referred to as the “magic angle”, represents the extreme case of 
ambiguities in determining orientation heterogeneity using 1D VSFG,27 while similar ambiguity also remains for any 
other D1 values. In summary, the “magic angle” challenge results in two areas of uncertainty in determining orientation 
heterogeneity: first, the mean tilt angle measurement can be inaccurate, and second, the orientational distribution is 
unknown. Although this challenge has been well-known for more than a decade,15,27,33–35, no general solutions to it have 
been proposed, to the best of our knowledge.  
To determine the orientation heterogeneity, another independent quantity besides D1 needs to be measured using 
a second spectroscopy. For instance, by combining second harmonic generation (SHG) and another linear spectroscopic 
method, such as angle-resolved absorbance17, linear reflection38,39, or polarization-resolved fluorescence detection40–
43, the orientational distribution of molecules in thin films can be determined. These methods all rely on spectroscopies 
that are not intrinsically surface-sensitive and, therefore, have been mainly used to study thin film samples. There have 
been a few attempts to determine interfacial molecular orientation using non-linear optics. Eisenthal and co-workers 
modified the polarization-resolved SHG by adding a circularly polarized pump pulse to create a non-equilibrium 
population of the surface molecules to determine the orientational distribution.44 Also, by carefully calculating 
parameters related to experimental setup, Wang and co-workers showed that it is possible to extract the molecular 
distribution from the SHG measurement.45  
        In this work, using heterodyne two dimensional vibrational sum frequency generation (HD 2D VSFG) spectroscopy, 
we introduce a novel and general method to determine orientation heterogeneity and solve the “magic angle” challenge 
for surface science. In particular, we studied a surface catalyst system for CO2 reduction as well as solar energy 
applications. The molecular structure and dynamics of this catalyst system have been investigated extensively with 
various spectroscopic methods,46–50 but its surface molecular orientation heterogeneity has yet to be revealed, which 
is a critical step to better understand the surface structure-function relationship.  
Methods  
Extracting D1 and D2 from HD 2D VSFG 
To determine surface molecular orientation heterogeneity, the key is to measure a second independent orientation 
parameter along with D1. We used HD 2D VSFG to determine another orientation parameter D2=<cos5θ>/<cosθ>. Since 
D1 and D2 have different dependences on  and  (Fig. 1a), a unique pair of  and  can be determined from them.  
        The recently developed HD 2D VSFG spectroscopy51–55 is the core measurement that enables surface molecular 
orientation heterogeneity characterization. The detailed experimental description of HD 2D VSFG spectroscopies can 
be found in our previous publication.56 In brief, two vibrational coherences of a sample are created by the IR pulse train 
(Fig. 3a). A second coherence is subsequently upconverted nonresonantly by the narrowband 800 nm pulse. The 
upconverted spectra are mixed with a local oscillator for heterodyne detection, dispersed by spectrograph, and 
detected on a charged coupled device (CCD) camera, whose frequency axis is denoted as 3. By scanning the time delay 
Fig. 1 The “magic angle” challenge in determining molecular orientation and its 
solution by using a combination of D1 and D2. (a) Orientational parameters D1 
(solid line) and D2 (dashed line) as a function of orientational distribution σ for a 
series of mean tilt angles . D1 and D2 are calculated based on a modified 
Gaussian function.27 Details about this function are described in the electronic 
supplemental information. (b) When only D1=0.600 is measured, it is unknown 
whether the surface has a uniform orientation distribution with =39.2° or a 
broad orientation distribution. However, the D2 is different for these two 
scenarios. 
between the first two IR pulses (t1), the upconverted spectra are modulated as a function of time, which encodes the 
dynamics of the first vibrational coherence. By Fourier transforming the series of spectra at different t1 from time to 
frequency domain, the first vibrational coherence can be plotted along the 1 axis. Overall, fourth-order vibrational 
susceptibilities (χ(4)eff) are measured in HD 2D VSFG. Similar to 1D VSFG, which measures second-order susceptibilities 
(χ(2)eff), these even-order nonlinear optical signals only survive in a non-centrosymmetric environment, such as 
interfaces. Therefore, both 1D and HD 2D VSFG spectroscopies are interface-specific vibrational spectroscopies whose 
signals depend on the molecular orientations.11,16,54,57 
        The key relationship that enables HD 2D VSFG spectroscopy to measure surface molecular orientation 
heterogeneity is that χ(2)eff  and χ(4)eff can be expressed as a linear combination of <cosθ>, <cos3θ> and <cos5θ> (Eq.2)57.  
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These equations resulted from the Euler transformation to convert molecular frame hyperpolarizability to lab frame 
susceptibilities, where ai, bi, ci, di and ei are constants that depend on the molecular hyperpolarizabilities of the ith 
vibrational mode. The detailed derivations and expressions of ai, bi, ci, di and ei in terms of hyperpolarizability can be 
found in the electronic supplemental information. Since heterodyne 1D VSFG is simultaneously measured as heterodyne 
2D VSFG is taken (see detailed data analysis in the electronic supplemental information), both χ(2)eff and χ(4)eff  can be 
determined from the same heterodyne 2D VSFG experiments. 
By taking the ratios of χeff between two vibrational modes,58 or ratios of χeff of a single vibrational mode under 
different polarization combinations,16 we obtain the key formula (Eq. 3) to extract D1, D2 from χ(2)eff and χ(4)eff: 
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D1 and D2 have different dependence on  and which is why  and  can be solved from Ds. The dependence 
of D1 and D2 on  and  is summarized as 3D surface plots (Fig. 2), which we will use to demonstrate the graphic 
solution for searching (, ) pairs below. The D-- system can be divided into two regions: region I with ≤40° and 
region II with >40°. In region I, because of the unique values of D1 and D2, the (, ) pair can be unambiguously 
determined. In region II, D1 and D2 converge to 0.600 and 0.429 asymptotically, which makes them lose the one-to-one 
correlation with the (, ) pair. Although the (, ) pair cannot be uniquely determined in region II, the two asymptotic 
number pair (D1=0.600 and D2=0.429) are unique signatures for broad orientational distribution. For instance, one 
important consequence of this asymptotic pair is solving the above-mentioned ambiguity of the “magic angle” when 
only D1=0.600 is measured. When D1 and D2 are both measured, if the interfacial molecules all tilt at 39.2° with a narrow 
distribution, then D1 should be 0.600 and D2 should be 0.360 (when =0°, D2=D12); otherwise, with a broad angular 
Fig. 2 3D surface of D1 and D2 as a function of mean tilt angle  and 
orientational distribution . D1 is plotted in blue and D2 in red. The 
projection of these surfaces on the D- plane is equivalent to Fig. 1a. 
distribution, D1 and D2 should be close to 0.600 and 0.429, respectively (Fig. 1b). Therefore, the orientation 
heterogeneity can be determined, and there is no “magic angle” ambiguity when D1 and D2 are measured together. 
 
Results  
Determine the orientation heterogeneity of the surface catalytic monolayer       
Using Eq. 3, we can extract the orientation heterogeneity of the Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl monolayer, self-
assembled on a gold slide, by measuring its HD 2D VSFG spectrum (Fig. 3c). 56 The peaks along the diagonal of the HD 
2D VSFG spectrum (Fig. 3c) originate from the A’(1), A”, and A’(2) modes, which reveal the orientation heterogeneity of 
the surface molecules. To determine χ(4)eff, a diagonal slide of the HD 2D VSFG is taken (Fig. 3d). Heterodyne 1D VSFG 
spectrum is obtained directly from HD 2D VSFG raw data. 
 
 
Fig. 3 Illustration and results of heterodyne 2D VSFG spectroscopy and the surface catalysis system. (a) Heterodyne 2D VSFG pulse sequence. (b) Illustration 
of Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl monolayer self-assembled on a gold slide.  is the angle between C3 axis and surface normal. (c) 2D VSFG 
spectra of the Re complex in the carbonyl stretch region. (d) Heterodyne 1D (red dots) and diagonal cut of 2D (blue dots) VSFG spectra. The 1D spectrum 
has been significantly broadened by surface inhomogeneity. Solid lines represent theoretical fitting.  
        We determined the χeff ratios of two vibrational modes by fitting the A’(1) and A’(2) peaks in both the heterodyne 
1D VSFG spectrum and the diagonal cut of the HD 2D VSFG spectrum (Fig. 3d). From this fitting, we found 
χ(2)eff[A’(1)]/χ(2)eff[A’(2)]=-1.31±0.04 and χ(4)eff[A’(1)]/χ(4)eff[A’(2)]=-1.3±0.1. Since all beams were held at p polarization, and the 
Fresnel factor on gold is strong in the Z direction, we found χ(2)eff χ(2)ZZZ and χ(4)eff  χ(4)ZZZZZ. Using Eq. 3 and the 
numerical value of hyperpolarizabilities calculated by density functional theory (DFT) (B3LYP/LANL2TZ  basis set, 
detailed methods and results in electronic supplemental information),58 we derived the numerical relationships 
between χ(2)ZZZ,1/χ(2)ZZZ,2, χ(4)ZZZZZ,1/χ(4)ZZZZZ,2, and D1, D2. We found that D1=0.364±0.008 and D2=0.14±0.02.  
        Next, we used the measured D1 and D2 to extract all the qualified (, ) pairs from the D1 and D2 surfaces. With 
D1=0.364 and D2=0.14, we drew two planes that were parallel to the - plane at D’=0.364 and D”=0.14 to intersect 
the D1 and D2 surfaces (Fig. 4a and 4b), respectively. The projections of intersecting lines on the - plane represent 
the qualified (, ) pairs that have D1=D’ and D2=D” (Fig. 4c), and the results agree with our previous statement that 
there are infinite combinations of (, ) pairs to match a single D1 value. However, there is only one intersection point 
(=53°, =5°) between the intersecting lines of D1 and D2 that represents the unique (, ) pair that satisfies both 
D1=D’ and D2=D”.  
When taking into account the uncertainty of measured D1 and D2, the projected intersecting lines of D1 and D2 
become stripes on the - plane, thus the unique intersection point turns into an intersection region, shown as the 
shaded region in Fig. 4d. As a result,  was found to be in the region of 52~57°, while the range of σ was different for 
different  values. The maximum uncertainty of σ is ±4°, when  is about 53.4°. This result of =53°, =5° suggests 
that the Re-complex forms a relatively ordered layer. In this case, if assuming a narrow orientational distribution, the 
mean tilt angle is calculated to be 53°, same as what is determined by our new method, but the orientational distribution 
information is missing. Most recently, the Lian, Batista and Kubiak research groups studied the orientation of the same 
molecule self-assembled on a gold surface using a combination of 1D SFG and DFT simulation, and the angle between 
the plane of the bi-pyridine ligand and surface normal was found to be 63°.46 However, no information about orientation 
heterogeneity was reported in their study. 
 
Fig. 4 Determination of the unique (, ) pair for D1=0.364 and D2=0.14. Two planes that are parallel to the - plane are inserted at D’=0.364 in D1 
surface (a) and at D”=0.14 in D2 surface (b). The projections of both intersecting lines on the - plane are plotted in (c), and the intersection point 
(=53°, =5°) represents the unique (, ) pair. The region of qualified (, ) pairs for D1=0.364±0.008 and D2=0.14±0.02 is marked in (d). 
        We note that the discrepancy of the mean tilt angle determined by using our method and the traditional 1D SFG 
method can be large. For instance, when D1=0.415 is measured and the narrow distribution is assumed, one gets 50°. 
However, if, with the same sample, D2=0.23, then the angle would be 67° with distribution of 27°, which means that the 
angle determined from the narrow distribution assumption has a systematic error of 25%. 
Discussion 
There are three important aspects that are influential to the orientation heterogeneity measurement. First, to 
properly measure surface molecular orientation heterogeneity, it is important to implement heterodyne detection, 
rather than homodyne detection. In heterodyne and homodyne detections, the measured 2D VSFG signals can be 
expressed as:51 
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When heterodyne detection is used, the measured signal is proportional to χ(4)eff, but when homodyne detection is used, 
the 1D VSFG signal essentially acts as a local oscillator to the heterodyne 2D VSFG signal. Therefore, the measured signal 
is proportional to χ(4)eff * χ(2)eff . As a result, it is difficult to disentangle these two terms and determine the χ(4)eff  ratio 
from homodyne 2D VSFG.  
        Second, the values of D1 and D2 are the keys to retrieving an accurate (, ) pair, which is affected mostly by the 
signal-to-noise ratio (S/N) in the sum frequency generation (SFG) measurement. This becomes most apparent when σ 
is relatively large, making both D1 and D2 converge and a small change in the D values could lead to a large uncertainty. 
In the measurement, the S/N of HD 2D VSFG is about 20, which leads to the same order of magnitude of uncertainty in 
the spectra fitting mentioned above. Therefore, the experimental noise does not lead to additional uncertainty in the 
orientation heterogeneity measurements. We note, however, that the relation between D1 and D2 is restricted. For 
instance, a Gaussian distribution requires that D12≤D2≤D1. This relation has to be satisfied if a Gaussian distribution is 
appropriate to describe the orientation heterogeneity of the interfacial molecules; otherwise, other models have to be 
proposed.  
        Third, another source of uncertainty comes from the value of hyperpolarizability. Here, we used high level DFT 
calculations to determine the hyperpolarizability, which is a common approach used in Raman and 1D SFG spectroscopic 
studies.59,60 To evaluate the dependence of the (, ) pair on the basis set and the resulting hyperpolarizability, we 
tested basis sets at different levels in the DFT calculation. We found the calculated hyperpolarizability converges to a 
level where the variation of hyperpolarizability resulting from different basis sets does not cause significant changes to 
the resulted value of the (, ) pair (see electronic supplemental information). Another alternative for determining 
hyperpolarizability is to derive it from the experimental Raman depolarization ratio.16 However, this method is limited 
to symmetric vibrational modes with perfect C3v or C∞ symmetry. Since the vibrational modes of Re-complex studied 
here do not have a perfect C3v symmetry, the Raman depolarization approach cannot be directly applied for our study. 
Nevertheless, a comparison between the experimental measured and the DFT calculated depolarization ratios could 
indicate the accuracy of the hyperpolarizability calculation. In our work, the results agree with each other reasonably 
well (see electronic supplemental information for more details). Further investigations of determining 
hyperpolarizabilities of complex molecules that are lack of rigorous symmetries is important, in order to accurately 
determine molecular heterogeneity, but it is out of the scope of this initial report. 
Conclusions 
The method in this work can be applied broadly to determine the orientation heterogeneity of interfacial molecules 
in systems consisting of water, solid state materials and biological molecules, many of which have been investigated by 
HD 2D VSFG spectroscopy.52–55,61–65 Therefore, the orientation analysis presented here can be directly applied to these 
spectral regimes. In addition, since only the diagonal cuts of 2D VSFG are analyzed to obtain the orientation 
heterogeneity, in principle, the same method can be applied to IR pump-SFG probe experiments50,66 when there is no 
coupling between vibrational modes. This extension enables the orientation heterogeneity measurement by a more 
established technique than HD 2D SFG.  
        In summary, we demonstrate that the orientation heterogeneity of molecules at interfaces can be determined 
using HD 2D VSFG. In particular, we studied the monolayer of Re(4,4’-dicyano-2,2’-bipyridine)(CO)3Cl on a gold electrode 
and found that it forms a fairly ordered monolayer. This new advancement solves the long-standing “magic angle” 
challenge seen in 1D VSFG spectroscopy. With the growing popularity of HD 2D VSFG spectroscopy in the surface science 
community,51–57,62–65,67–69 this new method will contribute significantly in determining the molecular conformations of 
interfaces in solid state materials, water, biological membranes and many other important interfaces. 
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