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Abstract. One common drawback in algorithms for learning Linear
Causal Models is that they can not deal with incomplete data set. This is
unfortunate since many real problems involve missing data or even hid-
den variable. In this paper, based on multiple imputation, we propose
a three-step process to learn linear causal models from incomplete data
set. Experimental results indicate that this algorithm is better than the
single imputation method (EM algorithm) and the simple list deletion
method, and for lower missing rate, this algorithm can even find mod-
els better than the results from the greedy learning algorithm MLGS
working in a complete data set. In addition, the method is amenable to
parallel or distributed processing, which is an important characteristic
for data mining in large data sets.
1 Introduction
Graphical Model is a graphical representation for probability distributions of
the domain, and it is arguably the representation of choice for uncertainty in
artificial intelligence [1]. Due to its compact and concise semantic, it has been
successfully applied in many fields such as diagnosis, expert systems, and decision
making systems. However, the manual construction of Graphical Model is usually
time-consuming and subject to mistakes. Therefore, algorithms for automatic
construction, that occasionally use the information provided by an expert, can
be of great help [2]. As Graphical Model can often be plausibly understood as
describing causal relations, the automatic induction ofGraphical Model is usually
referred as Causal Discovery.
In social sciences, there is a class of limited Graphical Model, usually referred
as Linear Causal Models, including Path Diagram, and Structural Equations
Model [3]. In Linear Causal Models, effect variables are strictly linear functions
of exogenous variables. Although this is a significant limitation, its adoption
allows for a comparatively easy environment in which to develop causal discovery
algorithms.
In 1996, Wallace et al. successfully introduced an information theoretic ap-
proach to the discovery of Linear Causal Models. This algorithm uses Wallace’s
Minimum Message Length (MML) criterion [4] to evaluate and guide the search
of Linear Causal Model, and their experiments indicated that MML criterion is
capable of recovering Linear Causal Model which is very close to the original
model [5]. In 1997, Dai et al. further studied the reliability and robustness issues
in causal discovery [6], they closely examined the relationships among the com-
plexity of the causal model to be discovered, the strength of the causal links, the
sample size of given data set and the discovery ability of individual causal discov-
ery algorithms. In 2002, Dai and Li proposed a new encoding scheme for model
structure, and Stirling’s approximation is further applied to simplify the com-
putational complexity of the discovery process [7, 8]. Different encoding schema
and search strategies have been compared in [9] and empirical results revealed
that greedy search works very well when compared with other more sophisticated
search strategies.
However, most of the research in this area is based on the assumption that
training data are completely observable. In real world, the presence of missing
or incomplete data is a commonplace. The ability to handling missing data has
become a fundamental requirement for the learning of linear causal models.
2 Background
2.1 Linear Causal Model and MML-based Learning
Linear Causal Model is a Directed Graphical Model in which every variable in-
volved is a continuous variable. Informally speaking, it consists two parts: Struc-
ture, which qualitatively describes the relation among different variables; and
Parameters, which quantitatively describe the relation between variable and its
parents. The Structure of a Linear Causal Model among those continuous vari-
ables can be represented by a directed acyclic graph (DAG) in which each node
represent a variable, and there is a directed edge from Vi to Vj if and only if Vi is
a parent of Vj . The local relation between a variable and its parents is captured
by a linear function. Specifically, if we have a set of T continuous variables, a
Linear Causal Model specifies a possibly-empty “parent set” Pa(Vi) for each




αk × Pak(Vi) +Ri (1)
Where Ki is the number of parents for node Vi, {α1, . . . , αKi} are path coef-
ficients, and Ri is assumed to be identically distributed following a Gaussian
distribution with zero mean and a standard deviation that will also be treated
as an adjustable parameter, that is Ri ∼ N(0, σ2i ), so the set of local Parameter
for a node Vi with Ki parents is {σ2i , α1, . . . , αKi}. On the other hand, for a
node Vi with an empty parents set, we assume it as a random sample from a
Gaussian distribution, Vi ∼ N(µi, σ2i ), where µi is the expect value of node Vi,
so the local Parameter for the node Vi is {µi, σ2i }.
Generally speaking, the task of Linear Causal Model discovery is: for a given
training data set, induce the graph structured knowledge which best summarize
such a data set. Minimum Message Length (MML) criterion has demonstrated
its ability in the discovery of Linear Causal Model from data [5, 6, 7, 9, 8]:
According to the MML criterion [4], the shorter the encoding message length
is, the better is the corresponding model. So the causal discovery becomes an
optimization problem: finding the model with the minimal encoding length.
From Information Theory, the total message length can be approximated
using




(L(θi) + L(Di|θi)) (2)
Where n is the number of nodes, θi is the local parameters at node Vi, and Di is
the data set confined to node Vi. L(S) is the encoding length of model structure,
while L(θi) is the encoding length for the local parameters at variable Vi, and
L(Di|θi) is the encoding length for the data set confined to variable Vi assuming
the model.
For a complete data set, the detailed encoding scheme can be found in [5, 7, 8],
and some previous works showed that a greedy search strategy can usually find
a MML-optimal model [9].
2.2 Missing Data Mechanisms and Handling Methods
Incomplete data are pervasive in real world applications and can occur due to
a variety of reasons. For example, incomplete recording during a survey, sensor
failure in the middle of a control process, and limitations of measurement meth-
ods produce censored values known only to be below detection limits. According
to Little and Rubin [10], there exist three different missing data mechanisms:
MCAR The term ’Missing Completely at Random’ means that the probability
that a datum is missing is independent of the values of any variable, i.e. the
missing values comprise a random sub-sample of the entire data set.
MAR The term ’Missing at Random’ means the probability of missing is inde-
pendent of the values of the missing data themselves, but it may dependent
on the values of the observed components.
NMAR Not Missing at Random, occurs when the the probability of the missing
data depends on the actual value of the missing data. This is the most
difficult condition to model for.
The missing data mechanism plays an important role in designing a learning
algorithms for incomplete data. No general approaches exist when it is NMAR,
and most learning algorithms designed for handling incomplete data that are
missing at random or completely at random. Some of the usually resorted missing
data handling methods include:
List Deletion List Deletion is the easiest way to deal with missing data, it sim-
ply throws away those incomplete data items which contain missing values.
Single Imputation Single Imputation is a common practical approach to miss-
ing data. It tries to fill those missing values with estimates and the resulting
data set is then complete. This often includes Expectation-Maximization
(EM) algorithm [11], Hot-deck imputation, etc.
Multiple Imputation Multiple Imputation (MI) is a kind of method for han-
dling missing data proposed by Rubin [12], and as its name suggests, multiple
imputation replaces each missing value by a vector composed of M ≥ 2 pos-
sible values. TheM values are ordered in the sense that the first components
of the vectors for the missing values are used to create one completed data
set, the second components of the vectors are used to create the second
complete data set and so on. Then, these M complete data sets are ana-
lyzed respectively with complete-data methods and finally the results are
combined into a single final result.
2.3 Why MML can not be directly used for incomplete data?
Encoding and searching are two key issues involved in MML-based causal dis-
covery algorithms. In the process of calculating the encoding length, given the
value of a node Vi in the t-th data item, we need know the values of all parents of
Vi to calculate its encoding length. For an incomplete data set, it is possible that
some value in the parents set Pa(Vi) are missing, so this will make it difficult to
calculate the whole encoding length.
3 Learning Linear Causal Model using MI
Although multiple imputation was initially proposed by Rubin for public use
data, its use has broadened to general purpose missing data settings. In this
paper, data are assumed to be missing at random (MAR) or missing completely
at random (MCAR).
In this section we consider learning linear causal models from incomplete
data set. Let Dobs be the observed component of the incomplete data set D,
and Dmis be the unobserved components of the data set, then we can get the
learning algorithm as follows:
This algorithm can be described as a three-step process: Imputation →
Learning → Integration. Among them, the imputation step generates a set of
M > 1 plausible values for the missing component of the data set, and get
Dmis(1) , . . ., D
mis
(M), then createM complete data set, i.e., D(1) = D
obs+Dmis(1) , . . . ,
D(M) = Dobs + Dmis(M). After that, the learning algorithm is called to analyzes
the M imputed complete data sets, and M resulting models are got. At last, all
of these M individual models are integrated to get a final result.
The overall process can also be described in Figure 1.
Algorithm 1 Causal Discovery using Multiple Imputation (LCM-MI)
Input: incomplete data set Dobs, imputation number M
Output: a final linear causal model LCM
for i = 1 to M do
Dmis(i) ⇐ Imputation(Dobs)
















Fig. 1. Learning Process using Multiple Imputation
3.1 MCMC Imputation
The imputation is the most critical step, and it relies on assumptions about the
missing data mechanism. The goal of the imputation is account for the rela-
tionships between the unobserved and the observed data. There are a variety of
imputation methods that have been used. For the linear causal models, since the
involved variables can be thought to follow a multivariate normal distribution,
the MCMC method can be used to simulate draws from the posterior distri-
bution of p(Dmis | Dobs). This can be implemented using the Gibbs sampling.
The posterior distribution for the multivariate parameters Φ = (µ, Ψ) given the
currently imputed complete data D(t) has a closed-form, then the missing data
Dmis(t+1) can be drawn given the parameters and the observed component D
obs.
This was described as the IP algorithm by Schafer [13]:
Imputation step Draw Dmis from p(Dmis | Dobs, Φ).
Parameter step Draw Φ from p(Φ | Dmis, Dobs).
The Markov chain
(
{Dmis(1) , Φ(1)}, {Dmissing(2) , Φ(2)}, . . . ,
)
can be shown to con-
verge to the posterior distribution of p(Dmis | Dobs). This method has the ad-
vantage that it can handle arbitrary patterns of missing data, Schafer provided
a complete exposition of the method in the imputation setting [13].
3.2 Learning
The next step in the process is to carry out the learning of linear causal models
for each of the M imputed complete data set, storing the individual learning
results.
As for the discovery of Linear Causal Model, we use the Message Length
based Greedy Search (MLGS) algorithm, which is a greedy algorithm based on
the improved encoding schema [8]. The basic idea of it is as follows: Start with
a seeding graph or a null graph without any edge, the MLGS algorithm runs
through each pair of nodes attempting to add an edge if there is none or to
delete or to reverse it if there already is one. Such adding, deleting or reversing
is done only if such changes result in a decrease of the total message length
of the new structure. If the new structure is better, it is kept and then try
another change. This process continues until no better structure is found within
a given number of search steps, or the search from the whole structure space is
completed.
3.3 Integration
Integration is the last step of the process. It uses the set of models induced by
individual learners to get a final linear causal model. Here, the structure of the
final linear causal model is determined through majority voting, where an edge
exists if and only if such an edge existing in majority of theM models. After that,
check the structure of the model, if there is cycle in the model structure, then
remove the edge with the minimal weight within the cycle, until the structure is
a valid DAG. Finally, the parameters of the resulting model are determined by
MML based estimation [5, 8]. The algorithm is described as in Algorithm 2.
Algorithm 2 Integration Algorithm
Input: models LCMs, weights ωs, node number n
Output: a final model LCM
LCM.struct⇐ nullgraph
for i = 1 to n do










LCM.struct+ = the edge with maximum weight
end for
end for
while LCM.struct has cycle do
remove the edge with minimum weight in a cycle
end while
LCM.Θ ⇐ param estimate(LCM.struct,D)
4 Experimental Result
In this section, we report the results of discovering linear causal models from
incomplete data sets generated from seven known linear causal models.
Our technique is to take the model as reported, use it to stochastically gen-
erate the sample data, and use that data as input to the discovery algorithms.
Intuitively, if a causal discovery algorithm works perfectly, it should reproduce
exactly the model used to generate the data. In practice, sampling errors will
result in deviations from the original model, but algorithm which can reproduce
a model structure similar to the original structure should be considered to be
performing better than those which do not.
4.1 Models and Data Sets
We have evaluated the proposed algorithm on seven models used in related
literature [5, 7, 8]. The information on these models is tabulated in Table 1.
At first, 1000 instances were sampled from each of the above models, then
10%, 20%, 30%, 40% of data values are removed in a purely random fashion,
respectively. In this way, for each model we create 4 incomplete data sets which
satisfy not only the MAR assumption, but also the MCAR assumption.









4.2 Results and Analysis
In this experiment, three methods are compared, each with a different missing
data handling method: LCM-LD uses a list deletion method, LCM-EM uses EM
algorithm to impute the incomplete data set, while LCM-MI uses the learning
algorithm using multiple imputation as described in previous sections.
Our experiments are implemented in MATLAB with Bayes-Net ToolBox
(BNT) [14]. In all these experiments, the number of multiple imputation was
set at 5, and in each imputation step, the length of the Markov Chain was set
to 2000, while the EM imputation uses the default configuration to decide when
to stop.
Different algorithms are compared over the number of incorrect edges, which
is decomposed into a triple-tuple: [m, a, r], in which m is the number of missing
edges, a is the number of added edges, r is the number of reversed edges, and
the Number of Manipulations (NOM) is the number of manipulation needed to
transform the model into the correct model, i.e. NOM = m+ a+ r.
For comparison, Table 2 gives the results of the MLGS algorithm from com-
plete data set. From this table, we can see that 17 manipulations are needed to
transform those models learned from MLGS algorithm into the known models.
Table 3 to 6 list the number of incorrect edges for the results by different
algorithms, from incomplete training data sets with different missing rates. The
last column of each table is the sum of NOM for the learned models.
From the last columns of each table, it is manifest that LCM-LD which uses a
deletion strategy to handle missing data is inferior when compared with the single
imputation algorithm LCM-EM, while the multiple imputation algorithm LCM-
MI outperforms LCM-EM, which lacks the uncertainty component contained in
the multiple imputation methods.
From Table 3 to 6, we can see that when the missing rate is higher than
30%, the performance of all three algorithms start degrading. Especially when
the missing rate is 40%, even the best algorithm LCM-MI failed to locate an
approximate model structure for the model Fiji and the model Case9.
On the other hand, it is very interesting that when the missing rate is 10% or
20%, the results by multiple imputation algorithm LCM-MI are better than those
results by the best single learning algorithm MLGS from complete data set. This
is a surprise, but it is reasonable since the LCM-MI can reflect the variability
due to the missing values and sampling errors under the target model, while
the three-step learning process actually falls into a committee learning schema,
which usually outperform the single learning algorithm.
Table 2. Results of complete data using MLGS algorithm
Alg Fiji Evans Blau Rodgers Case9 Case10 Case12 ΣNOM
MLGS [2,0,1] [2,1,3] [0,1,2] [2,1,2] [0,0,0] [0,0,0] [0,0,0] 17
Table 3. Results of incomplete data with 10% missing data
Alg Fiji Evans Blau Rodgers Case9 Case10 Case12 ΣNOM
LCM-MI [2,0,1] [1,1,2] [0,0,2] [0,0,1] [0,0,0] [0,0,0] [1,0,0] 11
LCM-EM [2,0,1] [1,2,2] [0,0,1] [2,2,3] [0,0,0] [0,0,1] [0,1,0] 18
LCM-LD [2,0,1] [1,1,3] [0,0,2] [2,0,2] [0,0,0] [2,0,0] [3,1,1] 21
Table 4. Results of incomplete data with 20% missing data
Alg Fiji Evans Blau Rodgers Case9 Case10 Case12 ΣNOM
LCM-MI [2,0,1] [1,1,2] [1,0,0] [0,1,1] [0,1,0] [1,1,0] [0,1,0] 14
LCM-EM [2,0,1] [2,2,3] [0,0,2] [0,0,1] [0,0,0] [1,2,0] [0,1,0] 17
LCM-LD [2,0,1] [3,0,1] [1,0,0] [3,0,1] [0,0,0] [4,0,1] [5,1,0] 23
5 Conclusions and Future Work
This paper presented an new discovery algorithm for Linear Causal Models from
incomplete data set. A three-step learning process which uses a multiple impu-
tation methods is proposed, and the experimental results reported in this paper
show that
1. The LCM-MI algorithm, which adopts a multiple imputation method to
deal with missing data, is better than the single imputation method (EM
algorithm) and the simple list deletion method.
2. Missing rate 30% seems to be a threshold of missing data learning algorithm.
When the missing rate is higher, it is very hard to get a good learning result.
Table 5. Results of incomplete data with 30% missing data
Alg Fiji Evans Blau Rodgers Case9 Case10 Case12 ΣNOM
LCM-MI [2,0,1] [2,1,0] [0,2,1] [1,1,1] [0,1,2] [1,2,0] [2,2,3] 25
LCM-EM [2,0,2] [1,1,3] [0,3,3] [2,5,3] [0,2,2] [2,1,0] [1,10,2] 45
LCM-LD [4,0,1] [3,0,1] [3,0,3] [6,0,2] [6,2,1] [7,0,0] [11,0,0] 50
Table 6. Results of incomplete data with 40% missing data
Alg Fiji Evans Blau Rodgers Case9 Case10 Case12 ΣNOM
LCM-MI [3,0,2] [1,1,1] [3,0,1] [2,1,1] [0,9,3] [3,1,0] [2,2,1] 37
LCM-EM [1,0,0] [1,0,1] [1,2,3] [4,6,2] [0,2,2] [0,10,2] [0,10,1] 48
LCM-LD [6,0,0] [3,1,4] [4,1,2] [9,0,1] [12,0,0] [10,0,0] [11,0,0] 64
3. For lower missing rate, the LCM-MI algorithm even outperforms the greedy
learning algorithm MLGS working in a complete data set.
In addition to these, the LCM-MI algorithm is also amenable to parallel and
distributed processing, which is an important characteristics for data mining in
large data sets.
We can enumerate several issues worth further work.
1. First, the reason of why LCM-MI outperforms the MLGS needs further in-
vestigation. Committee learning methods can be incorporated into the causal
discovery.
2. Second, the algorithm proposed in this paper can not deal with hidden vari-
able (whose values are missing in all data items). It is necessary to investigate
how to detect hidden variable using multiple imputation method.
In addition to these, further work also promises to be of assistance to scientists
wishing to use causal modelling techniques to understand their data and to
assess their theories, which is important particularly in the social sciences; it also
promises to shed light on the nature of the enterprise within artificial intelligence
to model scientific discovery.
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