5 &k(k -1) I +n(n -l), k=2 (1.2) where ck gives the number of k-fold level crossings.
The aim of this paper is to find a relation between the number and the kind of level crossings at one hand and properties of A and B at theother.
Section 2 is devoted to the formulation of a necessary and, in general, sufficient condition for the occurrence of level crossing.
In section 3 it is shown that the upper limit for the left-hand member of (1.2) can be made smaller: (1.3) in this inequality qs denotes the number of independent linear relations between the symmetrized products of A and B of order 0, 1, 2 . . , n -1 t. This research is a preparation for the study of quantum-mechanical systems of which the hamiltonian depends on an external parameter (e.g. a spin system with internal interaction placed in a slowly varying magnetic field).
A survey of studies, devoted to the present subject, is given in ref. 1.
2.
A necessary and, in general, sufficient condition for level crossing. Consider the set of symmetrized products of order 0, 1, 2, . . , n -1 of A and B, and denote the elements by St. The .si are hermitian matrices and the set {si}, which we call S, contains $n(n + 1) elements. The collection of all ndimensional square matrices forms an &-dimensional vectorspace over the field of the complex numbers; an inner product, obeying the usual axioms, can be defined by
where Pt is the hermitian conjugate of I'. Now we define a square matrix C of dimension &n(n + 1)
This matrix is usually called the matrix of Gram or the Gramian and we can prove the following theorem. If for some value h = h', 8 = A + /z'B has some coincident eigenvalues, the degree of the minimal polynomial of X(/z') is smaller than the degree of its characteristic polynomial; for this and other questions of linear algebra we are dealing with, we refer to Gantmacher"). This means that there exist numbers ca, not all equal to zero, so that the following equality is true with not all ym equal to zero; this, however, is excluded by the non-degeneracy of the spectrum of B. So we conclude that the qs relations (2.11) Because there is only one linear relation between the si, this is also true for :t_ the commutators [{A"-Bj}, B] (1 emma 2), and so the coefficients of the lef hand members of (2.20) The last expression shows that there is a level crossing for 1~ = il. That this level crossing for h = 1 is a two-fold one and that it is the only one, follows immediately from theorem 3, proved in section 3 of this paper.
Theorem 1 is only useful if det C is not identically equal to zero, and so we shall study now det C in more detail. Det C is a rational function of nz + n real variables (na from /l and n from B) which can be considered as independent. This rational expression is not identical to zero, as can be shown with the following counter-example :
The explicit proof that for this case det C does not equal zero is not interesting and omitted here. So it holds in general that det C # 0. A similar problem rises by the interpretation of theorem 2, which is only useful if there are cases for which the condition yc = fn(n +-1) -1 is fulfilled. It can be shown that the following pair of matrices A and H satisfies this condition
A' is a matrix subjected to the condition (2.24), S is the diagonalizing matrix of A', and B' is a diagonal matrix for which only the following two elements are equal: RI, = Bzz. 
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We shall prove a property of a set of n n-dimensional square matrix polynomials gz(k) of degree kt g*(h) = ; Ai,hJ. Now note, that the collection of n-dimensional square matrices forms an G-dimensional vectorspace. F being an element of this space and the set{&} being a basis, it can be written F = CT:., aid%; co1 F then means the nsdimensional column vector col(ar, 012, . . ., 01~~). With the aid of this notation we define matrices P and R of dimension n2 x r9 m = 1, . ..) r,; i = l,..., n,j=O ,..., kt; k = 1, . . . . 4. (3.8) Then P = RQ and for the rank of P(rp) it follows with Silvesters inequality 2, (rr being the rank of R) yr + rq -yq i yp 5 min(r,, r9).
(3.9)
With lr. = r9 -q it follows from (3.9) yp = lr = n + X:=1 ka -q. From the definition of P we see that rp = t and so the proof of (3.6) is given.
q Now the main theorem of this paper will be formulated and proved. Proof.
The set (e%(h)} (3.1) f orms a basis for the space of matrix polynomials in h that commute with %'. If the number of real zeros of det D
