NA chips (i.e., microarrays) biotechnology is a hybridization (i.e., matching of pairs of DNA)-based process that makes possible to quantify the relative abundance of mRNA of two distinct samples by analyzing their fluorescence signals. This technique requires robotic placement (i.e., spotting) of thousands of cDNAs (i.e., complementary DNA) in an array format on glass microscope slides. The spotted cDNAs are the hybridization targets for the mRNA samples. The two different samples of mRNA, usually labeled with Cy3 and Cy5 fluorochromes, are cohybridized onto each spotted gene. After hybridization, one digital image is acquired for each fluorochrome wavelength. Then, it is necessary to recognize each gene by its position in the array and to estimate its signal (i.e., hybridization information). For that, it is necessary to segment the image in three classes of objects: subarrays (i.e., set of grouped spots), spot box (i.e., the rectangular neighborhood that contains a spot) and spot (i.e., region of the image where there exists signal). In this paper, we present a technique based on mathematical morphology that performs this segmentation. In the website http://www.vision.ime.usp.br/demos/ microarray/detailed experimental results are presented.
Introduction
DNA chips (i.e., microarrays) biotechnology [1, 2] is a hybridization (i.e., matching of DNA pairs)-based process that makes possible to analyze quantitatively fluorescence signals that represent the relative abundance of mRNA of two distinct samples. This technique requires robotic placement (i.e., spotting) of thousands of cDNAs (i.e., complementary DNAs) on glass microscope slides. This chip provides gene-specific hybridization targets. The samples of mRNA are labeled with different dyes (i.e., fluorochromes) and then cohybridized onto each spotted gene. The most used fluorochromes for tagging mRNA are Cy3 and Cy5.
The resulting hybridization is stored in a digital image, acquired by a special scanner, which measures the light emitted by fluorochrome molecules when excited by light at an appropriate wavelength. The dimensions of a typical microarray image is about 2000 Â 6000 pixels, where each pixel represents a square with sides of approximately 10 mm.
A model of a microarray chip is shown in Figure 1(a) . An example of a microarray image is shown in Figure 2 . This image shows one-fourth of the Cy3 channel (i.e. six subarrays of 12 by 32 spots each).
The acquired DNA chip images have to be processed by image analysis techniques [3] [4] [5] in order to recognize each gene by its position in the array and to estimate the relative intensity of Cy3 and Cy5 spot signal (i.e., hybridization information). The first step of this analysis is image segmentation in three classes of objects: subarray (i.e., set of grouped spots), spot box (i.e., rectangular neighborhood that contains a spot), and spot (i.e., region of the image where there exists hybridization signal). The procedures that perform these tasks are called, respectively, subarray gridding ( Figure  1 The commercial software we have tested use the region of interest (ROI) [3, 6] approach to locate spots. In this software, the user gives some parameters (number of subarray's rows and columns, number of spot's rows and columns for each subarray, distance from one spot to another, distance from one subarray to another, diameter of each spot, etc.) and the software draws an array of ROIs, one for each spot. Usually, the array of ROIs is far from good, forcing the user to go through a cumbersome step of adjusting the ROIs to the correct position. This is a serious problem due to the non-reproducibility of the results (i.e., ROIs designed by different users may be different) and the huge number of images to be processed in each biological experiment.
In this paper, we introduce a new technique based on mathematical morphology that performs automatic subarray and spot gridding, and spot detection. This technique has been implemented in MATLAB (www.mathworks.com), using the MMORPH toolbox for mathematical morphology (www.mmorph.com), and tested with microarray images of several makers.
Following this Introduction, the next section gives the necessary mathematical foundations and the subsequent section presents the proposed technique. The penultimate section analyzes the result of applying the technique to several images of different makers. The section last gives some conclusions and future steps of this research.
Mathematical Foundations
In this section, we provide some definitions and properties necessary to understand the morphological approach used for subarray and spots gridding, and spot detection.
Let Z be the set of integers; the origin of Z 2 is denoted o=(0, 0). Let E be a non-empty and finite rectangle of Z 2 , and let K be an interval [0, k] of Z, with k40. A subset B of E is also called structuring element.
, represents a grayscale image. A pixel, or point, is an element of E, for instance, a p 2 E is a point in an image f and its gray level is f (p).
The union of two gray-scale images f 1 and f 2 , denoted f 1 3f 2 , is the function in K E given by, for any x2E, ( f 1 3f 2 )(x) = max{f 1 (x), f 2 (x)}.
The intersection of two gray-scale images f 1 and f 2 , denoted f 1^f2 , is the function in K E given by, for any x 2 E, ð f 1^f2 ÞðxÞ ¼ minf f 1 ðxÞ; f 2 ðxÞg.
The addition of two gray-scale images f 1 and f 2 , denoted f 1 þ f 2 , is the function in K E given by, for any
The reflection of a subset X E is the subset
For any X E and y 2 E, X y denotes the translation of X by y, that is, X y ¼ fx 2 E : x À y 2 Xg.
The dilation and erosion [17, p. 80 ] of a function f by a structuring element B are, respectively, the functions d B ð f Þ and e B ð f Þ in K E given by, for any x 2 E, Let n be a positive integer. The succession of n conditional dilations d B; f (respectively, erosions e B; f ) denoted by d
Let g be an element of K E . The operators g B; g and f B;g from K E to K E , given by, for any f 2 K For any f 2 K E , the last erosion, R B ð f Þ, of a function f by a structuring element B is given by R B ð f Þ ¼ W fe i;B ð f Þ À g B;e iþ1;B ð f Þ ðe i;B ð f ÞÞg for all i ! 0. The objects found in R B ð f Þ are the objects of the erosion by iB that cannot be reconstructed from the erosion by ði þ 1ÞB [4] .
Let h be a constant function in K E and g be an element of K E . The operator f B;gþh from K E to K E obtained by the sup-reconstruction of the marker g þ h is called basin.
Let t ! jEj, let i/x i be a numbering process of the elements of E (that is a bijection from ½1; . . . ; jEj & N to E) and let f be an element of K E such that f ðx i Þ ¼ i for 
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labeling operator is fundamental for applications which depend on geometrical measures of the objects.
Given a point ða; bÞ 2 E, we define E x¼a E as the line cutting E in the vertical direction at the coordinate ða; bÞ, that is, E x¼a ¼ fða; yÞ 2 Eg. Similarly, we can define E y¼b ¼ fðx; bÞ 2 Eg as the line cutting E in the horizontal direction at the coordinate ða; bÞ.
Given a gray-scale image f : E ! K, the horizontal projection profile of f , denoted by P h ð f Þ, is the function from E x¼0 to Z, such that, for any ð0; kÞ 2 E x¼0 ,
Analogously, we can define the vertical projection profile of f , denoted by P v ð f Þ, as the function from E y¼0 to Z, such that, for any ðk; 0Þ 2 E y¼0 ,
A regional maximum (resp., regional minimum) M & E of a function f 2 K E is a connected component with a given value f ðpÞ ¼ h, 8p 2 M (plateau at level h), such that every point in the neighborhood of M has a strictly lower (resp., higher) value. The regional maxima and the regional minima can be extracted from the functions by the morphological operators regional maximum, R max B , and regional minimum R min B [10, 4] .
Given a gray-scale image f : E ! K, the threshold of f by c, denoted by t c ð f Þ, is the function from E to f0; 1g, given by, for any x 2 E,
Mathematical morphology provides a powerful segmentation method that finds exact borders of specified objects. This method, known as Beucher-Meyer paradigm, reduces the segmentation problem to find markers for the specified objects [11] .
Finding the borders of the objects one wants to segment using the watershed operator [12] [13] [14] is the base of the paradigm. In order to select the desired borders and to avoid the known over-segmentation effects [11, 14] , a previous pre-processing based on connected filters [15] (which do not deform the borders) is usually applied.
Image Segmentation
The procedure of image segmentation is composed of the following steps: image composition (optional), correction of rotation (optional), subarray gridding, spot gridding, automatic correction of spot gridding, and spot segmentation.
Image composition
Since the experiment gives two images (one for Cy3 and other for Cy5) and assuming that there is no registering problem (usually because the images are acquired simultaneously), the system uses both images to extract the grid information. In our tests, we used either union or addition of the two images and the results were equivalent. In the examples of this section, we used the union of the channels, i.e. f ¼ f Cy3 _ f Cy5 , where f Cy3 and f Cy5 are the Cy3 and Cy5 images, respectively.
Correction of rotation
The image restoration that may be necessary before the gridding is correction of rotation. Figure 3 illustrates the type of distortion the software can correct so far. There are other types of distortions that may occur (e.g. individual spot misalignment), but we usually do not need to correct them.
The method proposed for correction of rotation is human guided. It works for small corrections (which is usually the case) and is done via an interface where the user chooses two points, supposed to be vertically aligned, defining the rotation angle. For instance, the center of the uppermost left spot and the center of the lowest left spot. Figure 3 illustrates the process of choosing the two points, where the labeled arrows indicate the points and the order they have been chosen. The program computes the angle a and then corrects the rotation of a pixel p ¼ ðx; yÞ; 8p 2 E, by translating it vertically by the closest integer to tan(a)(xÀx 0 ), and horizontally by the closest integer to tan(a)(yÀy 0 ) where (x 0 , y 0 ) is the center of the image. It is important to notice that we cannot apply the usual rotation methods (linear, bilinear, bicubic, etc.) because they change the value of the pixels. Part of the image border is lost after rotation, but this is not a problem because there is no hybridization information in that region.
Automatic subarray gridding
If the image is correctly aligned, the system can proceed to the next step, that is, to segment the regions of the subarrays. This is done by computing the projection profiles of the image f, filtering their profiles and computing the regional minima of each profile. The idea behind this procedure is that the signal segmentation problem is a good approximation to the image segmentation problem and much simpler to solve. The first filter tries to remove all the noise due to the spot signals. The filter is a morphological closing f B n where B n is a 1 Â n structuring element. The parameter n is chosen based on the diameter of the spot (i.e., approximately equal to the diameter of the mean spot). This information can be given by the user or can be retrieved from a database. The diameter of the spot is specified in the spotter documentation and the user adjusts the scanner resolution before digitalization. The second filter tries to remove all the valleys with medium contrast. This is necessary to eliminate noise inside the subarray region. The filtering is done by the operator basin, f B c ;gþh , where h is the contrast threshold, g is the signal resulting from the first filter, and B c is a 1 Â 3 structuring element. Figure 4 (e) illustrates the effect of the second filter when applied to Figure 4 
The vertical and horizontal lines corresponding to the edges of the subarrays are the result of the union of the external morphological gradient of the regional minima applied to the result of the third filter for both profiles.
There are 16 non-zero pixels in the external morphological gradient signal and their coordinates correspond to the horizontal limits of the subarrays. Figure 4(a) shows the result of the subarray's segmentation.
Let B c be a 1 Â 3 structuring element, and h, m and n be non-zero positive integers. The following expression summarizes the whole process for the horizontal profile For the vertical profile the expression is similar.
The coordinates of the non-zero pixels of the horizontal and vertical filtered profiles are the limits of the subarrays and can be used to extract the subarray images.
Automatic spot gridding
Each subarray is now extracted and the system can proceed to the next step to segment the spot box. The idea is the same: the software computes the projection 
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profiles of a subarray image, say f i , where i is the index of the subarray, filters the profiles and takes the regional minima of the result. The filter now is much simpler and the idea behind it is that the spots (i.e. the places which we consider signal) will be responsible for the higher profile values, while the background (i.e. the places in the spot box which we do not consider signal) will be responsible for the lower values. Figure 2 shows a microarray image (inverted and equalized for better visualization) chosen to show the method. Figure 5(a) shows the union of the two channels of the first subarray of image shown in Although simpler, filtering is still necessary because noise or weak signals from a whole column, or row, of spots can cause the misposition of one or more lines of the grid. The filtering solution in this case is based on the fact that there is a regular grid imposed by the robot. The idea is to remove local minima between the minima that form the grid. This is done by a morphological opening by B n , which is a 1 Â n structuring element, the same used in the subarray gridding process. The parameter n is approximately equal to the diameter of the mean spot. Let B n be a 1 Â n structuring element, where n is a non-zero positive integer. Let B c be a 1 Â 3 structuring element. The following equation summarizes the whole process for a subarray horizontal profile P h ( f ):
For the vertical gridding the expression is similar.
The result of this step is a set of horizontal and vertical point coordinates (i.e. the non-zero points of M h and M v , respectively) that define the horizontal and vertical lines of the grid. Figures 5(e) and (f) show the vertical and horizontal lines of the grid, respectively. Figure 5 (g) shows the union of these images composed with the subarray image.
The complement of the grid is a set of squares, each containing a spot. Labeling this image, using the morphological labeling operator, produces another image, where each point of each square has an integer value that can be used to map the spot to the corresponding entry in the gene database.
Automatic correction of spot gridding
The method shown in the last section is robust and produces the correct segmentation for several of the cases we have tested. However, due to spotting defects (i.e., dust contamination, irregular hybridization, human manipulation problems, etc.) the method may not work properly. Figure 6 (a) shows an image of a subarray that has a very large defect, probably, due to dust contamination after spotting or hybridization. This defect caused two different types of gridding problems: there is one extra line partitioning a row of spots (pointed by a large triangle) and one missing vertical line (pointed by a small triangle).
A way to correct this kind of error is to filter the horizontal and vertical gridding results using prior information such as the subarray number of spots in each row and in each column. As this information is already stored in the database, further user assistance is not necessary.
We first show how the system deletes extra lines and, then, how it adds new lines. Let E h and E v be the horizontal and vertical dimensions, in pixels, of the subarray image. Let n h be the number of spots in Let J h be a sequence of indexes such that j 2 J h if M h ðjÞa0 (M h is defined by formula (6)). J v is defined similarly by the indexes j 2 J v where M v ðjÞa0. In other words, J h and J v are, respectively, the sequence of indexes that identify where the horizontal and the vertical lines of the grid are located. Let DJ h be the sequence of all differences in pixels between one line and the next, i.e. DJ h ½i ¼ J h ½i þ 1 À J h ½i j j ; i 2 ½1; J h j j À 1. Figure 7 shows J h (uppermost array of numbers) and DJ h (the array below J h ) for the horizontal lines found in the image shown in Figure 6 (b).
If the difference DJ
is mispositioned and should be deleted (an equivalent relation is valid for the vertical lines). To decide which line should be deleted, we use a cost function that evaluates the distance between two successive lines. Let ' be a cost function defined in R by
where round ( Á ) is the round-off value of ( Á ) and z is equal to h, or v, when computing for the horizontal or the vertical lines, respectively. Figure 8 is the function graphic for d z =10 and t 2 ½1; 100.
To define the cost function, we assumed that a line is more likely to be separated from another one by kd z pixels, k integer. Such lines have cost near zero. Conversely, a line distant from another one by ðk þ 1 2 Þd z is less likely to occur, therefore its cost is higher.
The algorithm that deletes lines is called for all lines i for which DJ z ½i À 1od z =2, but the first and the last two ones. The first line is assumed to be correct because of the subarray gridding procedure. The same assumption is valid for the last line. The line before the last is checked separately by evaluating if DJ z ½i À 1od z =2 for the last line i. If this checking is valid, line iÀ1 function ' and the differences DJ z . For example, in Figure 9 we have the following situation: for i ¼ 2,
To add lines, the system first checks if the number of lines is already correct, that is, if there are n z þ 1 lines. The algorithm will insert lines iteratively while the number of lines is less than n z þ 1.
To insert a line, we search for the index i with the greatest value of DJ z ½i. From this, we consider two alternatives: one is inserting some lines between J z ½i and J z ½i þ 1. The other is deleting the line J z ði þ 1Þ and inserting some lines between J z ½i and J z ½i þ 2. We choose the alternative that yields the smallest sum of costs. The cost function is the same as described before.
The lines are inserted equally spaced, and the number of lines is calculated to keep such spaces close to d z . For example, the number of lines to be inserted between K J z ½i and J z ½i þ 1 is round ðDJ z ½i=d z Þ À 1;
The procedure finishes when it tries every i without inserting any line. Figures 9(a), (b) and 10(a) and (b) show the initial segmentation and the corresponding correction for two other subarray images. In Figure 9 (a) the second horizontal and the fourth vertical lines missing. In Figure 10 (a) the third horizontal line is mispositioned and the sixth vertical line is missing. 'ðDJ z ½i À 1Þ; 2: cost 3 'ðDJ z ½i þ 1Þ; 3: cost 12 'ðDJ z ½i À 1 þ DJ z ½iÞ;
Spot detection
The last step is the spot detection. By construction, the pins of the robot print the spots in quasi-circular areas on the chip. However, because of different physical and chemical conditions, this area may not be as regular as one would expect. The commercial softwares usually impose this area to be circular or elliptical ROIs and the adjustment of the radius or shapes are done with intense user interaction.
A simple approach to segment spots is the classical top-hat operator [8] , that is, given f ¼ f Cy3 _ f Cy5 , the union of the subarray images, the spot segmentation is achieved by the following expression:
where g B s is an opening by B s , a disk structuring element with radius approximately equal to the spot radius, and t c is the threshold operator with gray-level c. Such approach gives poor results. Moreover, it is not easy to adjust the threshold parameter c and knowledge of the grid position is not used. To improve the segmentation, we decided to use a method that does not require absolute parameters like the threshold, and that takes advantage of the grid information. The Beucher-Meyer paradigm [11] is such a method.
This segmentation procedure receives as input two images: the first one is the morphological gradient of the image f after some filtering; the second one is a marker image, m, composed of the approximate center of the spots (the center of the squares where the spots are included) and the grid itself, as we assume that a spot is always completely included in a grid rectangle.
The mask m is computed by the following expression:
where g is an image with the grid, as computed in the last section. This is a binary image with a single pixel thick vertical and horizontal lines of ''ones'' and ''zeros''. The right part of the union computes the approximate center of each spot.
The image f is filtered with a morphological opening to eliminate small irregularities due to noise. Let h ¼ g B n ð f Þ be the result of such a filter, where B n is a disk structuring element with radius approximately equal to one-third of the spot radius. The spot segmentation is given by s ¼ Oðr B 4 ðhÞ; mÞ ð 10Þ
where O is the watershed operator [12] [13] [14] and B 4 is an elementary cross (i.e., the 3 Â 3 cross centered at the origin).
The result of this segmentation gives a mask image that can be used for hybridization signal estimation. Figure 11 shows the result of the segmentation of Figure 5 (a).
The Beucher-Meyer paradigm has given very good visual results, separating very well the spots, even irregular ones, from the background.
Experimental Results
In this section, we show some statistics done on three images from different makers, called here Maker 1, Maker 2 and Maker 3. These results and others can be visualized in our website: http://www.vision.ime.usp.br/ demos/microarray/ Maker 1 is a chip spotted by a Genomics Solution spotter and scanned by a GeneTAC 1000 scanner. This chip has 32 subarrays, disposed in a 8 Â 4 matrix, and each subarray has 64 spots, disposed in a 8 Â 8 matrix. The image of this experiment has 1316 Â 795 pixels, each with 28 mm of resolution. Maker 2 is a chip with the same characteristics of the chip of Maker 1, except that each subarray has 100 spots, disposed in a 10 Â 10 matrix. Maker 3 is a chip obtained by a non-commercial spotter. This chip has eight subarrays, disposed in a 4 Â 2 matrix, and each subarray has 1024 spots, disposed in a 32 Â 32 matrix. The image of this experiment has 2700 Â 1500 pixels, each with 35 mm of resolution. The images of the three examples have 65 536 gray levels.
We have applied the procedures discussed in the section on Image Segmentation to find the subarrays and spot boxes of each image. The same parameters have been used for Maker 1 and Maker 2 (h ¼ 5000, n ¼ 5 and m ¼ 30). For Maker 3, we have used h ¼ 5000, n ¼ 5 and m ¼ 100. Figure 12 shows shows the number of mistakes in the spot box segmentation. The adopted definition of a mistake is very severe: a spot box segmentation was considered bad if the corresponding spot has more than 2 or 3 pixels out of this region. The percentage of error for makers 1, 2 and 3 are, respectively, 4.1%, 1.25% and 0.63%. The reason for the low percentage of error in Maker 3 image, compared to the rates observed for the other two makers, is that the image has a more regular geometry.
The spot segmentation, discussed in the Spot detection section, has given very good visual results on separating hybridization signal from background. Irregular spots or ones with weak signal are well segmented. Only extremely weak spots, very close to the background, are poorly segmented. We have tested this technique exhaustively in several images of different makers.
These experiments have been performed in an AMD ATHLON 1.2 GHz, with 756 MB of RAM memory. The iterative adjustment of parameters spent about 10 min, but it can be used in a set of images with the same geometry. The subarray segmentation takes about 2 min. The segmentation of each subarray takes about 30 s. The visual checking of the results takes about 10 min. Therefore, the mean time spent to perform the complete processing (i.e. from parameter adjustment to checking the results) for an image like the one of maker 1, in a experiment composed of several images, is about 30 min.
Conclusion
The subarray and spot segmentations of microarray images are usually done by computer graphics techniques: the grids are synthesized according to the architecture of the chip and later adjusted manually; a standard round spot is centered in the spot box and later resized and repositioned. All these steps require a strong user assistance. In a context of applications, where several huge images should be processed for each biological experiment, this methodology is cumbersome, unreliable and non-reproducible.
Considering the regularity of the images, we have introduced a new procedure, based on an image analysis paradigm: the shapes of the objects are extracted from the images.
The segmentation technique proposed is composed of four main steps: subarray gridding, spot gridding, automatic correction of spot gridding and spot detection. The first step depends on three parameters adjusted based on subarray size, distance between subarrays and maximum depth of the image projection. The second step depends just on one parameter based on the 
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expected diameter of a spot. Irregularities in the images, due to lack of control of some steps in the chip production, may generate errors in the spot segmentation. These errors are corrected automatically in the third step, where the result of the second step and geometrical information about the chip are combined to give the final spot gridding. The fourth step uses only one parameter, the spot size, and is completely automatic. It is an application of Beucher-Meyer paradigm, incorporating the grid information used in the last step.
The gridding and spot detection procedures proposed are represented as a sequence of morphological operators and implemented under MATLAB, using the MMORPH toolbox for mathematical morphology.
In the proposed technique, user assistance is necessary only to adjust iteratively the segmentation parameters and to check the final result. The spot gridding parameters adopted are the same for all subarrays.
The technique has been tested with a variety of images from different microarray spotters and scanners. As discussed in the previous section, the results do validate the proposed methodology.
The next step of our research is the application of the segmentation technique to estimate the signal [16] [17] [18] . The main difficulty to solve this last problem is that we do not have direct measures of the hybridization to compare with the estimated ones. Some controlled experiments are being designed to overcome this difficulty.
