The duality for linear constant coefficient partial differential equations between behaviours and finitely generated modules over the operator ring is a very powerful tool linking equation structure to dynamic behaviour. This duality is critically dependent on the choice of signal space. In this paper we discuss two key algebraic problems which form an obstacle to the extension of this theory to general signal spaces. The first of these is the so-called Willems closure problem, which limits the ability of system equations to directly describe the system. The second is the elimination problem, the general solution of which depends upon an algebraic property (injectivity) of the signal space. We demonstrate the importance of these problems in the module-behaviour framework, and some of the useful consequences of a full or partial solution. The issues here are of particular relevance to the extension of the current duality theory for behaviours defined by linear partial differential equations from the case of constant to non-constant coefficients.
Introduction
In most branches of systems theory, we inevitably describe a system by some set of equations. The question as to what constitutes a solution of those equations then becomes paramount for any detailed analysis of the system and its dynamical properties. This question becomes particularly sharp when the notion of a solution is formalized and used as a central object of study, as in the behavioural approach due to Willems [39, 40] .
The behaviour of a system given by some (say, differential) equations is the solution set of those equations with respect to some given signal space (which is where the individual components of the solution are taken to lie). This is a natural model of the physical or dynamical phenomena which can be exhibited by the system. Basic systems theory then proceeds by elucidating the relationship between the properties of the equations and the properties of the behaviour, which cannot be represented directly. This relationship can be formalized as a correspondence (not necessarily one-to-one) between behaviours and finitely generated modules over the ring of operators. The finitely generated module corresponding to a given behaviour is the same as the module used as a model of the system by Fliess and co-authors [1, 6] and by Pommaret and Quadrat [29, 31] , and is interpretable as the set of distinct singlevalued differential operators on the behaviour [41] . Conversely, given a module, the corresponding behaviour is the solution set of any set of equations (re)presenting the module in a certain sense. Thus the module-behaviour correspondence is not an artificial construct but a natural relationship.
However, the extent to which the structure of the module reflects the structure of the corresponding behaviour, and vice versa, depends crucially upon the choice of signal space. In the case of systems defined by linear ordinary or partial differential equations (PDEs) with constant coefficients, we find that the signal spaces of smooth functions and of distributions are "injective cogenerators" (these terms are explained later). This result is due to Oberst [24] , and essentially entails that the modulebehaviour correspondence becomes a very powerful categorical duality. Using this duality, it has been shown for linear constant coefficient PDEs that controllability corresponds to torsionfreeness, autonomy to torsion, exponential modes to the points of the characteristic variety of the module, and much more (e.g. [24, 27, 41, 44] ). Moreover, from the duality we obtain constructive techniques in the form of algebraic computations, generally using Gröbner bases.
For other choices of signal space, the module-behaviour relationship is not so strong or is unknown. For a given signal space, a weak relationship between modules and behaviours means that the ability of system equations and symbolic manipulation to capture the system dynamics is considerably limited. Thus the problems discussed here, though formulated in the behavioural framework, are not confined to that framework but are intrinsic to the use of algebraic/symbolic tools in systems theory.
One main arena where an extension of the module-behaviour duality would be very useful is that of linear differential equations with variable coefficients. In the case of ordinary differential equations, Fröhler and Oberst [10] have shown that a suitable choice of signal space is given by the hyperfunctions. For PDEs, the situation is unknown, and consequently results linking the structure of an arbitrary system of such equations to the structure of the behaviour they define are to the best of our knowledge entirely lacking to date.
In this paper, we aim firstly to identify the key problems which currently form an obstacle to the extension of this duality theory, and secondly to fully or partially solve these problems in terms of algebraic conditions on the signal space. There are two "key problems". The first is the so-called Willems closure problem, which is concerned with whether a given system of equations defining a behaviour generates all the equations satisfied by that behaviour. When this is not the case, the ability of the equations (or the module they generate) to describe the system is very limited. The Willems closure problem is related to the cogenerator property of the signal space. The second of the problems is the elimination problem, i.e. given a system of equations involving two sets of variables, w, l, can we find some equations which give the conditions on w for a solution to exist? This problem is clearly of great importance in systems modelling, and is related to the injectivity property of the signal space.
The paper is arranged as follows. In Section 2 we set up the formalism required throughout the paper, i.e. the language of behaviours and modules. We also provide a collection of background definitions and results from module theory. Then in Section 3 we look at the Willems closure problem for a given signal space. We present the problem and discuss its importance, giving some useful consequences of using a Willems closed module. We also demonstrate that this problem disappears when the signal space is a cogenerator. Finally in this section we provide some partial results for general signal spaces satisfying certain weak conditions, and for completeness a general solution for the constant coefficients case which holds under certain algebraic assumptions on the signal space.
Section 4 studies the elimination problem. We show that, under very minor assumptions, the elimination problem is solvable in full generality precisely when the signal space is injective, and moreover we can then apply the algorithm already given by Oberst [24] and Komorník et al. [17] . By use of the Ext functor, which more accurately describes the ability to eliminate, we are able to give a variety of weaker conditions on the signal space under which various elimination problems can be solved. We conclude in Section 5 with some further consequences of having a Willems closed equation module and/or an injective signal space. These consequences include some characterizations of when a given behaviour has an image representation.
The formal setting
A system is a triple (A, q, B), where A is a function space called the signal space, q is the number of components (dependent system variables), and B, the behaviour, is a subset of A q . The elements of B, or more generally of A q , are called trajectories.
In this paper our interest centres on systems described by linear partial differential equations, not necessarily with constant coefficients. However, our results also apply when the ring of linear partial differential operators is replaced by some arbitrary Noetherian domain. Thus let D be a left and right Noetherian domain, 2 which is not necessarily commutative; this covers the majority of operator rings of interest in systems theory. The examples in which we are particularly interested are those of the following form:
• D = k[z 1 , . . . , z n ], the (commutative) ring of polynomials in n indeterminates over a field k. By identifying z i with the partial derivative operator N/Nt i , we can regard this as the ring of linear partial derivative operators k[N/Nt 1 , . . . , N/Nt n ] with coefficients in k (normally k = R, or perhaps C).
Of particular interest in this context are the classical spaces from the theory of PDEs: the spaces of smooth functions
, of rapidly decreasing functions S(R n , R) and of tempered distributions S (R n , R). The problems described in this paper have been fully resolved for these spaces over the ring of linear constant coefficient partial differential operators [20, 24, 26, 27, 35, 36] , as we will indicate throughout.
• D = k[z 1 , . . . , z n ], where this time z i is interpreted as a unit shift operator acting on some function w defined on R n or a sublattice (often
Thus we can treat multidimensional difference equations in an analogous way to PDEs.
, where s is the derivative operator d/dt, and z is a shift t → (t + 1) as in (1) . This enables us to formally model delay-differential systems, and can be generalized to multiple non-commensurate delays in the obvious way. 
is the ring of rational functions with no poles in U. The indeterminates z i again represent partial derivative operators, and the multiplication for elements of D is defined by the commutator law for an element of K and a derivative operator
Except in the case where Nf/Nt i = 0 for all f ∈ K, we see that these rings are non-commutative. However, the Weyl algebra We assume that our signal space A is a left D-module, i.e. that for any p ∈ D and w ∈ A, the operator p can be applied to w to give some other element pw ∈ A. We will be particularly interested in behaviours B which are defined by a system of equations over the ring D. In other words, we have a matrix R ∈ D g,q , and B is defined by
Thus B is the set of solutions of the given operator R within the signal space A. We say that R is a kernel representation of B, and we write B = ker A R.
Example 2.1.
The real solutions of the 2D difference equations
on N 2 can be encoded by the kernel representation
where A = R N 2 . 2. The time-varying ordinary differential equation
on the open interval (0, 1) can be represented by the D-matrix
, and the smooth solutions are given by B = ker A R with A = C ∞ ((0, 1), R).
We will also say that a behaviour B ⊆ A q has an image representation, and write B = im A M, if there exists a matrix M ∈ D q,c for some c with
Returning to the case of a kernel representation B = ker A R, consider the row span over D of the matrix R ∈ D g,q , i.e. the set D 1,g R, which we will sometimes write this as Im D R. This is a submodule of the left D-module D 1,q , and we will refer to it as an equation module; however, it must be distinguished from the module of all system equations defined in Section 3.1.
The factor D 1,q /D 1,g R, which we denote by Coker D R, is also a finitely generated left D-module. The elements of Coker D R can be interpreted as mappings from B to A; for any x ∈ D 1,q and any w ∈ B, we have
where xw denotes the operator x applied to the trajectory w in the obvious way. Notice that, since the elements of Im D R are all system equations, this is indeed well defined, i.
We therefore introduce the obvious notation xB or xB (where x = x + Im D R) for the set of all elements of form (5), where w ranges over B.
The module Coker D R is used by some authors as a model for the system itself; Fliess refers to it as the "system dynamics" [6] (note however that it is not always uniquely defined given the system behaviour, as we will see in Section 3). See [1, 6, 7, 29] for examples of work which use this module as the main tool in describing the system.
Malgrange [21] observed that Coker D R and B = ker A R are formally related
Thus the behaviour is (as an additive Abelian group) equal to the set of all D-linear maps from the left D-module Coker D R to the left D-module A. This is seen as follows: for any w ∈ ker A R and x ∈ D 1,q , define
Conversely, any D-linear map from Coker D R to A can be identified with a system trajectory, the components of which are the values of the map on the generators 
A solution of this is w = e t 2 ; however the derivative of this w is not a solution. This can also be viewed as a consequence of the fact that Im D R is a left D-module but generally not a right D-module. Of course, in the case where D is commutative (i.e. constant coefficient equations), B does have a D-module structure.
Modules over non-commutative Noetherian rings
As elsewhere in the paper, we take D here to be a left and right Noetherian domain. Where specific references or proofs are not given for a definition or a result, the material is completely standard (a good reference is [18] ).
Definition 2.2. We say that a left D-module M is:
• free if it has a basis over D.
• projective if for any surjection of left D-modules φ : L → N, and any map ψ : M → N, there is a map τ : M → L with ψ = φ • τ . Equivalently, M is a direct summand of some free module.
• injective if for any injection of left D-modules φ : L → N, and any map ψ : L → M, there is an extension of ψ to a map τ : N → M, i.e. with ψ = τ • φ.
• torsion if for each x ∈ M there is some non-zero element p ∈ D with px = 0.
• torsionfree if for each x ∈ M, x / = 0, there is no non-zero element p ∈ D with px = 0.
Any finitely generated free module is isomorphic to D 1,q for some q. Free modules are projective, and projective modules are torsionfree. The following characterization of torsionfree modules is due to Gentile/Levy; see, e.g. [ 
is an exact sequence. Then we have a complex
The homology of this complex depends only upon M and A. The homology at A h is denoted by Ext 0 D (M, A), and the homology at A g is denoted by
Ext is defined analogously for right D-modules. Now let L be a finitely generated
be a universal right annihilator of R so that
is an exact sequence of right D-modules, where the matrices act on column vectors. Then we have a complex
given formally by right tensoring with A. The homology of this complex at A q depends only on L and A, and is denoted by Tor Injectivity of A is also equivalent to exactness of the contravariant functor Hom D (−, A). The following result proved in [31] (see also [45] ) will be useful later:
where ∼ = denotes isomorphism of left D-modules. Note that flat modules have nothing to do with the class of "flat systems" as studied for example in [9] . A projective module is flat, and a flat module is torsionfree. We will not need the full definition of projective dimension, but only the following: Definition 2.11. A finitely generated left module M over a left Noetherian ring D has projective dimension 1 if there exists a matrix M ∈ D g,h for some g, h such that
is an exact sequence.
In the case where the ring D is a commutative domain, the matrix M in Definition 2.11 will have full row rank (over the quotient field of D).
We now introduce the concept of torsionfree degree, which has not previously been formalized although it is implicit in papers by Pommaret and Quadrat [29, 31] . 
By Lemma 2.3, a finitely generated left D-module M is torsionfree if and only if tf(M) 1. As shown in [29] , the condition tf(M) 2 is captured by the concept of reflexivity. It follows in fact from Lemma 2.7 that M is projective precisely when it has torsionfree degree n. Thus the torsionfree degree captures some generally interesting algebraic properties.
Next, given a subset S of a left D-module A, we define the annihilator of S by
This is a left ideal or a two-sided ideal when S is a left submodule of A. When S is a singleton set, S = {x}, we just write ann x for the annihilator.
For any ideal J we use the notation
Finally, in the case where D is a commutative domain, recall that a prime ideal P is one for which D\P is multiplicatively closed. Given a module M, the associated primes of M are the prime ideals P such that P = ann x for some x ∈ M.
The Willems closure problem
Systems theory rests on the principle that the structure of a system (i.e. of its trajectories) is reflected in the structure of the defining equations. However this relationship may be very limited, since it is possible that the system satisfies more equations than those generated by the defining set! Consequently, even the algebraic structure of the system behaviour may not be adequately described by the algebraic structure of the equations and the module they generate. The problem of finding a generating set for the module of all equations satisfied by the system is the Willems closure problem.
In systems modelling, the Willems closure problem arises in two main contexts: identification of a system from trajectories, and interconnection of two known systems. In each of these contexts, it is important that the resulting model of the system, i.e. the resulting set of system equations, satisfies the property of Willems closure; otherwise, little information on the dynamical behaviour can be obtained from the equational model. However here we are concerned not with modelling issues but with the more fundamental problems of computing the Willems closure and of characterizing Willems closed submodules. This section is divided as follows. We begin in Section 3.1 by formalizing the problem and presenting some examples to demonstrate that it is non-trivial. In Section 3.2 we show that Willems closure is captured by the standard algebraic property of A-torsionlessness, and also that all submodules of D 1,q are Willems closed when the signal space is a cogenerator. In Section 3.3 we present some results characterizing Willems closed modules.
The Willems closure of a module
Given a behaviour B = ker A R, we define the module of all system equations B ⊥ , also called the orthogonal module, by
where vw is interpreted in the usual way as the action of the operator v on w. Since D is Noetherian, B ⊥ is a finitely generated left D-submodule of D 1,q , and so there
any D-linear combination of the original equations is actually a system equation. The problem is that the reverse inclusion may not hold, i.e. there may exist system equations which cannot be obtained algebraically from the defining set of equations. Such equations can only be derived through analysis of the properties of the signal space and the operators acting on it. Now B consists of all constant functions, and so the module of system equations is
This particular example can be explained by arguing that the operators s and z are not independent, and indeed the delay-differential case can be properly rectified by considering a different ring of operators (see, e.g. [13, 15] ); nevertheless, this example illustrates the dangers in the naïve approach. 2. The following example is given in [10, Example 6] . Take A = D (R, R) and
with z representing the derivative operator or any subring containing the element t 3 z + 1, and consider
It can be shown that the equation t 3 dw/dt + w = 0 has no non-zero distributional solution [34, Vol. 6:15] so that B = 0 and B ⊥ = D.
3. The following example demonstrates the possible existence of "hidden constraints" on derived quantities xB.
. . , z n ] treated as the ring of linear partial differential operators with real coefficients, and A = S (R n , R), the space of rapidly decreasing functions. Consider the behaviour B given by
, and consider the quantity xw = w 2 , w ∈ B. Computing the annihilator of the formal element x + Im D R, we obtain
However these are not the only constraints on xB = {w 2 ∈ A | w ∈ B}. We also find that if
, so is therefore of the form α exp(t 1 − t 2 ).
w is a rapidly decreasing function, α = 0 and so
In the third example above, we see that the annihilator of the formal quantity x + Im D R is distinct from the annihilator of the corresponding signal set xB (the set of values which this quantity can take). This is due to a phenomenon common to all three examples above: the module of system equations is not generated by the given equations.
We now need some further notation. For any left D-submodule N of D 1,q (necessarily finitely generated), denote by N ⊥ the behaviour which is the set of solutions of the equations of N (with respect to a given signal space)
For an arbitrary behaviour (set of trajectories) B ⊆ A q , we do not necessari-
and it is easy to show that
Thus the solution set of the module of system equations is equal to the original behaviour if and only if that behaviour has a kernel representation.
The following definition is due to Pillai and Shankar [27] : We can also introduce the module D 1,q /B ⊥ , which as before can be interpreted as a set of mappings from B to A. However, unlike in the case of the modules D 1,q /N for arbitrary submodules N, we see that the mappings corresponding to elements of D 1,q /B ⊥ must be non-zero. This will be formalized in Section 3.2. The modules B ⊥ and D 1,q /B ⊥ reflect the system structure far more tightly than do Im D R and Coker D R for an arbitrary kernel representation R.
We now demonstrate that, when we start with a Willems closed equation module, the constraints on elements of the module M (formal quantities) agree with the constraints on the corresponding sets of signals. In the case when N is not Willems closed, as in Example 3.1.3, without consideration of the analytic properties of the signal space we cannot deduce the constraints on the system variables or derived quantities.
In particular, for any
and
When N is Willems closed with respect to A, inclusions (14)-(16) become equalities.
Proof. It is sufficient to prove (14) , since (15) follows by taking l = 1, and then (16) follows from (15) by intersecting over all x (or a generating set).
Observe that the left-hand side of (14) is given by
whereas the right-hand side is given by
Since N ⊆ N ⊥⊥ = B ⊥ , we have the desired inclusions, with equality when N is Willems closed with respect to A.
In Section 5 we will see some further advantages of using a Willems closed equation module. It turns out that the condition of Willems closure is precisely what is needed in order to test for inclusion of the behaviour in other behaviours. Also, when A satisfies the property of injectivity (and is not a torsion module) and Im D R is Willems closed we obtain an algebraic test for the existence of an image representation for ker A R.
Willems closure and cogenerators
In this section we demonstrate that the idea of Willems closure is in fact tied up with some standard concepts in algebra. To begin with, we need the endomorphism ring of A:
A is a right E-module and therefore a (D, E)-bimodule. It follows that a behaviour B given by B = Hom D (M, A), for M a finitely generated left D-module, becomes a right E-module; for any w ∈ B = Hom D (M, A) and e ∈ E we define we ∈ B by composition: we := e • w ∈ Hom D (M, A). We now define a map, sometimes called the Gel'fand map, which for a given left D-module M is given by [18, Section 19D] :
This map sends a module element x ∈ M to the 'evaluation map' which is the interpretation of x as an (e.g. differential) operator sending B to A.
The kernel of θ M is of particular interest. Notice that this consists of all elements x ∈ M such that w(x) = xw = 0 for all w ∈ B. These are the elements of M which are identified with the zero operator on B.
Definition 3.4 (e.g. [18, (19.5) , (19.36) 
]).
A left module M is said to be A-torsion less if θ M is injective. It is said to be A-torsion if the kernel of θ M is the whole of M. A is said to be a cogenerator if all left modules M are A-torsionless.
We soon conclude the following (in which the equivalence of conditions 2 and 3 is standard, e.g. [18, (19.37) 
If A is a cogenerator, then all submodules of D 1,q are Willems closed with respect to A.
Proof. From the preceding remarks, ker θ M is the set of all elements of M which vanish as operators on B. Writing a given element as x + N, we see that it vanishes on B precisely when x ∈ N ⊥⊥ . This establishes Eq. (18), and so the equivalence of conditions 1 and 2. Now if M is A-torsionless then M can be embedded into A Hom D (M,A) via the Gel'fand map. Conversely, suppose there is an injection ι : M → A X for some set X. Then for any y ∈ M there is some α ∈ X with (ι(y))(α) / = 0. Composing ι with the projection A X → A given by evaluating at α, we have a map w ∈ Hom D (M, A) with w(y) / = 0. Thus θ M (y) / = 0, and y ∈ ker θ M . As this holds for all y ∈ M, M is A-torsionless. This establishes the equivalence of 1-3. The final claim is immediate.
The ideal solution to the Willems closure problem is to use a signal space which is a cogenerator or at least with respect to which all submodules of D 1,q (for all q) are Willems closed. This is the case for linear PDEs with constant coefficients
, as shown by Oberst [24] . In the case Fröhler and Oberst [10] have shown that the signal space of hyperfunctions is a cogenerator. Thus for these operator rings and signal spaces, the problem is fully solved.
In fact, in order for all submodules of D 1,q to be Willems closed, it is not necessary that A be a cogenerator. The following demonstration of this is due to Oberst [23] : take D to be a commutative Noetherian domain but not a field, Q(D) to be its quotient field and A to be the direct product of all finite length modules. Then it can be shown that Hom D (Q(D), M) = 0 for all finitely generated M so that Hom D (Q, A) = 0 also. It follows that A is not a cogenerator. However any finitely generated M can be embedded in a direct product of modules of the form M/J k M, J a maximal ideal, and therefore in a power of A.
For practical purposes it is not strictly necessary even that all submodules of D 
The following result will prove useful later: Corollary 3.6. Let A be a left D-module, and M be a finitely generated left Dmodule. Then for any M 1 ⊆ ker θ M , we have
In particular, the module M/ker θ M defines the same behaviour as M, and is itself 
Proof. Without loss of generality, suppose that
Finally, suppose L ⊆ M. There is a map :
, then the value of w at x equals the value of (w) at x, which is 0, proving that x ∈ ker θ M .
In the following section we present some results which characterize Willems closure under certain conditions. First, notice that, if we have one cogenerator A, then any signal space A containing A must also be a cogenerator. More generally, if a module M is A-torsionless, then it is also A -torsionless. These results follow from condition 3 in Lemma 3.5.
Some results on Willems closure
We begin with a new result which, under a minor assumption, identifies a large class of A-torsionless modules. 
Then the element (z − 1) is in B ⊥ , since (z − 1)w satisfies the equation
which implies that (z − 1)w ∈ ker A (t 3 z + 1), so (z − 1)w = 0 as discussed in Example 3.1.2. So, denoting M := Coker D R, we see that
Clearly the signal space is not a torsion module, so we can apply Lemma 3.7. Indeed, (z − 1) is a torsion element, since (t 3 z + 1)(z − 1) ∈ Im D R as shown by Eq. (19) . However it is not hard to show that (z − 1) is not in Im D R. For the same signal space and operator ring, the module
can easily be shown to be torsionfree. By Lemma 3.7, this module is therefore Atorsionless, and so the row span of R is Willems closed.
In the remainder of this section, we are forced to restrict ourselves to the case where D is a commutative domain (so in the case of PDEs we assume constant coefficients).
The following new result is inspired by the characterization of [35, Theorem 2.3] of the Willems submodules with respect to the classical space S (R n , R) over the ring of linear constant coefficient partial differential operators. For a description of primary decomposition, see for example [4] . 
In the case where (0 :
A are injective modules, we moreover have Proof. Note first that the last sentence follows from the earlier claims. Let N,  N 1 , . . . , N t be as specified, and write
is an irredundant primary decomposition of 0 in M, and by Eq. (18) we must show that
with equality when the given injectivity conditions hold.
we must show that x ∈ ker θ M . As M/M r+1 is P r+1 -coprimary, there must exist a power of P r+1 which takes x to some x ∈ M r+1 [4, Proposition 3.9] , and similarly a power of P r+2 which takes x into M r+2 , and so on. Putting this together, there is some product S of powers of P r+1 , . . . , P t with Sx = 0. Now for every w ∈ Hom D (M, A), writing v w = w(x) ∈ A we find Sv w = 0. Since none of the primes P r+1 , . . . , P t annihilate any element of A, we must have v w = 0 for all such w. Hence x ∈ ker θ M , which establishes (20) . Now suppose that (0 : P ∞ 1 ) A , . . . , (0 : P ∞ r ) A are injective. Pick x ∈ M\L; we have to show that x ∈ ker θ M , i.e. that there exists w ∈ Hom D (M, A) with w(x) / = 0. Now for some j ∈ 1, . . . , r, we have x ∈ M j , so x + M j ∈ M/M j is non-zero. Hence D(x + M j ) is a non-zero submodule of the P j -coprimary module M/M j , so that some submodule of D(x + M j ) must be isomorphic to D/P j . So there exists a ∈ D with ann (ax + M j ) = P j .
Since (0 : P ∞ j ) A is injective and non-zero (because (0 : P j ) A is non-zero), it can be written as a direct sum of indecomposable injectives of the form E(D/Q), where E(·) denotes the injective hull and Q is prime [4 
As both P j and Q are prime, we have P j ⊆ Q. Hence there is a projection ρ : D/P j → D/Q with kernel Q/P j . Now we have a map w 1 :
This map is non-zero as an extension of a non-zero map, and since w 2 (ax + M j ) / = 0 we also have w 2 (x + M j ) / = 0. Next, define a map
Composing this embedding with w 3 and with the natural injection of (0 : P ∞ j ) A into A, we obtain a map w : M → A which is non-zero at x. This completes the proof.
In the case where (0 : P ∞ 1 ) A , . . . , (0 : P ∞ r ) A are known to be injective, Theorem 3.9 gives a constructive description of the Willems closure of N as the intersection of primary components, which can be calculated, e.g. using Gröbner bases [5, 12] .
The injectivity condition of Theorem 3.9 is restrictive, but will be met in particular when A itself is injective, since in this case (0 : J ∞ ) A is injective for any ideal J (see [25, Theorem (1.14)(i)], following the work of Matlis [22] ). In this case, the only analysis we need to do to compute Willems closures is to identify once and for all the primes for which (0 : P ) A = 0. The condition of Theorem 3.9 can also be weakened to: each prime P j , j = 1, . . . , r, is contained in a prime Q j with (0 : Q ∞ j ) A injective and non-zero. Example 3.10. Take D = R[z] and A to be the set of all piecewise polynomial functions from R to R, treated as a subspace of D (R, R) with the ring action given by differentiation. Then (0 : P ∞ ) A = 0 for all non-zero primes except P = (z), and for P = (z) is equal to the subspace of polynomial functions, which is injective as it is equal to (0 : P ∞ ) A 1 for A 1 the space of smooth functions. Thus (0 : P ∞ ) A is injective for all non-zero primes P, and Eq. (21) holds; the Willems closure of any N ⊆ D 1,q is equal to the intersection of its 0-primary and (z)-primary components.
We can also use Theorem 3.9 to strengthen Lemma 3.7 in the commutative case: Corollary 3.11. Let D be a commutative Noetherian domain. Then A is torsionfree and non-zero if and only if the finitely generated A-torsionless modules are precisely the finitely generated torsionfree modules.
Proof. Suppose that A is torsionfree and non-zero. By Lemma 3.7 all finitely generated torsionfree modules are A-torsionless. If on the other hand M is A-torsionless, then by the last claim of Theorem 3.9, (0 : P ) A / = 0 for all associated primes P of M. Since A is torsionfree this implies that the set of associated primes of M is either {0} or { }, and so M is torsionfree.
Conversely, suppose that the finitely generated A-torsionless modules are precisely the finitely generated torsionfree modules. Now for M = D/J , J a non-zero ideal, M/ker θ M must be A-torsionless, so torsionfree, and therefore ker θ M = M. Thus we obtain a reconfirmation of the results of [27, 35] for these signal spaces.
Corollary 3.12. Let D be a commutative Noetherian domain. If all finitely generated modules are A-torsionless, then every maximal ideal is an associated prime of A. The converse holds when (0 : P ∞ ) A is injective for all prime ideals P.
Proof. If all finitely generated modules are A-torsionless, then by the last claim of Theorem 3.9 (0 : P ) A / = 0 for all primes P. For maximal ideals P this requires that P be an associated prime of A. Conversely if all maximal ideals are associated primes of A then (0 : P ) A / = 0 for all maximal ideals, and therefore for all primes. The last claim of Theorem 3.9 again completes the proof.
This completes the description of Willems closed modules over a commutative domain when the signal space A satisfies certain conditions as discussed above. Unfortunately we cannot expect to be able to extend Theorem 3.9 to the case where D is non-commutative. The first difficulty in such an extension is that a primary decomposition does not generally exist (a "tertiary decomposition" does [38, Chapter VII.1], but the tertiary components do not have certain properties which seem essential to the proof of Theorem 3.9). More importantly, the non-commutative rings of principal interest are the Weyl algebra R[t 1 , . . . , t n , z 1 , . . . , z n ] (where z i = N/Nt i ), and certain quotient rings as mentioned in Section 2. The Weyl algebra is well known to be simple, i.e. it has no non-zero prime ideals, and the same property must hold for any quotient ring. Prime ideals are therefore of no use in describing the algebraic structure of these rings and their modules.
The elimination problem
The elimination problem is as follows. Given a behaviour with two sets of variables w, l described by the equations
where R ∈ D g,q and M ∈ D g,h , does there exist a kernel representation for the behaviour
and if so, how do we construct one? We term this the general elimination problem, and we say that it is solvable for (−R M) if B w in (24) has a kernel representation.
The special elimination problem is the same, but for the case R = I ; that is, given a behaviour with an image representation
does B w have a kernel representation, and if so, how do we find one? If B w does have a kernel representation, then we say that the special elimination problem is solvable for M. Note that we are not concerned here with the "formal elimination problem" discussed for example in [30] , but rather with the problem of eliminating variables which take values in some given function space.
Elimination and injectivity
We begin with the following elementary result, which states that if the special elimination problem is solvable for M, then the general elimination problem is solvable for (−R M). Lemma 4.1. Let B w,l and B w be as specified in (23) and (24) . If im A M = ker A C for some D-matrix C, then B w = ker A CR.
Proof. Let C be as specified.
Let us therefore restrict our attention to the special elimination problem
What are the conditions on w to be in B w ? Clearly any relation ("syzygy") on the rows of M gives us a condition on such a w, i.e.
w ∈ B w ⇒ vw = 0 for any v ∈ D 1,q with vM = 0.
The fundamental principle of Ehrenpreis-Palamodov [3, 26] states that this condition becomes necessary and sufficient when A = C ∞ (R n , R) or D (R n , R) for linear PDEs with real coefficients. Thus in this case to test whether w = Ml for some l it is sufficient to test that w ∈ ker A C, where C is a universal left annihilator of M. So we obtain the solution to the special elimination problem: im A M = ker A C, where C is any universal left annihilator of M for these signal spaces.
By combining the fundamental principle with Lemma 4.1, we obtain the general elimination algorithm reported in [24, Corollary 2.38] and [17] .
It may be instructive to express the relationships between modules above using exact sequences. The condition that C ∈ D c,q is a universal left annihilator of M ∈ D q,h is expressed by exactness of the sequence
Now by applying the functor Hom D (−, A) to this exact sequence, we obtain a complex
(stating only that im A M ⊆ ker A C). However, when the module A is injective, the functor Hom D (−, A) becomes exact, so that exactness of (27) guarantees exactness of (28), and therefore the fundamental principle and elimination algorithm. Conversely, if the fundamental principle holds, then in particular it holds when h = 1 and the entries of M generate an ideal J. In this case, the statement of the fundamental principle can easily be seen to be equivalent to the well-known Baer's criterion for injectivity (e.g. [18, (3. n is an open set. However, the module of hyperfunctions is injective, and so elimination can be done in this space [10] . The situation for linear PDEs with variable coefficients is to the best of our knowledge still unknown. 3. The delay-differential signal space A = C ∞ (R, R) is not injective when the operator ring is taken to be D = R[s, z] (s = derivative operator, z = unit shift). Consider for example the problem of eliminating the variable l from the behaviour defined by the equation
Application of the usual elimination algorithm (constructing an appropriate universal left annihilator and applying Lemma 4.1) gives us the answer
which is wrong. It is easy to see that the correct answer is B w = ker A (1) = 0. Thus the general elimination algorithm does not apply, and by Lemma 4.2 A cannot be an injective D-module. As we will soon see, this implies that there exist general and special elimination problems which are not solvable over this signal space.
Notice that Lemma 4.2 does not claim that if we can always solve the special elimination problem by some method then A is injective. However this is in fact the case, as shown by the following simple new result. Proof. Let A, R 1 , R 2 , R 1 and R 2 be as stated. Let g be the number of columns of R 1 and h the number of rows of R 2 . Then R 2 R 1 : A g → A h is the zero map, which means that every entry of R 2 R 1 must be in ann A = 0. Hence R 2 R 1 is the zero matrix. This implies that the rows of R 2 are syzygies on the rows of R 1 , and the columns of R 1 are syzygies on the columns of R 2 . Therefore there exist matrices L and Q with R 2 = LR 2 and R 1 = R 1 Q. We now find
The reverse inclusions hold since R 2 R 1 = 0 and R 2 R 1 = 0. Lemma 4.4 establishes that, provided ann A = 0, injectivity of A is not only sufficient, but also necessary for the special elimination problem to be solvable for all M.
The condition ann A = 0 in Lemma 4.4 is a minor one; it states that there should be no single operator in the ring which kills every element of the signal space. This condition will be fulfilled for the vast majority of signal spaces of interest in systems theory (an exception being signals on a cylinder-shaped lattice, under shift operators). Furthermore, if J := ann A / = 0, then the signal space is a left module over D := D/J , and we can do our systems theory over this ring instead. The definitions of universal left/right annihilators overD can easily be expressed in terms of the original ring D, thus giving us a mechanism which does not require explicit consideration ofD, but for brevity we will omit further details.
The following result says that we have the same situation for the general elimination problem as for the special elimination problem; that is, if a kernel representation exists, then one can be found by the algorithm outlined earlier. The only caveat here is that, before applying that algorithm, it is first necessary to compute the Willems closure of the given equation module, as defined in Section 3. 
Elimination without injectivity
We know from Lemmas 4.2 and 4.4 that, except in the unlikely event that ann A / = 0, when adjustments to the results have to be made, injectivity is not only sufficient but also necessary to a general solution of the general elimination problem. However, injectivity is a strong condition on the signal space (although it is met in many cases of practical interest, as mentioned in the last section), and for any given elimination problem, injectivity is not necessary. 
We can identify B 1 and B 2 with the spaces of smooth closed 1-forms and smooth closed 2-forms on U, respectively. Since the fundamental group of U is non-trivial, the image of R 1 is not equal to the kernel of the universal left annihilator R 2 . Further, as ann A = 0, elimination of the variables l from w = R 1 l is not possible. That is, there exists no set of linear PDEs with real coefficients, the smooth solutions to which are the smooth closed 1-forms. However, by standard algebraic topology theory, the image of R 2 is equal to the kernel of the div operator, which is R 3 = (z 1 z 2 z 3 ), a universal left annihilator of R 2 . In the case where U = R 3 \{0}, the opposite situation occurs. Thus for neither of these open sets is C ∞ (U, R) injective (if it were, elimination would be solvable in both cases).
We can express the ability to eliminate in a given case through the algebraic concept of the extension functor Ext (see Definition 2.6). This functor has appeared before in the nD systems literature; see [29, 31, 45] , and also [19] for extensive use of Of course, we can generalize Corollary 4.7 to the case where ann A / = 0 by replacing D by the ring D/(ann A). Also, the solution of the special elimination problem, when it exists, is given by constructing a universal left annihilator as shown in Lemma 4.4. Injectivity of A is clearly an unnecessarily strong condition for a given elimination problem. Using the condition of the vanishing of Ext 1 D (M, A), we are able to identify some weaker conditions on A under which certain classes of elimination problems can be solved.
The first such condition involves the torsionfree degree of the module M = Coker D M (recall Definition 2.12). Note that this quantity is interesting from a systems-theoretical point of view, as explained in [29] . The following new result states that the special elimination problem is solvable when the torsionfree degree of A is at least as high as the injective dimension of A. 
Note that the module M l exists as l d. Since A l = I l is injective, we have Ext 1
Example 4.9. Take D to be the ring of linear partial differential operators with real coefficients, and A to be the set of smooth functions vanishing on some closed convex set T ⊆ R n . Then we have an exact sequence
is the direct limit of the family of sets C ∞ (U i , R), for U i open, convex and containing T. Each of these is injective, and therefore so is their direct limit (e.g. [18, Theorem (3. 46)]). Thus the exact sequence above establishes that A has injective dimension at most 1. Elimination over A is therefore possible whenever M is at least torsionfree. Proof. This is immediate from Theorem 4.8, though it is instructive to prove the second claim directly. Assume therefore that M is projective, so that there is an exact sequence
where D g,h and φ is the natural projection. Since M is projective, the map φ splits, and it follows that the map M does also. It is now easy to construct a map Q : D 1,h → D 1,g , necessarily representable by a D-matrix such that MQM = M. Therefore for any w = im A M, say w = Ml for some l ∈ A h , we have
The result for torsionfree M is likely to be of some systems-theoretic significance, since torsionfree modules appear to be heavily tied up with controllability in the behavioural sense (e.g. [8, 27, 28, 42] ).
The discussion of Section 4 should be in particular demonstrate that elimination is not a purely formal algebraic problem, in the sense that we cannot eliminate variables from a system of equations without consideration of the signal space and its analytic properties. The only exception to this occurs when the module M = Coker D M is projective. The result, reported in Corollary 4.10, that projectivity implies that special elimination (and therefore general elimination) is solvable independently of A, is elementary. The proof of Corollary 4.10 demonstrates that, when M is projective, given a w ∈ im A M we can always reconstruct a possible value of l such that w = Ml. The converse result, that if M is such that the special elimination problem is solvable for M independently of A then M must be projective, follows from Lemma 2.7 together with Corollary 4.7. 
By constructing a universal left annihilator of the corresponding D-matrix (i.e. by formal elimination in the usual manner), we obtain
Furthermore, to any w 1 , w 2 , w 3 satisfying these equations there corresponds an l such that (31)- (33) are satisfied: we can reconstruct such an l as
The reason why we are able to find such a reconstruction rule is that the module
is projective. In this particular example, M = 0, which implies that l is uniquely determined by w in (31)- (33) . These relationships are entirely independent of the signal space, due to the strong properties of the algebraic structure of the equations.
We can produce different classifications of M and A for which Ext 1 D (M, A) vanishes, by considering different module-theoretic properties of M and A, though the properties considered may not be so natural and interesting from a systems theory point of view. However, we will present two more new results which may be of interest. Divisibility is generally significantly weaker than injectivity, though over a principal left ideal ring the two are equivalent (e.g. [18, Corollary (3.17) 
]).
Example 4.13. Consider the space A = C ∞ (R, R) over the delay-differential operator ring R[s, z], where s = d/dt and z is the unit shift operator. This space is known to be divisible [13, 15] , but is not injective (see Example 4.3.3) . Consider the problem of eliminating the variable l from the equations
, it has projective dimension 1 and so in fact by Lemma 4.12 we can solve this in the usual way; we obtain the necessary and sufficient conditions
The last class of signal spaces which we will consider in this section is the class of signal spaces which are flat D-modules (see Definition 2.9). This condition is satisfied for linear PDEs with constant coefficients ( 
where C is a universal left annihilator of M. By flatness of A, we can have left tensor with A to obtain im A M = ker A C as required. The equivalence of the universal right annihilator condition is from Corollary 2.5.
The conditions for elimination in Lemma 4.14 have been shown in [36] to be both necessary and sufficient for the classical spaces listed above.
Further consequences of injectivity and Willems closure
In this section we will give a new selection of systems-theoretic consequences of using an injective signal space and/or a Willems closed equation module.
The first result shows that, when we use Willems closed equation modules, we can test for the inclusion of one behaviour in another. 
which ensures the existence of L.
To prove the second claim, suppose that R 1 is such that the given "if and only if" condition holds for all R 2 . In particular, it holds when Im D R 2 is the Willems closure of Im D R 1 . Thus ker A R 1 = ker A R 2 , and so by supposition L exists, proving that
so that Im D R 1 must be Willems closed. 
Then it is clear that there cannot exist a matrix L with LR 1 = R 2 . Nevertheless, since R 1 is square and non-singular, ker A R 1 = 0 (no non-zero compactly supported function can be annihilated by the determinant of R 1 ), so B 1 is contained in B 2 .
Combining Lemma 5.1 with Lemma 3.5, we see that if the signal space is a cogenerator then the given test for inclusion of behaviours can always be applied. Contrary to [24, (2. 62)], the conditions of injectivity and "large"ness are not needed for this.
The second claim of Lemma 5.1 demonstrates that Willems closure is not only sufficient but also necessary in order to detect whether a behaviour is contained in other behaviours.
The following results in this section deal with the characterization of free variables over a general signal space. Recall that, for a behaviour B ⊆ A q with system variables denoted by w 1 , . . . , w q , a subset of variables {w 1 , . . . , w m } is said to be a set of free variables if the mapping B → A m , w → (w 1 , . . . , w m ) , is surjective. This is clearly related to the elimination problem, and is a precursor to the study of input/output structures and transfer function matrices.
Let m(B) denote the maximum set of a set of free variables, called the number of free variables, and let χ(M), for a finitely generated D-module M, denote the maximum size of a D-linearly independent subset of M. 
Since Im D R ⊆ B ⊥ , we have (36) with equality when A is injective.
Example 5.5. Consider the curl or rot operator
, treated as a ring of linear partial differential operators. Over the injective spaces
, it is known that the number of free variables in the behaviour B = ker A R is the number of variables minus the rank of R [24, Theorem 2.69], that is, 1, and by symmetry we see that any one of the variables of the system can be chosen freely. Now consider the situation for
, which is a flat D-module ([26, Corollary VII.8.4] and [36] ) and satisfies the condition ann A = 0. By Lemmas 4.14 and 4.4, B = ker A R admits the image representation B = im A C, where C is the (universal right annihilator) matrix representing the grad operator. Thus B has a free variable only if one of the equations w = z 1 l, w = z 2 l, w = z 3 l is solvable for any compactly supported smooth w. However we can see by setting w to be a non-negative compactly supported smooth function that in this case none of these equations is solvable for compactly supported l, and so B = im A C has no free variable. Thus over
We next present a general condition for a behaviour to have an image representation. Here we use the Tor functor from Definition 2.6. It is immediate from Lemma 5.6 that when A is flat (which guarantees the condition ann A = 0), any behaviour with a kernel representation also has an image representation. This is also shown and discussed for the classical spaces A = C ∞ 0 (R n , R), E (R n , R), S(R n , R) in the context of linear PDEs with real coefficients in [36] .
Of course, for general A the condition of Lemma 5.6 is not directly testable, as the Tor module will be infinitely generated. However in the case where A is injective it is possible to derive from this an explicit and algorithmically testable condition. We make the additional minor assumption that A is not a torsion module (this includes the condition ann A = 0). An interesting special case of Theorem 5.7 is for the classical space S (R n , R) in the context of linear PDEs with real coefficients (which is injective and non-torsion). In this case, the condition for the existence of an image representation is given by Shankar [36] and matches that in the theorem.
Aside from their intrinsic interest, image representations are also very significant due to their connection with controllability. The existence of an image representation will guarantee controllability in the behavioural sense over any signal space sufficiently rich to satisfy the controllability property itself. The reason for this is that to concatenate or "patch" trajectories of the form w = Ml we need only concatenate the corresponding freely chosen trajectories l. The converse is open for linear variable coefficient ordinary/partial differential equations, but has been well-established in the constant coefficient case [8, 27, 32, 43] . Thus for a suitable signal space, the algebraic condition of torsionfreeness is sufficient for behavioural controllability, and may well turn out also to be necessary.
In the special case where D is commutative, we can derive further conditions on the existence of an image representation by combining Lemma 5.6 with Theorem 3.9. The advantage of this further test is that it does not require explicit computation of the Willems closure. , so the condition is that t (M) be A-torsion, i.e. that ker θ t (M) = t (M). The result now follows on applying Theorem 3.9 to t (M).
Conclusions
We have discussed what we consider to be the two most important fundamental problems in extending the current duality between finitely generated modules and behaviours to other signal spaces, and in particular to the case of systems defined by linear PDEs with variable coefficients. The first problem, that of constructing the Willems closure of an equation module, is crucial in order to be able to directly describe the algebraic structure of the system. The second problem of elimination is also of central importance. We have also demonstrated some of the consequent results of a solution of one or both of these problems, including a characterization of when a given behaviour admits an image representation.
We have also been able to provide full or partial solutions to these problems in terms of certain algebraic conditions on the signal space. For example, the full statement of Theorem 3.9, which characterizes Willems closure in the case of commutative D, holds when (0 : P ∞ ) A is injective for certain primes P. Theorem 4.8 identifies a large class of combinations of signal space and equation module for which elimination is possible, but requires knowledge of the injective dimension of A.
A major open problem in any new context such as the case of linear variable coefficient PDEs is to identify some specific signal spaces for which the algebraic conditions appearing in the paper hold (for example, injectivity, divisibility, or low injective dimension). We anticipate that this will be a difficult problem, requiring some heavy analytic tools. It also remains to develop algorithms for the constructive solution of these problems, for example using the methods of Janet/Spencer [11, 16, 29, 37] .
The majority of the results in this paper apply to arbitrary non-commutative left and right Noetherian domains. They may therefore have applications to systems defined by equations of a different type than partial differential equations or difference equations.
