ABSTRACT As a basic research topic in computer vision, visual tracking is still challenging because of the complexity of the tracking problems, such as abrupt motion, out-of-view, deformation, and heavy occlusion. In this paper, we extend the kernelized correlation filter (CF) for robust tracking by introducing spatial regularization components to penalize the CF coefficients. To afford a more confident prediction, we construct a spatial reliability map based on the color histogram to enforce the detecting samples near the target center. The feature fusion and the model update mechanism are further employed to improve the effectiveness of tracking. The extensive experiments are executed on the OTB-2013, OTB-2015, and Temple Color-128 datasets. The comprehensive results demonstrate the superiority of our proposed method comparing to the representative tracks on these datasets.
I. INTRODUCTION
robust visual object tracking is an attractive research problem in the field of computer vision. Which serves wide applications including human-computer interaction, video surveillance, robotics, autonomous driving, etc [1] . A generic scenario of visual object tracking is to estimate the trajectory of target throughout an image sequence, given an initial location of the target in the first frame. Although the considerable progresses have been made in recent years, the task of visual tracking remains to be very challenging due to the appearance changes of the target in real-world phenomena, such as deformation, occlusion, illumination, background clusters, scale variation and so on.
Generally, an appearance model of the target which was obtained by either generative-based (
[2]- [6] ) or discriminativebased ( [7] - [10] ) methods is first trained in most existing trackers, then the learned appearance model is utilized to estimate the states of the target in a new frame. With the new training data cropped from the prediction of the tracker, the model The associate editor coordinating the review of this manuscript and approving it for publication was Gang Li. is updated online. However, as the large appearance changes of the target throughout an image sequence, the accumulated error in the online model can lead to failure in tracking. The key challenge in visual object tracking is that the tracker should deal with the changes of the appearance under strong robustness, that is to say, the appearance model of target should be updated online accurately and adaptively.
Recently, discriminative correlation filter (CF)-based methods ( [10] - [17] ) have been popular in terms of their excellent performance. These methods train a correlation filter using a set of training samples with features as raw pixels, color names or histogram of oriented gradients (HOG). Although considerable results have been achieved in accuracy and robustness, the limitation of each feature may lead to the tracking failure in some certain scenes for the complex conditions. Even multiple features fusion in several methods [10] , [11] have been exploited to learn the appearance model, the trackers prone to drift due to heavy occlusion and fast motion. In addition, several algorithms with the representations in deep features ( [18] - [21] ) enhance performance at cost of the much computational burden, which is unsuitable for real-world applications.
In this work, in order to overcome the aforementioned limitation, we propose a constrained CF method which is different to the Staple [22] tracker in terms of several aspects. First, we construct the spatial reliability map to enforce the testing samples by using color histogram models. Second, we learn a kernel correlation filter by introducing a spatial regularization component, the proposed regularization weights can reduce the unwanted boundary effects by penalizing the correlation filter coefficients. Then the appropriately complementary features including HOG and HOI [23] are integrated in CF-based discriminative framework to boost the efficiency and accuracy. Finally, we employ feedback mechanism of the tracking results to determine how to update the online models.
To evaluate the superiority of our proposal method, we execute the comprehensive experiments on the three datasets: the benchmark OTB-2013 [24] with 51 sequences, the benchmark OTB-2015 [25] with 100 sequences, and the Temple Color-128 [26] . Compared to the standard Staple and other state-of-the-art trackers, the experimental results show that our method achieves favorable performance in efficiency, accuracy and robustness. The main contribution of this paper is that an effective method of spatially regularized KCF is constructed for robust object tracking. In detail, we make three contributions as following: 1) We parallelly learn a spatially regularized kernelized correlation filter (CF) and color histogram models. A spatial reliability map is then generated from those color histogram models to constrain the detecting image. Besides, to improve the discriminative ability of the CF learner, we confuse two complementary features including HOG and HOI descriptors to construct robust multi-channel features. 2) We employ feedback mechanism of the tracking results to determine how to update the tracking models online when the tracking object suffers from appearance changes. 3) We make comprehensive discussion and comparison of our proposed method with the concurrent work.
To validate the performance of our proposal, we execute the extensive experiments on the tracking benchmark OTB2013, OTB2015 and Temple Color-128. The surprising results show the robustness and efficiency of our proposed approach in comparison with the state-of -theart trackers. The following sections of the paper are presented as: In section II, we give a brief description of different trackers which are related to our study. In section III, we display detailly our robust visual tracking with spatial regularization kernelized correlation filter constrained by a learning spatial reliability map. Then, we provide the results of performed experiments in section IV. Finally, the conclusion is drawn in section V.
II. RELATED WORKS
Since it is a fundamental research problem in computer vision field, the visual object tracking has been captured much attention ( [24] - [30] ) with a large variety of applications. In this section, we only focus on the approaches including the CF or CF-based trackers, color representations-based trackers, and some model updated strategies.
A. CORRELATION FILTER
Remarkable progress has been improved in object tracking algorithms nowadays. Specifically, CFs are popular in the tracking group for their efficiency and operating at real-time. Bolme et al. [12] are the first contributors who were successfully proposed MOSSE tracker, using raw pixels as simple features to train the correlation filters. Henriques et al. [16] , [31] introduced the kernelized formulation to the CF-tracker as a theoretical extension without the scale estimation. To deal with the unwanted boundary effects produced by periodic extension of the training sample, Danelljan et al. [13] proposed spatially regularized discriminative correlation filters for tracking (SRDCF), in which the authors employed a spatial regularization component to penalize correlation filter coefficients at cost of computational burden. Different to [13] , Galoogahi et al. [17] , [32] established a constrained optimization to investigate the boundary effect problem, their approach was solved by using the Alternating Direction Method of Multipliers (ADMM), in which each ADMM iteration corresponded to a transition between the spatial and frequency domain leading to an increased cost of computation. Li et al. [33] incorporated both temporal and spatial regularization into DCF framework for tracking (STRCF). The STRCF model which was based on Passive-Aggressive (PA) learning achieved superior performance and could cope with the boundary effects without much loss in efficiency but operating on an expanded searching area can reduce the tracking speed.
B. COLOR MODEL
Compared to the trackers based on the correlation filters, the methods based on the standard color models obtained inferior performance. The color model was employed commonly for appearance description. Possegger et al. [34] were the first to utilize the standard color histograms for object tracking in tracking-by-detection framework. The authors also presented this representation to identify and suppress the regions which belong to distractor. Owed to this model, this approach can handle the drift problem to some extent, Lukezic et al. [35] introduced spatial reliability map which was based on color histograms to the correlation filter, the suitable part of object could be obtained by this map to adjust CF for more robust tracking. To overcome the problem that the color distributions are out of action sometimes, Bertinetto et al. [22] proposed Staple (Sum of Template and Pixel-wise Learners), in which one of complementary learn was based on color histogram, and the authors updated the tracking models without considering the variation of the objects. Danelljan et al. [14] also investigated the contribution of color for visual tracking, the authors executed the feature dimensionality reduction to color attributes and provided an adaptive low-dimensional color representation.
C. MODEL UPDATED STRATEGIES FOR VISUAL TRACKING
Since a target appearance model in visual tracking approaches is constructed only on an initial object annotation given in the first frame, the model should be updated online effectively to estimate the trajectory of tracking object throughout an image sequence robustly. To handle the target changes such as occlusion, abrupt motion and deformation and so on during tracking, researchers do much effort to overcome these challenges. The Peak to Sidelobe Ratio (PSR) [11] , [12] is utilized as a metric of filter quality, only when it reaches a certain threshold, is the tracking model updated online by linear interpolation. Wang et al. [36] proposed a novel measurement called average peak-to-correlation energy (APCE) as the feedback from the tracking result. Ma et al. [23] presented that the maximum peak among the detection response map is a criterion to whether or not activate the redetection mechanism. Hu et al. [37] introduced Gaussian distribution to the output response map, with which the model updating rate is adaptively adjusted. To reduce the overfitting of the training samples on the discriminative filters, Danelljan et al. [21] observed that the update of tracking model at a moderately infrequent (per 5 frames) can generally improve tracking results.
III. TRACKING COMPONETS
The important factor for a robust visual algorithm is the establishment of a reliable model representation of the tracking target due to significant variation in object appearance throughout a video sequence. Our tracking framework is based parallelly on a spatially regularized CF learner and a spatial reliability map formed by the learned color histogram models. To provide a more confident prediction, we adopt the following strategies: First, a spatial reliability map is generated from the color histogram model to enforce the detecting samples near the previous center. Second, multichannel features fusion as an object descriptor is utilized for robust tracking. Furthermore, the CF learner is made more discriminative by spatial regularization matrix instead of the equal-weighted regularization. In addition, the model update mechanism is utilized to handle the drift problem. To deal with the scale of the tracking object, we fellow scale estimation strategy proposed in [15] . The overall tracking process framework is presented in Fig. 1 .
A. THE PROPOSED TRACKER BASED ON COMPLEMENTARY MODELS
In the tracking-by-detection strategy, the optimal rectangle p t located the tracking target in detection frame is obtained from a candidate set S t by maximizing a response score:
where T (•) is a transformation with a feature output for an image patch, and y(T (x t , p); θ) denotes a response score of sampling window p in image x t based on the parameter θ. As the tracking model representation plays an important role in visual tracking system, an appropriate model representation can only perform well in a certain condition. The model representation based on color histogram is invariant to any permutations of its feature descriptor in spatial domain. Unfortunately, this representation is sensitive both in the VOLUME 7, 2019 illumination change and motion blur. Recently, most attentions are focused on the correlation filter as a model representation. Contrary to histogram based, the correlationfilter-based trackers improve the performance in the challenges such as illumination change and motion blur, while fail in the deformation conditions. Inspired by [22] , our discriminative learner is constructed on the collaboration of the above two representations. The representation based on color histogram is first calculated to generate spatial reliability map β. Then the detection response function is obtained by fused models as following:
where the subscript cf and hist indicate the correlation filter learner and color histogram representation separately, denotes inner-product. These two learners are trained by solving the following two independent ridge regression problems:
where L(•) indicates a loss function. The two learners are descripted independently in following sections.
B. THE SPATIAL RELIABILITY MAP BASED ON THE COLOR HISTOGRAM
The color histogram model has been employed widely in object tracking approaches, where the classifier is trained from both the positive and negative pixel samples simultaneously. The features φ(u) of the pixel u is a vector e k [u] that contains one only at its k[u] = j bin and zeros at any other bins. Furthermore, the one-sparse feature pixels can speed-up the computation. A rectangular patch centered at the estimated position is cropped from the frame t, then this patch is divided into two parts: the object region O and the background region B. The each feature pixel of these two regions is applied independently to train the histogram learner by using
Notably, the inner product can be calculated by a lookup β T φ(u) = β j because the β j is sparse, the equation (4) can be expressed by the independent terms of each bins according to the per feature dimension as
where
= j| denotes the number of the pixels with the index feature j in area A for which the index feature j is no-zero, |A| denotes the total number pixels in region A. We define ρ j = N j (A)/|A| as the proportion of the index feature j pixels in region A. The ridge problem of (5) can be solved in form of:
where β is the weight coefficient map which describes the pixel-wise confidence of the training patch, ε is an infinitesimal constant.
Since the color histogram models from the object foreground and background are maintained when the appearance of target changes such as rotation and deformation during the tracking, the online models are updated by
where ρ t (A) is the vector comprised by ρ j (A) for j = 1, · · · , M , ρ t (A) denotes the proportion from the current image data, and η hist denotes the learning rate.
C. SPATIALLY REGULARIZED KERNEL CF
To provide a robust classifier, we introduce a spatial regularization component into the Kernel CF tracking method in this section. During the training of the KCF [16] classifier, a base image patch x of P × Q pixels is first extracted. Then, cyclic shifting at each spatial location (p, q) ∈ {0, · · · , P − 1} × {0, · · · , Q − 1} is used to produce a number of synthetic training samples x p,q (p, q). The regression value y can be generated using the Gaussian function which takes a value of 1 for a centered target and smoothly decays to 0 for any other cyclic shifts, i.e., y(p, q) is the label of x p,q . The objective of training is to find a function S(z) = f T z that minimizes the squared error over samples x p,q and their regression targets y(p, q). Different to the KCF tracker, a regularization matrix r is employed to replace the regularization term for penalizing the classifier coefficients. Thus, a correlation filter f is trained by solving the following ridge regression problem:
where stands for the Hadamard product, f and r denote the correlation filters and the spatial regularization matrix, separately. The regression value y(p, q) is generated by Gaussian function as following:
The minimizer in (8) which is similar to Support Vector Machines (SVM) has a closed-form. The calculation is operated in the Fourier domain with the complex-valued quantities. Then we minimized (8) by:
where the data matrix X generated from cyclic shifts of the base sample x is circulant matrix, X H is the Hermitian transpose. Similarity to the matrix X , the circulant matrix R is formed by cyclic shifts of the spatial regularization matrix r. there is a correspondence between the spatial regularization matrix r and the base sample x in each cyclic shift. Several intriguing properties of the circulant matrix which are full descripted in KCF tracker [16] have employed to make all the operations done diagonally in element-wise by the Discrete Fourier Transform (DFT). The term X H X , for example, can be calculated on their diagonal elements as following
wherex denotes the DFT of the generating data vector x, x * is the complex-conjugate of x. The constant matrix F is a DFT matrix that does not depend on x and can calculate the DFT of any data vector. F H is the Hermitian transpose of F. Since the property with the factor F H F = I is the unitarity of F, the equation (10) can be rewrote in Fourier domain:
where denotes the element-wise product. For better form the equation (12) can be displayed as:
Finally, the same kernel tricks as KCF tracker are employed to obtain the learner α
where A denotes the Fourier transform of α, k xx is called the kernel correlation of x with itself. Three kernel function including Gaussian kernel, linear kernel and polynomial kernel are used for special case. In this study, we choose Gaus-
wherex = F(x), F and F −1 denote the Fourier transform and its inverse, respectively. Notably, the vector α contains all the α(p, q) coefficients, and the target appearancex is learned over time.
In tracking detection step, given a new input frame, we first cropped out a patch z with the same size x centred at the same position in the previous image. The cyclic shifts of patch z can also generate several candidate patches for detecting. The full detection response is calculated as
where k zx = k(z, x) is the kernel correlation of x and z, as defined in Eq. (15) . Then, the new location of the target is estimated by searching for the position that maximizes the response map y.
Similar to the KCF tracker, the model which comprises the learned target appearancex and the transformed classifier coefficient A is updated by simple linear interpolation as following:
where η cf ∈ (0, 1) means the learning rate and t denotes the frame index.
D. MULTI-CHANNEL FEATURES FUSION
Generally, the formulation (15) can operate efficiently by incorporating the different kinds of multi-channel features.
In this study, to learn a robust correlation filter, we employ two complementary kinds of features of the training samples: (1) Histogram of Oriented Gradients (HOG). the HOG descriptor shows the main idea that the appearance and shape of a local image object are encoded by the distribution of oriented gradients. To form the descriptors, we first divide each image patch into small cells, then each small cell corresponds to a histogram of oriented gradients to be calculated. Since the HOG features are robust to the local shape deformation and illumination variation, these gradientbased descriptors are widely used for object detection and object tracking. (2) Histogram of Local Intensities (HOI).
As a complementary to HOG descriptors for handling the condition of the heavily blurred images, the HOI feature exploits the statistical properties of local patches instead of pixel intensities over the whole frame. We calculate the histogram of intensity in a 6×6 local cell with 8 bins. To improve robustness to appearance change of illumination, the intensity channel together with its transformed channel are employed to calculate the HOI feature descriptors. Therefore, these two features are integrated into vectors with 47 channels to train the correlation filter using (14) .
wherex c denotes the DFT of extracted c-th channel features, x * c is the complex conjugate ofx c . The Gaussian kernel is used for the image data with C channel features.
E. TRACKING UPDATE STRATEGY
In the complementary tracker [22] , the tracking models are updated in each frame without evaluating whether the tracking result is accurate or not. Actually, this update strategy can increase the cumulative error to a certain extent once the target is detected inaccurately because of severely occlusion or totally missing. The increasing of cumulative error also may lead to the model corruption problems which can cause a deterministic failure in tracking system. In our proposal, we employ the feedback from tracking results to update the tracking models adaptively.
First, we compute the Euclidean distance which measures the translation between the current bounding box b t and the To provide the reliability of the detection results, we define the trajectory smoothness degree in frame t as
where σ is the mean of the height H (b t ) and the width W (b t ) provided by the current bounding box b t . Likewise, the confidence metric, namely the Peak-to-Sidelobe Ratio PSR [11] , [12] is commonly utilized in CF-based trackers to quantify the reliability of the tracking results. PSR is generally defined as Z = (y max − m)/σ y , where y max is the maximum of the response map y, m and σ y denote the mean and the standard deviation of the sidelobe, separately. To more effectively evaluate the quality of the detection results, we propose a combined reliability score S t = G t ×Z t . Considering the temporal stability, we further assemble the previous movement information and introduce an increasing sequence W = {θ 0 , θ 1 , · · · , θ t−1 }, (θ > 1) for providing the latest scores with more weights. Thus, the average combined reliability score in a short period t (e.g., 5 frames) is defined by:S
where the index τ ∈ [t − t + 1, t] and ω τ = θ τ /( τ θ τ ), θ τ is the (τ − t + t)-th element in the sequence W.
Since the information from both object and background is useful for training the CF learners, it is improper to simply discard the deteriorated training samples or using a fixed model learning rate. In our proposal, an adaptively learning rate η a is adjusted as
where η init is the initially determined model learning rate η cf in Eq.(17) or η init in Eq. (7), µ is the fixed threshold for more reliable, and γ is the power exponent of the power function, this designed function can severely prevent the learner from being corrupted by penalizing samples with low confidence scores.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
Here, to validate our proposal superiority, we present a comprehensive evaluation and execute extensive experiments on recent and popular benchmarks such as the OTB-2013 [24] . OTB-2015 [25] , and Temple Color-128 [26] . First, we introduce the parameters setting, and the evaluation protocol executed in the experiments. Then we display a comparison implemented on the OTB-2013 Benchmark with the representative tracker in quantitative results. Third, the overall performance on the OTB-2015 Benchmark shows excellence of our proposed method compared with the state-of -the-art methods. We also explain the experimental results on the Temple Color-128. Finally, we introduce the component analysis to distinguish the contribution of the different strategies in our tracker.
A. THE EXPERIMENTAL SETUP 1) IMPLEMENTATION DETAILS
The parameters in our method are set as following: the parameters in the spatial reliability map are set as the same as in the Staple [22] method, and the parameters in Spatially Regularized KCF follow the ones in the standard KCF [16] method. the parameter θ in weight sequence W is set to 1.1. The weight matrix r in Eq. (8) is fixed as the starting quadratic function w in SRDCF [13] tracker. The learning rates η hist and η cf are all set to 0.01. The adaptive update parameters, µ and γ in Eq. (21), are set to 0.7 and 3 respectively. All the parameters in our proposed method are fixed for all experiments. The experiments are implemented in MATLAB 2017b on a computer with an I9-7900X 3.30GHz CPU and 16GB RAM.
2) THE DATASETS AND METRICS
Our method is performed for the comprehensive experiments on the three benchmarks including OTB-2013 [24] , OTB-2015 [25] , and Temple Color-128 [26] . To get a rigorous and fair comparison, all the tracking method are quantitatively evaluated by two standard metrics: the distance precision (DP) plot at the threshold of 20 pixels, the overlap precision (OP) plot at an overlap threshold 0.5. We also use the overlap success plots with Area-Under-Curve (AUC) to rank all the comparison trackers over all dataset sequences by using one-pass evaluation (OPE).
B. THE EXPERIMENTAL RESULTS ON THE OTB-2013
In this section, we executed our experiments across all 51 sequences on the OTB-2013, the trackers for comparison comprise two categories: 1. The 29 traditional trackers presented in OTB2013; 2. Some popular tracker proposed recently including ECO-HC [21] , SRDCF [13] , MEEM [5] , LCT [23] , Staple [22] , Staple_CA [38] , RPT [11] , Deep-SRDCF [20] , KCF [16] , fDSST [39] . Only the top ten trackers with the experimental results are displayed in one-pass evaluation (OPE). Specifically, the CSRDCF tracker which utilized the color histogram model to generate the spatial reliability map for constraining the CF learning obtains a mean DP score 80.0% and an AUC score 59.9%. The Staple tracker which combined the two scores maps from CF-based learner and color histogram learner achieves a mean DP of 79.3% and a success score of 60.0%. The SRDCF which addressed the unwanted effects generated from the periodic assumption by introducing a spatial regularization component in learning to penalize correlation filers coefficients gets a mean DP and an AUC score at 83.8% and 62.6%, respectively. Moreover, the deep-SRDCF tracker takes the third place with a mean DP of 84.9% and an AUC score of 64.1% by adopting the deep features instead of hand-craft features. Notably, our proposal acquires the second place by performing the average precision score of 85.7% and the success score of 64.9%. Compared the best tracker ECO-HC, our method has a small inferior in the mean DP and success score at 1.7% and 0.3%, separately.
C. EXPERIMENTAL RESULTS ON THE OTB2015 DATASET
As a dataset extension of the OTB-2013, the OTB-2015 benchmark contains 100 sequences (58,897 frames) which is more challenging. We further perform evaluations on this benchmark dataset to measure our approach. Nine representative trackers: SRDCF [13] , Staple [22] , MUSTer [40] , MEEM [5] , LCT [23] , SAMF [10] , fDSST [39] , KCF [16] , and DSST [15] from the recent tracking methods are utilized for comparison with our proposed method. The precision plot and success plot from the experimental results over all 100 videos are presented in the Fig.3 , and the comparisons in term of mean OP and DP are provided in the Table 1 . To judge the methods whether or not suitable for real-time application, we also report the speed (mean FPS) of each tracker, the best results from the comparisons are shown in red fonts.
The Fig.3 shows obviously that our proposal ranked the top position over the other nine methods by performing a mean DP score of 82.5% and an AUC score of 61.1% respectively. Compared with the Staple tracker, our approach achieves a gain by 4.1% in mean DP and 3.0% in AUC score. Although the SRDCF tracker gets the excellent performance by a mean DP and an AUC score 79.0% and 59.8% separately, our method outperforms it by 3.5% in mean DP and 3.0% in AUC score. The SVM-based method MEEM provides the mean DP of 78.1% and the AUC score 53.0%, compared with our proposal, this tracker presents a huge inferior by 8.1% in AUC score. Furthermore, our method is superior to the longterm tracking approach LCT by 6.3% in mean DP and 4.9% in AUC score. Compared with the other CF-based tracker fDSST, SAMF and MUSTer, our method improves the mean DP by 10.3%, 7.4%, and 5.1% respectively, the AUC score by 6.2%, 5.8% and 3.4% separately. Explicitly, our method significantly increases the performance of the standard KCF tracker by 12.9% in mean DP and 13.4% in AUC score. Notably, our method obtains the superior performance both in precision rate and success rate while operating in real time (29.6 in mean FPS) which is displayed in the Table 1 .
D. ATTRIBUTE-BASED EVALUATION ON THE OTB-2015
The performance of the tracker is influenced to some extend by the attributions of image. To analysis better the quality of the different tracking methods, the video sequences in OTB-2015 were annotated with 11 attributions to illustrate the various challenges in tracking system. These 11 attributions are named individually as: motion blur (MB), occlusion (OCC), scale variation (SV), background clutter (BC), illumination variation (IV), deformation (DEF), out-of-plane 
TABLE 2.
The attribute-based comparison using the mean DP scores on the OTB2015 dataset. Best results are reported in red, second best: blue (for our approach only).
TABLE 3.
The attribute-based comparison using the AUC scores on the OTB2015 dataset. Best results are reported in red, second best: blue (for our approach only).
rotation (OPR), fast motion (FM), out of view (OV), inplane rotation (IPR), and low resolution (LR). We report the evaluation of the compared trackers in those different aspects. The attribute-based comparisons are introduced in term of mean DP and AUC scores. All the attribute-based results on OTB-2015 are presented in Table 2 and Table 3 . Table 2 shows the DP scores at a threshold of 20 pixels over all attributes. Obviously, our method provides favorable results in these 11 challenging attributes, and is superior to the compared trackers including DSST [15] , KCF [16] , fDSST [39] , SAMF [10] , and LCT [23] in all the challenges. Our method outperforms all the compared trackers in 9 attributes (SV-75.6%, IV-80.2%, OPR-82.8%, OCC-76.8%, BC-84.0%, DEF-80.5%, and OV-79.3%, IPR-79.8%, LR-86.3%) and obtains the second results in 2 attributes (MB-75.2%, FM-76.3%,). Notably, our method is superior to the Staple tracker with increasing the results by 9.0% in OPR, 7.4% in BC, 6.6% in FM, 13.2% in OV, and 16.8% in LR respectively. Comparing with SRDCF tracker, our approach obtains the better results on 9 out of 11 attributes, and slightly lower results (1.5% inferior in MB, and 0.6% inferior in FM) in the rest 2 attributes. Similarly, the comparison of the attribute-based AUC scores in Table 3 shows the superiority of our method: the best results by 8 and the second best by 3 out of 11 attributes. Apparently, our method outperforms the most compared CF-based trackers including the Staple, LCT, MUSTer. However, our proposal is small inferior to the SRDCF tracker in 3 attributes (1.3% lower in SV, 1.8% lower in MB, and 2.1% in FM).
Thanks to the spatial reliability map and the combination of complementary features, our tracker is more robust in the scenarios with BC, DEF, and LR while the employments of the Spatially Regularized KCF and the model updating technique lead to superior performance in attributes of OCC, OPR and IPR.
E. VALUATION OF ROBUSTNESS TO INITIALIZATION
To further evaluate the robustness of our proposed method, we extend the experiments by considering the initialization, and follow two protocols in term of temporal robustness (TRE) and spatial robustness (SRE) as proposed in [24] . All the comparison results about the TRE and SRE are displayed in Fig.4 individually.
In the plots for TRE, our approach obtains the precision score of 82.6% and the success score of 62.8% respectively. Our proposal takes the first place compared to the other competing trackers. Furthermore, comparing with OPE criteria, our method performs a little better on TRE criteria, TRE protocols is performed by partitioning each sequence into 20 segments, each segment corresponds to an initial ground-truth bounding box. The more robustness of our method in TRE is due to that the reliability map based on the color histogram is employed in all the segments at their corresponding initialization to reduce drifting. Comparably, in the case of SRE plots, our method also outperforms all the competing trackers by achieving the precision score of 78.2% and success score of 56.8%. Our result outputs in SRE criteria is not so good as those in OPE criteria because that in the SRE case, the tracker is performed on each sequence with 12 inaccurate initializations, these incorrect initializations reduce the performance of the tracker to some extent. It is noteworthy that the Staple tracker employs color-based histogram learner for output maps combination and the SRDCF tracker utilizes a spatial regularization to penalize tracking filter respectively, our proposal even obtains a consistent gain both in TRE and SRE experimental results compared to those two excellent trackers.
F. QUALITIVE RESULTS EVALUATION ON OTB-2015
We also provide a qualitative-result evaluation on OTB-2015. The qualitative results for comparison come from our approach and other existing trackers namely, SRDCF [13] , LCT [23] , SAMF [10] , Staple [22] , fDSST [39] . Fig.5 displays the frames with the bounding box from the nine representative sequences. Furthermore, the center location errors (CLE) with the continuous frames for these nine sequences are illustrated separately in Fig.6 . The center location error (CLE) was calculated by the Euclidean distance between center of the detected target and ground-truth position of the original target.
In the lemming and jogging-2 sequences, the tracking object changes the appearance with occlusion, and out-ofplane rotation. It is clear that the Staple cannot track the target correctly throughout the sequences in both videos, it fails in tracking because of the long-time occlusion of objects. SRDCF also drifts at #370 frame in lemming sequences. Only our proposal and SAMF can work effectively in both sequences with lower CLE scores. The successful handling of occlusion problem owes to dynamic model update mechanism employed in our method.
The background clutters and deformation problems are also difficult to be handled in tracking system, and many trackers fail because the foreground and background have a similar texture or target undergoes deformation. In the video sequences of basketball and Bolt2, SRDCF drifts to some extend in both videos, Staple can successfully work in Bolt2 but fails in basketball sequence. LCT with re-detection mechanism, SAMF, and fDSST are contrary to Staple for these two sequences. Only our method can track the object properly throughout both sequences. The contribution to the low CLE scores for our method is the strategy of a spatial reliability map based on the color histogram to reduce the weight of the similar color in the context of target.
The rotation of target is another challenging factor for many trackers. In Panda sequence and Skiing sequence, the tracking objects rotate in image plane or out image plane. Our method outperforms all the competing trackers in Panda sequence by keeping a continuous tracking with lower CLE scores. Comparatively, SRDCF and Staple failed to cope with the rotation problems. In the Skiing sequence, comparing to the existing trackers which drift in the beginning ten frames, our method can track the object till the 42-th frame in which the too small target with background clutter condition makes the discriminative filter corruption.
Motion blur and fast motion are also challenging problems where the target region is blurred or the transition of target in two consecutive frames is larger than 20 pixels. In the sequences of Human9 and Woman, the competing trackers exhibit poor performance for the aforementioned factors. Only our proposal tracker can track these two objects correctly with an accurate translation. In the sequence of Girl2 with motion blur and occlusion, all the trackers fail to deal with the occlusion problem, Nonetheless, SAMF and our proposal can redetect the object because a spatially VOLUME 7, 2019 regularized discriminative filter in our method are employed to enhance the robustness for performance.
G. THE EXPERIMENTAL RESULTS ON THE TEMPLE-COLOR 128
To further evaluate the performance of our method, we extend the experiments on the Temple-Color dataset [26] which comprises 128 color sequences (55,346 frames). Since the available results from the competing trackers are incomplete, we only provide the effectiveness of 8 famous methods to compare with our proposal (SRDCF [13] , Staple [22] , KCFDP [41] , LCT [23] , SAMF [10] , fDSST [39] , KCF [16] , and DSST [15] ). The comparison results are presented in Fig.7 . SRDCF which outperforms SAMF tracker takes the third place with the precision rate of 65.1% and success rate of 48.1% respectively. The Staple tracker also exhibits its excellent effectiveness by taking the second place. Notably, our proposal ranks the first place on the Temple-color dataset by performing the precision rate of 69.7% and success rate 51.7% respectively. Compared to the well-known tracker LCT, our method has been enhanced by 9.6% in precision rate and 8.8% in success rate respectively.
H. ABLATION ANALYSIS
Here, we carry out the ablation analysis for better understanding the contributions of various strategies employed in our method. The comparison experiments are executed on the OTB-2015 by integrating the components stage by stage. The trackers with different components comprise the following four methods: the traditional KCF tracker with the histogram-color map and the scale estimation strategy (namely, Ours_map+HOG); the feature fusion based on Ours_map+HOG in which HOI features are integrated (namely, Ours_map+HOGHOI); the spatial regularization weights based on Ours_map+HOGHOI for penalizing the correlation filter (namely, Ours_map+HOGHOI+weight); our proposal with the model updating strategy (namely Ours). All the comparison results are presented in Fig.8 . Compared to the based tracker Ours_map+HOG, Ours_map+HOGHOI tracker in which the feature fusion strategy is utilized improves the performance by 1.4% in the precision rate and 1.0% in success rate respectively. The most contribution of the component is the spatial regularization weights by which the improvements of precision rate and success rate are 2.1% and 1.1% separately. Similarly, the model updating strategy plays an important role by achieving a gain of 0.7% and 0.6% in precision rate and success rate respectively.
V. CONCLUSION
In this paper, we propose a novel method for robust visual tracking by using the strategies in the following four aspect: First, to achieve the target descriptor which is more effective in the appearance changing, we use the feature fusion (HOG and HOI) strategy for robust tracking; Then a spatial regularization matrix is introduced in training to penalize the kernel correlation filter coefficients for enhancing the discrimination; We also construct a spatial reliability map based on the color histogram to constrain the weights of the detecting samples; Finally we further build a model updating mechanism which is generated from the feedback of the tracking results to cope with the occlusion problem. The extensive experiment results on the different datasets demonstrate that our method outperforms many competing trackers in terms of robustness and efficiency.
Recently, long-term tracking datasets make more attention in visual tracking research. Our tracker provides excellent results in short-term tracking datasets. But in longterm tracking datasets, our tracker is not suitable due to the absent of long-term tracking paradigm and redetection ability. In future, we will try to integrate more useful target-lost detection mechanism in case of long time out of view and occlusion problems, and design an efficient target redetection technique that will help to improve the overall tracking performance in both the short and long-term tracking datasets. This is our future direction.
