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Geometr ic  Approach t o  I s e i r a n n  D u a l i t y  i n  L i n e a r  V e c t o r  O p t i m i z a t i o n  
H i r o t a k a  Nakayama 
Department o f  Appl i ed  Mathemat ics ,  Konan U n i v e r s i t y  
8-9-1 Okamoto, Higashinada,  Kobe 658, JAPAN 
ABSrBACT: 
I n  r e c e n t  y e a r s ,  t h e r e  have  been  s e v e r a l  r e p o r t s  on d u a l i t y  i n  v e c t o r  
o p t i m i z a t i o n .  However, t h e r e  seem t o  be  no u n i f  i e d  approach t o  daa  1 i z a . t  icsl. 
I n  t h e  a u t h o r ' s  p r e v i o u s  p a p e r ,  a  g e o m e t r i c  c o n s i d e r a t  i o n  was  g i v e n  t o  
d u a l i t y  i n  n o n l i n e a r  v e c t o r  o p t i m i z a t i o n .  I n  t h i s  p a p e r ,  some r e l a t i o n s h i p  
among d u a l i t y ,  s t a b i l i t y  ( n o r m a l i t y )  and c o n d i t i o n  o f  a l t e r n a t i v e  n i l i  b e  
r e p o r t e d  on  t h e  b a s i s  o f  some g e o m e t r i c  c o n s i d e r a t i o n .  I n  a d d i t i o n ,  
I s e r m a n n ' s  d u a l i t y  i n  l i n e a r  c a s e s  w i l l  b e  d e r i v e d  f r o m  t h e  s t a t e d  
geomet r i c  a p p r o a c h .  
1. R e v i e w  o f  D u a l i t y ,  S t a b i l i t y  and  C o n d i t i o n  o f  A l t e r n a t i v e s  i n  S c a l a r  
O p t i m i z a t i o n  
Le t  X' be a  s u b s e t  o f  an n-dimensional  E u c l i d e a n  space  Rn and l e t  
f:X1+R and g : ~ ' + ~ m .  Then  f o r  t h e  f o l l o w i n g  t r a d i t i o n a l  s c a l a r  
o b j e c t i v e  o p t i m i z a t i o n  problem 
(PI: Minimize I f  (x )  1 X ~ X ' C R ~ ,  g(x)SO), 
an a s s o c i a t e d  d u a l  p rob lem i s  g i v e n  by 
(Dl: Maximize  { Q  ( u )  1 u20, Q ( u ) = i n f  {L(x,u) 1 xeXtl?  
Here t h e  v e c t o r  i n e q u a l i t y  & i s  t h e  u s u a l  one which i s  componentwise. 
Now s e t  
and 
e p i  w = [ ( z B y ) l  y & w ( z ) ,  X ( z ) # Q ? .  
Under some a p p r o p r i a t e  c o n v e x i t y  c o n d i t i o n ,  i t  i s  w e l l  known t h a t  t h e  s e t  
e p i  w i s  convex.  
D e f i n i t i o n  1.1 The d u a l i t y  between t h e  problems (PI and (Dl i m p l i e s  t o  
hold  
i n f  { f ( x )  1 xex'cRn, g (x )&O)  = max { ~ ( u )  1 ~ 2 0 ) .  
D e f i n i t i o n  1.2 The  p r o b l e m  (PI  i s  s a i d  t o  b e  s t a b l e  i f  t h e  f u n c t i o n  
w(z) i s  s u b d i f f e r e n t i a b l e  a t  z=0. 
N o t e  1.1 w ( z )  i s  s u b d i f f e r e n t i a b l e  a t  z=0 i f  and o n l y  i f  t h e r e  e x i s t s  
a  n o n v e r t i c a l  s u p p o r t i n g  h y p e r p l a n e  f o r  e p i  W a t  (O,w(O)). 
Theorem 1.1 The d u a l i t y  h o l d s  i f  and o n l y  i f  i n f ( P )  i s  f i n i t e  and (P) 
i s  s t a b l e l 4 .  
Note 1.2 I f  o u r  i n t e r e s t s  f o r  d u a l i t y  i s  i n  t h e  c o n d i t i o n  u n d e r  
which i n f  (P)=sup(D) h o l d s ,  we can use  t h e  f o l  lowing normal i t y  c o n d i t i o n l ' :  
c 1  YG = Y c l G  
where 
G = ( ( z , y ) l  y & f ( x ) ,  z & g ( x ) ,  xeX'1 
YG = (yeR1l (0,y)eG. 0eRm1 
Y c l G  = (yeR1l (O,y)eclGs OeRml. 
Definition 1.3 c o n d i t i o n  of a l t e r n a t i v e  i n v o l v i n g  t h e  p a i r s  (f,X) 
and (d,~:) i m p l i e s  t h a t  f o r  any ae(--,a) e x a c t l y  one of t h e  f o l l o w i n g  (Ia), 
( IIa)  h o l d s :  
(Ia) 3 x ~ X  such t h a t  f ( x ) < a  
(IIa) 3ueR: such t h a t  d(u)ha. 
Theorem 1.2 The d u a l i t y  h o l d s  i f  and o n l y  i f  t h e  c o n d i t i o n  o f  
a l t e r n a t i v e  i n v o l v i n g  t h e  p a i r s  (f,X) and (d,~:) h o l d s 8 .  
2. Vector Optimization 
L e t  X b e  a  s e t  o f  a l t e r n a t i v e  i n  a n  n - d i m e n s i o n a l  E u c l i d e a n  s p a c e  
Rn, and l e t  f = ( f  l,...,f ) be  a  v e c t o r - v a l u e d  c r i t e r i o n  f u n c t i o n  from Rn P  
i n t o  RP. F o r  g i v e n  two v e c t o r s  y1 and y2 and a  p o i n t e d  c o n e  K ,  t h e  
f o l l o w i n g  n o t a t i o n s  f o r  cone-order w i l l  b e  used: 
1 y  k Y2 <===> y2 - y1 e  K 
1 y  4 y2 = =  y2 - y1 e  K\(01 
y1 <K y2 (===> y2 - y1 8 i n t  K 
F u r t h e r m o r e ,  t h e  K-minimal and t h e  K-maximal s o l u t i o n  s e t  o f  Y a r e  
d e f i n e d ,  r e s p e c t i v e  1 y, by 
MinK Y :=   ye^ I no yeY such t h a t  y  IK 71 
MaxK Y := { f e y  I no  yeY s u c h  t h a t  y  lK 71. 
Throughout t h i s  p a p e r ,  f o r  any cone K i n  RP we d e n o t e  t h e  p o s i t i v e  
d u a l  cone of  K by KO, t h a t  i s ,  
KO := ( p e ~ P I  <p,q)LO f o r  any qeK1 
T 
w h e r e  < p , q )  d e n o t e s  t h e  u s u a l  i n n e r  p r o d u c t s  o f  p  and q ,  i .e . ,  p  q. 
- 
F o r  a  K-convex s e t  Y ,  a  K-minimal s o l u t i o n  y  i s  s a i d  t o  b e  p r o v e r ,  i f  
t h e r e  e x i s t s  p e i n t  KO such t h a t  
<p,  y )  2 (p, f )  f o r  a 1  1 yeY. 
Then, a  g e n e r a l  t y p e  of  n o n l i n e a r  v e c t o r  o p t i m i z a t i o n  may be  f o r m u l a t e d  a s  
f o l l o w s :  
(VP): D-minimize f ( x )  s u b j e c t  t o  xeX, 
w h e r e  f = ( f  l , . . . ,f  and P  
X := ( X E X ' I  g ( x )  LQ 0 ,  X ' c R n I .  
F o r  a  w h i l e  i n  t h i s  s e c t i o n ,  we impose t h e  f o l l o w i n g  assumpt ions:  
( i )  X' i s  a  nonempty compact convex s e t .  
( i i )  D and Q  a r e  p o i n t e d  c l o s e d  c o n v e x  c o n e s  w i t h  nonempty  i n t e r i o r  
r e s p e c t i v e l y  of  RP and Rm. 
( i i i )  f  i s  c o n t i n u o u s  and D-convex. 
( i v )  g  i s  c o n t i n u o u s  and Q-convex. 
Under t h e  assumpt ions ,  i t  can be r e a d i l y  shown t h a t  f o r  e v e r y  zeRm, 
b o t h  s e t s  
and 
Y ( z )  := f  [ X ( z ) I  
:= ( y e ~ P I  y = f ( x ) ,  xeX'. g ( x ) L Q z I  (2 .1)  
a r e  compact, X(z) i s  convex and Y(z) i s  D-convex. L e t  u s  c o n s i d e r  t h e  
p r i m a l  problem (VP) by embedding i t  i n  a  f a m i l y  o f  p r e t u r b e d  p rob lems  w i t h  
Y(z )  g i v e n  b y  (2 .1 ) :  
(VPz) :  D-minimize Y(z). 
C l e a r l y  t h e  p r i m a l  p rob lem (VP) i s  i d e n t i c a l  t o  t h e  p rob lem (VPZ) w i t h  z=0. 
Now d e f i n e  t h e  s e t  Z  a s  
Z  := ( z e ~ ~ l  X(z ) # Q). 
6 
I t  i s  known t h a t  t h e  s e t  Z  i s  convex ( s e e ,  f o r  example,  Lnenberger  1. 
A s s o c i a t e d  w i t h  t h e  problem (VP), t h e  p o i n t - t o - s e t  map d e f i n e d  b y  
W(z) := MinD Y(z)  
i s  c a l l e d  a  p e r t u r b a t i o n  ( o r  p r i m a l )  map. It i s  known t h a t  
( i )  f o r  e a c h  zeZ,  W(z) i s  a  D-convex s e t  i n  R P ,  
( i i )  t h e  map W(z) i s  D-monotone, namely,  
w(z l )  C w(z2)  + D 
1 1 2  f o r  any z  . z2 e  Z  s u c h  t h a t  z  &z , ( i i i )  W(*) i s  a  D-convex po in t - to - se t  
map (Tanino-Sawarag i l l ) .  
A v e c t o r - v a l u e d  L a g r a n g i a n  f u n c t i o n  f o r  t h e  p rob lem (VP) i s  d e f i n e d  
on  X '  b y  
L(x,U) = f ( x )  + Ug(x).  
H e r e a f t e r ,  we s h a l l  d e n o t e  b y  74 a  f a m i l y  o f  a l l  pxm m a t r i c e s  U snch 
t h a t  UQ c D. Such m a t r i c e s  a r e  s a i d  t o  be  p o s i t i v e  i n  some l i t e r a t u r e s  
( R i t t e r 1 3 ,  C o r l e y a ) .  Note  t h a t  f o r  g i v e n  pe D O \  ( 0 1  and  AEQ' t h e r e  
e x i s t  Ue'U snch t h a t  
uTp = A .  
I n  f a c t ,  f o r  some v e c t o r  e  o f  D w i t h  <p,e)=l ,  
U = (Ale, A2e ,..., Amel 
i s  a  d e s i r e d  one .  
The p o i n t - t o - s e t  map 0: C t ( 4  (RP) d e f i n e d  b y  
@(U) = MinD (L(x,U) I xeX') 
i s  c a l l e d  a  d u a l  map, w h e r e  ~ ( R P )  d e n o t e s  t h e  power  s e t  o f  RP. U s i n g  
wi t h  
t h i s  t e r m i n o l o g y ,  a  d u a l  p r o b l e m  a s s o c i a t e b $ d m a l  p r o b l e m  (VP) c a n  b e  
d e f i n e d  i n  p a r a l l e l  w i t h  o r d i n a r y  m a t h e m a t i c a l  programming a s  f o l l o w s  
I t  i s  known t h a t  ( i )  f o r  e a c h  U, Q ( U )  i s  a  D-convex s e t  i n  RP, 
( i i )  P(U) i s  a  D-concave p o i n t - t o - s e t  map, i.e., f o r  a n y  u', U2 e g a n d  a n y  
P r o p o s i t i o n  2.1 (Tanino-Sawarag i 17 )  I f  g i s  a  p r o p e r  D-minima 1 
s o l u t i o n  t o  Problem (VP), and i f  t h e  S l a t e r  c o n s t r a i n t  q u a l i f i c a t i o n  h o l d s ,  
i .e . ,  t h e r e  e x i s t s  xeX' s u c h  t h a t  ~ ( x ) < ~ O ,  t h e n  t h e r e  e x i s t s  a  pxm m a t r i x  
UEZ!, such t h a t  
f ( Z )  e  MinD Ef (x )+Ug(x ) l  xeX'1, Ug(X)=O. 
P r o p o s  i t  i o n  2.2 (Tanino-Sawaragi17) Under t h e  same c o n d i t i o n  a s  
P r o p o s i t  i o n  2.1, 
M i n D ( V P ) c  MaxD(VDT). 
I n  t h e  f o l  lowing, we s h a l l  r ev iew s e v e r a l  r e s u l t s  regard ing  geometr ic  
d u a l i t y  of  v e c t o r  op t i m i za t i on  d i f f e r e n t  from t h a t  o f  Tanino-Sawaragi and 
show a  geometr ic  approach t o  Isermann d u a l i t y 4  i n  l i n e a r  cases .  
3. Geometric D u a l i t y  o f  Non l i nea r  Vec tor  Opt imiza t ion  
For  g i v e n  two s e t s  A C  Rn and B C R ~ ,  d e f i n e  
A1 : = A  + D 
B1 := B  - D. 
Throughout t h i s  chap t e r ,  we assume t h a t  A i s  c l o s ed .  
D e f i n i t i o n  3.1 The c o n d i t i o n  of a l t e r n a t i p e  (CAI) f o r  v e c t o r  
o p t i m i z a t i o n  i m p l i e s  t h a t  f o r  a n y  aeAIUBl e x a c t l y  o n e  o f  t h e  f o l l o w i n g  
( I a ) ,  ( I r a )  h o l d s :  
(1,) 3 aeA such t h a t  a i D a  
(11,) 3 beB such t h a t  bLDa. 
Theorem 3.1 Suppose t h a t  MinDA#d. Then t h e  c o n d i t i o n  o f  a l t e r n a t i v e  
(CAI) f o r  v e c t o r  o p t i m i z a t i o n  h o l d s  i f  and o n l y  i f  
MinD A C MaxD B. 
A p r o o f  o f  t h i s  t h e o r e m ,  w h i c h  was o r i g i n a l l y  g i v e n  b y  Luc6 ,  
f o l  lows v i a  t h e  f o l l o w i n g  lemma: 
Lemma 3.1 Def ine  t h e  c o n d i t i o n s  D l ,  D2, A 1  and A2 a s  f o l l o w s :  
D l  : ~ a e A , ~ b ~ ~ ,  ad: 
D2 : 'd aeMinDA, El  be^, a i b  
9 
A 1  : VaeA1u B1, 11, ==> n o t  I, 
A2 : 'd a e ~ ~  u B~ , n o t  I, ==) 11, 
Then, D l  i s  e q n i v a l e n t  t o  A l ,  and D2 i s  e q n i v a l e n t  t o  A2. 
( p r o o f ) :  D l = = ) A l :  From t h e  c o n d i t i o n  11,, t h e r e  e x i s t s  some beB 
snch t h a t  b l a .  Suppose t o  t h e  c o n t r a r y  t h a t  t h e  c o n d i t i o n  I, h o l d s ,  i.e., 
-D 
t h e r e  e x i s t s  some aeA s u c h  t h a t  a<,. Then  we h a v e  a ( b ,  w h i c h  i s  
D D 
c o n t r a d i c t  i v e  t o  D l .  
A l = = ) D l :  P u t t i n g  a=b, t h e  c o n d i t i o n  IIb h o l d s .  T h e r e f o r e ,  f o r  any beB 
we h a v e  n o t  Ib d u e  t o  A l ,  i .e . ,  t h e r e  e x i s t s  no aaA s u c h  t h a t  a<:, 
which i s  i d e n t i c a l  t o  D l .  
D2==)A2: The n e g a t i o n  o f  I, f o r  a n y  aeAIUB1 i m p l i e s  t h a t  f o r  a n y  
aeAIU B1 t h e r e  e x i s t s  no aeA snch t h a t  a(a. It f o l l o w s  t h e n  from t h e  
D 
d e f i n i t i o n  o f  A I U  B~ t h a t  aeMinDA o r  aeB1. aeMinDA w i t h  D2 y i e l d s  t h a t  
t h e r e  e x i s t s  some beB such t h a t  a j b ,  which i s  a l s o  o b t a i n e d  i n  c a s e  o f  
D 
asBl from the definition of B1. 
A2==>D2: For any asMinDA, Ia (i.e., a=a) does not hold. It follows then 
from the condition of A2 that there exists some beB for any aeMinDA 
such that aLb. 
Remark 3.1 The condition Dl is well known as the weak dnality. It is 
easy to see that we have the strong dnality from Dl and D2. 
Definition 3.2 The condition of alternatipg (CA2) for vector 
optimization implies that for any aeRP exactly one of (Ia), (11,) holds. 
The following lemma is substantial for understanding a geometric 
relationship between the condition of alternative (CA2) and the dnality of 
vector optimization: 
Lemma 3.2 Denoting the weak D-minimum solution set of A1 by w-MinDA1 
and setting W(A1)=w-MinDA1\MinDA1, then under the condition of alternative 
(CA2), we have the following: 
(i int A1 A int B1 = 0 
(ii) A1 U B1 = Rn 
(iii) W(Al)flBl = 0 
(proof If (i) is false, then there exists a point asRn such that both 
Ia and IIa hold. Furthermore, if (ii) is false, then there exists a point 
aeRn such that neither Ia nor IIa of the condition of alternative (CA2) 
hold. Finally, if (iii) is false, there exists 6eW(A1)(7B1. Then, by 
setting a=6, both Ia and IIa hold. 
Theorem 3.2 Suppose that MinDA#d. Then, if the condition of 
alternative (CA2) for vector optimization holds, then 
MinD A = MaxD B. 
( P r o o f )  MinD A C MaxD B  f o l  lows  i n  t h e  same way a s  i n  t h e  p r o o f  o f  
Theorem 3.1. N e x t ,  we s h a l  1 show MaxDBCMinDA. S u p p o s e  t h a t  6eMaxDB. 
From Lemma 3.2,  we have aAl=aB1. Then accord ing  t o  Lemma 4 .2  of  Nakayama9, 
w-MinD A1 = w-MaxD B1 
T h e r e f o r e ,  i t  f o l l o w s  from ( i i i )  o f  Lemma 3 .2  t h a t  
5 e  w-MinDA1\W(A1) = MinD A 
T h i s  completes  t h e  p r o o f .  
Definition 3.3 The f u n c t i o n  f  f rom Rn t o  Rr i s  s a i d  t o  b e  
s u b d i f f e r e n t i a b l e  a t  i f  t h e r e  e x i s t s  a  m a t r i x  U such  t h a t  
f  ( x )  f f  ( z )  + U(x-Z) f o r  a n y  xeRr .  
Definition 3.4 The p r o b l e m  (VP) i s  s a i d  t o  b e  s t a b l e  i f  W(z) i s  
s u b d i f f e r e n t i a b l e  a t  0 .  
Theorem 3.3lS L e t  MinD(VP)#d. Then t h e  problem (VP) i s  s t a b l e  i f  and 
o n l y  i f  t h e r e  e x i s t s  s o l u t i o n s  x t o  t h e  p r i m a l  p r o b l e m  and t o  t h e  d u a l  
prob 1 em such t h a t  
f ( x )  e  @(tJ). 
Geometric d u a l i t y  i n  m u l t i o b  j e c t i v e  o p t  i m z a t  i o n  h a v e  b e e n  g i v e n  b y  
J a h n s  and Nakayama9-ll. There  some d e v i c e s  f o r  d u a l i z a t i o n  were made i n  
s .uch a  m a n n e r  t h a t  t h e  c o n d i t i o n  o f  a l t e r n a t i v e  (A21 f o r  v e c t o r  
o p t i m i z a t i o n  h o l d s  ( N o t e  Theorem 3.2 and  Lemma 3.2).  We s h a l l  r e v i e w  them 
b r i e f l y .  As i n  t h e  p r e v i o u s  s e c t  ion,  t h e  c o n v e x i t y  assumpt ion on f  and g 
w i l l  be  a l s o  imposed h e r e ,  b u t  X' is  n o t  n e c e s s a r i l y  compact. 
Def ine  
G := ~ ( Z . ~ ) ~ R ~ X R ~ I  y L D f ( x ) #  z L Q g ( x ) ,  x e X r ) ,  
YG := IyeRPI  (0 ,y )eG.  O E R ~ ,  y e ~ P ) .  
We r e s t a t e  t h e  p r i m a l  p r o b l e m  a s  
(VP):  D-minimize { f  ( x )  1 XEX) , 
where 
X := { X E X ' I  g ( x )  LQ 0 ,  x ' E R ~ , ) .  
A s s o c i a t e d  w i t h  t h i s  p r i m a l  p rob lem,  t h e  dua  1 p r o b l e m  f o r m u l a t e d  b y  
Nakayamag i s  a s  f o l l o w s :  
(VDN) : D-maximize YS(U) where 
YS(U) := I S T ~ R P l  f (x)+Ug(x) iDy,  f o r  a l l  xeXp).  
On t h e  o t h e r  hand,  t h e  one  g i v e n  b y  J a h n s  i s  
(VDj) :  D-max imize  L) 
u e  i n t  D :H- (l.p) 
where 
YH-(,,,) :=  {yeRP 1 f  + A g  f o r  a 1  1 x e X p ) .  
Proposition 3.1 (weak duality) 
( i )  F o r  any  ye U YS(U) and f o r  any  xeX, 
UE 'U. 
( i i )  F o r  a n y  y  e  C) y ~ - ( l , p )  a n d  f o r  a n y  XEX 
ue i n t  D O  
Proposition 3.2 (Nakayama9) Suppose t h a t  G i s  c l o s e d ,  and t h a t  
t h e r e  i s  a t  l e a s t  a  p r o p e r l y  e f f i c i e n t  s o l u t i o n  t o  t h e  p r i m a l  p r o b l e m .  
Then, unde r  t h e  c o n d i t i o n  o f  S l a t e r p s  c o n s t r a i n t  q u a l i f i c a t i o n ,  
Lerma 3.3 (Nakayama9) The f o l l o w i n g  h o l d s :  
MinD (VP) = MinD YG. 
P r o p o s i t  i o n  3.3 ( s t r o n g  d u a l  i t y I 9 , "  Assume t h a t  G i s  c l o s e d ,  t h a t  
t h e r e  e x i s t s  a t  l e a s t  a  D-minimal s o l u t i o n  t o  t h e  p r i m a l  problem,  and t h a t  
t h e s e  s o l u t i o n s  a r e  a l l  p r o p e r .  Then ,  u n d e r  t h e  c o n d i t i o n  o f  S l a t e r ' s  
c o n s t r a i n t  qua1  i f  i c a t i o n ,  t h e  f o l l o w i n g  h o l d s :  
( i )  MinD (VP) = MaxD (VDN) 
( i i )  MinD (VP) = MaxD (VDJ). 
I n  some c a s e s ,  one might n o t  s o  much a s  expec t  t h a t  t h e  G i s  c l o s e d .  
I n  t h i s  s i t u a t i o n ,  we can  invoke  t o  some a p r o p r i a t e  n o r m a l i t y  c o n d i t i o n  i n  
o r d e r  t o  d e r i v e  t h e  d u a l i t y .  I n  more d e t a i l ,  s e e  f o r  examle,  J a h n 5 ,  Borwein 
-Nieuwenhuisl,  and Sawaragi-Nakayama-Taninols. I n  l i n e a r  c a s e s ,  f o r t u n a t e -  
l y ,  i t  i s  r e a d i l y  s e e n  t h a t  t h e  s e t  G i s  c l o s e d .  I n  a d d i t i o n ,  we have  G 
= e p i  W ,  i f  t h e r e  e x i s t s  no  xeM s u c h  t h a t  (C-UA)x ID 0 a s  w i l l  b e  s e e n  
l a t e r .  T h e r e f o r e ,  we can d e r i v e  Isermann's d u a l i t y 4  i n  l i n e a r  c a s e s  v i a  
t h e  s t a t e d  g e o m e t r i c  d u a l i t y .  We s h a l l  d i s c u s s  t h i s  i n  t h e  f o l l o w i n g  
s e c t  ion .  
4. Geometr ic  Approach t o  Isermann's  D u a l i t y  i n  L i n e a r  Cases  
L e t  D ,  Q and M b e  p o i n t e d  c o n v e x  p o l y h e d r a l  c o n e s  i n  ItP, Rm 
and R n ,  r e s p e c t i v e l y .  T h i s  means ,  i n  p a r t i c u l a r ,  t h a t  i n t  Do  # a .  
I s e r m a n n 4  h a s  g i v e n  a n  a t t r a c t i v e  d u a l i z a t i o n  i n  l i n e a r  c a s e s .  I n  t h e  
f o l l o w i n g ,  we s h a l l  c o n s i d e r  i t  i n  an extended form. 
( v p I  1: D-minimize (Cx: xeX) where X := (xeM: Ax LQ b) .  
(VDI 1: D-max imize (Ub: Ue 'Uo) 
where  go := I u ~ R ~ ~ ~ ~  t h e r e  e x i s t s  p e i n t  Do  s u c h  t h a t  
UTpeQo and 
Then Isermann's  d u a l i t y  i s  g i v e n  by 
Theorem 4.1 
( i )  Ub ID Cx f o r  a l l  (U,x)e Q0xX. 
( i i )  Suppose t h a t  ffe u0 and :EX s a t i s f y  
Ub = C i .  
- 
Then ff i s  a  D-maximal s o l u t i o n  t o  t h e  d u a l  problem (VDI) and x  i s  a  D- 
minimal s o l u t i o n  t o  t h e  p r i m a l  problem (VPI). 
( i i i )  MinD (VPI) = MaxD (I'DI). 
P r o p o s i t i o n  4.1 L e t  f (x )=Cx.  g(x)=Ax-b and  X W = M ,  w h e r e  C a n d  
A a r e  rrm and mxn m a t r i c e s ,  r e s p e c t i v e l y  and M i s  a  p o i n t e d  c l o s e d  
c o n v e x  c o n e  i n  R ~ .  Then  e v e r y  s u p p o r t i n g  h y p e r p l a n e ,  H(k,p:y) (y=<p,y> 
+<x,:>, f o r  e p i  W a t  an a r b i t r a r y  p o i n t  (z,?) such t h a t  yew(:) p a s s e s  
t h r o u g h  t h e  p o i n t  ( z , y ) = ( b , O )  i n d e p e n d e n t l y o f  ( z , y ) .  I n  a d d i t i o n ,  we 
have  p e i n t  Do, keQO and 
C o n v e r s e l y ,  i f  peDO and  keQO s a t i s f y  t h e  r e l a t i o n  (4.11, t h e n  t h e  
h y p e r p  1 a n e  w i t h  t h e  norma 1 ( k , p )  p a s s i n g  t h r o u g h  t h e  p o i n t  ( z W y ) = ( b , 0 )  
s u p p o r t s  e p i  W. 
( P r o o f ) :  I t  h a s  b e e n  shown i n  [ 9 ]  t h a t  i f  t h e  h y p e r p l a n e  
H(k,p:y)  s u p p o r t s  e p i  W ,  t h e n  p  ED'  and k f  QO. F u r t h e r ,  s i n c e  e v e r y  
e f f i c i e n t  s o l u t i o n  f o r  l i n e a r  c a s e s  i s  p r o p e r  (See, f o r  example,  Sawaragi,  
1 0  A 
Nakayama a n d  T a n i n o  ), we h a v e  p  e i n t  Do.  NOW,  n o t e  t h a t  s i n c e  i e ~ ( z ) ,  
t h e r e  e x i s t s  ~ G R P  such 
T h e r e f o r e ,  i t  f o l l o w s  f rom t h e  s u p p o r t i n g  p r o p e r t y  o f  t h e  h y p e r p l a n e  
H : y  t h a t  f o r  a n y  ( z , y )  E e p i  W 
A 
<p,y>  + < A D Z >  2 <p,;> + < A D Z >  
2 <p,~:> + < A .  b-A$), (4 .2 )  
w h e r e  t h e  l a s t  h a l f  p a r t  o f  (4 .  2 )  f o l l o w s  f r o m  t h e  f a c t  t h a t  A ~ Q O  and 
2 - (b- A:) € Q. S i n c e  (b-Ax, Cx) E e p i  W f o r  a n y  x  e M ,  t h e  r e l a t i o n  
(4.2) y i e l d s  t h a t  f o r  any X E  M 
<p.  Cx> + < A .  b-Ax> 2 <p,  c:) + < A ,  b-A:). 
Consequen t ly ,  f o r  any x  E M  
<cTp-ATA, I-:> 2 0  
A 
and hence f o r  any x-XEM 
<cTp-ATA, x-:> 2 0  
T h e r e o f o r e ,  
cTP - A L H O  0. 
Seeing t h a t  t h e  p o i n t  (b,O), which c o r r e s p o n d s  t o  x=O, b e l o n g s  t o  e p i  W, 
i t  f o l l o w s  f rom (4 .2)  and (4.3) t h a t  
<p,  y >  + < A ,  z> = < A ,  b > .  
T h i s  means t h a t  t h e  s u p p o r t i n g  h y p e r p l a n e  H(A,p:y) p a s s e s  t h r o u g h  t h e  
A A 
p o i n t  (z,y)=(b,O) i n d e p e n d e n t l y  o f  t h e  g i v e n  s u p p o r t i n g  p o i n t  (z, y). 
C o n v e r s e l y ,  suppose t h a t  p E Do and A € QO s a t i s f y  t h e  r e l a t i o n  
4 . 1 .  R e c a l l  t h a t  f o r  e v e r y  (z ,y)  E e p i  W t h e r e  e x i s t s  x  G M ,  which may 
depend on (z ,y) ,  such t h a t  
y E C x  + D and z  - (b  - Ax)CQ.  
It f o l l o w s ,  t h e r e f o r e ,  t h a t  f o r  any p ED0 and A E  Do 
<p,  y-Cx> 2 0  and < A ,  z-b+Ax> 2 0. 
Hence, by  u s i n g  t h e  r e l a t i o n  (4.11, we h a v e  from (4.4) 
f o r  e v e r y  ( 2 . y )  E e p i  W. The r e a l t i o n  (4 .5)  shows t h a t  t h e  h y p e r p l a n e  
H , :  p a s s i n g  t h r o u g h  t h e  p o i n t  ( b . 0 )  and s a t i s f y i n g  cTp LMo hTx 
s u p p o r t s  e p i  W. T h i s  c o m p l e t e s  t h e  p roof .  
The f o l  l o w i n g  lemma i s  a n  e x t e n s i o n  o f  t h e  w e l l  known S t i e m k e ' s  
t h e o r e m  and p r o v i d e s  a  k e y  t o  c l a r i f y  a  r e l a t i o n s h i p  b e t w e e n  I s e r m a n n ' s  
f o r m u l a t i o n  and o u r  geomet r i c  approach.  
Lemma 4.1 There  e x i s t s  some p t: i n t  DO such  t h a t  
C C - U A ) ~ ~  o 
i f  and o n l y  i f  t h e r e  e x i s t s  no x e  M such  t h a t  
(C-UA)x LD 0. (4.7) 
P roof :  Suppose f i r s t  t h a t  t h e r e  e x i s t s  some p  E i n t  DO such t h a t  
(4.6) h o l d s .  I f  some x  E M  s a t i s f y  (4.7). o r  e q u i v a l e n t l y ,  
(C-UAIx ( (-D)\(O) 
t h e n  s i n c e  p r i n t  DO 
<p, (C-UA)x) < 0  
w h i c h  c o n t r a d i c t s  (4 .6) .  T h e r e f o r e ,  t h e r e  i s  n o  x  € M s u c h  t h a t  (4 .7)  
h o l d s .  
C o n v e r s e l y ,  suppose t h a t  t h e r e  e x i s t s  no x  E M such t h a t  (4.7) h o l d s .  
T h i s  means 
(c-UAIM n (-D) = ( 0 1 ,  
from which we h a v e  
( ( C - U A I M ) ~  + ( - D ) O  = R ~ .  
Hence f o r  an a r b i t r a r y  po E i n t  DO t h e r e  e x i s t s  p1 C ( ( c - u A ) M ) ~  and p2 E 
(-Dl0 such t h a t  
Po = 111 + (4.8) 
and t h u s  
P1 = -P2 + Po. 
S i n c e  -p2ED0 and p ~ ~ i n t  D O .  i t  f o l l o w s  f r o m  (4 .8)  t h a t  we h a v e  ple  
( ( c - u A ) M ) ~  i n t  D O .  C o n s e q u e n t l y ,  r e c a l  1 i n g  t h a t  ( ( c - u A ) M ) ~  = 
( p l  ( C - U A ) ~ ~ ~ ~ O ~ I ,  t h e  e x i s t e n c e  o f  p ~ i n t  D O  s a t i s f y i n g  (4.6) i s  
e s t a b l i s h e d .  T h i s  comple tes  t h e  proof .  
P r o p o s i t i o n  4.2 F o r  l i n e a r  c a s e s  w i t h  b#O, 
u IUbI = U W U ) =  
u€Zo U€UO " y ~ ( A , p )  A€ Q0 
p ~  i n t  D O  
Proof :  According t o  P r o p o s i t i o n  4.1 w i t h  f  (x)=Cx and g(x)=Ax-b, 
f o r  p €  i n t  Do and l e Q O  such t h a t  cTp ) = M ~  ATA. we have  
< p , f ( x ) )  + < A , g ( x ) )  2 <A.b> f o r  a 1  1 xEE1. 
T h e r e f o r e ,  f o r  U E  R P " ~  such t h a t  uTp=A 
<p, f ( x ) + U g ( x ) )  2 <p, Ub) f o r  a 1  1 X E  M ,  
w h i c h  i m p l i e s  b y  v i r t u e  o f  t h e  w e l l  known s c a l a r i z a t i o n  p r o p e r t y  and 
p  E i n t  D O  t h a t  
f  (x)  + Ug(x) LD Ub f o r  a 1  1 x  6  X', 
Hence f o r  IJcu0 
Ub E + ( u ) ,  
which l e a d s  t o  LJ (UbI C LJ Q(U). 
I7 E Qo %I 
- 
Next i n  o r d e r  t o  show U P ( ~ ) c  Ya(l,p). SuPPoJe t h a t  YEBU) 
UE% A EQO 
p  ~ i n t  D O  
T  f o r  some U 4%. Suppose f u r t h e r  t h a t  uTp=A and cTp LMo A A f o r  some p ~  
i n t  D O  and some A € Q O .  T h e n  s i n c e  f rom Lemma 4.1 we h a v e  (C-UA)x LD 0  
f o r  a l l  x  EM, we can  g u a r a n t e e  t h e  e x i s t e n c e  o f  an  e f f i c i e n t  s o l u t i o n  f E M  
f o r  t h e  v e c t o r  v a l u e d  Lagrangian L(x,U)=Cx+U(b-Ax) such  t h a t  y = C z + ~ ( b - f i ) .  
Moreover,  s i n c e  L(.,U) i s  a  convex v e c t o r - v a l u e d  f u n c t i o n  o v e r  M f o r  
- - 
e a c h  U,  d u e  t o  t h e  e f f i c i e n c y  o f  x  f o r  L(x,U)  t h e r e  e x i s t s  p ~ i n t  D O  
such t h a t  
<i, cZ+U(b-Ai)> <i, Cx+U(b-h))  f o r  a 1  1 x  E M. (4.10) 
Hence, 1 e  t t  ing z = U T i  
<;, 7) $ <E, y )  + (1, z )  f o r  a 1  1 ( z , ~ )  E e p i  W. (4.11) 
which imp1 i e s  t h a t  T E  YH(l,p). T h i s  e s t a b l i s h e s  t h e  d e s i r e d  i n c l u s i o n .  
F i n a l l y ,  we s h a l l  show U :H(A,~)  C Em]. Suppose now t h a t  
p ~ i n t  D 
A E D O  
U E %  
f c ~ Y ~ ( ~ , ~ )  f o r  some p ~  i n t  D O  and AEQ'. S i n c e  (b,O) i s  a  s u p p o r t i n g  
p o i n t  of  I ,  f o r  e p i  W accord ing  t o  P r o p o s i t i o n  4.1, we have  
< p , f ( x ) )  + < A , g ( x ) )  2 <A,b> f o r  a l l  X E X '  (4 .12)  
and 
- 
< p , y )  = < I , b )  (4.13 
T  S i n c e  b#O, r e c a l l  t h a t  t h e  r e l a t i o n  (4.13) shows t h a t  two e q u a t i o n s  U p=A 
1 2  
and Ub=y h a v e  a  common s o l u t i o n  UE RPxm (Penrose  . I n  o t h e r  words, we 
h a v e  f = Ub f o r  some U E R ~ ~ ~  s u c h  t h a t  UTp=A, w h i c h  l e a d s  t o  
CJ {Ub]. T h i s  e s t a b l i s h e s  t h e  d e s i r e d  i n c l u s i o n .  
U E %  
Now we c a n  o b t a i n  t h e  I s e r m a n n  d u a l i t y  f o r  l i n e a r  v e c t o r  c a s e s  v i a  
P r o p o s i t i o n s  3.2-3.3 and 4.2 : 
Theorem 4.1 
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