Image-to-Class (I2C) distance firstly proposed in the naive Bayes nearest neighbour (NBNN) classifier [1, 5, 6] has shown its effectiveness in image classification. However, due to the large number of nearestneighbour search, I2C-based methods are extremely time-consuming, especially with high-dimensional local features. In this paper, with the aim to improve and speed up I2C-based methods, we propose a novel discriminative embedding method based on I2C for local feature dimensionality reduction. Our method 1) greatly reduces the computational burden and improves the performance of I2C-based methods after reduction; 2) can well preserve the discriminative ability of local features, thanks to the use of I2C distances; and 3) provides an efficient closed-form solution by formulating the objective function as an eigenvector decomposition problem. We apply the proposed method to action recognition showing that it can significantly improve I2C-based classifiers.
where NN c is the nearest neighbour of x in class c. The resulting classifier takes the form as:c
Our task is to classify a collection of videos {X i }, each of which is represented by a set of local features: {x i1 , . . . , x i j , . . . , x im i }, e.g., HOG3D [4] , where m i is the number of local features from image X i . Given an image/video X i , its I2C distance to class c is computed according to Eq. 1 as:
where x c i j is the nearest neighbour in class c. We aim to find a linear projection W ∈ R D×d to embed the local features into a lower-dimensional space R d . Unlike the methods in [3] , [2] , our aim in the embedded space is to minimize the I2C distances from images to the classes they belong to while simultaneously maximizing the I2C distances to the classes they do not belong to. The objective function we used takes the form as:
where ∆X iP is the auxiliary matrix associated with the class (positive class) that image X i belongs to and ∆X in is with the class (negative class) that image X i does not belong to. Note that, given a dataset, the number of negative classes N i is the same for all images in the dataset. We can now seek the embedding W * to maximize the ratio in Eq. 4. The above equation can be rewritten in terms of covariance matrices as:
where
It can be seen that maximizing the objective function in Eq. 5 is a well-known eigensystem problem [2] :
The linear projection is composed of d eigenvectors corresponding to the d largest eigenvalues λ 1 , . . . , λ d . The whole procedure of the embedding is illustrated in Fig 1. 
