A key issue for distributed problem solving (DPS) systems is coordination of the agent's actions, and methods for producing effective coordination strategies remain an active area of research. Because there are not yet approaches that can automatically produce such strategies, some human engineering is often still necessary. As a result, there is a need for a formal tool to support such human engineering. In a previous work (Khorasani et al., 2009), we investigated the use of pi-calculus as a formal language for modelling DPS coordination strategies and showed how such models could be used to evaluate the time performance of a strategy. In this paper, we focus on verification of coordination strategies. More specifically, we utilise the formal semantics of pi-calculus to detect deadlocks in a coordination strategy. We also show how, by imposing certain constraints on the pi-calculus model, one would be able to design a deadlock-free coordination strategy.
In this paper, we focus on the verification of a coordination strategy and further demonstrate the importance of formal specification of DPS coordination strategies by means of process calculi such as pi-calculus. More specifically, we show how pi-calculus modelling makes the coordination strategy amenable to deadlock detection. We also propose certain restrictions that could be imposed on the pi-calculus model to avoid deadlock situations.
The rest of the paper is organised as follows: Section 2 introduces the related research in designing coordination strategies. Section 3 provides background on pi-calculus. Section 4 briefly reviews our previous study on the pi-calculus modelling of a coordination strategy. Section 5 demonstrate the deadlock detection in a coordination strategy, and Section 6 shows how deadlock could be avoided by imposing certain constraints on the pi-calculus model.
Related works
At this point in time, there are not yet techniques that can automatically produce (near) optimal coordination strategies for complex, real-world DPS systems. Two basic classes of techniques for constructing strategies are being pursued: 1 offline, in which strategies are developed prior to system operation as part of system design 2 runtime, in which agents determine appropriate strategies during system execution.
Automatic offline strategy generation is often based on formal techniques. For example, solving a decentralised Markov decision process (DEC-MDP) model produces complete or nearly complete action policies for all agents (Becker et al., 2004; Shen et al., 2003) .
Currently though, such methods remain intractable for all but tiny DPS systems, and use highly simplified cost models. While work continues on approximation techniques, the ultimate practical value of automated formal approaches remains uncertain. Runtime approaches generally make use of informal or semi-formal techniques to control the scheduling of agent problem-solving and communication actions, and often involve inter-agent communication of control information (e.g., global plans). Arguably the most formal runtime approach to determining coordination strategies is the generalised partial global planning (GPGP) framework (Lesser, 2002; Carver and Lesser, 2003) . GPGP relies on a global task structure graph (TAEMS) that describes possible agent activities as well as inter-agent dependencies and effects on system value. A heuristic scheduler uses this structure to schedule agent actions. Producing the TAEMS task structures for GPGP can involve substantial engineering, and GPGP can require a significant amount of computation and communication overhead at runtime. One important consequence of this is that runtime techniques like GPGP are rarely practical for scheduling fine-grained agent actions. This means that a two-level approach is required, where GPGP is used to determine appropriate sub-goals for the agents, and another more efficient control mechanism must be used to select actions to solve these sub-goals. In addition, because GPGP uses a runtime scheduler without formal semantics, this framework cannot serve as the basis for offline analysis of strategy properties.
Because of the limitations of existing methods for constructing coordination strategies, at least some human engineering is currently going to be required to develop coordination strategies for real-world DPS systems. Obviously, it is not practical to expect complete human engineering for systems with large numbers of agents. However, engineering of strategy components for common or critical situations may be able to reduce the computational issues with formal automatic methods, and the lower levels of strategies may need to be engineered for runtime frameworks like GPGP that may not be efficient enough to schedule individual tasks.
Pi-calculus background
This section provides a brief overview of the main elements of pi-calculus. The interested reader is referred to (Milner, 1992a (Milner, , 1992b Sangiorgi and Walker, 2001 ) for more details.
In pi-calculus, two main entities are specified, 'names' and 'processes' (or 'agents'). 'Name' is defined as a channel or a value that can be transferred by a channel. We follow the naming rule and syntax in (Milner, 1992a (Milner, , 1992b , in which u, v, w, x, y, z range over names and A, B, C,... range over agent identifiers.
The syntax of agent is defined as follows: • . :
Is called summation or choice operator. Agent P behaves as λ i Q i for exactly one i. If I = φ then P behaves like 0. λ i denotes any legal action in P (such as τ, y(x), and so forth).
• . yx Q : Agent P sends free name x out along channel y and then behaves like Q. Name x is said to be free if it is not bound to agent P. In the same way, if x is bound to P (also say private to P), that means x can only used inside of P. To illustrate the difference between the free name and the bound name, consider a system that consists of two agents P and Q. Both agents contain free name x and bound name y. here the free name x is the same in both agents while the bound name y in P is different from the bound name y in Q, although they have the same name.
• ( ). : y x Q Agent P sends bound name x out along channel y and then behaves like Q.
Both .
yx Q and ( ). y x Q are called output prefix.
• y(x).Q: Is called input prefix. Agent P can receive any name along channel y and then behaves like Q with the received name substituted for x. • τ.Q: Agent P performs the silent action τ and then behaves like Q. τ can be a computation or an internal communication of an agent.
• Q 1 |Q 2 : Is called composition. Agent P performs Q 1 and Q 2 in parallel. Q 1 and Q 2 may behave independently or they may interact with each other, e.g., if Q 1 = τ 1 .P 1 and Q 2 = τ 2 .P 2 , then Q 1 and Q 2 will behave independently. Otherwise, if 1 1 .
Q yxP
= and Q 2 = y(z).P 2 , then Q 1 will send x to Q 2 through channel y.
• Q 1 + Q 2 : Agent P executes either Q 1 or Q 2 , but not both.
• v(x)Q: Agent P does not change except for that x in Q becomes private to Q. That means any outside communication through channel x will be prohibited.
• [x = y]Q: Is called match operator. Agent P behaves like Q if x = y, otherwise it behaves like 0.
• !Q: Is called replication. Agent P can be thought of as infinite composition of Q, e.g., Q | Q | Q |…. Replication is the operator that makes it possible to express infinite behaviours. For example, ! ( ). .0
x z yz can repeatedly receive name via x and send via y the name that it received.
The semantics of pi-calculus is defined by the deduction rules which formalise the system evolution. The reduction rules for system transitions are listed in Table 1 (Milner, 1992a (Milner, , 1992b . Table 1 Pi-calculus reduction rules TAU-ACT:
OUTPUT-ACT:
.
Pi-calculus modelling of DPS coordination strategies
This section briefly summarises our previous work (Khorasani et al., 2009 ) on modelling a coordination strategy in pi-calculus. While pi-calculus is extremely powerful and flexible for defining (distributed) processes, the downside of this flexibility is the complexity of defining strategies in basic pi-calculus. To simplify specifying coordination strategies in pi-calculus, we categorised typical actions in DPS strategies and modelled them in pi-calculus. We also considered different communication scenarios and modelled the communication flow. Using these typical DPS actions, or 'abstractions', which we have created will ease the burden of defining strategies with pi-calculus. For derailed information on pi-calculus actions and reduction rules one can refer to (Milner, 1992a (Milner, , 1992b . Basic pi-calculus assumes that communication between agents is synchronous. This assumption is not valid in DPS systems where the sending agent can accomplish other tasks, while the message is still in transfer. Thus, asynchronous pi-calculus appears to be more appropriate for modelling DPS coordination strategies. Asynchronous pi-calculus is a sub-calculus of pi-calculus in which message emission is non-blocking (Amadio et al., 1996; Honda and Tokoro, 1991; Sangiorgi and Walker, 2001) .
A DPS coordination strategy, DPSCS, can be represented in pi-calculus as a number of agent processes that run in parallel:
Each agent process is defined in terms of a set of actions. The actions that agents accomplish can be categorised as follows:
• Computational: computational actions are the internal non-communication actions of agents, which are represented by (τ) in pi-calculus.
• Communication: the input/output actions in pi-calculus can be used to model communication in different abstraction levels, from the physical communication channels (Ethernet, WiFi) to logical connection between agents. The physical model depends on the agents' network architecture, so the logical connection model is used in this paper to show the communication flow between the agents. Each pair of agents, Agent i and Agent j , share two free names: c ij and c ji , for communicating with each other: one for sending, and the other one for receiving messages. Figure 1 shows the communication model for a DPS of three agents. The communication between agents may also take place upon a request, when the receiver agent requests information from the sender. In this case, the receiver agent first needs to initiate a new communication session with the sender agent by sending a bound name to it. This is called scope extrusion in pi-calculus (Milner, 1992a) , because the scope of a bound name is extruded to the sender agent. This bound name can be used by the receiver to send request and receive reply back from the sender agent. After receiving a request, the sender agent can decide whether to answer to this request or not, based on some internal decision parameters. The above process can be modelled as follows: 
(p is a bound name indicating the probability of the conditional action. We assume that this probability is provided by the strategy designer).
The agent processes must express ordering and/or mutual exclusion relations among the agent's actions. For each pair of actions, t i and t j , one of the following relations might hold:
• Precedence relation: the precedence relation between t i and t j is modelled with the prefix operation: t i .t j , which means t j cannot be executed before t i has been completed. t j is called the successor of t i . Because communication is asynchronous, the precedence relation also holds between corresponding communication actions: the receiving action cannot be active unless the corresponding sending action has been completed.
• Parallel relation: the parallel relation between t i and t j is modelled as t i | t j , which means t i and t j can be executed in any order.
• An example of a pi-calculus model of a DPS coordination strategy is shown in Figure 2 . We will also use this example strategy to demonstrate our deadlock detection and prevention approach. The strategy is based on a sensor interpretation application for a simulated sensor network. This system consists of four agents, each with direct access to only a subset of the sensors and thus only a subset of the global data. Each agent has the goal of determining whether some event has occurred or not.
In order to accomplish their goals, each agent needs to process its own local data and also obtain the processing results of some of the other agents to integrate with its local results. Which of the other agents results are needed from, will depend on the characteristics of an agent's data, i.e., this is a stochastic strategy. In this example, we assume that each agent must send its local results to two other agents, and that agents can determine which two other agents by themselves (by examining the characteristics of their own local sensor data). For simplicity, we have the agents either send to the two other lowest numbered agents or the two other highest numbered agents.
In the pi-calculus specification in Figure 2 , c ij represents the channel through which Agent i sends messages to Agent j , m ij is message that Agent i sends to Agent j , τ ij is an internal action for preparing m ij , τ rij is the internal action for processing the message received from another agent, and p ij is the probability that Agent i sends its message to Agent j . 
Deadlock detection in the DPS coordination strategy
One of the advantages of using pi-calculus is that its rigorous definition allows assessment of various system properties, such as performance and deadlock. This section describes how pi-calculus specification may be used to detect deadlock in a DPS coordination strategy, at the design stage. For this purpose, we adapt Kobayashi's definition for deadlock (Kobayashi, 2002) , to the case of asynchronous pi-calculus:
This definition is outlined in the scope of Kobayashi's language, which is a subset of the polyadic pi-calculus. The polyadic pi-calculus (Milner, 1993) is defined the same way as the monadic pi-calculus except that the output/input actions are allowed to send/receive vectors of names at a single reduction step. Accordingly, the input and output actions in this calculus are given by: ( ) x z and , x y where z and y represent vectors.
Kobayashi's definition states that a process P is in deadlock if it contains a receiving or a sending action that must proceed, but P is locked and cannot be further reduced to another process P′. The annotation c indicates that the respective task is expected to succeed and the value is either read or sent through the channel. Kobayashi's definition ensures that, at least one thread will be executed to perform the annotated task. Thus in ( ) ( ) ( ) . , c P y x z Q R ν = a message will be received through channel x as long as the sender agent does not diverge. Although this is not the semantic used in the context of our research, we found the definition valid to search for possible deadlocks. In what follows, we define the deadlock situation in a DPS coordination strategy based on Kobayashi's definition. However, unlike Definition 1, we do not use the notion of annotation of actions, as some actions in DPS are probabilistic and may not necessarily succeed. Moreover, the case where an agent has a pending sending action does not occur in our model as asynchronous pi-calculus does not allow for output prefixes (i.e., no action is performed after writing in a channel).
Definition 2: A DPS coordination strategy is in deadlock condition if it reaches a state in which at least one agent contains an input prefix which will never succeed. That is:
And there is no p such that Agent i → P. Hence, to detect a deadlock condition in a coordination strategy the pi-calculus reduction rules are applied to the model until a state is reached in which there is an agent with an input prefix, which will never succeed. If no such state is found in a scenario of a coordination strategy then the scenario is said to be deadlock free. If all the scenarios of a coordination strategy are deadlock free, then the strategy itself is deadlock free.
To demonstrate the deadlock detection procedure, consider, as an example, the coordination strategy modelled in Figure 2 . One can observe that this strategy could lead to a deadlock in some scenarios. For instance, if the four agents in the model send messages to the two other lowest numbered agents as described in Figure 3 , then Agent 3 and Agent 4 would end up with input prefixes which will not succeed. To prove the deadlock condition in the above scenario, the pi-calculus reduction rules are applied to the model as follows. A more detailed version of the derivations is provided in Appendix A. In the first reduction step, the pair 13 13 13 .c m τ and c 13 (m 13 ) are executed and the scenario is reduced to: In the next reduction step, the computational tasks: τ r21 , τ r31 , τ r41 , τ r12 , τ r32 , τ r42 and τ r23 are executed and the scenario arrives at the following state: In this state, both Agent 3 and Agent 4 are left with pending receiving actions and input prefixes which can never succeed. Thus, based on Definition 2, the coordination strategy modelled in Figure 2 , may lead into a deadlock condition.
Introducing a new deadlock-free model
In the previous section, we demonstrated how the pi-calculus model of a coordination strategy is used for deadlock detection and, as an example, we identified a potential deadlock condition in the coordination strategy of Figure 2 . In this section, we show how deadlock could be prevented by imposing certain constraints on the pi-calculus model. For example, in the strategy of Figure 2 , if we modify the model such that every agent is forced to receive at least one message, then we would be able to avoid possible deadlock scenarios. For this purpose, we have to slightly change the communications model. Unlike the previous model, where each pair of agents used two names for communication, in the new model a single name is used for all communications. All messages are sent and received through name c at any time. This model is shown in the following figure. where s id , and d id denote the id of the source and the destination agents respectively. As was seen in the strategy of Figure 2 , the input action is commonly followed by a computational task that is performed by the destination agent to process the message it has received. However, in the single name communication model, before doing any processing on the received message, the destination agent needs to know the source of the message in order to perform the computations accordingly. Hence, it is convenient to define an abstract read action for each agent as shown in Figure 5 . 
( ) , , . ( ) , , .
In order to avoid deadlock scenarios, we are now able to precisely incorporate in our model the restriction that every agent receives at least one message and executes a computational task accordingly. To this end, we force the reading tasks to succeed in this new model. We impose two restrictions on the pi-calculus model to assure that every agent receives at least one message. First, we let the read operation be performed either once, twice, or n times, where n is the number of agents. This means that an agent might receive messages from one, two, or all other agents.
Second, we enforce the constraint that the reading group of actions should be eventually reduced to 0; in other words, when more than one reduction is possible for the pi-calculus model, we keep the ones that reduce the reading group of actions to 0 and discard the rest.
Consider again our example coordination strategy of four agents. For Agent 1 the group of reading actions would be: where one of the three possibilities must be satisfied during reduction to avoid deadlock. If the same restriction is applied for the other agents, the new model, illustrated in Figure 6 , complies with the deadlock free requirement. 
As can be seen in the figure, after execution of internal tasks each agent sends a triad of names via channel c and then the reading actions are executed. One concern might be that, if the reduction of one of the reading processes is performed at agent i but the destination of the message is not agent i, then the reduction leads to an invalid state where the message is not delivered to its destination. However, in that case, the group of reading actions is not reduced to 0, and this situation is prevented by enforcing the second constraint above.
Another concern could be that the three (or two) exclusive read actions in the new model may cause the same message to be read three (or two) times and execute the same task three times; for example τ r21 in Read Agent1 . However, this is not the case as only one instance of each message is sent during the occurrence of each scenario. This avoids executing multiple times the same task. The designer should be aware of these details to avoid unexpected model outputs.
In what follows, we shall prove the deadlock freedom of the strategy in Figure 6 . In this proof we show that given DPSCS there is no scenario S such that DPCS → S and S is in deadlock condition. By reduction ad absurdum, we first assume that there exist such a scenario and proceed to find a S which satisfies the conditions in Definition 2. In order to keep it short, we collapse many reductions in one step as in the previous section. 
The last state in the above derivation contradicts the constraint that the group of reading actions must be reduced to 0.
4
Agent is left with some reading actions which cannot be further reduced to 0. Hence, the assumption of the existence of a scenario S with a deadlock condition is not valid and the strategy is deadlock free.
Summary and future work
The primary goal of the research reported on here was to establish the basis for a verification system of a DPS coordination, using pi-calculus. In a previous research (Khorasani et al., 2009) we proposed a tool for modelling and analysing the time performance of DPS coordination strategies. The chosen language for defining coordination strategies was pi-calculus as its formal structure provides the basis for mathematical analysis of various properties such as performance and deadlock.
In this paper we further demonstrated the advantages of using pi-calculus for modelling DPS coordination strategies. In particular, we showed how pi-calculus model could be used for deadlock detection and prevention. We illustrated the deadlock detection procedure via an example and we showed how certain restriction could be imposed on the model to assure a deadlock free strategy. Our approach asserts deadlock freedom, as long as the communication between agents succeeds. Nonetheless, analysis under limited communication is still needed. These features validate the pi-calculus suitability for DPS coordination modelling and verification.
It is worth noting that any methodology developed over formal modelling tools such as pi-calculus suffers from the complexity of the formalisation and difficulty of performing the reductions and verification of the objectives. To address this problem, authors are in the process of simplifying utilisation of pi-calculus by implementing a comprehensive visual toolbox for pi-calculus that includes the following components:
• A visualisation tool for visually modelling MAS in pi-calculus by performing drag-and-drop actions instead of dealing with complexity of pi-calculus (Ahmad and Rahimi, 2008) .
• An expert system-based automated reduction module that applies pi-calculus reduction rules on the modelled system automatically (Rahimi and Dillards, 2008).
• An automated bi-directional verification module pi-calculus (build over the reduction system) that compares the outcomes of the modelled system against a set of defined objectives (Rahimi and Ahmad, 2011).
• A performance evaluation methodology that adds new formulation to pi-calculus to make performance evaluation possible (Rahimi, 2006) . Implementation of a performance evaluation module for the toolbox will begin in close future.
Using such toolbox, the system designers will be able to write the pi-calculus specification of DPS systems effortlessly, visually evaluate the actions taken by the system (based on the reduction rules), and automatically assess the deadlock freedom. 
We start by selecting the scenario of interest. After τ 13 is executed and name m 13 is sent through channel 13 , c and the corresponding reading is also performed, we have: The following are the reductions for after-input tasks τ R21 , τ R31 , τ R41 , τ R12 , τ R32 , τ R42 and τ R23 to reach the final deadlock state: The final state for this model is in deadlock since both Agent 3 and Agent 4 has read actions that are waiting forever for a message that never arrives. 
