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RESUMO
As equac¸o˜es de Navier-Stokes modelam o movimento de um fluido Newtoni-
ano (isto e´, com viscosidade na˜o nula) incompress´ıvel. As equac¸o˜es de Euler descrevem
o comportamento de fluidos incompress´ıveis com viscosidade nula, denominados fluidos
ideais. Em que condic¸o˜es ocorre a convergeˆncia da soluc¸a˜o das equac¸o˜es de Navier-Stokes
para a das equac¸o˜es de Euler quando a viscosidade tende a zero?
Em primeiro lugar, deve-se deixar claro o tipo de soluc¸a˜o das equac¸o˜es de
Navier-Stokes a que se refere. O problema de achar soluc¸o˜es cla´ssicas para essas equac¸o˜es
no espac¸o euclideano com dimensa˜o maior ou igual a 3 ainda esta´ em aberto (ate´ a pre-
sente data); de fato, e´ um dos problemas do mileˆnio do Clay Institute. As soluc¸o˜es aqui
adotadas sa˜o ditas fracas, isto e´, sa˜o soluc¸o˜es de formulac¸o˜es mais fracas das equac¸o˜es de
Navier-Stokes. Ja´ para a equac¸o˜es de Euler, existeˆncia e unicidade de soluc¸a˜o cla´ssica ja´
sa˜o conhecidas desde a de´cada de 1960.
O limite inv´ıscido de soluc¸o˜es fracas das equac¸o˜es de Navier-Stokes ainda e´
um problema em aberto. O que existem sa˜o crite´rios para que esse limite ocorra, e
esse e´ o principal assunto desta dissertac¸a˜o. Em 1984, Kato provou (em [13]) que o limite
inv´ıscido ocorre no espac¸o de energia e uniformemente no tempo, se as derivadas primeiras
das soluc¸o˜es fracas das equac¸o˜es de Navier-Stokes forem devidamente controladas numa
vizinhanc¸a pro´xima a` fronteira do domı´nio, a camada-limite, a` medida que a viscosidade
tende a zero. Em 2007, Kelliher, em [15], promoveu pequenas alterac¸o˜es na demonstrac¸a˜o
de Kato para relacionar o limite inv´ıscido ao controle da vorticidade, uma importante
grandeza f´ısica relacionada a` rotac¸a˜o local de fluidos, na camada-limite. Os dois crite´rios
esta˜o detalhadamente demonstrados na dissertac¸a˜o.
ABSTRACT
Navier-Stokes equations describe the flow of an incompressible Newtonian (i.e.,
with non-zero viscosity) fluid, while the Euler equations describe the movement of an ideal
(zero viscosity) fluid. An interesting question in this context is: under which conditions
does the solution of the Navier-Stokes equations converge to the one of the Euler equati-
ons when the viscosity approaches to zero?
It is important to establish the type of solutions of Navier-Stokes equations
mentioned. The problem of existence and uniqueness of classical solutions for these equa-
tions in a Euclidean domain in dimension higher than two remains unsolved up to this
date; in fact, it is one of the Clay Institute’s Millennium Problems. Solutions here are
understood to be, in some sense, weak : they are, in fact, solutions of weaker formulations
of the Navier-Stokes problem. For the Euler equations, existence and uniqueness of a
classical solution are known since the 1960’s.
The inviscid limit for weak solutions of the Navier-Stokes equations remains
an unsolved problem. However, there exist some criterion for the convergence to take
place, which is the subject of this dissertation. In 1984, Kato proved (in [13]) that the
convergence holds on the Lebesgue space of square-integrable functions (on the Euclidean
domain) and uniformly on time if and only if it is possible to control the weak derivatives
of first order of the weak solutions of Navier-Stokes equations on a thin neighborhood of
the boundary, the boundary layer, while viscosity approaches zero. In 2007, Kelliher (in
[15]) slightly changed Kato’s demonstration to associate the inviscid limit to the control of
the vorticity of the fluid on the boundary layer. Both criterion are minutely demonstrated
on the dissertation.
LISTA DE SI´MBOLOS
V ⊂⊂ U (V, U subconjuntos de Rn): V compactamente contido em U , isto e´: V ⊂ V¯ ⊂ U ,
com V¯ compacto.
C∞(Ω): Conjunto das func¸o˜es infinitamente deriva´veis (relativamente a`s n coordenadas)
com domı´nio igual a Ω
C∞c (Ω): Conjunto das func¸o˜es pertencentes a C
∞(Ω) de suporte compacto.
C∞c (Ω;Rn): Conjunto dos mapas f : Ω→ Rn com cada componente fi ∈ C∞c (Ω).
Lp(Ω): Espac¸o das func¸o˜es Lebesgue-Mensura´veis ψ : Ω → Rd cuja p-e´sima poteˆncia e´
Lebesgue Integra´vel, na dimensa˜o d adequada.
Lploc(Ω): Espac¸o das func¸o˜es f ∈ Lp(V ) para algum V ⊂⊂ Ω.
(·, ·): Produto Interno Canoˆnico em L2(Ω).
B[x, r]: Bola fechada de raio r centrada em x.
B(x, r): Bola aberta de raio r centrada em x.
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Introduc¸a˜o
O movimento, num aberto Ω contido em Rn com fronteira ∂Ω suave, de um fluido newto-
niano incompress´ıvel de viscosidade ν > 0 e´ descrito pela equac¸o˜es de Navier-Stokes, cujas
inco´gnitas sa˜o o campo de velocidades uν : Ω× [0,∞[→ Rn e a pressa˜o pν : Ω× [0,∞[→ R:
uνt − ν∆uν + (uν · ∇)uν +∇pν = f ν , em Ω×]0,∞[,
div uν = 0, em Ω×]0,∞[,
uν(x, 0) = uν0(x), em Ω,
uν = 0, em ∂Ω×]0,∞[,
onde o fluido esta´ sujeito a condic¸o˜es inicial uν0, de fronteira e a` ac¸a˜o de uma forc¸a externa
f ν (c.f. [17]). Essas equac¸o˜es expressam, essencialmente, princ´ıpios ba´sicos da F´ısica
aplicados a` mecaˆnica do meio cont´ınuo: a conservac¸a˜o do momento linear (mais conhecida
como Segunda Lei de Newton: derivada da forc¸a igual a` acelerac¸a˜o) e a conservac¸a˜o de
massa. Colocando ν = 0, temos as Equac¸o˜es de Euler para fluidos ideais incompress´ıveis:
ut + (u · ∇)u+∇p = f, em Ω×]0,∞[,
div u = 0, em Ω×]0,∞[,
u(x, 0) = u0(x), em Ω,
u · n = 0, em ∂Ω×]0,∞[,
onde n e´ o vetor normal a` superf´ıcie ∂Ω, e o fluido esta´ sujeito a uma forc¸a externa f e
a`s condic¸o˜es inicial e de fronteira acima.
Note a diferenc¸a entre as condic¸o˜es de fronteira das equac¸o˜es de Navier-Stokes
e Euler: u = 0 em ∂Ω indica que na˜o ha´ movimentac¸a˜o de fluido junto a ∂Ω em qualquer
direc¸a˜o; ja´ u · n = 0 indica que na˜o ha´ fluxo de fluido pela fronteira, o fluido apenas
deslizaria tangencialmente em ∂Ω.
A deduc¸a˜o dessas equac¸o˜es foi assunto de meu trabalho de Iniciac¸a˜o Cient´ıfica,
Aspectos Matema´ticos de Escoamentos Ideais e Viscosos, realizado em 2013, e a motivac¸a˜o
para um estudo mais aprofundado nessa linha.
Na˜o sa˜o conhecidos fluidos ideais na natureza; o mais pro´ximo disso seria o ar,
que possui viscosidade muito pequena. Existem paradoxos relacionados aos fluidos ideais,
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como o de D’Alembert (c.f. [17]), por exemplo:
Um fluido ideal movendo-se ao redor de um corpo produz forc¸a zero no mesmo.
Obviamente o ar na˜o e´ um fluido ideal; nesse caso avio˜es na˜o voariam. Entretanto e´
interessante estudar o comportamento de fluidos ideais, pois, assintoticamente, podem
refletir o comportamento de fluidos newtonianos com viscosidade pequena. E´ precisamente
esse o assunto desta dissertac¸a˜o: um estudo sobre crite´rios de convergeˆncia no espac¸o das
energias L2(Ω) (uniformemente no tempo) de certa soluc¸a˜o das equac¸o˜es de Navier-Stokes
a` soluc¸a˜o das equac¸o˜es de Euler, quando a viscosidade tende a zero, publicados em 1984
por Kato [13] e 2007 por Kelliher [15].
Primeiramente deve-se deixar claro que o problema de encontrar soluc¸o˜es no
sentido cla´ssico para Navier-Stokes em um domı´nio limitado Ω ⊂ Rn, n ≥ 3, ainda esta´
em aberto: na verdade, e´ um dos problemas do mileˆnio do Clay Institute. Se n = 2,
esse problema ja´ foi solucionado. O que se conhece, para qualquer n ≥ 2 e´ a existeˆncia
de soluc¸o˜es fracas dessas equac¸o˜es (c.f. [20]). Existem va´rios tipos de soluc¸o˜es fracas
para as equac¸o˜es de Navier-Stokes (dado que na˜o ha´ unicidade de soluc¸a˜o, soluc¸o˜es fracas
constru´ıdas por diferentes me´todos podem na˜o ser iguais). Os crite´rios de Kato e Kelliher
demonstrados sa˜o para soluc¸o˜es de Leray-Hopf, isto e´, que satisfazem uma desigualdade
que limita a energia total do sistema para qualquer tempo t > 0. Ja´ para as equac¸o˜es
de Euler consegue-se obter existeˆncia e unicidade de soluc¸o˜es cla´ssicas ([14], [5]), dado
qualquer n ≥ 2.
O crite´rio de Kato diz, essencialmente, que, para que ocorra a convergeˆncia
das soluc¸o˜es fracas das equac¸o˜es de Navier-Stokes para a soluc¸a˜o das equac¸o˜es de Euler
uniformemente no tempo e em L2(Ω) quando a viscosidade tende a zero, deve-se obter
um certo controle da norma do gradiente das soluc¸o˜es em L2 no tempo e numa pequena
vizinhanc¸a da fronteira do domı´nio. A ideia da necessidade de limitac¸a˜o vem das diferenc¸as
entre as condic¸o˜es de fronteira a que obedecem a soluc¸a˜o das equac¸o˜es de Euler (u paralelo
a` fronteira) e as soluc¸o˜es das equac¸o˜es de Navier-Stokes (uν = 0 na fronteira): precisa-se
de um maior controle sobre uν numa vizinhanc¸a da fronteira, chamada camada-limite,
quando ν tende a zero, para compensar a diferenc¸a entre as condic¸o˜es.
Ja´ o crite´rio de Kelliher exige certo controle, na mesma vizinhanc¸a, da norma
L2 no tempo e no espac¸o da vorticidade. A vorticidade e´ um tensor anti-sime´trico que
mede a rotac¸a˜o local do fluido, sendo assim uma importante grandeza f´ısica na dinaˆmica
dos fluidos. Pode-se dizer, enta˜o, que o crite´rio de Kelliher possui mais sentido f´ısico de
que o de Kato. A demonstrac¸a˜o do crite´rio de Kelliher e´ apenas uma mudanc¸a no final
da demonstrac¸a˜o do crite´rio de Kato. Outros crite´rios para limite inv´ıscido em diferentes
domı´nios (canais) foram demonstrados por Temam e Wang em [21] e por Wang em [22].
E´ importante notar que a demonstrac¸a˜o do limite inv´ıscido ainda e´ um pro-
blema em aberto. O assunto deste texto e´ o estudo de crite´rios que mostram que a
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ocorreˆncia desse limite depende intrinsecamente de estimativas para as derivadas de uν
na camada-limite; a validade dessas estimativas ainda na˜o esta´ estabelecida.
Tambe´m sera´ mostrada a existeˆncia de soluc¸o˜es fracas para as equac¸o˜es de
Navier-Stokes para n = 2, 3 e 4. A grande diferenc¸a (e dificuldade) no tratamento dessas
equac¸o˜es em comparac¸a˜o com a equac¸a˜o do Calor, outra equac¸a˜o parabo´lica, e´ a presenc¸a
de um termo na˜o-linear; tal termo e´ responsa´vel pela limitac¸a˜o na dimensa˜o no me´todo
aqui empregado, que e´ o me´todo de Galerkin utilizando uma base especial de auto-func¸o˜es.
Uma demonstrac¸a˜o para o caso n ≥ 2 qualquer utilizando essa te´cnica (com uma outra
base) aliado a` te´cnica de semi-discretizac¸a˜o pode ser encontrada em [20] no cap´ıtulo 3.
A demonstrac¸a˜o aqui contida foi essencialmente extra´ıda de [20], mas a formulac¸a˜o fraca
aqui e´ um pouco diferente e exige-se menos regularidade da func¸a˜o f ; por isso ela esta´
aqui refeita. Os crite´rios de Kato e Kelliher valem para soluc¸o˜es fracas de Leray-Hopf em
qualquer dimensa˜o maior ou igual a 2.
Teoremas de existeˆncia e unicidade de soluc¸a˜o cla´ssica para as equac¸o˜es de
Euler podem ser encontrados em [5] e [14]. No primeiro, a demonstrac¸a˜o e´ feita utili-
zando te´cnicas de Geometria Riemanniana, tanto que o resultado e´ enunciado para uma
variedade compacta M qualquer, que, no nosso caso, corresponde a Ω¯. O teorema a
ser enunciado nesta dissertac¸a˜o e´ o de [14], pois, aumentando a regularidade de u0 e f ,
consequentemente aumenta-se a regularidade de u, e isso sera´ necessa´rio no futuro.
O cap´ıtulo 1 devota-se a enunciar uma se´rie de definic¸o˜es e resultados auxiliares
necessa´rios para os cap´ıtulos seguintes. Ja´ no cap´ıtulo 2, sera´ enunciada e demonstrada
a existeˆncia de soluc¸a˜o para a formulac¸a˜o fraca das Equac¸o˜es de Navier-Stokes e sera´
enunciado um teorema de existeˆncia e unicidade de soluc¸a˜o cla´ssica para as Equac¸o˜es de
Euler. Ja´ no cap´ıtulo 3 sera˜o finalmente demonstrados os crite´rios de limite inv´ıscido,
bem como sera´ feita toda a delicada construc¸a˜o necessa´ria para tal.
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Cap´ıtulo 1
Preliminares
Nesse cap´ıtulo, sera˜o introduzidas ferramentas fundamentais para a realizac¸a˜o dos obje-
tivos desta dissertac¸a˜o. Isso inclui os Espac¸os Lp(Ω), os Espac¸os de Sobolev W k,p(Ω) e
suas propriedades, os espac¸os envolvendo o tempo Lp(0, T ;X), os espac¸os de divergente
nulo H, V e Vl, uma se´rie de desigualdades importantes e um lema de compacidade. A
refereˆncia principal e´ [6]; outras refereˆncias sa˜o [1] (onde pode-se encontrar resultados
mais gerais do que os apresentados nas outras refereˆncias) e [3].
1.1 Espac¸os de Lebesgue
Definiremos primeiramente os espac¸os Lp(Ω)d:
Definic¸a˜o 1.1.1. Define-se o espac¸o
Lp(Ω)d
1 ≤ p ≤ ∞ como o espac¸o das classes de func¸o˜es mensura´veis u : Ω → Rd, d ≥ 1 iguais
q.t.p. tais que ∫
Ω
|u|p dx < ∞ se 1 ≤ p <∞,
ess sup
Ω
|u| < ∞, se p =∞,
onde | · | indica a norma euclidiana no Rd, munido da norma
‖u‖Lp(Ω)d :=
(∫
Ω
|u|pdx
)1/p
se 1 ≤ p <∞,
:= ess sup
Ω
|u| se p =∞. (1.1)
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A partir de agora, indicar-se-a´ por Lp(Ω) o espac¸o Lp(Ω)d, na dimensa˜o d
adequada ao caso. Por exemplo: se u for um vetor em Rn, ‖u‖L2(Ω) indica a norma em
L2(Ω)n; se u for uma matriz n× n, ‖u‖L2(Ω) indica a norma em L2(Ω)n2 .
Observac¸a˜o 1.1.2. O produto interno em L2(Ω) sera´ denotado por (·, ·): dadas u, v ∈
L2(Ω),
(u, v) =
∫
Ω
u · v dx,
onde · e´ o produto interno canoˆnico do Rd.
1.2 Espac¸os de Sobolev
1.2.1 Definic¸a˜o
A motivac¸a˜o para a definic¸a˜o de derivada fraca e´ a fo´rmula de integrac¸a˜o por partes em
Rn. Seja Ω ⊂ Rn aberto. Sabe-se que, dadas uma func¸a˜o u ∈ C1(Ω;Rn) e φ ∈ C∞c (Ω;Rn),
vale ∫
Ω
uj∂iφj dx = −
∫
Ω
∂iujφj dx,
onde i, j varia entre 1 e n, e uj indica a j-e´sima componente do vetor u.
Observac¸a˜o 1.2.1. Uma func¸a˜o φ ∈ C∞c (Ω;Rn) sera´ chamada func¸a˜o-teste.
Note que na˜o ha´ termos de fronteira pois φ tem suporte compacto. Tomando,
agora, u ∈ Ck(Ω;Rn), k inteiro positivo, e α = (α1, ..., αn) multi-´ındice tal que |α| =
α1 + ...+ αn = k, vale ∫
Ω
u · ∂αφ dx = (−1)k
∫
Ω
∂αu · φ dx,
onde
∂αφ =
∂α1
∂x1
...
∂αn
∂xn
φ.
O conceito tradicional de derivada e´, enta˜o estendido da seguinte maneira:
Definic¸a˜o 1.2.2. Suponha u, v ∈ L1loc(Ω) e α multi-´ındice. Dizemos que v e´ a α-e´sima
derivada parcial fraca de u se e´ satisfeita a condic¸a˜o∫
Ω
u · ∂αφdx = (−1)|α|
∫
Ω
v · φ dx, (1.2)
para qualquer func¸a˜o teste φ.
Escrever-se-a´
∂αu = v
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para denotar tal derivada. Todas as derivadas a partir de agora sera˜o interpretadas no
sentido fraco, salvo menc¸a˜o especial. A derivada fraca de uma func¸a˜o u ∈ L1loc(Ω) e´ u´nica.
Definic¸a˜o 1.2.3. Dado 1 ≤ p ≤ ∞, o espac¸o de Sobolev
W k,p(Ω)
e´ o espac¸o de todas as classes de func¸o˜es u ∈ L1loc(Ω) q.t.p. iguais, tais que todas as
α-e´simas derivadas fracas ∂α com |α| ≤ k existem, sa˜o q.t.p. iguais e pertencem a Lp(Ω).
Observac¸a˜o 1.2.4. 1) Se p = 2, denota-se W k,2(Ω) =: Hk(Ω).
Munimos o espac¸o de Sobolev W k,p(Ω) com a norma
‖u‖W k,p(Ω) :=
∑
|α|≤k
‖∂αu‖pLp(Ω)
1/p se 1 ≤ p <∞, (1.3)
:=
∑
|α|≤k
ess sup
Ω
|∂αu| se p =∞. (1.4)
A definic¸a˜o de convergeˆncia nos espac¸os W k,p(Ω) e´ ana´loga a` de qualquer espac¸o vetorial
normado (na sec¸a˜o seguinte sera´ visto que W k,p(Ω) e´ um espac¸o vetorial sobre R): dada
sequeˆncia (um) ⊂W k,p(Ω) dizemos que
um → u emW k,p(Ω)
se
lim
m→∞
‖um − u‖W k,p(Ω) = 0. (1.5)
Analogamente,
um → u emW k,ploc(Ω),
se
um → u emW k,p(V )
para qualquer V ⊂⊂ Ω. Denotar-se-a´ por
W k,p0 (Ω) (1.6)
o fecho de C∞c (Ω;Rn) em W k,p(Ω). Analogamente, se p = 2,
W k,20 (Ω) = H
k
0(Ω).
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1.2.2 Propriedades
O seguinte teorema da´ algumas propriedades da derivada fraca:
Teorema 1.2.5. Sejam u, v ∈W k,p(Ω), |α| ≤ k. Enta˜o
(i) ∂αu ∈W k−|α|,p(Ω), e
∂β(∂αu) = ∂α(∂βu) = ∂α+βu (1.7)
para quaisquer multi-´ındices α, β satisfazendo |α|+ |β| ≤ k.
(ii) Dados quaisquer λ, µ ∈ R, λu + µv ∈ W k,p(Ω) e ∂α(λu + µv) = λ∂αu + µ∂αv,
|α| ≤ k.
(iii) Se V ⊂ Ω e´ aberto, enta˜o u|V ∈W k,p(V ).
(iv) (Leibniz) Se ξ ∈ C∞c (Ω), enta˜o ξu ∈W k,p(Ω) e
∂α(ξu) =
∑
β≤α
(
α
β
)
∂βξ∂α−βu, (1.8)
onde β ≤ α significa que existe γ multi-´ındice tal que α = β + γ, α! = α1!...αn! e(
α
β
)
= α!
β!(α−β)! .
Uma propriedade providencial dos espac¸os de Sobolev e´ a completude:
Teorema 1.2.6. Para qualquer k ∈ N, 1 ≤ p ≤ ∞, o espac¸o W k,p(Ω) munido com as
normas descritas em (1.3) (se 1 ≤ p <∞) e (1.4) (p =∞) e´ um espac¸o de Banach. Se
p <∞, o espac¸o e´ tambe´m reflexivo.
Observac¸a˜o 1.2.7. Pode-se munir o espac¸o Hk(Ω) com o produto interno
(u, v)k =
∑
|α|≤k
(∂αu, ∂αv) ∀ u, v ∈Hk(Ω), (1.9)
tornando-o um espac¸o de Hilbert.
1.2.3 Regularidade da Fronteira e um Teorema de Aproximac¸a˜o
Nessa sec¸a˜o, enuncia-se a existeˆncia de uma sequeˆncia (um) ⊂ C∞(Ω¯;Rn) aproximando u
em W k,p(Ω). Para tal, exigir-se-a´ certa regularidade na fronteira.
Definic¸a˜o 1.2.8. Seja Ω ⊂ Rn aberto e limitado, e k ∈ N. Dizemos que ∂Ω ∈ Ck se
dado qualquer ponto x0 ∈ ∂Ω, existe r > 0 e uma func¸a˜o γ : Rn−1 → Rn em Ck(Rn−1) tal
que, a menos de reordenac¸a˜o e reorientac¸a˜o das coordenadas, tem-se
Ω ∩B[x0, r] = {x ∈ B[x0, r]|xn > γ(x1, ..., xn−1)}.
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Naturalmente, dizemos que ∂Ω ∈ C∞ se ∂Ω ∈ Ck para k = 1, 2, ....
Observac¸a˜o 1.2.9. 1) Na notac¸a˜o acima, ter´ıamos
∂Ω ∩B[x0, r] = {x ∈ B[x0, r]|xn = γ(x1, ..., xn−1)}.
2) Essencialmente, a fronteira e´ Ck se ela e´ localmente uma (n− 1)-variedade Ck.
3) Suponha ∂Ω ∈ Ck. Dado um ponto x0 ∈ ∂Ω e o mesmo r > 0 da definic¸a˜o, e´
poss´ıvel encontrar uma mudanc¸a de coordenadas que “estica”a fronteira perto desse ponto.
Adotando a notac¸a˜o (x1, ..., xn) para as coordenadas atuais e (y1, ..., yn) para as novas
coordenadas, toma-se
yi = xi =: Ξi(x), se i = 1, ..., n− 1,
yn = xn − γ(x1, ..., xn−1) =: Ξn(x).
Observe que a regularidade de Ξ e´ a mesma de γ.
Teorema 1.2.10. Assuma Ω aberto limitado e ∂Ω ∈ C1. Suponha u ∈ W k,p(Ω), para
algum 1 ≤ p <∞. Enta˜o existe uma sequeˆncia de func¸o˜es (um) ⊂ C∞(Ω¯;Rn) satisfazendo
um → u ∈W k,p(Ω) se m→∞.
1.2.4 Trac¸os
Nessa sec¸a˜o discute-se quando e em que sentido uma func¸a˜o em W 1,p(Ω) esta´ definida
na fronteira ∂Ω. A pergunta e´ delicada; de fato, uma func¸a˜o em W 1,p(Ω) pode na˜o ser
cont´ınua, ou pior; pode nem estar definida num conjunto de medida nula, e ∂Ω e´ um
conjunto cuja n-medida de Lebesgue e´ nula.
Teorema 1.2.11. Suponha Ω aberto limitado com ∂Ω ∈ C1 e 1 ≤ p < +∞. Existe enta˜o
um operador linear
γ : W 1,p(Ω)→ Lp(∂Ω)
tal que, dado qualquer u ∈W 1,p(Ω),
(i) γu = u|∂Ω se u ∈W 1,p(Ω) ∩ C(Ω¯;Rn),
(ii)
‖γu‖Lp(∂Ω) ≤ C‖u‖W 1,p(Ω)
onde C = C(p,Ω).
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γ e´ dito o trac¸o de u em ∂Ω. Doravante os valores de qualquer u ∈W 1,p(Ω)
na fronteira ∂Ω sera˜o interpretados no sentido do trac¸o. O teorema a seguir nos da´ uma
caracterizac¸a˜o muito interessante e surpreendentemente simples do espac¸o W 1,p0 (Ω) via
trac¸o:
Teorema 1.2.12. Assuma Ω aberto limitado e ∂Ω ∈ C1. Suponha u ∈W 1,p(Ω). Enta˜o
u ∈W 1,p0 (Ω)⇔ γu = 0 em ∂Ω.
Pode-se, finalmente, estabelecer uma fo´rmula de integrac¸a˜o por partes em
espac¸os de Sobolev, em que o termo fronteiric¸o depende do estabelecimento do opera-
dor trac¸o para estar definido.
Lema 1.2.13. Seja Ω aberto limitado com fronteira ∂Ω ∈ C1. Enta˜o dadas u ∈H1(Ω), v ∈
H2(Ω), vale ∫
Ω
u ·∆v dx = −
∫
Ω
∇u · ∇v dx+
∫
∂Ω
∂v
∂n
u dS,
onde n(x) e´ o vetor unita´rio normal a` superf´ıcie ∂Ω, ∂v
∂n
= ∇v · n e o integrando na
u´ltima integral esta´ definido no sentido do trac¸o: u = γu e ∇v = γ∇v = [γ∂x1v ... γ∂xnv].
Demonstrac¸a˜o. Pelo teorema 1.2.10, aplicado ao caso p = 2, existem sequeˆncias (um), (vm) ⊂
C∞(Ω¯;Rn) satisfazendo
um → u em H1(Ω), (1.10)
vm → v em H2(Ω). (1.11)
Naturalmente, pela regularidade das func¸o˜es um e vm, vale a fo´rmula∫
Ω
um ·∆vm dx = −
∫
Ω
∇um · ∇vm dx+
∫
∂Ω
∂vm
∂n
um dS.
As convergeˆncias
(um,∆vm) → (u,∆v)
(∇um,∇vm) → (∇u,∇v)
seguem de (1.10) e (1.11), respectivamente. Para o termo de fronteira, note-se que, pelo
teorema 1.2.11, segue que
‖γum − γu‖L2(∂Ω) ≤ C‖um − u‖H1(Ω) → 0,
‖γ∇vm − γ∇v‖L2(∂Ω) ≤ C‖∇vm −∇v‖H1(Ω) → 0,
19
donde, pela desigualdade de Cauchy-Schwartz,∥∥∥∥γ ∂vm∂n − γ ∂v∂n
∥∥∥∥2
L2(∂Ω)
=
∫
∂Ω
|(γ∇vm − γ∇v) · n|2 dS
≤
∫
∂Ω
|(γ∇vm − γ∇v)|2|n|2 dS
=
∫
∂Ω
|(γ∇vm − γ∇v)|2 dS,
donde, finalmente: ∫
∂Ω
∂vm
∂n
umdS →
∫
∂Ω
∂v
∂n
u dS. (1.12)
1.2.5 Imerso˜es de Sobolev
Essa sec¸a˜o trata da imersa˜o de espac¸os de Sobolev W k,p(Ω) em espac¸os Lq(Ω) e nos
espac¸os de Ho¨lder, definidos a seguir.
Definic¸a˜o 1.2.14. Seja Ω ⊂ Rn aberto e 0 < α ≤ 1.
(i) Dizemos que uma func¸a˜o u : Ω→ Rn e´ α-Ho¨lder Cont´ınua se existe uma constante
C > 0 tal que
|u(x)− u(y)| ≤ C|x− y|α, ∀ x, y ∈ Ω.
(ii) Assuma a partir de agora que u : Ω¯→ Rn seja cont´ınua. A α-e´sima seminorma de
Holder de u e´ definida por
[u]C0,α(Ω¯) := sup
x,y∈Ω,x 6=y
( |u(x)− u(y)|
|x− y|α
)
,
e a α-e´sima norma de Ho¨lder e´ definida por
‖u‖C0,γ(Ω¯) := ‖u‖C(Ω¯;Rn) + [u]C0,α(Ω¯),
onde
‖u‖C(Ω¯;Rn) := sup
x∈Ω
|u(x)|.
(iii) O espac¸o de Ho¨lder
Ck,α(Ω¯)
consiste de todas as func¸o˜es u ∈ Ck(Ω¯;Rn) tal que
‖u‖Ck,α(Ω¯) :=
∑
|β|≤k
‖∂βu‖C(Ω¯;Rn) +
∑
|β|=k
[∂βu]C0,α(Ω¯) <∞.
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Observac¸a˜o 1.2.15. Os espac¸os de Ho¨lder sa˜o espac¸os de Banach.
Primeiramente, sera´ enunciada uma estimativa para o espac¸o W 1,p0 (Ω).
Teorema 1.2.16. Suponha Ω aberto limitado. Suponha u ∈ W 1,p0 (Ω) para algum 1 ≤
p < n. Existe, enta˜o, uma constante C = C(p, q, nΩ) tal que
‖u‖Lq(Ω) ≤ ‖∇u‖Lp(Ω) ∀ q ∈ [1, p∗],
onde
p∗ =
np
n− p. (1.13)
Em particular,
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω),
que e´ a cla´ssica desigualdade de Poincare´.
Observac¸a˜o 1.2.17. Pela desigualdade acima, veˆ-se que os produtos internos
(u, v)′H10(Ω) = (u, v) + (∇u,∇v), (1.14)
e
(u, v)H10(Ω) = (∇u,∇v), (1.15)
criam normas equivalentes em H10(Ω), que e´ Hilbert munido de ambos os produtos. Do-
ravante, toda refereˆncia ao produto interno de H10(Ω), diz respeito ao definido em (1.15).
Enfim, as imerso˜es de Sobolev sa˜o enunciadas no seguinte teorema:
Teorema 1.2.18. (Imerso˜es de Sobolev) Suponha Ω aberto limitado, com ∂Ω ∈ C1.
Assuma u ∈W k,p(Ω), k ≥ 1, 1 < p <∞. Enta˜o
(i) u ∈ Lq(Ω), se
1
q
=
1
p
− k
n
> 0.
Ademais, a inclusa˜o e´ cont´ınua, isto e´: existe C = C(k, p, n,Ω) tal que
‖u‖Lq(Ω) ≤ C‖u‖W k,p(Ω). (1.16)
(ii) u ∈ Lq(Ω) ∀ 1 ≤ q <∞ se
1
p
− k
n
= 0,
com inclusa˜o cont´ınua: existe C = C(k, p, n, q,Ω) tal que
‖u‖Lq(Ω) ≤ C‖u‖W k,p(Ω).
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(iii) Se
k >
n
p
,
enta˜o u ∈ Ck−[n/p]−1,α(Ω¯) (a menos de redefinic¸a˜o num conjunto de medida nula),
onde [n/p] e´ o maior inteiro inferior a n/p, e
α = [n/p] + 1− n/p, se n/p na˜o for um inteiro,
= qualquer nu´mero positivo < 1, se n/p for um inteiro.
A inclusa˜o e´ cont´ınua: existe C = C(k, p, n, α,Ω) tal que
‖u‖Ck−[n/p]−1,α(Ω¯) ≤ C‖u‖W k,p(Ω).
1.2.6 Imerso˜es Compactas
Definic¸a˜o 1.2.19. Sejam X, Y espac¸os de Banach, com X ⊂ Y . Dizemos que X esta´
compactamente contido em Y , escrevendo
X ⊂⊂ Y,
se sa˜o satisfeitas as condic¸o˜es:
(i) ‖u‖Y ≤ C‖u‖X , ∀ u ∈ X, onde a constante C independe de u, e
(ii) cada sequencia limitada em X e´ pre´-compacta em Y , isto e´, dada (uk) ⊂ X com
‖uk‖X ≤ C < ∞, ∀ k ∈ N, existe uma subsequeˆncia (uk′) ⊂ (uk) e u ∈ Y satisfa-
zendo
‖uk′ − u‖Y → 0 se k →∞.
Teorema 1.2.20. (Rellich-Kondrachov) Suponha Ω aberto limitado com fronteira ∂Ω ∈
C1. Suponha 1 ≤ p < n. Enta˜o
W 1,p(Ω) ⊂⊂ Lq(Ω) ∀ q ∈ [1, p∗[,
onde
p∗ =
np
n− p.
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1.3 O espac¸o H−1(Ω)
O espac¸oH−1(Ω) sera´ de grande importaˆncia no estabelecimento dos teoremas de existeˆncia
no cap´ıtulo a seguir.
Definic¸a˜o 1.3.1. (i) Denota-se por H−1(Ω) o espac¸o dual topolo´gico de H10(Ω).
(ii) Seja f ∈ H−1(Ω), u ∈H10(Ω). Denota-se a aplicac¸a˜o do funcional f em u por 〈·, ·〉.
(iii) Dada f ∈ H−1(Ω), define-se a norma
‖f‖H−1(Ω) := sup
u∈H10(Ω),‖u‖H10(Ω)≤1
〈f, u〉 .
A seguinte caracterizac¸a˜o de H−1(Ω) tornara´ menos a´rido o trabalho com o
espac¸o:
Teorema 1.3.2. (i) Suponha f ∈ H−1(Ω) Existe func¸o˜es f 0, f 1, ..., fn ∈ L2(Ω) tais
que
〈f, u〉 =
∫
Ω
f 0u+
∑
1≤i≤n
f i∂xiv dx, ∀u ∈H10(Ω).
(ii)
‖f‖H−1(Ω) = inf
(∫
Ω
∑
0≤i≤n
|f i|2dx
)1/2
; f satisfaz o item (i) com f 0, ..., fn
 .
(iii) Em particular, temos
(u, v) = 〈u, v〉 ∀ u ∈ L2(Ω) ⊂ H−1(Ω), v ∈H10(Ω).
Observac¸a˜o 1.3.3. O espac¸o H−1(Ω) e´ reflexivo.
1.4 Espac¸os Lp(0, T ;X)
Surge naturalmente, no estudo de equac¸o˜es parabo´licas e hiperbo´licas, a necessidade de
lidar com espac¸os que envolvam o tempo. Seja X um espac¸o de Banach real, com norma
‖ · ‖X .
Definic¸a˜o 1.4.1. O espac¸o
Lp(0, T ;X)
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consiste de todas as func¸o˜es Bo¨chner-mensura´veis u : [0, T ]→ X tais que
‖u‖Lp(0,T ;X) :=
(∫ T
0
‖u(t)‖pX
)1/p
<∞, se 1 ≤ p <∞,
:= ess sup
t∈[0,T ]
‖u‖X <∞, se p =∞.
Definic¸a˜o 1.4.2. O espac¸o
C([0, T ];X)
consiste de todas as func¸o˜es cont´ınuas u : [0, T ]→ X com
‖u‖C([0,T ];X) := max
t∈[0,T ]
‖u(t)‖X .
Definic¸a˜o 1.4.3. Seja u ∈ L1(0, T ;X). Dizemos que v ∈ L1(0, T ;X) e´ a derivada fraca
de u, denotando
u′ = v,
se ∫ T
0
φ′(t)u(t)dt = −
∫ T
0
φ(t)v(t)dt, ∀ φ ∈ C∞c (0, T ).
Observac¸a˜o 1.4.4. A integral acima e´ a Integral de Bo¨chner em espac¸os de Banach.
(c.f. [23] para Bo¨chner-mensurabilidade e integrabilidade).
O teorema a seguir da´ uma important´ıssima propriedade de regularidade e
propriedades de ca´lculo nesses espac¸os, que sera˜o utilizada na demonstrac¸a˜o da existeˆncia
de soluc¸o˜es fracas no cap´ıtulo seguinte.
Teorema 1.4.5. Suponha u ∈ L2(0, T ;H10(Ω)), com u′ ∈ L2(0, T ;H−1(Ω)).
(i) Temos, a menos de redefinic¸a˜o num subconjunto de [0, T ] de medida nula,
u ∈ C([0, T ];L2(Ω)).
(ii) A func¸a˜o
t 7→ ‖u(t)‖2L2(Ω)
e´ absolutamente cont´ınua, com
d
dt
‖u(t)‖2L2(Ω) = 2 〈u′, u〉 ,
q.t.p em [0, T ].
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(iii) Ademais, existe C = C(T ) tal que
max
t∈[0,T ]
‖u(t)‖L2(Ω) ≤ C(‖u‖L2(0,T ;H10(Ω)) + ‖u′‖L2(0,T ;H−1(Ω))).
Observac¸a˜o 1.4.6. (i) Se (X, 〈·, ·〉) for espac¸o de Hilbert, enta˜o L2(0, T ;X) e´ tambe´m
espac¸o de Hilbert, uma vez munido com o produto interno∫ T
0
〈·, ·〉 .
(ii) Se X e´ reflexivo, o espac¸o Lp(0, T ;X) e´ reflexivo, para 1 ≤ p <∞.
1.5 Espac¸os de Divergente Nulo
Os espac¸os de divergente nulo sa˜o fundamentais na teoria das Equac¸o˜es de Navier-Stokes
e Euler, dado que divergeˆncia nula (incompressibilidade do fluido) e´ uma das condic¸o˜es
impostas nos problemas. Definimos os espac¸os de divergente nulo como segue:
V := {u ∈ C∞c (Ω)| div u = 0}, (1.17)
H := V¯ L
2(Ω), (1.18)
V := V¯ H
1
0(Ω), (1.19)
Vl := H
l(Ω) ∩H, l ∈ N. (1.20)
Pode-se verificar que (c.f. [20], cap´ıtulo 1)
V = {u ∈H10(Ω); div u = 0}, (1.21)
e que H e V espac¸os de Hilbert com os produtos internos herdados de L2(Ω) e H10(Ω),
respectivamente. As definic¸o˜es anteriores permitem-nos enunciar a seguinte decomposic¸a˜o
de L2(Ω):
Teorema 1.5.1. Seja Ω aberto limitado com fronteira C2. Enta˜o
L2(Ω) = H ⊕H1 ⊕H2, (1.22)
onde ⊕ e´ a soma ortogonal, e
H1 = {u ∈ L2(Ω);u = ∇p, p ∈H1(Ω),∆p = 0},
H2 = {u ∈ L2(Ω);u = ∇p, p ∈H10(Ω)}.
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O projetor de Leray
P : L2(Ω)→ H (1.23)
e´ definido como a projec¸a˜o ortogonal de L2(Ω) em H.
Lema 1.5.2. Suponha que Ω seja um aberto limitado com fronteira ∂Ω ∈ C l+1, para
algum l inteiro na˜o negativo, e que u ∈H l(Ω). Enta˜o Pu ∈H l(Ω), com
‖Pu‖Hl(Ω) ≤ C‖u‖Hl(Ω),
onde C = C(l,Ω).
Indicar-se-a´ por V ′ o dual topolo´gico de V e a aplicac¸a˜o de um elemento v′ ∈ V ′
em v ∈ V por 〈v′, v〉. As incluso˜es
V ⊂ H ⊂ V ′ (1.24)
sa˜o cont´ınuas e densas (c.f. [20], cap´ıtulo 1).
1.6 Distribuic¸o˜es
Uma pequena introduc¸a˜o sobre distribuic¸o˜es e´ necessa´ria (para maior aprofundamento,
c.f. [7]).
Definic¸a˜o 1.6.1. Dado um aberto Ω ⊂ Rn, o espac¸o das distribuic¸o˜es e´ o dual topolo´gico
de C∞c (Ω), denotado por D
′(Ω).
A derivada de uma distribuic¸a˜o em C∞c (Ω) e´ definida da seguinte maneira:
Definic¸a˜o 1.6.2. Denotando por 〈f, φ〉 a aplicac¸a˜o da distribuic¸a˜o f em φ ∈ C∞c (Ω) ,
dizemos que f e´ deriva´vel no sentido das distribuic¸o˜es se existe uma distribuic¸a˜o, denotada
por f ′, satisfazendo:
〈f ′, φ〉 = −〈f, φ′〉 , ∀ φ ∈ C∞c (Ω).
Se f for uma func¸a˜o integra´vel em Ω, pode-se interpreta´-la como uma distri-
buic¸a˜o em C∞(Ω) da seguinte maneira:
〈f, φ〉 =
∫
Ω
f(t)φ(t) dt, ∀ φ ∈ C∞c (Ω),
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Observac¸a˜o 1.6.3. Se f e´ uma func¸a˜o cont´ınua por partes, com descontinuidades em
t1 < ... < tn ∈ (a, b), vale a seguinte fo´rmula (que seria o equivalente a uma integrac¸a˜o
por partes):
〈f ′, φ〉 =
∫ b
a
f(t)φ′(t) dt+
∑
1≤i≤n
(f(t+i )− f(t−i ))δti(φ), ∀ φ ∈ C∞c (a, b),
onde δtj e´ a distribuic¸a˜o de Dirac no ponto tj.
O seguinte lema da´ uma importante relac¸a˜o entre a derivada fraca e a derivada
distribucional:
Lema 1.6.4. Seja X espac¸o de Banach com dual topolo´gico X ′ e sejam u e g duas func¸o˜es
em L1(a, b;X). Sa˜o equivalentes as treˆs condic¸o˜es:
(i) u e´ igual a uma func¸a˜o primitiva de g q.t.p, isto e´:
u(t) = ξ +
∫ t
0
g(s) ds, ξ ∈ X, q.t.p. em [a, b],
(ii) g e´ a derivada fraca de u,
(iii) Para cada η ∈ X ′,
d
dt
〈u, η〉 = 〈g, η〉 ,
onde a derivada anterior e´ no sentido das distribuic¸o˜es em C∞c (a, b).
Em particular, se as condic¸o˜es forem satisfeitas,a func¸a˜o u e´ q.t.p. igual a uma
func¸a˜o cont´ınua.
1.7 Desigualdades
A desigualdade de Young e´ das mais ba´sicas, sendo utilizada ate´ na construc¸a˜o dos espac¸os
Lp(Ω):
Lema 1.7.1. Sejam a, b > 0 quaisquer, p, q > 1 tais que
1
p
+
1
q
= 1.
Enta˜o
ab ≤ a
p
p
+
bq
q
. (1.25)
E´ de fundamental importaˆncia a desigualdade de Ho¨lder:
27
Lema 1.7.2. Sejam l1, ..., lm, li ≥ 1 nu´meros reais tal que
1
l1
+ ...+
1
lm
= 1. (1.26)
Sejam f1, ..., fm : Ω→ Rn tais que
|f1| · .... · |fm| ∈ L1(Ω),
fi ∈ Lli(Ω).
Enta˜o vale a desigualdade
‖|f1| · ... · |fm|‖L1(Ω) ≤ ‖f1‖Ll1 (Ω)...‖fm‖Llm (Ω).
As seguintes desigualdades sa˜o verso˜es da cla´ssica desigualdade de Gronwall:
Lema 1.7.3. (Gronwall) Seja η(t) uma func¸a˜o na˜o-negativa, cont´ınua em [0,T], tal que
existem ψ(t), ξ(t) na˜o-negativas e integra´veis em [0, T ] satisfazendo q.t.p. a desigualdade
η′(t) ≤ ξ(t)η(t) + ψ(t).
Vale, enta˜o:
η(t) ≤ exp
(∫ t
0
ξ(s) ds
)[
η(0) +
∫ t
0
ψ(s) ds
]
.
A seguinte versa˜o (mais abrangente) pode ser encontrada em [18]:
Lema 1.7.4. Seja η(t) func¸a˜o na˜o-negativa satisfazendo a seguinte equac¸a˜o integral:
η(t) ≤ c+
∫ t
0
(pi(s)η(s) + υ(s)ηα(s))ds, c ≥ 0,
onde pi(t), υ(t) sa˜o func¸o˜es cont´ınuas na˜o-negativas para t ≥ t0. Para 0 ≤ α < 1, vale
η(t) ≤
(
c1−αexp
(
(1− α)
∫ t
t0
pi(s)ds
)
+ (1− α)
∫ t
t0
υ(s)exp
(
(1− α)
∫ t
s
pi(r)dr
)
ds
) 1
1−α
.
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1.8 Lema de Compacidade
Sejam X0, X,X1 espac¸os de Hilbert tais que
X0 ⊂⊂ X ⊂ X1 (1.27)
onde a primeira injec¸a˜o e´ compacta e a segunda e´ cont´ınua.
Seja µ ∈ L1(R;X1). Denota-se por µˆ(τ) sua transformada de Fourier no tempo:
µ̂(τ) =
∫ +∞
−∞
µ(t)e−2ipiτtdt. (1.28)
A transformada inversa de $ ∈ L1(R, X1) e´ dada por
$ˇ(t) =
∫ +∞
−∞
$(τ)e2ipitτdτ. (1.29)
Seja γ > 0. Define-se a derivada de ordem γ em t de µ(t) por
dγτµ(t) := ((2ipiτ)
γµ̂(τ))ˇ. (1.30)
Considere agora o espac¸o
H γ(R;X0, X1) := {µ ∈ L2(R;X0); dγt µ ∈ L2(R;X1)}. (1.31)
H γ e´ um espac¸o de Hilbert uma vez munido com a norma
‖µ‖H γ(R;X0,X1) = (‖µ‖2L2(R;X0) + ‖dγt µ‖2L2(R;X1))1/2. (1.32)
Seja K ⊂ R qualquer. Define-se
H γK (R;X0, X1) := {µ ∈H γ(R;X0, X1); supp u ⊂ K}. (1.33)
Finalmente enuncia-se o resultado de compacidade (c.f. [20], cap´ıtulo 3):
Lema 1.8.1. Sejam X0, X, X1 espac¸os de Hilbert obedecendo a (1.27). Enta˜o para
qualquer conjunto limitado K e γ > 0, a imersa˜o H γK (R;X0, X1) ⊂ L2(R;X) e´ compacta.
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1.9 Lemas de Integrac¸a˜o
Nesta sec¸a˜o, sa˜o enunciados dois resultados de integrac¸a˜o que legitimara˜o passagens a
seguir, e constam em [8]. O primeiro e´ a mudanc¸a de varia´veis em integrais de Lebesgue
no Rn:
Lema 1.9.1. Seja g : X → Y difeomorfismo de abertos em Rn. Se A ⊂ X e´ mensura´vel
e f : Y → R e´ mensura´vel, enta˜o∫
g(A)
f dx =
∫
A
(f ◦ g) |det g| dx.
O Teorema de Fubini trata de troca de ordem de integrac¸a˜o. Ele sera´ enunciado
numa forma mais simples, a que sera´ utilizada nesta dissertac¸a˜o:
Teorema 1.9.2. (Fubini) Sejam T > 0, f ∈ L1(Ω×]0, T [). Enta˜o f(x, ·) ∈ L1(0, T )
q.t.p. em Ω, f(·, t) ∈ L1(Ω) q.t.p. em ]0, T [, g(t) = ∫
Ω
f(x, t) dx ∈ L1(0, T ), h(x) =∫ T
0
f(x, t) dt ∈ L1(Ω), e∫
Ω×]0,T [
f(x, t) dxdt =
∫
Ω
[∫ T
0
f(x, t) dt
]
dx
=
∫ T
0
[∫
Ω
f(x, t) dx
]
dt.
Outro teorema fundamental e´ o Teorema da Convergeˆncia Dominada, ou sim-
plesmente TCD, tambe´m enunciado num caso mais simples:
Teorema 1.9.3. Seja (gn) ⊂ L1(0, T ) sequ¨encia e g ∈ L1(0, T ) tais que
(i) gn → g q.t.p. em ]0, T [,
(ii) existe h(t) ∈ L1(0, T ) tal que |gn(t)| ≤ h(t) ∀ n ∈ N.
Enta˜o
lim
n→∞
∫ T
0
gn(t) dt =
∫ T
0
g(t) dt.
O seguinte lema trata de troca entre derivada e sinal de integrac¸a˜o, e e´ um
corola´rio do TCD:
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Lema 1.9.4. Seja Ω ⊂ Rn aberto e ]a, b[ intervalo, a < b. Tome f : Ω×]a, b[→ R, com
f(·, t) mensura´vel para cada t ∈]a, b[. Enta˜o
d
dt
∫
Ω
f(x, t) dx =
∫
Ω
∂
∂t
f(x, t) dx, (1.34)
se sa˜o satisfeitas as condic¸o˜es:
(i) Para cada x ∈ Ω, ∂tf(x, t) esta´ definido, e
(ii) Existe g ∈ L1(Ω) tal que
|∂tf(x, t)| ≤ g(x) q.t.p. em Ω×]a, b[.
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Cap´ıtulo 2
Teoremas de Existeˆncia de Soluc¸a˜o
Neste cap´ıtulo sera´ enunciada a formulac¸a˜o fraca das Equac¸o˜es de Navier-Stokes a ser
doravante adotada, e demonstrada a existeˆncia de soluc¸a˜o para n = 2, 3 e 4. Ela e´,
essencialmente, a demonstrac¸a˜o presente em [20], entretanto com uma pequena alterac¸a˜o
na formulac¸a˜o fraca, e menos condic¸a˜o sobre a forc¸a f atuando no fluido: aqui pede-se
apenas f ∈ L1(0, T ;L2(Ω)), ao passo que em [20] pede-se f ∈ L2(0, T ;L2(Ω)). Ainda
em [20], pode ser encontrado um teorema de existeˆncia do mesmo problema fraco em
qualquer dimensa˜o n ≥ 2 demonstrado pela te´cnica de semi-discretizac¸a˜o. Logo apo´s, e´
enunciado um teorema de existeˆncia e unicidade de soluc¸a˜o para as Equac¸o˜es de Euler,
presente em [14].
2.1 Equac¸o˜es de Navier-Stokes
Trabalhar-se-a´ num conjunto aberto limitado Ω ⊂ Rn, n = 2, 3, 4, supondo que a fronteira
∂Ω e´ C∞.
Observac¸a˜o 2.1.1. Tamanha regularidade para ∂Ω e´ uma das condic¸o˜es exigidas no
teorema de existeˆncia de soluc¸a˜o para as Equac¸o˜es de Euler mas na˜o e´ ncessa´ria para a
demonstrac¸a˜o de existeˆncia de soluc¸o˜es fracas para as equac¸o˜es de Navier-Stokes. Mesmo
assim, assumir-se-a´ desde ja´ que ∂Ω e´ C∞, pois facilita as contas, dado que tal condic¸a˜o
permitir-nos-a´ tomar uma base de Schauder contida em V para L2(Ω) com regularidade
C∞(Ω¯), como ver-se-a´ a seguir.
Dado qualquer T > 0, o movimento de um fluido newtoniano com viscosidade
ν > 0 e densidade ρ = 1 movendo-se sob ac¸a˜o de uma forc¸a f ν : Ω× [0, T ]→ Rn atuando
em Ω¯ e com velocidade inicial uν0 : Ω→ Rn e´ descrito, na visa˜o Euleriana, pelas varia´veis
velocidade uν : Ω × [0, T ] → Rn e pressa˜o pν : Ω × [0, T ] → R, que obedecem ao sistema
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de equac¸o˜es de Navier-Stokes:
uνt − ν∆uν + (uν · ∇)uν +∇pν = f ν , em Ω×]0, T [, (2.1)
div uν = 0, em Ω×]0, T [, (2.2)
uν(0) = uν0 em Ω, (2.3)
uν = 0, em ∂Ω×]0, T [. (2.4)
A condic¸a˜o (2.2) e´ conhecida como incompressibilidade, e uν ·∇uν e´ o vetor de componentes
(uν · ∇uν)i =
∑
1≤j≤n
uνj∂ju
ν
i , 1 ≤ i ≤ n,
onde o sub´ındice i indica a i-e´sima componente do vetor u ∈ Rn.
Observac¸a˜o 2.1.2. A priori, as notac¸o˜es uν, f ν e uν0 podem parecer carregadas. O
objetivo e´ reforc¸ar o fato de que, para cada ν > 0, dadas f ν e uν0, existe uma soluc¸a˜o
uν, pois, no cap´ıtulo 3, a viscosidade variara´, e para cada ν > 0 teremos uma soluc¸a˜o
diferente para o problema fraco.
Lembre que H e V sa˜o os espac¸os de divergente nulo definidos no cap´ıtulo
anterior, em (1.18) e (1.19).
Seja ν > 0 fixo. Doravante supor-se-a´
f ν ∈ L1(0, T ;L2(Ω)), (2.5)
uν0 ∈ H. (2.6)
Tomando o produto interno de (2.1) por φ ∈ C1(Ω× [0, T ];Rn) com div φ = 0, φ|∂Ω = 0,
integrando em ]0, t[, t > 0 e usando integrac¸a˜o por partes, tem-se a motivac¸a˜o para a
definic¸a˜o da seguinte formulac¸a˜o fraca:
Definic¸a˜o 2.1.3. Diremos que uν e´ uma soluc¸a˜o fraca de (2.1) se, dados T > 0, ν > 0,
f ν , uν0 como em (2.5) e (2.6), u
ν satisfaz:
(i)
uν ∈ L2(0, T ;V ) ∩ L∞(0, T ;H), (2.7)
e
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(ii) Para qualquer func¸a˜o teste φ ∈ C1(Ω¯× [0, T ];Rn) com div φ = 0, φ|∂Ω = 0, vale:
(uν(t), φ(t))− (uν(0), φ(0)) =
∫ t
0
[(uν(s), (uν(s) · ∇)φ(s))− ν(∇φ(s),∇uν(s))
+(f ν(s), φ(s)) + (uν(s), ∂tφ(s))]ds
q.t.p. em [0, T ], (2.8)
uν(·, 0) = uν0. (2.9)
Note agora que, dado u ∈ V , a transformac¸a˜o linear
Tv = (∇u,∇v), v ∈ V, (2.10)
e´ cont´ınua, donde pela densidade da inclusa˜o V ⊂ V ′ (c.f. sec¸a˜o 1.5) e pelo teorema da
representac¸a˜o de Riesz existe elemento Au ∈ V ′ satisfazendo
〈Au, v〉 = (∇u,∇v). (2.11)
O operador linear A : V → V ′ e´ cont´ınuo, pois
〈Au− Aw, v〉 = 〈A(u− w), v〉 = (∇(u− w),∇v) ≤ ‖u− w‖V ∀ u, v, w ∈ V, ‖v‖V ≤ 1,
donde e´ limitado (sup‖u‖V ≤1 ‖Au‖V ′ < +∞). Segue enta˜o
‖Au‖V ′ ≤ C‖u‖V . (2.12)
Um preaˆmbulo acerca do termo
b(u, v, w) := (u, (v · ∇)w) =
∑
1≤i,j≤n
∫
Ω
uiwj∂ivjdx. (2.13)
e´ necessa´rio. Ele e´ responsa´vel pela limitac¸a˜o na dimensa˜o na resoluc¸a˜o do problema.
Queremos definir b : V × V × V → R, e que essa forma trilinear seja cont´ınua nas
treˆs varia´veis. Entretanto, na˜o conseguimos fazeˆ-lo diretamente. Se n = 2, temos, pelo
item (ii) do teorema de Imersa˜o de Sobolev 1.2.18 (com k = 1, p = 2, n = 2) que, se
u ∈H10(Ω), enta˜o u ∈ Lq(Ω) ∀ q ∈ [1,∞[ com inclusa˜o cont´ınua. Assim, podemos usar a
desigualdade de Ho¨lder 1.7.2 com l1 = 6, l2 = 3, l3 = 2 para obter∫
Ω
uiwj∂ivjdx ≤ ‖ui‖L6(Ω)‖wj‖L3(Ω)‖∂ivj‖L2(Ω)
≤ ‖ui‖H10(Ω)‖wj‖H10(Ω)‖vj‖H10(Ω),
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donde a forma esta´ bem definida para n = 2. Agora os casos n = 3, 4: utilizando a
desigualdade de Ho¨lder com l1 =
2n
n−2 , l2 = n, l3 = 2, temos∫
Ω
uiwj∂ivjdx ≤ ‖ui‖
L
2n
n−2 (Ω)
‖wj‖Ln(Ω)‖∂ivj‖L2(Ω). (2.14)
Devemos encontrar condic¸o˜es, portanto, para que tenhamos as imerso˜es cont´ınuas
H10(Ω) ⊂ L
2n
n−2 (Ω), (2.15)
H10(Ω) ⊂ Ln(Ω). (2.16)
Utilizar-se-a´, enta˜o, o item (i) Teorema da Imersa˜o de Sobolev 1.2.18 para o caso n = 3, 4:
tomando p = 2, k = 2,
1
q
=
1
2
− 1
n
⇒ q = 2n
n− 2 . (2.17)
Agora, se n = 3, temos q = 6. Mas como Ω e´ limitado, pela desigualdade de Ho¨lder:
L6(Ω) ⊂ L3(Ω),
continuamente. Ademais, se n = 4, temos q = 4. Logo, se n = 3 ou n = 4, H10(Ω) ⊂
Ln(Ω). Ja´ se n = 5, temos q = 10/3 < n, onde ja´ na˜o funciona. Portanto, tomando n = 3
ou n = 4, temos ∫
Ω
uiwj∂ivjdx ≤ ‖ui‖H10(Ω)‖wj‖H10(Ω)‖vj‖H10(Ω) (2.18)
isto e´: a forma trilinear b : V × V × V → R esta´ bem definida e e´ cont´ınua nas treˆs
varia´veis. Doravante, ate´ o fim dessa sec¸a˜o, supor-se-a´ n = 2, 3 ou 4.
Lema 2.1.4. Valem as seguintes propriedades:
b(u, v, v) = 0 ∀ u, v ∈ V.
b(u, v, w) = −b(u,w, v) ∀ u, v, w ∈ V.
Demonstrac¸a˜o. Sejam u, v ∈ V . Integrando por partes e usando os fatos div u = 0 e
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v|∂Ω = 0 temos
b(u, v, v) =
∑
1≤i,j≤n
∫
Ω
uivj∂ivjdx
= −
∑
1≤i,j≤n
∫
Ω
ui(∂ivj)vjdx−
∫
Ω
∂iuiv
2
j dx+
∫
∂Ω
uiv
2
jnj dS
= −
n∑
j=1
(div u)v2j dx−
∑
1≤i,j≤n
∫
Ω
ui(∂ivj)vj dx
= −
∑
1≤i,j≤n
∫
Ω
ui(∂ivj)vjdx. (2.19)
⇒ 2
∑
1≤i,j≤n
∫
Ω
uivj∂ivjdx = 0.
A segunda propriedade segue da primeira, tomando v = u+ w.
Observac¸a˜o 2.1.5. Observe que pode-se integrar por partes na demonstrac¸a˜o anterior
sem problemas: ja´ foi provada uma fo´rmula de interac¸a˜o por partes mais geral no lema
1.2.13.
Lema 2.1.6. Suponha agora que u ∈ L2(0, T ;V ). Enta˜o a func¸a˜o Bu definida por
〈Bu(t), v〉 = b(u(t), u(t), v), ∀v ∈ V, q.t.p. em [0, T ],
pertence a L1(0, T ;V ′).
Demonstrac¸a˜o. De fato, temos a estimativa
‖Bu‖V ′ = sup
‖v‖V ≤1
| 〈Bu, v〉 | ≤ ‖u‖2V , (2.20)
pela continuidade de b, donde∫ T
0
‖Bu‖V ′ dt ≤
∫ T
0
‖u‖2V dt <∞. (2.21)
O seguinte argumento de densidade, que pode ser encontrado em [9] e [16],
sera´ u´til a partir de agora:
Lema 2.1.7. Seja wj um conjunto ortogonal total em V (i.e., (wj) e´ base de Schauder
de V ), munido do produto interno (1.15) (denotado por (·, ·)V ), e φ ∈ C1(Ω¯× [0, T ];Rn),
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T > 0, com div φ = 0, φ|∂Ω = 0. A sequeˆncia
φm(s) =
m∑
j=1
(φ(s), wj)Vwj, m ∈ N,
satisfaz:
φm → φ em C([0, T ];V ), (2.22)
φ
′
m → φ
′
em C([0, T ];V ). (2.23)
Demonstrac¸a˜o. Sendo (wj) ortogonal total em V , vale, pontualmente em [0, T ] (c.f. [3],
sec¸a˜o 5.4)
φm(s)→ φ(s) em V. (2.24)
Resta, portanto, obter uma estimativa uniforme no tempo. Em primeiro lugar, note que
as func¸o˜es φm dependem continuamente do tempo na norma de V (isso segue do fato
φ ∈ C1(Ω¯ × [0, T ];Rn)). Consequentemente, dado qualquer ε > 0, toma-se, usando a
dependeˆncia cont´ınua em s e a compacidade de [0, T ], 0 = t1 < ... < tN = T em [0, T ]
tais que, dado quaisquer t′, t′′ ∈ [tk, tk+1] vale
‖φ(x, t′)− φ(x, t′′)‖V < ε. (2.25)
Tome m suficientemente grande tal que
‖φm(x, tk)− φ(x, tk)‖V < ε ∀ k ∈ {1, ..., N}. (2.26)
Dado qualquer s ∈ [0, T ], seja k ∈ {1, ..., N − 1} tal que s ∈ [tk, tk+1]. Enta˜o
‖φ(x, s)− φm(x, s)‖V ≤ ‖φ(x, s)− φ(x, tk)‖V + ‖φ(x, tk)− φm(x, tk)‖V
+‖φm(x, tk)− φm(x, s)‖V
≤ 2ε+ ‖φm(x, tk)− φm(x, s)‖V .
Note que φm(x, tk)− φm(x, s) e´ a soma parcial da se´rie de φ(x, tk)− φ(x, s):
‖φm(x, tk)− φm(x, s)‖V =
m∑
k=1
(φ(tk)− φ(s), wk)Vwk. (2.27)
Pela identidade de Bessel-Parseval (novamente c.f. [3], sec¸a˜o 5.4),
‖φ(s)‖2V =
∞∑
k=1
|(φ(s), wk)V |2, (2.28)
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donde
‖φm(x, tk)− φm(x, s)‖V ≤ ‖φ(x, tk)− φ(x, s)‖V < ε. (2.29)
Logo
max
s∈[0,T ]
‖φm(s)− φ(s)‖V < 3ε.
A demonstrac¸a˜o de (2.23) e´ ana´loga.
Tomando, em particular, φ(t) = ψ(t)v, com ψ ∈ C∞c (0, T ) e v ∈ V em (2.8)
podemos reescrever o problema (2.8) - (2.9) na forma distribucional em ]0, T [:
d
dt
〈uν , v〉 = 〈f − νAuν +Buν , v〉 , ∀ v ∈ V, (2.30)
uν(0) = uν0. (2.31)
Observac¸a˜o 2.1.8. Pelo lema 2.1.7, vemos que os problemas sa˜o equivalentes. Como
f ∈ L1(0, T ;L2(Ω)), Bu ∈ L1(0, T ;V ′) e Au ∈ L2(0, T ;V ′), temos u′ ∈ L1(0, T, V ′),
donde pelo lema 1.6.4 a func¸a˜o u ∈ L1(0, T ;V ) e´ q.t.p. igual a uma func¸a˜o cont´ınua. Isso
atribui, enfim, sentido a` condic¸a˜o inicial (2.9).
A existeˆncia de soluc¸o˜es fracas de (2.1) para cada ν > 0 e´ garantida pelo
teorema
Teorema 2.1.9. Seja dado T > 0 qualquer e suponha f ν , uν0 dadas como em (2.5) e
(2.6). Enta˜o existe uma soluc¸a˜o fraca das equac¸o˜es de Navier-Stokes, para n = 2, 3, 4, no
sentido da definic¸a˜o 2.1.3, obedecendo a` seguinte desigualdade de energia:
||uν(t)||2
L2(Ω)
2
+ ν
∫ t
0
||∇uν(s)||2L2(Ω)ds ≤
||uν(0)||2
L2(Ω)
2
+
∫ t
0
(f ν(s), uν(s))ds, t ∈ [0, T ].
(2.32)
Demonstrac¸a˜o. Aplicar-se-a´ o me´todo de Galerkin: o primeiro passo e´ a construc¸a˜o de
soluc¸o˜es aproximadas; o segundo passo e´ a obtenc¸a˜o de estimativas a priori que permi-
tira˜o a passagem de limite na equac¸a˜o via teorema de compacidade, que e´ a terceira etapa.
Passo 1: Construc¸a˜o das soluc¸o˜es aproximadas
Tomar-se-a´ um conjunto ortogonal total em V. Considere o operador de Stokes
Λ : L2(Ω)→ V : dada f ∈ L2(Ω), Λf = ν−1u satisfaz
ν(∇u,∇v) = (f, v) ∀ v ∈ V. (2.33)
O operador de Stokes esta´ bem definido (c.f.[20], cap´ıtulo 1, sec¸a˜o 2), e´ auto-adjunto e
pela imersa˜o compacta V ⊂⊂ L2(Ω) (isso ocorre pois V e´ subespac¸o fechado de H10(Ω), a
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imersa˜o V ⊂H10(Ω) e´ cont´ınua e H10(Ω) ⊂⊂ L2(Ω) pelo Teorema de Rellich-Kondrachov
1.2.20), considerando Λ : L2(Ω)→ L2(Ω), temos que Λ e´ compacto, donde, pelo teorema
espectral, existe uma sequencia total (wj)j∈N ⊂ V ortonormal em L2(Ω) (consequente-
mente ortogonal em H10(Ω) pela definic¸a˜o do operador) e uma sequeˆncia de escalares
positivos(λj)j∈N satisfazendo
Λwj = λjwj (2.34)
ν(∇wj,∇v) = λ(wj, v), ∀ v ∈ V. (2.35)
As autofunc¸o˜es do operador de Stokes possuem a seguinte propriedade de regularidade:
se ∂Ω ∈ Cm, enta˜o wj ∈ Hm(Ω) ∀ j ∈ N (c.f [20], sec¸a˜o 1.1.6). Enta˜o tem-se pelo item
(iii) do teorema 1.2.18:
wj ∈ C0,α(Ω¯) para algum 0 < α < 1, se m =
[n
2
]
+ 1. (2.36)
Como ∂Ω ∈ C∞, vemos que wj ∈ C∞(Ω¯) (lembre da observac¸a˜o 2.1.1).
Para cada m ∈ N, deseja-se mostrar a existeˆncia de uma soluc¸a˜o aproximada
em V m = span {w1, ..., wm} da forma
um =
m∑
i=1
gim(t)wi (2.37)
satisfazendo o sistema de equac¸o˜es:
(u′m(s), wj) + ν(∇um(s),∇wj) − b(um(s), um(s), wj)
= (f ν(s), wj),∀s ∈ [0, T ], j = 1, ...,m; (2.38)
um(0) = u0m, (2.39)
onde u′m := ∂tum e u0m e´ a projec¸a˜o ortogonal (em H) de u
ν
0 em V
m. No fundo, o objetivo
e´ mostrar a existeˆncia das func¸o˜es gim : [0, T ]→ R, i = 1, ...,m tais que um e´ soluc¸a˜o do
sistema (2.38). Substituindo (2.37) em (2.38) obte´m-se o seguinte sistema de EDO’s para
gm = [g1m, ..., gmm]:
m∑
i=1
(wi, wj)g
′
im(s) + ν
m∑
i=1
(∇wi,∇wj)gim(s)−
m∑
i,l=1
b(wi, wl, wj)gim(s)glm(s) = (f
ν(s), wj),
gjm(0) = (u0m)j, j = 1, ...,m.
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Sendo (wj) ortonormal em L
2(Ω) e ortogonal em H10(Ω), tem-se:
g′jm(s) + αjgjm(s)−
m∑
i,l=1
γiljgim(s)glm(s) = (f
ν(s), wj), (2.40)
gjm(0) = (u0m)j, j = 1, ...,m. (2.41)
onde αj = ‖wj‖2H10(Ω), γilj = b(wi, wl, wj). Defina-se ψ : [0, T ]× R
n → Rn por
ψj(s, x) = −αjxj +
m∑
i,l=1
γiljxixj + (f
ν(s), wj), j = 1, ...,m.
ψ e´ cont´ınua, donde, pelo Teorema de Peano (c.f. [11], cap´ıtulo 1), o sistema (2.40) -(2.41)
possui uma u´nica soluc¸a˜o maximal gm(s) : [0, tm[→ Rn. Se tm < T , enta˜o |gm(s)| → +∞
se s → tm (caso contra´rio (isto e´, se na˜o houver blow-up) a soluc¸a˜o pode ser prolongada
continuamente a Tm + ε, ε > 0, violando a maximalidade de [0, tm], novamente c.f. [11]).
Mas note que
‖um(s)‖2L2(Ω) = (um(s), um(s)) =
m∑
i=1
gjm(s)
2.
Necessita-se, enta˜o, de uma estimativa a priori para ‖um(s)‖2L2(Ω) a fim de limitar |gm(s)|, j =
1, ...,m e obter-se tm = T ∀ m ∈ N.
Passo 2: Estimativas a priori
Multiplicando a equac¸a˜o (2.38) por gjm(s) e somando as equac¸o˜es obtidas em
j, 1 ≤ j ≤ n, obte´m-se
(u′m(s), um(s)) + ν‖um(s)‖2H10 (Ω) = (f
ν(s), um(s)),
donde
d
ds
‖um(s)‖2L2(Ω) + 2ν‖um(s)‖2H10(Ω) = (f
ν(s), um(s)) (2.42)
≤ ‖f ν(s)‖L2(Ω)‖um(s)‖L2(Ω). (2.43)
Integrando (2.43) em [0, t], t ∈ [0, T ], obte´m-se
‖um(t)‖2L2(Ω) ≤ ‖um(0)‖2L2(Ω) +
∫ t
0
‖f ν(s)‖L2(Ω)‖um(s)‖L2(Ω) ds.
Utilizar-se-a´ agora o lema 1.7.4 com t0 = 0 pi = 0, α = 1/2, υ(s) = ‖f ν(s)‖L2(Ω) (c.f.
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observac¸a˜o 2.1.10) e c = ‖uν(0)‖L2(Ω):
‖um(t)‖2L2(Ω) ≤
(
‖um(0)‖L2(Ω) +
1
2
∫ t
0
‖f ν(s)‖L2(Ω)
)2
≤
(
‖uν0‖L2(Ω) +
1
2
∫ T
0
‖f ν(s)‖L2(Ω)
)2
,
donde
sup
t∈[0,T ]
‖um(t)‖L2(Ω) ≤ ‖uν0‖L2(Ω) +
1
2
∫ T
0
‖f ν(s)‖L2(Ω)ds, (2.44)
donde a sequeˆncia um e´ limitada em L
∞(0, T ;H). Note, enta˜o, que o intervalo maximal
das soluc¸o˜es gmj, j = 1, ...,m do sistema de EDO’s (2.40) - (2.41) e´ [0, T ].
Observac¸a˜o 2.1.10. Observe que no lema 1.7.4 e´ exigido que υ(t) seja cont´ınua; logo na˜o
pode-se aplicar o lema diretamente com υ(t) = ‖f ν(t)‖L2(Ω), dado que f ν ∈ L1(0, T ;L2(Ω))
apenas. Para resolver o problema, pode-se aproximar f ν por uma sequeˆncia de func¸o˜es
(f νk ) ⊂ C([0, T ];L2(Ω)) com f νk → f ν em L1(0, T ;L2(Ω)), aplicar o lema 1.7.4 com
υ(t) = ‖f νk (t)‖L2(Ω) e tomar o limite na desigualdade obtida.
Novamente de (2.43) e pela estimativa (2.44), tem-se
d
ds
‖um(s)‖2L2(Ω) + 2ν‖um(s)‖2H10(Ω) ≤ ‖f
ν(s)‖L2(Ω)‖um(s)‖L2(Ω) (2.45)
≤ C‖f ν(s)‖L2(Ω).
Integrando a equac¸a˜o acima em [0, t], obte´m-se
‖um(t)‖2L2(Ω) + 2ν
∫ t
0
‖um(s)‖2H10(Ω)ds ≤ ‖um(0)‖
2
L2(Ω) + C
∫ t
0
‖f ν(s)‖L2(Ω)ds
≤ ‖uν0‖2L2(Ω) + C
∫ T
0
‖f ν(s)‖L2(Ω)ds, (2.46)
donde veˆ-se tambe´m que um e´ limitada em L
2(0, T ;V ).
Define-se u˜m : R→ V por
u˜m(t) =
{
um(t), t ∈ [0, T ],
0, t /∈ [0, T ].
Denotar-se-a´ por uˆm a transformada de Fourier de u˜m no tempo como em (1.28) Ale´m
das estimativas anteriores, necessitar-se-a´ da seguinte desigualdade:∫ +∞
−∞
|τ |2γ‖uˆm(τ)‖2L2(Ω)dτ ≤ C, (2.47)
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para algum γ ≥ 0 qualquer. Da´ı, juntamente com (2.46), concluir-se-a´ que u˜m e´ li-
mitada em H (R, V,H), e a´ı podera´ ser utilizado o lema de compacidade 1.8.1 (com
X0 = V,X = X1 = H) apresentado no cap´ıtulo de preliminares.
Para tal, note que podemos reescrever (2.38) na forma de distribuic¸a˜o sobre
C∞c (R):
d
ds
(u˜m(s), wj) =
〈
f˜m(s), wj
〉
+ (u0m, wj)δ0 − (um(T ), wj)δT , j = 1, ...,m, (2.48)
lembrando que, no caso, (·, ·) = 〈·, ·〉 pelo lema 1.3.2, e δ0 e δT sa˜o distribuic¸o˜es de Dirac
em 0 e T , respectivamente, e
fm(s) = f
ν(s)− νAum(s) +Bum(s),
f˜m(s) =
{
fm(s), s ∈ [0, T ],
0, s /∈ [0, T ].
Aplicando a transformada de Fourier em (2.48) obte´m-se
2ipiτ(uˆm(τ), wj) =
〈
fˆm(τ), wj
〉
+ (u0m, wj)− (um(T ), wj)e−2ipiTτ , j = 1, ..., n, (2.49)
pois δˆy0(τ) = e
−2piiy0τ (c.f. [12]). Multiplicando cada equac¸a˜o por gˆjm(τ) e somando em
j, tem-se
2piiτ‖uˆm(τ)‖2L2(Ω) =
〈
fˆm(τ), uˆm(τ)
〉
+ (u0m, uˆm(τ))− (um(T ), uˆm(τ))e−2ipiTτ . (2.50)
Tem-se ∫ T
0
‖fm(s)‖V ′dt ≤
∫ T
0
‖f ν‖L2(Ω) + ν‖um(s)‖V + ‖um(s)‖2V dt ≤ C (2.51)
por (2.46), (2.5), (2.12) e (2.20) (note que a constante C independe de m). Logo
sup
τ∈R
‖fˆm(τ)‖V ′ ≤ C ∀ m, (2.52)
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pois
sup
τ∈R
‖fˆm(τ)‖V ′ = sup
τ∈R
sup
v∈V, ‖v‖V ≤1
〈∫ ∞
−∞
f˜m(t)e
−2piiτt dt, v
〉
= sup
τ∈R
∫ ∞
−∞
sup
v∈V, ‖v‖V ≤1
〈
f˜m(t)e
−2piiτt, v
〉
dt
= sup
τ∈R
∫ ∞
−∞
‖f˜m(t)e−2piiτt‖V ′ dt
= sup
τ∈R
∫ T
0
|e−2piiτt|‖fm(t)‖V ′ dt
=
∫ T
0
‖fm(t)‖V ′ dt.
Para ver que e´ poss´ıvel trocar de ordem a integral no tempo com 〈·, ·〉, c.f. [24]. Ademais
‖um(0)‖L2(Ω), ‖um(t)‖L2(Ω) ≤ C. Logo por (2.50)
|τ |‖uˆm(τ)‖2L2(Ω) ≤ C(‖uˆm(τ)‖H10(Ω) + ‖uˆm(τ)‖L2(Ω)) ≤ C‖uˆm(τ)‖H10(Ω). (2.53)
Dado γ > 0, note agora que
|τ |2γ + |τ | ≤ 1
1
1−2γ
1
1−2γ
+
|τ |
1
2γ
= C(γ)(1 + |τ |),
onde utilizou-se a desigualdade de Young (lema 1.7.1) com p = 1
1−2γ , q =
1
2γ
. Equivalen-
temente,
|τ |2γ ≤ C(γ) 1 + |τ |
1 + |τ |1−2γ . (2.54)
Finalmente, munidos de (2.53) e (2.54), estima-se a integral de (2.47) assim:∫ +∞
−∞
|τ |2γ‖uˆm(τ)‖2L2(Ω)dτ ≤ C(γ)
∫ +∞
−∞
1 + |τ |
1 + |τ |1−2γ ‖uˆm(τ)‖
2
L2(Ω)dτ
≤ C
∫ +∞
−∞
‖uˆm(τ)‖2L2(Ω)dτ
+C(γ)C ′
∫ +∞
−∞
‖uˆm(τ)‖2H10(Ω)
1 + |τ |1−2γ dτ, (2.55)
onde foi utilizado que 1
1+|τ |1−2γ ≤ 1 ∀τ ∈ R. Agora pela identidade de Parseval, pelo
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teorema de Fubini e por (2.44) tem-se∫ +∞
−∞
‖uˆm(τ)‖2L2(Ω)dτ =
∫ +∞
−∞
∫
Ω
|uˆm(τ)|2dxdτ
=
∫
Ω
∫ +∞
−∞
|uˆm(τ)|2dτdx
=
∫
Ω
∫ +∞
−∞
|u˜m(t)|2dtdx
=
∫ +∞
−∞
∫
Ω
|u˜m(t)|2dxdt
=
∫ +∞
−∞
‖u˜m(t)‖2L2(Ω)dt
=
∫ T
0
‖um‖2L2(Ω) dt
≤ C.
Por um racioc´ınio ana´logo (note que ∇uˆm(τ) = ∇̂um(τ)), tem-se∫ +∞
−∞
‖uˆm(τ)‖2H10(Ω)dτ =
∫ T
0
‖um‖2H10(Ω) dt,
donde, por (2.46), tem-se ∫ +∞
−∞
‖uˆm(τ)‖2H10(Ω)dτ ≤ C.
Utilizando a desigualdade de Ho¨lder, procede-se com a segunda integral da seguinte ma-
neira:∫ +∞
−∞
‖uˆm(τ)‖H10(Ω)
1 + |τ |1−2γ dτ ≤
(∫ +∞
−∞
1
(1 + |τ |1−2γ)2
)1/2(∫ +∞
−∞
‖uˆm(τ)‖2H10(Ω)dτ
)1/2
≤ C
(∫ +∞
−∞
1
(1 + |τ |1−2γ)2dτ
)1/2
= 2C
(∫ +∞
0
1
(1 + τ 1−2γ)2
dτ
)1/2
= 2C
(∫ 1
0
1
(1 + τ 1−2γ)2
dτ +
∫ +∞
1
1
(1 + |τ |1−2γ)2dτ
)1/2
≤ 2C
(∫ 1
0
dτ +
∫ +∞
1
1
τ 2−4γ
dτ
)1/2
≤ 2C
(
1 + lim
λ→+∞
λ−1+4γ
−1 + 4γ −
1
1 + 4γ
)1/2
. (2.56)
Tomando qualquer 0 < γ < 1/4, temos a convergeˆncia do limite acima obte´m-se a esti-
mativa (2.47).
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Passo 3: Passagem do limite
Grac¸as, portanto, a`s estimativas (2.44) e (2.46), pode-se tomar uν ∈ L2(0, T ;V )∩
L∞(0, T ;H) e uma subsequeˆncia (um′) ⊂ (um) satisfazendo
um′ ⇀ u
ν fraco em L2(0, T ;V ), (2.57)
um′ ⇀ u
ν fraco− ∗ em L∞(0, T ;H). (2.58)
Observac¸a˜o 2.1.11. 1) Vale ressaltar que o limite u e´ o mesmo nos espac¸os L2(0, T ;V )
e L∞(0, T ;H) pois, caso fossem diferentes, ter´ıamos dois limites fracos diferentes para a
mesma sequeˆncia em L∞(0, T ;H) ∩ L2(0, T ;V ), por exemplo, o que viola a unicidade do
limite fraco em espac¸os de Banach.
2) Em ambos os limites toma-se a mesma subsequeˆncia; na verdade elas na˜o necessari-
amente sa˜o as mesmas. Mas pode-se fazeˆ-lo sem perda de generalidade. Se necessa´rio,
tome-se uma subsequeˆncia (um′′) de (um′) para o segundo limite (2.58). Obviamente ela
tambe´m satisfaz (2.57).
3) Ambas as convergeˆncias (2.57) e (2.58) sa˜o fracas-*; a primeira e´ tambe´m fraca pois,
grac¸as a` reflexividade do espac¸o L2(0, T ;V ), as topologias fraca e fraca-* coincidem.
Ademais, utilizando o lema (de compacidade) 1.8.1 com X0 = V, X = X1 = H
e a estimativa (2.47) pode-se supor sem perda de generalidade que
um′ → uν forte em L2(0, T ;H). (2.59)
Considere, agora, ψ ∈ C1([0, T ]) com ψ(T ) = 0. Multiplicando a equac¸a˜o (2.38) por ψ(t)
e integrando por partes em [0, T ] obte´m-se
−
∫ T
0
(um′(s), ψ
′(s)wj)ds+ ν
∫ T
0
(∇um′(s),∇wjψ(s))dt−
∫ T
0
b(um′(s), um′(s), wjψ(s))ds
= (u0m, wj)ψ(0) +
∫ T
0
(f(s), ψ(s)wj)ds.
(2.60)
Por (2.57), ∫ T
0
(∇um′(s), ψ(s)∇wj) ds→
∫ T
0
(∇uν(s), ψ(s)∇wj) ds. (2.61)
Por (2.59), ∫ T
0
(um′(s), ψ
′(s)wj) ds→
∫ T
0
(uν(s), ψ′(s)wj) ds. (2.62)
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Para o termo com a forma bilinear, tem-se:∫ T
0
b(um(s), um(s), wj)ψ(s) ds = −
∫ T
0
ψ(s)b(um(s), wj, um(s)) ds
= −
n∑
i,l=1
∫ T
0
ψ(s)
∫
Ω
(um)i(∂iw
l
j)(um)l dx ds.
Para cada i, j ∈ {1, ..., n}, tem-se, por (2.59),∫ T
0
∫
Ω
ψ(s)(um′)i(∂iwj)(um′)j dx ds→
∫ T
0
ψ(s)
∫
Ω
uνi ∂iwju
ν
j dx ds.
Integrando novamente por partes e lembrando que uν ∈ L2(0, T ;V ), tem-se o limite∫ T
0
b(um′(s), um′(s), ψ(s)wj)ds→
∫ T
0
b(uν(s), uν(s), ψ(s)wj) ds. (2.63)
Tomando o limite m′ →∞ em (2.60) temos:
−
∫ T
0
(uν(s), ψ′(s)v)ds+ ν
∫ T
0
(∇uν(s), ψ(s)∇v)ds−
∫ T
0
b(uν(s), uν(s), ψ(s)v) ds
= (uν0, wj)ψ(0) +
∫ T
0
(f ν(s), ψ(s)v) ds,
(2.64)
para toda v = wj, j ∈ N. Por densidade, a igualdade vale para toda v ∈ V. Em particular,
tomando ψ ∈ C∞c (0, T ) temos que
d
ds
〈uν , v〉 = 〈f − νAuν +Buν , v〉 , ∀ v ∈ V,
e´ satisfeita no sentido das distribuic¸o˜es. Mas, de fato, a igualdade e´ satisfeita em L1(0, T )
(veja observac¸a˜o 2.1.8). Logo, podemos multiplicar a equac¸a˜o acima por ψ ∈ C1([0, T ]) e
integrar por partes em ]0, t[, obtendo
−
∫ t
0
(uν(s), ψ′(s)v)dt+ ν
∫ t
0
(∇uν(s), ψ(s)∇v)ds−
∫ t
0
b(uν(s), uν(s), ψ(s)v) ds
= −(uν(t), v)ψ(t) + (uν(0), v)ψ(0) +
∫ t
0
(f ν(s), ψ(s)v) ds,
(2.65)
para toda ψ ∈ C1([0, T ]), todo v ∈ V . Pelo lema 2.1.7, conclu´ımos que para qualquer
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φ ∈ C1(Ω¯× [0, T ];Rn) com div φ = 0, φ|∂Ω = 0 vale
−
∫ t
0
(uν(s), ∂tφ(s))dt+ ν
∫ t
0
(∇uν(s),∇φ(s))ds−
∫ t
0
b(uν(s), uν(s), φ(s)) ds
= −(uν(t), φ(t)) + (uν(0), φ(0)) +
∫ t
0
(f ν(s), φ(s)) ds,
que e´ equac¸a˜o (2.8). Resta, ainda, verificar que a func¸a˜o uν satisfaz a condic¸a˜o inicial (2.9).
Tomando ψ ∈ C([0, T ]) com ψ(0) = 1 e ψ(T ) = 0, e comparando (2.64) e
(2.65) com t = T , vemos que
(uν(0)− uν0, v) = 0 ∀ v ∈ V.
Portanto uν(0) = uν0.
Para verificar a desigualdade de energia, integra-se (2.42) em [0, t] e toma-se a
sequeˆncia m′, obtendo
1
2
‖um′(t)‖2L2(Ω) + ν
∫ t
0
‖um′(s)‖2H10(Ω) ds =
1
2
‖um′(0)‖2L2(Ω) +
∫ t
0
(f ν(s), um′(s)) ds. (2.66)
Por (2.57) e (2.59), temos
‖um′(t)‖L2(Ω) → ‖uν(t)‖L2(Ω) q.t.p. em [0, T ],
‖uν‖L2(0,T ;V ) ≤ lim inf
m′→∞
‖um′‖L2(0,T ;V ).
Tomando o limite inferior dos dois lados de (2.66) temos
1
2
‖uν(t)‖2L2(Ω) + ν
∫ t
0
‖uν(s)‖2H10(Ω) ds ≤ lim infm′→∞
[
1
2
‖um′(t)‖2L2(Ω) + ν
∫ t
0
‖um′(s)‖2H10(Ω) ds
]
= lim inf
m′→∞
[
1
2
‖um′(0)‖2L2(Ω) +
∫ t
0
(f ν(s), um′(s)) ds
]
=
1
2
‖uν(0)‖2L2(Ω) +
∫ t
0
(f ν(s), uν(s)) ds
q.t.p. em [0, T ].
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2.2 Equac¸o˜es de Euler
Seja Ω domı´nio (aberto conexo) limitado e suponha que ∂Ω e´ C∞. Sera´ estudada a
convergeˆncia das soluc¸o˜es de (2.8) - (2.9) a soluc¸o˜es cla´ssicas das equac¸o˜es de Euler, que
modelam o escoamento de um fluido inv´ıscido, isto e´, com viscosidade nula:
ut + (u · ∇)u+∇p = f, em Ω×]0, T0[, (2.67)
div u = 0, em Ω×]0, T0[, (2.68)
u(0) = u0, em Ω, (2.69)
u · n = 0, em ∂Ω×]0, T0[, (2.70)
onde T0 > 0 e´ dado.
O teorema a seguir, retirado de [14], determina existeˆncia e unicidade de
soluc¸a˜o cla´ssica para (2.67) - (2.69). A regularidade da soluc¸a˜o depende da regulari-
dade u0 e f ; isso sera´ utilizado a seguir para obter uma soluc¸a˜o adequada para nosso
propo´sito: demonstrar os crite´rios de limite inv´ıscido.
Primeiramente, note que, aplicando o projetor de Leray (vide sec¸a˜o de Espac¸os
de Divergente Nulo) em (2.67) - (2.69), obtemos, assumindo que u0 e f tem divergente
nulo, o novo sistema
ut + P (u · ∇u) = f em Ω×]0, T0[, (2.71)
u · n = 0 em ∂Ω, (2.72)
u(0) = u0 em Ω. (2.73)
Observac¸a˜o 2.2.1. Observe que P (∇p) = 0 pela decomposic¸a˜o de Leray (1.22) de L2(Ω).
Lembremos que, dado l inteiro na˜o negativo, Vl = H
l(Ω) ∩H.
Defina-se
l0 =
[n
2
]
+ 2. (2.74)
Teorema 2.2.2. Seja l ≥ l0, e suponha que u0 e f satisfazem
u0 ∈ Vl, (2.75)
f ∈ C([0, T0];Vl). (2.76)
Enta˜o existe T∗, T∗ ≤ T0 e uma u´nica soluc¸a˜o de (2.71) - (2.73) u ∈ C([0, T∗];Vl) satisfa-
zendo
‖u‖C([0,T∗];Vl) ≤ C(‖u0‖Vl + ‖f‖C([0,T∗];Vl)),
onde
‖g‖C([0,T∗];Vl) = sup
t∈[0,T∗]
‖g(t)‖Vl ,
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e T∗ e C dependem apenas ‖u0‖Vl + ‖f‖C([0,T∗];Vl).
Observac¸a˜o 2.2.3. Se n = 2, temos existeˆncia global no tempo de soluc¸a˜o para as
Equac¸o˜es de Euler, isto e´, T∗ pode ser qualquer nu´mero positivo.
Investiguemos, agora, a regularidade do termo ut: de (2.71), pode-se escrever
ut = −P [(u · ∇)u] + f.
Sabe-se que f ∈ C([0, T∗], Vl). O seguinte lema da´ uma importante informac¸a˜o acerca da
regularidade do termo na˜o-linear:
Lema 2.2.4. Seja k ≥ l0, u ∈ Vk, v ∈Hk+1(Ω). Enta˜o (u · ∇)v ∈Hk(Ω), e
‖(u · ∇)v‖Hk(Ω) ≤ C(‖u‖Hl0−1(Ω)‖v‖Hk+1(Ω) + ‖u‖Hk(Ω)‖v‖Hl0 (Ω)).
Para podermos utilizar o lema com u no lugar de v, e sabendo que u ∈ Vl,
precisamos que k + 1 = l, donde exigir-se-a´, doravante, que
l ≥ l0 + 1.
Como u ∈ Vl(= H l(Ω) ∩H), temos
(u · ∇)u ∈H l−1(Ω),
donde, pelo lema 1.5.2 e lembrando que ∂Ω e´ C∞, temos
P [(u · ∇)u] ∈H l−1(Ω).
Como o projeto de Leray na˜o altera regularidade no tempo, e o termo (u ·∇)u nada mais
e´ do que um produto de func¸o˜es cont´ınuas no tempo (sendo, consequentemente, cont´ınuo
no tempo), temos que
ut ∈ C([0, T∗];H l−1(Ω)).
Conclui-se, consequentemente, que
u ∈ C1([0, T∗];H l−1(Ω)).
Para a construc¸a˜o do termo de correc¸a˜o a seguir, necessita-se que
u ∈ C1([0, T∗];C3(Ω¯)). (2.77)
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Utilizar-se-a´ o item (iii) teorema de Imersa˜o de Sobolev 1.2.18. Tomando
l − 1 =
[n
2
]
+ 4 = l0 + 2,
e p = 2, temos
H l−1(Ω) ⊂ C3,α(Ω¯) para algum 0 < α < 1,
continuamente, donde segue a regularidade desejada.
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Cap´ıtulo 3
Crite´rios para Ocorreˆncia do Limite
Inv´ıscido
Neste cap´ıtulo sera˜o estabelecidos os crite´rios de Kato e Kelliher para ocorreˆncia do limite
inv´ıscido das soluc¸o˜es fracas das Equac¸o˜es de Navier-Stokes. Primeiramente, alguns fatos
acerca do domı´nio Ωδ, que e´ uma vizinhanc¸a de espessura δ de ∂Ω, sera˜o rigorosamente
provados. Em seguida, sera´ constru´ıdo o termo corretor da camada-limite, que e´ a esseˆncia
das demonstrac¸o˜es dos crite´rios que vira˜o a seguir.
3.1 Preliminares Geome´tricas e Desigualdades
O conteu´do dessa sec¸a˜o e´ baseado no artigo [4] e nos livros [2] e [10].
Seja Ω ⊂ Rn um domı´nio (aberto conexo) limitado, e suponha que ∂Ω e´ C∞. A fim de
estabelecer os crite´rios para ocorreˆncia do limite inv´ıscido das soluc¸o˜es de Navier-Stokes
em L2(Ω) uniformemente no tempo, necessitar-se-a´ de um entendimento mais profundo
acerca do conjunto
Ωδ := {x ∈ Ω | d(x, ∂Ω) < δ}. (3.1)
Denotemos
Σλ := {x ∈ Ω | d(x, ∂Ω) = λ}.
Note que Σ0 = ∂Ω. Assumindo δ suficientemente pequeno, digamos δ < δ0, para cada
x ∈ Ωδ existe um u´nico y ∈ Σ0 tal que d(x,Σ0) = |x− y| (c.f. [2]). Definimos, enta˜o, para
δ < δ0 o mapa
σ : Ωδ → Σ0
x 7→ y.
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A aplicac¸a˜o σ e´ chamado projec¸a˜o ao bordo. Definamos, enta˜o
Π : Ωδ → Σ0×]0, δ[
Π(x) = (σ(x), t), (3.2)
onde t = d(x, ∂Ω). O mapa Π e´ um difeomorfismo C∞, com inversa dada por
Π−1(σ, t) = σ + tn(σ), ∀ (t, σ) ∈]0, δ[×Σ0, (3.3)
onde n(σ) e´ o vetor normal interno a Σ0 em σ. Dado 0 < t < δ, denotemos
Ht : Σ0 → Σt,
Ht(·) = Π−1(·, t).
Essa aplicac¸a˜o e´ um difeomorfismo C∞, e seu jacobiano satisfaz
|Jac Ht(σ)− 1| ≤ ct, ∀ (t, σ) ∈ Σ0×]0, δ[, (3.4)
onde c e´ uma constante dependendo apenas de Σ0 e de δ0. Como n(σ) e´ ortogonal a Σt
em σ + tn(σ), segue pelo Teorema de Mudanc¸a de Varia´veis 1.9.1 que, dada qualquer
func¸a˜o f integra´vel e na˜o negativa tomando valores em Ωδ:∫
Ωδ
f dx =
∫ δ
0
∫
Σt
f dσt dt =
∫ δ
0
∫
Σ0
f(t,Ht(σ))(Jac Ht) dσ dt,
onde dσ, dσt denotam elementos de superf´ıcie em Σ0 e Σt respectivamente. Consequen-
temente, ∫
Σ0
∫ δ
0
f(t,Ht(σ))(1− ct) dt dσ ≤
∫
Ωδ
f dx
≤
∫
Σ0
∫ δ
0
f(t,Ht(σ))(1 + ct) dt dσ. (3.5)
A troca da ordem de integrac¸a˜o foi feita utilizando o teorema de Fubini 1.9.2. Observe
agora que, como c depende apenas de δ0, pode-se tomar δ menor ainda, digamos δ < δ1,
tal que existe K > 0 tal que K ≤ (1 − ct), ∀ t ∈]0, δ[. Toma-se tambe´m C > 0 tal que
1 + ct ≤ C, ∀ t ∈]0, δ[.
O lema a seguir da´ importantes propriedades acerca da func¸a˜o distaˆncia ao bordo:
Lema 3.1.1. Seja ρ o mapa distaˆncia ao bordo, definido em Ωδ. Se ∂Ω e´ C
k, enta˜o
ρ ∈ Ck(Ω¯δ).
O seguinte lema e´ uma versa˜o da desigualdade de Poincare´.
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Lema 3.1.2. Seja φ ∈W 1,p0 (Ω) para p ∈ [1,∞]. Existe uma constante C > 0 dependente
apenas de δ0 e p tal que para δ suficientemente pequeno tem-se
‖φ‖Lp(Ωδ) ≤ Cδ‖∇φ‖Lp(Ωδ). (3.6)
Demonstrac¸a˜o. Primeiramente deve-se notar que basta mostrar o resultado para φ ∈
C∞c (Ωδ); depois utiliza-se o teorema de aproximac¸a˜o 1.2.10 pra obter-se a desigualdade
no caso geral.
Note que
|φ(t,Ht(σ))| =
∫ t
0
∣∣∣∣∂φ(s,Hs(σ))∂s
∣∣∣∣ ds ≤ ∫ δ
0
|∇φ(s,Hs(σ))| ds. (3.7)
(c.f. [2]). Para p ∈]1,∞[ tem-se pela desigualdade de Ho¨lder 1.7.2 com l1 = pp−1 , l2 = p:
|φ(t,Ht(σ))|p ≤
(∫ t
0
∣∣∣∣∂φ(s,Hs(σ))∂s
∣∣∣∣ ds)p ≤ δp−1 ∫ δ
0
|∇φ(s,Hs(σ))|p ds,
Para p = 1, essa desigualdade vale por (3.7). logo:∫
Ωδ
|φ|p dx ≤
∫
Σ0
∫ δ
0
|φ(t,Ht(σ))|p (1 + ct) dt dσ
≤ C
∫
Σ0
∫ δ
0
|φ(t,Ht(σ))|p dt dσ
≤ Cδp−1
∫
Σ0
∫ δ
0
∫ δ
0
|∇φ(s,Hs(σ))|p ds dt dσ
≤ Cδp
∫
Σ0
∫ δ
0
|∇φ(s,Hs(σ))|p ds dσ
≤ Cδp
∫
Σ0
∫ δ
0
|∇φ(s,Hs(σ))|p (1− cs)
K
ds dσ
≤ C
K
δp
∫
Ωδ
|∇φ(x)|p dx (3.8)
donde segue o resultado para p <∞ elevando os dois lados da equac¸a˜o a 1/p. Se p =∞,
temos por (3.7)
|φ(t,Ht(σ))| ≤ δ sup
s∈]0,δ[
|∇φ(s,Hs(σ))| ∀ t ∈]0, δ[, σ ∈ Σ0,
logo
|φ(t,Ht(σ))| ≤ δ sup
s∈]0,δ[,ς∈Σ0
|∇φ(s,Hs(ς))|
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= δ sup
x∈Ωδ
|∇φ(x)|,
∀ t ∈]0, δ[, σ ∈ Σ0, donde
‖φ‖L∞(Ωδ) ≤ δ‖∇φ‖L∞(Ωδ).
Outra estimativa muito u´til nesse tipo de domı´nio e´ a seguinte desigualdade
de Hardy-Littlewood [3]:
Lema 3.1.3. Se δ0 for suficientemente pequeno (dependendo de Ω), enta˜o vale, para
δ < δ0: ∫
Ωδ
|∇u|2dx ≥ 1
4
∫
Ωδ
(
u
ρ
)2
dx ∀ u ∈H10(Ω),
onde ρ e´ a func¸a˜o distaˆncia ao bordo definida anteriormente.
3.2 Camada-Limite e Termo Corretor
A estrate´gia na demonstrac¸a˜o do limite inv´ıscido das soluc¸o˜es de (2.1) e´ a introduc¸a˜o de
um termo corretor v com suporte contido em Ωδ (com δ dependendo de ν de maneira apro-
priada), a ser subtra´ıdo de u que facilitara´ o estabelecimento das estimativas necessa´rias.
A construc¸a˜o necessita do seguinte lema:
Definic¸a˜o 3.2.1. Seja A ∈ Mn(R) .Por div A denota-se o vetor de componentes wi =∑
j ∂jAij.
Lema 3.2.2. Seja Γ ∈ C1 superf´ıcie ((n-1)-variedade) fechada e Γ ⊂ U , U ⊂ Rn aberto.
Seja w um campo vetorial em C1(U) tangente a Γ. Existe uma matriz anti-sime´trica
A = (aij) tal que A = 0, div A = w em Γ.
Demonstrac¸a˜o. Primeiramente ater-nos-emos ao caso plano: Γ ⊂ {y1 = 0}, w = w(y′),
onde y′ = (y2, ..., yn) e w1 = 0 (campo tangente). Define-se enta˜o
a11 = 0; ai1 = −a1i = y1wj(y′) , i = 2, ..., n; akl = 0, 2 ≤ k, l ≤ n. (3.9)
A matriz A satisfaz as condic¸o˜es desejadas: em Γ, temos y1 = 0, donde segue que A = 0.
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Ademais,
div A =

−y1(∂2w2(y′) + ...+ ∂nwn(y′))
w2(y
′)∂1y1
.
.
.
wn(y
′)∂1y1

=

0
w2(y
′)
.
.
.
wn(y
′)

= w.
No caso local, dado x ∈ Γ, existe uma vizinhanc¸a onde pode-se reduzir o problema
localmente ao caso pi := {y1 = 0} via uma mudanc¸a de varia´veis Ξ : U → V , onde U
e´ uma vizinhanc¸a (na topologia de Rn) de um ponto x ∈ Γ e V e´ uma vizinhanc¸a (na
topologia de Rn) do ponto Ξ(x) ∈ pi, Ξ(Γ ∩ U) = pi ∩ V .
Observac¸a˜o 3.2.3. Exigiremos que Ξ seja um difeomorfismo em C4(U¯). Isso e´ poss´ıvel
pela observac¸a˜o 1.2.9, pois ∂Ω e´ C∞.
Doravante, indicar-se-a´ por Λk(Ω) o espac¸o das k-formas alternadas em Ω,
0 ≤ k ≤ n. Denota-se por Ξ∗ : V ×Λi(V )→ U ×Λi(U) e Ξ−1∗ : U ×Λi(U)→ V ×Λi(V )
as aplicac¸o˜es pullback (c.f. [19]) geradas por Ξ e Ξ−1 respectivamente. Ambas aplicac¸o˜es
satisfazem as propriedades enunciadas no lema a seguir.
Lema 3.2.4 ([19]). Seja I = {(i1, ...ik)| 1 ≤ i1 < ... < ik ≤ n, k ≤ n} um conjunto de
ı´ndices. O pullback gerado por uma aplicac¸a˜o suficientemente regular φ : A → B, A,B
abertos contidos em Rn satisfaz:
(i) Denote
(
det ∂φ
I
∂xI
)
=
(
det
∂(φi1 ,...,φik )
∂(xi1,...,xik
)
)
, dxI = dxi1 ∧ ... ∧ dxik . Enta˜o
φ∗dyI =
(
det
∂φI
∂xI
)
dxI . (3.10)
(ii) Seja C ⊂ Rn aberto e ζ : B → C aplicac¸a˜o suficientemente regular. Enta˜o (ζ ◦φ)∗ =
ζ∗ ◦ φ∗.
(iii) Seja
β :=
∑
I∈I
bI(x)dxI ∈ Λk−1(B)
onde bI(x) ∈ C1(B) ∀I ∈ I e considere o operador d : Λk−1(B) → Λk(B) definido
por
dβ =
∑
I∈I
(
n∑
j=1
∂jbI(x)dxj
)
∧ dxI .
Enta˜o φ∗dβ = dφ∗β.
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A ta´tica para demonstrar-se o lema 3.2.2 e´ identificar uma matriz anti-sime´trica
C = (cij) com a n− 2 forma diferencial
ς =
∑
i<j
(−1)j+1cijdij, (3.11)
onde dij = d1 ∧ ... ∧ d̂xi ∧ ... ∧ d̂xj ∧ ... ∧ dxn , e um vetor u com a n− 1 forma diferencial
em (x,Λn−1(U))
n∑
i=1
(−1)iuidi, (3.12)
onde di := dx1 ∧ ... ∧ d̂xi ∧ ... ∧ dxn. Em particular escrevemos
α =
∑
i<j
(−1)j+1aijdij, (3.13)
ω =
n∑
i=1
(−1)iwidi. (3.14)
Verifiquemos enta˜o que para matrizes antissime´tricas satisfazendo aij = 0, 2 ≤
i, j ≤ n, sa˜o equivalentes as equac¸o˜es div A = w e dα = ω: temos
div A =

−∂2a21 − ...− ∂nan1
∂1a21
...
∂1an1
 . (3.15)
Note que
α =
n∑
j=2
(−1)j+1a1jd1j,
donde
dα =
n∑
j=2
(
(−1)j+1
n∑
l=1
∂la1j(x)dl
)
∧ d1j
=
n∑
j=2
(−1)j+1∂1a1jdj + (−1)2j−1∂ja1jd1
= (−∂2a12 − ...− ∂na1n)d1 + (−1)2+1∂1a12d2 + ...+ (−1)n+1∂1a1ndn
= (∂2a21 + ...+ ∂nan1)d
1 + (−1)4∂1a21d2 + ...+ (−1)n+2∂1an1dn. (3.16)
Utilizando a identificac¸a˜o (3.12), pode-se reescrever (3.16) na notac¸a˜o vetorial da seguinte
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maneira: 
−∂2a21 − ...− ∂nan1
∂1a21
...
∂1an1
 , (3.17)
que e´ precisamente div A. Logo, resolver div A = w (isto e´, achar uma matriz A satisfa-
zendo a equac¸a˜o) e´ equivalente a resolver dα = ω. Pelo caso plano, existe α ∈ Λn−2(V )
tal que dα = Ξ−1∗ω, donde pelas propriedades do lema 3.2.4
Ξ∗dα = Ξ∗(Ξ−1∗ω)⇒ dΞ∗α = ω.
Pela definic¸a˜o do pullback, tem-se
Ξ∗α =
n∑
j=2
(aij ◦ Ξ)
(
det
∂ΞI
i
xIi
)
di,
onde I i = (1, ..., iˆ, ..., n). Ξ∗α representa uma matriz antissime´trica A′ com a′ij = 0 se
2 ≤ i, j ≤ n. Tem-se enta˜o divA′ = w.
Para construir a desejada matriz, utilizaremos as partic¸o˜es da unidade:
Definic¸a˜o 3.2.5. Seja A uma colec¸a˜o de abertos em Rn, seja U a unia˜o dos elementos
de A . Enta˜o existe uma sequeˆncia de func¸o˜es cont´ınuas (φi(x))i∈N satisfazendo:
(i) φi(x) ≥ 0, ∀ x ∈ U ,
(ii) Si := supp φi ⊂ U ,
(iii) Cada ponto de U possui uma vizinhanc¸a que intersecta no ma´ximo um nu´mero finito
dos Si
′s,
(iv) ∑
i∈N
φi(x) = 1 ∀ x ∈ U,
(v) As func¸o˜es φi sa˜o de classe C
∞,
(vi) Os conjuntos Si sa˜o compactos,
(vii) Para cada i ∈ N, o conjunto Si esta´ contido em algum elemento de A .
Dizemos que a partic¸a˜o da unidade (φi) esta´ subordinada a` colec¸a˜o A .
Um teorema de existeˆncia de partic¸o˜es da unidade esta´ estabelecido em [19].
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Sabemos que, dado qualquer x ∈ ∂Ω, pode-se obter uma soluc¸a˜o local Ax do
problema numa vizinhanc¸a Vx. Usando que ∂Ω e´ compacta, selecionemos por simplicidade,
um nu´mero finito de vizinhanc¸as Vxi , i = 1, ...,m, com suas respectivas soluc¸o˜es A
xi .
Seja (φi), i = 1, ...,m, uma partic¸a˜o da unidade subordinada a` colec¸a˜o {Vx1 , ..., Vxn}.
Definimos, finalmente:
A :=
∑
1≤i≤m
φi(x)A
xi(x). (3.18)
Note que A = 0 em ∂Ω pois cada Axi = 0 em ∂Ω, e
div A =
∑
1≤i≤m
φi(x)div A
xi(x) + Axi(x) · ∇φi(x) =
∑
1≤i≤m
φxi(x)w = w.
Observac¸a˜o 3.2.6. 1) Observe que, se o campo w tambe´m depender do tempo, toda a
construc¸a˜o acima pode ser feita da mesma maneira. Ademais, a matriz ∂tA tambe´m vale
zero em ∂Ω: basta observar a matriz no caso plano e notar que o resto da construc¸a˜o
independe do tempo. Veja tambe´m que a derivada em t na˜o afeta em nada a regularidade
no espac¸o.
2) Observe que a regularidade da matriz A e´ precisamente a mesma de w: de fato, no caso
plano, basta olhar para (3.9); no caso local, isso segue da observac¸a˜o 3.2.3 juntamente com
(3.9); no caso geral isso segue da regularidade das partic¸o˜es da unidade e dos casos plano e
local. Logo, tomando w = u soluc¸a˜o das equac¸o˜es de Euler, temos A ∈ C1([0, T∗];C3(Ω¯)),
onde T∗ adve´m do teorema 2.2.2.
Considere agora uma func¸a˜o cut-off ζ : [0,∞[→ [0, 1], ζ ∈ C∞([0,∞[) satisfa-
zendo ζ(0) = 1, ζ(r) = 0 se r ≥ 1. Define-se enta˜o uma func¸a˜o z ∈ C∞(Ω) por
z(x) := ζ
(
ρ(x)
δ
)
, (3.19)
onde ρ e´ a func¸a˜o distaˆncia ao bordo do lema 3.1.1 (observe que a regularidade de ρ vem
da regularidade da fronteira). Tem-se supp ζ ⊂ Ωδ.
Seja u : Ω¯ × [0, T ] → Rn a soluc¸a˜o das Equac¸o˜es de Euler dada pelo teorema
2.2.2. Finalmente define-se o termo de correc¸a˜o v : Ω× [0, T ]→ Rn por
v = div(zA) = z div A+ A · ∇z, (3.20)
onde A e´ obtida tomando-se, no lema 3.2.2, Γ = ∂Ω, w = u em Ω¯. Observe que A e´
tambe´m uma func¸a˜o de t, e que A ∈ C1([0, T∗]× C3(Ω¯)), donde
v ∈ C1([0, T∗];C2(Ω¯)). (3.21)
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Podemos, ainda, escrever
v = ζ
(
ρ(x)
δ
)
div A+
1
δ
ζ ′
(
ρ(x)
δ
)
A · ∇ρ,
donde
supp v ⊂ Ωδ. (3.22)
Agora note que, usando o fato Aij = −Aji ∀ 1 ≤ i, j ≤ n e o teorema de Schwartz,
obte´m-se
div v = div (z div A+ A · ∇z)
=
∑
i
∂i
(
z
∑
j
∂jAij
)
+
∑
i
∂i
∑
j
Aij∂jz
=
∑
i
∂iz
∑
j
∂jAij +
∑
i
z
∑
j
∂i∂jAij +
∑
i
∑
j
∂iAij∂jz +
∑
i
∑
j
Aij∂i∂jz
=
∑
i
∑
j
∂iz∂jAij +
∑
i
z∂2iAii +
∑
i
∑
j<i
z∂i∂jAij −
∑
i
∑
j<i
z∂i∂jAji
−
∑
i
∑
j
∂iAji∂jz +
∑
i
Aii∂
2
i z +
∑
i
∑
j<i
Aij∂i∂jz −
∑
i
∑
j<i
Aji∂i∂jz
= 0.
Logo div v = 0. Ademais, em ∂Ω, vale
v|∂Ω = z div A|∂Ω + A · ∇z|∂Ω = z(0)u|∂Ω = u|∂Ω.
Sera˜o estabelecidas algumas estimativas para v que sera˜o u´teis na demonstrac¸a˜o do limite
inv´ıscido.
Observac¸a˜o 3.2.7. Lembre que supo˜e-se δ suficientemente pequeno (veja na sec¸a˜o ante-
rior), digamos δ < δ0, para que estejam bem definidas a mudanc¸a de varia´veis (3.2), as
desigualdades de Poincare´ 3.2 e de Hardy 3.1.3.
Lema 3.2.8. Seja v como em (3.20). Para δ suficientemente pequeno, vale
||v||L∞(0,T ;L2(Ω)) ≤ Cδ
1
2 ; (3.23)
||∇v||L∞(0,T ;L2(Ω)) ≤ Cδ−
1
2 ; (3.24)
||∇v||L∞(0,T ;L∞(Ω)) ≤ Cδ−1; (3.25)
||∂tv||L1(0,T ;L2(Ω)) ≤ Cδ
1
2 ; (3.26)
||v||L∞(0,T ;L∞(Ω)) ≤ C; (3.27)
||∆v||L∞(0,T ;L2(Ω)) ≤ Cδ−
3
2 , (3.28)
onde C e´ uma constante independente de δ.
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Demonstrac¸a˜o. A partir de agora sera˜o largamente utilizadas as seguintes propriedades
de regularidade pre´-estabelecidas:
ζ ∈ C∞(0,∞) (por definic¸a˜o),
A ∈ C1([0, T∗];C3(Ω)),
ρ ∈ C∞(Ωδ).
Provaremos as estimativas uma a uma.
(3.23): Note que para cada t ∈ [0, T ] temos que
||v||L2(Ω) ≤ ||z div A||L2(Ω) + ||A · ∇z||L2(Ω) ≤ C||z||L2(Ω) + ||A · ∇z||L2(Ω).
pela regularidade de A. Lembre que, como v e z teˆm suporte contido em Ωδ, ||v||L2(Ω) =
||v||L2(Ωδ) e ||z||L2(Ω) = ||z||L2(Ωδ). Logo
||z||L2(Ωδ) ≤ ||1||L2(Ωδ) ≤
(∫ δ
0
∫
Σ0
1 + cs dσds
) 1
2
≤ Cδ 12
onde utilizou-se (3.5), e C = 1 + δ0, por exemplo. Ademais
||A · ∇z||L2(Ωδ) ≤
∑
1≤i≤n
||(A · ∇z)i||L2(Ωδ).
Notando a regularidade de A e ρ, que ∇z = ζ ′
(
ρ(x)
δ
)
∇ρ
δ
e que A = 0 em ∂Ω, utilizamos
o lema 3.2 para obter
||A · ∇z||L2(Ωδ) ≤
C
δ
||A · ∇ρ||L2(Ωδ)
≤ C||∇(A · ∇ρ)||L2(Ωδ)
≤ C||1||L2(Ωδ)
≤ Cδ 12 .
Sendo as estimativas acima uniformes no tempo, tem-se ||v||L∞(0,T ;L2(Ω)) ≤ Cδ
1
2 .
(3.24): Observe que
∇v = divA · ∇z + z∇(div A) +∇(A · ∇z).
Cada um dos termos da expressa˜o anterior e´ uma matriz n × n (note que divA · ∇z e´ o
produto de uma matriz coluna por uma matriz linha). Agora, dado β ∈ N, indiquemos
por ∂β qualquer derivada (no espac¸o) de ordem β ≥ 0. Essa notac¸a˜o simplificara´ as contas
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a seguir. Basta, portanto, limitarmos a norma L2(Ω) de termos do tipo
∂1z∂1aij, z∂
2aij, aij∂
2z. (3.29)
Temos
‖∂1z∂1aij‖L2(Ωδ) ≤ C‖∂1z‖L2(Ωδ)
≤ C
δ
‖∂1ρ‖L2(Ωδ)
≤ C
δ
‖1‖L2(Ωδ)
≤ Cδ−1/2, (3.30)
e
‖z∂2aij‖L2(Ωδ) ≤ C‖1‖L2(Ωδ)
≤ Cδ1/2.
Note agora que
aij∂
2z =
aij
δ
∂1
(
ζ ′
(
ρ(x)
δ
)
∂1ρ(x)
)
=
1
δ
(
1
δ
aijζ
′′
(ρ
δ
)
∂1ρ+ aijζ
′
(ρ
δ
)
∂2ρ
)
.
Lembre que aij = 0 em ∂Ω, donde podemos usar a desigualdade de Poincare´ 3.2 da
seguinte maneira:
‖aij∂2z‖L2(Ωδ) ≤
1
δ2
‖aijζ ′′
(ρ
δ
)
∂1ρ‖L2(Ωδ) +
1
δ
‖aijζ ′
(ρ
δ
)
∂2ρ‖L2(Ωδ)
≤ C
δ2
‖aij‖L2(Ωδ) +
C
δ
‖1‖L2(Ωδ)
≤ C δ
δ2
‖∇aij‖L2(Ωδ) +
C
δ
‖1‖L2(Ωδ)
≤ C
δ
‖1‖L2(Ωδ)
≤ Cδ−1/2,
Portanto
||∇v||L2(Ωδ) ≤ ||∇z div A||L2(Ωδ) + ||z ∇(div A)||L2(Ωδ) + ||∇(A · ∇z)||L2(Ωδ)
≤ C(δ−1/2 + δ1/2 + δ−1/2)
≤ Cδ−1/2,
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uniformemente no tempo, supondo δ suficientemente pequeno.
(3.25): Temos, agora, que estimar a norma em L∞(Ωδ) dos termos em 3.29. A demons-
trac¸a˜o e´ inteiramente ana´loga: temos que
‖∂1z∂1aij‖L∞(Ωδ) ≤ Cδ−1‖1‖L∞(Ωδ). (3.31)
Da´ı vem a u´nica diferenc¸a entre as demonstrac¸o˜es: como ‖1‖L∞(Ωδ) = 1, temos
‖∂1z∂1aij‖L∞(Ωδ) ≤ Cδ−1. (3.32)
Analogamente,
‖z∂2aij‖L∞(Ωδ) ≤ C‖1‖L∞(Ωδ) ≤ C, (3.33)
e
‖aij∂2z‖L∞(Ωδ) ≤ Cδ−1‖1‖L∞(Ωδ) ≤ Cδ−1. (3.34)
Logo
||∇v||L∞(Ωδ) ≤ Cδ−1 + C + Cδ−1
≤ Cδ−1,
supondo δ suficientemente pequeno.
(3.26)): Basta notar que
∂tv = z div ∂tA+ (∂tA) · ∇z,
e, como ∂tA = 0 em ∂Ω (observac¸a˜o 3.2.6), pode-se fazer as mesmas contas feitas para
‖v‖L2(Ωδ), obtendo-se
‖∂tv‖L2(Ωδ) ≤ Cδ1/2, (3.35)
donde ∫ T
0
||∂tv||L2(Ωδ)dt ≤
∫ T
0
Cδ
1
2dt ≤ Cδ 12 .
(3.27): para um termo da forma aij∂
1ρ temos, pela desigualdade :
‖aij∂1ρ‖L∞(Ω) ≤ C‖aij‖L∞(Ω) ≤ Cδ‖∇aij‖L∞(Ω) = Cδ,
donde
||v||L∞(Ωδ) ≤ ||z div A||L∞(Ωδ) +
C
δ
||A · ∇ρ||L∞(Ωδ) ≤ C ′ + C
δ
δ
≤ C,
supondo δ suficientemente pequeno e notando que a limitac¸a˜o ||z div A||L∞(Ωδ) ≤ C ′
independe de δ.
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(3.28): Observando que ∆v = div (∇v), basta limitarmos os termos da forma
∂2aij∂
1z, ∂1aij∂
2z, z∂3aij, aij∂
3z. (3.36)
Temos
‖z∂3aij‖L2(Ωδ) ≤ C‖1‖L2(Ωδ) ≤ Cδ1/2, (3.37)
‖∂2aij∂1z‖L2(Ωδ) ≤ Cδ−1‖1‖L2(Ωδ)
≤ Cδ−1/2,
‖∂1aij∂2z‖L2(Ωδ) ≤
1
δ2
‖∂1aijζ ′′(ρ/δ)∂1ρ‖L2(Ωδ) +
1
δ
‖∂1aijζ ′(ρ/δ)∂2ρ‖L2(Ωδ)
≤ C(δ−2 + δ−1)‖1‖L2(Ωδ)
≤ Cδ−3/2.
Para estimar o termo aij∂
3z, basta estimarmos termos da forma
δ−3aijζ ′′′(ρ/δ)∂1ρ, δ−2aijζ ′′(ρ/δ)∂2ρ , δ−1aijζ ′(ρ/δ)∂3ρ.
Temos
‖δ−1aijζ ′(ρ/δ)∂3ρ‖L2(Ωδ) ≤ Cδ−1‖1‖L2(Ωδ) ≤ Cδ−1/2,
‖δ−2aijζ ′′(ρ/δ)∂2ρ‖L2(Ωδ) ≤ Cδ−2‖1‖L2(Ωδ) ≤ Cδ−3/2,
e, para o termo restante, usamos a desigualdade de Poincare´ do lema 3.2:
‖δ−3aijζ ′′′(ρ/δ)∂1ρ‖L2(Ωδ) ≤ C‖δ−3aij‖L2(Ωδ)
≤ Cδ−2‖∇aij‖L2(Ωδ)
≤ Cδ−2‖1‖L2(Ωδ)
≤ Cδ−3/2.
Como estamos tomando δ suficientemente pequeno, segue a desigualdade.
3.3 Crite´rio de Kato
Finalmente o terreno esta´ preparado para demonstrar-se os resultados acerca do limite
inv´ıscido das soluc¸o˜es fracas de (2.1) - (2.4).
Seja Ω ⊂ Rn, n = 2, 3 ou 4, domı´nio limitado; suponha que ∂Ω e´ C∞. Lem-
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bremos que, dados T ′ > 0, ν > 0,
f ν ∈ L1(0, T ′;L2(Ω)), (3.38)
uν0 ∈ H, (3.39)
existe, pelo teorema 2.1.9 uma soluc¸a˜o fraca uν satisfazendo
uν ∈ L2(0, T ′;V ) ∩ L∞(0, T ′;H),
a desigualdade de energia (q.t.p. em [0, T ′])
||uν(t)||2
L2(Ω)
2
+ ν
∫ t
0
||∇uν(s)||2L2(Ω)ds ≤
||uν(0)||2
L2(Ω)
2
+
∫ t
0
(f ν(s), uν(s))ds, (3.40)
e:
(uν(t), φ(t))− (uν(0), φ(0)) =
∫ t
0
[(uν(s), uν(s) · ∇φ(s))− ν(∇φ(s),∇uν(s))
+(f ν(s), φ(s)) + (uν(s), ∂tφ(s))]ds
q.t.p. em [0, T ′], (3.41)
uν(0) = u0, (3.42)
dada qualquer func¸a˜o teste φ ∈ C1(Ω× [0, T ′];Rn) com div φ = 0, φ|∂Ω = 0.
Observac¸a˜o 3.3.1. A limitac¸a˜o 2 ≤ n ≤ 4 na dimensa˜o existe, apenas, para garantir
a existeˆncia de soluc¸a˜o fraca usando o teorema 2.1.9; ela na˜o influencia em nada na
demonstrac¸a˜o do limite inv´ıscido.
Para as equac¸o˜es de Euler, temos, pelo teorema 2.2.2, a existeˆncia de um
T∗ > 0 tal que, dados
u0 ∈ Vl, (3.43)
onde
l =
[n
2
]
+ 5, (3.44)
e
f ∈ C([0, T∗];Vl), (3.45)
existe u ∈ C1([0, T∗], C3(Ω¯)) satisfazendo
ut + (u · ∇)u+∇p = f, em Ω×]0, T∗[, (3.46)
div u = 0, em Ω×]0, T∗[,
u(0) = u0 em Ω,
u · n = 0, em ∂Ω×]0, T∗[.
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O resultado sera´ demonstrado considerando-se uma sequeˆncia arbitra´ria (νn)→ 0 e mos-
trando o resultado para tal.
Observac¸a˜o 3.3.2. Os νn sa˜o suficientemente pequenos, de acordo com os resultados e
estimativas obtidos nas sec¸o˜es anteriores. Mais especificamente, para que valham a mu-
danc¸a de varia´veis (3.2), as desigualdades de Poincare´ e Hardy em Ωδ, e as desigualdades
(3.23) - (3.28) para o termo corretor v.
Dados n ∈ N, νn > 0, f νn e uνn0 como em (3.38) e (3.39), seja uνn soluc¸a˜o fraca
das equac¸o˜es de Navier-Stokes, e dados u0 e f como em (3.43) e (3.45), seja u soluc¸a˜o
das equac¸o˜es de Euler correspondente. Por simplicidade, doravante indicar-se-a´ νn = ν,
f νn = f ν e uνn0 = u
ν
0. Fixaremos T
′ = T∗.
Teorema 3.3.3. Seja T > 0, T < T ′ = T∗. Suponha que as sequeˆncias (f ν) e (uν0)
satisfazem
||f ν − f ||L1(0,T ;L2(Ω)) → 0, (3.47)
e
||uν0 − u0||L2(Ω) → 0. (3.48)
se ν → 0. Enta˜o, nesse caso, sa˜o equivalentes:
(i) ||uν − u||L2(Ω) → 0 uniformemente em [0, T ],
(ii) uν(t) ⇀ u(t) em L2(Ω) para cada t ∈ [0, T ],
(iii) ν
∫ T
0
||∇uν(t)||2L2(Ω)dt→ 0,
(iii’) ν
∫ T
0
||∇uν(t)||2L2(Ωcν)dt→ 0,
onde c > 0 e´ fixo, mas arbitra´rio.
Se, em particular, f = 0, tais condic¸o˜es sa˜o equivalentes a
(iv) uν(T ) ⇀ u(T ) em L2(Ω).
Suponha, agora, (f ν) ⊂ L2(0, T ′;L2(Ω)) e assuma
||f ν − f ||L2(0,T ′;L2(Ω)) → 0. (3.49)
Enta˜o as condic¸o˜es equivalentes (i) - (iii’) sa˜o implicadas por
(v) ||uν − u||L2(0,T ′;L2(Ω)) → 0.
Observac¸a˜o 3.3.4. 1) A priori, como a func¸a˜o uν, ν > 0, na˜o precisa estar definida
em T , uν(T ) na˜o necessariamente faz sentido. Entretanto, ja´ foi visto que, grac¸as ao
lema 1.6.4 e a` observac¸a˜o 2.1.8, uν e´ q.t.p. igual a uma func¸a˜o cont´ınua, donde pode-se
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atribuir sentido a uν(T ).
2) Utilizando a desigualdade de Ho¨lder em L2(Ω) no u´ltimo termo na desigualdade de
energia (3.40), temos
1
2
‖uν(t)‖2L2(Ω) ≤
1
2
‖uν(0)‖2L2(Ω) +
∫ t
0
‖f ν(s)‖L2(Ω)‖uν(s)‖L2(Ω) ds. (3.50)
Aplicando o lema de Gronwall 1.7.4 com t0 = 0 pi = 0, α = 1/2, υ(s) = ‖f ν(s)‖L2(Ω) e
c = ‖uν(0)‖L2(Ω), temos
‖uν(t)‖2L2(Ω) ≤
(
‖uν(0)‖L2(Ω) +
1
2
∫ t
0
‖f ν(s)‖L2(Ω) ds
)2
. (3.51)
Por (3.47) e (3.48), vemos que as sequeˆncias (f ν) e (uν(0)) sa˜o limitadas em L1(0, T ′;L2(Ω))
e em L2(Ω), respectivamente. Segue enta˜o a estimativa
‖uν‖L∞(0,T ′;L2(Ω) ≤ C, (3.52)
onde C independe de ν.
Demonstrac¸a˜o. Primeiramente, note-se que utilizando (3.52) e a estimativa de energia
(3.40), tem-se
ν||∇uν ||2L2(0,T,L2(Ω)) ≤
1
2
||uν(0)||2L2(Ω) + ||f ν ||L1(0,T ;L2(Ω))||uν ||L∞(0,T ;L2(Ω)) ≤ C. (3.53)
Analogamente, pelo lema 2.1.4 (notando que basta u · n = 0 em ∂Ω na de-
monstrac¸a˜o), vemos que ∫
Ω
u · ((u · ∇)u) dx = 0. (3.54)
Logo, multiplicando a equac¸a˜o de Euler (2.67) e integrando em Ω, em ]0, t[, t < T∗,
obte´m-se a igualdade de energia:
1
2
||u(t)||2L2(Ω) =
1
2
||u(0)||2L2(Ω) +
∫ t
0
(f(s), u(s)) ds, (3.55)
∀ t ∈ [0, T ].
Finalmente, a verificac¸a˜o das implicac¸o˜es:
(i)⇒(ii): E´ claro, pois convergeˆncia forte em L2(Ω) uniforme no tempo implica con-
vergeˆncia fraca em L2(Ω) pontualmente em [0,T].
(ii)⇒(iii): Pela desigualdade de energia (3.40) tem-se
lim sup
ν→0
ν||∇u||2L2(0,T ;L2(Ω)) ≤ lim sup
ν→0
[∫ T
0
(f ν , uν) dt− 1
2
(||uν(T )||2L2(Ω) − ||uν(0)||2L2(Ω))
]
.
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Por (ii), tem-se lim infν→0 ||uν(T )||L2(Ω) ≥ ||u(T )||L2(Ω). Observe que
lim sup
ν→0
(−‖uν(T )‖L2(Ω)) = − lim inf
ν→0
‖uν(T )‖L2(Ω) ≤ −‖u(T )‖L2(Ω).
Note agora que
lim
ν→0
∫ T
0
∫
Ω
f νuν dx dt =
∫ T
0
∫
Ω
fu dx. (3.56)
De fato, temos∣∣∣∣∫ T
0
(f ν(t), uν(t))− (f(t), u(t)) dt
∣∣∣∣ ≤ ∣∣∣∣∫ T
0
(f ν(t), uν(t))− (f(t), uν(t)) dt
∣∣∣∣
+
∣∣∣∣∫ T
0
(f(t), uν(t))− (f(t), u(t)) dt
∣∣∣∣
Para o primeiro termo, temos∣∣∣∣∫ T
0
(f ν(t), uν(t))− (f(t), uν(t)) dt
∣∣∣∣ ≤ ∫ T
0
|(f ν − f(t), uν(t))| dt
≤
∫ T
0
‖f ν(t)− f(t)‖L2(Ω)‖uν(t)‖L2(Ω) dt
≤ ‖f ν(t)− f(t)‖L1(0,T ;L2(Ω))‖uν(t)‖L∞(0,T ;L2(Ω))
≤ C‖f ν(t)− f(t)‖L1(0,T ;L2(Ω)) → 0, (3.57)
por (3.52) e por (3.47). Para o segundo termo, utilizaremos o Teorema da Convergeˆncia
Dominada 1.9.3 em L1(0, T ): temos
(f(t), uν(t)) ≤ ‖f(t)‖L2(Ω)‖uν(t)‖L2(Ω) ≤ C‖f(t)‖L2(Ω),
por (3.45) e (3.52). Logo (f(t), uν(t)) e´ limitada por uma func¸a˜o integra´vel em [0, T ].
Ademais, por (ii), temos
(f(t), uν(t))→ (f(t), u(t)) q.t.p. em [0, T ]. (3.58)
Aplicando o TCD, temos∫ T
0
(f(t), uν(t)) dt→
∫ T
0
(f(t), u(t)) dt.
Logo ∫ T
0
(f ν(t), uν(t)) dt→
∫ T
0
(f(t), u(t)) dt.
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Portanto
lim sup
ν→0
ν||∇u||L2(0,T ;L2(Ω)) ≤
∫ T
0
(f, u)dt− 1
2
(||u(T )||2L2(Ω) − ||u(0)||2L2(Ω)) = 0
por (3.55). Como ν‖∇uν‖L2(0,T ;L2(Ω)) e´ sempre positivo, vale
lim inf
ν→0
ν‖∇uν‖L2(0,T ;L2(Ω)) ≥ 0,
donde
lim
ν→0
ν‖∇uν‖L2(0,T ;L2(Ω)) = 0.
(iii)⇒(iii’): Basta notar que Ωcν ⊂ Ω, donde∫ T
0
‖uν‖2L2(Ωcν) dt ≤
∫ T
0
‖uν‖2L2(Ω) dt.
(iv)⇒(iii): note que, na demonstrac¸a˜o da implicac¸a˜o (ii)⇒ (iii), se
||f ν ||L1(0,T ;L2(Ω)) → 0, temos∫ T
0
(f ν , uν)dt ≤ ‖uν‖L∞(0,T ;L2(Ω))
∫ T
0
‖f ν‖L2(Ω)dt
≤ C
∫ T
0
‖f ν‖L2(Ω)dt→ 0, (3.59)
donde necessita-se apenas de uν(T ) ⇀ u(T ) em L2(Ω) se f = 0.
(v) ⇒ (iii): Integrando a desigualdade de energia (3.40) em [0, T ′] e notando que por
uma simples integrac¸a˜o por partes vale∫ T ′
0
∫ t
0
ξ(s) ds dt =
∫ T ′
0
(T ′ − t)ξ(t) dt,
para qualquer ξ(t) cont´ınua, obte´m-se:
ν
∫ T ′
0
(T ′ − t)‖∇uν‖2L2(Ω) dt ≤
∫ T ′
0
(T ′ − t)(f ν , uν) dt
+
1
2
(T ′‖uν(0)‖L2(Ω) − ‖uν‖L2(0,T ′;L2(Ω))). (3.60)
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Agora utilizaremos as convergeˆncias de f ν e uν em L2(0, T ′;L2(Ω)): por (v) e (3.49) valem∣∣∣∣∣
∫ T ′
0
(T ′ − t)[(f ν , uν)− (f, u)] dt
∣∣∣∣∣ ≤
∫ T ′
0
|(T ′ − t)||(f ν , uν)− (f, u)|dt
≤ T ′
∫ T ′
0
|(f ν , uν)− (f, u)| dt
≤ T ′
∫ T ′
0
|(f ν , uν)− (f ν , u)| dt
+T ′
∫ T ′
0
|(f ν , u)− (f, u)| dt
≤ T ′
∫ T ′
0
‖f ν‖L2(Ω)‖uν − u‖L2(Ω) dt
+T ′
∫ T ′
0
‖f ν − f‖L2(Ω)‖uν‖L2(Ω) dt
≤ T ′(‖f ν‖L2(0,T ′;L2(Ω))‖uν − u‖L2(0,T ′;L2(Ω))
+‖uν‖L2(0,T ′;L2(Ω))‖f ν − f‖L2(0,T ′;L2(Ω)))
≤ C(‖uν − u‖L2(0,T ′;L2(Ω)) + ‖f ν − f‖L2(0,T ′;L2(Ω)))
→ 0,
onde foi utilizada a Desigualdade de Ho¨lder no espac¸o e no tempo e o fato de que as con-
vergeˆncias (v) e (3.49) implicam na limitac¸a˜o das sequeˆncias (f ν) e (uν) em L2(0, T ′;L2(Ω)).
Ademais, segue de (v) que
||uν ||L2(0,T ′;L2(Ω)) → ||u||L2(0,T ′;L2(Ω)), (3.61)
donde
lim sup
ν→0
ν
∫ T ′
0
(T ′ − t)||∇uν ||2L2(Ω)dt ≤
∫ T ′
0
(T ′ − t)(f, u)dt
+
1
2
[T ′||u(0)||2L2(Ω) − ||u||2L2(0,T ′;L2(Ω))]
=
∫ T ′
0
(∫ t
0
(f, u) ds
)
+
1
2
||u(0)||2L2(Ω)
−1
2
||u(t)||2L2(Ω) dt
= 0,
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por (3.55). Como T ′ > T e o integrando e´ sempre positivo, vale
ν
∫ T
0
||∇uν ||2L2(Ω) dt ≤ ν
∫ T ′
0
||∇uν ||2L2(Ω) dt
≤ 1
T ′ − T
∫ T ′
0
(T ′ − t)||∇uν ||2L2(Ω)dt
→ 0.
Observac¸a˜o 3.3.5. Observe que a demonstrac¸a˜o (ii) ⇒ (iii) e´ consideravelmente mais
simples do que (v) ⇒ (iii) pois temos uν(T ) ⇀ u(T ) no primeiro caso. Como (v) na˜o
garante isso, e´ necessa´rio integrar a desigualdade de energia e as convergeˆncias fortes
(3.49) e (v) para obter o resultado.
(iii’)⇒(i): Na demonstrac¸a˜o desse item utilizar-se-a´ as ferramentas desenvol-
vidas nas sec¸o˜es anteriores: o termo de correc¸a˜o v e as estimativas do lema 3.2.8. Todas
as propriedades desse termo se encaixara˜o perfeitamente. E´ importante notar que tem-se
apenas δ → 0 se ν → 0; a relac¸a˜o δ = cν sera´ obtida ao longo da demonstrac¸a˜o e se
mostrara´ necessa´ria para a obtenc¸a˜o do crite´rio.
Fixe t ∈ [0, T ] qualquer. Observe que, utilizando a desigualdade de energia
(3.40) e a igualdade (3.55), temos
||uν(t)− u(t)||2L2(Ω) = ||uν(t)||2L2(Ω) + ||u(t)||2L2(Ω) − 2(uν(t), u(t))
≤ ||uν(0)||2L2(Ω) + 2
∫ t
0
(f ν(s), uν(s)) ds+ ||u(0)||2L2(Ω)
+2
∫ t
0
(f(s), u(s)) ds− 2(uν(t), u(t))
= 2
∫ t
0
((f ν((s), uν(s)) + (f(s), u(s))) ds+ ||uν(0)||2L2(Ω) + ||u(0)||2L2(Ω)
−2(uν(t), (u− v)(t)) + 2(uν(t), v(t)),
onde v e´ o termo corretor definido na sec¸a˜o anterior, em (3.20). Reescrevendo:
||uν(t)− u(t)||2L2(Ω) ≤ 2
∫ t
0
((f ν(s), uν(s)) + (f(s), u(s)))ds+ ||uν(0)||2L2(Ω) + ||u(0)||2L2(Ω)
−2(uν(t), (u− v)(t)) + 2(uν(t), v(t)). (3.62)
Agora note que, por (3.52) e (3.23),
(uν(t), v(t)) ≤ ||uν(t)||L2(Ω)||v(t)||L2(Ω)
≤ Cδ 12 → 0,
uniformemente em [0, T ] se ν → 0.
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Considere φ = u − v: pela regularidade de u e v, tem-se φ ∈ C1(Ω¯ × [0, T ];Rn), φ|∂Ω =
u|∂Ω−v|∂Ω = u|∂Ω−u|∂Ω = 0 e como div u = div v = 0 em Ω¯, vale div φ = 0. Pode-se enta˜o
utilizar φ como func¸a˜o-teste em (3.41), para que, multiplicando-se por −2, obtenha-se
0 = 2(uν(t), u(t)− v(t))− 2(uν(0), u(0)− v(0))
+
∫ t
0
[−2(uν(s), uν(s) · ∇(u− v)(s)) + 2ν(∇uν(s),∇(u− v)(s))
−2(f ν(s), (u− v)(s))− 2(uν(s), ∂s(u− v)(s))] ds. (3.63)
Ademais, multiplicando a equac¸a˜o (3.46) por uν e integrando em Ω, tem-se
− 2(uν(t), ∂tu(t)) = 2(uν(t), (u(t) · ∇)u(t))− 2(uν(t), f(t)).
Substituindo em (3.63), obtemos
0 = 2(uν(t), u(t)− v(t))− 2(uν(0), u(0)− v(0))
+
∫ t
0
[(−2(uν(s), uν(s) · ∇(u− v)(s)) + 2ν(∇uν(s),∇(u− v)(s))− 2(f ν(s), (u− v)(s))
+2(uν(s), ∂sv(s)) + 2(u
ν(s), (u(s) · ∇)u(s))− 2(uν(s), f(s)))] ds
Somando os dois lados da igualdade anterior a` desigualdade (3.62), tem-se
||uν(t)− u(t)||2L2(Ω) ≤ α + 2
∫ t
0
[(f ν(s)− f(s), uν(s)− u(s))− (uν(s), uν(s) · ∇(u− v)(s))
+(uν(s), (u(s) · ∇)u(s)) + ν(∇uν(s),∇(u− v)(s))] ds,
onde
α = ||uν(0)||2L2(Ω) + ||u(0)||2L2(Ω) − 2(uν(0), u(0)) + 2(uν(0), v(0))
+2
∫ t
0
((f ν(s), v(s)) + 2(uν(s), ∂sv(s)))ds.
Observac¸a˜o 3.3.6. Alguns termos podem ser estimados usando as desigualdades (3.26)
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e (3.23) do lema 3.2.8, (3.47) e (3.52) como segue:
(uν(0), v(0)) ≤ ‖uν(0)‖L2(Ω)‖v(0)‖L2(Ω)
≤ Cδ 12 ,∫ t
0
(f ν(s), v(s)) ds ≤ ‖f ν‖L1(0,T ;L2(Ω))‖v‖L∞(0,T ;L2(Ω))
≤ Cδ 12 ,∫ t
0
(uν(s), ∂sv(s))ds ≤ ||uν ||L∞(0,T ;L2(Ω))||∂tv||L1(0,T ;L2(Ω))
≤ Cδ 12 .
Note tambe´m que (uν(0), u(0))→ ‖u(0)‖2
L2(Ω)
se ν → 0.
Observe que α→ 0 quando ν → 0 grac¸as a` observac¸a˜o 3.3.6 anterior.
Note agora que
(uν , uν · ∇u)− (uν , (u · ∇)u) = (uν − u, (uν − u) · ∇u).
De fato,
(uν , uν · ∇u)− (uν , (u · ∇)u) =
∑
i
∑
j
∫
Ω
uνi u
ν
j∂iuj −
∫
Ω
uνi uj∂iuj,
e
(uν − u, (uν − u) · ∇u)
=
∑
i
∑
j
∫
Ω
uνi u
ν
j∂iujdx−
∫
Ω
uνi uj∂iujdx−
∫
Ω
uiu
ν
j∂iujdx+
∫
Ω
uiuj∂iujdx.
lembrando que div uν = div u = 0, uν · n = 0 tem-se por 2.1.4:
∑
i
∑
j
∫
Ω
uiuj∂iujdx =
∫
Ω
uiuj∂iujdx = 0,
donde segue a igualdade.
Portanto
‖uν(t)− u(t)‖2L2(Ω) ≤ α + 2
∫ t
0
((f ν − f)(s), (uν − u)(s))− ((uν − u)(s), (uν − u)(s)) · ∇u(s))
+(uν(s), uν(s) · ∇v(s)) + ν(∇uν(s),∇(u− v)(s)) ds.
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Note agora que
(f ν − f, uν − u) ≤ ||f ν − f ||L2(Ω)||uν − u||L2(Ω) ≤ K||f ν − f ||L2(Ω),
(uν − u, (uν − u) · ∇u) ≤ C||uν − u||2L2(Ω),
donde
||uν(t)− u(t)||2L2(Ω) ≤
∫ t
0
(C||uν(s)− u(s)||2L2(Ω) +R(s))ds, (3.64)
onde
R(s) = (uν(s), uν(s) · ∇v(s)) + ν(∇uν(s),∇(u− v)(s)) + 1
2
||f ν(s)− f(s)||L2(Ω). (3.65)
Mostrando que ∫ t
0
R(s)ds→ 0 se ν → 0,
o resultado segue do lema de Gronwall 1.7.3.
Primeiramente,
|(uν(s), uν(s) · ∇v(s))| ≤ ||ρ−1uν(s)||2L2(Ωδ)||ρ2∇v(s)||L∞(Ωδ)
≤ Cδ||∇uν(s)||2L2(Ωδ)
grac¸as ao lema 3.2.8 e a` desigualdade de Hardy-Littlewood (lema 3.1.3). Note que como
v tem suporte contido em Ωδ poˆde-se tomar-se ||ρ−1uν(s)||2L2(Ωδ). Analogamente
|ν(∇uν(s),∇(u− v)(s))| ≤ ν||∇uν(s)||L2(Ω)||∇u(s)||L2(Ω) + ν||∇uν(s)||L2(Ωδ)||∇v(s)||L2(Ωδ)
≤ Cν||∇uν(s)||L2(Ω) + Cνδ−
1
2 ||∇uν(s)||L2(Ωδ).
Escolhendo δ = cν, tem-se
R(s) ≤ C
(
ν||∇uν(s)||2L2(Ωcν) + ν||∇uν(s)||L2(Ω) + ν
1
2 ||∇uν(s)||L2(Ωcν) + ||f ν(s)− f(s)||L2(Ω)
)
.
Para o primeiro termo, temos∫ t
0
ν||∇uν(s)||2L2(Ωcν) ds ≤
∫ T
0
ν||∇uν(s)||2L2(Ωcν),
que vai a zero por (iii’). Agora, pela desigualdade de Ho¨lder no tempo, segue que
∫ t
0
ν
1
2 ||∇uν(s)||L2(Ωδ) ds ≤ T
1
2
(
ν
∫ T
0
‖∇uν‖2L2(Ωδ)
)1/2
, (3.66)
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que vai a zero por (iii’). Analogamente,∫ t
0
ν||∇uν(s)||L2(Ω)ds ≤ t
1
2ν||∇uν ||L2(0,T ;L2(Ω))
≤ Cν 12 . (3.67)
donde segue o resultado por (3.53) e (3.47).
3.4 Crite´rio de Kelliher
Estabelecer-se-a´ um crite´rio para o limite inv´ıscido uν → u em L2(Ω) uniformemente no
tempo baseado agora no controle da norma em L2(0, T ;H) da sequ¨eˆncia de vorticidades
(ω(uν)) e da pro´pria sequ¨eˆncia (uν). A vorticidade e´ uma importante grandeza de sentido
f´ısico atribu´ıda ao fluido. Ela da´, num ponto x ∈ Ω, uma medida da rotac¸a˜o local do
fluido.
Definic¸a˜o 3.4.1. Dado y ∈ H1(Ω), sua vorticidade e´ uma matriz antissime´trica dada
por
ω(y) =
1
2
(∇y − (∇y)T ). (3.68)
A demonstrac¸a˜o segue o mesmo ritmo da demonstrac¸a˜o do artigo do Kato. A
mudanc¸a esta´ na maneira como estimar-se-a´ os termos (uν , uν · ∇v) e ν(∇uν ,∇(u − v))
de R(s), definido em (3.65). Os seguintes lemas sa˜o essenciais na realizac¸a˜o dessa tarefa:
Lema 3.4.2. Para quaisquer u ∈ H1(Ω), v ∈ H2(Ω) com div v = 0 e (u · ∇v) · n = 0
em ∂Ω, vale ∫
Ω
∇u · ∇v dx = 2
∫
Ω
ω(u) · ω(v) dx.
Demonstrac¸a˜o. Primeiramente, indicaremos por “·”o produto do trac¸o entre matrizes
n× n em Mn(R)×Mn(R). Note-se que
2ω(u) · ω(v) = 1
2
(∇u− (∇u)T ) · (∇v − (∇v)T )
=
1
2
(∇u · ∇v + (∇u)T · (∇v)T −∇u · (∇v)T − (∇u)T · ∇v)
= ∇u · ∇v −∇u · (∇v)T .
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Ademais, como div v = 0, tem-se
∇u · (∇v)T =
∑
i,j
∂jui∂ivj
=
∑
i,j
∂j(ui∂ivj)
= div ((u · ∇)v) ,
donde
2(ω(u), ω(v)) = 2
∫
Ω
ω(u) · ω(v) dx
=
∫
Ω
∇u · ∇v −∇u · (∇v)T dx
=
∫
Ω
∇u · ∇v dx−
∫
Ω
div (u · ∇)v dx
=
∫
Ω
∇u · ∇v dx−
∫
∂Ω
((u · ∇)v) · n dS
=
∫
Ω
∇u · ∇v dx.
Observac¸a˜o 3.4.3. Todas as integrac¸o˜es por partes feitas acima e a seguir valem pelo
lema 1.2.13.
Lema 3.4.4. Dadas quaisquer u, v ∈H1(Ω) com div v = 0 em Ω e (v · n)u = 0 em ∂Ω,
vale
(v, (u · ∇)u) = 2(v, (u · ω)(u)),
onde identifica-se ω com o operador linear 1
2
(∇−∇T ).
Demonstrac¸a˜o. Temos∫
Ω
((u · ω(u)) · v dx = 1
2
∫
Ω
((u · ∇)u) · v dx− 1
2
∫
Ω
((u · ∇T )u) · v dx.
Como
((u · ∇T )u) · v =
∑
i,j
∫
Ω
uivj∂jui dx
=
1
2
∑
i,j
∫
Ω
∂j(u
2
i )vj dx
= −1
2
∫
Ω
(div v)|u|2 dx+ 1
2
∫
∂Ω
(v · n)|u|2 dS
= 0,
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segue o resultado.
Lembremos, de (2.77) e (3.21), a regularidade de u e v:
u ∈ C1([0, T ];C3(Ω¯)),
v ∈ C1([0, T ];C2(Ω¯)).
Esses fatos sera˜o utilizados na demonstrac¸a˜o a seguir. Esta´, finalmente, preparado o
terreno para enunciarmos e demonstrarmos o segundo crite´rio para o limite inv´ıscido:
Teorema 3.4.5. Nas mesmas condic¸o˜es do teorema 3.3.3, as seguintes condic¸o˜es sa˜o
equivalentes a (i) - (iii’):
(vi)
ν
∫ T
0
||ω(uν)||2L2(Ωcν)dt→ 0 se ν → 0. (3.69)
(vii)
ν−1
∫ T
0
||uν ||2L2(Ωcν)dt→ 0 se ν → 0. (3.70)
Demonstrac¸a˜o. (iii′)⇒ (vi): Note que
‖ω(u)‖L2(Ωcν) ≤
1
2
(‖∇u‖L2(Ωcν) + ‖∇Tu‖L2(Ωcν))
≤ ‖∇u‖L2(Ωcν), (3.71)
donde (vi) segue diretamente.
(vi)⇒ (i): A demonstrac¸a˜o dessa implicac¸a˜o e´ ideˆntica a` de (iii′)⇒ (i) do teorema 3.3.3
ate´ a parte de estimar o termo∫ t
0
R(s) ds =
∫ t
0
(uν(s), uν(s)·∇v(s))+ν(∇uν(s),∇(u−v)(s))+C||f ν(s)−f(s)||L2(Ω) ds.
(3.72)
Para o segundo termo de (3.72), tem-se, por (3.71) e pelos lemas 3.2.8 e 3.4.2 (lembrando
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que div v = 0 e uν = 0 em ∂Ω):∣∣∣∣ν ∫ t
0
(∇uν(s),∇(u− v)(s))ds
∣∣∣∣ ≤ ν ∣∣∣∣∫ t
0
(∇uν(s),∇u(s))ds
∣∣∣∣+ ν ∣∣∣∣∫ t
0
(∇uν(s),∇v(s))ds
∣∣∣∣
= ν
∣∣∣∣∫ t
0
(∇uν(s),∇u(s))ds
∣∣∣∣
+2ν
∣∣∣∣∫ t
0
(ω(uν(s)), ω(v(s)))ds
∣∣∣∣
≤ ν
∫ t
0
||∇uν(s)||L2(Ω)||∇u(s)||L2(Ω)ds
+2ν
∫ t
0
||ω(uν(s))||L2(Ωδ)||∇v(s)||L2(Ωδ)ds
≤ Cν||∇uν(s)||L1(0,t;L2(Ω))
+Cνδ−
1
2 ||ω(uν)(s)||L1(0,t,L2(Ωδ)).
Note que poˆde-se tomar a norma em L2(Ωδ) na segunda integral grac¸as ao fato de que v
tem suporte contido em Ωδ. Grac¸as a` desigualdade de energia (3.40) e a (3.52), tem-se
ν||∇uν ||2L2(0,t;L2(Ω)) ≤
1
2
||uν0||2L2(Ω) + ||uν ||L∞(0,T ;L2(Ω))||f ||L1(0,T ;L2(Ω))
≤ C (3.73)
donde, pela desigualdade de Ho¨lder no tempo,
ν
1
2 ||∇uν ||L1(0,t;L2(Ω)) ≤ ν
1
2 ||1||L2(0,T )||∇uν ||L2(0,T ;L2(Ω))
≤ C. (3.74)
Logo
Cν||∇uν ||L1(0,t;L2(Ω)) → 0 se ν → 0. (3.75)
Agora, tomando δ = cν e utilizando, novamente, Ho¨lder no tempo, temos:
Cνδ−
1
2 ||ω(uν)||L1(0,t,L2(Ωδ)) = Cν
1
2 ||ω(uν)||L1(0,t,L2(Ωcν))
≤ Cν 12 t 12 ||ω(uν)||L2(0,t,L2(Ωδ))
= Ct
1
2
(
ν
∫ t
0
||ω(uν(s))||2L2(Ωδ) ds
)1/2
,
que, pela hipo´tese do teorema, tende a zero se ν → 0.
Para o primeiro termo de (3.72), aplica-se os lemas 2.1.4 e 3.4.4 (lembrando
que div v = 0 e uν |∂Ω = 0), a desigualdade (3.27) do lema 3.2.8, o lema 3.2, o fato
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supp v ⊂ Ωδ, a desigualdade (3.73) e toma-se δ = cν para obter-se∣∣∣∣∫ t
0
(uν(s), (uν(s) · ∇)v(s))ds
∣∣∣∣ = ∣∣∣∣∫ t
0
(v(s), (uν(s) · ∇)uν(s))ds
∣∣∣∣
= 2
∣∣∣∣∫ t
0
(v(s), (uν(s) · ω)uν(s))ds
∣∣∣∣
≤ 2||v||L∞([0,T ]×Ω)
∫ t
0
||uν(s)||L2(Ωδ)||ω(uν(s))||L2(Ωδ)ds
≤ Cδ
∫ t
0
||∇uν(s)||L2(Ωδ)||ω(uν(s))||L2(Ωδ)ds
≤ Cδ 12 ||∇uν ||L2(0,T,L2(Ωδ))δ
1
2 ||ω(uν)||L2(0,T,L2(Ωδ))
= Cν
1
2 ||∇uν ||L2(0,T,L2(Ωcν))ν
1
2 ||ω(uν)||L2(0,T,L2(Ωcν))
≤ C
(
ν
∫ t
0
||ω(uν(s))||2L2(Ωcν)ds
) 1
2
,
que vai a zero por hipo´tese. Aplicando o Lema de Gronwall 1.7.3 (assim como no teorema
anterior) temos a condic¸a˜o (i) do teorema 3.3.3.
(vii)⇒ (i): Novamente, estimaremos os termos de (3.72). Tem-se, para o segundo termo:∣∣∣∣ν ∫ t
0
(∇uν(s),∇(u− v)(s))ds
∣∣∣∣ ≤ ν ∣∣∣∣∫ t
0
(∇uν(s),∇u(s))ds
∣∣∣∣+ ν ∣∣∣∣∫ t
0
(∇uν(s),∇v(s))ds
∣∣∣∣ .
≤ ν
∫ t
0
|(∇uν(s),∇u(s))| ds
+ν
∫ t
0
|(∇uν(s),∇v(s))|ds (3.76)
O primeiro termo de (3.76) vai a zero como ja´ demonstrado em (vi)⇒ (i) utilizando (3.73),
(3.74) e (3.75). Para o segundo termo de (3.76), utilizando a fo´rmula de integrac¸a˜o por
partes do lema 1.2.13, e o fato v = 0 em ∂Ω, tem-se
(∇uν ,∇v) = −(uν ,∆v),
donde pela desigualdade (3.28) e por Ho¨lder(no tempo)
ν
∫ t
0
|(∇uν(s),∇v(s))| ds = ν
∫ t
0
|(uν(s),∆v(s))| ds
≤ Cν
∫ t
0
||uν(s)||L2(Ωcν)||∆v(s)||L2(Ωcν)ds
≤ Cν− 12
∫ t
0
||uν(s)||L2(Ωcν)ds
≤ Ct 12
(∫ t
0
ν−1||uν(s)||2L2(Ωcν)ds
) 1
2
,
78
donde, por hipo´tese, o segundo termo de (3.72) vai a zero. Para o primeiro termo de
(3.72), tem-se pela desigualdade (3.25) do lema 3.2.8∣∣∣∣∫ t
0
(uν(s), (uν(s) · ∇)v(s))ds
∣∣∣∣ ≤ ||∇v||L∞([0,T ]×Ω) ∫ t
0
||uν(s)||2L2(Ωδ) ds
≤ C
ν
∫ t
0
||uν(s)||2L2(Ωcν) ds.
(iii′)⇒ (vii): Utilizando a desigualdade de Poincare´ do lema 3.2 para uν temos
ν−1
∫ T
0
‖uν(s)‖2L2(Ωcν) ds ≤ Cν−1
∫ T
0
Cν2‖∇uν(s)‖2L2(Ωcν)
≤ Cν
∫ T
0
‖∇uν(s)‖L2(Ωcν),
donde segue a implicac¸a˜o.
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