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Abstract. Explicit bias reflects our perceptions at a conscious level. In contrast, implicit bias is unintentional and operates at a
level below our conscious awareness. Implicit stereotypes shaping implicit biases are widely studied in criminal justice, medicine,
CEO selection at Fortune 500 companies, etc. However, the problem of unconscious bias remains. E.g., while women constitute
an increasing proportion of all STEM undergraduates, they still make up only a small proportion of faculty members at research
universities, and they are substantially under-represented in organizational leadership and as recipients of professional awards
and prizes. Can we afford to have unintentional perceptions continue to hinder the success and advancement of women and
other underrepresented groups? Can we afford to continue to underuse human capital in science? This session at the 2015 Joint
Statistical Meetings (JSM) aimed to illuminate what statisticians need to know and do to break the glass ceiling of implicit bias.
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1. Introduction
Golbeck: Why did I want to organize a session at
the JSM on “Implicit Bias: What Statisticians Need to
Know and Do”? I will answer this question with three
stories.
One relates to a video. In the late 1990’s, one of my
responsibilities was to direct a university-widementor-
ing program. I hired a diversity trainer who brought
in a video, The Color of Fear [33], which captured
deep conversations about race among men gathered for
a weekend retreat. We watched as the men discovered
racist attitudes they didn’t know they had. It was pow-
erful.
∗Corresponding author: Amanda L. Golbeck, Fay W. Boozman
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A second story relates to an interview. A few years
ago in relationship to a microhistory project, I in-
terviewed a former UC-Berkeley law school dean,
Sanford Kadish. The background is that, in 1968 at
Berkeley, only 3% of tenure ladder faculty members
were women, and 44% of departments had gone over
50 years without having even one tenured woman. I
asked Kadish why it was that Berkeley first took up
the issue of equal employment opportunity for women
in 1968. He said, “Academic senate policy commit-
tee members were so busy thinking about discrimina-
tion against ethnic minorities that they just hadn’t ever
given thought to discrimination against women” [11].
A third story relates to the JSM Registration Guide.
When I receivedmy guide in 2012, I noticed there were
no pictures of women in it [10]. In 2013, I noticed that,
of the 15 JSM keynote speakers, only one – the Amer-
ican Statistical Association (ASA) president – was a
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Fig. 1. The Panel (l to r): Jon Kettenring, Marcia Gumpertz, Arlene Ash, Judy Singer, Mary Gray, Nick Jewell, Amanda Golbeck (moderator).
Photo credit: Yulia R. Gel.
woman. Yet, about one third of ASA members were
women.
When I brought the pictures issue to the attention
of ASA leaders in 2012, they invited me to attend a
national meeting of the AWARDS project in which
they were participating. “AWARDS” is an acronym
for Advancing Ways of Awarding Recognition in Dis-
ciplinary Societies. The National Science Foundation
(NSF) funded this project in collaboration with the As-
sociation for Women in Science (AWIS). The question
for the ASA was, if one third of members are women,
then why don’t one third of the ASA awards for re-
search go to women? AWARDS focused on the role
that implicit bias plays in the underrepresentation of
women among research award winners [2].
AWARDS put a name to what I saw in the video, in-
terview, and JSM Registration Guides. It was implicit
bias.
Unfortunately, implicit bias problems for women
and other underrepresented groups have been around
for a long time. For example, in 1984 the late UC-
Berkeley Statistics Professor Elizabeth L. Scott looked
at the percentages of NSF fellowships to women. She
noticed that womenwon few such awards and wrote: “I
wonder what is happening. There must be many differ-
ent committees (panels) ranking the applicants in the
different fields. Why is it that women are still coming
out so poorly in the percentage of awards? Have there
been some studies made that help to explain . . . these
striking differences in the probability of obtaining an
NSF Fellowship, once you apply”? [28].
Yulia Gel (University of Texas-Dallas) and I (Uni-
versity of Arkansas for Medical Sciences) organized
the JSM panel on implicit bias because we want our
statistics organizations to be big tents for statisticians
of all areas of practice, both genders, and all races and
ethnicities. We want the same for our workplaces.
We invited to the panel ASA Fellows Arlene Ash
(University of Massachusetts Medical School), Mary
Gray (American University), Marcia Gumpertz (North
Carolina State University), Nick Jewell (University of
California-Berkeley), Jon Kettenring (Drew Univer-
sity), and Judy Singer (Harvard University) (Fig. 1).
These are statistician-leaders who have thought, and
continue to think, deeply about implicit bias issues.
Several are statistician-administrators who work out
of provost’s offices and specialize in issues of equity
in employment. Sponsors of the session included the
Caucus for Women in Statistics (the primary spon-
sor), Joint Committee on Women in the Mathematical
Sciences, International Chinese Statistical Association,
International Indian Statistical Association, Statistics
Without Borders, ASA Section on Statistical Consult-
ing, and ASA Scientific and Public Affairs Advisory
Committee.
The panel organized around five primary questions.
These provided the framework for the session and the
report that follows.
2. What is the difference between implicit and
explicit bias, and why do we care about bias in
the profession?
Golbeck: When I think about bias, I recall a paper
that I discovered early in my career, “Bias in Analytic
Research”, where the author created a useful catalog of
35 biases that can distort the design, execution, analy-
sis, or interpretation of research [26]. Implicit bias isn’t
in the catalog; there only are a couple of biases where
you can surmise a connection with implicit bias. An
example is: “Expectation bias. Observers may system-
atically err in measuring and recording observations so
that they concur with prior expectations”.
So we can’t extract an easy definition of implicit bias
from our own literature. Jon, you have examined the
broader literature. Can you please tell us what you’ve
found?
Kettenring: I’d first like to add to my credentials. I
manage a group of about ten people that has been in ex-
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istence for about 35 years. Our group has had only one
woman in 35 years, and she is now retired. So perhaps
I should stop here!
Just to make sure we are all on the same footing, let
me start with some basic ideas of implicit bias. One of
the things I ran across in preparing these remarks is a
large study from Ohio State University by the Kirwan
Institute for the Study of Race and Ethnicity [24]. My
early comments will be based on what I found there.
If you don’t know it – and I did not – there is a rather
large literature on the topic of implicit bias.
According to the Kirwan report, implicit bias refers
to the attitudes or stereotypes that affect our under-
standing, actions, and decisions in an unconscious
manner. Here the key word is unconscious. Some of the
other things they emphasize that go beyond the uncon-
scious and unintended are that the biases we are talking
about are robust and pervasive, and we all – you and
me – are susceptible to them.
On the other hand, at the other extreme, we have
the explicit biases. These involve a higher degree of
awareness. They may involve willful ignorance and
blatant discrimination. These sorts of biases can be
consciously detected and controlled, and some people
claim they can be measured using various instruments.
As just a slight footnote, in thinking about these dif-
ferences, the discrete separation between implicit and
explicit may be more for our convenience than reality.
Different ones of us would probably draw the line in
different places.
Coming back to implicit bias, there has been a lot of
research and debate on this topic for at least 30 years.
Sometimes instead of using the term “implicit”, you’ll
find people referring to it as unconscious bias, or some
other similar term. Another label that is quite com-
mon is “automatic”, as in instinctive or a gut reaction.
So a lot of the implicit biases involve various types of
stereotypes that we all no doubt have to some degree at
least.
Some people have pointed to a connection in a mod-
ern book that many of you have probably read and I
am presently reading. This is the book by the psychol-
ogist Daniel Kahneman, Thinking, Fast and Slow [18].
The thinking fast part of it ties in very nicely to the is-
sue of implicit bias. The most common context for the
various studies that I have seen involves implicit bias
for women and minorities. But if you think about it for
a minute there are lots of other potential applications
that are perhaps less noteworthy: rich versus poor, old
versus young, and so on. The Kirwan report that I re-
ferred to earlier talks about implicit biases concerning
racial disparities that arise in our educational system,
the judicial system, and the health system. In a recent
issue of Science [29], I noticed a very interesting arti-
cle that talked about cognitive bias on the part of foren-
sic scientists. My take on it is that this is just another
example of implicit bias.
Why do we care about implicit bias in the profes-
sion? I think the reasons are pretty obvious. I will
mention a few. Implicit biases impact how we deal
with one another, and the decisions that we make–
decisions about hiring, pay, admissions, promotions,
awards, committee assignments . . .much of what we
do as professional statisticians. The bottom line is
that these implicit biases can result in poor decision-
making, and consequentially generate all kinds of in-
efficiencies and distortions that we should not tolerate,
and we really can’t afford to have them.
Golbeck: Arlene, thinking as a statistician, you’ve
noticed a possible relationship between implicit bias
and Bayesian logic. Is implicit bias just Bayesian logic
and, if so, what can we do about it?
Ash: Our society has similar numbers of men and
women but more male scientists than female scientists.
So the probability of being a scientist is higher for a
man than for a woman, and – especially in fields where
there are very few women – it’s “natural” (Bayesian)
to think “scientist → male”. OK, scientists today are
more likely to be men, but what does that tell you about
whether, between comparably credentialed people ap-
plying for a job, one male and the other female, one
has a higher probability of being a good scientist? Or
whether the inquisitive little girl is more or less capa-
ble of becoming a great scientist as the inquisitive little
boy? Understanding Bayes’ theorem can help explain
why people might bring automatic prejudices to situa-
tions in which they are unhelpful. I liked the following
advice that emerged during the e-mail exchanges that
preceded this panel: “If you are not confident about
the suitability of an apparently well-qualified individ-
ual candidate, ask yourself, ‘Why”’?
Golbeck: Marcia, we’re hearing a lot about mi-
croaggressions today in the field of psychology. What
are microaggressions, and speaking generally, what
can be their cumulative effects on individuals in the
profession who experience them?
Gumpertz: Microaggressions are the manifesta-
tions of unconscious bias. People have different ideas,
as Jon said, about where the line is drawn between im-
plicit and explicit bias, but in any case microaggres-
sions can be very tiny things. The word sounds ag-
gressive, but microaggressions aren’t necessarily hos-
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tile or confrontational. Often they are just small slights,
or little things that people say, and people aren’t re-
ally aware that they’re doing them or saying them. You
can be in a situation where somebody does something
and you aren’t really aware that it’s happened, unless
you’re the recipient of it. Microaggressions can be hard
for the recipient to talk about, because people might
think they are just being too sensitive if they react to
these kinds of things.
Let me tell you about a few of the kinds of things I’m
talking about. This is a familiar scenario: A woman is
in a meeting and says something, and somebody else
interrupts or somebody right behind her says some-
thing else, and the conversation goes on and nobody
ever acknowledges that she said anything. Or she says
something and nobody picks up on it, and a little while
later somebody else says essentially the same thing –
maybe a man says it – and then everybody realizes this
is a wonderful idea. Another kind of microaggression
occurs when someone comes into a room and looks
around and says hello to everybody except the single
person of color in the room. And another one – this is
one a department head told me about – they had done
a department climate survey, and in the survey some-
body said there was a male faculty member in the de-
partment who always put his arm around the women
faculty and staff, and the department head didn’t know
what to do about it.
The recipient of a microaggression often doesn’t
want to say anything because others might just react by
saying, “You’re being too sensitive, you should just ig-
nore it and let it go by”. That kind of reaction can also
be viewed as a kind of microaggression, indicating that
the confidant is not really listening to the recipient of
the microaggression and doesn’t believe their interpre-
tation.
Why are these important? Well there are some
groups of people who experience this kind of thing in
many interactions, even on a daily basis. The impact
builds up, so they become sensitized to it. Their reac-
tion may be to say to themselves “I don’t really want
to deal with these people anymore” and to disengage.
That is really destructive for the group and the organi-
zation, and it is destructive for the success of the person
who is disengaging.
One important thing to me about microaggressions
is to learn to recognize them. It is important to figure
out ways to interrupt them if you see them happening
when they are not happening to you. That’s one thing.
But really the first thing, and the big thing for me in my
journey along this path, has been to recognize when
I am perpetrating some kind of microaggression, and
just really seeing it. There are things that we all do,
and it’s not easy to realize you are actually doing these
things. But that’s the first step in changing how the de-
partment climate is, for example, in your organization.
Golbeck: So you are talking about taking things that
are more in your subconscious and bringing themmore
into your conscious awareness.
Gumperz: Right.
Golbeck:Marcia has pointed out that microaggres-
sions, which result from unconsious biases, can also be
destructive for individuals. Nick, which do you think
is more important in affecting the growth of women
or underrepresented minorities in an organization: Is it
implicit bias or explicit bias?
Jewell: At first glance, I think most of us would
agree that the consequences may be more extreme in
cases of explicit bias, in terms of sexual harassment
or overt discrimination, people losing their jobs, being
damaged psychologically. But I think implicit biases
are actually more difficult to deal with, and their con-
sequences may be much more pervasive and destruc-
tive in the long run. That’s worth thinking about, be-
cause we all feel strongly about blatant discrimination
or illegal acts between men and women or people of
different races. We believe laws should be enforced.
But most people have a much weaker reaction to cases
of implicit biases, as just indicated, when people tend
to say: “You’re being too sensitive, let it go, it doesn’t
matter”. But there are consequences in the long run.
President Obama recently said in a renewed US con-
versation about race that the confederate flag should be
taken down; he was urging its removal from the state
capital in South Carolina. He went on to say that, while
the confederate flag can be taken down, this doesn’t
mean it is gone from the heart. Obama’s comments
made it clear African-Americans generally appear to
be much less happy and more dismayed about persis-
tent implicit biases that they face every day than they
are about people who obviously exhibit explicit biases
towards them. While this might strike you as odd, it re-
flects how pervasive these implicit biases are and how
deeply they are felt.
On a lighter note, you might wish to listen to a re-
cent video interview (available online at https://www.
youtube.com/watch?v=J-VzAw2HQq4)between Kris-
ten Stewart and Jessie Eisenberg, young actors in a cur-
rent movie that Hollywood is advertising. They did a
parody where they were going to interview each other
to promote the movie. They flipped the cards and gave
the ‘woman’ questions to Kristen to ask Jessie, and
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the ‘men’ questions to Jessie to ask Kristin. Jessie
asks Kristen: “Tell me about how you were in high
school, were you an actor, were you a class clown”?
She answers that question very easily. Kristin turns to
Jessie and says: “Are you in a relationship with some-
one right now? Are you pregnant”? He reacts: “That’s
a little personal, isn’t it”? Then Jesse asks Kristin:
“What is your favorite sports team”? She says “the
Lakers”. Then Kristin turns to Jesse and says: “Who
designed your shirt”? He says: “I don’t know, Levi?
Who Cares”? As the interview proceeds, things get
more heated, and finally Kristin turns to Jesse and says:
“Now you know what it feels like to be a woman
in Hollywood”. This dialog prompts us to ask: What
‘question cards’ are you using when you look at some-
one’s resume? What questions are you asking when
you invite a speaker? What card deck are you using
when you are voting for someone to get on a board? I
think you’ll be surprised at how significantly implicit
biases are affecting the questions you are thinking of
depending on the ethnicity, gender, or race of the per-
son you are thinking about.
Golbeck: So far we’ve heard some of the everyday
perspectives on implicit bias, but there may also be le-
gal perspectives. Mary, you are both a statistician and
an attorney. What would you say are the legal perspec-
tives on implicit bias?
Gray: I’m not convinced there is a difference be-
tween implicit bias and explicit bias – so I probably
don’t belong on this panel! It seems to me the effect is
the same no matter what the kind of bias. It is not good.
What about legal implications, then? There is a con-
cept in law that is somewhat similar to implicit bias,
and that’s the issue of apparent discrimination in “dis-
parate treatment and disparate impact”, both of which
are illegal [15].
Disparate treatment is: I’m not hiring or promoting
you because you are a woman, or because of your race
or some other reason.
Then there’s disparate impact. The most recent US
Supreme Court case that had to do with disparate im-
pact was a United Parcel Service (UPS) case involving
pregnancy rather than sex per se. The UPS had a rule
that you couldn’t be a driver if you couldn’t lift 50-
pound weights, because you had to deliver the pack-
ages. As a result, when a woman was pregnant, and her
doctor told her she couldn’t lift 50-pound weights (in-
cidentally, think about how many of you can lift 50-
pound weights, particularly up over your head), she
was put on unpaid leave. But when the case came
to court, it turned out the heaviest package the USP
ever had on these routes was 20 pounds. Therefore,
the court decided this was not a reason for putting the
pregnant woman on unpaid leave. Going further back,
there is a Supreme Court case that has to do with med-
ical benefits, before we all had Affordable Health Care
like we do now. What it said was: Not covering preg-
nancy benefits was OK, because pregnant men weren’t
covered either; this was discrimination on the basis of
pregnancy, not discrimination on the basis of sex. We
went through a round with pensions where there was
discrimination on the basis of longevity rather than dis-
crimination on the basis of sex. But they are all dis-
crimination, and they are all bias, and the origin is the
same.
Although we talk about disparate treatment and dis-
parate impact, the impact is actually the same. It has
a bad impact. So, the clarity that we get in the law is
that both of these are illegal. This is the clarity that we
need to understand in talking about implicit and ex-
plicit bias. The reason I said I don’t see the difference
is that I view implicit bias as a concept that someone
came up with so you can show lots of slide shows to
people about implicit bias, and then go away saying we
have done something about bias. I sat through a num-
ber of these, one of which was with the ASA in how
we select people for awards. There was some improve-
ment as a result, but there is a tendency to slide back.
In fact, the tendency to slide back is something we
all need to be cautious about. I was in a panel this past
week in which we were talking about the percentage
of PhD’s in mathematics that go to women. It turns out
that finally in 1988 we got back to where we were in
1930. It had gone down to 6% of PhD’s in math being
women at the time I got my PhD, but it got back up to
the low 20’s by 1988, and it’s gone up a little bit more
now. Why? Because they have now included statistics
in with math, and proportionately lots more women get
PhD’s in statistics than in math.
So, implicit or explicit, we need to worry about it.
3. What are some concrete examples where you
believe you’ve seen the effects of implicit bias on
evaluations of women and underrepresented
minorities?
Golbeck: Next let’s turn our attention to some
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concrete examples of implicit bias. Following the
AWARDS meeting (that I mentioned earlier), I ex-
amined the ASA awards in more detail. From 2001
through 2012, the ASA gave seven types of research
awards, and only 12%went to women, whereas 33% of
ASA members were women. We do pretty well at se-
lecting women to be presidents of the ASA, and fairly
well at giving women awards for teaching and service,
but we don’t recognize enough women for their re-
search [12]. There were no women at all among any
of the Deming Lecturer Award winners. Likewise, no
women won the Dixon Award for Excellence in Sta-
tistical Consulting. The research award bestowed most
frequently on women was the Outstanding Statistical
Application Award. But even there, only 16% of win-
ners were women. It seemed to me that women did bet-
ter at winning awards where the judgment was based
on a particular paper or group of papers, as opposed to
lifetime achievements.
Judy, what are some other examples of implicit bias
on evaluations of women and underrepresentedminori-
ties?
Singer: To set the context, in addition to being a
professor of statistics at Harvard University’s Gradu-
ate School of Education, I am also the Senior Vice
Provost for Faculty Development and Diversity for the
entire university. In this role – which I’ve had for seven
years – I oversee faculty affairs and academic appoint-
ments. Of particular importance to today’s discussion,
I participate in every tenure review. At Harvard, we
solicit confidential letters about each potential tenured
appointment from outside experts and also from the de-
partment or school’s tenured faculty. I read all of these
letters.
Let me give you a sense of what I sometimes see
by sharing examples (each with identifying details
changed to protect confidentiality). I keep these in a
file labeled “outrageous letters”.
– “I have serious concerns about the process in this
search. The identities of the two finalists make it
clear that the search was rigged from the start.
How else could both be female”? As you might
imagine, there are many searches in that depart-
ment historically in which the two finalists have
both beenmale. But to this senior faculty member,
those could not have been rigged; only the search
with two female finalists could be rigged.
– “The following anecdote makes me a bit unsure
about our judgment. The last African-American
candidate we interviewed was X. The consen-
sus then was that she did a very poor job field-
ing questions and we wondered about her qual-
ity of mind. The paper she presented has since
been published in [the top journal in the field].
Clearly she has been very successful at [Univer-
sity of Y] and in retrospect, I wish we had made
her an offer”. So they then tried to recruit her. And
what did she do? She turned them down. Had she
been appointed in the first place, they might have
been successful at catching her at an earlier career
stage.
– “She balances work and life in a way that de-
tracts from her career”. When you read confiden-
tial letters, you often find that women are nice,
have children, and balance work and career. I’m
confident that most of the people who write these
things truly believe they’re being helpful, but I’m
here to say that they are not!
– “And what’s more remarkable is that she did all
of this while having three children”. This sen-
tence was particularly jarring because it’s from
a letter for a search in which we were recruit-
ing a husband and wife, who also happen to write
many papers together. Some external letter writers
were asked to comment on only one of the candi-
dates and a few were asked to comment on both.
This particular letter writer made it very clear up
front that when he was going to write about their
“joint work” he would use the same paragraph,
and when he was going to write about their sep-
arate work he would use different paragraphs. In
the parallel paragraph about the husband, that in-
cluded much of the same text, the letter writer
didn’t mention that “what’s more remarkable is
that he did all of this while having three chil-
dren” – even though the wife’s children are in-
deed also the husband’s. If you were to draw con-
clusions about faculty demographics from read-
ing confidential letters, you’d conclude that only
women have children (as you rarely read about
family matters in letters about men).
– “Her speech accepting the X award was the high
note of the ceremony. . . eclectic, passionate, and
well delivered; as well, her kimono was spectac-
ular”. Off-hand remarks like this serve to remind
readers that the candidate is a woman and what
she’s wearing is important. On this point, here’s
another anecdote: I have two colleagues – one
male, one female – who were invited to a ma-
jor White House conference. We debriefed them
about what happened at the White House and
what kinds of questions they were asked when
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they were back on campus. The man was asked
about which part of his excellent research he fo-
cused on. And what was the woman asked? What
did she wear!
These examples are not the norm, but comments like
these appear all too often. Implicit bias influences what
people write and what people say more than most of us
care to know.
Golbeck: There are so many areas in which we
see these kinds of behaviors in the workplace. Marcia,
Judy’s examples had to do with faculty. I’m wondering
if you could please provide some examples that have
to do with students. Especially, what are the effects of
implicit bias on academic advising?
Gumpertz: This topic is very important. There is a
gap. I think that a good percentage of doctoral degrees
in statistics are going to women. But then there is a
drop in percentage of statistics faculty positions held
by women. What I’m wondering about is the advising
that the graduate students get about how to select their
advisors and dissertation topics. In statistics, you can
do many different kinds of dissertations, and they’ll be
suitable to prepare for a wide range of statistics career
paths. I really have a question about whether women
and minority students are being unconsciously steered
toward nonacademic career options.
On the topic of selecting a major professor, an article
came out recently looking at women in the biological
sciences [30]. The authors examined the gender distri-
bution of graduate students and postdocs who worked
with faculty who had received prestigious awards.
What they found was that the labs that were headed by
prestigious male faculty trained a much smaller frac-
tion of women than were in the graduate student popu-
lation. In the biological sciences more than 50% of the
PhDs go to women, but men with prestigious awards
did not train nearly 50% women in their labs. In con-
trast, the women with prestigious awards did train a
high fraction of women. This is important because a
large number of people who go on to academic careers
in these disciplines come out of these labs.
Golbeck: So we have heard about some examples
of implicit bias that involve faculty and students. Nick,
what can you tell us about the effects of implicit bias
on selection of academic administrators?
Jewell: Since leaders set many policies for the rest
of the community, implicit bias in the selection of ad-
ministrators is a serious issue. I’d like to talk about
my experience with leadership positions in higher ed-
ucation, where the situation may be much worse than
in the private sector. Here I will present two symbolic
cases concerning the appointment of university chan-
cellors/presidents.
In the first case, a male told a story of his appoint-
ment as president of a very prominent public univer-
sity. After he had been in his new position for sev-
eral months, a regent who had served on the selection
committee took him to lunch. This regent told the man
that he had liked him instantly because he “looked like
a president – you’re tall – not like that short stubby
guy [the other candidate]”. So while it is generally un-
derstood that being tall as a man tends to make him
more successful and attractive, it apparently sometimes
is also the key to getting a university leadership posi-
tion! One can only wonder how this regent was making
other decisions, perhaps even more implicitly.
The second case has to do with the selection of a uni-
versity chancellor – also at a leading public university.
Two candidates, one male and one female, were asked
a question about how they would handle a decision in
the face of forcefully held and diametrically opposed
opinions. A male regent indicated that they should se-
lect the man because his answer was to choose one po-
sition decisively, whereas the woman had suggested a
more nuanced and cooperative approach: “She’s going
to compromise. You have to be decisive”. The regent’s
response illustrates that the ‘woman’ answer can often
be discredited by men because they simply “don’t get
it”. We all suffer from this kind of implicit bias. We all
often “don’t get it”.
These two cases refer to the choice of leaders of
two major universities, people who are ultimately re-
sponsible for setting policies about promoting equity.
These examples reflect the extraordinary uphill battle
we have in rectifying the lack of women in leader-
ship. Some countries have very family-friendly poli-
cies for women. Scandinavian countries have long had
favorable policies for women, and they are much better
places to work if you are a woman; but unfortunately
they have no better record on having women in levels
of leadership, like prime ministers and leaders of big
companies, than Americans do. So there remain some
real issues to deal with regarding women in leadership.
Golbeck: You noted an implicit bias of how men
should look to appear presidential. The number of
women in upper levels of leadership is unbelievably
small [13]. Do we have a conception of how women
should look to appear presidential?
Jewell: Well, we haven’t had a woman president in
the US yet and Berkeley has never had a woman chan-
cellor, so we don’t really have a conception. Presum-
ably Margaret Thatcher is what a woman prime minis-
ter “should” look like!
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Golbeck:Mary, what are some specific examples of
the effects of implicit bias on the advancement of sci-
ence?
Gray: Statisticians and mathematicians are key
players in a lot of studies in science. A lot of times bias
gets reflected in things that we get parts of. For exam-
ple, it used to be that clinical trials only had males as
the subjects, and nobody thought anything about this.
You can obviously see that there is likely to be a differ-
ent result if you had both men and women. It was the
women scientists at NIH who agitated until the rules
got changed to include women in clinical trials, and
this change to include women has extended to a lot of
other research that’s being done.
I have a number of other examples just from the
class that I teach on survey sampling. We did a project
last fall during the national elections that involved
whether or not people could vote, because they either
had or didn’t have voter ID’s in the state of Virginia.
One of my students said: “But you know, everyone has
an ID, how can you fly without an ID”? Well, Amer-
ican University is the kind of institution where most
people have the resources for air travel, and the stu-
dent’s concepts were limited to that reality. This isn’t
sex bias, but it is definitely a kind of bias.
In another semester, my students were going to do
a study to determine whether foods that were healthy
cost more than foods that weren’t, and therefore peo-
ple were not eating properly. They did surveys in var-
ious parts of Washington DC. Their results showed,
contrary to their assumptions, that people were paying
much more for food that wasn’t healthy than they were
for the food that was. Why did this happen? Because
the young womanwho organized the survey was a veg-
etarian, and she totally neglected the effect of the price
of meat in the total cost of groceries.
So you can see there are all kinds of things that can
be influencing science more generally, not just whether
you get a job, whether your pay is equal, or whether
you get to be president of a university.
Golbeck: Arlene, it has been shown that it isn’t
just people who have implicit biases. Even clever data-
mining algorithms can inherit implicit bias [19]. Can
we use computerized algorithms to reverse-engineer
bias?
Ash: We had a lively pre-panel exchange, finding
and sharing many interesting articles. A recent one
in the Washington Post described how researchers at
Carnegie Mellon University studied Google’s algo-
rithm for placing job ads in front of people whose
search history suggests that they might be interested
in them [6]. Of course, Google won’t tell you how its
job ad-placing program works, but the Carnegie Mel-
lon “Ad Fisher” team devised a test to see how it per-
formed in placing these ads.
The program created thousands of different ac-
counts. Each simulated the web-search behavior of one
“simulated person” looking for a job. The machine cre-
ated the same search history for simulated individu-
als who differed only by sex. The results showed over
1500 “men” but only 300 “women” received ads for
high paying, high prestige jobs.
Of course, a sophisticated algorithm would seek to
place ads based on the fraction of similar placements
that had been “successful” in the past. Maybe women
have less often clicked on such ads; or maybe employ-
ers advertising such positions have rarely offered such
jobs to women. Whatever the underlying mechanism,
such algorithms instantiate, perpetuate, and potentially
amplify our society’s prejudices. Google has a “bias
busters” internal team. I hope that they can figure out
how to deal with this algorithmic bias.
We can all learn from the example of the NIH Com-
mon Fund’s High-Risk, High-Reward Program, which
found that a search for “risk-takers” nets fewer women
than one seeking “innovation” and “creativity” [5].
When looking for leaders, let’s avoid sending signals
that artificially limit the pool of potential talent.
4. What has been the effect of all the attention to
so-called ‘implicit bias’?
Golbeck: There has been a lot of attention to these
issues both in organizations and the media. An exam-
ple is the popular book, Blink: The Power of Thinking
Without Thinking [9]. One effect is more attention is
being given to the neuroscience of implicit bias. I’m
talking about the fMRI-based studies that are the sub-
ject of another popular book, How Your Unconscious
Mind Rules Your Behavior [20]. fMRI stands for func-
tional magnetic resonance imaging. This technology is
a research tool that psychologists are using to combine
MRI and behavioral data. This powerful combination
is allowing us to learn more about some extremely dif-
ficult subjects like prejudice and stereotyping.
Now let’s turn to some of the effects of implicit bias
that our panel would like to talk about. Mary, in your
experience, what has been the effect?
Gray: I don’t actually think there has been very
much effect. I think it’s been distracting. You are go-
ing to hear about how things have improved in various
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organizations. But I’ve been on panels and committees
over many years, and there is always some reason why
results of studies don’t get implemented. Either there is
not enough money, or you didn’t consider enough vari-
ables, or you didn’t have a good sample, or something
else was wrong.
The same is true with the implicit bias, where there
is a lot of research about what so-called implicit bias is
supposed to do. But my feeling is it is just a distraction,
and it keeps people from getting down to the nitty gritty
of what is the actual impact of the bias. It’s back to the
notion that we have in the law: What’s been the effect
of this, and what would change the effect? Just talking
about it is not good enough.
Golbeck:We are seeing a small but growing body of
research literature now that illuminates some of the ef-
fects of implicit bias. Marcia, how are you using some
of this literature in your institution to try to change the
effects of implicit bias on faculty searches?
Gumpertz:Many universities across the country, in
particular many that have had NSF ADVANCE grants,
have started training faculty search committees on di-
versity and the effect of implicit bias. I want to tell
you about two studies that we use at North Carolina
State University in facilitated discussions with faculty,
so people on search committees can start to think about
how this might come into play in faculty searches.
One of the studies was done about 12 years ago [4].
The researchers looked at 1,300 applications for jobs in
Chicago and Boston. These were jobs in sales and cler-
ical service–type occupations. The researchers made
up a bank of resumes based on real resumes and sub-
mitted four resumes for each job ad: They assigned
an African-American-sounding name to two of the re-
sumes, and a white-sounding name to the other two.
They submitted these resumes, and then they counted
howmany call-backs each resume got inviting them for
an interview. For the white-sounding names, they had
to send about 10 resumes before they got a call-back;
for the African-American-soundingnames, they had to
send 15 resumes.
The other study was done more recently and in
an academic setting [21]. You might think things are
changing enough that this kind of thing isn’t happening
any more, but it is. Also, you might think that univer-
sity faculty wouldn’t fall into this kind of bias in look-
ing at resumes, but they do. In this study there wasn’t
actually a job. The researchers made up one resume
from an undergraduate student aspiring to go to grad-
uate school. The student was applying for a supposed
job as a lab manager. The researchers sent the resume
to 127 faculty members in the sciences and asked them
for feedback on the resume. Their cover story was that
they were developing a mentoring program, and they
wanted feedback to help them develop the program.
For half of the requests for feedback they put the name
John on the resume, and for the other half they put
the name Jennifer. Same resume. For every measure
of faculty feedback – hireability (would you hire this
person), competence (how competent do you think this
person is), and mentoring (would you mentor the per-
son) – the male candidate got higher scores than the fe-
male candidate. When asked how much they would be
willing the pay the person, the faculty respondents said
they would offer $5,000 more to the male candidate
than to the female.
Golbeck: So we have research that has found evi-
dence for effects of implicit biases in job searches, and
this research can be used to try to make search com-
mittees more aware. Judy, what other decision-making
bodies in our organizations need to be made aware of
the potential effects of implicit biases?
Singer: I don’t use the phrase “search committee
training”. Most Harvard faculty members don’t want
to be “trained”, nor do they think they need to be
“trained”. We’ve taken a somewhat different tack. In-
stead of presenting topics like implicit bias in a “train-
ing” context, we present them in the context of “here
are some interesting things about yourself about which
you might not be aware”.
I am privileged to have Professor Mahzarin Banaji,
one of the developers of the concept of implicit bias,
as a close colleague. She also serves as the senior ad-
visor to the Harvard University Dean of the Faculty of
Arts and Sciences on these issues. We recommend ev-
ery faculty member take an Implicit Association Test
(IAT). I highly recommend that you visit the “Project
Implicit” web site [3]. The IATs are little timed tests.
The first one takes about 10 minutes. They’re designed
to help you learn, in the privacy of your own home or
office, whether you might actually hold some implicit
biases. They cover a wide range of topics, including
race, gender, sexuality, and religion. Try taking one. If
the first one doesn’t reveal a bias, take another one. I
can guarantee you’ll discover some biases you don’t
think you have. We’re all biased. We all think we’re
fair, but we’re all biased. And we’ve found that faculty
members are fascinated by the cognitive dissonance
that taking the IAT creates.
In preparation for this session, I took an IAT ear-
lier today so I’d have the feeling fresh in my mind.
I’ve taken a lot of these over the years, and I’m sup-
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posed to be the person at Harvard who has overcome
this! Sadly, I was two standard deviations below the
mean (but I won’t tell you on which dimension). It’s
a little depressing when you find you’re confronted
with something about yourself that you can’t believe
is true. Most of us don’t want to be prejudiced. But
when you find yourself confronting behavior at odds
with your beliefs, it gets you thinking that maybe your
judgments can be clouded. With that, faculty become
interested in learning about better ways of conducting
faculty searches, about being more explicit and struc-
tured about criteria. If you could blind search commit-
tee members to the demographics of the candidates –
and obviously you can’t, but if you could – there’s lots
of evidence that suggests that it would make a differ-
ence. So I think there is a lot of work we can do without
using the word “training”.
We’ve also found that faculty aren’t necessarily
skilled at some of the organizational behavior skills
needed to chair a search committee (or to be a com-
mittee member). So we’ve developed a relatively short
18-page guide on Best Practices for Conducting Fac-
ulty Searches [22]. It includes a special pullout sec-
tion on implicit bias, but it also devotes a lot of atten-
tion to how to run (and participate in) effective meet-
ings. I knew I was onto something when a member of
the Harvard Corporation (who is the CEO of a major
company) said, “This is really useful! I spend my life
running meetings and I haven’t thought about some of
these things”. So we teach colleagues not just about
implicit bias but also how to run an effective meet-
ing, how to listen to different voices, and how to pre-
vent the grand poobah from dominating the discussion
with pronouncements like “I’m sure you all agree that
X should get the job”. Implicit bias is a major issue
but it’s not the only area in which we need to improve.
Many faculty members are quite intimidated by the
process of chairing a meeting of their colleagues and
they welcome help about these very practical matters.
The second thing I would say is that I think leader-
ship makes an enormous difference. I’m fortunate that
the current president of Harvard University is Drew
Faust. She has been president for the last eight years.
My prior president was Larry Summers, who famously
made some comments about women in science. It was
a very hot topic on the Harvard campus, which cat-
alyzed energy on the campus and led, in part, to the
creation of my office. That was a very concrete leader-
ship response.
Deans can also make a huge difference. I’ve seen
what happens when a dean says to a department chair
during a tenure review: “Is there any possibility that
your judgment might be clouded by implicit bias”? All
of a sudden implicit bias gets talked about back at the
department. So leadership makes an enormous differ-
ence, and if you can talk to your department chairs,
deans, provosts, and presidents, and raise this issue,
perhaps using sample letters like the ones I read earlier,
you might start to convince people that implicit bias
may cloud people’s judgments.
Golbeck:Arlene, you work in a medical school, and
medical schools can be different environments. What’s
happening in yourmedical school in relationship to im-
plicit bias?
Ash: I’d like to further address the tension that Mary
discussed: Making people aware of their implicit bi-
ases is only useful if it leads to more diversity in places
like medical schools and, more generally, developing
every individual’s potential. Our school does encour-
age students to take the implicit association tests, and
some people push back: “That doesn’t mean that I’m
prejudiced”. But the discussions raise important issues
that our students might not normally think about. And
many – even those who don’t think that they are preju-
diced – say they think they will behave differently be-
cause of this training. And maybe they will.
In talking to the woman who is in charge of di-
versity efforts on our campus, and in interacting with
this panel, I came away with several thoughts. One:
where you sit, who you are, and what job responsibil-
ities you have shape your ability to actually advance
diversity. Our school is concerned that less than 2% of
our faculty members are African-American. However,
only 2% of the potentially available pool in academic
medicine is African-American. So improving our “race
numbers” in today’s world means stealing somebody
from another school; this “zero sum game” is not par-
ticularly productive.
It’s important to figure out the particular diversity
problems and opportunities that you face. Sometimes
you have a pipeline issue (too few people in the ap-
plicant pool), and sometimes a different issue (such as
not doing a good job of nurturing and advancing the
careers of people where they are). Issues are different
when selecting someone for a job or training opportu-
nity, versus supporting someonewho is already a mem-
ber of your community. Not only does our school have
very few African-American faculty members, but our
satisfaction survey suggests that we could do a better
job of making those that we do have feel more wel-
come and supported.
Whatever your official role, you should strive to treat
each individual well. Stereotypes can sometimes help
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alert you to the fact that a person might have a prob-
lem outside your experience. For example, Mary told
us about a student who couldn’t imagine adults who
don’t have a driver’s license, or any other government-
sponsored ID. Yet 10% or more of Americans of voting
age don’t have such credentials.
Don’t assume that you know what people’s prob-
lems are. Try to learn what they need and how you can
be of help. Stereotypes cause harm when they lead you
to pre-judge people as a substitute for thoughtful and
supportive interactions.
Golbeck: Jon, you were president of the ASA. Vol-
untary associations are different from the organizations
we are employed in. What is our professional associa-
tion, the ASA, doing about implicit bias?
Kettenring: Well, actually, I had no clue. So I
asked our esteemed Executive Director Ron Wasser-
stein what the ASA was doing. I’m going to share his
answer with you.
The ASA policy on implicit bias goes back to
November of 2011. The board of directors adopted a
policy very similar to one that was already in place by
the Mathematical Association of America. The title is,
“Avoiding Implicit Bias: Guidelines for ASA Awards
Committees” [1]. So the focus at that time was on the
awards component.
I think it’s encouraging that the ASA has been using
this policy in a broader sense. Ron made the comment
to me that we’re also applying it to appointments on
committees. ASA President-Elect Jessica Utts sent me
a note saying she was well aware of the policy, and she
is keeping these concerns in mind when making her
appointments for 2016.
Here are the 12 components of the policy [1]:
1. Appoint diverse selection committees and chairs.
2. Generate a large and diverse pool of nominees.
3. Publicize the award among underrepresented
groups.
4. Periodically review and discuss practices for
building a pool of nominees.
5. Periodically review the description and guide-
lines for the award.
6. Discuss the process and criteria.
7. Consider those with strong qualifications but
whose work may be less widely known.
8. Make a personal list of top nominees.
[This avoids the undue influence of one member
and insures that the list of viable nominees is as
large as possible before discussion begins.]
9. Create short lists via inclusive methods.
10. Ensure every committeemember’s voice is heard.
11. Take adequate time to make a decision.
[This reminds me again of the book, Thinking
Fast and Slow. Take the time to do it right.]
12. Avoid conflict of interest.
I was pleased to see that there was a very thought-
ful list here. Taking a list like this and adapting it to
other contexts could help give you a running start on
dealing with implicit bias issues in somewhat different
contexts.
5. What are specific success stories or best
practices for achieving equal professional
opportunity for all?
Golbeck: One example of a success is the AAUP
Higher Education Salary Evaluation Kit [27], concep-
tualized in the early 1970s when Mary Gray, our pan-
elist, was chair of the AAUP Committee on Women
in the Profession. UC-Berkeley Professor Elizabeth L.
Scott developed the kit, and Mary helped oversee this
effort. The kit influenced salary adjustments.
Let’s take a look at what’s happening now. Arlene,
what are some specific success stories or best practices
for achieving equal professional opportunity for all?
Ash: Many have studied this key question: What
works to change people’s attitudes and, ultimately,
their behaviors? Sadly, most of what people have tried
doesn’t work. But at least we’re doing research on how
to do better.
There are a few notable success stories. Most don’t
pertain to our profession. One is how symphony or-
chestras are no longer all male, because auditions are
held with people walking on in their socks (to elimi-
nate the sound of walking in high heels), sitting down
behind a screen, and playing [14]. Those who make
the judgments have to do it simply on how the music
sounds, without recourse to irrelevant information like
the musician’s height, weight, race or sex. Unfortu-
nately, what makes for a good faculty hire is more nu-
anced and multidimensional – it can’t be fully blinded.
We know that the hiring committee should make a list
of the key job requirements and tabulate the factual ev-
idence as to how well each candidate’s credentials fit
those requirements, but – unlike a symphony orches-
tra – we cannot use a fully blinded process to eliminate
our biases.
Some success stories do apply to professions like
ours. For example, five or six years ago all of the pan-
els and all of the speakers at the microbiology profes-
sional meetings were men, even though about half the
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microbiologists were women [17]. Then they changed
the rules. On every committee putting together an in-
vited session there has to be a woman; there has to be
someone who pays attention to the gender makeup. In
just a few years, they achieved equity.
So there are things we can do. We must go for the
“low hanging fruit” and adopt process changes that
have been shown to be useful. We must also continue
to learn more about what strategies work, and continue
to collect and report data that reveal the extent to which
we are meeting our legal and ethical responsibility to
treat everyone fairly.
Golbeck: Judy, what are specific success stories in
convincing colleagues, leaders, and decision-makers
that their judgments may also be affected by implicit
bias?
Singer: There is an example about the Harvard
statistics department, where I earned my PhD in 1983.
The department was founded in 1958. There was a
58-year gap, but I’m very pleased to say that, as of
Thursday, the Harvard statistics department now has
two tenured women, biostatisticians Xihong Lin and
Xiaole (Shirley) Liu who previously were appointed to
the Harvard biostatistics department.
What changed? First, we have a committed dean
who told the department that it could not conduct any
searches unless they changed their ways. This requires
honest conversations, something that can be hard to do.
But if you don’t have those honest conversations, peo-
ple are going to keep thinking that what they are do-
ing is just fine. Second, this dean appointed a new de-
partment chair who is committed to addressing their
issues. His name is Neil Shepard. He was recruited to
Harvard just three years ago. He was appointed depart-
ment chair starting in September, but he’s already done
a number of things. He began by having honest conver-
sations with his dean, with me, and most importantly
with his departmental colleagues. They reviewed the
lack of success in recruiting women. He was partic-
ularly concerned about their all-male search commit-
tees, which was inevitable if all the voting members of
the department are male. Now that Lin and Liu have
tenured appointments in the department – which means
they get to vote on tenured appointments and can serve
on search committees – I’m optimistic about the future.
The dean has now given the ok to do searches, and
he’s agreed that the department can make not just one
hire, but several. Research shows that when you have to
make decisions one by one they are much more likely
to favor the white or, in the case of statistics, Asian
man. If there is a cluster-hire, the committee is unlikely
to come up with a pool of three white or Asian men.
It wouldn’t be acceptable and they know it. We’ve also
rewritten the language for the ad to say, “The depart-
ment is keenly interested in diversifying its faculty”.
This language is a sign that they want to do things dif-
ferently. So a dean and a department chair can make a
huge difference.
If your departments look anything like the Harvard
statistics department for the prior 58 years (and the ros-
ters of your departments indicate that some of yours
do), then having these kinds of honest conversations
and bringing the issues out into the open makes an
enormous difference. Change is possible. Leadership
is key.
Golbeck: Judy, Harvard didn’t appoint a man and a
woman this year, they appointed two women. Why is
it helpful to have two women brought in to the depart-
ment?
Singer: When you’re the only woman in the room,
often times you don’t get paid attention, sometimes
you’re asked to bring the coffee, a number of things
happen. So having two womenmakes an enormous dif-
ference. You’re not alone. You don’t necessarily have
to see eye to eye with the other woman, but you’re no
longer a token. Of course, having more is also better:
two is better than one, but three is better than two.
Golbeck: Then what happens when women lead or
take responsibility, Mary?
Gray: Better things happen than when they don’t.
That doesn’t mean good things always happen. If you
have women in leadership positions, they’re sometimes
as insensitive to the issues as men, either because they
just don’t see them, or because they have a so-called
Queen Bee complex: “You know, I like being the only
woman, I’m so much better than the rest of the people
who are the worker bees, and I’d like to keep it that
way”. So you can’t count on women doing better. But
the importance of there being more than one minority
person in a group has been shown with a lot of jury
research, where when you only have one person on a
jury who is holding out, it is very difficult to be heard.
If you have two it’s much easier. Now obviously if you
have three it’s easier still.
In fact, there is a lot of research on what constitutes
a sufficient cluster to make a difference. For example,
in the affirmative action lawsuit at the University of
Texas at Austin, which is now at the Supreme Court
once again, the issue is: How many minorities do you
need to get at the university in order for them actually
to have an effect? We’ll see what the court says this
time, because you can’t count on the Supreme Court
either.
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But, that’s another way women take leadership.
Maybe we would be unhappy in the case of Texas be-
cause it is a woman who sued Texas, but there have
been some very important reforms based on a woman
suing. We’ve had pension reform because a woman,
Natalie Norris, allowed herself to be discriminated
against just long enough to file suit. Lilly Ledbetter
is another example where the law got changed. These
things happen.
You can see some changes. I worked on the com-
mittee that came up with the 12 statements on implicit
bias for the ASA that Jon presented. We worked very
hard to come up with the statements. The excuse that
the ASA used for the underrepresentation of women
among research award winners is one many organi-
zations use: All of these awards committees are dif-
ferent committees. There are seven different research
awards given by ASA. Each one has a separate com-
mittee. So it doesn’t seem to them that bad that they
come up with men all or almost all of the time. But
when you put together the effects of all of these com-
mittees, then you see the total effect. Part of the solu-
tion was supposed to be not only that the new policy
was going to be followed, but that there would be an
oversight awards committee that would meet with the
people who were on the other awards committees and
see that we got more equity. At one JSM, I gave a pre-
sentation to the awards committee about why this was
important. I wish I could say I made a great impact,
and we then suddenly had lots more women getting re-
search awards. That’s probably not the case.
The one thing that I think is really effective in scien-
tific organizations is the thing Arlene mentioned about
the microbiologists. When you get a woman to or-
ganize the panel, you are much more likely to get
women on the panel. Simply increasing the number
of women who are doing the invited panels or ses-
sions, or who are doing an activity where you have to
choose other people, is something that has managed to
work. So that’s something I can recommend to every-
one, whether it is a solution to the problem of implicit
bias or not. And when Harvard manages to get women
into tenured positions in the math department, then I’ll
believe they’ve solved the problem!
Singer: I didn’t say I had solved the problem! We
had one woman in mathematics. She was recruited to
Princeton to become the first woman in their math de-
partment.
Gray: And then she moved again.
Singer: Yes, this is what happens. Faculty members
get poached. The market for top talent is absolutely
crazy.
Earlier we were talking about the gender imbalance
in the distribution of ASA awards. One way to solve
this imbalance is to ask committees to nominate several
outstanding candidates, not just one. Ask each com-
mittee to nominate three potential recipients and then
all the committee nominations go to a central oversight
committee. All the committees are unlikely to nomi-
nate three white or Asian men, especially if you bring
the gender imbalance to their attention. And if all seven
awards committees do, then the problem is much more
serious and needs a more major intervention.
Golbeck: Talking about serious problems, pay in-
equity is a persistent serious problem. Nick, you have
spent a lot of time thinking about pay equity.
Jewell: There was a very interesting article in The
New York Times about five years ago illustrating levels
of pay inequity in various professions [8]. Some pro-
fessions display serious pay inequities. The problem
gets much worse the higher the median salary; if you’re
a woman, you’re going to tend to do much worse rela-
tively speaking as you get promoted. That’s the reality.
The article shows there are two professions where
women get paid more ‘on average’ than men: Spe-
cial education teachers and postal clerks. Women do
equally badly in academe and law: Women professors
and women lawyers both get paid 20% below men.
Aren’t universities supposed to be progressive?
Aren’t all university faculty members supposed to be
socialists? So how can this happen? In reality, universi-
ties are one of the most conservative professions on the
pay issue. Every one of you who work in a university
will go to work next Monday in an institution which is
exploiting women every single day at least in terms of
their pay. It’s a fundamental problem.
President John F. Kennedy signed the equal pay act
in 1963. That was 52 years ago. The modern version
of this act is the paycheck fairness act. It states that
women should get equal pay for equal work. This act
has been blocked in Congress in 2010, 2012, and 2014.
It hasn’t even come up for a vote. I hope we’re success-
ful in 2016, but since 2016 is a presidential election
year, it’s probably not going to happen.
So what can we do? The first thing is to be active
‘politically’, because then things will change. If you’re
not political about anything, choose something to be
political about. Locally, do a pay equity study. Just do
one in your department. You can usually get this infor-
mation. In my institution, it’s on the web. Or ask your
dean or your chair to do a pay equity study. Demand
it. In fact, there are laws that obligate institutions to do
pay equity studies. And you’re also obligated by law
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to do something about it if you determine the existence
of a pay gap. So the way to get something done is to
actually start the process.
Because we are statisticians, we can provide tools.
You’ve heard about Betty Scott’s AAUP tools for con-
ducting salary equity studies. Provide the tools to
chairs and deans so they can identify inequities. Many
people are determining salaries as part of their jobs,
and they are not looking at the data systematically.
They are doing the ‘every single act separately’ rather
than looking at the groups. When you’re looking at
salaries as a whole in a department or a college, you see
the inequities more clearly. You’ve got to keep chal-
lenging the status quo.
Women have to raise their voices and take action.
But women shouldn’t be the only ones: Men should
raise their voices and take action, too. The pay situa-
tion is unacceptable. This is a moral issue that women
are not being paid equally. There are other things about
part time labor and flexibility in the workplace for
women that are similarly very important.
Golbeck:Nick, do you want to say something about
gated communities?
Jewell: The term ‘gated communities’ makes us
think of all these country club places where people live.
The term was coined by sociologist Robert Hironimus-
Wendt in a broader sense. Some academic disciplines
are gated communities. Let me explain.
A new study at UC-Berkeley ranked every de-
partment by the fraction of their faculty that are
women [23]. Mechanical engineering has the highest
fraction of male faculty, followed by electrical engi-
neering, computer science, physics, economics, and
mathematics. Statistics is ranked 14th. The women are
teaching all of the wonderful arts that are so impor-
tant and vibrant for any university. Art history, Span-
ish and Portuguese, theater/dramatic performance, art,
and film and media have the highest fraction of female
faculty.
There is no reason whymen and women should have
equal interests. But who gets paid the most? It’s the
mechanical engineer, not the art history professor.Why
is that, and why is average faculty pay so correlated
with the ranking? Well, you could argue, maybe the
mechanical engineers are more important because they
build bridges, and so they are more important to so-
ciety; art history doesn’t contribute much to the econ-
omy. Is this really the only reason behind the notice-
able pay variation?
These pay equity reports come out, and people ex-
plain them away. For example, they say that we ought
to stratify on department or discipline. If you leave
economics in a social sciences gender comparison and
don’t adjust for it, the imbalance is usually huge.
Economists get paid far more than anyone else in the
social sciences, and they are almost all men. So peo-
ple take economics out of the social sciences compar-
isons, and then they say: That’s better now, there is less
inequity.
But is it really better? Perhaps women are being
blocked from being economists, systematically. It’s a
gated community.Who lets you into the economics de-
partment where the salaries are big? The economics
department lets you in. Who are the economics de-
partment? They’re predominantly men. So some dis-
ciplines are essentially gated communities. I think it’s
not enough to require that in the French department
a man and woman should be paid the same and stop
there. I think we should have comparable pay for com-
parable work. Professors do the same job, pretty much,
if they’re in the French department or the statistics de-
partment, and we ought to get away from this idea that
certain professions are very highly paid at the same
time making them almost exclusively male.
6. How can you start a conversation about
diversity in your organization?
Golbeck: In order to effect change, it’s impor-
tant not just to start, but also to sustain conversa-
tions about diversity in our organizations. Arlene men-
tioned that what you would do depends upon your
vantage point. One of the things I was able to do
when I worked at the higher education system level
in Kansas was to stimulate diversity through the de-
partment chairs at the seven state universities. Kansas
had an annual statewide higher education conference
on diversity and multiculturalism. The state also had
an annual statewide professional development confer-
ence for university department chairs. The university
provosts and I got together, and we said: “This Michael
Tillford Conference on Diversity andMulticulturalism,
it seems like the same people go every time and we
are preaching to the choir. Maybe we should devote the
department chairs conference to diversity this year”.
And we did. We focused on the role of the department
chair as a diversity agent. We didn’t want the effort to
end with the conference, so we asked the department
chairs to formulate action plans that they would take
back to their campuses. That was all done in the pres-
ence of the department chairs’ deans and provosts. It
was something we were able to do at the system level.
There are all kinds of things happening now on our
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campuses and in our organizations. Let’s see some
examples of what has been done from those vantage
points. Marcia, how can you start a conversation about
diversity in your organization?
Gumpertz: I think having discussions about diver-
sity is key to change. People need to engage with these
ideas. It’s not something that statisticians or people
in professional organizations or university departments
usually talk about, or think is part of what they should
be talking about, so it might be hard to get the discus-
sion started. But it’s important, because in a university
department, faculty are the ones who make the hiring
and admissions decisions. People in the department or
unit set the climate for everyone there. So it’s really im-
portant to have a way for people to start thinking about
these ideas.
I have a few thoughts about how to get discus-
sions started. With statisticians, data are very power-
ful: Showing trends, demographics, results of climate
studies, results of any salary equity studies, etc. These
results are a great way to get the discussion started.
You may find that it’s helpful to have an outside fa-
cilitator come in and lead the discussion. People aren’t
used to thinking diversity is something that the organi-
zation needs to talk about, or people are afraid of say-
ing the wrong thing. There are barriers to talking about
race, religion, gender, and all of these things. It’s very
tricky. So having a trained facilitator can be a good
thing.
Another easy way to get faculty talking about di-
versity is to have a reading group about some interest-
ing topic, like the use of SAT’s in admissions for stu-
dents. A book came out this summer, The Tyranny of
the Meritocracy, which can generate lots of great dis-
cussion [16]. So a reading group is also a good thing.
It’s important to be able to articulate the impor-
tant questions for your organization. What things af-
fect your mission that people will care about in your
organization? This will help you get buy-in for hav-
ing these discussions. At our physics department re-
treat this summer, I asked the faculty to anonymously
send stories beforehand of things they had either ex-
perienced themselves, or students had experienced, or
they had witnessed, or microaggressions they them-
selves had perpetrated. Then we had a session built
around these stories. People were incredulous: This
happened in our department? Knowing that the stories
were from their own colleagues made it real to them
and important to talk about. Everyone brainstormed in
small groups about how you would handle different sit-
uations. If this came up in your class, how would you
handle this? If this is going on in the department, what
can we do as a department to change and prevent this
kind of thing from happening again?
I think for academic groups, having discussions
around topics from faculty’s own experience is a really
good way to start discussions. I also think that show-
ing real data – not just from the whole institution or
country, but from that department – is very effective.
Golbeck: Nick, briefly, how important is it to have
men engaged in these conversations in all aspects and
not leave the work to diversity committees and speci-
fied diversity representatives?
Jewell: I think it’s very important to engage men
in these conversations. I went to the recent Women in
Statistics Conference. There were about three men and
600women attending. I recommend the conference if it
is done again. It was a very interesting experience for a
man to be such an underrepresented minority; men al-
most never have that kind of experience. It’s extremely
important to have champions of change. Men run the
world, unfortunately or fortunately, depending on your
perspective. Men make the rules, and if you don’t get
the foxes involved in ‘changes’, the chicken house is
going to get raided forever. We have to have men in-
volved, and we have to challenge men to be champions
of change.
Golbeck: Judy, what are some effective strategies
for enlisting men (i.e., not “just” women) in being
champions for change?
Singer: I’ll start out with an anecdote. A number of
years ago I was on a diversity committee at the univer-
sity, and it was all women. At the end of the year, the
chair of the committee asked, “What can we do to im-
prove this committee next year”? I said, “Invite some
men”. One of the women on the committee said, “Why
would we want to do that”? I looked at her and said,
“That’s what they used to say about having women on
committees”!
I disagree with the notion that diversity work should
be done solely by women and minorities. Fortunately,
there are now generational shifts. Look to some of your
younger colleagues, who are more likely to be con-
cerned about these issues. Younger men were brought
up in a different generation. I’ve been doing events for
recently tenured faculty. The men are keenly interested
in gender issues. They don’t want to be in departments
that misbehave anymore.
Expertise also matters. Reach out to the social sci-
entists on your campus. Some of what we’ve been dis-
cussing is standard social psychology and behavioral
economics; reach out to your colleagues in those de-
partments. You undoubtedly have local experts who
can be effective champions on this point. Bring in out-
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side people to talk and get a conversation going on your
campus.
Push for gender-neutral family-friendly policies. We
want all of our faculty members to be able to balance
work and life, not just the women. This will make it
better for everybody.
Our recent Harvard faculty climate survey included
two standard items that I’d like to mention [31]. The
first is: Does your school or department make genuine
efforts to recruit female faculty? We found that women
are three times as likely to disagree with the statement.
The other item is: “I feel the climate for female faculty
in your department is as good as it is for male faculty”.
We found women are twice as likely to disagree. When
men see these results, it’s hard to argue that everything
is fine, and it really becomes quite compelling.
We also looked at data on time use for our tenure
track (junior) faculty. Instead of just looking at gen-
der differences, which is what typically has been done,
we broke it out by family household composition: No
partner or children; partner, no children; children and
nonworking partner; and children and working partner
or single. We found no significant difference in hours
at work for men and women in any of these categories.
For women and men who don’t have children and don’t
have partners, we found indistinguishable differences
in hours on household duties. We did, however, find a
20-hour gap in the amount of time spent on housework
and family responsibilities for the category of people
with children and working partner or single. The men
are actually doing more – they’re doing 20 hours a
week on average – but the women are doing 40 hours
a week on top of their average 60-hour work-week.
In retrospect, I’m sorry I didn’t ask about how many
hours they sleep and what kinds of leisure activities
they pursue!
These results have catalyzed conversations. They’ve
been picked up in newspapers and also in our depart-
ments, where colleagues are saying: I didn’t actually
realize that our female faculty members with children
effectively have another full time job at home.
Gray: I want to bring up one thing about how to
start conversations. You probably can’t see, but I’m
wearing a 3/4 of a Euro pin that a group of feminists
gave me when I was at a conference in Helsinki about
an opera by a woman composer and woman mathe-
matician. Three quarters of a Euro is what the aver-
age salary is for women in Europe comparedwith men.
(And I’m having onemade with the Sacagawea dollar!)
Golbeck: Jon, briefly, what are some of the mea-
surement issues?
Kettenring:Actually, there’s been quite a bit of dis-
cussion about measurement issues. It’s pretty clear we
know how to count things, and we know how to take
a look at the numbers and assess their strengths and
weaknesses. However, the more I’ve thought about this
question, the more it seems to me that some of the
things we really want to measure are pretty difficult.
I’ve looked at a lot of the literature. I don’t find much
encouraging there. But it doesn’t mean we should give
up. It just means we should recognize that, for exam-
ple, just because we have a few women on the faculty,
that’s not the end of the story. There are a lot of deeper
issues that we all are aware of, I think, that are hard
to quantify. It reminds me of a statement that Deming
used to make a lot about complicated situations [7]:
The things we really want to know are unknown and
unknowable. But we shouldn’t give up because of that.
7. Conclusion
Golbeck: Implicit bias affects decisions to pursue
career tracks [25], and it affects levels of success
within careers [34]. John Lennon famously once said
in an interview that every child is an artist until he’s
told he’s not an artist. Arlene, what happens in life to
some of our creative talents?
Ash: The bulk of Pollack’s book describes the mul-
titude of ways in which her incredible talent, drive and
determination to become a physicist was ultimately
overcome, and her reflection and research on why that
happened, and what has and hasn’t changed since she
was in school. The larger point of these various threads
is that our society frequently fails to nurture, and of-
ten actively discourages, the creative talents of many,
many people.
Golbeck:Mary, you’ve had so many years of expe-
rience in this whole area of gender equity. Do you have
any concluding remarks?
Gray: The conversation needs to get started, and
you need to be persistent. Sometimes it makes you
unpopular. I don’t think we talked about that, but it
can happen. People don’t always like to have things
pointed out for which they are responsible and proba-
bly should not have done. But you need to stick with
it. You need to be persistent. And you need to involve
men. One of the things I’ve found is that men sud-
denly become much more interested in these problems
when their daughters are job-seeking age. But get them
started a little bit earlier than that. You need a lot of
allies.
Golbeck: We asked ourselves two basic questions
when we decided to propose this JSM session. (1) Can
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the statistics profession afford to have unintentional
perceptions continue to hinder the success of women
and other underrepresented groups in statistics? (2) Is
it reasonable for our profession to continue to under-
use its human capital toward the advancement of sci-
ence? As our good colleague Dan Solomon points out,
diversity in the workplace isn’t just an issue of ethics;
it is also an economic, academic, and business impera-
tive [32].
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