Auto-regressive time series models are central to modern stationary time series data analysis and, as components of larger models or in suitably modi ed and generalised forms, underlie non-stationary time-varying models. The concepts and structure of linear auto-regressive models also provide important background material for appreciation of non-linear models. This chapter discusses model forms and inference for AR models, and related topics. This is followed by discussion of the class of stationary auto-regressive, moving average models, one which a large area of traditional linear time series analysis is predicated.
Structure of Auto-regressions
Consider the time series of equally-spaced quantities x t ; (t = 1; 2; : : :); aris- where t is a sequence of uncorrelated error terms and the j are constant parameters. This is a sequentially de ned model; x t is generated as a function of past values, parameters and errors. The t are termed innovations, and are assumed to be conditionally independent of the past values of the series. They are also often assumed normally distributed, and so then are independent. This is a standard auto-regressive model framework, AR(p) for short; p is the order of the auto-regression. The usual normal model assumes the innovations to be independent N( t j0; v): AR models may be viewed from a purely empirical standpoint; the data are assumed related over time and the AR form is about the simplest class of empirical models for exploring dependencies. A more formal motivation is, of course, based on the genesis in stationary stochastic process theory. Here we proceed to inference in the model class.
The sequential de nition of the model and its Markovian nature imply a sequential structuring of the data density, viz p(x T ; x T ?1 ; : : : ; x 1 ) = p(x p ; : : : ; x 1 ) T Y t=p+1 p(x t jx t?1 ; : : : ; x t?p ) (2:2) for any T > p: The leading term is the joint density of the p initial values of the series, as yet unde ned. Here the densities are conditional on ( ; v); though this is not made explicit in notation here, it will be later when considering inference about these parameters. If the rst p values of the series are known and viewed as xed constants, and T = n + p for some n > 1; then the conditional density of x = (x T ; x T ?1 ; : : : ; x p+1 ) given the rst p values is p(x T ; x T ?1 ; : : : ;x p+1 jx p ; : : : ; where 0 = ( 1 ; : : : ; p ); f 0 t = (x t?1 ; : : : ; x t?p ) and F is n p matrix with rows f 0 t : This has the linear model form and the standard methods apply, as will be reviewed below. Practically useful extensions of the model (2.1) include models with additional regression terms for the e ects of independent regressor variables on the series, di ering variances for the t over time, and non-normal error distributions. This standard normal linear model is a very special case of auto-regressions which, generally, de ne models via sequences of conditional distributions for (x t jf t ) over time.
Stationary AR processes
The series x t ; assumed (at least in principle) to extend over all time t = 0; 1; 2; : : :; follows a stationary auto-regressive model of order p; if the stationarity conditions are satis ed. With the innovations independent N( t j0; v); the stationary distribution of each x t ; and of any set of k > 1 of the x t ; is zero-mean normal. Extending the model to include a non-zero mean for each x t gives x t = + (f t ? l) 0 + t where l = (1; : : : ; 1) 0 ; or x t = + f 0 t + t where = (1 ? l 0 ) : The special case of p = 2 is discussed in detail in the following section.
In the case p = 1; with x t = 1 x t?1 + t ; the process is stationary for ?1 < 1 < 1 when the stationary distribution of each of the x t is N(x t j0; v=(1 ? 2 1 )): At the boundary 1 = 1 the model becomes a nonstationary random walk. The bivariate stationary distribution of (x t ; x t?1 ) 0 is normal with correlation 1 = 1 ; that of (x t ; x t?k ) 0 for any k is k = k 1 :
A positive auto-regressive parameter 1 leads to processes that wanders away from the stationary mean of the series, with such excursions being more extensive when 1 is closer to unity; 1 < 0 leads to more oscillatory behaviour about the mean.
With x t = 1 x t?1 + 2 x t?2 + t the process is stationary for parameter values lying in the region ?2 < 1 < 2; 1 < 1? 2 and 1 > 2 ?1: Further discussion appears in the following section.
In the case of general order p; the stationarity condition imposes a set of restrictions on the coe cients best represented in terms of the roots (1 ? j u) so that the roots are the reciprocals of the j : Generally, the j may be real-valued or appear as pairs of complex conjugates. Either way, the process is stationary if j j j < 1 for all j; and non-stationary otherwise.
State-Space Representation
The state-space representation of an AR(p) model has utility in both exploring mathematical structure and, as we shall see later, in inference and data analysis. One version of this representation of (2.1) is simply x t =F 0 z t z t =Gz t?1 + ! t (2:4) where z t = (x t ; x t?1 ; : : : ; x t?p+1 ) 0 ; the state vector at time t; the innovation at time t appears in the error vector ! t = ( t ; 0; : : : ; 0) 0 ; and with The expected behaviour of the future of the process may be exhibited through the forecast function f t (k) = E(x t+k jx t ; : : : ; x 1 ) as a function of integers k > 0 for any xed \origin" t p; conditional on the most recent p values of the series in the current state vector z t = (x t ; x t?1 ; : : : ; x t?p+1 ) 0 :
We have f t (k) = F 0 G k z t : The form is most easily appreciated in cases when the matrix G has distinct eigenvalues, real and/or complex. It easily follows that these eigenvalues are precisely the reciprocals of the roots of the auto-regressive polynomial equation (u) = 0; namely the j above. Then The form of forecast function now depends on the combination of real and complex valued eigenvalues of G: Suppose p ; for example, is real and positive; the contribution to the forecast function is then c tp k p : If the process stationary j j j < 1 for all j so that this function of k decays exponentially to zero, monotonically if p > 0; otherwise oscillating between consecutive positive and negative values. If j p j 1 the process is nonstationary and the forecast function is explosive. The relative contribution to the overall forecast function is measured by the decay rate and the initial amplitude c tp ; the latter depending explicitly on the current state, and therefore having di erent impact at di erent times t as the state varies in response to the innovations sequence.
In the case of complex eigenvalues, the fact that G is real-valued implies that any complex eigenvalues appear in pairs of complex conjugates. Suppose, for example, that 1 and 2 are complex conjugates c t1
Hence ! determines the constant frequency of a sinusoidal oscillation in the forecast function, the corresponding wavelength or period being = 2 =!: In a stationary model jrj < 1 so the sinusoidal oscillations over times k > 0 are subject to exponentially decay through the damping factor r k ; with additional oscillatory e ects if r < 0: In non-stationary cases the sinusoidal variation explodes in amplitude as jrj k increases. The factors a t and b t determine the relative amplitude and phase of the component. The amplitude factor 2a t measures the initial magnitude of the contribution of this term to the forecast function, quite separately from the decay factor r: At a future time epoch s > t; the new state vector z s will de ne an updated forecast function f s (k) with the same form as (2.6) but with updated coefcients c sj depending on z s ; and so a ecting the factors a s and b s : Hence, as time evolves, the relative amplitudes and phases of the individual components vary according to the changes in state induced by the sequence of innovations. Generally, the forecast function (2.6) is a linear combination of exponentially decaying or exploding terms, and decaying or exploding factors multiplying sinusoids of di ering periods. Returning to the model (2.1), this basic expected behaviour translates into a process that has the same Chapter 2: Linear Time Series Models form but in which, at each time point, the innovation t provides a random shock to the current state of the process. This describes a process that exhibits such exponentially damped or exploding behaviour, possibly with periodic components, but in which the amplitudes and phases of the components are randomly varying over time in response to the innovations.
AR(2) Models
The special case of p = 2 is illuminating and of practical importance in its own right. The process is stationary if ?2 < 1 < 2; 1 < 1 ? 2 and 1 > 2 ? 1: In such cases, the quadratic (u) = 0 has reciprocal roots i lying within the unit circle, and these de ne: Two real roots when We already know that ?2 < 2 < 2 for stationarity; for complex roots, we have the additional restriction to ?1 < 2 < ? 2 1 =4 < 0: So, in these cases, the model x t = 1 x t?1 + 2 x t?2 + t represents a quasi-cyclical process, behaving as a damped sine wave of xed period 2 =! but with amplitude and phase characteristics randomly varying over time in response to the innovations t : A large innovations variance v induces greater degrees of variation in this dynamic, quasi-cyclical process. If the innovation variance is very small, or were to become zero at some point, the process would decay to zero in amplitude due to the damping factor. On the boundary of this region at 2 = ?1; the modulus is r = 1 and the forecast function is sinusoidal with no damping; in this case, 2 = 2 cos(!): So, for j 1 j < 2; the model x t = 1 x t?1 ? x t?2 + t is the one of a sinusoid with randomly varying amplitude and phase; with a small or zero innovation variance v the sinusoidal form sustains, representing essentially a xed sine wave of constant amplitude and phase. It is easily seen that the di erence equation x t = 2 cos(!)x t?1 ? x t?2 de nes, for given initial values, a sine wave of period 2 =!:
Basic Inference for AR Models
Return to the basic model (2.1) and the conditional sampling density (2.3), and suppose that the data y def = (x p+1 ; : : : ; x T ) are observed. Now make the parameters ( ; v) explicit in the notation, so that (2.3) is formally p(yj ; v; z p ): Observing y this de nes the resulting likelihood function of ( ; v): This is a conditional likelihood function, conditional on the assumed recorded by Dr Andrew Krystal, of Duke University, on a patient in electroconvulsive therapy. This is a very small, sub-sampled segment of a long EEG trace arising in a study of waveform characteristics in multi-channel EEG signal analyses. These studies are germane to assessments of di ering ECT protocols. Comparison of two or more such time series underlies part of the study, and appropriate modelling of individual time series represents a starting position for comparative analyses. The data displayed represent variations in scalp potentials in micro-volts during a seizure, the time intervals being just less than one fortieth of a second (the original data is sampled at 256 observations per second, and the 400 points in the gure were obtained by selecting every sixth observation from a mid-seizure section.)
The sample auto-correlations have an apparent damped sinusoial form, indicative of the periodic behaviour evident from the data plot, with a period around 12-14 time units. The samping towards zero evident in the sample auto-correlations is consistent with stationary auto-regressive components with complex roots. The sample partial auto-correlations are evidently strongly negative at lags bewteen 2 and 7 or 8, but appear to drop o there-after, suggesting an auto-regression of order at 7 or 8.
This an AR (8) The rst term here represents the apparent cyclical pattern of wavelength around 12 ? 13 time units, and has a damping factor close to unity, indicating a rather persistent waveform; the half-life is about k = 23; i.e. 0:97 k decays to about 0.5 at k = 23; so that, with zero future innovations, the amplitude of this waveform is expected to decay to half a starting level in about two full cycles. By comparison, the three other, higher frequency components have much faster decay rates. The pattern here is quite typical of quasi-cyclical series. The high frequency terms, close to the Nyquist frequency limit, represent terms capturing very short run oscillations in the data of very low magnitude, essentially tailoring the model to low level noise features in the data rather than representing meaningful cyclical components in the series.
At time t = n = 392; the current state vector z t together with the estimated parameter = b implies a forecast function (2.6) in which the four component, damped sinusoids have relative amplitudes 2a tj of approximately 157.0, 6.9, 18.0 and 7.0. So the rst component of wavelength around 12.73 is quite dominant at this time epoch (as it is over the full span of the data), both in terms of the initial amplitude and in terms of a much lower decay rate. Thus the description of the series as close to a time-varying sine wave is reinforced. Note that no mention of stationarity has been made in this analysis.
The reference posterior for ; a multivariate T distribution, is unconstrained and does not theoretically respect a constraint such as stationarity. In some applications, it may be physically meaningful and desirable to impose such an assumption and the analysis should then be modi ed; theoretically, the prior for ( ; v) should be de ned as zero outside the stationarity region, whatever the form inside. The simplest approach is to proceed as in the . Posterior for modulus of the damped sinusoidal component of maximum period in the EEG analysis checked by evaluating the roots of the implied AR polynomial. In cases where the data/model match really supports a stationary series, the rejection rate will be low and this provides a reasonable and e cient approximation to the analysis imposing the stationarity constraint through the prior. In other cases, evidence of non-stationary features may lead to higher rejection rates and an ine cient analysis; other methods are then needed. Some references below indicate work along these lines. Of course, an over-riding consideration is the suitability of a strict stationarity assumption to begin with; if the series, conditional on the appropriateness of the assumed model, is really consistent with stationarity, this should be evidenced automatically in the posterior for the AR parameters, whose mass should be concentrated on values consistent with stationarity. This is, in fact, true in the unconstrained EEG data analysis. Here the estimated AR polynomial root structure (at the reference posterior mean b) has all reciprocal roots with moduli less than unity, so suggesting stationarity. In addition, the 5,000 samples from the posterior can be checked similarly; in fact, the actual sample drawn has no values with roots violating stationarity, indicating high posterior probability (probability one on the Monte Carlo posterior sample) on stationarity. In other applications, sampling the posterior may give some values outside the stationary region; whatever the values, this provides a Monte Carlo approach to evaluating the posterior probability of a stationary series (conditional on the assumed AR model form).
Order Assessment Simply proceeding to sequentially increase p and exploring tted residuals, changes in posterior parameter estimates, and so forth is a very valuable exercise. Various numerical summaries may be easily computed as adjunct to this, the most widely known and used being the so-called Akaike information criterion, or AIC, now described together with a more formal, reference Bayesian measure of model t. As we are comparing models with di ering numbers of parameters, we do so based on a common sample size;
thus, x a maximum order p and, when comparing models of various orders p p ; we do so in conditional reference analyses using the latter n = T ? p of the full T observations in the series. In a formal Bayesian analysis, the order p is viewed as an uncertain parameter and so any prior over p is updated via a likelihood function proportional to the marginal data density p(yjz p ) = R p(yj ; v; z p )dp( ; v) where p( ; v) is the prior under the AR(p) model and it should be remembered that the dimension of depends on p: Given proper priors p( ; v) across 18 Chapter 2: Linear Time Series Models the interesting range of order values p p ; a direct numerical measure of relative t is available through this collection of marginal densities which de nes a valid likelihood function for the model order. To do this, however, requires proper prior p( ; v) that naturally depend on the parameter dimension p and this dependency is important in determining the resulting likelihood function. The use of the traditional reference prior invalidates these calculations due to impropriety. Alternative approaches to constructing proper but, in some senses, uninformative priors may be pursued (see later references) but the critical need for priors to be consistent as model dimension varies remains and needs consideration. Nevertheless, under the assumedly common reference prior p( ; v) / constant, the marginal data densities are de ned up to proportionality (and follow directly from the reference Bayesian analysis of the linear regresison model in chapter 1) and are closely related to the AIC values. The reference log-likelihood function so computed for the EEG series, with p = 25; appears in Figure 2 .6. Apparently, both this reference log-likelihood function and the usual AIC criterion suggest orders between 8 and 10 as preferable, hence the earlier analysis based on p = 8:
Various alternatives based on di erent priors give similar results, at least in terms of identifying p = 8 or 9 as most appropriate. We note also that formal computation of, for example, predictive inferences involving averaging over p with respect to computed posterior probabilities on model order is possible, in contexts where proper priors for ( ; v) are de ned across models.
Initial Values and Missing Data
The above analysis partitions the full data series x = (x 1 ; : : : ; x T ) into the p initial values z p and the nal n = T ? p values y; and is then conditional on z p : Turn now to the unconditional analysis, in which the full likelihood function for ( ; v) is p(xj ; v) = p(yj ; v; z p )p(z p j ; v); (2:7) the conditional analysis simply ignores the second component here. Apparently, whether or not this is justi able or sensible depends on context, as follows.
Analytic Considerations
In some applications, it is appropriate to assume some form of distribution for the initial values z p that does not, in fact, depend on ( ; v) at all.
For example, it is perfectly reasonable to specify a model in which, say, the distribution N(z p j0; A) is assumed, for some speci ed variance matrix A: In such cases, (2.7) reduces to the rst component alone, and the conditional analysis is exact.
Otherwise, there will be a contribution to the likelihood from the initial values, and the conditional analysis is only approximate. Note, however, that, as the series length T increases, the rst term of the likelihood, based on n = T ? p observations, becomes more and more dominant; the e ect of the initial values in the second likelihood factor is xed based on these values, and does not change with n: On a log-likelihood scale, the rst factor behaves in expectation as o(n); and so the conditional and unconditional analyses are asymptotically the same. In real problems with nite n but in which p is usually low compared to n; experience indicates that the agreement is typically close even with rather moderate sample sizes. It is therefore common practice, and completely justi able in applications with reasonable data sample sizes, to adopt the conditional analysis.
The situation has been much studied under a stationarity assumption, and a variation of the reference Bayesian analysis is explored here to exemplify. Under stationarity, any subset of the x t have a marginal multivariate normal distribution, with zero mean and a variance matrix whose elements are determined by the model parameters. In particular, the initial values follow N(z p j0; vA( )) where the p p matrix A( ) depends (only) on through the de ning equations for auto-correlations in AR models. So Otherwise, under di erent prior distributions, the exact posterior involves the factor jA( )j; a complicated polynomial function of : However, jA( )j can be evaluated at any speci ed value, and numerical methods can be used to analysis the complete posterior. Numerical evaluation of the exact MLE is now a standard feature in some software packages, for example. Bayesian analysis using Monte Carlo methods are easy to implement. For example, the posterior from the conditional analysis, or that above that just ignores the determinant factor, provides a candidate importance sampling distribution, and importance sampling weights are then just based on the determinant factor itself. Alternative simulation methods are now mentioned. Hence, given ( ; v); a vector z 0 is simulated by sequentially sampling the individual component normal distributions in this product: rst draw x 0 given the known data z p and the parameters; the substitute the sampled value x 0 as the rst element of the otherwise know data vector z p?1 ; and draw x 1 ; continue this way down to x ?(p?1) : This is technically similar to the process of simulating a future of the series illustrated earlier; now we are simulating the past.
Initial Values Revisited Via
In the modern, computational world of applied statistics, this approach is both trivially implemented and practically satisfying as it provides, modulo the Monet Carlo, exact analysis. Further, extensions of basic AR models to incorporate various practically relevant additional features, naturally lead to Markov chain simulations as natural, and typically necessary, approaches to analysis, so that dealing with the starting value issue in this framework makes good sense.
It should also be clear that the same principle applies to problems of missing data. For any set of indices t such that the values x t are missing (at random, that is, the reasons for missing data do not have a bearing on the values of the model parameters), then iterative simulation analysis can be extended and modi ed to incorporate the missing values as additional uncertain quantities to be estimated. Further details can be worked out in the framework here, as with the missing initial values above, and details are left to the reader. We revisit missing values later in the context of general state space models, and state space representations of auto-regessions in paricular.
Alternative Priors and Further Inference
Additional analyses explore inference based on longer order AR models with various proper priors for the AR coe cients. One interest is in exploring the sensitivity of the earlier, reference inferences under ranges of proper and perhaps more plausible prior assumptions. In each case the model is based on (a maximum lag) p = 25; assuming that higher order models would have negligible additional coe cients and that, in any case, the higher order coe cients in the model are likely to decay. The two priors for are centred around zero and so induce shrinkage of the posteriors towards the prior means of zero for all parameters. In each case, the rst p values of z are xed to provide conditional analyses comparable to that earlier discussed at length.
Analysis Based on Normal Prior
A rst analysis assumes a traditional prior with the coe cients i.i.d. normal; the joint prior is N( j0; wI); for some scalar variance w; and so induces shrinkage of the posterior towards the prior mean of zero for all parameters.
The hyperparameter w will be estimated together with the primary parameters ( ; v); analysis using Gibbs sampling to simulate the full posterior for ( ; v; w): We assume prior independence of v and w and adopt uniform priors, so p(v) and p(w) are constant over a wide range; in each analysis we assume this range is large enough so that the corresponding conditional posteriors are e ectively proportional to the appropriate conditional likelihood functions, i.e. the truncation implied under the prior has little e ect. Posterior simulations draw sequentially from the following three conditional posteriors, easily deduced from the model form and general normal linear model theory reviewed in chapter 1. For the EEG series, Figure 2 .7 graphs the approximate posterior means of the j based on a Monte Carlo sample of size 5,000 from the simulation analysis so speci ed. This sample is saved following burn-in of 500 iterations. Also plotted are the reference posterior means with two posterior standard deviation intervals, for comparison. Some shrinkage of the coe cients is evident, though apparently not dramatic in extent, and the posterior means are not incomparable with the reference values, indicating some robustness to prior speci cation. Inferences and forecasts based on the normal prior will not di er substantially from those based on the reference prior. In this analysis, the posterior for the shrinkage parameter p w is apparently unimodal, centred around 0.12 with mass predominantly concentrated in the range 0.08-0.16.
Discrete Normal Mixture Prior and Subset Models
A further analysis illustrates priors inducing di erential shrinkage e ects for across the j parameters; some of the j may indeed be close to zero, others quite clearly distinct from zero, and a prior view that this may be the case can be embodied in standard modi cations of the above analysis. One such approach uses independent priors conditional on individual scale j are really signi cant is induced by weights j close to unity for those parameters, the other weights being relatively large resulting in priors and posteriors concentrated around zero for the negligible weights. This links to the concept of subset auto-regressions, in which only a few parameters at speci c lags are really relevant, the others, at possibly intervening lags, being zero or close to zero. A class of priors for that embody this kind of qualitative view provides for automatic inference on relevant subsets of non-negligible parameters and, e ectively, addresses the variable selection question.
Probably the simplest approach extends the case of independent normal priors above, in which each j = 1; to the case of independent priors that are two-component normals, namely N( j j0; w) + (1 ? )N( j j0; w=L)
where is a probability and L a speci ed precision factor. If L >> 1; the second normal component is very concentrated around zero, so this mixture 24 Chapter 2: Linear Time Series Models prior e ectively states that each j is close to zero, with probability 1 ? ; and is otherwise drawn from the earlier normal with variance w:
Assume L is speci ed. Introduce indicators u j such that u j = 1 or 0 according to whether j is drawn from the rst or the second of the normal mixture components. These u j are latent variables that may be introduced to enable the simulation analysis. Write u = (u 1 ; : : : ; u p ) and, for any set of values u; write j = u j + (1 ? u j )L; so that j = 1 or L; also, de ne the matrix = diag( 1 ; : : : ; p ): Further, write k = P p j=1 u j for the number of coe cients drawn from the rst normal component; k can be viewed as the number of non-neglible coe cients, the others being close to zero. Note that, given ; k has a prior binomial distribution with success probability :
For completeness and robustness, is usually viewed as uncertain too;
in the analysis below, is assigned a beta prior, Be( ja; 
Other priors
Analyses based on alternative priors may be similarly explored; some examples are mentioned here, and may be explored by the reader. For instance, the second analysis is an example of a prior constructed via scale-mixtures of a basic normal prior for the individual coe cients. The mixing distribution in that case is discrete, placing mass of at j = 1 and j = 25: Other mixing distributions are common in applied Bayesian work, a key example being the class of gamma distributions. For instance, take the weights j to be independently drawn from a gamma distribution with shape and scale equal to k=2 for some k > 0; this implies that the resulting marginal prior for each j is a Student T distribution with k degrees of freedom, mode at zero and scale factor p w: This is , in some senses, a natural heavy-tailed alternative to the normal prior, assigning greater prior probabilities to j values further from the prior location at zero. This can result in di erential shrinkage, as in the case of the discrete normal mixture in the example. A further class of priors incorporate the view that AR coe cients are unlikely to be large at higher lags, and ultimately decay towards zero. This kind of qualitative information may be important in contexts where p is large relative to expected sample sizes. This can be incorporated in the earlier normal prior framework, for example, by generalising to independent priors N( j j0; w= j ) where the weights are now xed constants that concentrate the priors around zero for larger lags j; an example would be j = j 2 : Note that this may be combined with additional, random weights to develop decaying e ects within a normal mixture prior, and is trivially implemented. Traditional smoothness priors operate on di erences of parameters at successive lags, so that priors for j j+1 ? j j are also centred around zero to induce a smooth form of behaviour of j as a function of lag j; a traditional`distributed lag' concept; a smooth form of decay of the e ects of lagged values of the series is often naturally anticipated. This is again a useful concept in contexts where long order models are being used. One example of a smoothness prior is given by generalising the normal prior structure as follows. Take the normal margin N( 1 j0; w= 1 ) and, for j > 1; assume conditional priors N( j j j?1 ; w= j ); here the j weights are assumed to increase with lag j to help induce smoothness at higher lags.
This speci cation induces a multivariate normal prior (conditional on the j and w); p( ) = p ( Again, the j weights may be either speci ed or random, or a mix of the two. Posterior inferences follow easily using iterative simulation, via straightforward modi cations of the analyses above. In contexts where data series are of reasonable length, we can t longer order AR models rather than ARMA or other, more complex forms. One key reason is that the statistical analysis, at least conditional analyses based on assumedly xed initial values, is much easier. The reference analysis above, for example, is essentially trivial compared with the numerical analysis required to produce samples from posterior distributions in ARMA models (see below). Another driving motivation is that longer order AR models will closely approximate ARMA forms. The proliferation of parameters is an issue, though with longer series and possible use of smoothness priors or other constraints, such as in using subset AR models, this is not an over-riding consideration.
If this view is adopted in a given problem, it may be useful and informative to use the results of an AR analysis to explore possible MA component structure using the device of inversion, or partial inversion, of the AR model. This is described here. 
