the place of s8 is taken by an arbitrarily fixed number s' which is put for so in equation (7). For the channel of the present section Theorems 8 and 9 then hold verbatim with C4 replaced by C(. For a channel slightly more general than that of this section a noncomputable definition of C5 was given by Blackwell, Breiman, and Thomasian,8 who proved a coding theorem and weak converse. (Brief proofs of these are now available, for the coding theorem is a special case of Theorem 2, and the weak converse is a special case of Theorem 4.) The new results of this section are the definition of C5, the result corresponding to equation (6), and the strong converse.
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By the same methods by which the present results follow, one could treat the channel where equation (7) is replaced by an expression analogous to (4) in all the previously received letters. Moreover, one can combine the results of the present and immediately preceding sections to obtain the corresponding results when the probability which corresponds to equations (4) and (7) involves all the previously received and transmitted letters in the analogous manner. The formal proofs of these are entirely routine.
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8 Blackwell, D., L. Breiman, and A. J. Thomasian, "Proof of Shannon's transmission theorem for finite-state indecomposable channels," Ann. Math. Stat.. 29, 1209 -1220 (1958 The difference between precision and accuracy could hardly be better stated than it was by Simon Newcomb in summing up his determination of the velocity of light.I He had given his value of the velocity of light in vacuo as 299,860 km per second and Michelson's subsequent value as 299,853, and then stated: "So far as could be determined from the discordance of the separate measures, the mean error of Newcomb's result would be less than 10 km. But making allowance for the various sources of systematic error the actual probable error was estimated at ±30 km."
Precision is a mathematical concept attaching to a series of observations; accuracy is a scientific concept taking into account the probable reproducibility of the result by other equally competent scientists. Precision estimates guard against one's sample being too small, but not at all against its being biased. If the sample is small enough, the "sampling error" may be large enough to cover up any likely bias; if the sample is large, it is very likely to be biased enough, in one way or another, to make the accuracy less than the precision. This Newcomb believed was the case with his determination of the velocity of light, and he was a good enough scientist to desire to claim no more than he believed to be true. The data have been given for the 12 readings on the 40 slides with the computation form used for checking, viz.: The column (or row) marked S contains the sum of the ratings in the rows (or columns) , that marked S' contains the sum of the squares of the ratings. The over-all sum checks at 865, and the sum of squares at 2037. The column (or row) marked V is computed as 12 S' -S2 (or 40 S' -S2) so as to remain in whole numbers and is therefore 144 times the variance in the row (or, respectively, 1,600 times the variance in the column).
The distinction between precision and accuracy, between accidental and systematic errors is old enough in the so-called exact sciences to have found a place long ago in the leading dictionaries.3I It is, however, not emphasized as much as it should be in the textbooks on statistics. Although all sciences advance by introducing better definitions and better methods, and~thus reduce guesswork, estimate, and personal opinion to narrower limits, none has succeeded in eliminating them, or is likely to, and least of all, those whose subjects require the use of statistics in complicated situations in which measurement and even classification is far from precise, where causation is not known but sought, and error too often has social implications of right or wrong instead of merely its scientific significance.
9 -6 -3.9 -9 -6.9 9 -3.6 -0.3 0.6 -0.6-11.1 0.3 39.9 2 6 -9 -6.9 24 -9.9 6 -6.6 -3.3 -2.4 -3.6 8.1 -2.7 85.1 3 -7 2 -7.9 -1 1.1 29 -7.6 -4.3 -3.4 -4.6 7.1 -3.7 94.3 4 2 11 1.1 -4 -1.9 2 1.4 4.7 -6.4 -7.6 4.1 -6.7 27.9 5 0 -3 -0.9 -6 8.1 0 -0.6 2.7 3.6 2.4 2.1 -8.7 18.2 6 -1 8 -1.9 -7 -4.9 -1 -1.6 1.7 2.6 1.4 1.1 2.3 13.6 7 10 7 9.1 -8 6.1 -2 -2.6 -11.3 1.6 0.4 0.1 -10.7 49.1 8 9 6 8.1 -9 5.1 9 8.4 -0.3 0.6 -12.6 -12.9 -11.7 75.3 9 9 6 -3.9 15 -6.9 -3 -3.6 -0.3 0.6 -0.6 -0.9 -11.7 47.1 10 -4 5 -4.9 14 16.1 -4 -4.6 -1.3 -0.4 -13.6 -1.9 -0.7 62.4 11 -5 4 -5.9 13 -20. What made the exact sciences exact was the careful attention to definition, classification, measurement, and the reduction of observations, and it is this that is making the inexact sciences less inexact. Our first paper discussed and illustrated the extent to which the readings of the pathologists still differed after some conferences devoted to discussing definitions. It was clear that the remaining differences were sufficient to make comparability of their respective findings unsafe unless information was obtained which would "standardize" the results. In our second paper the means and method of standardization were set forth.4 In the present note we return to the problem of the further examination of the readings of the 40 slides using a simple type of variance analysis., Table 1 gives the data.6 Clearly the ratings depend in part on the slides read as is seen by the variation in the columns and in part on the pathologist doing the reading as is shown by the variation in the rows. If F,, represents the rating of the slide s, with s = 1, 2, . . ., 40, by the pathologist p, with p = 1, 2, . . ., 12, it is obvious that F,,8 depends in part on p and in part on &. If we average the ratings of the 12 pathologists on slide s we get a mean mi, and if we average the ratings of each pathologist on the 40 slides we get the mean m,. It is a natural, and indeed the usual, assumption to consider the mean as the best value we can get for a variable and to consider deviations from the mean as errors in the statistical sense (not as mistakes). That is to say, Ep, represents the accidental or residual variation in the rating after taking out the systematic parts due to the rating habits of the pathologists and to the pathology of the slides. It is a simple theorem in elementary algebra that the total variance of F (i.e., the standard deviation squared of Fp8-M) is equal to the variance of min plus the variance of mi plus the variance of the residuals Ep8.
For the data of Table 1 The sum of the last three is the first, and if we are willing to use variances to estimate the relative contributions of each of the last three to the total which is the first, we find that 60.5 per cent, 6.0 per cent, and 33.5 per cent, respectively, of the total variance is due to the differences in the slides, the differences in the pathologists, and to all other sources. However, the standard deviations have not the additive property that the variances have and there is no accepted way of distributing the first among the last three.
To obtain the variance of the 480 residuals Ep,, it is not necessary to find them individually; it is sufficient to find the variances of the original distribution, of the means of the rows, and of the means of the columns, and use the summation theorem. However, there is some interest in looking at the residuals and they are given in Table 2 . The variances in the rows may be taken as measures of disagreement and hence of the difficulty of reading the slides. Although the average of these variances in Table 2 at 48.2 is less by about one seventh than the 56.7 in Table 1 , there are about one third of the slides for which the variance in Table 1 is somewhat less than in Table 2 . This means that if one tries to indicate the serial order of difficulty of reading the slides by the order of the variances, he will have first to decide whether he will use the crude variances or those adjusted to the mean ratings of the different readers. The original ratings were distributed essentially normally in five groups; the adjusted residuals are in nearly 160 groups making the distribution more continuous. The standard deviation of the scaled-up values in Table 2 is 6.94. Expressed in terms of the standard deviation as a unit the distribution of the E's is compared in Table 3 with that of a normal one. It is seen that the E's are not normally dis- tributed. There are too many deviations greater than 3a, whether positive or negative, too few in the middle ranges on both sides, and too many small positive ones. This departure from normality is not unusual, but it does make estimates of probability somewhat doubtful; we shall proceed descriptively. First we modify the variances calculated above for the means of the 40 slides, the means of the 12 pathologists, and the 480 residuals by multiplying them respectively by the numbers in the samples and then dividing by the degrees of freedom which are 39, 11, and 429, respectively. We thus obtain the estimated variances of the universes to which the three samples belong, namely, 0.6178, 0.0648, and 0.3743; the corresponding square roots are 0.7860, 0.255, 0.6118. If we use the last as the best estimate of the standard deviation of the residual "random" variations, a random sample of 40 will have its mean subject to a standard deviation of 0.0967, whereas the estimated standard deviation of the means of the pathologists at 0.255 is 2.63 times as much, which shows that the pathologists differ much more than they would by chance. Similarly, the mean of 12 random elements would have a standard deviation of 0.1766, so , 43, 1073-1078 (1957), and 45, 389-393 (1959) . 6 The type which we shall use is only the simplest, the one which is the first step in the analysis of sets of grades assigned by different readers to the answers of a group of students upon examinations, especially when the questions call for the essay type of answer. We do not have here to examine variation in a complicated system where one computes the trend of a presumed effect on a variable, or some of the variables, which represent presumed causes; but it is necessary in that case also to go on to some sort of variance analysis before one can assign even provisionally the putative amounts of causation to the individual variables or the pairs jointly. An illustration of this can be found in E. L. Thorndike's Your City (Harcourt and Brace, 1939) . In such cases it is important to find how much of the total variance of the "effect" is accounted for by the "causal" variables used and how much remains unaccounted for and to verify that the latter is but a small fraction of the whole.
6 We follow the classification of our second paper in five groups: 0, normal; 1, hyperplasia; 2, metaplasia; 3, atypical metaplasia and carcinoma-in-situ; 4, carcinoma. The numbers in these five classes are respectively: 48, 120, 223, 57, 32; the mean is 1.80208, the variance is 0.99625, the skewness is 0.21 A 0.11, and the kurtosis is -0.06 i(0.22. 7Among the sources should be counted the differing standard deviations of the different pathologists, for sets of ratings may differ considerably in their scatter about the mean. We understand that Professor C. F. Mosteller of Harvard has a method of allowing for this scatter, but we shall not go into this.
8There is no simple way to assign probabilities to the figures 2.63 and 4.45 of the ratios of the actual observed standard deviations to the hypothetical chance ones; but these ratios are in fact the square roots of the ratios F of mean squares for which the P = .05 and P = .01 values have been tabulated in G. W. Snedecor's Statistical Methods Applied to Experiments in Agriculture and Biology (chap. 10, 4th ed., 1946 
