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Abstract
Our main interest in this paper is to study some approximation
problems for classes of functions with mixed smoothness. We use
technique, based on a combination of results from hyperbolic cross
approximation, which were obtained in 1980s – 1990s, and recent re-
sults on greedy approximation to obtain sharp estimates for best m-
term approximation with respect to the trigonometric system. We
give some observations on numerical integration and approximate re-
covery of functions with mixed smoothness. We prove lower bounds,
which show that one cannot improve accuracy of sparse grids methods
with ≍ 2nnd−1 points in the grid by adding 2n arbitrary points. In
case of numerical integration these lower bounds provide best known
lower bounds for optimal cubature formulas and for sparse grids based
cubature formulas.
1 Introduction
Sparse approximation with respect to dictionaries is a very important topic
in the high-dimensional approximation. The main motivation for the study
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of sparse approximation is that many real world signals can be well approx-
imated by sparse ones. Sparse approximation automatically implies a need
for nonlinear approximation, in particular, for greedy approximation. We
give a brief description of a sparse approximation problem and present a
discussion of the obtained results and their relation to previous work. In a
general setting we are working in a Banach space X with a redundant system
of elements D (dictionary D). There is a solid justification of importance of a
Banach space setting in numerical analysis in general and in sparse approxi-
mation in particular (see, for instance, [28], Preface). Let X be a real Banach
space with norm ‖ · ‖ := ‖ · ‖X . We say that a set of elements (functions)
D from X is a dictionary if each g ∈ D has norm one (‖g‖ = 1), and the
closure of spanD is X . A symmetrized dictionary is D± := {±g : g ∈ D}.
For a nonzero element g ∈ X we let Fg denote a norming (peak) functional
for g:
‖Fg‖X∗ = 1, Fg(g) = ‖g‖X .
The existence of such a functional is guaranteed by the Hahn-Banach theo-
rem.
An element (function, signal) s ∈ X is said to be m-sparse with respect
to D if it has a representation s =
∑m
i=1 cigi, gi ∈ D, i = 1, . . . , m. The
set of all m-sparse elements is denoted by Σm(D). For a given element f we
introduce the error of best m-term approximation
σm(f,D)X := inf
s∈Σm(D)
‖f − s‖X .
For a function class W define
σm(W,D)X := sup
f∈W
σm(f,D)X .
Let t ∈ (0, 1] be a given nonnegative number. We define (see [25]) the Weak
Chebyshev Greedy Algorithm (WCGA) that is a generalization for Banach
spaces of Weak Orthogonal Greedy Algorithm defined and studied in [24]
(see also [28]).
Weak Chebyshev Greedy Algorithm (WCGA). We define f0 :=
f c,t0 := f . Then for each m ≥ 1 we inductively define
1). ϕm := ϕ
c,t
m ∈ D is any element satisfying
|Ffm−1(ϕm)| ≥ t sup
g∈D
|Ffm−1(g)|.
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2). Define
Φm := Φ
t
m := span{ϕj}
m
j=1,
and define Gm := G
c,t
m to be the best approximant to f from Φm.
3). Denote
fm := f
c,t
m := f −Gm.
We demonstrated in the paper [30] that the Weak Chebyshev Greedy
Algorithm (WCGA) is very good for m-term approximation with respect to
a special class of dictionaries, in particular, for the trigonometric system.
The trigonometric system is a classical system that is known to be difficult
to study. In [30] we study among other problems the problem of nonlinear
sparse approximation with respect to it. Let RT denote the real trigono-
metric system 1, sin 2πx, cos 2πx, . . . on [0, 1] and let RTp to be its version
normalized in Lp([0, 1]). Denote RT
d
p := RTp × · · · × RTp the d-variate
trigonometric system. We need to consider the real trigonometric system
because the algorithm WCGA is well studied for the real Banach space. We
proved in [30] the following Lebesgue-type inequality for the WCGA.
Theorem 1.1. Let D be the normalized in Lp, 2 ≤ p < ∞, real d-variate
trigonometric system. Then for any f ∈ Lp the WCGA with weakness pa-
rameter t gives
‖fC(t,p,d)m ln(m+1)‖p ≤ Cσm(f,D)p. (1.1)
The above Lebesgue-type inequality guarantees that the WCGA works
very well for each individual function f . As a complement to this inequality
we would like to obtain results, which relate rate of decay of σm(f, T
d)p to
some smoothness type properties of f . It is the main goal of this paper.
We measure smoothness in terms of mixed derivative and mixed difference.
We note that the function classes with bounded mixed derivative are not
only interesting and challenging object for approximation theory but they
are important in numerical computations. Griebel and his group use approx-
imation methods designed for these classes in elliptic variational problems.
Recent work of Yserentant on new regularity models for the Schro¨dinger
equation shows that the eigenfunctions of the electronic Schro¨dinger opera-
tor have a certain mixed smoothness similar to the bounded mixed derivative.
This makes approximation techniques developed for classes of functions with
bounded mixed derivative a proper choice for the numerical treatment of the
Schro¨dinger equation.
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Sparse trigonometric approximation of periodic functions began by the
paper of S.B. Stechkin [13], who used it in the criterion for absolute conver-
gence of trigonometric series. R.S. Ismagilov [8] found nontrivial estimates
for m-term approximation of functions with singularities of the type |x| and
gave interesting and important applications to the widths of Sobolev classes.
He used a deterministic method based on number theoretical constructions.
His method was developed by V.E. Maiorov [10], who used a method based
on Gaussian sums. Further strong results were obtained in [3] with the help
of a nonconstructive result from finite dimensional Banach spaces due to
E.D. Gluskin [7]. Other powerful nonconstructive method, which is based on
a probabilistic argument, was used by Y. Makovoz [11] and by E.S. Belinskii
[2]. Different methods were created in [14], [9], [23], [29] for proving lower
bounds for function classes. It was discovered in [4] and [27] that greedy
algorithms can be used for constructive m-term approximation with respect
to the trigonometric system. We demonstrate in this paper how greedy algo-
rithms can be used to prove optimal or best known upper bounds for m-term
approximation of classes of function with mixed smoothness. It is a simple
and powerful method of proving upper bounds. However, we do not know
how to use it for small smoothness. The reader can find a detailed study of
m-term approximation of classes of function with mixed smoothness, includ-
ing small smoothness, in the paper [12] by A.S. Romanyuk. We note that in
the case 2 < p <∞ the upper bounds in [12] are not constructive.
We begin with some notation. Let s = (s1, . . . , sd) be a vector whose
coordinates are nonnegative integers
ρ(s) :=
{
k ∈ Zd : [2sj−1] ≤ |kj| < 2
sj , j = 1, . . . , d
}
,
Qn := ∪‖s‖1≤nρ(s) – a step hyperbolic cross,
Γ(N) :=
{
k ∈ Zd :
d∏
j=1
max
(
|kj|, 1
)
≤ N
}
– a hyperbolic cross.
For f ∈ L1(T
d)
δs(f,x) :=
∑
k∈ρ(s)
fˆ(k)ei(k,x).
Let G be a finite set of points in Zd, we denote
T (G) :=
{
t : t(x) =
∑
k∈G
cke
i(k,x)
}
.
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For the sake of simplicity we shall write T
(
Γ(N)
)
= T (N).
We study some approximation problems for classes of functions with
mixed smoothness. We define these classes momentarily. We will begin
with the case of univariate periodic functions. Let for r > 0
Fr(x) := 1 + 2
∞∑
k=1
k−r cos(kx− rπ/2) (1.2)
and
W rp := {f : f = ϕ ∗ Fr, ‖ϕ‖p ≤ 1}. (1.3)
It is well known that for r > 1/p the class W rp is embedded into the space of
continuous functions C(T). In a particular case of W 11 we also have embed-
ding into C(T).
In the multivariate case for x = (x1, . . . , xd) denote
Fr(x) :=
d∏
j=1
Fr(xj)
and
Wrp := {f : f = ϕ ∗ Fr, ‖ϕ‖p ≤ 1}.
For f ∈Wrp we will denote f
(r) := ϕ where ϕ is such that f = ϕ ∗ Fr.
The main results of Section 2 are the following two theorems. We use the
notation β := β(q, p) := 1/q − 1/p and η := η(q) := 1/q − 1/2. In the case
of trigonometric system T d we drop it from the notation:
σm(W)p := σm(W, T
d)p.
Theorem 1.2. We have
σm(W
r
q)p ≍


m−r+β(logm)(d−1)(r−2β), 1 < q ≤ p ≤ 2, r > 2β,
m−r+η(logm)(d−1)(r−2η), 1 < q ≤ 2 ≤ p <∞, r > 1/q,
m−r(logm)r(d−1), 2 ≤ q ≤ p <∞, r > 1/2.
Theorem 1.3. We have
σm(W
r
q)∞ ≪
{
m−r+η(logm)(d−1)(r−2η)+1/2, 1 < q ≤ 2, r > 1/q,
m−r(logm)r(d−1)+1/2, 2 ≤ q <∞, r > 1/2.
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The case 1 < q ≤ p ≤ 2 in Theorem 1.2, which corresponds to the first
line, was proved in [14] (see also [16], Ch.4). The proofs from [14] and [16] are
constructive. In Section 2 we concentrate on the case p ≥ 2. We use recently
developed techniques on greedy approximation in Banach spaces to prove
Theorems 1.2 and 1.3. It is important that greedy approximation allows
us not only to prove the above theorems but also to provide a constructive
way for building the corresponding m-term approximants. We give a precise
formulation.
Theorem 1.4. For p ∈ (1,∞) and µ > 0 there exist constructive methods
Am(f, p, µ), which provide for f ∈W
r
q an m-term approximation such that
‖f −Am(f, p, µ)‖p
≪


m−r+β(logm)(d−1)(r−2β), 1 < q ≤ p ≤ 2, r > 2β + µ,
m−r+η(logm)(d−1)(r−2η), 1 < q ≤ 2 ≤ p <∞, r > 1/q + µ,
m−r(logm)r(d−1), 2 ≤ q ≤ p <∞, r > 1/2 + µ.
Similar modification of Theorem 1.3 holds for p = ∞. We do not have
matching lower bounds for the upper bounds in Theorem 1.3 in the case of
approximation in the uniform norm L∞. In Section 3 we use known results
on the entropy numbers to prove one lower bound in the case of functions of
two variables. We note that it is of interest for small smoothness: r < 1/2.
As a direct corollary of Theorems 1.1 and 1.2 we obtain the following
result.
Theorem 1.5. Let p ∈ [2,∞). Apply the WCGA with weakness parameter
t ∈ (0, 1] to f ∈ Lp with respect to the real trigonometric system RT
d
p . If
f ∈Wrq, then we have
‖fm‖p ≪
{
m−r+η(logm)(d−1)(r−2η)+r−η , 1 < q ≤ 2, r > 1/q,
m−r(logm)rd, 2 ≤ q <∞, r > 1/2.
In Sections 4 and 5 we give some observations on numerical integration
and approximate recovery of functions with mixed smoothness. We prove
there some lower bounds, which show that we cannot improve accuracy of
sparse grids methods with ≍ 2nnd−1 points in the grid by adding 2n arbitrary
points. In case of numerical integration these lower bounds provide best
known lower bounds for optimal cubature formulas and for sparse grids based
cubature formulas.
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Our technique is based on a combination of results from the hyperbolic
cross approximation, which were obtained in 1980s – 1990s, and recent results
on greedy approximation. We formulate some known results from the hyper-
bolic cross approximation theory, which will be used in our analysis. We
begin with the problem of estimating ‖f‖p in terms of the array
{
‖δs(f)‖q
}
.
Here and below p and q are scalars such that 1 ≤ q, p ≤ ∞. Let an array
ε = {εs} be given, where εs ≥ 0, s = (s1, . . . , sd), and sj are nonnegative
integers, j = 1, . . . , d. We denote by G(ε, q) and F (ε, q) the following sets of
functions (1 ≤ q ≤ ∞):
G(ε, q) :=
{
f ∈ Lq :
∥∥δs(f)∥∥q ≤ εs for all s},
F (ε, q) :=
{
f ∈ Lq :
∥∥δs(f)∥∥q ≥ εs for all s}.
The following theorem is from [16], p.29. For the special case q = 2,
which will be used in this paper, see [14] and [16], p.86.
Theorem 1.6. The following relations hold:
sup
f∈G(ε,q)
‖f‖p ≍
(∑
s
εp
s
2‖s‖1(p/q−1)
)1/p
, 1 ≤ q < p <∞; (1.4)
inf
f∈F (ε,q)
‖f‖p ≍
(∑
s
εp
s
2‖s‖1(p/q−1)
)1/p
, 1 < p < q ≤ ∞, (1.5)
with constants independent of ε.
We will need a corollary of Theorem 1.6 (see [16], Ch.1, Theorem 2.2),
which we formulate as a theorem.
Theorem 1.7. Let 1 < q ≤ 2. For any t ∈ T (N) we have
‖t‖A :=
∑
k
|tˆ(k)| ≤ C(q, d)N1/q(logN)(d−1)(1−1/q)‖t‖q.
Let
Π(N, d) :=
{
(a1, . . . , ad) ∈ R
d : |aj| ≤ Nj , j = 1, . . . , d
}
,
where Nj are nonnegative integers and N := (N1, . . . , Nd). We denote
T (N, d) := {t : t =
∑
k∈Π(N,d)
cke
i(k,x)}.
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Then
dim T (N, d) =
d∏
j=1
(2Nj + 1) =: ϑ(N).
The following theorem is from [22], Ch.2, Theorem 1.1 (see, also, [17]).
Theorem 1.8. Let ε > 0 and a subspace Ψ ⊂ T (N, d) be such that dimΨ ≥
ε dimT (N, d). Then there is a t ∈ Ψ such that
‖t‖∞ = 1, ‖t‖2 ≥ C(ε, d) > 0.
2 Sparse approximation
For a Banach space X we define the modulus of smoothness
ρ(u) := sup
‖x‖=‖y‖=1
(
1
2
(‖x+ uy‖+ ‖x− uy‖)− 1).
The uniformly smooth Banach space is the one with the property
lim
u→0
ρ(u)/u = 0.
It is well known (see for instance [6], Lemma B.1) that in the caseX = Lp,
1 ≤ p <∞, we have
ρ(u) ≤
{
up/p if 1 ≤ p ≤ 2,
(p− 1)u2/2 if 2 ≤ p <∞.
(2.1)
Denote by A1(D) := A1(D, X) the closure in X of the convex hull of D.
The following theorem from [25] gives the rate of convergence of the WCGA
for f in A1(D
±).
Theorem 2.1. Let X be a uniformly smooth Banach space with the modulus
of smoothness ρ(u) ≤ γuq, 1 < q ≤ 2. Then for t ∈ (0, 1] we have for any
f ∈ A1(D
±) that
‖f −Gc,tm (f,D)‖ ≤ C(q, γ)(1 +mt
p)−1/p, p :=
q
q − 1
,
with a constant C(q, γ) which may depend only on q and γ.
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Remark 2.1. It follows from the proof of Theorem 2.1 that C(q, γ) ≤ C(q)γ1/q.
We proceed to the Incremental Greedy Algorithm (see [27] and [28], Chap-
ter 6). Let ǫ = {ǫn}
∞
n=1, ǫn > 0, n = 1, 2, . . . .
Incremental Algorithm with schedule ǫ (IA(ǫ)). Denote f i,ǫ0 :=
f and Gi,ǫ0 := 0. Then, for each m ≥ 1 we have the following inductive
definition.
(1) ϕi,ǫm ∈ D is any element satisfying
Ff i,ǫm−1
(ϕi,ǫm − f) ≥ −ǫm.
(2) Define
Gi,ǫm := (1− 1/m)G
i,ǫ
m−1 + ϕ
i,ǫ
m /m.
(3) Let
f i,ǫm := f −G
i,ǫ
m .
Theorem 2.2. Let X be a uniformly smooth Banach space with modulus of
smoothness ρ(u) ≤ γuq, 1 < q ≤ 2. Define
ǫn := vγ
1/qn−1/p, p =
q
q − 1
, n = 1, 2, . . . .
Then, for any f ∈ A1(D), we have
‖f i,ǫm ‖ ≤ C(v)γ
1/qm−1/p, m = 1, 2 . . . .
In [27] we demonstrated the power of the WCGA in classical areas of
harmonic analysis. The problem concerns the trigonometric m-term approx-
imation in the uniform norm. The first result that indicated an advantage of
m-term approximation with respect to the real trigonometric systemRT over
approximation by trigonometric polynomials of order m is due to Ismagilov
[8]
σm(| sin 2πx|,RT )∞ ≤ Cǫm
−6/5+ǫ, for any ǫ > 0. (2.2)
Maiorov [10] improved the estimate (2.2):
σm(| sin 2πx|,RT )∞ ≍ m
−3/2. (2.3)
Both R.S. Ismagilov [8] and V.E. Maiorov [10] used constructive methods
to get their estimates (2.2) and (2.3). V.E. Maiorov [10] applied a number
theoretical method based on Gaussian sums. The key point of that technique
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can be formulated in terms of best m-term approximation of trigonometric
polynomials. Let RT (N) be the subspace of real trigonometric polynomials
of order N . Using the Gaussian sums one can prove (constructively) the
estimate
σm(t,RT )∞ ≤ CN
3/2m−1‖t‖1, t ∈ RT (N). (2.4)
Denote
‖a0 +
N∑
k=1
(ak cos k2πx+ bk sin k2πx)‖A := |a0|+
N∑
k=1
(|ak|+ |bk|).
We note that by simple inequality
‖t‖A ≤ CN‖t‖1, t ∈ RT (N),
the estimate (2.4) follows from the estimate
σm(t,RT )∞ ≤ C(N
1/2/m)‖t‖A, t ∈ RT (N). (2.5)
Thus, (2.5) is stronger than (2.4). The following estimate was proved in [3]
σm(t,RT )∞ ≤ Cm
−1/2(ln(1 +N/m))1/2‖t‖A, t ∈ RT (N). (2.6)
In a way (2.6) is much stronger than (2.5) and (2.4). The proof of (2.6) from
[3] is not constructive. The estimate (2.6) has been proved in [3] with the
help of a nonconstructive theorem of Gluskin [7]. E.S. Belinskii [2] used a
probabilistic method to prove the following inequality: for 2 ≤ p <∞
σm(t,RT )∞ ≤ C(N/m)
1/p(ln(1 +N/m))1/p‖t‖p, t ∈ RT (N).
His proof is nonconstructive as well. In [27] we gave a constructive proof
of (2.6). The key ingredient of that proof is the WCGA. In the paper [4]
we already pointed out that the WCGA provides a constructive proof of the
estimate
σm(f,RT )p ≤ C(p)m
−1/2‖f‖A, p ∈ [2,∞). (2.7)
The known proofs (before [4]) of (2.7) were nonconstructive (see discussion in
[4], Section 5). Thus, the WCGA provides a way of building a good m-term
approximant. We formulate here a result from [27].
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Theorem 2.3. There exists a constructive method A(N,m) such that for
any t ∈ RT (N) it provides an m-term trigonometric polynomial A(N,m)(t)
with the following approximation property
‖t− A(N,m)(t)‖∞ ≤ Cm
−1/2(ln(1 +N/m))1/2‖t‖A
with an absolute constant C.
However, the step 2) of the WCGA makes it difficult to control the co-
efficients of the approximant – they are obtained through the Chebyshev
projection of f onto Φm. This motivates us to consider the IA(ǫ) which
gives explicit coefficients of the approximant. An advantage of the IA(ǫ)
over other greedy-type algorithms is that the IA(ǫ) gives precise control of
the coefficients of the approximant. For all approximants Gi,ǫm we have the
property ‖Gi,ǫm‖A = 1. Moreover, we know that all nonzero coefficients of the
approximant have the form a/m where a is a natural number. We prove the
following result.
Theorem 2.4. For any t ∈ RT (N, d) the IA(ǫ) applied to f := t/‖t‖A
provides after m iterations an m-term trigonometric polynomial
Gm(t) := G
i,ǫ
m (f)‖t‖A with the following approximation property
‖t−Gm(t)‖∞ ≤ C(d)(m¯)
−1/2(lnϑ(N))1/2‖t‖A,
m¯ := max(1, m), ‖Gm(t)‖A = ‖t‖A,
with a constant C(d), which may depend only on d.
Proof. It is clear that it is sufficient to prove Theorem 2.4 for t ∈ RT (N, d)
with ‖t‖A = 1. Then t ∈ (A1(RT (N, d)∩RT
d)±, Lp) for all p ∈ [2,∞). Now,
applying Theorem 2.2 with X = Lp and D
±, where D := {ϕ1, ϕ2, . . . , ϕn},
n = ϑ(N), being the real trigonometric system
ϕl :=
∏
j∈E
cos kjxj
∏
j∈[1,d]\E
sin kjxj ,
we obtain that
‖t−
∑
j∈Λ
aj
m
ϕj‖p ≤ Cγ
1/2m−1/2,
∑
j∈Λ
|aj | = m, (2.8)
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where
∑
j∈Λ
aj
m
ϕj is the G
i,ǫ
m (t). By (2.1) we find γ ≤ p/2. Next, by the
Nikol’skii inequality we get from (2.8)
‖t−
∑
j∈Λ
aj
m
ϕj‖∞ ≤ C(d)N
1/p‖t−
∑
j∈Λ
aj
m
ϕj‖p ≤ C(d)p
1/2N1/pm−1/2.
Choosing p ≍ lnN we obtain the desired in Theorem 2.4 bound.
We point out that the above proof of Theorem 2.4 gives the following
statement.
Theorem 2.5. Let 2 ≤ p <∞. For any t ∈ RT (N, d) the IA(ǫ) applied to
f := t/‖t‖A provides after m iterations an m-term trigonometric polynomial
Gm(t) := G
i,ǫ
m (f)‖t‖A with the following approximation property
‖t−Gm(t)‖p ≤ C(d)(m¯)
−1/2p1/2‖t‖A, m¯ := max(1, m), ‖Gm(t)‖A = ‖t‖A,
with a constant C(d), which may depend only on d.
We note that the implementation of the IA(ǫ) depends on the dictionary
and the ambient space X . For example, for d = 1 the IA(ǫ) from Theorem
2.4 acts with respect to the real trigonometric system
1, cos 2πx, sin 2πx, . . . , cosN2πx, sinN2πx in the space X = Lp with p ≍
lnN .
The above Theorems 2.4 and 2.5 are formulated for m-term approxi-
mation with respect to the real trigonometric system because the general
Theorem 2.2 is proved for real Banach spaces. Clearly, as a corollary of
Theorems 2.4 and 2.5 we obtain the corresponding results for the complex
trigonometric system T d := {ei(k,x)}k∈Zd .
Theorem 2.6. There exist constructive greedy-type approximation methods
Gpm(·), which provide m-term polynomials with respect to T
d with the follow-
ing properties: for 2 ≤ p <∞
‖f −Gpm(f)‖p ≤ C1(d)(m¯)
−1/2p1/2‖f‖A, ‖G
p
m(f)‖A ≤ C2(d)‖f‖A, (2.9)
and for p =∞, f ∈ T (N, d)
‖f −G∞m (f)‖∞ ≤ C3(d)(m¯)
−1/2(lnϑ(N))1/2‖f‖A, ‖G
∞
m (f)‖A ≤ C4(d)‖f‖A.
(2.10)
12
We now apply Theorem 2.6 for m-term approximation of functions with
mixed smoothness. The following theorem was proved in [14] (see also [16],
Ch.4). The proofs from [14] and [16] are constructive. We use the following
notation β := β(q, p) := 1/q − 1/p and η := η(q) := 1/q − 1/2.
Theorem 2.7. Let 1 < q ≤ p ≤ 2, r > 2β. Then
σm(W
r
q)p ≍ m
−r+β(logm)(d−1)(r−2β).
First, we extend Theorem 2.7 to the case 1 < q ≤ p <∞.
Theorem 2.8. One has
σm(W
r
q)p ≍


m−r+β(logm)(d−1)(r−2β), 1 < q ≤ p ≤ 2, r > 2β,
m−r+η(logm)(d−1)(r−2η), 1 < q ≤ 2 ≤ p <∞, r > 1/q,
m−r(logm)r(d−1), 2 ≤ q ≤ p <∞, r > 1/2.
Proof. The case p ≤ 2, which corresponds to the first line, follows from
Theorem 2.7. We note that in the case p > 2 Theorem 2.8 is proved in
[23]. However, the proof there is not constructive – it uses a nonconstructive
result from [3]. We provide a constructive proof, which is based on greedy
algorithms. Also, this proof works under weaker conditions on r: r > 1/q
instead of r > 1/q+ η for 1 < q ≤ 2. The following lemma plays the key role
in the proof.
Lemma 2.1. Define for f ∈ L1
fl :=
∑
‖s‖1=l
δs(f), l ∈ N0, N0 := N ∪ {0}.
Consider the class
Wa,bA := {f : ‖fl‖A ≤ 2
−all(d−1)b}.
Then for 2 ≤ p ≤ ∞ and 0 < µ < a there is a constructive method Am(·, p, µ)
based on greedy algorithms, which provides the bound for f ∈Wa,bA
‖f −Am(f, p, µ)‖p ≪ m
−a−1/2(logm)(d−1)(a+b), 2 ≤ p <∞, (2.11)
‖f − Am(f, p, µ)‖∞ ≪ m
−a−1/2(logm)(d−1)(a+b)+1/2. (2.12)
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Proof. We prove the lemma for m ≍ 2nnd−1, n ∈ N. Let f ∈ Wa,bA . We
approximate fl in Lp. By Theorem 2.6 we obtain for p ∈ [2,∞)
‖fl −G
p
ml
(fl)‖p ≪ (m¯l)
−1/2‖fl‖A ≪ (m¯l)
−1/22−all(d−1)b. (2.13)
We take µ ∈ (0, a) and specify
ml := [2
n−µ(l−n)ld−1], l = n, n+ 1, . . . .
In addition we include in the approximant
Sn(f) :=
∑
‖s‖1≤n
δs(f).
Define
Am(f, p, µ) := Sn(f) +
∑
l>n
Gpml(fl).
Then, we have built an m-term approximant of f with
m≪ 2nnd−1 +
∑
l≥n
ml ≪ 2
nnd−1.
The error of this approximation in Lp is bounded from above by
‖f − Am(f, p, µ)‖p ≤
∑
l≥n
‖fl −G
p
ml
(fl)‖p ≪
∑
l≥n
(m¯l)
−1/22−all(d−1)b
≪
∑
l≥n
2−1/2(n−µ(l−n))l−(d−1)/22−all(d−1)b ≪ 2−n(a+1/2)n(d−1)(b−1/2).
This completes the proof of lemma in the case 2 ≤ p <∞.
Let us discuss the case p =∞. The proof repeats the proof in the above
case p <∞ with the following change. Instead of using (2.9) for estimating
an ml-term approximation of fl in Lp we use (2.10) to estimate an ml-term
approximation of fl in L∞. Then bound (2.13) is replaced by
‖fl −G
∞
ml
(fl)‖∞ ≪ (m¯l)
−1/2(ln 2l)1/2‖fl‖A ≪ (m¯l)
−1/2l1/22−all(d−1)b. (2.14)
The extra factor l1/2 in (2.14) gives an extra factor (logm)1/2 in (2.12).
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We now complete the proof of Theorem 2.8. First, consider the case
1 < q ≤ 2 ≤ p < ∞. It is well known (see, for instance, [16], p.34, Theorem
2.1) that for f ∈Wrq one has
‖fl‖q ≪ 2
−lr. (2.15)
Theorem 1.7 implies
‖fl‖A ≪ 2
−(r−1/q)ll(d−1)(1−1/q).
Therefore, it is sufficient to use Lemma 2.1 with a = r− 1/q and b = 1− 1/q
to obtain the upper bounds.
Second, the upper bounds in the case 2 ≤ q ≤ p < ∞ follow from the
above case 1 < q ≤ 2 ≤ p < ∞ with q = 2. The lower bounds follow from
Theorem 2.7 with p = 2. The lower bounds in the case 2 ≤ q ≤ p < ∞
follow from known results for the case 1 < p ≤ q < ∞ in [9] (see Theorem
2.17 below).
Let us discuss the case p = ∞. In the same way as Theorem 2.8 was
derived from (2.11) of Lemma 2.1 the following upper bounds in case p =∞
are derived from (2.12) of Lemma 2.1.
Theorem 2.9. We have
σm(W
r
q)∞ ≪
{
m−r+η(logm)(d−1)(r−2η)+1/2, 1 < q ≤ 2, r > 1/q,
m−r(logm)r(d−1)+1/2, 2 ≤ q <∞, r > 1/2.
The upper bounds are provided by a constructive method Am(·,∞, µ) based
on greedy algorithms.
Consider the case σm(W
r
1,α)p, which is not covered by Theorems 2.7 and
2.8. The function Fr(x) belongs to the closure in Lp of W
r
1,α, r > 1 − 1/p,
and, therefore, on the one hand
σm(W
r
1,α)p ≥ σm(Fr(x))p.
On the other hand, it follows from the definition of Wr1,α that for any f ∈
Wr1,α
σm(f)p ≤ σm(Fr(x))p.
Thus,
σm(W
r
1,α)p = σm(Fr(x))p. (2.16)
We now prove some results on σm(Fr(x))p.
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Theorem 2.10. We have
σm(Fr(x))p ≍
{
m−r+1−1/p(logm)(d−1)(r−1+2/p), 1 < p ≤ 2, r > 1− 1/p,
m−r+1/2(logm)r(d−1), 2 ≤ p <∞, r > 1.
The upper bounds are provided by a constructive method Am(·, p, µ) based on
greedy algorithms.
Proof. We begin with the case 1 < p ≤ 2. The following error bound for ap-
proximation by the hyperbolic cross polynomials is known (see, for instance,
[16], p.38)
EQn(Fr)p := inf
t∈T (Qn)
‖Fr − t‖p ≪ 2
−n(r−1+1/p)n(d−1)/p. (2.17)
Taking into account that |Qn| ≍ 2
nnd−1 we obtain from (2.17) the required
upper bound in the case 1 < p ≤ 2. Thus, it remains to prove the matching
lower bound in the case 1 < p ≤ 2. Denote
θn := {s ∈ N
d : ‖s‖1 = n}, ∆Qn := ∪s∈θnρ(s).
Let Km := {k
j}mj=1 be given. Choose n such that it is the minimal to satisfy
|∆Qn| ≥ 4m.
Clearly
2nnd−1 ≍ m.
Denote
θ′n := {s ∈ θn : |Km ∩ ρ(s)| ≤ |ρ(s)|/2}.
Note that for s ∈ Nd we have |ρ(s)| = 2n. Then
(|θn| − |θ
′
n|)2
n/2 ≤ m ≤ |θn|2
n/4,
which implies
|θ′n| ≥ |θn|/2.
By Theorem 1.6, (1.5) with q = 2, 1 < p < 2, we obtain for any t =∑m
j=1 cje
i(kj ,x)
‖Fr − t‖p ≫

∑
s∈θ′n
‖δs(Fr − t)‖
p
22
n(p/2−1)


1/p
16
≫
∑
s∈θ′n
2pn(−r+1/2)2n(p/2−1)


1/p
≫ 2−n(r−1+1/p)n(d−1)/p.
This gives the required lower bound for 1 < p < 2. The above argument
gives the lower bound in the case p = 2 without use of Theorem 1.6 – it is
sufficient to use the Parseval identity.
We now proceed to the case 2 ≤ p <∞. Analysis here is similar to that
in the proof of Theorem 2.8. We get for
F lr :=
∑
‖s‖1=l
δs(Fr)
‖F lr‖A ≪ 2
−lr2lld−1.
The required upper bound follows from Lemma 2.1 with a = r−1 and b = 1.
The lower bound follows from the case p = 2.
In the same way as a modification of the proof of Theorem 2.8 gave
Theorem 2.9 the corresponding modification of the argument in the proof of
Theorem 2.10 gives the following result.
Theorem 2.11. We have
σm(Fr(x))∞ ≪ m
−r+1/2(logm)r(d−1)+1/2, r > 1.
The bounds are provided by a constructive method Am(·,∞, µ) based on greedy
algorithms.
We now proceed to classes Hrq and B
r
q,θ. Define
‖f‖Hrq := sup
s
‖δs(f)‖q2
r‖s‖1 ,
and for 1 ≤ θ <∞ define
‖f‖Br
q,θ
:=
(∑
s
(
‖δs(f)‖q2
r‖s‖1
)θ)1/θ
.
We will write Brq,∞ := H
r
q. With a little abuse of notation, denote the
corresponding unit ball
Brq,θ := {f : ‖f‖Brq,θ ≤ 1}.
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It will be convenient for us to use the following slight modification of
classes Brq,θ. Define
‖f‖Hr
q,θ
:= sup
n

 ∑
s:‖s‖1=n
(
‖δs(f)‖q2
r‖s‖1
)θ
1/θ
and
Hrq,θ := {f : ‖f‖Hrq,θ ≤ 1}.
The best m-term approximations of classes Brq,θ are studied in detail by
A.S. Romanyuk [12]. The following theorem was proved in [14] (see also [16],
Ch.4). The proofs from [14] and [16] are constructive.
Theorem 2.12. Let 1 < q ≤ p ≤ 2, r > β. Then
σm(H
r
q)p ≍ m
−r+β(logm)(d−1)(r−β+1/p)).
The following analog of Theorem 2.8 for classes Hrq was proved in [12].
The proof in [12] in the case p > 2 is not constructive.
Theorem 2.13. One has
σm(H
r
q)p ≍


m−r+β(logm)(d−1)(r−β+1/p), 1 < q ≤ p ≤ 2, r > β,
m−r+η(logm)(d−1)(r−1/q+1), 1 < q ≤ 2 ≤ p <∞, r > 1/q,
m−r(logm)(d−1)(r+1/2), 2 ≤ q ≤ p <∞, r > 1/2.
Proposition 2.1. The upper bounds in Theorem 2.13 are provided by a con-
structive method Am(·, p, µ) based on greedy algorithms.
Proof. The case p ≤ 2, which corresponds to the first line, follows from
Theorem 2.12. We now consider p ≥ 2. We get from the definition of classes
Hrq for 1 < q <∞ :
f ∈ Hrq ⇐⇒ ‖δs(f)‖q ≤ 2
−r‖s‖1 .
Next,
‖δs(f)‖A ≪ 2
‖s‖1/q‖δs(f)‖q.
Therefore, for f ∈ Hrq we obtain
‖fl‖A ≪ 2
−(r−1/q)lld−1.
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Applying Lemma 2.1 with a = r−1/q, b = 1 in the case 1 < q ≤ 2 ≤ p <∞,
we obtain required upper bounds. The upper bounds in the case 2 ≤ q ≤
p <∞ follow from the above case with q = 2. The lower bounds in the case
1 < q ≤ 2 ≤ p <∞ follow from Theorem 2.12.
The lower bounds in the case 2 ≤ q ≤ p < ∞ follow from known results
in [9] (see Theorem 2.18 below).
In the case p =∞ we have.
Theorem 2.14. We have
σm(H
r
q)∞ ≪
{
m−r+η(logm)(d−1)(r−1/q+1)+1/2, 1 < q ≤ 2, r > 1/q,
m−r(logm)(r+1/2)(d−1)+1/2, 2 ≤ q <∞, r > 1/2.
The upper bounds are provided by a constructive method Am(·,∞, µ) based
on greedy algorithms.
We now proceed to classes Brq,θ. There is the following extension of The-
orem 2.13 (see [12]).
Theorem 2.15. One has
σm(B
r
q,θ)p ≍ σm(H
r
q,θ)p
≍


m−r+β(logm)(d−1)(r−β+1/p−1/θ), 1 < q ≤ p ≤ 2, r > β,
m−r+η(logm)(d−1)(r−1/q+1−1/θ), 1 < q ≤ 2 ≤ p <∞, r > 1/q,
m−r(logm)(d−1)(r+1/2−1/θ), 2 ≤ q ≤ p <∞, r > 1/2.
Proposition 2.2. The upper bounds in Theorem 2.15 are provided by a con-
structive method based on greedy algorithms.
Proof. In the same way as Theorems 2.7 and 2.12 were proved in [16] one can
prove the following result for classes Brq,θ and H
r
q,θ in the case 1 ≤ q ≤ p ≤ 2,
p > 1:
σm(B
r
q,θ)p ≍ σm(H
r
q,θ)p ≍
(
(logm)d−1
m
)r−β
(logm)(d−1)(1/p−1/θ).
This proves the statement of Proposition 2.2 for the first relation in Theorem
2.15.
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We now consider p ≥ 2. We get from the definition of classes Hrq,θ for
1 < q <∞ :
f ∈ Hrq,θ ⇐⇒

 ∑
‖s‖1=l
‖δs(f)‖
θ
q


1/θ
≤ 2−rl.
Next,
‖fl‖A ≤
∑
‖s‖1=l
‖δs(f)‖A ≪ 2
l/q
∑
‖s‖1=l
‖δs(f)‖q
≪ 2l/ql(d−1)(1−1/θ)
∑
‖s‖1=l
(
‖δs(f)‖
θ
q
)1/θ
≪ 2−l(r−1/q)l(d−1)(1−1/θ).
Therefore, for f ∈ Hrq,θ we obtain
‖fl‖A ≪ 2
−(r−1/q)ll(d−1)(1−1/θ).
Applying Lemma 2.1 with a = r − 1/q and b = 1− 1/θ in the case 1 < q ≤
2 ≤ p <∞, we obtain required upper bounds. The upper bounds in the case
2 ≤ q ≤ p <∞ follow from the above case with q = 2. The lower bounds in
the case 1 < q ≤ 2 ≤ p <∞ follow from the case 1 < q ≤ 2, p = 2.
It was proved in [9] that
σm(H
r
∞ ∩ T (∆Qn))p ≫ m
−r(logm)(d−1)(r+1/2) (2.18)
with some n such that m ≍ 2nnd−1. It is easy to see that for any f ∈
Hr∞ ∩ T (∆Qn))p we have
‖f‖Br
q,θ
≪ n(d−1)/θ . (2.19)
Relations (2.18) and (2.19) imply the lower bound in the case 2 ≤ q ≤ p <∞.
In the case p =∞ we have.
Theorem 2.16. We have
σm(H
r
q,θ)∞ ≪
{
m−r+η(logm)(d−1)(r−1/q+1−1/θ)+1/2, 1 < q ≤ 2, r > 1/q,
m−r(logm)(r+1/2−1/θ)(d−1)+1/2 , 2 ≤ q <∞, r > 1/2.
The upper bounds in Theorem 2.16 are provided by a constructive method
Am(·,∞, µ) based on greedy algorithms.
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We formulate some known results in the case 1 < p ≤ q ≤ ∞.
Theorem 2.17. Let 1 < p ≤ q <∞, r > 0. Then
σm(W
r
q)p ≍ m
−r(logm)(d−1)r .
The upper bound in Theorem 2.17 follows from error bounds for approx-
imation by the hyperbolic cross polynomials (see [16], Ch.2, §2)
EQn(W
r
q, Lq)≪ 2
−rn, 1 < q <∞.
The lower bound in Theorem 2.17 was proved in [9].
The following result for Hrq classes is known.
Theorem 2.18. Let p ≤ q, 2 ≤ q ≤ ∞, 1 < p <∞, r > 0. Then
σm(H
r
q)p ≍ m
−r(logm)(d−1)(r+1/2).
The lower bound for all p > 1
σm(H
r
∞)p ≫ m
−r(logm)(d−1)(r+1/2)
was obtained in [9]. The matching upper bounds follow from approximation
by the hyperbolic cross polynomials (see [16], Ch.2, Theorem 2.2)
EQn(H
r
q)q := sup
f∈Hrq
EQn(f)q ≍ n
(d−1)/22−rn, 2 ≤ q <∞.
The following result for B classes was proved in [12].
Theorem 2.19. Let 1 < p ≤ q <∞, 2 ≤ q <∞, 1 < p <∞, r > 0. Then
σm(B
r
q,θ)p ≍ m
−r(logm)(d−1)(r+1/2−1/θ)+ .
3 Application of the entropy numbers
Let X be a Banach space and let BX denote the unit ball of X with the
center at 0. Denote by BX(y, r) a ball with center y and radius r: {x ∈ X :
‖x − y‖ ≤ r}. For a compact set A and a positive number ǫ we define the
covering number Nǫ(A) as follows
Nǫ(A) := Nǫ(A,X) := min{n : ∃y
1, . . . , yn : A ⊆ ∪nj=1BX(y
j, ǫ)}.
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For a compact A we define an ǫ-distinguishable set {x1, . . . , xm} ⊆ A as
a set with the property
‖xi − xj‖ > ǫ, for all i, j : i 6= j. (3.1)
Denote by Mǫ(A) := Mǫ(A,X) the maximal cardinality of ǫ-distinguishable
sets of a compact A. The following simple theorem is well known.
Theorem 3.1. For any compact set A we have
M2ǫ(A) ≤ Nǫ(A) ≤ Mǫ(A). (3.2)
Consider the entropy numbers ǫk(A,X):
ǫk(A,X) := inf{ǫ : ∃y
1, . . . , y2
k
∈ X : A ⊆ ∪2
k
j=1BX(y
j, ǫ)}.
The following theorem is from [29].
Theorem 3.2. Let a compact F ⊂ X be such that there exists a normalized
system D, |D| = N , and a number r > 0 such that
σk(F,D)X ≤ k
−r, m ≤ N.
Then for k ≤ N
ǫk(F,X) ≤ C(r)
(
log(2N/k)
k
)r
. (3.3)
We use the above theorem to prove the following lower bound for best
m-term approximations.
Theorem 3.3. In the case d = 2 the following lower bound holds for any
q <∞, r > 1/q
σm(W
r
q)∞ ≫ m
−r(logm)1/2.
Proof. We will use a special inequality from [20], which is called the Small
Ball Inequality. For an even number n define
Yn := {s = (2n1, 2n2), n1 + n2 = n/2}.
Then for any coefficients {ck}
‖
∑
s∈Yn
∑
k∈ρ(s)
cke
i(k,x)‖∞ ≥ C
∑
s∈Yn
‖
∑
k∈ρ(s)
cke
i(k,x)‖1, (3.4)
22
where C is a positive number. Inequality (3.4) plays a key role in the proof
of lower bounds for the entropy numbers.
Take any even n ∈ N, which will be chosen, depending on m, later.
Consider the following compact
F (Yn)∞ := {t =
∑
s∈Yn
ts : ts ∈ T (ρ(s)), ‖ts‖∞ ≤ 1}.
The known results on volumes of sets of Fourier coefficients of trigonometric
polynomials imply the following lemma (see [17] and [20]).
Lemma 3.1. There exist 2n2
n−1
functions fj ∈ F (Yn)∞, j = 1, . . . , 2
n2n−1
such that for i 6= j
‖fi − fj‖2 ≫ n
1/2.
We now show that for fj from Lemma 3.1 we have
‖fi − fj‖∞ ≫ n.
Indeed, for any f ∈ F (Yn)∞ we have
‖f‖22 =
∑
s∈Yn
‖ts‖
2
2 ≤
∑
s∈Yn
‖ts‖1‖ts‖∞ ≤
∑
s∈Yn
‖ts‖1.
It remains to apply the Small Ball Inequality (3.4). Therefore, for k = n2n−1
we get by Theorem 3.1
ǫk(F (Yn)∞)∞ ≫ log k.
We now use Theorem 3.2. We specify F := F (Yn)∞, D := {e
i(k,x) : ‖k‖∞ ≤
2n+1}, X := L∞. It is clear that for l ≥ dimT (Yn) ≍ n2
n ≍ k we have
σl(F,D) = 0.
Also, for any f ∈ F we have
‖f‖∞ ≤ n/2≪ log k.
Denote
B := max
l
lrσl(F,D)∞.
By Theorem 3.2 we obtain
log k ≪ Bnrk−r and B ≫ n−rkr log k.
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This implies that there is l ≍ k such that
σl(F,D)∞ ≫ n
−r log k ≍ (log k)1−r.
Next, it is clear that for any m
σm(F,D)∞ ≪ σm(F, T )∞.
Further, by Littlewood-Paley theorem there is c1(q) > 0 such that
c1(q)n
−1/22−rnF ⊂Wrq, q <∞.
This completes the proof.
4 Numerical Integration
4.1 Notations. The problem setting
Numerical integration seeks good ways of approximating an integral∫
Ω
f(x)dµ
by an expression of the form
Λ(f,Xm) :=
m∑
j=1
λjf(ξ
j), (4.1)
where Xm := {ξ
1, . . . , ξm}, ξj ∈ Ω, j = 1, . . . , m,. For a function class
W denote
Λ(W, Xm) := sup
f∈W
|
∫
Ω
f(x)dµ− Λ(f,Xm)|.
We are interested in dependence on m of the best m-knot error of numerical
integration
δm(W) := inf
λ1,...,λm;ξ1,...,ξm
Λ(W, Xm)
for some function classes W.
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4.2 Known lower bounds
The reader can find results and historical comments on numerical integration
of classes of functions with mixed smoothness in the book [22], Ch.4 and the
survey paper [26]. The following theorem was proved in [18].
Theorem 4.1. The following lower estimate is valid for any cubature for-
mula (Λ, Xm) with m knots (r > 1/p)
Λ(Wrp, Xm) ≥ C(r, d, p)m
−r(logm)
d−1
2 , 1 ≤ p <∞.
The proof of this theorem is based on Theorem 1.8 from Introduction.
Theorem 1.8 is used to prove the following assertion.
Lemma 4.1. Let the coordinates of the vector s be natural numbers and
‖s‖1 = n. Then for any N ≤ 2
n−1 and an arbitrary cubature formula (Λ, XN)
with N knots there is a ts ∈ T (2
s, d) such that ‖ts‖∞ ≤ 1 and
tˆs(0)− Λ(ts, XN) ≥ C(d) > 0. (4.2)
For a given m choose n such that
m ≤ 2n−1 < 2m.
Consider the polynomial
t(x) =
∑
‖s‖1=n
ts(x),
where ts are polynomials from Lemma 4.1 with N = m. Then
tˆ(0)− Λ(t, Xm) ≥ C(d)n
d−1. (4.3)
The proof of Theorem 4.1 was completed by establishing that
‖t‖Wrp ≪ ‖t‖Brp,2 ≪ 2
rnn(d−1)/2. (4.4)
Theorem 4.1 gives the same lower bound for different parameters 1 ≤ p <∞.
It is clear that the bigger the p the stronger the statement.
25
4.3 New lower bounds
We obtain lower bounds for numerical integration with respect to a special
class of knots. Let s = (s1, . . . , sd), sj ∈ N0, j = 1, . . . , d. We associate with
s a web W (s) as follows: denote
w(s,x) :=
d∏
j=1
sin(2sjxj)
and define
W (s) := {x : w(s,x) = 0}.
Definition 4.1. We say that a set of knots Xm := {ξ
i}mi=1 is an (n, l)-net if
|Xm \W (s)| ≤ 2
l for all s such that ‖s‖1 = n.
Theorem 4.2. For any cubature formula (Λ, Xm) with respect to a (n, n−1)-
net Xm we have
Λ(Wrp, Xm)≫ 2
−rnn(d−1)/2, 1 ≤ p <∞.
Proof. This proof is similar to that of Theorem 4.1 from [18]. Take s such
that ‖s‖1 = n and consider T (N, d) with Nj := 2
sj−1, j = 1, . . . , d. Then
dim T (N, d) ≥ 2‖s‖1 = 2n.
Let I(s) be a set of indexes such that
Xm \W (s) = {ξ
i}i∈I(s).
Then by our assumption |I(s)| ≤ 2n−1. Consider
Ψ(s) := {t ∈ T (N, d) : t(ξi) = 0, i ∈ I(s)}.
Then dimΨ(s) ≥ 2n−1. By Theorem 1.8 we find t1
s
∈ Ψ(s) such that ‖t1
s
‖∞ =
1 and ‖t1
s
‖2 ≥ c(d) > 0. Consider
t(x) :=
∑
‖s‖1=n
ts(x), ts(x) := |t
1
s
(x)|2w(s,x)2.
We have
t1
s
(x)w(s1, x1)
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= (2i)−1

 ∑
k:|kj |≤2
sj−1
tˆ1
s
(k)ei(k,x)+i2
s1x1 +
∑
k:|kj |≤2
sj−1
tˆ1
s
(k)ei(k,x)−i2
s1x1

 .
and
‖t1
s
(x)w(s1, x1)‖
2
2 = 2
−1‖t1
s
‖22.
Therefore,
‖t1
s
(x)w(s,x)‖22 = 2
−d‖t1
s
‖22 ≥ c1(d) > 0.
Then relation (4.3) is obviously satisfied for our t. Relation (4.4) is proved
in the same way as it was proved in [18].
The example that was constructed in the proof of Theorem 4.1 (see above)
provides the lower bound for the Besov-type classes. Other proof of Theorem
4.3 is given in [5].
Theorem 4.3. The following lower estimate is valid for any cubature for-
mula (Λ, Xm) with m knots (r > 1/p)
Λ(Brp,θ, Xm) ≥ C(r, d, p)m
−r(logm)(d−1)(1−1/θ), 1 ≤ p ≤ ∞, 1 ≤ θ ≤ ∞.
Indeed, the proof of (4.4) from [18] implies
‖t‖Br
p,θ
≪ 2rnn(d−1)/θ . (4.5)
In the same way the proof of Theorem 4.2 gives the following result.
Theorem 4.4. For any cubature formula (Λ, Xm) with respect to a (n, n−1)-
net Xm we have
Λ(Brp,θ, Xm)≫ 2
−rnn(d−1)(1−1/θ), 1 ≤ p ≤ ∞.
We note that Theorems 4.2 and 4.4 provide lower bounds for numerical
integration with respect to sparse grids and their modifications. For n ∈ N
we define the sparse grid SG(n) as follows
SG(n) := {ξ(n,k) = (πk12
−n1, . . . , πkd2
−nd),
0 ≤ kj < 2
nj , j = 1, . . . , d, ‖n‖1 = n}.
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Then it is easy to check that SG(n) ⊂W (s) with any s such that ‖s‖1 = n.
Indeed, let ξ(n,k) ∈ SG(n). Take any s with ‖s‖1 = n. Then ‖s‖1 = ‖n‖1
and there exists j such that sj ≥ nj . For this j we have
sin 2sjξ(n,k)j = sin 2
sjπkj2
−nj = 0 and w(s, ξ(n,k) = 0.
This means that SG(n) is an (n, l)-net for any l. We note that |SG(n)| ≍
2nnd−1. It is known (see [15]) that there exists a cubature formula (Λ, SG(n))
such that
Λ(Hrp, SG(n))≪ 2
−rnnd−1, 1 ≤ p ≤ ∞, r > 1/p. (4.6)
Theorem 4.4 with θ = ∞ shows that the bound (4.6) is sharp. Moreover,
Theorem 4.4 shows that even an addition of extra 2n−1 arbitrary knots to
SG(n) will not improve the bound in (4.6). In the case Xm = SG(n) other
proof of Theorem 4.4 is given in [5].
5 Approximate recovery
Consider the following recovering operator. For fixed m, Xm := {ξ
j}mj=1, and
ψ1(x), . . . , ψm(x) define the linear operator
Ψ(f,Xm) :=
m∑
j=1
f(ξj)ψj(x).
For a function class W define
Ψ(W, Xm)p := sup
f∈W
‖f −Ψ(f,Xm)‖p.
The main result of this section is the following theorem.
Theorem 5.1. For any recovering operator Ψ(·, Xm) with respect to a
(n, n− 1)-net Xm we have for 1 ≤ q < p <∞
Ψ(Hrq, Xm)p ≫ 2
−n(r−β)n(d−1)/p, β := 1/q − 1/p.
Before proceeding to the proof of this theorem we make some historical
comments. The problem of optimal recovery on classes of functions with
mixed smoothness is wide open. Denote for a class W
̺m(W)p := inf
Xm;ψ1,...,ψm
Ψ(W, Xm)p.
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The right order of this characteristic is known only in a few cases. It was
established in [19] that
̺m(W
r
2)∞ ≍ m
−r+1/2(logm)r(d−1). (5.1)
The upper bound in (5.1) was obtained by recovering with the Smolyak-
type operator Tn with appropriate n. The operator Tn uses the sparse grid
SG(n+d) and ψj ∈ T (Qn+d). The operator Tn and its variants were studied
in many papers. It is proved in [15] that for any f ∈ Hrp, 1 ≤ p ≤ ∞, r > 1/p
‖f − Tn(f)‖p ≪ 2
−rnnd−1. (5.2)
The following bound is obtained in [22], Ch.4, Section 5, Remark 2: for any
f ∈ Hrq, 1 ≤ q < p <∞, r > 1/q
‖f − Tn(f)‖p ≪ 2
−n(r−β)n(d−1)/p. (5.3)
The upper bound (5.2) and the lower bound for the Kolmogorov width from
[21]: for d = 2
dm(H
r
∞, L∞) ≍ m
−r(logm)r+1
imply for d = 2
̺m(H
r
∞)∞ ≍ m
−r(logm)r+1. (5.4)
The upper bound (5.3) and known bounds for the Kolmogorov width (see,
for instance, [16], Ch.3): for 1 ≤ q ≤ 2, r > 1/q
dm(H
r
q, L2) ≍ m
−r+η(logm)(d−1)(r+1−1/q), η := 1/q − 1/2.
imply for 1 ≤ q ≤ 2, r > 1/q
̺m(H
r
q)2 ≍ m
−r+η(logm)(d−1)(r+1−1/q). (5.5)
As we already pointed out above Tn(f) ∈ T (Qn+d). Thus Tn provides ap-
proximation from the hyperbolic cross T (Qn+d). The upper bound (5.3) and
known bounds for the best hyperbolic cross approximation (see, for instance,
[16], Ch.2, Theorem 2.2) show that for 1 ≤ q < p <∞, r > 1/q, the operator
Tn provides optimal in the sense of order rate of approximation for H
r
q in the
Lp.
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Proof of Theorem 5.1. We use the polynomials t1
s
constructed in the
proof of Theorem 4.2. We also need some more constructions. Let
KN(x) :=
∑
|k|≤N
(
1− |k|/N
)
eikx =
(
sin(Nx/2)
)2 / (
N(sin(x/2)
)2)
be a univariate Feje´r kernel. The Feje´r kernel KN is an even nonnegative
trigonometric polynomial in T (N − 1). From the obvious relations
‖KN‖1 = 1, ‖KN‖∞ = N
and the inequality
‖f‖q ≤ ‖f‖
1/q
1 ‖f‖
1−1/q
∞
we get
CN1−1/q ≤ ‖KN‖q ≤ N
1−1/q, 1 ≤ q ≤ ∞. (5.6)
In the multivariate case define
KN(x) :=
d∏
j=1
KNj (xj), N = (N1, . . . , Nd).
Then the KN are nonnegative trigonometric polynomials from T (N − 1, d)
which have the following properties:
‖KN‖1 = 1, (5.7)
‖KN‖q ≍ ϑ(N)
1−1/q, 1 ≤ q ≤ ∞. (5.8)
For n of the form n = 4l, l ∈ N, define
Y (n, d) := {s : s = (4l1, . . . , 4ld), l1+· · ·+ld = n/4, lj ∈ N, j = 1, . . . , d}.
Define for s ∈ Y (n, d)
ts(x) := t
1
s
(x)K2s−2(x− x
∗),
where x∗ is a point of maximum of |t1
s
(x)|. Finally, define
t(x) :=
∑
s∈Y (n,d)
ts(x)w(s,x).
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Then we have
|ts(x
∗| ≫ 2n
and, therefore, by Nikol’skii’s inequality
‖ts‖2 ≫ 2
n/2.
It follows from our definition of Y (n, d) that polynomials ts(x)w(s,x), s ∈
Y (n, d), form an orthogonal system. This implies
‖t‖22 ≫ 2
nnd−1. (5.9)
Take any p ∈ (1,∞) and by Theorem 1.6 estimate
‖t‖p′ ≪

 ∑
s∈Y (n,d)
‖ts‖
p′
1 2
‖s‖1(p′−1)


1/p′
≪ 2n/pn(d−1)/p
′
. (5.10)
Relations (5.9) and (5.10) imply
‖t‖p ≫ 2
n(1−1/p)n(d−1)/p. (5.11)
It is clear that
‖t‖Hrq ≪ 2
n(r+1−1/q). (5.12)
Bounds (5.11) and (5.12) imply the required in Theorem 5.1 bound. Theorem
5.1 is proved.
The inequaality
‖t‖Br
q,θ
≪ 2n(r+1−1/q)n(d−1)/θ
and (5.11) imply the following result.
Theorem 5.2. For any recovering operator Ψ(·, Xm) with respect to a
(n, n− 1)-net Xm we have for 1 ≤ q < p <∞, r > β,
Ψ(Brq,θ, Xm)p ≫ 2
−n(r−β)n(d−1)(1/p−1/θ), β := 1/q − 1/p.
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6 Discussion
As we stressed in the title and in the Introduction we are interested in con-
structive methods of m-term approximation with respect to the trigonomet-
ric system. Theorem 1.1, basically, solves this problem for approximation in
Lp, 2 ≤ p < ∞. We do not have a similar result for approximation in Lp,
1 < p < 2. The corresponding Lebesgue-type inequality from [30] gives for
1 < p < 2
‖fC(t,p,d)mp′−1 log(m+1)‖p ≤ Cσm(f)p,
which is much weaker than Theorem 1.1. It would be interesting to obtain
good Lebesgue-type inequalities in the case 1 < p < 2 for either the WCGA
or for some other constructive methods.
Main results of this paper are on the m-term approximation in the case
2 ≤ p ≤ ∞. For p ∈ [2,∞) the situation is very good: we have a universal
algorithm (WCGA), which provides almost optimal (up to extra (logm)C(r,d)
factor) m-term approximation for all classes Wrq , H
r
q, and B
r
q,θ. Also, there
are constructive methods, based on greedy algorithms, which provide the
optimal rate for the above classes. However, the upper bounds in, say, The-
orem 1.4 hold for smoothness r larger than the one required for embedding
of Wrq into Lp. It would be interesting to find constructive methods, which
provide right orders of decay of σm(W
r
q)p, σm(H
r
q)p, and σm(B
r
q,θ)p for small
smoothness.
The case p = ∞ (approximation in the uniform norm) is a very inter-
esting and difficult case. The space C(Td) is not a smooth Banach space.
Therefore, the existing greedy approximation theory does not apply directly
in the case of approximation in L∞. In particular, there is no analog of The-
orem 1.1 in the case p = ∞. However, for the function classes with mixed
smoothness there is a way around this problem. As it is demonstrated in
the proof of Theorem 2.4 we can use greedy algorithms in Lp with large p
to obtain bounds on m-term approximation in L∞. The price we pay for
this trick is an extra (logm)1/2 factor in the error bound. This extra factor
results from the factor p1/2 in the error bounds of approximation by greedy
algorithms in Lp, 2 ≤ p < ∞ (see Remark 2.1 and Theorem 2.2). An extra
(logm)1/2 appears, as a result of different techniques, in other upper bounds
of asymptotic characteristics of classes of functions with mixed smoothness,
when we go from p <∞ to p =∞ (see, for instance, [28], Ch.3, Section 3.6).
Unfortunately, we do not have matching lower bounds for our upper bounds
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for m-term approximation in L∞. A very special case in Theorem 3.3 could
be interpreted as a hint that we cannot get rid of that extra (logm)1/2 for
approximation in L∞.
We discussed isotropic classes of functions with mixed smoothness. Isotropic
means that all variables play the same role in the definition of our smooth-
ness classes. In the hyperbolic cross approximation theory anisotropic classes
of functions with mixed smoothness are of interest and importance. We give
the corresponding definitions. Let r = (r1, . . . , rd) be such that 0 < r1 =
r2 = · · · = rν < rν+1 ≤ rν+2 ≤ · · · ≤ rd with 1 ≤ ν ≤ d. For x = (x1, . . . , xd)
denote
Fr(x) :=
d∏
j=1
Frj (xj)
and
Wrp := {f : f = ϕ ∗ Fr, ‖ϕ‖p ≤ 1}.
We now proceed to classes Hrq and B
r
q,θ. Define
‖f‖Hrq := sup
s
‖δs(f)‖q2
(r,s),
and for 1 ≤ θ <∞ define
‖f‖Br
q,θ
:=
(∑
s
(
‖δs(f)‖q2
(r,s)
)θ)1/θ
.
We will write Brq,∞ := H
r
q. Denote the corresponding unit ball
Brq,θ := {f : ‖f‖Brq,θ ≤ 1}.
It is known that in many problems of estimating asymptotic characteristics
the anisotropic classes of functions of d variables with mixed smoothness
behave in the same way as isotropic classes of functions of ν variables (see,
for instance, [16]). It is clear that the above remark holds for the lower
bounds. To prove it for the upper bounds one needs to develop, in some
cases, a special technique. The techniques developed in this paper work for
the anisotropic classes as well. For instance, the main Lemma 2.1 is replaced
by the following lemma.
33
Lemma 6.1. Denote r := r1. Define for f ∈ L1
fl,r :=
∑
s:rl≤(r,s)<r(l+1)
δs(f), l ∈ N0.
Consider the class
Wr,a,bA := {f : ‖fl,r‖A ≤ 2
−all(ν−1)b}.
Then for 2 ≤ p < ∞ and a > 0 there is a constructive method based on
greedy algorithms, which provides the bound
σm(W
r,a,b
A )p ≪ m
−a−1/2(logm)(ν−1)(a+b). (6.1)
For p =∞ we have
σm(W
r,a,b
A )∞ ≪ m
−a−1/2(logm)(ν−1)(a+b)+1/2. (6.2)
Proposition 6.1. Results of Section 2 hold for the anisotropic classes of
functions with mixed smoothness with r = r1 and d replaced by ν.
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