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Abstract
Suppose that particle detectors are placed along a Cauchy surface Σ in Minkowski
space-time, and consider a quantum theory with fixed or variable number of par-
ticles (i.e., using Fock space or a subspace thereof). It is straightforward to guess
what Born’s rule should look like for this setting: The probability distribution of
the detected configuration on Σ has density |ψΣ|2, where ψΣ is a suitable wave
function on Σ, and the operation | · |2 is suitably interpreted. We call this state-
ment the “curved Born rule.” Since in any one Lorentz frame, the appropriate
measurement postulates referring to constant-t hyperplanes should determine the
probabilities of the outcomes of any conceivable experiment, they should also im-
ply the curved Born rule. This is what we are concerned with here: deriving
Born’s rule for Σ from Born’s rule in one Lorentz frame (along with a collapse
rule). We describe two ways of defining an idealized detection process, and prove
for one of them that the probability distribution coincides with |ψΣ|2. For this
result, we need two hypotheses on the time evolution: that there is no interaction
faster than light, and that there is no creation of particles from the Fock vacuum.
The wave function ψΣ can be obtained from the Tomonaga–Schwinger equation, or
from a multi-time wave function by inserting configurations on Σ. Thus, our result
establishes in particular how multi-time wave functions are related to detection
probabilities.
Key words: detection probability; particle detector; Tomonaga-Schwinger equa-
tion; interaction locality; multi-time wave function; spacelike hypersurface.
1 Introduction
1.1 The Curved Born Rule
The usual Born rule of non-relativistic quantum mechanics for a system of N particles
states that, if we detect the particles at time t, then the probability to find them in
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infinitesimal regions d3xi around xi ∈ R3, i = 1, . . . , N , is given by
ρt(x1, . . . ,xN) d
3x1 · · · d3xN = |ψt(x1, . . . ,xN)|2 d3x1 · · · d3xN , (1)
where ψt is the wave function determined by Schro¨dinger’s equation. In relativistic
space-time, this formulation of Born’s rule evidently refers to a particular Lorentz frame.
Thus, relativity demands a generalization of the statement, a generalization in which
the role of constant-time hypersurfaces is played by spacelike hypersurfaces or, more
precisely, Cauchy surfaces.1
Hints for how to formulate such a generalization can be obtained from the familiar
Dirac equation for a single particle in Minkowski space-time M. By restricting a solution
ψ(x), x ∈ M, to arguments x ∈ Σ on a Cauchy surface Σ, we obtain a wave function
ψΣ associated with Σ, and the Dirac equation can be regarded as defining a unitary
evolution between Hilbert spaces associated with different Cauchy surfaces Σ and Σ′,
i.e, a unitary isomorphism [5]
UΣ
′
Σ : HΣ →HΣ′ , ψΣ 7→ ψΣ′ . (2)
Explicitly, the Hilbert spaces HΣ are given by suitable L2 spaces of functions Σ → C4
with inner product
〈ψΣ|χΣ〉 =
∫
Σ
d3xψΣ(x) γ
µnµ(x)χΣ(x), (3)
where d3x is the volume relative to the 3-metric on Σ, and nµ(x) is the future-pointing
unit normal vector field on Σ. The previous wave function ψt(x) is contained in this
scheme as the wave function ψΣt(x) associated with the horizontal surface
Σt = {x ∈M : x0 = t} . (4)
In this case, nµ(x) = (1, 0, 0, 0); using ψγ
0 = ψ†, we obtain that
〈ψΣt|ψΣt〉 =
∫
R3
d3x |ψt(x)|2 =
∫
R3
d3x ρt(x) (5)
with |ψ|2 := ∑4s=1 |ψs|2, summing over the spin components of ψ. This suggests that
the natural analog of ρt(x) for any Cauchy surface Σ, in fact the probability density on
Σ, is given by
ρΣ(x) = ψΣ(x) γ
µnµ(x)ψΣ(x) . (6)
The right-hand side is non-negative and, in fact, equal to |ψΣ(x)|2 relative to the basis
of spin space associated with the Lorentz frame tangent to Σ at x. Put differently, the
right-hand side of (6) is “|ψ|2 suitably interpreted.”
1A Cauchy surface [2, 40] is a subset Σ of Minkowski space-time M which is intersected by every
inextensible causal (i.e., non-spacelike) curve exactly once. Some authors [26] use here “timelike curve”;
the difference is that we do not allow Cauchy surfaces to contain any lightlike line segment. Still, some
tangent vectors to Σ can be lightlike.
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For several Dirac particles, the natural analog reads
ρΣ(x1, . . . , xN) = ψΣ(x1, . . . , xN)
[
γµ1 nµ1(x1)⊗ · · · ⊗ γµN nµN (xN)
]
ψΣ(x1, . . . , xN) (7)
with ψΣ : Σ
N → (C4)⊗N , and
〈ψΣ|χΣ〉 =
∫
ΣN
d3x1 · · · d3xN ψΣ(x1, . . . , xN)×
× [γµ1 nµ1(x1)⊗ · · · ⊗ γµN nµN (xN)]χΣ(x1, . . . , xN) . (8)
This suggests a generalized version of Born’s rule in relativistic space-time that we can
roughly formulate as follows.
The curved Born rule. If we place ideal detectors along an arbitrary (curved) Cauchy
surface Σ, then the probability distribution of the detected particle configuration has
density (relative to the volume defined by the 3-metric on Σ) given by
ρΣ(x1, . . . , xN) = |ψΣ(x1, . . . , xN)|2 , (9)
with | · |2 suitably interpreted as in (7) and ψΣ the wave function associated with Σ. We
call this distribution the “curved Born distribution.”
This formulation is meant to include the possibility of a variable particle number N ,
as may arise from the creation and annihilation of particles, with nonzero probabilities
for several values of N . To this end, we may take both ρΣ and ψΣ to be defined on a
configuration space of a variable number of particles, as we will define in (10) below,
corresponding, e.g., to a wave function from Fock space.
Moreover, we expect the curved Born rule to be equally valid in curved space-time,
although we limit our considerations here to Minkowski space-time.
Two questions arise. 1. Can we say with reasonable generality how ψΣ should
be defined if we are given a Hamiltonian and an initial wave function on the surface
Σ0 = {x0 = 0}?, and 2. Can we prove (or derive) the curved Born rule? In this paper,
we will say a bit about the first question (more in subsequent work) and a lot about the
second.
We note that results such as Malament’s theorem [18, 17] seem to preclude the
existence of ideal particle detectors under conditions related to the non-occurrence of
negative energies. We regard our results as a first step for simple model quantum
field theories (examples will be given below) where we do not worry about negative
energies, so Malament’s theorem does not apply. In the case of exclusively positive
energies we expect that it implies fundamental limitations to the accuracy of detectors,
which complicate the situation. Here, we leave such complications aside and assume
the existence of ideal detectors on horizontal surfaces. We focus on the study of ideal
detectors as a question of interest in its own right that needs to be covered first.
The standard measurement rules of quantum theory, which specify the probabilities
of possible outcomes and how to collapse the wave function after a given outcome, refer
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to the equal-time wave function ψt relative to a fixed Lorentz frame, but they can in
principle be applied to arbitrary experiments, including our experiment of detection
on Σ. Our main goal in this paper is to justify the curved Born rule from equal-time
measurement rules. As we will explain shortly, several different such justifications are
possible, corresponding to different concepts of ideal detectors and different ways of
approaching a curved surface Σ as a limit.
1.2 The Curved Born Rule as a Theorem
Let us outline the mathematical framework (to be detailed in Sections 3 and 5) in which
the curved Born rule can be formulated as a theorem. It comprises three ingredients: 1.
Hilbert spaces and their relation to space-time configurations via a PVM (projection-
valued measure [33]), 2. properties of the dynamics, and 3. measurement postulates.
1.2.1 Hilbert Space and PVM
As the first ingredient, we assume that a Hilbert space HΣ is associated with every
Cauchy surface Σ. These Hilbert spaces may contain states of one or several species of
particles, and of a fixed or variable number of particles (such as for a Fock space). We
construct a configuration space Γ(Σ) for every Σ as follows. For any set R, let
Γ(R) := {q ⊂ R : #q <∞} (10)
be the set of all finite subsets, and
Γn(R) := {q ⊂ R : #q = n} ⊂ Γ(R) (11)
its n-particle sector for n ∈ N0. We regard Γ(Σ) as the set of all unordered configurations
of a variable number of particles in Σ. (For some purposes, it is convenient to use ordered
configurations (x1, . . . , xn) and for others unordered ones {x1, . . . , xn}; see Section 3.1
for comments about switching between the two.) For what follows, we note that for any
disjoint sets A,B,
Γ(A ∪B) ∼= Γ(A)× Γ(B) (12)
in the sense that there is an (obvious) canonical identification mapping q 7→ (q∩A, q∩B)
between the two spaces. In the following, we will make this identification whenever
convenient and simply write = instead of ∼=.
We assume further that for every Cauchy surface Σ we are given a PVM PΣ on the
configuration space Γ(Σ) acting on the Hilbert space HΣ; PΣ represents the “configura-
tion observable.”2 Given any ψΣ ∈HΣ with ‖ψΣ‖ = 1, the probability measure
PψΣ(S) = ‖PΣ(S)ψΣ‖2 (13)
2Should HΣ contain states of several (say, m) species of particles, it would also be possible to take
Γ(Σ)m as the configuration space, but for simplicity we do not distinguish between different species in
the configuration and take PΣ to be suitably projected so as to be defined on Γ(Σ), as described in
Remark 9 in Section 3.2 below.
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on configuration space Γ(Σ) is the general version of the |ψ|2 distribution as in
PψΣ(S) =
∫
S
dq |ψΣ(q)|2 , (14)
as elucidated further in Section 3.2 (see particularly Remarks 15 and 17). For example, if
H (1)Σ is the 1-particle Hilbert space of Dirac wave functions Σ→ C4 with inner product
(3), and if HΣ = Γ−(H
(1)
Σ ) is the fermionic Fock space over H
(1)
Σ , then HΣ is naturally
equipped with such a PVM PΣ. In quantum field theories, PΣ could be regarded as
arising from the simultaneous diagonalization of all particle number operators, which in
turn could be defined in terms of the field operators [13, Sec. 6.8].
1.2.2 Unitary Dynamics
As the second ingredient, the dynamics is given by unitary isomorphisms UΣ
′
Σ : HΣ →
HΣ′ for every pair of Cauchy surfaces Σ,Σ′; that is,
ψΣ′ = U
Σ′
Σ ψΣ . (15)
We require that
UΣ
′′
Σ′ U
Σ′
Σ = U
Σ′′
Σ and U
Σ
Σ = IΣ (16)
(with IΣ the identity on HΣ).
The hypersurface evolution mappings UΣ
′
Σ are, more or less, the same as the ones
defined by the well-known Tomonaga-Schwinger equation, except that the latter is for-
mulated in the interaction picture, whereas a hypersurface evolution can correspond as
well to the Schro¨dinger or the Heisenberg picture; see Remark 14 in Section 3.2 and
Section 4.2 for details. Moreover, many relevant examples of mappings UΣ
′
Σ can be ex-
tracted from the dynamics of multi-time wave functions [7, 1, 9, 29, 20]; an overview is
given in [24]; see also Section 4.3 below. A multi-time wave function is, in the variable
particle number case, a spinor-valued function φ on the set of spacelike configurations,
i.e., (if we regard configurations as unordered) on
S =
{
q ⊂M : #q <∞ and (x− y)2 < 0 for all x, y ∈ q with x 6= y
}
, (17)
where (x − y)2 = (xµ − yµ)(xµ − yµ) denotes the Minkowski square (using the metric
signature +−−−). Denoting the restriction of a function f to arguments in the set X
by f |X , ψΣ is given by
ψΣ = φ|Γ(Σ) , (18)
and UΣ
′
Σ is given by the map φ|Γ(Σ) 7→ φ|Γ(Σ′). Thus, the curved Born rule expresses the
probabilities on Σ in terms of the multi-time wave function φ.
We say that a hypersurface evolution is defined by specifying a family of Hilbert
spaces HΣ, a family of PVMs PΣ, and a family of time evolution operators UΣ
′
Σ as
described with the following three additional properties:
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(i) PΣ is absolutely continuous:
PΣ(S) = 0 (19)
for every set S ⊂ Γ(Σ) of measure zero (see Section 3 for details).
(ii) Unique vacuum:
The vacuum subspace, rangePΣ({∅}), is 1-dimensional. (20)
Note that PΣ(∅) = 0 whereas PΣ({∅}) is the projection associated with the vacuum
configuration; that is because ∅ as a subset of Γ(Σ) contains no configuration
whereas ∅ ∈ Γ(Σ) denotes the 0-particle configuration. Note also that while the
word “vacuum” is often used for “ground state,” we use it here for states with
particle number 0, such as the Fock vacuum.
(iii) Factorization of the PVM. For any Cauchy surface Σ and any3 subset A ⊆ Σ,
there is an associated Hilbert space HA and a PVM PA on Γ(A) acting on HA
such that, for any A,B ⊆ Σ with A ∩B = ∅,
HA∪B ∼= HA ⊗HB (21)
(where ∼= means unitarily equivalent; we will make this identification whenever
convenient and simply write = instead of ∼=) and
PA∪B(SA × SB) = PA(SA)⊗ PB(SB) (22)
for all SA ⊆ Γ(A) and SB ⊆ Γ(B).
All three conditions are familiar from Fock spaces (see Section 3.2 for details); in
particular, they are fulfilled ifHΣ is the Fock space Γ−(H
(1)
Σ ) mentioned above with the
natural PVM. From (ii) and (iii) it follows that also in every HA, the range of PA({∅})
is 1-dimensional, as PΣ({∅}) = PA({∅})⊗ PΣ\A({∅}).
We abbreviate a given hypersurface evolution as E = (H◦, P◦, U◦◦ ), with the ◦ symbol
as a placeholder for Cauchy surfaces. In terms of a hypersurface evolution, the curved
Born rule can abstractly be stated as saying that a configuration in the set S ⊆ Γ(Σ) is
found with probability
Pψ(S) =
∥∥PΣ(S)UΣΣ0ψ0∥∥2 (23)
with ψ0 the initial datum on Σ0.
For deriving the curved Born rule, we need the following two assumptions on the
hypersurface evolution, (IL) and (FS).
3All sets considered in this paper are measurable, and when we speak about “any subset” we mean
“any measurable subset.” The relevant σ-algebras are specified in the beginning of Section 3.
6
Figure 1: Example of the hypersurfaces appearing in the definition of “interaction lo-
cality.”
Figure 2: Illustration of grown and shrunk sets of A ⊂ Σ with respect to Σ′.
(IL) Interaction locality. Let Σ,Σ′ be two Cauchy surfaces and A ⊆ Σ ∩ Σ′ (see Fig-
ure 1). Then the evolution operator UΣ
′
Σ acts as the identity on HA, i.e., there
exists a unitary isomorphism U
Σ′\A
Σ\A such that
UΣ
′
Σ = IA ⊗ UΣ
′\A
Σ\A . (24)
The operator U
Σ′\A
Σ\A does not depend on A except through Σ \A and Σ′ \A; that
is, if Σ˜ and Σ˜′ are two further Cauchy surfaces, A˜ ⊆ Σ˜ ∩ Σ˜′, Σ˜ \ A˜ = Σ \ A, and
Σ˜′ \ A˜ = Σ′ \ A, then U Σ˜′\A˜
Σ˜\A˜ = U
Σ′\A
Σ\A .
Intuitively, (IL) expresses that there is no interaction between spacelike separated
regions. Our second assumption, formulated as (FS) below, characterizes in terms of
a given hypersurface evolution what it means to say that wave functions propagate no
faster than light. To formulate (FS), we need to prepare with a couple of definitions.
Definition 1. Let Σ,Σ′ be Cauchy surfaces and A ⊆ Σ. We then define the grown set
of A in Σ′ as (see Figure 2)
Gr(A,Σ′) = [future(A) ∪ past(A)] ∩ Σ′. (25)
Similarly, we define the shrunk set of A in Σ′ as:
Sr(A,Σ′) = {x′ ∈ Σ′ : Gr({x′},Σ) ⊆ A}. (26)
Since future(A) ∪ past(A) is also called the “domain of influence” of A, Gr(A,Σ′)
is the intersection of the domain of influence of A with Σ′. Likewise, Sr(A,Σ′) is the
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intersection of the domain of dependence of A [40] with Σ′. In particular, Sr(A,Σ′) does
not depend on which Cauchy surface Σ we regard A as a part of. Neither does Gr(A,Σ′).
Note also that
Sr(A,Σ′) = Gr(Ac,Σ′)c = Σ′ \Gr(Σ \ A,Σ′) . (27)
Finally, we note that in curved space-time, where Gr(A,Σ′) and Sr(A,Σ′) can be defined
in the same way, the name “grown” should not be taken to imply that Gr(A,Σ′) had
larger diameter in terms of the metric than A.
Definition 2. Given a hypersurface evolution E , we say that ψΣ ∈HΣ is concentrated
in A ⊆ Σ iff
PΣ(∀(A))ψΣ = ψΣ , (28)
that is, iff ψΣ ∈ rangePΣ(∀(A)).
We are now ready to formulate our second assumption on the given hypersurface
evolution E :
(FS) Finite propagation speed. The following is true for all Cauchy surfaces Σ,Σ′ and
all subsets A ⊆ Σ: whenever ψΣ is concentrated in A, then ψΣ′ = UΣ′Σ ψΣ is
concentrated in Gr(A,Σ′).
We note that (FS) can equivalently be characterized by saying that the support of a
wave function in configuration space grows at most at the speed of light. (This condition
needs a careful formulation; in the case of conserved particle number, such a formulation
is given in [28, Section 7.1].)
Non-trivial interacting models which satisfy these two postulates (when re-formulated
as a hypersurface evolution) have, for example, been developed in the context of multi-
time wave functions [20, 22, 23, 29, 31]; see Section 4 for more detail.
1.2.3 Detection Process
As the third and final ingredient of the derivation of the curved Born rule, we need
to give an appropriate definition of a detection process along Σ. This term is used
here to refer to the alternating use of unitary dynamics (between “detections”) and
the projection postulate (for the “detections”). Our goal is to justify the curved Born
rule using measurement postulates only for equal times, i.e., horizontal surfaces. We
therefore need to approximate Σ by flat pieces of hypersurfaces in a suitable way. Once
a definition of a detection process is given, the curved Born rule can be obtained as a
theorem. It turns out that there are at least two different ways of defining a detection
process, both leading to the curved Born rule:
1. Approximating Σ by flat pieces of hyperplanes as in Figure 3(a), and considering
detectors on the flat pieces.
2. Approximating Σ by horizontal pieces relative to a preferred Lorentz frame as in
Figure 3(b), and considering detectors on the horizontal pieces.
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Figure 3: Possible discretization schemes of Σ. The time dimension is drawn vertically,
space horizontally. (a) Approximation by arbitrary pieces of hyperplanes. (b) Approx-
imation by pieces of equal-time surfaces. The dashed lines at 45◦ correspond to light
cones.
The first approach shall be explored in subsequent work and only briefly outlined
here. It corresponds more to the way detectors work physically. In the first approach we
assume, in addition to (IL) and (FS), invariance under the Poincare´ group (i.e., Lorentz
transformations and space-time translations). Specifically, we suppose that the Born
rule and its associated collapse rule hold, not only on the horizontal hyperplanes Σt, but
in every Lorentz frame and thus on every (tilted) hyperplane. More precisely, we suppose
that we can carry out a quantum measurement of whether or not the observed system
contains any particles in a chosen region R of any hyperplane.4 Then (IL) and (FS) will
allow us to compute also for any piecewise-flat Cauchy surface [as the approximating
hypersurface in Figure 3(a)] the joint probability distribution of all detection results,
and thus to conclude a Born rule for such surfaces. Next, a limiting process will extend
the Born rule to every Cauchy surface.
The second approach, which we study in this paper, is based on approximating Σ
by horizontal pieces Bk relative to a preferred frame as in Figure 3(b). Here, we assume
that for a subset Bk` of a horizontal piece Bk, we can carry out an ideal (projective)
quantum measurement of whether there is a particle in Bk`, with the probabilities of
outcomes given by the Born rule on Bk and the corresponding collapse rule for the
post-measurement wave function. As ∪kBk` approaches a set P` ⊆ Σ, we define the
probability p` of finding a particle in P` to be the limiting probability of finding a
particle in Bk` for any k. This approach has the advantage of deriving the curved Born
rule directly from the “horizontal Born rule” and the horizontal collapse rule. A difficulty
here that requires some attention is that the same particle could be registered twice by
different detectors, say on Bk` and Bk+1,`+1, as depicted in Figure 4. We make it part
of the definition of p` that double detections are excluded. We exclude them by tracing
out any particles after they have passed one of the Bk; physically, this would more or
less correspond to assuming that, when detected, a particle gets marked (changes its
state in a certain way), that marked and unmarked particles do not interact, and that
the future detectors ignore marked particles. That is a clean way of avoiding double
4As we will show in Proposition 3, a probability distribution on the configuration space Γ(Σ) is
already determined by the probabilities of the events that there is a particle in the region R ⊆ Σ.
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detections.5
Theorem 1 asserts that with this definition of “detection probabilities,” they agree
with the curved Born rule. A feature of the second approach not shared with the first
is that the definition of the detection probabilities is given solely in terms of horizontal
surfaces. Another feature of the second approach is that it does not assume Lorentz
invariance of the dynamics, only (IL) and (FS). In particular, it does not assume trans-
lation invariance of the time evolution and can thus admit, e.g., time-dependent external
fields.
Figure 4: For the second discretization scheme, a time-like curve can cross several of the
detection surfaces, i.e., a particle can get detected several times.
1.2.4 Main Result
We are now ready to give a first, informal statement of our main result, Theorem 1 (based
on the second notion of detection process). Starting from a partition P = (P1, . . . , Pr)
of Σ (with some technical assumptions and modifications described in Section 5) and
defining Bk` as the piece of Bk ⊆ Σkε vertically above P`, we set L` = 1 if a particle
gets detected in Bk` for any k and L` = 0 otherwise, and regard L = (L1, . . . , Lr) as the
outcome of the experiment. The joint probability distribution of L is denoted Pψ0,εdet,P(L),
and MP (L) denotes the set of configurations in Γ(Σ) such that, for each ` = 1, . . . , r,
there is no point in P` if L` = 0 and at least one point in P` if L` = 1. The theorem can
be summarized as follows.6
Theorem 1 (informal statement). Let Σ be a Cauchy surface in the future of Σ0 =
{x0 = 0} in Minkowski space-time, ψ0 ∈ HΣ0 with ‖ψ0‖ = 1, and (H◦, P◦, U◦◦ ) a
hypersurface evolution satisfying (IL) and (FS). Then for any (admissible) partition P
of Σ, the detection probabilities Pψ0,εdet,P(L) converge in the limit ε→ 0 to those given by
the curved Born distribution, i.e.,
lim
ε→0
Pψ0,εdet,P(L) =
∥∥PΣ(MP (L))ψΣ∥∥2 = ∫
MP (L)
dq |ψΣ(q)|2 . (29)
5We conjecture that these double detections do not actually change the probability of finding a
particle in P` in the limit ε→ 0. But at present we do not have a proof for that.
6In this paper, the “future” of a set R in space-time means the causal future, often denoted J+(R)
[26], as opposed to the timelike future I+(R); note that R ⊆ J+(R); likewise for the “past.”
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The full technical statement of Theorem 1 is given in Section 6. It turns out that the
events MP (L) for different choices of P` determine the distribution ‖PΣ(·)ψΣ‖2 uniquely.
The proof of Theorem 1 makes no special use of dimension 3 + 1 and applies equally in
dimension d+ 1 for any d ∈ N.
In Theorem 1, we regard a hypersurface evolution as given, although one often
starts out from just a Hamiltonian that defines the evolution only between horizontal
surfaces Σt. In subsequent work, we address the question of existence and uniqueness
of a hypersurface evolution satisfying (IL) and (FS) extending the evolution between
horizontal surfaces defined by a given Hamiltonian. On the other hand, Theorem 1
alone already suggests the uniqueness of the hypersurface evolution because, if different
ones existed, they could not be expected to lead to the same distribution over Γ(Σ) for
every Σ.
This paper is structured as follows. In Section 2, we make a number of remarks that
put our results in perspective. In Section 3, we provide a mathematical discussion of
the new concept of a hypersurface evolution (H◦, P◦, U◦◦ ) and the properties (IL) and
(FS). In Section 4, we provide examples of such evolutions, starting from the free Dirac
evolution, the Tomonaga-Schwinger equation, and multi-time equations. In Section 5,
we lay out in detail the definition of “ideal detector” used here. In Section 6, a precise
technical formulation of Theorem 1 is given. Section 7 is concerned with its proof. In
Section 8, we conclude.
2 Remarks
1. Here is a Corollary to Theorem 1. Consider N species of particles without in-
terspecies interaction, a hypersurface evolution for each species, and N Cauchy
surfaces Σ(i). Suppose that detectors are placed along Σ(i) that detect only par-
ticles of species i but do not interact with particles of other species. (Note that
some points of Σ(i) may lie in the future of some points of Σ(j), j 6= i.) Then it can
be shown (although we do not give details in this paper) that the curved Born rule
holds in the following form: The joint probability distribution P of the detected
configurations q(i) ∈ Γ(Σ(i)), i = 1, . . . , N , is given by
P(S) =
∥∥∥PΣ(1)...Σ(N)(S) UΣ(1)Σ0 ⊗ · · · ⊗ UΣ(N)Σ0 ψ0∥∥∥2 (30)
for any S ⊆ Γ(Σ(1))×· · ·×Γ(Σ(N)) and ψ0 ∈H (1)Σ0 ⊗· · ·⊗H
(N)
Σ0
, where PΣ(1)...Σ(N)
is the product PVM [12, Corollary 7] of PΣ(1) , . . . , PΣ(N) , i.e., defined by
PΣ(1)...Σ(N)(S1 × · · · × SN) = PΣ(1)(S1)⊗ · · · ⊗ PΣ(N)(SN) . (31)
2. Not all models of interest involve particle creation or annihilation, as some have a
fixed particle number N . This remark is about how to treat such models. Since
axiom (iii), factorization of the PVM, requires that HΣ ∼= HA⊗HΣ\A, and since,
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depending on the positions of the particles, the number of particles in A ⊆ Σ can
vary, HA needs to be a Hilbert space of a variable number of particles, and so
does HΣ\A. Thus, being the tensor product, also HΣ needs to allow for a variable
number of particles (in fact, as follows from considering smaller and smaller A,
including arbitrarily large numbers of particles, as in a Fock space). That is, the
hypersurface evolution must be defined for arbitrary numbers of particles, while
the actual initial state ψ0 may well be concentrated on one particular number N
with the consequence that, if the hypersurface evolution involves no creation or
annihilation, ψΣ is an N -particle state on every Σ.
3. Curved collapse rule. Associated with the usual (“horizontal”) Born rule (1) is
a collapse rule that we use in our definition of detection probabilities on Σ and
that can be formulated as follows. If a detector is applied at time t to a system
with wave function ψt and tests only whether the configuration lies in a certain set
S ⊆ Γ(R3) in configuration space, then the wave function immediately after t is
either N1 P (S)ψt or N0 (I−P (S))ψt, depending on whether the outcome was yes
or no. (Here, P (·) is the PVM on Γ(R3) representing the configuration observable,
and the normalizing constants areN1 = ‖P (S)ψt‖−1 andN0 = ‖(I−P (S))ψt‖−1.)
It is obvious to guess the statement of a similar collapse rule for arbitrary (curved)
Cauchy surfaces Σ: If a detector is applied on Σ to a system with wave function ψΣ
and tests only whether the configuration lies in a certain set S ⊆ Γ(Σ), then the
wave function immediately after Σ is either N1Σ PΣ(S)ψΣ or N0Σ (IΣ−PΣ(S))ψΣ,
depending on whether the outcome was yes or no.
The reason why we make no attempt in this paper to prove such a rule for Σ is
that our concepts of detection process are such that the detectors will obtain very
detailed information about where on Σ particles can be found—in some directions
with small inaccuracy ε tending to zero. Much of the information will be discarded
when we define the outcome of the experiment to be merely whether there was a
particle in each of the patches P`; but the detectors actually obtain more precise
information and correspondingly collapse the wave function more narrowly than
indicated in the curved collapse rule just formulated. Put differently, the detec-
tion processes we are considering are not processes that “test only whether the
configuration lies in S.”
4. A prior result related to our theorem was obtained by Bloch [1] in the con-
text of multi-time wave functions. Bloch considered a multi-time wave function
φ(x1, . . . , xN) of N non-interacting particles; the position of particle i gets mea-
sured at time ti (relative to some given Lorentz frame) with outcome X i ∈ R3.
Then, Bloch showed using the Born rule and projection postulate at equal times,
the joint distribution of the outcomes has density |φ(X1, . . . , XN)|2 with Xi =
(ti,X i). As a corollary, suppose the N particles do interact in principle but parti-
cle i is confined, during a certain time interval, to a region Vi ⊂ M such that any
two regions are spacelike separated, and the detectors are set up along horizontal
surfaces Ri ⊂ Vi, i = 1, . . . , N (see Figure 5). Then detection on any Σ containing
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all Ri yields a configuration (X1, . . . , XN) with Xi ∈ Ri and distribution density
|φ(X1, . . . , XN)|2 = |ψΣ(X1, . . . , XN)|2.
Figure 5: Space-time diagram of the situation to which Bloch’s analysis in [1] applies: N
particles (N = 3 shown) are confined to spacelike separated space-time regions (shaded);
detectors are placed along a Cauchy surface Σ that is horizontal in each region. Adapted
from [24].
Bloch’s result in the latter form is a special case of the curved Born rule and The-
orem 1; in the former form it is a special case of Remark 1 above. Our result goes
further in that (i) we do not require that Σ be horizontal in the regions consid-
ered; (ii) we do not require the absence of interaction in the regions considered;
and (iii) we admit a variable number of particles.
5. Some natural questions about multi-time wave functions φ are, how do we know
what the “right” definition of, or the “right” equations for, φ are? After all,
there are many functions on S as in (17) that agree with ψt on all simultaneous
configurations (i.e., on Γ(Σt)), and there may be several simple criteria selecting
particular such functions. And, how do we know that S is the “right” domain of
definition for φ? Our results provide some answers: Since ψΣ is the restriction of φ
to Γ(Σ), the curved Born rule provides a direct connection between φ and detection
probabilities—quantities that are measurable, at least in principle. Even if many
different functions could be called wave functions, the one that we know is directly
connected to detection probabilities is the one whose evolution, when expressed as
a hypersurface evolution, satisfies (IL) and (FS). Moreover, this connection holds
only for spacelike configurations (except in the absence of interaction), so that S
is naturally selected as a domain. (Note that in most models it is selected as well
by the condition that the multi-time evolution equations be consistent [28, 29].)
6. Our result has the following implications for Bohmian mechanics [15]. To begin
with, for a single Dirac particle, the Bohmian world line is an integral curve of
the current vector field jµ = ψγµψ (which is everywhere timelike or lightlike) and
is random with |ψ|2 distributed initial condition. It is known that the random
point where the trajectory intersects a given Cauchy surface Σ in the absence
of detectors has the curved Born distribution ψ(x) γµnµ(x)ψ(x) d
3x. Our result
shows that also in the presence of detectors along Σ, the intersection point, which
coincides with the detection point, has the curved Born distribution on Σ (whereas
the intersection point with another surface Σ′ does not).
For several particles (with our without interaction), Bohmian mechanics postulates
that one foliation F of M into Cauchy surfaces (not necessarily horizontal) is
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singled out in nature, and the law of motion [11] depends on it. It is known that,
in the absence of detectors, the intersection points X1, . . . , XN of the N world lines
with a Cauchy surface Σ jointly have curved Born distribution as in (7) when Σ
belongs to F but generally not otherwise. Our result shows that
in the presence of detectors on Σ, the joint distribution
of theN intersection points is a curved Born distribution
regardless of whether or not Σ belongs to F .
(32)
This statement was made already in [11, sec. III.B]. As a corollary, the empirical
findings of the inhabitants of a Bohmian universe (governed by the law of motion
of [11]) contain no signature of F , so that the inhabitants cannot determine F
empirically.
In [11], the following qualitative argument was given for (32): The detection out-
comes will agree with where the N particles actually arrived on Σ, so it suffices
to show that the detection outcomes have curved Born distribution. Treating the
detectors as another quantum system, we may consider the wave function Ψ of the
object (the N particles) and the detectors together. Suppose Σ′ ∈ F is so late that
Σ′ ⊆ future(Σ); then ΨΣ′ is a superposition of different measurement outcomes,
and the Bohmian configuration on Σ′ has the corresponding |Ψ|2 probability to
display a particular outcome. Since recorded outcomes should be stable, the |Ψ|2
weight of each outcome should be the same on all Cauchy surfaces Σ′′ ⊆ future(Σ).
(In particular, since the evolution of wave functions does not depend on F , the
|Ψ|2 weights will not depend on F .) Thus, the |Ψ|2 distribution of the outcomes
on Σ′ should agree with that on Σ, which should be the curved Born distribution.
Thus, the probability of the Bohmian configuration displaying a particular out-
come should agree with the curved Born distribution, quod erat demonstrandum.
This argument, while merely heuristic, seems very general and convincing; this
argument and our result support and complement each other.
7. We conjecture that axiom (iii), factorization of the PVM, is equivalent to the
existence of a measurable field of Hilbert spaces Hx, x ∈M, such that
HA =
∫ ⊕
Γ(A)
dq
⊗
x∈q
Hx , (33)
and PA(S) the projection to ∫ ⊕
S
dq
⊗
x∈q
Hx , (34)
where dq is the natural measure on Γ(A) (see Eq. (38) in Section 3.1).
8. Detection along a timelike hypersurface. A question related to the one discussed
here is to determine the probability distribution of detection events on a hyper-
surface Σ that is not spacelike or Cauchy but timelike. For example, suppose
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we prepare N particles with initial wave function ψ0(x1, . . . ,xN) inside a region
Ω ⊂ R3, set up detectors on the 2-surface ∂Ω, and wait for the detectors to register
particles upon arrival at ∂Ω, that is, on the timelike hypersurface Σ = [0,∞)×∂Ω.
If, say, particle k crosses Σ at xk, then we can ask for the joint distribution ρ of
(x1, . . . , xN). For some versions of this question, specific equations have been pro-
posed and argued for as answers: In [14] for the situation in scattering theory,
where Ω is taken to be bounded but very large (say, a ball of radius R → ∞
around the origin), and the particles do not interact (any more for t ≥ 0). And in
[38, 39] for ideal detectors on a timelike Σ at a finite distance, so that the presence
of the detectors will have a back effect on the time evolution of the wave function.
In all of these cases, the specific equation for the probability distribution is of the
basic type ρ = |ψ|2 as for the Born rule, but more needs to be said about how to
obtain the appropriate ψ.
3 Definitions Used for Hypersurface Evolution
Relative to a given Lorentz frame, let pi : R4 → R3 be the projection
pi(x0, x1, x2, x3) = (x1, x2, x3) . (35)
All σ-algebras we use are the appropriate Borel σ-algebras, denoted by B(X) for the
topological space X. On Σ we consider the topology induced from that of M. It is
known [26, p. 417] that the restriction piΣ of the projection pi to Σ is a homeomorphism
Σ→ R3. As a consequence, R ⊆ Σ lies in B(Σ) iff pi(R) ∈ B(R3). Now Rademacher’s
theorem [32] asserts that every Lipschitz function from Rn to Rm is differentiable almost
everywhere; since x0◦pi−1Σ is Lipschitz (with Lipschitz constant 1), Σ possesses a tangent
plane at almost every point (i.e., the exceptions project to a set in R3 of Lebesgue
measure zero). At points with a tangent plane, Σ possesses a Riemannian 3-metric.
The 3-metric defines a volume measure µΣ on (Σ,B(Σ)). Note that the projection
pi∗µΣ = µΣ ◦ pi−1 to R3 has the same sets of measure zero as the Lebesgue measure.
3.1 Configuration Space
The set Γ(R) inherits a topology and a measure from R as follows. Consider the space
of ordered configurations on R, i.e.,
Γo(R) =
∞⋃
n=0
Rn6= (36)
with Rn6= =
{
(q1, . . . , qn) ∈ Rn : qi 6= qj ∀i 6= j
}
the ordered configurations of n particles
without collisions. We naturally have the product topology and product measure on Rn,
their restrictions on Rn6=, and the appropriate combination on the union, i.e., on Γo(R).
Let τ : Γo(R)→ Γ(R) be the “projection” to Γ(R) that forgets the ordering, i.e., for
any q ∈ Γo(R),
q = (x1, . . . , xn) , τ(q) = {x1, . . . , xn} . (37)
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The topology we consider for Γ(R) then is the weakest topology which makes τ contin-
uous, i.e., the open subsets of Γ(Σ) are those that have an open pre-image under τ . For
the Borel σ-algebras, it follows that S ∈ B(Γ(R))⇔ τ−1(S) ∈ B(Γo(R)).
The measure µΓ(R) on B(Γ(R)) can be obtained as follows. For S ∈ B(Γ(R)), let
So := τ
−1(S) ∈ B(Γo(R)) and S(n)o = So ∩ Rn6=. Then So =
⋃∞
n=0 S
(n)
o . Let furthermore
µRn denote the product measure on R
n. We define:
µΓ(R)(S) =
∞∑
n=0
1
n!
µRn(S
(n)
o ). (38)
The factor 1
n!
compensates for the fact that τ−1(q) contains n! elements if #q = n.
When we write
∫
dq f(q) for an integral over configuration space Γ(Σ) or some subset
of it, as in (14) or (29), we actually mean integration relative to the measure µΓ(Σ), i.e.,
dq is short for µΓ(Σ)(dq).
The following subsets of Γ(Σ) will be of special interest. For R ⊆ Σ, we define:
∅(R) = {q ∈ Γ(Σ) : q ∩R = ∅},
∃(R) = {q ∈ Γ(Σ) : q ∩R 6= ∅},
∀(R) = {q ∈ Γ(Σ) : q ∩R = q}. (39)
∅(R) is the set of configurations on Σ with no point in R, ∃(R) the one with at least
one point in R and ∀(R) with points exclusively in R. Denoting complements by a
superscript c (Rc = Σ\R and Sc = Γ(Σ) \ S), we have that
∃(R) = ∅(R)c, ∀(R) = ∅(Rc). (40)
Note that the notation ∃(R), ∅(R) and ∀(R) does not make explicit to which Σ these
sets refer. If this is not clear from the context, we will indicate this with a subscript.
Furthermore, for subsets R ⊆ A ⊆ Σ of a Cauchy surface we introduce
∅A(R) = {q ∈ Γ(A) : q ∩R = ∅} (41)
and similarly for ∃A(R),∀A(R).
3.2 Hilbert Spaces and Hypersurface Evolution
Let us summarize the definition from the introduction:
Definition 3. A hypersurface evolution E = (H◦, P◦, U◦◦ ) is a collection of
1. Hilbert spaces HA for every subset A ⊆ Σ of every Cauchy surface Σ, equipped
with
2. a PVM PA : σ(A) → Proj(HA), where σ(A), the σ-algebra associated with A,
is the restriction of B(Γ(Σ)) to ∀(A), σ(A) = {S ∩ ∀(A) : S ∈ B(Γ(Σ)}, and
Proj(H ) denotes the set of projections on H , and
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3. unitary isomorphisms UΣ
′
Σ : HΣ →HΣ′ for every pair of Cauchy surfaces Σ,Σ′
with the following properties:
(0) UΣΣ = IΣ and U
Σ′′
Σ′ U
Σ′
Σ = U
Σ′′
Σ for all Cauchy surfaces Σ,Σ
′,Σ′′.
(i) For every S ⊂ Γ(Σ) with µΓ(Σ)(S) = 0, also PΣ(S) = 0.
(ii) For every Σ, the range of PΣ(∅(Σ))HΣ is 1-dimensional. That is, up to a phase,
there is a unique vacuum state |∅(Σ)〉 ∈ rangePΣ(∅(Σ)) with
∥∥|∅(Σ)〉∥∥ = 1.
(iii) Factorization of the PVM: HA∪B = HA ⊗HB and PA∪B = PA ⊗ PB [where the
tensor product of two PVMs is the PVM characterized by (22)] for any mutually
disjoint A,B ⊆ Σ.
Definition 4. Given a hypersurface evolution E , we call the elements of a collection
Σ 7→ ψΣ with ψΣ ∈HΣ for every Σ such that ψΣ′ = UΣ′Σ ψΣ for every Σ,Σ′ hypersurface
wave functions. Similarly, the elements of a collection Σ 7→ ρΣ with ρΣ a density matrix
on HΣ such that ρΣ′ = UΣ
′
Σ ρΣ U
Σ
Σ′ are called hypersurface density matrices.
Remarks.
9. The configurations in Γ(Σ) do not distinguish between several species of particles.
For m species, one may consider replacing it by Γ(Σ)m. However, here we shall
only consider detectors which do not distiguish between species, and then it suffices
to use the PVM P˜Σ obtained from the product PVM PΣ⊗· · ·⊗PΣ via the mapping
τm : Γ(Σ)
m → Γ(Σ) that discards the information about the particle species,
τm(q1, . . . , qm) := q1 ∪ . . . ∪ qm , (42)
P˜Σ(S) = [PΣ ⊗ · · · ⊗ PΣ](τ−1m (S)). Accordingly, we consider only Γ(Σ) as the
configuration space, and not Γ(Σ)m.
10. Property (i) implies that the probability measure PψΣ(·) = ‖PΣ(·)ψΣ‖2 is ab-
solutely continuous with respect to the measure µΓ(Σ)(·) and hence possesses a
density, ρψΣ . That is, for any S ⊆ Γ(Σ), PψΣ(S) = ∫
S
dq ρψΣ(q). In many cases,
ρψΣ can simply be represented as |ψΣ|2, as in (14).
11. If A,B ⊆ Σ differ only by a set of measure 0, µΣ(A \ B) = 0 = µΣ(B \ A),
then for ψ ∈ HΣ being concentrated in A is equivalent to being concentrated in
B. That is because then also ∀(A) and ∀(B) differ only by a set of measure 0,
µΓ(Σ)(∀(A) \ ∀(B)) = 0 = µΓ(Σ)(∀(B) \ ∀(A)), and because by Property (i) every
set of µΓ(Σ)-measure 0 also has PΣ-measure zero.
12. By iterated application of axiom (iii), factorization of the PVM, one obtains the
corresponding statement for more than two sets: Given a partition of R ⊆ Σ into
n sets R1, . . . , Rn, we have that HR = HR1⊗· · ·⊗HRn and PR = PR1⊗· · ·⊗PRn
[i.e., PR(S1 × · · · × Sn) = PR1(S1)⊗ · · · ⊗ PRn(Sn) for all Si ⊆ Γ(Ri)].
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13. Note that the existence of the vacuum state |∅(Σ)〉 together with (iii) implies the
existence of vacuum states |∅(Ri)〉 ∈HRi with ‖|∅(Ri)〉‖ = 1 which are unique up
to a phase, so |∅(Σ)〉 = eiθ |∅(R1)〉 ⊗ · · · ⊗ |∅(Rn)〉 for some θ ∈ (−pi, pi].
14. We regard two hypersurface evolutions, (H◦, P◦, U◦◦ ) and (H˜◦, P˜◦, U˜
◦
◦ ), as equiva-
lent (i.e., as representing the same physical evolution) if there are unitary isomor-
phisms VΣ : HΣ → H˜Σ such that P˜Σ(·) = VΣ PΣ(·)V −1Σ and U˜Σ
′
Σ = VΣ′ U
Σ′
Σ V
−1
Σ .
Note that equivalent hypersurface evolutions lead to equal curved Born distribu-
tions for all Σ and ψ0. Correspondingly, also the HA and PA for A ⊂ Σ are only
defined up to unitary isomorphism. In fact, if we want to formulate axiom (iii), the
factorization of the PVM, very carefully, we should say that for every A,B ⊆ Σ
with A ∩ B = ∅, there is a unitary isomorphism UA,B : HA∪B → HA ⊗ HB
such that PA∪B(SA × SB) = UA,B [PA(SA) ⊗ PB(SB)]U−1A,B. (We hinted at this
formulation already between (21) and (22).)
This unitary freedom implies, of course, that there is no fact about which Hilbert
space is “really the right” Hilbert space for Σ. So, while the first Hilbert space
we introduced in Section 1.1 was an L2 space of functions Σ → C4 (along with
its Fock space), we are also allowed to take always the same Hilbert space, say
H˜Σ = HΣ0 ; we can then even take all U˜
Σ′
Σ to be the identity, as would correspond
to VΣ = U
Σ0
Σ . Then, of course, P˜Σ will be very different PVMs for different Σ,
in fact the family P˜◦ then encodes the whole time evolution, so this choice of
(H˜◦, P˜◦, U˜◦◦ ) is analogous to the Heisenberg picture in non-relativistic quantum
mechanics.
15. Relation to Fock space construction. The familiar Fock space construction is closely
related to the framework of hypersurface evolutions. Let us describe this in some
detail. Suppose that the 1-particle Hilbert space is H (1)Σ = L
2(Σ,Ck, ν), which
means the space of square-integrable functions relative to the inner product
〈ψ|χ〉 =
∫
Σ
d3x ψ(x)† ν(x)χ(x), (43)
for some function ν from Σ to the positive definite k × k matrices. For the Dirac
equation, as described in Section 1.1, k = 4 and ν(x) = γ0 γµ nµ(x). Being a space
of functions on Σ, H (1)Σ is automatically equipped with a PVM P
(1)
Σ on Σ acting
on H (1)Σ , the “natural PVM,” viz., P
(1)
Σ (A) is the multiplication operator by the
characteristic function of A. Now the bosonic (or fermionic) Fock space is
FΣ,± = Γ±
(
H (1)Σ
)
=
∞⊕
n=0
S±(H
(1)
Σ )
⊗n , (44)
where Γ± denotes the “second quantization functor” and S± the (anti-)symmetrization
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operator. It inherits a PVM PΣ from H
(1)
Σ ,(
PΣ(S)ψ
)(n)
= P
(n)
Σ
(
S ∩ Γn(Σ)
)
ψ(n) (45)
P
(n)
Σ (S) = P
(n)
Σ,o
(
τ−1(S)
)
(46)
P
(n)
Σ,o(A1 × · · · × An) = P (1)Σ (A1)⊗ · · · ⊗ P (1)Σ (An) , (47)
where P
(n)
Σ,o is the corresponding PVM on ordered n-particle configurations (i.e.,
on Σn) acting on (H (1)Σ )
⊗n, and τ is the “unordering map” as in (37). Equiva-
lently, PΣ(S) is multiplication by the characteristic function of τ
−1(S) ⊆ Γo(Σ)
if we regard FΣ,± as the space of square-integrable functions on Γo(Σ) whose n-
particle sector takes values in (Ck)⊗n and is (anti-)symmetric against permutation
of particles (along with their spin indices), with inner product
〈ψ|χ〉 =
∞∑
n=0
1
n!
∫
Σn
d3x1 · · · d3xn ψ(n)(x1, . . . , xn)† ×
× [ν(x1)⊗ · · · ⊗ ν(xn)]χ(n)(x1, . . . , xn) . (48)
Let us verify the axioms (i), (ii), (iii): (i) If S ⊆ Γ(Σ) is a set of measure 0, then
so is τ−1(S), so PΣ(S) is multiplication by a function that is 0 almost everywhere,
so PΣ(S) is the 0 operator. (ii) PΣ({∅}) is the projection onto the n = 0 sector
of Fock space, which is 1-dimensional. (iii) Suppose Σ = A ∪ B with A ∩ B = ∅.
To see how FΣ,± can be identified with FA,± ⊗FB,±, pick an element ψ, regard
it as a function on Γo(Σ), permute the particles (and their spin indices) so that
all locations in A are listed before any locations in B. That provides the mapping
UA,B; since Γ(A∪B) = Γ(A)×Γ(B), and since PΣ is multiplication by characteristic
functions, PΣ also factorizes accordingly.
We turn to the time evolution. The free Dirac evolution, or the Dirac evolution in
an external electromagnetic field, defines unitary 1-particle hypersurface mappings
U = U
(1)Σ′
Σ : H
(1)
Σ → H (1)Σ′ , so U⊗n maps the n-th tensor powers to each other,
and (UΣ
′
Σ ψ)
(n) = U⊗nψ(n) is the non-interacting evolution in Fock space; in other
words, UΣ
′
Σ is obtained from U
(1)Σ′
Σ by applying the “second quantization functor”
Γ±. The relations UΣ
′′
Σ′ U
Σ′
Σ = U
Σ′′
Σ and U
Σ
Σ = IΣ are inherited from the 1-particle
evolution.
16. Direct construction of wave functions on unordered configurations. Instead of using
(anti-)symmetric wave functions on ordered configurations, which seems unphysi-
cal, one can also directly construct Hilbert spaces of wave functions on unordered
configurations, so that ψΣ is a function on Γ(Σ). In the case of fermions, such a di-
rect construction requires the use of a Hermitian vector bundle called the fermionic
line bundle [19, 16].
17. Regarding elements of HΣ as functions. In Remarks 15 and 16, we have pointed
to examples in which the elements of HΣ are actually functions on Γo(Σ) or
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Γ(Σ). It turns out that this situation is more than just an example, and one
can always regard elements of HΣ as functions on Γ(Σ), as every Hilbert space
with a PVM P on a set Ω is unitarily equivalent to an L2 space over Ω with the
natural PVM; this can be called the “naturalization” of P . Here is the relevant
statement [8, 12], which is closely related to the Hahn–Hellinger theorem [27]:
If P is a PVM on the standard Borel space7 Ω acting on the Hilbert space H ,
then there is a measurable field of Hilbert spaces Hq over Ω, a σ-finite measure
µ on Ω, and a unitary isomorphism U : H → ∫ ⊕ µ(dq)Hq to the direct integral
of Hq that carries P to the natural PVM on Ω acting on
∫ ⊕
µ(dq)Hq. The
naturalization is unique in the sense that if {H ′q }, µ′, U ′ is another such triple,
then there is a measurable function f : Ω→ (0,∞) such that µ′(dq) = f(q)µ(dq)
and a measurable field of unitary isomorphisms Uq : Hq →H ′q such that U ′ψ(q) =
f(q)−1/2UqUψ(q).
In our case, Ω = Γ(Σ) is a standard Borel space, so we can identify HΣ with∫ ⊕
µ(dq)Hq. The elements of the latter are functions on Γ(Σ), viz., cross-sections
of the bundle Hq. Thus, if ψ ∈HΣ then
〈ψ|PΣ(S)|ψ〉 =
∫
S
µ(dq) |Uψ(q)|2 , (49)
where Uψ(q) ∈Hq, and | · | is the norm of Hq. Since PΣ is absolutely continuous
relative to µΓ(Σ), so is µ; thus (allowing Hq = {0} for some q if necessary), by
choosing f = dµ/dµΓ(Σ), we can replace µ by µΓ(Σ), so that, finally,
〈ψ|PΣ(S)|ψ〉 =
∫
S
dq |Uψ(q)|2 . (50)
That is, the distribution 〈ψ|PΣ(·)|ψ〉 can always be regarded as “the |ψ|2 distribu-
tion.”
3.3 Consequences of the Properties (IL) and (FS)
3.3.1 Vacuum Stays Vacuum
The following property of a hypersurface evolution is a trivial consequence of (FS):
(NCFV) No particle creation from the vacuum. For any two Cauchy surfaces Σ,Σ′, the
vacuum space evolves to the vacuum space,
UΣ
′
Σ PΣ({∅}) UΣΣ′ = PΣ′({∅}) . (51)
Indeed, technically speaking, the vacuum state ψ = |∅〉Σ is concentrated in the empty
set A = ∅ ⊆ Σ, and the grown set of the empty set is again empty, Gr(∅,Σ′) = ∅. But
7A standard Borel space is a measurable space isomorphic to a complete separable metric space with
its Borel σ-algebra.
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the only state ψ′ ∈ HΣ′ concentrated in the empty set is the vacuum, ψ′ ∈ C|∅〉Σ′ , so
UΣ
′
Σ must map |∅〉Σ to |∅〉Σ up to a phase, quod erat demonstrandum.
We conjecture that, conversely, (IL) and (NCFV) together imply (FS). We now
deduce from (IL) and (NCFV) that (NCFV) holds also locally.
Proposition 1. Suppose that a hypersurface evolution satisfies (IL) and (NCFV). Then
it also satisfies (NCFV) locally; that is, for Σ ∩ Σ′ = A (see Figure 1),
U
Σ′\A
Σ\A PΣ\A({∅}) UΣ\AΣ′\A = PΣ′\A({∅}) . (52)
Proof. We write ∅R for the 0-particle configuration in Γ(R), R = Σ,Σ′, A etc. It lies
in the nature of Γ(Σ) that {∅Σ} ∼= {∅A} × {∅Σ\A} in the sense of (12), and thus, by
factorization of the PVM (22),
PΣ({∅Σ}) = PA({∅A})⊗ PΣ\A({∅Σ\A}) . (53)
By (24) of (IL),
UΣ
′
Σ PΣ({∅Σ}) UΣΣ′ =
[
IA ⊗ UΣ
′\A
Σ\A
]
PΣ({∅Σ})
[
IA ⊗ UΣ\AΣ′\A
]
=
[
IA ⊗ UΣ
′\A
Σ\A
] [
PA({∅A})⊗ PΣ\A({∅Σ\A})
] [
IA ⊗ UΣ\AΣ′\A
]
= PA({∅A})⊗
(
U
Σ′\A
Σ\A PΣ\A({∅Σ\A})UΣ\AΣ′\A
)
. (54)
By (NCFV), the left-hand side equals PΣ′({∅Σ′}), which, by the analog of (53) for Σ′,
equals PA({∅A})⊗ PΣ′\A({∅Σ′\A}). Now (52) follows.
3.3.2 Reduced Time Evolution Operators
An important consequence of finite propagation speed is to allow for a definition of
reduced time evolution operators which map a state onHA toHGr(A,Σ′). These operators
will be crucial for the proof of the main theorem.
Proposition 2 (and definition). Let E be a hypersurface evolution with (IL) and (FS).
Let Σ,Σ′ be Cauchy surfaces and A ⊆ Σ. Then there exists an isometry WGr(A,Σ′)A :
HA → HGr(A,Σ′) such that for every ψΣ concentrated in A (so that ψΣ = ψA ⊗ |∅(Ac)〉
for some ψA ∈HA),
UΣ
′
Σ ψΣ =
(
W
Gr(A,Σ′)
A ψA
)
⊗ ∣∣∅(Sr(Ac,Σ′))〉. (55)
We call W
Gr(A,Σ′)
A the reduced time evolution operator from A to Gr(A,Σ
′). Its left
inverse, given by its adjoint operator, is denoted as WAGr(A,Σ′).
Proof. We define W
Gr(A,Σ′)
A by the partial scalar product
W
Gr(A,Σ′)
A ψA = 〈∅(Sr(Ac,Σ′))|UΣ
′
Σ |ψA ⊗ ∅(Ac)〉. (56)
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Let ψΣ be concentrated in A ⊆ Σ. (FS) implies that there exists a ψGr(A,Σ′) ∈HGr(A,Σ′)
such that UΣ
′
Σ ψΣ = ψGr(A,Σ′) ⊗ |∅(Sr(Ac,Σ′))〉. Then WGr(A,Σ
′)
A ψA = ψGr(A,Σ′), and (55)
follows. The fact that W
Gr(A,Σ′)
A is an isometry is implied by (56) and the unitarity of
UΣ
′
Σ .
Remarks.
18. Since W depends on the choice of the vacuum vectors |∅(·)〉, a different choice of
these vectors (different by a phase factor) will change W by a phase factor. At
the end of the day, this ambiguity in the definition of W will not affect our results
because the W ’s will appear symmetrically with their adjoints in the expression
for the detection probabilities.
19. Note that W is generally not unitary because it is not surjective. That is because
for an abritrary state χ ∈HGr(A,Σ′), UΣΣ′
[
χ⊗ |∅(Sr(Ac,Σ′)〉] will generally not be
concentrated in A.
20. (FS) can equivalently be formulated in terms of density matrices. A density matrix
ρΣ is said to be concentrated in A ⊆ Σ iff
PΣ(∀(A))ρΣPΣ(∀(A)) = ρΣ. (57)
Then E satisfies (FS) iff for every ρΣ concentrated in A, ρΣ′ is concentrated in
Gr(A,Σ′).
Accordingly, we can use the reduced time evolution operator W
Gr(A,Σ)
A to describe
the evolution of a density matrix concentrated in A. Let ρΣ be concentrated in A.
Then there is a density matrix ρA on HA such that ρΣ = ρA⊗PΣ
(∅(Ac)). Hence,
UΣ
′
Σ ρΣ U
Σ
Σ′ =
(
W
Gr(A,Σ)
A ρAW
A
Gr(A,Σ)
)
⊗ PΣ′
(∅(Sr(Ac,Σ′))). (58)
4 Examples
In this section, we give an overview of some approaches to defining a hypersurface
evolution with the properties (IL) and (FS).
4.1 Free Dirac Evolution
In Remark 15 in Section 3.2 above, we have given the definition of the hypersurface
evolution for non-interacting Dirac particles, possibly in an external electromagnetic
field, without any distinction between positive and negative energies. The hypersurface
evolution with distinction between positive and negative energies has been discussed in
[4].
Let us return to the situation of Remark 15 and verify (IL) and (FS). We first collect
some observations about the 1-particle Dirac equation. It is known (e.g., [36, Sec. 1.5]
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or [28, Sec. 7.1]) that the wave function propagates no faster than light; thus, it is
determined on B′ ⊆ Σ′ by initial values in Gr(B′,Σ). Now let Σ ∩ Σ′ = A, B = Σ \ A,
B′ = Σ′\A. ThenH (1)Σ = H (1)A ⊕H (1)B andH (1)Σ′ = H (1)A ⊕H (1)B′ . Since B = Gr(B′,Σ)
and B′ = Gr(B,Σ′), and since ψ|A is the same in ψΣ and ψΣ′ , we have that
U
(1)Σ′
Σ = I
(1)
A ⊕ U (1)B
′
B , (59)
where U
(1)B′
B : H
(1)
B →H (1)B′ is a unitary isomorphism.
Now we turn to the Fock spaces to confirm (IL). Since, as explained in Remark 15,
UΣ
′
Σ = Γ±(U
(1)Σ′
Σ ), and since the second quantization functor Γ± turns ⊕ into ⊗, it
follows from (59) that UΣ
′
Σ = IA ⊗ UB′B with UB′B = Γ±(U (1)B
′
B ), which is (IL).
We now verify (FS). The fact that the 1-particle Dirac wave function ψ(1) propagates
no faster than light means that if ψ
(1)
Σ is concentrated in B ⊆ Σ (i.e., ψ(1)Σ (x) = 0 for
x ∈ Σ \ B) then ψ(1)Σ′ = U (1)Σ
′
Σ ψ
(1)
Σ is concentrated in Gr(B,Σ
′). As a consequence for n
non-interacting Dirac particles, if ψ
(n)
Σ is concentrated in B
n, then ψ
(n)
Σ′ is concentrated
in Gr(B,Σ′)n. As a consequence in Fock space, if ψΣ is concentrated in ∀(B), then ψΣ′
is concentrated in ∀(Gr(B,Σ′)); this is (FS).
4.2 Tomonaga-Schwinger Picture
The Tomonaga-Schwinger picture is closely related to the axiomatic framework of hy-
persurface evolutions. It associates a wave function ψ˜Σ in a fixed Hilbert space H˜ with
every Cauchy surface Σ. The evolution of ψΣ is defined by the Tomonaga-Schwinger
equation, which relates ψ˜Σ and ψ˜Σ′ for two infinitesimally neighboring Cauchy surfaces
Σ,Σ′:
i
(
ψ˜Σ′ − ψ˜Σ
)
=
(∫ Σ′
Σ
d4xHI(x)
)
ψ˜Σ . (60)
Here,
∫ Σ′
Σ
d4x denotes the integral over the 4-volume enclosed by Σ and Σ′, and HI(x)
denotes the interaction Hamiltonian density in the interaction picture, i.e., a function
on M mapping space-time points x to Hermitian operators on H˜ . The Tomonaga-
Schwinger equation (60) is consistent iff the Hamiltonian density satisfies the condition[HI(x),HI(x′)] = 0 if (x− x′)2 < 0. (61)
In this way, the Tomonaga-Schwinger equation defines a unitary isomorphism U˜Σ
′
Σ :
H˜ → H˜ for every pair of Cauchy surfaces with
U˜ΣΣ = I and U˜
Σ′′
Σ′ U˜
Σ′
Σ = U˜
Σ′′
Σ . (62)
These isomorphisms are related to the UΣ
′
Σ of the hypersurface evolution via the free
evolution. To this end, let FΣ
′
Σ denote the free hypersurface evolution as defined, e.g.,
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in Remark 15, and let, for simplicity, H˜ = HΣ0 . Then the full time evolution (i.e.,
converted back from the interaction picture) is given by
UΣ
′
Σ = F
Σ′
Σ0
U˜Σ
′
Σ F
Σ0
Σ . (63)
Correspondingly,
ψΣ = F
Σ
Σ0
ψ˜Σ . (64)
The Tomonaga-Schwinger picture can thus be regarded as an interaction picture version
of the framework of hypersurface evolutions.
The Hilbert spaces HΣ and PVMs PΣ can be taken to be the same ones as for the
free evolution. If the free evolution satisfies the axioms of a hypersurface evolution, then
so does the full time evolution (because (62) and (63) imply property (0)).
Let us turn to the properties (IL) and (FS). As mentioned already in Remark 7, it
is plausible that axiom (iii), factorization of the PVM, entails that
HΣ =
∫ ⊕
Γ(Σ)
dq
⊗
x∈q
Hx (65)
(and an analogous decomposition for the PVM). On a non-rigorous, heuristic level, this
can be rewritten as a continuous tensor product
HΣ =
⊗
x∈Σ
Γ±(Hx) (66)
relative to the measure µΣ and
PΣ =
⊗
x∈Σ
Px (67)
with Px a PVM on Γ({x}) = {∅, {x}} acting on Γ±(Hx) with Px({∅}) the projection to
the 0-particle sector in the Fock space overHx and Px({{x}}) the projection to the sum
of all other sectors. (The PVMs on the bosonic and fermionic Fock spaces are unitarily
equivalent.)
In this notation, (IL) amounts to the condition that HI(x), when transported to
Σ with the free evolution, acts non-trivially only on Γ±(Hx) (which then ensures that
the consistency condition (61) holds), and (NCFV) to the condition that HI(x) is block
diagonal relative to the decomposition of the Fock space Γ±(Hx) into the orthogonal
sum of the 0-particle sector and the sum of all other sectors. As mentioned already
before Proposition 1, it seems plausible that (FS) follows from (IL) and (NCFV).
A simple, explicit (but non-rigorous) example of HI(x) satisfying these conditions is
the emission-absorption model of [29], a toy quantum field theory of two particle species
called x-particles and y-particles, both Dirac particles, where x-particles can emit and
absorb y-particles. The Hilbert space HΣ0 is Γ−(L
2(R3,C4))⊗ Γ+(L2(R3,C4)), and
HI(t,x) = eiHfreet
([ 4∑
r=1
a†r(x) ar(x)
]
⊗
4∑
s=1
[
g∗s bs(x) + gs b
†
s(x)
])
e−iHfreet (68)
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with Hfree the free Dirac Hamiltonian, g ∈ C4 a fixed spinor, and a(x) and b(x) the
annihilation operators of the x- and y-particles, respectively. From [29, Sec 4.3] one can
conclude that the model satisfies the axioms of a hypersurface evolution, as well as (IL)
and (NCFV).
4.3 Multi-Time Wave Functions
The central idea of the theory of multi-time wave function is to provide a covariant
notion of wave function in the particle-position representation using a time coordinate
for each particle in addition to its space coordinates. This idea dates back to the very
beginnings of relativistic quantum theory [6, 7, 1, 35, 37] and has over the years been
considered again and again [3, 9, 10, 34]. Recently, consistent multi-time equations for
quantum field theories [29, 31] and other natural interactions [20, 21, 22, 23] have been
described, and the conditions for consistency have been studied more closely [28, 25];
see also the review [24]. The present paper was motivated by the question whether
detection probabilities can be expressed in terms of a multi-time wave function.
As mentioned in the introduction, a multi-time wave function is a spinor-valued
function φ on the spacelike configurations. It will be convenient in the following to use
ordered configurations; the set of ordered spacelike configurations is
So =
∞⋃
n=0
S (n)o with (69)
S (n)o =
{
(x1, . . . , xn) ∈Mn : (xi − xj)2 < 0 ∀i 6= j
}
. (70)
Equivalently, φ = (φ(0), φ(1), φ(2), . . .) with φ(n) : S (n)o → Ck(n). For example, for Dirac
particles, the dimension of spin space is k(n) = 4n.
4.3.1 Multi-Time Evolution
The evolution of multi-time wave functions is usually determined by a set of PDEs with
one equation for each time coordinate:
i
∂
∂x0k
φ(n)(x1, . . . , xn) = (H
(n)
k φ)(x1, . . . , xn), n ∈ N. (71)
Here, (H
(n)
k φ)(x1, . . . , xn) is a differential expression in φ, potentially involving all φ
(m).
If φ(m) for m > n appears in H(n)φ, it must be evaluated at m points constructed out
of x1, . . . , xn. The zero-particle amplitude φ
(0) is automatically time-independent.
Since φ needs to satisfy several equations simultaneously, the system (71) is consistent
iff [
Hj − i∂x0j , Hk − i∂x0k
]
= 0 (72)
on So; this condition is the analog of (61).
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As mentioned already in (18), a hypersurface wave function can be defined by
ψΣ = φ|Γ(Σ). In many cases, the inner product between wave functions on Γ(Σ) is
naturally given by (48) or a similar expression, defining HΣ; then PΣ is multiplication
by characteristic functions. One expects that a multi-time wave function φ on So is
determined by initial data on Γ(Σ) for any Cauchy surface Σ. In this case, the multi-
time evolution defines evolution operators UΣ
′
Σ via φ|Γ(Σ) 7→ φ|Γ(Σ′). If these operators
are unitary, then they define a hypersurface evolution.
Conversely, the ψΣ fit together to form a φ iff ψΣ(q) = ψΣ′(q) for all q that are ordered
subsets of Σ ∩ Σ′. In [29, Sec. 4.3], it is shown by means of the Tomonaga-Schwinger
picture (though not rigorously) that this is indeed the case if the hypersurface evolution
satisfies (IL) and (NCFV).
It lies in the nature of multi-time theories that (NCFV) is automatically satisfied
(whenever the UΣ
′
Σ are unitary). That is because the number of time variables equals
the number of particles, so the 0-particle sector is time independent. Put differently,
when inserting points from Σ into the space-time variables xk of φ, there is nothing to
be inserted into φ(0), so ψ
(0)
Σ is a complex number independent of Σ. Keep in mind that
the vacuum subspace rangePΣ({∅}) contains those ψΣ for which at most ψ(0)Σ is non-
zero. Hence, if ψΣ lies in the vacuum subspace and has norm 1, then ψ
(0)
Σ is a complex
number of modulus 1. Also for every other Σ′, it follows that ψ(0)Σ′ has modulus 1, while
by unitarity ψΣ′ has norm 1, so all other sectors of ψΣ′ must vanish, and ψΣ′ lies in the
vacuum subspace. This proves (NCFV).
Although many multi-time theories satisfy (IL), not all do. An example that does
not is provided in [25]; in this model, which is not Lorentz invariant, particles interact
at a distance through a special, spin-dependent potential that is carefully contrived so
as to respect the consistency condition (72), which almost all potentials violate [28, 25].
4.3.2 Examples of Multi-Time Theories Satisfying (IL)
1. Free Dirac particles. The n-th sector of φ is an anti-symmetric function φ(n) :
Mn → (C4)⊗n obeying the multi-time equations
i
∂
∂x0k
φ(n)(x1, . . . , xn) = H
Dirac
k φ
(n)(x1, . . . , xn), k = 1, . . . , n, n ∈ N, (73)
where HDirack is the free Dirac Hamiltonian acting on the variable xk and the spin
index of the k-th particle. (We can also allow external electromagnetic fields.) It
is a special situation of non-interacting particles that the multi-time wave function
φ is defined even for non-spacelike configurations, i.e., on all of ∪∞n=0Mn. We need
φ only on spacelike configurations in order to define a hypersurface evolution,
and this hypersurface evolution is the same one as described in Remark 15 of
Section 3.2 and in Section 4.1; as mentioned already, it obeys (IL).
2. Dirac particles in 1+1 dimensions with zero-range (δ-)interactions. In this Lorentz-
invariant multi-time model [20, 21, 22, 23] (see [24, Sec. 5] for a brief summary),
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particles interact upon contact, while particle number is conserved. The interac-
tion is mathematically characterized through a boundary condition on the wave
function. The combination of finite propagation speed, no creation or annihilation
of particles, and no interaction at a distance implies (IL). The model is rigorously
defined and proven to be consistent.
3. Toy quantum field theory. This model [29] (see [24, Sec. 6] for a brief summary) is
a multi-time version of a simple quantum field theory in which x-particles can emit
and absorb y-particles, where both x and y are Dirac particles. The model is not
rigorously defined as it is ultraviolet divergent. However, on the non-rigorous level
it has been shown to be consistent and to correspond to the Tomonaga-Schwinger
equation with Hamitonian density (68), which obeys (IL).
5 Definitions Used for Detection Probabilities
Before we formulate Theorem 1 in Section 6 below, we give a precise definition of the
detection distribution on Σ according to the “horizontal piece approach.” We first define
the detection distribution for a finite partition of Σ, and afterwards (Proposition 3) the
continuous detection distribution on Γ(Σ). The definition makes use of a particular
choice of Lorentz frame, which allows us to identify Minkowski space-time with R4.
Recall that µΣ denotes the volume measure on Σ.
Definition 5. An admissible partition of Σ consists of finitely many subsets P1, . . . , Pr
of Σ that are mutually disjoint, P`∩Pm = ∅ for ` 6= m, and such that each P` is bounded
and has boundary of measure zero, µΣ(∂P`) = 0. We set Pr+1 = Σ \ (P1 ∪ . . . ∪ Pr) to
make (P1, . . . , Pr+1) a partition of Σ.
The idea is to approximate detectors that measure for each P1, . . . , Pr whether it
contains at least one particle or none. It seems physically reasonable that the detector
regions P1, . . . , Pr are bounded, so they do not reach to infinity and are extended, for
any given time resolution ε > 0, over only finitely many time steps—whereas the x0
coordinate may reach arbitrarily large values on Σ. The set Pr+1 comprises that region
of Σ where we do not place detectors and make no attempt at observing particles.
Definition 6. We introduce the following geometric notions (see Figure 6).
For every k ∈ Z let
Υk := {x ∈M : x0 = kε} = Σkε, (74)
Ak := Υk \ future(Σ), (75)
Ck :=
[
Σ ∩ past(Υk)
]
\ past(Υk−1), (76)
Bk := Υk ∩ future(Ck) = Gr(Ck,Υk), (77)
Rk := Υk \ (Ak ∪Bk) . (78)
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Figure 6: Illustration of the surfaces relevant to the detection process.
Figure 7: Illustration of the discretization scheme.
Note that Υk = Ak ∪ Bk ∪ Rk is a partition of Υk. Furthermore, recall that pi denotes
the “vertical” projection R4 → R3; for every ` = 1, . . . , r we set (see Figure 7)
Bk` := {x ∈ Bk : pi(x) ∈ pi(P`)}, (79)
Ck` := {x ∈ Ck : pi(x) ∈ pi(P`)} . (80)
Imagine that at every time kε, an ideal quantum measurement is carried out for
each `, detecting whether there is at least one particle in Bk`. The detection results are
summarized by a 0-1-sequence s = (sk`) where sk` = 0 if no particle is detected in Bk`
and sk` = 1 if at least one particle is detected in Bk`. After collapsing the quantum
state respectively, we trace out all degrees of freedom outside Ak and replace them by
the vacuum state in order to avoid double detections. Finally, we are only interested
in the coarse-grained results for the sets P` of the partition, given by a 0-1-sequence
L = (L`), in the limit ε → 0. These results for the P` are defined by L` = 0 if sk` = 0
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for all k and L` = 1 if there is a k such that sk` = 1. We now translate this intuitive
thought into precise definitions.
Definition 7 (detection map). Let P = (P1, ..., Pr+1) be an admissible partition of Σ,
let ε > 0, and let
κ := kmin = min
{
k ∈ Z : ∃x ∈
r⋃
`=1
P` : x
0 ≤ kε} , (81)
K := kmax = min
{
k ∈ Z : ∀x ∈
r⋃
`=1
P` : x
0 ≤ kε} . (82)
They exist because the P1, . . . , Pr are bounded. Let sk` ∈ {0, 1} for every κ ≤ k ≤ K
and every ` = 1, . . . , r; we write s = (sk`)κ≤k≤K, 1≤`≤r as well as sk = (sk`)1≤`≤r. Let
D(H ) denote the space of density matrices on the Hilbert space H .
For every k = κ, . . . ,K we first define the detection map Dk(sk) : D(HΥk) →
D(HΥk) as follows. Let ρ ∈ D(HΥk). Then
Dk(sk)ρ :=
1
Nk(ρ)trBk∪Rk
(
PΥk(MB(sk))ρPΥk(MB(sk))
)
⊗ PBk∪Rk({∅}), (83)
where trBk∪Rk denotes the partial trace over the tensor factor HBk∪Rk in HΥk = HAk ⊗
HBk∪Rk .
8 Furthermore,
MB(sk) =
⋂
1≤`≤r
MB(sk`) , (84)
where
MB(sk`) =
{ ∅(Bk`) if sk` = 0
∃(Bk`) if sk` = 1 (85)
stands for the part of the configuration space Γ(Υk) associated with the outcomes sk.
Finally, Nk(ρ) = trΥk (PΥk(MB(sk))ρ ) is a normalization factor.
Given the previous definition, we can now precisely state the measurement postulates
we are using. Note that these are given by the Born rule at equal times (for density
matrices) combined with a modified collapse postulate (tracing out particles which were
detected and replacing them with the vacuum).
Definition 8. (measurement postulates for equal times.)
1. Born rule. Given the density matrix ρΥk ∈ D(HΥk), the conditional probability for
the detection results sk given the previous detection results sκ, . . . , sk−1 (relative to
a partition P, a time discretization ε and an initial density matrix ρ0 ∈ D(HΥ0))
is obtained by
Pρ0,εP (sk|sκ, . . . , sk−1) = PεP(sk|ρΥk) = trΥk
(
PΥk(MB(sk)) ρΥk
)
(86)
8Should Bk ∪Rk be empty, and in similar situations in the following, our formulas still apply: Then
HBk∪Rk = C|∅〉 is 1-dimensional, so HΥk = HAk ⊗HBk∪Rk ∼= HAk , and Γ(Bk ∪Rk) contains only one
element, the empty configuration.
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for any k = κ, . . . ,K. For k = κ, the left-hand side should be understood as
Pρ0,εP (sκ).
2. Collapse rule. If a result given by sk is detected on Υk, the quantum state ρΥk ∈
D(HΥk) collapses to ρ
′
Υk
= Dk(sk)ρΥk . The new quantum state ρΥk+1 ∈ D(HΥk+1)
is given by
ρΥk+1 = U
Υk+1
Υk
ρ′ΥkU
Υk
Υk+1
. (87)
(We note that the detection mapping Dk also removes particles in Bk \
⋃r
`=1Bk`
that actually were not detected but did cross Bk and therefore should not be
counted again at a later time).
3. First surface (Υκ) rule. In parallel to removing detected particles, we also remove
after time κ − 1 those particles that have crossed some Bk with k < κ. That is,
we postulate that (87) also holds for k = κ − 1 but with ρ′Υκ−1 given (not by a
collapse via Dk but instead) by
ρ′Υκ−1 = trBκ−1∪Rκ−1
(
U
Υκ−1
Υ0
ρ0 U
Υ0
Υκ−1
)
⊗ PBκ−1∪Rκ−1({∅}) . (88)
In case Bκ−1 ∪Rκ−1 = ∅, this rule reduces to
ρ′Υκ−1 = U
Υ0
Υκ−1 ρ0 U
Υκ−1
Υ0
and ρΥκ = U
Υ0
Υκ
ρ0 U
Υκ
Υ0
. (89)
In case κ = 0, notice that necessarily Bκ−1 = ∅ = Rκ−1. Note that (88) has trace
1.
From these postulates for each time step it now follows, by the usual rule for con-
ditional probabilities, that the probability distribution Pρ0,εP (s) on the set of detection
results {0, 1}(K−κ+1)r (relative to a partition P, an initial density matrix ρ0 and a time
discretization ε) is given by
Pρ0,εP (s) = P
ρ0,ε
P (sK |sκ, . . . , sK−1)Pρ0,εP (sK−1|s1, . . . , sK−2) · · ·PεP,ρ0(sκ)
= PεP(sK |ρΥK )PεP(sK−1|ρΥK−1) · · ·PεP(sκ|ρΥκ) . (90)
We are now ready to define the detection distribution that our main theorem is
concerned with.
Definition 9. The detection distribution Pψ0det,P relative to P and ψ = ψ0 ∈HΣ0 with
‖ψ‖ = 1 is the measure on {0, 1}r defined by
Pψdet,P(L) = limε→0P
ψ,ε
det,P(L) , (91)
where
Pψ,εdet,P(L) =
∑
s:L
P|ψ〉〈ψ|,εP (s) (92)
Here, the sum on the right-hand side runs over all s compatible with L, that is, over all
s ∈ {0, 1}(K−κ+1)r such that for all 1 ≤ ` ≤ r: (sk` = 0∀k if L` = 0) and (∃k : sk` = 1 if
L` = 1). Put differently, the sum runs over all s leading to the coarse-grained detection
results L.
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Remarks.
21. One could also define the detection distribution for a mixed initial density matrix
ρ0, replacing P|ψ〉〈ψ|,εP (s) with P
ρ0,ε
P (s) in (92).
22. The question arises whether the limit ε→ 0 in (91) always exists. Theorem 1 will
show, among other things, that it does. One could also set up a modified definition
of Pψdet,P that would allow for detecting particles in sets P` that are unbounded,
but that would come at the cost of increased complexity of the reasoning and,
as already mentioned, it would seem physically unrealistic to have infinitely ex-
tended detectors and infinitely many time steps in which detection is attempted.
Moreover, the probabilities for bounded sets already determine the probability
distribution completely, as Proposition 3 shows.
6 Statement of the Main Results
Proposition 3. (Continuum detection distribution) For every ψ ∈ H0 with ‖ψ‖ = 1,
there is at most one probability distribution Pψdet on Γ(Σ) that agrees with P
ψ
det,P for
every admissible partition P = (P1, . . . , Pr+1) in the sense that, for every L ∈ {0, 1}r,
Pψdet
(
MP (L)
)
= Pψdet,P(L) . (93)
Here,
MP (L) =
r⋂
`=1
MP (L`) (94)
with
MP (L`) =
{ ∅(P`) if L` = 0
∃(P`) if L` = 1 . (95)
If it exists, that distribution Pψdet will be called the continuum detection distribution of
ψ on Γ(Σ).
We give the proof in Section 7.1.
Theorem 1. Suppose we are given a hypersurface evolution (H◦, P◦, U◦◦ ) in Minkowski
space-time satisfying (IL) and (FS). Let ψ ∈ HΣ0 with ‖ψ‖ = 1, let Σ be a Cauchy
hypersurface in the future of Σ0, and let P = (P1, . . . , Pr+1) be an admissible partition
of Σ. For every L ∈ {0, 1}r, the limit (91) exists and is equal to
Pψdet,P(L) = 〈ψΣ|PΣ(MP (L))|ψΣ〉 . (96)
Put differently, for every ψ ∈HΣ0 with ‖ψ‖ = 1, there is a continuum detection distri-
bution Pψdet on Γ(Σ), and it is given by
Pψdet(·) = 〈ψΣ|PΣ(·)|ψΣ〉 . (97)
The proof is given in Section 7.2.
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7 Proofs
7.1 Proof of Proposition 3
Proof. Recall that R ⊆ Σ is measurable iff pi(R) is, and pi is the projection R4 → R3.
Let Br(x) denote the open ball of radius r > 0 around x in R3. We will show that
already those admissible partitions with r = 1 and pi(P1) the union of finitely many
open balls (of finite radius) determine Pψdet uniquely, in fact already the probabilities of
∅(P1) do.
It is a known fact that a probability measure P on a measurable space (Ω,F ) is
uniquely determined by its values on a ∩-stable generator of F . Thus, it suffices to
show that the family
A :=
{
∅(A) : pi(A) is the union of finitely many open balls
}
⊂ B(Γ(Σ)) (98)
is a ∩-stable generator. It is clear that A is ∩-stable because
∅(A) ∩ ∅(B) = ∅(A ∪B) , (99)
and pi(A∪B) = pi(A)∪ pi(B) is again a union of finitely many open balls. So it remains
to show that σ(A ), the σ-algebra generated by A , contains B(Γ(Σ)) and, therefore,
coincides with it. In fact, we prove the slightly stronger statement that already for the
smaller family
C =
{
∅(Br(x)) : r > 0,x ∈ R3} ⊂ pi(A ) ⊂ B(Γ(R3)) , (100)
σ(C ) coincides with B(Γ(R3)).
To this end, let {x1,x2, . . .} be a countable dense set in R3 (e.g., Q3), let f : N×N→
N be a bijection, and set
Af(m,n) = B1/m(xn) . (101)
This provides us with a point-separating sequence of balls Ai in R3. Note that ∃(Ai) =
∅(Ai)c ∈ σ(C ) and that, for every n ∈ N,
Mn :=
∞⋃
i1...in=1
Ai1 ...Ain pairw. disjoint
∃(Ai1) ∩ . . . ∩ ∃(Ain) ∈ σ(C ) . (102)
Claim. Mn =
{
q ∈ Γ(R3) : #q ≥ n}
Proof of the claim: Let q = {y1, . . . ,ym} ∈ Γ(R3) with m ≥ n. There are mutually
disjoint Ai1 , . . . , Aim with yj ∈ Aij , so, ignoring those with j > n (if any),
q ∈ ∃(Ai1) ∩ . . . ∩ ∃(Ain) , (103)
so q ∈ Mn. On the other hand, if q ∈ Mn, then, by the definition (102), q ∈ ∃(Ai1) ∩
. . .∩∃(Ain) for some pairwise disjoint Ai1 , . . . , Ain , so #q ≥ n. This proves the claim.
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We continue the proof of Proposition 3. It follows from the claim that also
Γn(R3) :=
{
q ∈ Γ(R3) : #q = n} = {#q ≥ n} \ {#q ≥ n+ 1} ∈ σ(C ) . (104)
It remains to show that B(Γn(R3)) ⊂ σ(C ). Since Γn(R3) = (R3)n/permutations
and B((R3)n) is generated by the Cartesian products of n open 3-balls, we know that
B(Γn(R3)) is generated by the unordered (symmetrized) Cartesian products of n open
3-balls. Let us focus on n = 2 (the generalization to arbitrary n is straightforward).
If two given 3-balls Br1(z1),Br2(z2) are disjoint, then their unordered product can be
written as Γ2(R3) ∩ ∃(Br1(z1)) ∩ ∃(Br2(z2)), and thus belongs to σ(C ). If the two balls
are not disjoint, then their product in Γ2(R3) can be written as a countable union of
products of two disjoint balls, and thus again belongs to σ(C ).
7.2 Proof of Theorem 1
The proof is structured as follows. Firstly, we determine a closed expression for P|ψ〉〈ψ|,εP (s)
(Section 7.2.1). Secondly, this expression is used to obtain upper and lower bounds
for Pψ,εdet,P(L) that have the form 〈ψΣ|PΣ(M εi )|ψΣ〉 for suitable configuration space sets
M εi ⊂ Γ(Σ), i = 1, 2 (Section 7.2.2). Thirdly, we show that these bounds converge to
the same expression in the limit ε→ 0 (Section 7.2.3). This demonstrates the existence
of Pψdet,P(L).
7.2.1 Closed Expression for P|ψ〉〈ψ|,εP (s)
Proposition 4.
P|ψ〉〈ψ|,εP (s) = 〈ψΣ|P (s)|ψΣ〉 , (105)
where (using the abbreviation C =
⋃K
k=κCk)
P (s) : HΣ ∼=
(
K⊗
k=κ
HCk
)
⊗HΣ\C →HΣ,
P (s) =
(
K⊗
k=κ
P˜Ck
)
⊗ IΣ\C . (106)
Here, P˜Ck is defined as follows. According to the factorization of the PVM (22), we
have that9
PΥk(MB(sk)) = IAk∪Rk ⊗ PBk
(
NB(sk)
)
, (107)
where NB(sk) is defined like MB(sk) but exchanging ∃(·) with ∃Bk(·) and ∅(·) with ∅Bk(·).
Then
P˜Ck = W
Ck
Bk
PBk
(
NB(sk)
)
WBkCk , (108)
where WBkCk : HCk →HBk are the reduced evolution operators defined in (56).
9Note that ∃Σ(Bk`) = Γ(Σ\Bk)× ∃Bk(Bk`) and ∅Σ(Bk`) = Γ(Σ\Bk)× ∅Bk(Bk`).
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Note that Bk = Gr(Ck,Υk). Furthermore, the phase ambiguity of W
Bk
Ck
correspond-
ing to the choice of vacuum vectors disappears here because W appears twice with
opposite phases. Note also that P˜Ck , and thus P (s), is in general not a projection be-
cause WBkCk is in general not unitary; it is an isometry but in general not surjective, that
is, it is unitary to a subspace of HBk ; correspondingly, W
Ck
Bk
WBkCk = ICk , but W
Bk
Ck
WCkBk
is the projection onto said subspace of HBk . Finally, keep in mind that PBk(NB(sk)) is
a projection.
Before proving Proposition 4, we introduce an auxiliary density matrix that will
facilitate the proof.
Definition 10 (auxiliary density matrix). Let ρ0 ∈ D(HΥ0). For every k = κ−1, . . . , K,
we define the auxiliary density matrix ρAk ∈ D(HAk) by
ρAκ−1 = trBκ−1∪Rκ−1
(
U
Υκ−1
Υ0
ρ0 U
Υ0
Υκ−1
)
, (109)
ρAk =
1
NAk
trCk
(
[IAk ⊗ P˜Ck ]UAk∪CkAk−1 ρAk−1U
Ak−1
Ak∪Ck
)
, (110)
where NAk is the normalization factor yielding trAk(ρAk) = 1. In case κ = 0, Bκ−1 =
∅ = Rκ−1, so (109) reduces to ρA−1 = UΥ−1Υ0 ρ0 UΥ0Υ−1 , and A0 ∪ C0 = Υ0.
Note that (109) has trace 1. We also note that by the cyclic property of the partial
trace, the expression inside trCk in (110) can be replaced by[
IAk ⊗ P˜ 1/2Ck
]
UAk∪CkAk−1 ρAk−1U
Ak−1
Ak∪Ck
[
IAk ⊗ P˜ 1/2Ck
]
, (111)
which makes it evident that ρAk is self-adjoint.
We have used (IL) to obtain the existence of the unitary operators U
Ak+1∪Ck+1
Ak
. This
is possible as Ak and Ak+1 ∪ Ck+1 are grown (and shrunk) sets of each other. More
precisely,
Ξk,k+1 := Ak+1 ∪ Ck+1 ∪Bk ∪Rk (112)
is a Cauchy surface that has Bk ∪ Rk in common with the Cauchy surface Υk = Ak ∪
Bk ∪Rk. We will also need the following fact.
Proposition 5.
W
Ak+1∪Bk+1
Ak
=
(
IAk+1 ⊗WBk+1Ck+1
)
U
Ak+1∪Ck+1
Ak
. (113)
Proof. The defining property (55) of W is that
UΣ
′
Σ ψA ⊗ |∅(Ac)〉 =
(
W
Gr(A,Σ′)
A ψA
)
⊗ ∣∣∅(Sr(Ac,Σ′))〉, (114)
we need to verify that the right-hand side of (113) satisfies this property for Σ = Υk,
Σ′ = Υk+1, and A = Ak; that is, we need to show that
U
Υk+1
Υk
ψAk ⊗ |∅(Bk ∪Rk)〉 =
[(
IAk+1 ⊗WBk+1Ck+1
)
U
Ak+1∪Ck+1
Ak
ψAk
]
⊗ ∣∣∅(Rk+1)〉. (115)
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The W
Bk+1
Ck+1
on the right-hand side of (113) is characterized by the property that
U
Υk+1
Ξk,k+1
ψCk+1 ⊗
∣∣∅(Ak+1 ∪Bk ∪Rk)〉 = (WBk+1Ck+1 ψCk+1)⊗ ∣∣∅(Ak+1 ∪Rk+1)〉 (116)
with Ξk,k+1 as in (112). By (IL), U
Υk+1
Ξk,k+1
= IAk+1 ⊗ UBk+1∪Rk+1Ck+1∪Bk∪Rk , so a factor |∅(Ak+1)〉
splits off from (116), i.e.,
U
Bk+1∪Rk+1
Ck+1∪Bk∪RkψCk+1 ⊗ |∅(Bk ∪Rk)〉 =
(
W
Bk+1
Ck+1
ψCk+1
)
⊗ ∣∣∅(Rk+1)〉, (117)
and thus
U
Υk+1
Ξk,k+1
ψAk+1∪Ck+1 ⊗ |∅(Bk ∪Rk)〉 =
[(
IAk+1 ⊗WBk+1Ck+1
)
ψAk+1∪Ck+1
]
⊗ ∣∣∅(Rk+1)〉. (118)
Inserting ψAk+1∪Ck+1 = U
Ak+1∪Ck+1
Ak
ψAk yields (115).
Proposition 6. For κ− 1 ≤ k ≤ K, ρAk has the following properties:
1. ρ′Υk = ρAk ⊗ PBk∪Rk({∅}).
2. ρΥk+1 =
(
W
Ak+1∪Bk+1
Ak
ρAkW
Ak
Ak+1∪Bk+1
)
⊗ PRk+1({∅}).
3. The normalization constants of ρ′Υk and ρAk coincide: Nk(ρΥk) = NAk .
4. Expression of conditional probabilities via ρAk . For κ ≤ k ≤ K,
PεP(sk|ρΥk) = NAk . (119)
Proof. We prove statements 1., 2., and 3. together by induction along k, beginning
with k = κ − 1. Statement 1. is immediate from the definitions (88) and (109), and
3. is true since the normalization constants of ρ′Υκ−1 and ρAκ−1 are both 1. For 2.,
we generally have that ρΥk+1 = U
Υk+1
Υk
ρ′ΥkU
Υk
Υk+1
. As ρ′Υκ−1 is concentrated in Aκ−1 by
definition (88), we can use the reduced evolution operators (cf. Proposition 2) to write
(note Rk+1 = Sr(Bk ∪Rk,Υk+1)): ρΥκ = (WAκ∪BκAκ−1 ρAκ−1 W
Aκ−1
Aκ∪Bκ)⊗ PRκ({∅}).
For the induction step, let claims 1., 2., and 3. be true for some k. We have:
ρ′Υk+1 = Dk+1(sk+1)ρΥk+1 . According to the induction assumption for 2.,
ρ′Υk+1 = Dk+1(sk+1)
[(
W
Ak+1∪Bk+1
Ak
ρAkW
Ak
Ak+1∪Bk+1
)
⊗ PRk+1({∅})
]
=
1
Nk+1(ρΥk)
trBk+1∪Rk+1
[
PΥk+1(MB(sk+1))
(
W
Ak+1∪Bk+1
Ak
ρAkW
Ak
Ak+1∪Bk+1
⊗ PRk+1({∅})
)
PΥk+1(MB(sk+1))
]
⊗ PBk+1∪Rk+1({∅})
=
1
Nk+1(ρΥk)
trBk+1
[[
IAk+1 ⊗ PBk+1(NB(sk+1))
] (
W
Ak+1∪Bk+1
Ak
ρAkW
Ak
Ak+1∪Bk+1
)]
⊗ PBk+1∪Rk+1({∅}) (120)
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using (107) and uniqueness of the vacuum (20). By Proposition 5, and using the cyclic
property of the partial trace, we obtain that
trBk+1
[[
IAk+1 ⊗ PBk+1(NB(sk+1))
] (
W
Ak+1∪Bk+1
Ak
ρAkW
Ak
Ak+1∪Bk+1
)]
= trBk+1
[[
IAk+1 ⊗ PBk+1(NB(sk+1))
][
IAk+1 ⊗WBk+1Ck+1
] (
U
Ak+1∪Ck+1
Ak
ρAkU
Ak
Ak+1∪Ck+1
) [
IAk+1 ⊗WCk+1Bk+1
]]
= trCk+1
[[
IAk+1 ⊗
(
W
Ck+1
Bk+1
PBk+1(NB(sk+1))W
Bk+1
Ck+1
)](
U
Ak+1∪Ck+1
Ak
ρAkU
Ak
Ak+1∪Ck+1
)]
(121)
Comparing this expression with (120) and the definition (110) of ρAk+1 yields that
Nk+1(ρΥk+1) = NAk+1 and
ρ′Υk+1 = ρAk+1 ⊗ PBk+1∪Rk+1({∅}). (122)
We thus obtain 1. and 3. for k + 1.
For 2., (122) and (114) imply that
ρΥk+2 = U
Υk+2
Υk+1
ρ′Υk+1U
Υk+1
Υk+2
= U
Υk+2
Υk+1
[
ρAk+1 ⊗ PBk+1∪Rk+1({∅})
]
U
Υk+1
Υk+2
=
(
W
Ak+2∪Bk+2
Ak+1
ρAk+1W
Ak+1
Ak+2∪Bk+2
)
⊗ PRk+2({∅}), (123)
which completes the induction step.
With regard to statement 4., the horizontal Born rule (86), 2., uniqueness of the
vacuum (20), and Proposition 5 together imply that
PεP(sk|ρΥk) = trΥk(PΥk(MB(sk))ρΥk)
= trAktrBk
[
(IAk ⊗ PBk(NB(sk)))
(
WAk∪BkAk−1 ρAk−1W
Ak−1
Ak∪Bk
)]
= trAktrCk
[(
IAk ⊗ P˜Ck
)(
UAk∪CkAk−1 ρAk−1U
Ak−1
Ak∪Ck
)]
= NAk trAk(ρAk) = NAk . (124)
Proof of Proposition 4. By (90) and statement 4. of Proposition 6,
Pρ0,εP (s) = NAκ NAκ+1 · · · NAK . (125)
We define the operators ρ˜Ak in a similar way as ρAk but leave out the normalization
factors, i.e.,
ρ˜Aκ−1 = ρAκ−1 ,
ρ˜Ak+1 = trCk+1
(
[IAk+1 ⊗ P˜Ck+1 ]UAk+1∪Ck+1Ak ρ˜AkUAkAk+1∪Ck+1
)
. (126)
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Since ρ˜Ak+1 contains just one factor ρ˜Ak , we obtain that
ρ˜Ak = NAκ · · · NAk ρAk , (127)
so that NAκ NAκ+1 · · · NAk = trAk(ρ˜Ak) and
Pρ0,εP (s) = trAK (ρ˜AK ) . (128)
Now let
S := Σ \ past(ΥK) =
∞⋃
k=K+1
Ck . (129)
Then S = Gr(AK ,Σ) and AK = Gr(S,ΥK) (see also Figure 6), so U
S
AK
exists, and
Pρ0,εsP (s) = trS(U
S
AK
ρ˜AKU
AK
S ). (130)
We now reorder the nested expressions in ρ˜Ak .
Claim: For all k ≥ κ,
ρ˜Ak = trCκ∪···∪Ck
[[
IAk ⊗ P˜ (k)C
]
trBκ−1∪Rκ−1
(
U
Ξκ−1,k
Υ0
ρ0 U
Υ0
Ξκ−1,k
)]
, (131)
where
Ξκ−1,k := Bκ−1 ∪Rκ−1 ∪ Cκ ∪ · · · ∪ Ck ∪ Ak (132)
is a Cauchy surface, and
P˜
(k)
C :=
k⊗
i=κ
P˜Ci . (133)
Proof of the claim. (Induction.) k = κ : From (126) and (109),
ρ˜Aκ = trCκ
[[
IAκ ⊗ P˜Cκ
]
UAκ∪CκAκ−1 trBκ−1∪Rκ−1
(
U
Υκ−1
Υ0
ρ0 U
Υ0
Υκ−1
)
U
Aκ−1
Aκ∪Cκ
]
= trCκ
[[
IAκ ⊗ P˜Cκ
]
trBκ−1∪Rκ−1
(
U
Ξκ−1,κ
Υ0
ρ0 U
Υ0
Ξκ−1,κ
)]
(134)
as desired because U
Ξκ−1,κ
Υκ−1 = IBκ−1∪Rκ−1 ⊗ UAκ∪CκAκ−1 by (IL).
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For the induction step, let (131) be true for some k. Then
ρ˜Ak+1 = trCk+1
[[
IAk+1 ⊗ P˜Ck+1
]
U
Ak+1∪Ck+1
Ak
ρ˜AkU
Ak
Ak+1∪Ck+1
]
= trCk+1
[[
IAk+1 ⊗ P˜Ck+1
]
U
Ak+1∪Ck+1
Ak
×
× trCκ∪···∪Ck
([
IAk ⊗ P˜ (k)C
]
trBκ−1∪Rκ−1
(
U
Ξκ−1,k
Υ0
ρ0 U
Υ0
Ξκ−1,k
))
UAkAk+1∪Ck+1
]
= trCκ∪···∪Ck+1
[[
IAk+1 ⊗ P˜Ck+1 ⊗ ICκ∪···∪Ck
] [
U
Ak+1∪Ck+1
Ak
⊗ ICκ∪···∪Ck
] [
IAk ⊗ P˜ (k)C
]
×
× trBκ−1∪Rκ−1
(
U
Ξκ−1,k
Υ0
ρ0 U
Υ0
Ξκ−1,k
)[
UAkAk+1∪Ck+1 ⊗ ICκ∪···∪Ck
]]
= trCκ∪···∪Ck+1
[[
IAk+1 ⊗ P˜Ck+1 ⊗ ICκ∪···∪Ck
] [
IAk+1∪Ck+1 ⊗ P˜ (k)C
] [
U
Ak+1∪Ck+1
Ak
⊗ ICκ∪···∪Ck
]
×
× trBκ−1∪Rκ−1
(
U
Ξκ−1,k
Υ0
ρ0 U
Υ0
Ξκ−1,k
)[
UAkAk+1∪Ck+1 ⊗ ICκ∪···∪Ck
]]
= trCκ∪···∪Ck+1
[[
IAk+1 ⊗ P˜Ck+1 ⊗ P˜ (k)C
]
trBκ−1∪Rκ−1
(
U
Ξκ−1,k+1
Υ0
ρ0 U
Υ0
Ξκ−1,k+1
)]
.
(135)
This proves the claim. 
We now turn to the proof of (105). According to (130) and (131), we have that
Pρ0,εP (s) = trS
(
USAK trCκ∪···∪CK
[[
IAK ⊗ P˜ (K)C
]
trBκ−1∪Rκ−1
(
U
Ξκ−1,K
Υ0
ρ0 U
Υ0
Ξκ−1,K
)]
UAKS
)
= trCκ∪···∪CK∪S
[[
IS ⊗ P˜ (K)C
]
trBκ−1∪Rκ−1
(
U
Ξκ−1,∞
Υ0
ρ0 U
Υ0
Ξκ−1,∞
)]
= trΣ
(
P (s)UΣΥ0ρ0U
Υ0
Σ
)
(136)
with
Ξκ−1,∞ := Bκ−1 ∪Rκ−1 ∪ Cκ ∪ · · · ∪ CK ∪ S . (137)
Taking ρ0 = |ψ0〉〈ψ0|, we finally obtain:
Pρ0,εP (s) = trΣ
(
P (s)UΣΥ0|ψ0〉〈ψ0|UΥ0Σ
)
= 〈ψΣ|P (s)|ψΣ〉. (138)
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7.2.2 Bounds for Pψ,εdet,P(L)
Since the collapses are represented by operators P (s) that arise from projections to
configuration sets on Bk through transport to Ck, the idea is to bound them from
below (and above) by projections to configuration sets on Ck obtained by shrinking (or
growing, respectively) Bk`.
Definition 11 (grown and shrunk configuration space sets). We first introduce (see
Figure 8):
Cˇk` = Sr(Bk`,Σ) ⊆ Ck,
Ĉk` = past(Bk`) ∩ Ck. (139)
Next, we define:
MC(sk`) =
{ ∅(Ck`) if sk` = 0,
∃(Ck`) if sk` = 1,
MˇC(sk`) =
{ ∅(Ĉk`) if sk` = 0,
∃(Cˇk`) if sk` = 1,
M̂C(sk`) =
{ ∅(Cˇk`) if sk` = 0,
∃(Ĉk`) if sk` = 1. (140)
Furthermore:
MC(s) =
K⋂
k=κ
r⋂
`=1
MC(sk`),
MˇC(s) =
K⋂
k=κ
r⋂
`=1
MˇC(sk`),
M̂C(s) =
K⋂
k=κ
r⋂
`=1
M̂C(sk`). (141)
We then have that Cˇk` ⊆ Ck` ⊆ Ĉk`. As ∃(R1) ⊆ ∃(R2) and ∅(R2) ⊆ ∅(R1) for R1 ⊆
R2 ⊆ Σ, it follows that MˇC(sk`) ⊆MC(sk`) ⊆ M̂C(sk`) and MˇC(s) ⊆MC(s) ⊆ M̂C(s).
Moreover, we define:
M εC(L) =
⋃
s:L
MC(s),
Mˇ εC(L) =
⋃
s:L
MˇC(s),
M̂ εC(L) =
⋃
s:L
M̂C(s), (142)
where the clause “s : L” means all s ∈ {0, 1}(K−κ+1)r compatible with L, i.e., such that
for all 1 ≤ ` ≤ r: sk` = 0 for all k if L` = 0 and ∃ k with sk` = 1 if L` = 1. The
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Figure 8: Definition of the sets Cˇk`, Ĉk`. The surfaces Bk and Ck are viewed from the
side.
superscript ε has been introduced to remind the reader that the introduced sets are
ε-dependent. It follows that Mˇ εC(L) ⊆M εC(L) ⊆ M̂ εC(L).
Proposition 7. For all ε > 0 the following inequalities hold:
〈ψΣ|PΣ(Mˇ εC(L))|ψΣ〉 ≤ Pψ,εdet,P(L) ≤ 〈ψΣ|PΣ(M̂ εC(L))|ψΣ〉. (143)
Before proving Proposition 7, we establish some auxiliary statements.
Proposition 8. Let Dk` = Gr(Bk`,Σ)\Ck, so that Ĉk` ∪ Dk` = Gr(Bk`,Σ). Then the
following operator inequalities10 hold:
PΣ(∅(Ĉk` ∪Dk`)) ≤ UΣΥkPΥk(∅Υk(Bk`))UΥkΣ ≤ PΣ(∅(Cˇk`)), (144)
PΣ(∃(Cˇk`)) ≤ UΣΥkPΥk(∃Υk(Bk`))UΥkΣ ≤ PΣ(∃(Ĉk` ∪Dk`)). (145)
Proof. We verify (144); (145) then follows via P ≤ Q⇔ I −Q ≤ I − P .
To prove (144), first note that (FS) can be equivalently formulated as follows (see
also Figure 2). For any R ⊆ Σ,
UΣ
′
Σ PΣ(∅Σ(R))UΣΣ′ ≤ PΣ′(∅Σ′(Sr(R,Σ′))). (146)
Applying this for R ↔ Bk`, Σ ↔ Υk and Σ′ ↔ Σ, we obtain the second inequality
in (144) as Cˇk` = Sr(Bk`,Σ). For the first inequality in (144), we bring the evolution
operators in (146) to the other side and apply the resulting inequality for Σ, Σ′ ↔ Υk,
R↔ Ĉk` ∪Dk` and make use of Sr(Ĉk` ∪Dk`,Υk) = Bk`.
Proposition 9.
PΣ(MˇC(s)) ≤ P (s) ≤ PΣ(M̂C(s)). (147)
Proof. Recall (106), i.e.:
P (s) =
(
K⊗
k=κ
WCkBk PBk(NB(sk))W
Bk
Ck
)
⊗ IΣ\C . (148)
10The operator inequalities are meant as follows. Let P,Q : H → H . Then P ≤ Q :⇔ 〈φ|P |φ〉 ≤
〈φ|Q|φ〉 ∀φ ∈ H . Put differently, Q − P is a positive operator. When P,Q are projections, this is
equivalent to range(P ) ⊆ range(Q).
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Let
NB(sk`) =
{ ∅Bk(Bk`) if sk` = 0,
∃Bk(Bk`) if sk` = 1. (149)
Then NB(sk) =
r⋂
`=1
NB(sk`) and hence
PBk(NB(sk)) =
r∏
`=1
PBk(NB(sk`)). (150)
Claim:
r∏
`=1
PCk(NˇC(sk`)) ≤ WCkBk
r∏
`=1
PBk(NB(sk`))W
Bk
Ck
≤
r∏
`=1
PCk(N̂C(sk`)), (151)
where
NˇC(sk`) =
{ ∅Ck(Ĉk`) if sk` = 0,
∃Ck(Cˇk`) if sk` = 1,
N̂C(sk`) =
{ ∅Ck(Cˇk`) if sk` = 0,
∃Ck(Ĉk`) if sk` = 1.
(152)
Proof of the claim. Focus on the first inequality in (151), i.e.,〈
χCk
∣∣∣∣∣
r∏
`=1
PCk(NˇC(sk`))
∣∣∣∣∣χCk
〉
≤
〈
χCk
∣∣∣∣∣WCkBk
r∏
`=1
PBk(NB(sk`))W
Bk
Ck
∣∣∣∣∣χCk
〉
∀χCk ∈HCk .
(153)
The idea is to rewrite the right-hand side in terms of the U instead of W operators to be
able to use the inequalities (144), (145) after some further manipulations. Recall that
UΥkΣ |χCk〉 ⊗ |∅(Σ\Ck)〉 =
(
WBkCk |χCk〉
)
⊗ |∅(Υk\Bk)〉. (154)
Therefore, using PΥk(MB(sk`)) = PBk(NB(sk`))⊗ IΥk\Bk , we find that〈
χCk
∣∣∣∣∣WCkBk
r∏
`=1
PBk(NB(sk`))W
Bk
Ck
∣∣∣∣∣χCk
〉
=
〈
χCk ⊗ ∅(Σ\Ck)
∣∣∣∣∣UΣΥk
(
r∏
`=1
PΥk(MB(sk`))
)
UΥkΣ
∣∣∣∣∣χCk ⊗ ∅(Σ\Ck)
〉
=
〈
χCk ⊗ ∅(Σ\Ck)
∣∣∣∣∣
r∏
`=1
(
UΣΥkPΥk(MB(sk`))U
Υk
Σ
)∣∣∣∣∣χCk ⊗ ∅(Σ\Ck)
〉
. (155)
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Now, for the expressions UΣΥkPΣ(MB(sk`))U
Υk
Σ we use the previously obtained inequalities
(144), (145) (the respective lower bounds). This yields:
(155) ≥
〈
χCk ⊗ ∅(Σ\Ck)
∣∣∣∣∣
r∏
`=1
PΣ(MˇC∪D(sk`))
∣∣∣∣∣χCk ⊗ ∅(Σ\Ck)
〉
, (156)
where
MˇC∪D(sk`) =
{ ∅(Ĉk` ∪Dk`) if sk` = 0,
∃(Cˇk`) if sk` = 1. (157)
Next, note that because of Dk` ⊆ Σ\Ck,
PΣ(∅(Ĉk` ∪Dk`)) |χCk⊗ ∅(Σ\Ck)〉 = PΣ(∅(Ĉk`)) |χCk⊗ ∅(Σ\Ck)〉, (158)
and therefore
PΣ(MˇC∪D(sk`)) |χCk⊗ ∅(Σ\Ck)〉 = PΣ(MˇC(sk`)) |χCk⊗ ∅(Σ\Ck)〉. (159)
As a consequence, since PΣ(MˇC(sk`)) = PCk(NˇC(sk`))⊗ IΣ\Ck ,〈
χCk
∣∣∣∣∣WCkBk
r∏
`=1
PBk(NB(sk`))W
Bk
Ck
∣∣∣∣∣χCk
〉
≥
〈
χCk⊗ ∅(Σ\Ck)
∣∣∣∣∣
r∏
`=1
PΣ(MˇC(sk`))
∣∣∣∣∣χCk⊗ ∅(Σ\Ck)
〉
=
〈
χCk
∣∣∣∣∣
L∏
l=1
PCk(NˇC(sk`))
∣∣∣∣∣χCk
〉
(160)
for all χCk ∈ HCk . This yields the first inequality of the claim (151). For the second
one, one proceeds analogously. 
We now continue the proof of Proposition 9. Eq. (151) implies, by taking a tensor
product over k, that[
K⊗
k=κ
(
r∏
`=1
PCk(NˇC(sk`))
)]
⊗ IΣ\C ≤ P (s) ≤
[
K⊗
k=κ
(
r∏
`=1
PCk(N̂C(sk`))
)]
⊗ IΣ\C . (161)
Now the operator on the left-hand side equals PΣ(MˇC(s)) (as can be seen by comparing
the action of these operators on a state in the tensor product) and the one on the
right-hand side PΣ(M̂C(s)) so, in fact, we obtain (147).
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Proof of Proposition 7. We prove the lower bound of (143) first, then the upper.
Lower bound. Applying (147) to the individual summands in Pψ,εdet,P(L) =
∑
s:L
〈ψΣ|P (s)|ψΣ〉,
we obtain that ∑
s:L
〈ψΣ|PΣ(MˇC(s))|ψΣ〉 ≤ Pψ,εdet,P(L). (162)
Now, by the definition of the sets MˇC(s), we have that MˇC(s) ∩ MˇC(s′) = ∅ for s 6= s′.
Thus,∑
s:L
〈ψΣ|PΣ(MˇC(s))|ψΣ〉 = 〈ψΣ|PΣ
(⋃
s:L
MˇC(s)
)
|ψΣ〉 = 〈ψΣ|PΣ(Mˇ εC(L))|ψΣ〉, (163)
which, together with (162), yields the lower bound of (143).
Upper bound. Here, we cannot proceed analogously as the sets M̂C(s) are not mutually
disjoint. Instead, we use (147) to show that∑
s:L
P (s) ≤ PΣ(M̂ εC(L)), (164)
which will then directly yield the upper bound of (143).
For notational convenience, we write
P (s) = PC(s)⊗ IΣ\C , (165)
where
PC(s) :
K⊗
k=κ
HCk →
K⊗
k=κ
HCk ,
PC(s) = W
C
B PB(s)W
B
C (166)
with W BC =
K⊗
k=κ
WBkCk , W
C
B = (W
B
C )
†, and PB(s) =
K⊗
k=κ
PBk(NB(sk)). Then
∑
s:L
PC(s) = W
C
B
(∑
s:L
PB(s)
)
W BC . (167)
While the PC(s) are in general not projections, the PB(s) are, and they are mutually
orthogonal for different s because the PB(s) act on HB :=
⊗K
k=κHBk , and the NB(sk)
are mutually disjoint sets in Γ(Bk). As a consequence,
∑
s:L PB(s) is again a projection.
For it we want to derive an upper bound from the upper bounds (147) that we have for
each s.
We make the following simple observation. LetHi andKi be closed subspaces ofH
for each i = 1, . . . , n such that Hi ⊆ Ki, and the Hi are mutually orthogonal (while the
43
Ki are not necessarily). Then
⊕
iHi ⊆
∨
iKi, where
∨
iKi denotes the span of the Ki.
The corresponding statement for projections reads as follows: If Pi and Qi, i = 1, . . . , n,
are projections in H , if the Pi are mutually orthogonal, and if Pi ≤ Qi, then∑
i
Pi ≤
∨
i
Qi , (168)
where
∨
iQi means the projection onto
∨
iKi. Later, we will use that
∨
i PΣ(Si) =
PΣ(
⋃
i Si) for any sets Si ⊆ Γ(Σ).
In our case, i ↔ s, Pi ↔ PB(s), and Qi still needs to be chosen. Since PB(s) is
closely related to PC(s), and since from (147) we have that PC(s) ≤ PC(N̂C(s)) with
N̂C(s) ⊆ Γ(C) the set defined by M̂C(s) = N̂C(s) × Γ(Σ\C), our Qi should be closely
related to PC(N̂C(s)). The latter is indeed a projection, but lives on HC instead of HB.
So we need to transport it to HB via W BC , which yields
W BC PC(s)W
C
B ≤ W BC PC(N̂C(s))W CB =: P̂B(s) (169)
or, since PC(s) = W CB PB(s)W
B
C ,
W BC W
C
B PB(s)W
B
C W
C
B ≤ P̂B(s) . (170)
Now W BC is unitary only to a subspace of HB (that may not contain rangePB(s)); let
Q denote the projection onto that subspace, so W CB W
B
C = IC and W
B
C W
C
B = Q. Thus,
QPB(s)Q ≤ P̂B(s) , (171)
and we want to obtain from that an upper bound Qi for PB(s).
Claim. If P,Q, P̂ are projections in H such that
QPQ ≤ P̂ ≤ Q , (172)
then
P ≤ P̂ + (I −Q) . (173)
Proof of the claim. Note first that P̂ ≤ Q implies that P̂ and I − Q are mutually
orthogonal, so P̂ + (I − Q) is again a projection. Now suppose for a moment that P
has rank 1, P = |ψ〉〈ψ|. Then (172) means that Qψ ∈ range P̂ ⊆ rangeQ. So, ψ can
be split, ψ = Qψ + (I −Q)ψ, into a part that lies in range P̂ and a part orthogonal to
rangeQ. Hence, ψ lies in the range of P̂ + (I −Q), and since the latter is a projection,
(173) follows.
For the general case, let {ψi} be an orthonormal basis of rangeP , so P =
∑
i |ψi〉〈ψi|.
Then for every i, Q|ψi〉〈ψi|Q ≤ QPQ ≤ P̂ , so Qψi ∈ range P̂ and, as before, ψi ∈
range(P̂ + (I −Q)). Using again that P̂ + (I −Q) is a projection, (173) follows. 
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We continue the proof of Proposition 7. In our case, P̂B(s) is indeed ≤ Q because
by its definition (169) it is a projection onto a subspace of rangeQ = rangeW BC . Thus,
(173) applies,
PB(s) ≤ P̂B(s) + (I −Q) =: Qi (174)
with I = IB, and (168) entails that∑
s:L
PB(s) ≤
∨
s:L
[
P̂B(s) + (I −Q)
]
=
[∨
s:L
P̂B(s)
]
+ (I −Q)
=
[∨
s:L
W BC PC(N̂C(s))W
C
B
]
+ (I −Q)
= W BC
[∨
s:L
PC(N̂C(s))
]
W CB + (I −Q)
= W BC PC
(⋃
s:L
N̂C(s)
)
W CB + (I −Q) . (175)
As a consequence, using QB = W BC W
C
B , IC = W
C
B W
B
C , and M̂
ε
C(L) =
(⋃
s:L
N̂C(s)
)×
Γ(Σ\C), ∑
s:L
P (s) =
[
W CB
(∑
s:L
PB(s)
)
W BC
]
⊗ IΣ\C
≤
[
W CB
(
W BC PC
(⋃
s:L
N̂C(s)
)
W CB + (I −Q)
)
W BC
]
⊗ IΣ\C
= PC
(⋃
s:L
N̂C(s)
)
⊗ IΣ\C
= PΣ(M̂
ε
C(L)) . (176)
This ends the proof.
7.2.3 Convergence of the Bounds in the Limit ε→ 0
In order to take the limit ε→ 0, we first introduce new sets in configuration space which
lead to looser bounds for Pψ,εdet,P(L) that are, however, still tight enough for our purposes
and easier to deal with. These sets are defined in a simpler way than the previous sets
Mˇ εC(L), M̂
ε
C(L) and are conveniently nested within each other for two different values of
ε. Let Bε(x) ⊂ R3 denote the ball with radius ε around x ∈ R3, recall that pi(x0,x) = x,
and let piΣ be the restriction of pi to Σ (which is a homeomorphism).
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Definition 12. For all ε > 0, we define the following shrunk and grown versions of the
patches P` (see Figure 9):
Pˇ ε` =
{
x ∈ P` : Bε(pi(x)) ⊆ pi(P`)
}
,
P̂ ε` =
⋃
x∈P`
pi−1Σ
(
Bε(pi(x))
)
,
∂P ε =
r⋃
`=1
(
P̂ ε` \ Pˇ ε`
)
. (177)
For all ε > 0, we have that Pˇ ε` ⊆ P` ⊆ P̂ ε` , as well as
Pˇ ε2` ⊆ Pˇ ε1` , P̂ ε1` ⊆ P̂ ε2` , ∂P ε1 ⊆ ∂P ε2 (178)
for all 0 < ε1 < ε2. Furthermore, let
Mˇ εP (L`) =
{ ∅(P̂ ε` ) if L` = 0,
∃(Pˇ ε` ) if L` = 1,
M̂ εP (L`) =
{ ∅(Pˇ ε` ) if L` = 0,
∃(P̂ ε` ) if L` = 1.
(179)
In addition, we introduce
Mˇ εP (L) =
r⋂
`=1
Mˇ εP (L`),
M̂ εP (L) =
r⋂
`=1
M̂ εP (L`). (180)
Then, the relations ∅(R1) ⊇ ∅(R2), ∃(R1) ⊆ ∃(R2) for R1 ⊆ R2 ⊆ Σ imply that, for all
ε > 0,
Mˇ εP (L) ⊆MP (L) ⊆ M̂ εP (L), (181)
and that, for all 0 < ε1 < ε2,
Mˇ ε2P (L) ⊆ Mˇ ε1P (L), M̂ ε1P (L) ⊆ M̂ ε2P (L). (182)
Proposition 10. Pˇ ε` ⊆
⋃
k∈Z
Cˇk` and
⋃
k∈Z
Ĉk` ⊆ P̂ ε` for all ` (see Figure 9).
Proof. We prove the second relation, the first is analogous. The key is that Ĉk` =
Ck ∩Gr(Bk`,Σ), and since Ck lies in the layer of thickness ε between Υk−1 and Υk, any
point of Bk` can grow, in projection pi, at most to a ball of radius ε. That is,
pi
(⋃
k
Ĉk`
)
=
⋃
k
pi
(
Ck ∩Gr(Bk`,Σ)
)
=
⋃
k
⋃
x∈Bk`
pi
(
Ck ∩ past(x)
)
⊆
⋃
k
⋃
x∈Bk`
Bε(pi(x)) =
⋃
k
⋃
x∈Ck`
Bε(pi(x))
=
⋃
x∈P`
Bε(pi(x)) = pi(P̂ ε` ) . (183)
46
Figure 9: Illustration of the shrunk and grown patches Pˇ ε` , P̂
ε
` and their relation to the
shrunk and grown sets Cˇk` (dark grey region) and Ĉk` (dark and light grey regions).
Proposition 11. For every ε > 0 the following inclusions hold:
Mˇ εP (L) ∩ ∅(∂P ε) ⊆ Mˇ εC(L), (184)
M̂ εC(L) ⊆ M̂ εP (L). (185)
Proof. Let us write s` = (sk`)κ≤k≤K and s` : L` if a sequence s` is compatible with L`
for a particular `. So, s : L is equivalent to ∀` : s` : L`, and
⋃
s:L can be replaced by⋃
s1:L1
· · ·⋃sr:Lr .
Now consider one ` and suppose s` : L`. If L` = 0, then sk` = 0 for all k, so⋂
k
M̂C(sk`)
∣∣∣
sk`=0
=
⋂
k
∅(Cˇk`) = ∅
(⋃
k
Cˇk`
)
⊆ ∅(Pˇ ε` ) = M̂ εP (L`) (186)
by Proposition 10, and thus, ⋃
s`:L`=0
⋂
k
M̂C(sk`) ⊆ M̂ εP (L`) . (187)
(The union is actually trivial, that is, there is just one term, as there is just one s` with
all sk` = 0.) Likewise, MˇC(sk`) = ∅(Ĉk`) ⊇ ∅(P̂ ε` ) = Mˇ εP (L`) for all k by Proposition 10,
and thus, ⋃
s`:L`=0
⋂
k
MˇC(sk`) ⊇ Mˇ εP (L`) ⊇ Mˇ εP (L`) ∩ ∅(∂P ε) . (188)
On the other hand, if L` = 1, then sk` = 1 for some k = k0, so, by Proposition 10 again,⋂
k
M̂C(sk`) ⊆ M̂C(sk`)
∣∣∣
k=k0
= ∃(Ĉk`
∣∣
k=k0
) ⊆ ∃
(⋃
k
Ĉk`
)
⊆ ∃(P̂ ε` ) = M̂ εP (L`) (189)
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and thus, ⋃
s`:L`=1
⋂
k
M̂C(sk`) ⊆ M̂ εP (L`) . (190)
Likewise, MˇC(sk`) = ∃(Cˇk`) for some k = k0, so, by Proposition 10 again,⋃
s`:L`=1
⋂
k
MˇC(sk`) =
⋃
k0
⋃
sk`=0,1
sk0,`=1
⋂
k
MˇC(sk`)
=
⋃
k0
[
MˇC(sk`)
∣∣∣
k=k0
∩
⋂
k 6=k0
(
∅(Ĉk`) ∪ ∃(Cˇk`)
)]
⊇
⋃
k0
[
MˇC(sk`)
∣∣∣
k=k0
∩ ∅(∂P ε)
]
=
⋃
k
∃(Cˇk`) ∩ ∅(∂P ε)
= ∃
(⋃
k
Cˇk`
)
∩ ∅(∂P ε)
⊇ ∃(Pˇ ε` ) ∩ ∅(∂P ε) = Mˇ εP (L`) ∩ ∅(∂P ε) . (191)
Thus, the same relations hold in the cases L` = 0 and L` = 1. Taking the intersection
over `, we obtain the Proposition.
Proof of Theorem 1. Let PψΣ(·) denote the probability measure 〈ψΣ|PΣ(·)|ψΣ〉 on
Γ(Σ). The relations (184), (185) imply PψΣ(Mˇ εP (L) ∩ ∅(∂P ε)) ≤ PψΣ(Mˇ εC(L)) and
PψΣ(M̂ εC(L)) ≤ PψΣ(M̂ εP (L)) for all ε > 0. Hence, by (143),
PψΣ
(
Mˇ εP (L) ∩ ∅(∂P ε)
)
≤ Pψ,εdet,P(L) ≤ PψΣ
(
M̂ εP (L)
)
. (192)
At the same time, the relations (181) yield:
PψΣ
(
Mˇ εP (L) ∩ ∅(∂P ε)
)
≤ PψΣ(MP (L)) ≤ PψΣ
(
M̂ εP (L)
)
. (193)
To establish the claim of the theorem, lim
ε→0
Pψ,εdet,P(L) = P
ψΣ(MP (L)), it thus suffices to
show that
lim
ε→0
PψΣ
(
Mˇ εP (L) ∩ ∅(∂P ε)
)
= PψΣ(MP (L)) = lim
ε→0
PψΣ
(
M̂ εP (L)
)
. (194)
By (178) and (182), Mˇ εP (L) ∩ ∅(∂P ε) [respectively, M̂ εP (L)] is a set that depends on
ε > 0 as a decreasing [increasing] function, so its measure is also decreasing [increasing]
function of ε. Now, any decreasing [increasing] bounded function f(ε) of ε > 0 possesses
a limit as ε→ 0, and
lim
ε→0
f(ε) = sup
ε>0
f(ε) = lim
n→∞
f(1/n) (195)
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[with sup replaced by inf if f is increasing]. So the limits in (194) exist, and we need
to show that they are both equal to PψΣ(MP (L)). By σ-continuity of measures and the
monotonicity of the sets,
lim
n→∞
PψΣ
(
Mˇ
1/n
P (L) ∩ ∅(∂P 1/n)
)
= PψΣ
(⋃
n∈N
[
Mˇ
1/n
P (L) ∩ ∅(∂P 1/n)
])
. (196)
Using again that the set is a decreasing function of ε,⋃
n∈N
[
Mˇ
1/n
P (L) ∩ ∅(∂P 1/n)
]
=
⋃
ε>0
[
Mˇ εP (L) ∩ ∅(∂P ε)
]
. (197)
Thus,
lim
ε→0
PψΣ
(
Mˇ εP (L) ∩ ∅(∂P ε)
)
= PψΣ
(⋃
ε>0
[
Mˇ εP (L) ∩ ∅(∂P ε)
])
lim
ε→0
PψΣ
(
M̂ εP (L)
)
= PψΣ
(⋂
ε>0
M̂ εP (L)
)
. (198)
Let q ∈ ⋂ε>0 M̂ εP (L) \MP (L). By the definition of the sets MP (L) and M̂ εP (L), there
exist x ∈ q and 1 ≤ ` ≤ r such that pi(x) ∈ ∂pi(P`). Thus, as piΣ : Σ → R3 is a
homeomorphism, ⋂
ε>0
M̂ εP (L) \MP (L) ⊆ S∂, (199)
where
S∂ :=
{
q ∈ Γ(Σ) : ∃` : q ∩ ∂P` 6= ∅
}
. (200)
Now, as µΣ(∂P`) = 0 ∀` by the definition of an admissible partition, µΓ(Σ)(S∂) = 0.
Hence, by definition of hypersurface evolution, PΣ(S∂) = 0, so PψΣ(S∂) = 0 and
PψΣ
(⋂
ε>0
M̂ εP (L)
)
= PψΣ
(
MP (L)
)
. (201)
The argument works in the same way for
⋃
ε>0
[
Mˇ εP (L) ∩ ∅(∂P ε)
]
.
8 Conclusions and Outlook
In this paper, we have shown that one can, starting only from measurement postulates
for equal times (i.e., on horizontal surfaces), justify the curved Born rule for arbitrary
Cauchy surfaces Σ. To “justify” means to give a suitable precise definition of a “detection
process” and a rigorous mathematical derivation of the curved Born rule using this
definition as well as a set of assumptions about the underlying wave function dynamics.
We use two essential assumptions: “interaction locality” (IL) and “finite propagation
speed” (FS). Our main result (Theorem 1) demonstrates, among other things, the direct
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physical significance of the hypersurface wave function ψΣ as a probability amplitude in
detection experiments. The curved Born rule has been often taken for granted in the
literature, but to the best of our knowledge a justification had not been given before.
Our research gives rise to two further questions. Firstly, one can well imagine a
different setup for the detection process than ours (which aims at using measurement
postulates only for horizontal surfaces). For example, assuming Poincare´ invariance
of the theory, one may approximate Σ by a surface that is piecewise flat (but non-
horizontal) as in Figure 3(a). We conjecture that such an approximation scheme leads
to the same curved Born rule while avoiding the need for excluding double detections.
Secondly, the fact that the detection probabilities along a curved Cauchy surface Σ
are determined already by the evolution (unitary and through collapses) of the wave
function ψΣt on horizontal surfaces suggests another conjecture: that also the hypersur-
face wave function ψΣ is already determined by the evolution of ψΣt on the horizontal
surfaces together with the postulates (IL) and (FS).
These two questions shall be addressed in subsequent work.
Acknowledgments. We thank Detlev Buchholz, Carla Cederbaum, Eddy Keming Chen,
Sheldon Goldstein, So¨ren Petrat, Nicola Pinamonti, Reiner Scha¨tzle, and Stefan Teufel
for helpful discussions.
This project has received funding from the European Union’s Framework for
Research and Innovation Horizon 2020 (2014–2020) under the Marie Sk lodowska-
Curie Grant Agreement No. 705295.
References
[1] F. Bloch: Die physikalische Bedeutung mehrerer Zeiten in der Quantenelektrody-
namik. Physikalische Zeitschrift der Sowjetunion 5: 301–305 (1934)
[2] Cauchy surface. In Wikipedia, the free encyclopedia, http://en.wikipedia.org/
wiki/Cauchy_surface (Accessed on 3/2/2018)
[3] H.W. Crater and P. Van Alstine: Two-body Dirac equations. Annals of Physics
148: 57–94 (1983)
[4] D.-A. Deckert and F. Merkl: External Field QED on Cauchy Surfaces for Varying
Electromagnetic Fields. Communications in Mathematical Physics 345: 973–1017
(2016) http://arxiv.org/abs/1505.06039
[5] J. Dimock: Dirac Quantum Fields on a Manifold. Transactions AMS 269: 133–147
(1982)
[6] P.A.M. Dirac: Relativistic Quantum Mechanics. Proceedings of the Royal Society
London A 136: 453–464 (1932)
50
[7] P.A.M. Dirac, V.A. Fock, and B. Podolsky: On Quantum Electrodynamics.
Physikalische Zeitschrift der Sowjetunion 2(6): 468–479 (1932). Reprinted in J.
Schwinger: Selected Papers on Quantum Electrodynamics, New York: Dover (1958)
[8] J. Dixmier: Les alge`bres d’ope´rateurs dans l’espace hilbertien. Paris: Gauthier-
Villars (1957)
[9] Ph. Droz-Vincent: Second quantization of directly interacting particles. Pages 81–
101 in J. Llosa (editor): Relativistic Action at a Distance: Classical and Quantum
Aspects, Berlin: Springer-Verlag (1982)
[10] Ph. Droz-Vincent: Relativistic quantum mechanics with non conserved number of
particles. Journal of Geometry and Physics 2(1): 101–119 (1985)
[11] D. Du¨rr, S. Goldstein, K. Mu¨nch-Berndl, and N. Zangh`ı: Hypersurface Bohm–
Dirac Models. Physical Review A 60: 2729–2736 (1999) http://arxiv.org/abs/
quant-ph/9801070
[12] D. Du¨rr, S. Goldstein, R. Tumulka, and N. Zangh`ı: Quantum Hamiltonians and
Stochastic Jumps. Communications in Mathematical Physics 254: 129–166 (2005)
http://arxiv.org/abs/quant-ph/0303056
[13] D. Du¨rr, S. Goldstein, R. Tumulka, and N. Zangh`ı: Bell-Type Quantum Field
Theories. Journal of Physics A: Mathematical and General 38: R1–R43 (2005)
http://arxiv.org/abs/quant-ph/0407116
[14] D. Du¨rr and S. Teufel: On the exit statistics theorem of many particle quantum
scattering. In P. Blanchard and G. Dell’Antonio (editors): Multiscale Methods in
Quantum Mechanics, Birkha¨user (2004)
[15] D. Du¨rr and S. Teufel: Bohmian mechanics. Heidelberg: Springer-Verlag (2009)
[16] S. Goldstein, J. Taylor, R. Tumulka and N. Zangh`ı: Fermionic Wave Functions on
Unordered Configurations. Preprint (2014) https://arxiv.org/abs/1403.3705
[17] H. Halvorson and R. Clifton: No place for particles in relativistic quantum theo-
ries? Philosophy of Science 69: 1–28 (2002) http://arxiv.org/abs/quant-ph/
0103041
[18] G. Hegerfeldt: Instantaneous spreading and Einstein causality in quantum theory.
Annalen der Physik 7: 716–725 (1998)
[19] J. Leinaas and J. Myrheim: On the theory of identical particles. Il Nuovo Cimento
37 B: 1–23 (1977)
[20] M. Lienert: A relativistically interacting exactly solvable multi-time model for two
mass-less Dirac particles in 1+1 dimensions. Journal of Mathematical Physics 56:
042301 (2015) http://arxiv.org/abs/1411.2833
51
[21] M. Lienert: On the question of current conservation for the Two-Body Dirac
equations of constraint theory. Journal of Physics A: Mathematical and Theoretical
48: 325302 (2015) http://arxiv.org/abs/1501.07027
[22] M. Lienert: Lorentz invariant quantum dynamics in the multi-time formalism.
Ph.D. thesis, Mathematics Institute, Ludwig-Maximilians University, Munich, Ger-
many (2015)
[23] M. Lienert and L. Nickel: A simple explicitly solvable interacting relativistic N -
particle model. Journal of Physics A: Mathematical and Theoretical 48: 325301
(2015) http://arxiv.org/abs/1502.00917
[24] M. Lienert, S. Petrat, and R. Tumulka: Multi-Time Wave Functions. Journal of
Physics: Conference Series 880: 012006 (2017) http://arxiv.org/abs/1702.
05282
[25] L. Nickel and D.A. Deckert: Consistency of multi-time Dirac equations with general
interaction potentials. Journal of Mathematical Physics 57: 072301 (2016) http:
//arxiv.org/abs/1603.02538
[26] B. O’Neill: Semi-Riemannian Geometry. San Diego: Academic Press (1983)
[27] K. S. Parthasarathy: Introduction to Quantum Stochastic Calculus. Basel:
Birkha¨user (1992)
[28] S. Petrat and R. Tumulka: Multi-Time Schro¨dinger Equations Cannot Contain
Interaction Potentials. Journal of Mathematical Physics 55: 032302 (2014) http:
//arxiv.org/abs/1308.1065
[29] S. Petrat and R. Tumulka: Multi-Time Wave Functions for Quantum Field Theory.
Annals of Physics 345: 17–54 (2014) http://arxiv.org/abs/1309.0802
[30] S. Petrat and R. Tumulka: Multi-Time Equations, Classical and Quantum. Pro-
ceedings of the Royal Society A 470(2164): 20130632 (2014) http://arxiv.org/
abs/1309.1103
[31] S. Petrat and R. Tumulka: Multi-Time Formulation of Pair Creation. Journal of
Physics A: Mathematical and Theoretical 47: 112001 (2014) http://arxiv.org/
abs/1401.6093
[32] Rademacher’s theorem. In Wikipedia, the free encyclopedia, http://en.
wikipedia.org/wiki/Rademacher_theorem (Accessed on 3/2/2018)
[33] M. Reed and B. Simon: Methods of Modern Mathematical Physics, Vol 1: Func-
tional Analysis. San Diego: Academic Press (1980)
[34] S. Schweber: An Introduction To Relativistic Quantum Field Theory. Row, Peterson
and Company (1961)
52
[35] J. Schwinger: Quantum Electrodynamics. I. A Covariant Formulation. Physical
Review 74(10): 1439–1461 (1948)
[36] B. Thaller: The Dirac Equation. Berlin: Springer-Verlag (1992)
[37] S. Tomonaga: On a Relativistically Invariant Formulation of the Quantum Theory
of Wave Fields. Progress of Theoretical Physics 1(2): 27–42 (1946)
[38] R. Tumulka: Distribution of the Time at Which an Ideal Detector Clicks. Preprint
(2016) http://arxiv.org/abs/1601.03715
[39] R. Tumulka: Detection Time Distribution for the Dirac Equation. Preprint (2016)
http://arxiv.org/abs/1601.04571
[40] R. M. Wald: General Relativity. Chicago: University of Chicago Press (1984)
53
