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C∗-ALGEBRAS OF GROUPOID MORPHISMS
BRUNO TADEU COSTA, RENAN GAMBALE ROMANO,
AND FELIPE VIEIRA
Abstract. In this paper we suggest a definition for a C∗-algebra
attached to an injective morphism of some E´tale groupoid. We take
into account all the peculiarities of such objects and present some
interesting relations with already well-known C∗-algebras from the
literature.
Contents
1. Introduction 1
2. Groupoids and semigroupoids 2
3. Semigroupoid semidirect product and its C∗-algebra 5
4. The C∗-algebra of a groupoid morphism 9
5. Crossed product description 13
References 16
1. Introduction
The study of C∗-algebras representing distinct mathematical objects
is a huge field of research, since all types of the latters can be, somehow,
represented as operators over some suitable operator space ([9], [10],
[11], [2]).
In [6], Hirshberg constructed a C∗-algebra associated with endomor-
phisms of groups with finite cokernel. His inspiration was to see the
group elements as unitary operators on a convenient Hilbert space and
the endomorphism as one isometry acting on the same object and,
among other results, he proved that it can be seen as a crossed product
too. In a subsequent paper, Vieira constructed the same C∗-algebra
for endomorphisms with infinite cokernel (see [14]).
Particularly, the use of groupoids and semigroupoids in these pro-
cesses became convenient, since almost every structure can be viewed
as one of them ([7], [8]). In this paper, we propose a definition re-
placing groups by groupoids. The notion of an abstract groupoid was
introduced by Brandt in 1927 ([1]) and since then it has been vastly
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studied. In particular, we are interested in a special kind of groupoid
called E´tale groupoid, because of its interesting and convenient proper-
ties (see [13] for more details).
With this picture in mind, we define a C∗-algebra associated with
an injective morphism ϕ : G −→ G, of an E´tale groupoid G. This case
differs to that one of groups because, in a groupoid, we can not multiply
every pair of elements. Therefore, the groupoid should be represented
in some C∗-algebra respecting this condition.
Analyzing a concrete representation of the groupoid and the mor-
phism inside B(l2(G)), it is an easy task to suggest the definition of
a universal C∗-algebra U[ϕ], via generators and relations. After, we
present and prove some relations between this object and other already
known ones.
2. Groupoids and semigroupoids
In order to maximize our intuition, we review the concepts of a
groupoid and a semigroupoid as presented in [12] and [3], beginning
with an informal explanation of what a groupoid is, so that the reader
has a natural idea of the concept. Then, we will follow to a formal
definition.
In general, a groupoid G is very similar to a group just as a semi-
groupoid S is very similar to a semigroup, except that it is not possible
to multiply every two elements of G (or S). To see this in a more nat-
ural way, it is usual to consider them over some base space M : we use
two projections σ and τ from G (or S) to M , called source and target
projections. With them, it is easier to see elements g of G (or S) over
the base space M as arrows
τ(g) σ(g)
vv
starting at the source σ(g) and ending at the target τ(g), in M . Intu-
itively, the multiplication is just the composition of two arrows and it
is only allowed when the target of the first coincides with the source of
the second one:
τ(g) σ(g) = τ(h)
g
uu
σ(h)
h
tt
gh
kk
C∗-ALGEBRAS OF GROUPOID MORPHISMS 3
Similarly to groups (or semigroups), it is required that the multipli-
cation of three elements, when well defined, is associative:
τ(f) σ(f) = τ(g)
f
uu
σ(g) = τ(h)
g
ss
fg
kk σ(h)
h
tt
gh
ll
Since some elements are not multipliable in groupoids, its unit is, in
fact, a family of elements parameterized by the elements of the base
space M . In other words, it can be seen as a section 1 : M −→ G,
associating each x ∈M with an arrow starting and finishing at x such
that the multiplication of this arrow with any other arrow (that starts
or finishes at x) gives the second arrow as result:
τ(g)
1τ(g)

σ(g)
g

and
τ(g) σ(g)
g

1σ(g)

A semigroupoid, like a semigroup, does not need to have a unit.
When the semigroupoid has it, we will make it explicit.
Finally, in the groupoid, each arrow has an inverse arrow:
τ(g)
g−1
55
σ(g)
g
vv
Formally:
Definition 2.1. A groupoid over a setM is a non-empty setG equipped
with a source projection σ : G −→M , a target projection τ : G −→ M
and a multiplication
· : G(2) −→ G
(g, h) 7−→ gh
defined on the subset
G(2) :=
{
(g, h) ∈ G×G | σ(g) = τ(h)
}
of G×G, such that
σ(gh) = σ(h) , τ(gh) = τ(g)
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and satisfying the associativity
f(gh) = (fg)h
when σ(f) = τ(g) and σ(g) = τ(h). Also it has a unit
1 : M −→ G
x 7−→ 1x
such that
σ(1x) = x = τ(1x)
and
g 1σ(g) = g = 1τ(g) g
and, finally, an inversion
ι : G −→ G
g 7−→ g−1
such that
σ(g−1) = τ(g) , τ(g−1) = σ(g)
and
g−1 g = 1σ(g) , g g
−1 = 1τ(g).
In the next two definitions we present another key concepts that we
need.
Definition 2.2. Let G be a groupoid over M and H a groupoid over
N with source projections σG and σH and target projections τG and
τH , respectively. A groupoid morphism, from G to H , is a pair of maps
ϕ : G −→ H and φ : M −→ N satisfying
σH ◦ ϕ = φ ◦ σG and τH ◦ ϕ = φ ◦ τG,
that is, the diagram
G
ϕ
//
σG

τG

H
τH

σH

M
φ
// N
commutes and ϕ preserves product: for all (g, h) ∈ G(2),
ϕ(gh) = ϕ(g)ϕ(h).
Observe that (ϕ(g), ϕ(h)) ∈ H(2), because
σH(ϕ(g)) = φ(σG(g)) = φ(τG(h)) = τH(ϕ(h)).
We say that ϕ is a morphism over φ. If M = N and φ is the identity,
we say ϕ is a strict morphism.
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Definition 2.3. A semigroupoid is a triple (Λ,Λ(2), ·) such that Λ is a
set, Λ(2) is a subset of Λ×Λ and · : Λ(2) → Λ is an operation (r, s) 7→ rs
such that if any of the following three items holds
(i) (r, s), (s, t) ∈ Λ(2);
(ii) (r, s) ∈ Λ(2) and (rs, t) ∈ Λ(2);
(iii) (s, t) ∈ Λ(2) and (r, st) ∈ Λ(2);
then (r, s), (s, t), (rs, t) and (r, st) lie in Λ(2) and
(rs)t = r(st).
To finish this section, we present three definitions with some contents
that will be used in the next sections.
Definition 2.4. Let r, t ∈ Λ where Λ is a semigroupoid. We shall say
that r divides t, or that t is a multiple of r, in symbols r | t, if either
(i) r = t or
(ii) there exists s ∈ Λ such that (r, s) ∈ Λ(2) and rs = t.
The item (i) above is necessary since Λ may not have a unit.
Definition 2.5. We say that r and s in Λ intersect if they admit a
common multiple, that is, there exists t ∈ Λ such that r|t and s|t. In
this case, we write r⋓s and, otherwise, we say that r and s are disjoint
and write r ⊥ s.
For our last definition, consider Λr := {s ∈ Λ : (r, s) ∈ Λ(2)}.
Definition 2.6. An element r ∈ Λ is monic if for every s, t ∈ Λr we
have that rs = rt implies s = t and we say that r ∈ Λ is a spring when
Λr = ∅.
3. Semigroupoid semidirect product and its C∗-algebra
Starting from an action of the semigroup N on a groupoidG, we show
in this section how to construct the semidirect product G⋊ϕ N, where
ϕ : G −→ G is an injective groupoid morphism over φ : M −→M . We
then prove that it is in fact a semigroupoid and exhibit its C∗-algebra
as defined in [3].
Definition 3.1. Consider G a groupoid and ϕ : G → G an injective
groupoid morphism over φ : M −→ M . We define the semidirect
product G⋊ϕ N to be the set Λ = G× N together with
Λ(2) := {((g,m), (h, n)) ∈ Λ× Λ : (g, ϕm(h)) ∈ G(2)}.
The product · : Λ(2) → Λ is defined as follows: given ((g,m), (h, n)) ∈
Λ(2),
(g,m)(h, n) := (gϕm(h), m+ n).
6 BRUNO COSTA, RENAN ROMANO, AND FELIPE VIEIRA
Consider the source projection σ and target projection τ in G and
define the functions σ : Dσ −→M and τ : Dτ −→M as
σ(g,m) : = φ−m(σ(g))
τ (g,m) : = τ(g).
(1)
Proposition 3.1. The functions σ and τ have domains
Dσ = {(g,m) ∈ Λ : σ(g) ∈ φ
m(M)}
and Dτ = Λ. Also, it holds that
((g,m), (h, n)) ∈ Λ(2) ⇔ σ(g) ∈ φm(M) and σ(g,m) = τ(h, n).
Proof. We observe that (g,m) ∈ Dσ if, and only if, there exists x ∈M
such that x = φ−m(σ(g)), that is, σ(g) = φm(x) ∈ φm(M). It is
straightforward that Dτ = Λ.
Besides, note that ((g,m), (h, n)) ∈ Λ(2) if, and only if, (g, ϕm(h)) ∈
G(2), that is equivalent to σ(g) = τ(ϕm(h)) = φm(τ(h)) and so σ(g) ∈
φm(M). Now, since ϕ is injective – and then φ is injective – we obtain
φ−m(σ(g)) = τ(h), that is, σ(g,m) = τ (h, n). 
Now, lets take a look at the set Λ and, for this, fix an element g ∈ G
(an arrow that connects σ(g) and τ(g), which are points in the base
space). Note first that the arrow (g, 0) in the semigroupoid Λ can be
identified with g since they have the same source and target in M .
The arrow (g, 1) is obtained from (g, 0) by changing the source σ(g) of
(g, 0) to φ−1(σ(g)), if it is possible, and fixing the target. In general,
the arrow (g,m + n) is obtained from (g,m) by applying φ−n on the
source of (g,m).
On the other hand, the element (ϕn(g), 0) is obtained from (g, 0) by
applying φn on both source and target of (g, 0), since ϕ is a morphism.
Finally, the element (ϕn(g), m) for m ≤ n is obtained from (g, 0) by
applying φn on the target and φn−m on the source of (g, 0).
Proposition 3.2. If ((g,m), (h, n)) ∈ Λ(2) and (h, n) ∈ Dσ then
(g,m)(h, n) ∈ Dσ,
σ((g,m)(h, n)) = σ(h, n) and τ((g,m)(h, n)) = τ(g,m).
Proof. Note that if (h, n) ∈ Dσ then σ(h) ∈ φ
n(M). This implies that
φm(σ(h)) ∈ φm+n(M).
Using the properties of σ and the fact that ϕ is a groupoid morphism,
we obtain
φm+n(M) ∋ φm(σ(h)) = σ(ϕm(h)) = σ(gϕm(h))
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since (g, ϕm(h)) ∈ G(2). This implies that (g,m)(h, n) = (gϕm(h), m+
n) ∈ Dσ. Now,
σ((g,m)(h, n)) = φ−(m+n)(σ(gϕm(h)))
= φ−(m+n)(σ(ϕm(h)))
= φ−n(σ(h))
= σ(h, n).
For τ we have
τ((g,m)(h, n)) = τ (gϕm(h), m+ n) = τ(gϕm(h)) = τ(g) = τ (g,m).

The next lemma will be important to show that Λ, as constructed
here, is a semigroupoid.
Lemma 3.3. If ((g,m), (h, n)) ∈ Λ(2) and (g,m)(h, n) ∈ Dσ, then
(h, n) ∈ Dσ.
Proof. We have, using the injectivity of φ, that
(g,m)(h, n) ∈ Dσ ⇒ (gϕ
m(h), m+ n) ∈ Dσ
⇒ σ(gϕm(h)) ∈ φm+n(M)
⇒ σ(ϕm(h)) ∈ φm+n(M)
⇒ φm(σ(h)) ∈ φm+n(M)
⇒ σ(h) ∈ φn(M)
⇒ (h, n) ∈ Dσ.

Theorem 3.4. The triple (Λ,Λ(2), ·) is a semigroupoid.
Proof. By Proposition 3.2 and Lemma 3.3, given ((f, l), (g,m)),
((g,m), (h, n)), ((f, l)(g,m), (h, n)) and ((f, l), (g,m)(h, n)) in Λ × Λ,
if any of the items of the Definition 2.3 hold, then ((f, l), (g,m)),
((g,m), (h, n)), ((f, l)(g,m), (h, n)) and ((f, l), (g,m)(h, n)) lie in Λ(2).
Moreover, since G is a groupoid,
[(f, l)(g,m)](h, n) = (fϕl(g), l +m)(h, n)
= (fϕl(g)ϕl+m(h), l +m+ n)
= (fϕl(gϕm(h)), l +m+ n)
= (f, l)(gϕm(h), m+ n)
= (f, l)[(g,m)(h, n)].

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In the following, we present some interesting properties of Λ, since
non monic elements and springs can not be properly represented in a
C∗-algebra.
Proposition 3.5. Every element of Λ is monic.
Proof. Suppose that (g,m), (h, n) ∈ Λ(f,l) with (f, l)(g,m) = (f, l)(h, n).
Then (fϕl(g), l +m) = (fϕl(h), l + n), that is, m = n and fϕl(g) =
fϕl(h). Using f−1 and the injectivity of ϕ, we conclude that g = h and
(f, l) is monic. 
Proposition 3.6. An element (g,m) ∈ Λ is a spring if, and only if,
(g,m) /∈ Dσ.
Proof. Observe that (g,m) is a spring if, and only if, σ(g) 6= φm(τ(h))
for all h ∈ G, which means that (g,m) /∈ Dσ. 
Therefore we will consider Dσ = Λ because, in this setup, the semi-
groupoid Λ will have no springs. This is equivalent to say that the
function φ in the Definition 2.2 is bijective.
Example 3.7. Given a setM , consider the cartesian productM×M of
two copies of M and define the source projection σ(y, x) := x and target
projection τ(y, x) := y, multiplication (z, y)(y, x) := (z, x), the diagonal
as unit, 1x := (x, x), and switch as inversion, (y, x)
−1 := (x, y). Then
M ×M is a groupoid over M , called the pair groupoid of M . Given
a bijective map φ : M −→ M we can construct a groupoid morphism
ϕ : M ×M −→M ×M given by:
ϕ(y, x) := (φ(y), φ(x))
where the following diagram commutes
M ×M
ϕ
//
σ

τ

M ×M
τ

σ

M
φ
// M
Observe that, since φ in injective, ϕ is injective as well.
This leads us to the construction of a semigroupoid (M × M) ⋊ϕ N,
the semidirect product of M × M with N. Namely, using the maps
defined in (1) and multiplication from Definition 3.1 we obtain, for
(y, x, n) ∈ (M ×M)⋊ϕ N, a source projection
σ¯(y, x, n) = φ−n(σ(y, x)) = φ−n(x),
a target projection
τ¯(y, x, n) = τ(y, x) = y
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and multiplication
(y2, x2, n2)(y1, x1, n1) = ((y2, x2)ϕ
n2(y1, x1), n1 + n2)
= ((y2, x2)(φ
n2(y1), φ
n2(x1)), n1 + n2)
= (y2, φ
n2(x1), n1 + n2),
where y1 = φ
−n2(x2). The set (M×M)⋊ϕN endowed with this structure
is a semigroupoid.
Since we want to present an isomorphism involving the C∗-algebra of
a semigroupoid, we repeat its construction (from [3]) in the following
two definitions.
Definition 3.2. Let Λ be a semigroupoid and B a unital C∗-algebra.
A mapping S : Λ→ B given by r 7→ Sr will be called a representation
of Λ in B if, for every r, t ∈ Λ, denoting by Pr = SrS
∗
r and Qr = S
∗
rSr
the initial and final projections, respectively, we have:
(i) Sr is a partial isometry;
(ii) SrSt =
{
Srt if (r, t) ∈ Λ
(2)
0, otherwise;
(iii) PrPt = 0 if r ⊥ t;
(iv) QrPt = Pt if (r, t) ∈ Λ
(2).
In order to define the C∗-algebra of a semigroupoid, normally one
considers tight representations. However, we have observed that, in
[3], the main reason to choose tight representations (and not merely a
representation) is to ensure an isomorphism between the C∗-algebra of
the Markov semigroupoid and the unital Cuntz-Krieger algebra intro-
duced in [4]. Therefore, we will not use tight representations to define
the C∗-algebra of a semigroupoid, since it is not needed to derive our
results.
Definition 3.3. Given a semigroupoid Λ, its C∗-algebra C∗(Λ) is the
universal unital C∗-algebra generated by a family of partial isometries
{Sr}r∈Λ such that S is a representation of Λ.
4. The C∗-algebra of a groupoid morphism
Based on the similarities of groupoids and groups, we adapt the
definition of the C∗-algebra of a group endomorphism to our setup.
Let G be an E´tale groupoid and consider the Hilbert space l2(G) with
canonical orthonormal basis {ξh : h ∈ G}. For each g ∈ G, define
10 BRUNO COSTA, RENAN ROMANO, AND FELIPE VIEIRA
Ug ∈ B(l
2(G)) as
Ug(ξh) :=
{
ξgh, if (g, h) ∈ G
(2)
0, otherwise.
It is easy to prove that they are partial isometries. Besides, the
endomorphism induces an isometry S acting on l2(G) by
S(ξh) := ξϕ(h).
The C∗-algebra generated by them (inside B(l2(G)) is called the
reduced C∗-algebra of ϕ and its elements satisfy interesting properties
which are the base of our following definition.
Definition 4.1. Consider an injective endomorphism ϕ of an E´tale
groupoid G. We define U[ϕ] as the universal C∗-algebra generated by
partial isometries {ug : g ∈ G} and
an isometry s
satisfying
(i) uguh =
{
ugh, if (g, h) ∈ G
(2)
0, otherwise;
(ii) u∗g = ug−1;
(iii) sug = uϕ(g)s;
(iv)
∑
x∈M
u1xs = s.
Furthermore, the elements ugs
ms∗mug−1 and uhs
ns∗nuh−1 are projec-
tions that commute and if m 6 n then
(v) ugs
ms∗mug−1uhs
ns∗nuh−1 = 0, if g
−1h /∈ ϕm(G).
In (iii), observe that ug−1s
∗ = s∗uϕ(g−1).
Our goal now is to show that the C∗-algebra U[ϕ] constructed in this
section is isomorphic to the C∗-algebra of the semigroupoid Λ presented
in Section 3. For this, we need an easy lemma.
Lemma 4.1. It holds that g−1h ∈ ϕm(G) if, and only if, (g,m)⋓(h, n).
Proof. If g−1h ∈ ϕm(G) then there exists f ∈ G such that g−1h =
ϕm(f), i.e., h = gϕm(f). Also, note that there exist l, k ∈ N such that
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m+ l = n+ k. So,
(g,m)(f, l) = (gϕm(f), m+ l)
= (h,m+ l)
= (h1σ(h), m+ l)
= (h1φn(x), m+ l)
= (hϕn(1x), m+ l)
= (hϕn(1x), n+ k)
= (h, n)(1x, k).
It means that there exist (f, l), (1x, k) ∈ Λ such that (g,m)(f, l) =
(h, n)(1x, k), i.e., (g,m) ⋓ (h, n). Now, if (g,m) ⋓ (h, n) it is obvious
that g−1h ∈ ϕm(G). 
Theorem 4.2. U[ϕ] is isomorphic to C∗(Λ).
Proof. To start, let us use the notation of Definition 3.2 to define
Φ : U[ϕ] −→ C∗(Λ),
given by Φ(ug) := S(g,0) and Φ(s) :=
∑
x∈M
S(1x,1). We need to show that
these representatives satisfy the relations generating U[ϕ].
Using the condition (ii) of Definition 3.2, relation (i) generating U[ϕ]
follows by easy calculations.
Condition (ii) follows from condition (i) of Definition 3.2: on one hand,
since S(g,0) is a partial isometry, S(g,0)S
∗
(g,0)S(g,0) = S(g,0). On the other
hand,
S(g,0)S(g−1,0)S(g,0) = S(g,0)(g−1,0)S(g,0)
= S(gg−1,0)S(g,0)
= S(1τ(g),0)S(g,0)
= S(g,0).
Therefore, S∗(g,0) = S(g−1,0).
Finally, conditions (iii) and (iv) are straightforward and condition (v)
follows from Lemma 4.1 and condition (iii) of the Definition 3.2.
For the inverse map, consider
Ψ : C∗(Λ) −→ U[ϕ],
given by Ψ(S(g,m)) := ugs
m. Let us show that the elements ugs
m satisfy
the four relations generating C∗(Λ).
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To prove condition (i) note that
(ugs
m)(ugs
m)∗(ugs
m) = ugs
ms∗mug−1ugs
m
= ugs
ms∗mu1σ(g)s
m
= ugs
muϕ−m(1σ(g))s
∗msm
= ugs
muϕ−m(1σ(g))
= ugu1σ(g)s
m
= ugs
m.
Likewise, we can prove that
(ugs
m)∗(ugs
m)(ugs
m)∗ = (ugs
m)∗.
The condition (ii) follows from (i) of Definition 4.1.
For (iii), if τ(g) 6= τ(h) then
(ugs
ms∗mug−1)(uhs
ns∗nuh−1) = 0,
as we want to proof. Now, if τ(g) = τ(h) and (g,m) ⊥ (h, n), Lemma
4.1 implies that g−1h /∈ ϕm(G). In this case,
ugs
ms∗mug−1uhs
ns∗nuh−1 = 0.
To show (iv) consider ((g,m), (h, n)) ∈ Λ(2). Then,
(s∗mug−1ugs
m)(uhs
ns∗nuh−1) = s
∗mug−1uguϕm(h)s
msns∗nuh−1
= s∗muϕm(h)s
m+ns∗nuh−1
= s∗msmuhs
ns∗nuh−1
= uhs
ns∗nuh−1.
Finally, a simple calculation shows that Ψ is the inverse map of Φ:
Ψ(Φ(ug)) = Ψ(S(g,0)) = ug,
Ψ(Φ(s)) = Ψ
(∑
x∈M
S(1x,1)
)
=
∑
x∈M
u1xs = s.
Besides, an induction argument implies that
Φ(Ψ(S(g,m))) = S(g,m).

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5. Crossed product description
In this section we want to show that U[ϕ] can be viewed as a quotient
of a crossed product. Due to the particularities of our object, the
crossed product that we will construct is a semigroup one, in which the
initial C∗-algebra is a groupoid crossed product.
This last construction proceeds as follows: given a C∗-algebra A
and a groupoid G over a locally compact Hausdorff space M , we can
construct a groupoid crossed product A⋊αG by following the steps on
[5]. Basically, because of the fibered nature of a groupoid, A must have
a “fibration” so that we can define an action α of G on A.
If A is a C0(M)-space, we can construct the associated upper-semicon
tinuous C∗-bundle A over M such that A is isomorphic to the space
of sections Γ0(M,A) that vanishes at infinity. Then, the groupoid dy-
namical system (A,G, α) is defined by choosing an action α of G on A
and the groupoid crossed product A⋊α G is defined as the completion
of Γc(G, τ
∗A) with respect to an especific norm.
In our present case, we consider directly the fibration
Dx[ϕ] := C
∗({uhs
ns∗nuh−1 : h ∈ G, n ∈ N and τ(h) = x})
which gives us the C∗-bundle
D[ϕ] :=
⋃˙
x∈M
Dx[ϕ]
whose projection π : D[ϕ] −→M is defined by π(uhs
ns∗nuh−1) := τ(h).
Following [5], the notation is D[ϕ] = A and, by Theorem C.26 of
[15] the C∗-algebra A is Γ0(M,D[ϕ]), which we will denote by D[ϕ] to
simplify. Here, the pull-back of D[ϕ] by τ is given by
τ ∗D[ϕ] := {(P, g) ∈ D[ϕ]×G; τ(g) = π(P )}
represented by the commutative diagram
τ ∗D[ϕ] //

D[ϕ]
pi

G
τ
// M
Furthermore, we define the action α from G on the fibred C∗-algebra
D[ϕ] as the family of functions {αg}g∈G such that
αg(uhs
ns∗nuh−1) := uguhs
ns∗nuh−1ug−1 = ughs
ns∗nu(gh)−1.
Proposition 5.1. Let α be defined as previsouly. Then:
(i) For all (f, g) ∈ G(2), we have αfg = αf ◦ αg;
(ii) Given f ∈ G, αf : Dσ(f)[ϕ] −→ Dτ(f)[ϕ] is an isomorphism.
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That is, α is an action from G on the C∗-algebra D[ϕ].
Proof. (i): Let uhs
ns∗nuh−1 ∈ D[ϕ]. Then,
αfg(uhs
ns∗nuh−1) = ufghs
ns∗nu(fgh)−1
= uf(ug(uhs
ns∗nuh−1)ug−1)uf−1
= αf ◦ αg(uhs
ns∗nuh−1).
(ii) Item (i) already ensures that αf is bijective with inverse αf−1. To
prove that it is a morphism, consider ugs
ms∗mug−1 and uhs
ns∗nuh−1 in
Dσ(f)[ϕ]. Then,
αf((ugs
ms∗mug−1)(uhs
ns∗nuh−1))
= uf(ugs
ms∗mug−1uhs
ns∗nuh−1)uf−1
= ufugs
ms∗mug−1uf−1ufuhs
ns∗nuh−1uf−1
= (ufugs
ms∗mug−1uf−1)(ufuhs
ns∗nuh−1uf−1)
= αf(ugs
ms∗mug−1)αf (uhs
ns∗nuh−1).
Also
αf((ugs
ms∗mug−1)
∗) = αf (ugs
ms∗mug−1)
= uf(ugs
ms∗mug−1)uf−1
= (uf(ugs
ms∗mug−1)uf−1)
∗
= (αf (ugs
ms∗mug−1))
∗.

With this, we are able to present the groupoid dynamical system
(D[ϕ], G, α) and, finally, to construct the groupoid crossed product
D[ϕ]⋊α G as the universal enveloping algebra of Γc(G, τ
∗D[ϕ]).
The next step is to construct the crossed product of D[ϕ]⋊αG with
N. Given n ∈ N, consider βn : D[ϕ]⋊α G −→ D[ϕ]⋊α G defined by
βn(ugs
ms∗mug−1 , h) := (s
nugs
ms∗mug−1s
∗n, ϕn(h)).
Then, we construct the crossed product (D[ϕ] ⋊α G) ⋊β N, using the
definitions of [9].
Theorem 5.2. The C∗-algebra U[ϕ] is a quotient of (D[ϕ]⋊αG)⋊βN.
Proof. The definition of semigroup crossed products ensures the exis-
tence of a unital ∗-homomorphism
iD : D[ϕ]⋊α G −→ (D[ϕ]⋊α G)⋊β N
and a homomorphism of semigroups
iN : N −→ Isom((D[ϕ]⋊α G)⋊β N)
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satisfying
iD(βn(x)) = iN(n)iD(x)(iN(n))
∗.
But, if we consider the maps
̟ : D[ϕ]⋊α G −→ U[ϕ]
(ugs
ms∗mug−1, h) 7−→ (ugs
ms∗mug−1)uh
and
ρ : N −→ Isom(U[ϕ]),
n 7−→ sn
we observe that
ρ(n)̟(ugs
ms∗mug−1, h)(ρ(n))
∗ = sn((ugs
ms∗mug−1)uh)(s
n)∗
= snugs
ms∗mug−1s
∗nuϕn(h)
= ̟(snugs
ms∗mug−1s
∗n, ϕn(h))
= ̟(βn(ugs
ms∗mug−1, h)),
that is, (U[ϕ], ̟, ρ) is a covariant representation of ((D[ϕ]⋊αG),N, β).
Therefore, there exists a ∗−homomorphism
δ : (D[ϕ]⋊α G)⋊β N −→ U[ϕ]
such that δ ◦ iD = ̟ and δ ◦ iN = ρ. 
It is natural to ask if δ above is injective, which would imply that
those two objects are isomorphic. We tried to find elements inside
U[ϕ] which behave just like the images of iD and iN , but it seems to
be impossible since we would need that su1τ(h)s
∗ = u1τ(ϕ(h)) .
16 BRUNO COSTA, RENAN ROMANO, AND FELIPE VIEIRA
References
[1] H. Brandt, Uber eine Verallgemeinerung des Gruppenbegriffs, Math. Ann. 96
(1927), 360–366.
[2] J. Cuntz, S. Echterhoff, X. Li, and G. Yu, K-Theory for Group C∗-Algebras
and Semigroup C∗-Algebras, Springer, 2017.
[3] R. Exel, Semigroupoid C∗-Algebras, J. Math. Anal. Appl. 377 (2011), 303–318.
[4] R. Exel and M. Laca, Cuntz-Krieger Algebras for Infinite Matrices, Journal
fu¨r die reine und angewandte Mathematik 1999 (1999), 119–172.
[5] G. Goehle, Groupoid Crossed Products, Ph.D. thesis, Dartmouth College,
Hanover, NH, May 2009.
[6] I. Hirshberg, On C∗-algebras associated to certain endomorphisms of discrete
groups, New York J. Math 58 (2002), 99–109.
[7] Y. Jing, Semigroupoid C∗-algebras and ultragraph C∗-algebras, Israel Journal
of Mathematics 209 (2015), 593–610.
[8] H. Li, Realizing Semigroup C∗-Algebras As Groupoid C∗-Algebras, preprint:
https://arxiv.org/abs/1906.05654 (2019).
[9] X. Li, Ring C∗-algebras, Math. Ann. 348 (2010), 859–898.
[10] X. Li, Semigroup C∗-algebras and amenability of semigroups, Journal of Func-
tional Analysis 262 (2012), 4302–4340.
[11] X. Li, Nuclearity of semigroup C∗-algebras associated to certain endomor-
phisms of discrete groups, Advances in Mathematics 244 (2013), 626–662.
[12] K.C.H. Mackenzie, General Theory of Lie Groupoids and Lie Algebroids, Cam-
bridge University Press, 2005.
[13] J. Renault, A groupoid approach to C∗-algebras, Springer-Verlag, 1980.
[14] F. Vieira, C∗-algebras associated with endomorphisms of groups, Journal of
Operator Theory 79 (2018), no. 1, 3–31.
[15] D. P. Williams, Crossed Products of C∗-Algebras, American Mathematical
Society, 2007.
E-mail address : b.t.costa@ufsc.br
E-mail address : r.g.romano@ufsc.br
E-mail address : f.vieira@ufsc.br
Departamento de Matema´tica, UFSC Blumenau, Rua Joo Pessoa,
2514, Blumenau, SC, CEP 89036-004, Brazil
