We propose two algorithms for jointly estimating the power spectrogram and the room transfer functions of a target signal in diffuse noise. These estimates can be used to design a multichannel Wiener filter, and thereby separate a target signal from an unknown direction from diffuse noise. We express a diffuse noise model as a subspace of a matrix linear space, which consists of Hermitian matrices instead of Euclidean vectors. This general framework enables the design of new general algorithms applicable to all specific noise models, instead of multiple specific algorithms each applicable to a single model. The more general proposed algorithms resulted in superior noise suppression performance to our previous algorithms in terms of an output signal-to-noise ratio (SNR).
INTRODUCTION
This paper aims at microphone array signal processing for blind suppression of diffuse noise, specifically blind separation of a pointsource target signal from diffuse noise. We distinguish two types of noise depending on its spatial propagation: point-source noise and diffuse noise. Diffuse noise is defined as noise due to many point sources (e.g., many interfering speakers) or some continuous sources (e.g., the vibrating body of a train car). While the suppression of point-source noise has been established [1, 2] , suppression of diffuse noise still remains open and hinders successful application of noise suppression techniques in the real world.
To design optimal noise suppression filters, we need certain information on the signal and noise; blind suppression of noise requires estimating it from the noisy observation. Spatial filters (e.g., null beamformers [1] and the minimum variance distortionless response (MVDR) beamformer [3] ) require spatial information such as source locations, transfer functions, spatial covariance matrices, or the mixing matrix. On the other hand, time-frequency masks (e.g., binary masks [4] and the Wiener mask [5] ) require spectral information such as activation in the time-frequency domain and power spectrograms.
Typically, diffuse noise suppression is performed using the multichannel Wiener filter, which is decomposed into the MVDR beam- former and the subsequent Wiener mask [5, 6] . Designing the multichannel Wiener filter requires the room transfer functions and the power spectrogram of the target signal. Contrary to point-source noise, diffuse noise is modeled in the covariance matrix domain, instead of the linear time-frequency domain. Therefore, established methods such as independent component analysis [1] and clusteringbased methods [2] cannot be applied in the presence of diffuse noise. Instead, a covariance matrix fitting approach is usually taken, in which the observed covariance matrix is fitted with the model covariance matrix. Zelinski [7] , McCowan et al. [8] , and Ito et al. [9, 10] proposed methods for estimating the power spectrogram of the target signal, based on different covariance matrix models of diffuse noise. These methods assumed prior knowledge of the transfer functions or the source location of the target signal. However, the MVDR beamformer is sensitive to estimation errors of the transfer functions [6] , and inaccuracy of the given transfer functions or the assumption of planewave propagation can degrade the noise suppression performance significantly. Therefore, it is important to estimate the transfer functions of the target signal as well as its power spectrogram for effective suppression of diffuse noise.
In [9] , we have proposed a first method for joint estimation of the power spectrogram and the transfer functions of a target signal. However, this method was limited to a diffuse noise model called a blind noise decorrelation model, which is only applicable to a specific class of array configuration.
In this paper, we propose general algorithms for jointly estimating the power spectrogram and the room transfer functions of the target signal, applicable to existing noise models in the literature. To this end, we propose a general linear algebraic framework for expressing diffuse noise models in a unified manner, where each model is specified as a subspace of a matrix linear space. The more general proposed algorithms resulted in superior noise suppression performance to our previous algorithms in terms of SNR.
The rest of this paper is structured as follows. In Section 2, we review the multichannel Wiener filter. In Section 3, we describe the proposed methods for joint estimation of the transfer functions and the power spectrogram. In Section 4, we experimentally evaluate the proposed methods, and we conclude in Section 5. We model the observation by an array of M microphones as a mixture of a point-source target signal and diffuse noise. The target signal observed by the array can be modeled by a source-filter model as the target signal s(τ, ω) filtered by transfer functions h(ω) ∈ C M . Here, we assume that the target source is static, and therefore h(ω) is time-invariant. Precisely, choosing the first microphone as a reference, we denote by s(τ, ω) the target signal observed by the first microphone, and therefore we set
REVIEW: MULTICHANNEL WIENER FILTER FOR SUPPRESSING DIFFUSE NOISE
On the other hand, diffuse noise cannot be modeled by using transfer functions, and therefore, we simply denote it by v(τ, ω) ∈ C M . Consequently, the observed signal x(τ, ω) ∈ C M is modeled as follows:
Diffuse noise suppression is formulated as the problem of estimating
The multichannel Wiener filter is often employed for suppressing diffuse noise. The filter is the linear estimator of s(τ, ω) that minimizes the mean square error, and is given byŝ(τ,
. Under the model (2) and the assumption that s(τ, ω) and v(τ, ω) are mutually uncorrelated, the filter is decomposed into the MVDR beamformer and the Wiener mask p(τ, ω) [5, 6] :
where
is the power spectrogram of the target signal, and ϕyy(τ, ω) E[|y(τ, ω)| 2 ] that of the output of the MVDR beamformer. For the blind design of (3), we need to estimate h(ω) and ϕss(τ, ω) from the observed noisy signals.
GENERAL ALGORITHMS FOR ESTIMATING POWER SPECTROGRAM AND ROOM TRANSFER FUNCTIONS
As we have seen in Section 2, designing the multichannel Wiener filter (3) requires the room transfer functions h(ω) and the power spectrogram ϕss(τ, ω) of the target signal. This section describes the proposed methods for jointly estimating h(ω) and ϕss(τ, ω) from the observed signals contaminated by diffuse noise.
The rest of this section is organized as follows. Section 3.1 briefly reviews existing models of diffuse noise. Section 3.2 describes the proposed linear algebraic framework for unifying these models. Section 3.3 formulates the estimation problem as covariance matrix fitting. In Sections 3.4 and 3.5, we propose two alternative algorithms for the optimization.
Existing diffuse noise models reviewed
We first overview existing parametric models of diffuse noise [7] [8] [9] [10] [11] , which operate on spatial covariance matrices. In this subsection, αi(τ, ω) denotes an unknown real-valued variable.
The spatially uncorrelated noise model [7] states that the diffuse noise components at different microphones are uncorrelated with each other. This model corresponds to a parametric spatial covariance matrix
This model is valid for a microphone array with aperture much larger than the wavelength. The fixed noise coherence model [8, 11] states that Φvv(τ, ω) equals a known time-invariant coherence matrix Γ(ω) scaled by a time-varying unknown factor α1(τ, ω) modeling the noise power spectrogram as follows:
This model is valid for a microphone array in the free field and perfectly diffuse noise. The blind noise decorrelation (BND) model [9] states that Φvv(τ, ω) is diagonalized by a known unitary matrix P , and is valid for a certain class of symmetric arrays called crystal arrays [9] . This model is written as follows:
The real-valued noise covariance model [10] states that Φvv(τ, ω) is real-valued symmetric. Therefore, Φvv(τ, ω) is modeled parametrically, e.g., for M = 3 as follows:
This model is valid for arbitrary array configurations, but it tends to overfit the data due to the high dimensionality. The above models have been applied to the estimation of ϕss(τ, ω) with known h(ω) [7] [8] [9] [10] . The blind noise decorrelation (BND) model has also been applied to joint estimation of ϕss(τ, ω) and h(ω) [9] . We unify these models in a linear algebraic framework in Section 3.2, and apply the general noise model to joint estimation of ϕss(τ, ω) and h(ω) in Sections 3.3, 3.4, and 3.5. We evaluate the noise suppression performance of the proposed methods with each noise model in Section 4.
Proposed linear algebraic framework for unifying existing diffuse noise models
In this subsection, we propose a linear algebraic framework (see Fig. 1 ) for unifying existing models in Section 3.1. This general formulation has several advantages. First, it highlights the theoretical connections between the previous models [7] [8] [9] [10] [11] by describing them in a unified framework. Second, as shown in Sections 3.3, 3.4, and 3.5, it enables the design of new general algorithms applicable to all specific noise models, instead of multiple specific algorithms each applicable to a single model. Third, it facilitates the design of new noise models in the future by restricting the search space for these models; instead of searching for arbitrary, e.g., nonlinear models, we shall restrict ourselves to linear subspace models.
Since the models in Section 3.1 are linear w.r.t. αi(τ, ω), the resulting spatial covariance matrices belong to a subspace V(ω) of the R-linear space of the M × M Hermitian matrices
H is endowed with the inner product [9] . pm denotes the mth column of P . ℜ denotes the operation of taking the real part.
Noise models References Basis of V(ω) Pω[A]
Fixed noise coherence model [8, 11] 
Fig. 1. We express a diffuse noise model in terms of a matrix linear space, which consists of matrices instead of Euclidean vectors. Specifically, we assume that the diffuse noise covariance matrix
Φvv(τ, ω) belongs to a certain subspace V(ω) of the linear space H spanned by all M × M Hermitian matrices (M : number of microphones). Existing diffuse noise models can be expressed as V(ω),
where the difference of the model boils down to that of the basis (see Table 1 ). This framework enables derivation of general algorithms applicable to all these noise models (see Sections 3.4 and 3.5).
and with the Frobenius norm ∥A∥ √ ⟨A, A⟩. V(ω) is specified either by a set of basis vectors or by the orthogonal projection operator Pω:
denotes an orthonormal basis of V(ω) with P dimV(ω). Table 1 shows a set of basis vectors of V(ω) and the expression of the projection Pω for the models in Section 3.1.
Formulation of the optimization problem
While the point-source target signal is modeled by the source-filter model in the time-frequency domain, diffuse noise is modeled by a parametric covariance matrix, as we have seen in Section 3.2. In this subsection, we formulate the estimation of h(ω) and ϕss(τ, ω) as a covariance matrix fitting problem, where the observed spatial covariance matrix is fitted with a model spatial covariance matrix. First, we model the observed spatial covariance matrix. Assuming that s(τ, ω) and v(τ, ω) are uncorrelated with each other, the observed covariance matrix is modeled as the sum of the target and the noise covariance matrices. The noise spatial covariance matrix is modeled using the matrix linear space as Φvv(τ, ω) ∈ V(ω). On the other hand, since the target signal is modeled using time-invariant transfer functions in the time-frequency domain, the corresponding model in the covariance matrix domain is the rank-one matrix constant up to a time-varying scale factor:
Therefore, the observed spatial covariance matrix is modeled as follows:
We formulate the estimation of h(ω) and ϕss(τ, ω) as the problem of fitting model (12) to the observed covariance matrix. That is, for a measure of discrepancy D(·, ·) between two matrices, we solve the following optimization problem:
Here, we have omitted ω for the optimization problem is formulated frequency bin-wise, and Θ {{ϕss(τ )}τ , h, {Φvv(τ )}τ } denotes the set of parameters to be estimated. Choosing the Eulidean distance as the discrepancy measure, (13) becomes
We plan to study more sophisticated measures than the Eulidean distance in the future. Note that, in (14), we impose the constraint ∥h∥ = 1 instead of (1), to derive simple algorithms. Once the solutions ϕss(τ ) and h of (14) are obtained, they are post-processed to satisfy (1) as follows:
2 ϕss(τ ), h ← h/h1.
Method 1: estimation via sequential procedure
The first algorithm for solving the optimization problem in (14) is derived by eliminating the nuisance parameters {Φvv(τ )}τ , and solving the resulting optimization problem through a sequential procedure.
Noting that Φvv(τ ) ∈ V, we can decompose the error in (14) into V and V ⊥ components as follows:
Here, V ⊥ denotes the orthogonal complement of V. Therefore, applying the Pythagorean theorem, we can decompose the square error in (14) into V and V ⊥ components as follows:
Here, P ⊥ denotes the orthogonal projection operator onto V ⊥ :
Therefore, by removing the nuisance parameter Φvv(τ ) by replacing it with its optimal value • prop1: proposed joint estimation in Section 3.4
• prop2: proposed joint estimation in Section 3.5
The estimates by conv1 were used to initialize the other three algorithms. The observed signals were first analyzed by the short-time Fourier transform (STFT). The lower 14 frequency bins of the observed signals were discarded, which contain only noise. The observed covariance matrix for estimating h(ω) and ϕss(τ, ω) was computed locally by averaging x(τ, ω)x H (τ, ω) over 48 consecutive frames. On the other hand, the observed covariance matrix for the MVDR beamformer was calculated as the long-term average of x(τ, ω)x H (τ, ω) over the whole data. The other conditions are summarized in Table 2 . Fig. 4 shows the output SNR [9] of the multichannel Wiener filter designed with each of the above algorithms. The labels "uncor", "coh", "BND", and "real" refer to the diffuse noise models in Section 3.1. The input SNR was −0.2 dB. Proposed prop1 and prop2 resulted in output SNRs slightly better than conv2 when combined with the BND model. The poor performance of prop1 combined with the real-valued noise covariance model is likely due to local minima of the cost function resulting from the high dimensionality of the model. The other proposed methods improved the SNR by 5.3 to 10.7 dB compared to the observation. They are compared in terms of the output SNR of the multichannel Wiener filter. The proposed algorithms resulted in output SNRs slightly better than conventional conv2 when combined with the blind noise decorrelation (BND) model. Furthermore, the proposed algorithms are more general than the conventional algorithms in that the former apply to other noise models as well.
Experimental results

CONCLUSION
We proposed two algorithms for joint estimation of the power spectrogram and the room transfer functions of the target signal for blind suppression of diffuse noise. The algorithms are general in that they apply to existing diffuse noise models. Furthermore, the proposed algorithms resulted in higher output SNRs than our previous algorithms when combined with the blind noise decorrelation (BND) model.
