Reservoirs are usually designed and operated for multiple purposes, which makes the multipleobjective issue important in reservoir operation. Based on multiple-objective dynamic programming (MODP), this study proposes an improved multiple-objective DP (IMODP) algorithm for reservoir operation optimization, which can be used to solve multiple-objective optimization models regardless whether the curvatures of trade-offs among objectives are concave or not. MODP retains all the Pareto-optimal solutions through backward induction, resulting in the exponential increase of computational burden with the length of study horizon. To improve the computational efficiency, this study incorporates the ranking technique into MODP and proposes an efficient IMODP algorithm. We demonstrate the effectiveness of IMODP through a hypothetical test and a real-world case. The hypothetical test includes three cases in which the trade-offs between objectives are concave, convex, and neither concave nor convex. The results show that IMODP satisfactorily captures the Pareto front for all three cases. The real-world test focuses on hydropower and analyzes the tradeoffs between total energy and firm energy for Danjiangkou Reservoir. IMODP efficiently identifies the Pareto-optimal solutions and the trade-offs among objectives.
INTRODUCTION
A reservoir system serves multiple operational targets, for example, flood control, water supply, irrigation, and hydro- (Draper & Lund ; Zhao et al. ) . Irrigation water demand exhibits seasonality, and it is affected by meteorological conditions (Galelli & Soncini-Sessa ) .
Hydropower is affected by the electricity market, and the time-varying electricity demand can induce dramatic changes in reservoir releases (Perez-Diaz et al. ).
Multiple-objective analysis of a reservoir system is generally difficult, partly due to computational problems involved in modeling the complex hydrological system and partly due to the economic issues in dealing with the trade-offs (Loucks & van 
DP-BASED MULTIPLE-OBJECTIVE ANALYSIS
Reservoir operation features multiple periods and sequential decision making. This section illustrates the two-stage formulations of DP and MODP for reservoir operation. To access MODP easily, the formulations of DP are initiated by single-objective analysis and then extended to multipleobjective analyses.
Conventional DP
Let us consider a reservoir operation problem with a study horizon of T periods. The variables are denoted as follows:
t, index of time periods; s t , reservoir storage at the beginning of period t; q t , reservoir inflow during period t; r t , reservoir release during period t; g t (s t , q t , r t ), utility function of period t, which depends on s t , q t , and r t ; s, lower bound of reservoir storage; s, upper bound of reservoir storage; r, lower bound of reservoir release; r, upper bound of reservoir release, for example, maximum release rate of the hydropower turbine and spillway; s ini , initial storage at the beginning of the study horizon; s end , target storage at the end of the study horizon. Using the above variables and selecting r t as the decision variable, the deterministic single-objective reservoir operation can be formulated as follows (Labadie ):
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In Equation (1) The sequential nature of Equation (1) enables efficient applications of DP to determine the optimal solutions (Yakowitz ; Loucks & van Beek ) . The two-stage formulation of DP is expressed as follows: 
which is called the recursive function of DP, and G t (s t ) represents the maximum cumulative utility function from periods T to t. Using backward induction from periods T-1 to 1, the G t (s t ) values (t ¼ T-1, T-2, … , 1) are sequentially determined, and the reservoir operation optimization in Equation (1) is achieved.
The key idea behind why Equation (2) produces the optimal solutions of Equation (1) (1) a given value of s tþ1 corresponds to an optimal release sequence of [r tþ1 , … , r T ], that is, the optimal remaining solutions from periods t þ 1 to T; and (2) if the optimal release and carried-over storage of s t are r* t and s* tþ1
(s* tþ1 corresponds to [r* tþ1 , … , r* T ]), respectively, then the optimal release sequence of s t must be [r* t , r* tþ1 , … , r* T ].
Therefore, through backward induction, the optimal release sequence of s t (t ¼ T-1, … , 1) can be sequentially determined, and the optimal solutions of Equation (1) is included in the case where s 1 ¼ s ini (Equation (1.5)).
Multiple-objective DP
When Equation (1) 
(3:2) (3:3) (3:4) (3:5) (3:6)
In Equation (3), g m,t (s t ,q t ,r t ) denotes the mth objective function for period t, which is analogous to g t (s t ,q t ,r t ) in Equation (1), whereas the value of m ranges from 1 to M (the number of objectives).
Similar to Equation (2), the two-stage formulation of Equation (3) is as follows:
. . .
. . . Despite the similar forms of Equations (2) and (4), essential differences exist between the two DP models. Equation
(2) determines one set of solutions with maximum G t (s t )
for each s t . Equation (4) 
T of s t that satisfies the following condition exists
T is considered as non-dominated.
. Each non-dominated objective vector corresponds to a set of Pareto-optimal solutions.
The principle of optimality of MODP (Daellenbach & Dekluyver ) states that: 'a non-dominated policy has the property that, regardless of how the process entered a given state, the remaining solutions must belong to a non-dominated sub-policy'. The principle of optimality of MODP is analogous to that of DP. This principle indicates that if the Pareto-optimal release and carried-over storage of s t are r t and s tþ1 (s tþ1 corre-
respectively, then the Pareto-optimal solution of s t must be [r t , r tþ1 , … , r T ]. We must note the following: (1) an s tþ1 value can correspond to a number of non-dominated
T and solutions [r tþ1 , … , r T ], and s t also can be associated to multiple Pareto-optimal solutions; and (2) [r t , r tþ1 , … , r T ] is a Pareto-optimal solution of s t when the value [G 1,t (s t ), ….,
MODP AND IMODP
The DP models of Equations (2) and (4) are functionals with the dependent variables as functions, that is, G t (s t ) depends on g t (s t , q t , r t ) and G tþ1 (s tþ1 ), and One potential Pareto front of s t is to transit to s tþ1 , which results in the following set of releases:
and this transition generates a set of objective vectors by shifting the non-dominated objective vectors of s tþ1 along the axis of obj 1 by d 1 and along the axis of obj 2 by d 2 (Figure 1(a) ), that is
If the objective vectors of each s tþ1 value are known, then the objective vectors of the transitions from s t to all s tþ1 values can be determined similarly. Finally, the non-dominated objective vectors of s t can be identified and the corresponding Pareto-optimal solutions can be determined (Figure 1(b) ). (1) Shifting the corresponding non-dominated objective Step 1: Initialization.
tors are all supposed to be non-dominated and marked as 1).
Step 2: Iteration.
relationship between vectors i and j).
(ii) If vector i dominates vector j (Equation (5)), set Mark( j) ¼ 0, which indicates that point j has been dominated.
(iii) Else-if vector j dominates vector i (Equation (5)), Set Mark(i) ¼ 0, which indicates that point i has been dominated.
Step 3: The non-dominated solutions, that is, solutions marked as 1, are selected.
As illustrated above, the dominating relationships among the candidate Pareto-optimal objective vectors play an important role in reducing the computational burden, because the 'while' cycle will be interrupted before j ¼ N if 'Mark(i) ¼ 0'. However, in the extreme case where N points are all non-dominated, the total computational Step 1: Initialization.
Step 2: Iteration. For m ¼ 1 : M (for each objective). 
computations (Deb et al. ) . Among these steps, the pairwise comparison has the dominating computational complexity. Considering that t ranges from T-1 to 2 and i from 1 to L for s t,i , the overall computational complexity
. Besides the four parameters, computational burden of IMODP also depends on dominating relationships among the solutions. To solve simple problems with few Pareto-optimal solutions involves small computation burden; while to deal with complex problems with many Pareto-optimal solutions can involve considerable computation burden, which also requires a large K to retain information of the Pareto front.
HYPOTHETICAL TEST OF IMODP
IMODP is applicable to solve multiple-objective models with concave or non-concave trade-off curvatures. Using the concave and convex utility functions, this study designs three hypothetical cases to test the effectiveness of IMODP, in which the curvatures of trade-offs between objectives are concave, convex, and neither concave nor convex.
Test settings
The test is based on the power function g ¼ x a , where exponent a determines the function's rate of growth or decay.
When a > 0, g is an increasing function that depends on x.
Moreover, function g is concave when 1 > a > 0, and it is convex when a > 1. The three multiple-objective optimization cases are designed by assigning the values of 0.5 and 2
to a, as shown in Table 1 . The two objective functions are concave in case 1 and convex in case 2; in case 3, one objective function is convex, whereas the other is concave. We set three decision variables, namely, x 1 , x 2 , and x 3 . x 1 and x 2 contributed to objectives 1 and 2, respectively; however, x 3 is a disturbing factor, which consumes available resources but does not contribute to either objective. For the three decision variables, a balance relationship of the total available resources exists, analogous to the water balance relationship of the reservoir operation. Lower and upper bounds of x exist, analogous to the capacity constraints.
For the three cases, objectives g 1 and g 2 are increasing functions of x 1 and x 2 , respectively. Therefore, the Pareto front can be easily determined, that is, distributing the available resources between x 1 and x 2 and allocating no resource to x 3 .
The corresponding objectives of the Pareto front can then be determined, as shown in Table 2 . Notably, the curvature of the trade-offs among the objectives are concave in case 1, convex in case 2, and neither concave nor convex in case 3.
Formulation and test of IMODP
The MODP for the three cases is set as follows:
(1) The state variable is defined as the cumulative consumption of resources (Liu et al. ) , that is
Therefore, the state equation is
(2) The initial and ending storages are
(3) The recursive DP formulation is
The range of the state variable s i is [0, 1] as
The study horizon is three and the backward induction consists of three steps. In step 3, objective values of state transition from s 3 to s 4 , which assign resource Objective functions max Pareto front
Objectives of Pareto front In IMODP, the number of objective functions M is two.
For the number of state discretization L and the threshold of the maximum number of non-dominated objective vector K, two scenarios are designed:
(1) To discretize s i into 10 intervals of equal width 0.1, resulting in 11 numerical Pareto-optimal solutions
(α ¼ 0.0, 0.1, 0.2, … , 1.0); L and K are set as 11.
(2) To set the width of the storage intervals as 0.01, resulting in 101 Pareto-optimal solutions
(α ¼ 0.00, 0.01, 0.02, … , 1.00); L and K are set as 101.
In the two scenarios, K is set equal to the maximum number of Pareto-optimal solutions. Therefore, IMODP is equivalent to MODP in the hypothetical test (Figure 2 ). 
REAL-WORLD CASE
The hypothetical test demonstrates the ability of IMODP to 
and the second objective is the maximization of firm energy output Obj2: max min
In Equations (12) and (13), p t and Δ denote the rate of single-period hydropower generation and the length of time period, respectively. p t is calculated by
In Equation (14), the unit of p t is million watt (MW). η is the energy conversion coefficient, and its value is 0.00882. Based on Equations (12)- (14), the recursive function of MODP is as follows:
s:t:
In Equation (15) January to December and takes a time step of 1 month (Δ represents 720 hours in Equation (12) and 609,408,000 s in Equation (15)). The monthly reservoir inflow is presented in Figure 5 . As can be seen, the main flood season last 3 months from July to September. For reservoir operation, both the initial storage s 1 at the beginning of January and the ending storage s 13 at the end of December are set as 17,000 million m 3 .
There are four parameters in IMODP, that is, M (number of objectives), T (length of study horizon), L (number of storage discretization), and K (number of Pareto-optimal solutions selected by the ranking technique).
For the case study, M is 2 and T is 12. We set two scenarios of L, that is, 108 and 215, which respectively discretize state of reservoir storage into intervals of equal width of 50 and 25 million m 3 . Five scenarios of 10, 20, 30, 40 and 50 are set for K, analyzing effect of K on computational efficiency 
Result analysis
Based on the IMODP algorithm and the constraint method, we analyze the Pareto-optimal solutions and the corresponding objective vectors for the given streamflow scenario.
Trade-offs between total energy and firm energy are shown favorably determines the optimal values of total energy and firm energy, which is owing to the ranking technique retaining the boundary solutions. The computing time is slightly longer than that of DP with the constraint method.
As the value of K increases, trade-offs between total The IMODP algorithm analyses trade-offs among objectives and determines Pareto-optimal decisions. Figure 7 illustrates operation decisions with maximum total energy and firm energy. As can be seen, there is an empty-refill cycle of reservoir storage in 1 year. Generally, reservoir storage is released for hydropower generation and emptied at the beginning of rainy season (s 7 ¼ s), and it is refilled during the rainy season (s 10 ¼ s). Similarities exist among the decisions from July to December, due to there being ample inflow during the rainy season and that reservoir storage is at a high level at the beginning of the dry season. However, significant differences exist among the Paretooptimal decisions during the empty process from January to June, indicating considerable trade-offs between total energy and firm energy. Notably, maximum total energy decision cuts back on reservoir releases early in the year to maintain reservoir storage at a high level, which provides higher water head and generates more energy (Zhao et al. Further studies can combine MODP and IMODP with advanced computation methods and apply the algorithms to more complex reservoir operation problems.
