1.
Introduction. for example, Williams [8] ).
Henceforth we restrict our 03C3-fields to 03A9 , writing the restrictions as 3, 3t. Knight [4] , , Lehoczky [5] , Taylor [7] , , and Williams [9] ). .
Various approaches
have been adopted by these authors ; the aim of this paper is to show that Ito's excursion theory provides a natural setting for these problems, and that the explicit characterisation of the Brownian excursion law due to Williams [10] turns this natural way of considering the problems into a powerful method for solving them. No proof of this characterisation of the Brownian excursion law has yet appeared, so we devote section 3 of this paper to a proof using the 
In what follows, we will freely switch from considering the process X as a continuous function of real time to considering it as a point process in local time.
2.
The Skorokhod embedding theorem.
We begin this section with a simple lemma, which can be deduced from Williams' 
(It is plain that for each x, is a probability measure on and to prove the measurability of (n)m)(.,A), notice that
is continuous, and measurability of (nlm)(e,A) follows by a standard monotone class argument).
The kernel (nlm) provides a regular conditional n-distribution for the excursion given its maximum.
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Theorem 3.1.
(Williams)
The Brownian excursion law is the a-finite measure n on We now turn to the path decompositions of Williams [8] .
The following result is a slight extension of Theorem 2.4 in that paper. 
n(e-~e 2 ~(f ) )m(f) = x) = (8x cosech 9 x)2, By Borel-Cantelli, we deduce that, for each P-almost surely there Let us fix ~, n > 0 and take the measurable functions a, b, and c of (34) to be defined by
The measurable functions h and k of (33) are defined by applying Schwarz' inequality to the left-hand side of (49), we see from the fact that p has a second moment that the right-hand side of (49) 
