In a weighted sequence, for every position of the sequence and every letter of the alphabet a probability of occurrence of this letter at this position is specified. Weighted sequences are commonly used to represent imprecise or uncertain data, for example, in molecular biology where they are known under the name of Position-Weight Matrices. Given a probability threshold 1 z , we say that a string P of length m matches a weighted sequence X at starting position i if the product of probabilities of the letters of P at positions i, . . . , i + m − 1 in X is at least 1 z . In this article, we consider an indexing variant of the problem, in which we are to preprocess a weighted sequence to answer multiple pattern matching queries. We present an O(nz)-time construction of an O(nz)-sized index for a weighted sequence of length n over an integer alphabet that answers pattern matching queries in optimal, O(m+Occ) time, where Occ is the number of occurrences reported. Our new index is based on a non-trivial construction of a family of ⌊z⌋ weighted sequences of an especially simple form that are equivalent to a general weighted sequence. This new combinatorial insight allowed us to obtain: a construction of the index in the case of a constant-sized alphabet with the same complexities as in (Barton et al., CPM 2016) but with a simple implementation; a deterministic construction in the case of a general integer alphabet (the construction of Barton et al. in this case was randomised); an improvement of the space complexity from O(nz 2 ) to O(nz) of a more general index for weighted sequences that was presented in (Biswas et al., EDBT 2016); and a significant improvement of the complexities of the approximate variant of the index of Biswas et al.
Introduction
In this article we consider a type of uncertain sequence called a weighted sequence. In a weighted sequence every position contains a subset of the alphabet and every letter of the alphabet is associated with a probability of occurrence such that the sum of probabilities at each position equals 1. This data representation is common in a wide range of applications: (i) data measurements with imprecise sensor measurements; (ii) flexible sequence modelling, such as binding profiles of DNA sequences; (iii) observations that are private and thus sequences of observations may have artificial uncertainty introduced deliberately (see [1] for a survey). Pattern matching (or substring matching) is a core operation in a wide variety of applications including genome assembly, computer virus detection, database search and short read alignment. Many of the applications of pattern matching generalise immediately to the weighted case as much of this data is more commonly uncertain (e.g. reads with quality scores) than certain. In particular probabilistic databases have been a very active area of research in recent years [10] .
In the weighted pattern matching (WPM) problem we are given a string P of length m called a pattern, a weighted sequence X of length n called a text, both over an alphabet Σ of size σ, and a threshold probability 1 z . The task is to find all positions i in X where the product of probabilities of the letters of P at positions i, . . . , i + |P | − 1 in X is at least that the fragment and the pattern match. An O(σn log m)-time solution for the WPM problem based on the Fast Fourier Transform was proposed in [8, 19] . This problem was also considered in [2] where a reduction to property matching in a text of size O(nz 2 log z) was proposed and recently in [16] a significantly improved algorithm was presented. The average case complexity of the WPM problem has also been studied and a number of fast algorithms have been shown with both linear [5] and sub-linear on average algorithms being presented [6] .
In this article, we consider the indexing (or off-line) version of the WPM problem, where we are given a text being a weighted sequence and we are asked to construct an index to provide efficient operations for answering WPM queries related to it.
Previous results. In [15] , the authors introduced the weighted suffix tree data structure allowing O(m + Occ)-time WPM queries, where Occ is the total number of pattern occurrences; the construction time and size of that data structure is O(nσ z log z ). A direct application of the results in [2] reduces the construction time and the size of that index to O(nz 2 log z). The index structure built in [15] consists of a compact trie of all of the factors with probability of occurrence greater than or equal to 1 z . These results were recently improved by the authors in [4] , where they proposed an O(nz)-sized treelike data structure that is similar to the aforementioned index and can be constructed in O(nz) time. Unfortunately, the construction presented in [4] makes use of complex algorithmic tools (e.g. the suffix tree of a trie) and as such is hard to implement in practice. Moreover, for a general integer alphabet the construction algorithm is randomised.
A similar-though more general-indexing data structure, which assumes z = O(1), was presented in [7] . This data structure allows for WPM queries to be answered for any threshold 1 z ′ with z ′ ≤ z, with query time O(m + m · Occ). Their construction reduces the problem to computing an index for a so-called special weighted sequence in which every position contains at most one letter with a positive probability (the probability equals at most 1). For a weighted sequence of length n and an arbitrary z, the constructed special weighted sequence has length O(nz 2 ) and such is the space usage of their index. The construction time is not mentioned but a direct construction of their index works in Ω(n 2 z 2 ) time. Moreover, [7] consider the problem of document listing for weighted sequences and an approximate version of their weighted index with a better query time.
Our model of computations. We assume the word-RAM model with word size w = Ω(log(nz)). We consider the log-probability model of representations of weighted sequences in which probabilities can be multiplied exactly in O(1) time. A common assumption in practice is that σ = O(1) since the most commonly studied alphabet is Σ = {A, C, G, T}. In this case a weighted sequence of length n has a representation of O(n) size; otherwise the input can take up to O(nσ) space. However, one may observe that for each position letters with probability smaller than 1 z cannot be present in an occurrence of a pattern. Hence, we may replace them with a special symbol with aggregated probability. This results in a representation of size O(nz), which can be constructed in time proportional to the input size.
Our contribution. We present a new O(nz)-time construction of an O(nz)-sized index that answers weighted pattern matching queries in optimal O(m + Occ) time for a constant-sized alphabet. Our index is based on a novel observation that one can always construct a family of ⌊z⌋ special weighted sequences of length n that is equivalent to a given weighted sequence assuming threshold 1 z . This yields a significantly simpler construction than in a previous index [4] . To this end, we provide a proof-of-concept implementation of our index that was validated for correctness and efficiency. We also show how our new index can be constructed for integer alphabets (i.e., for Σ = {1, . . . , n O(1) }) within the same time and space complexity deterministically as opposed to the construction of [4] for integer alphabets that was randomised. Our construction improves the space usage of the more general index of [7] from O(nz 2 ) to O(nz), also in the document listing variant. Finally, we improve both the space and the construction time of the approximate version of the index from [7] .
Structure of the paper. The first three sections following Preliminaries are devoted to the construction of a family of ⌊z⌋ special weighted sequences that is equivalent to a given weighted sequence. The combinatorial Section 3 shows the existence of such a family, and Sections 4 and 5 present deterministic O(nz)-time algorithms computing such a family in the cases of a constant and of an integer alphabet, respectively. The construction of a weighted index in both cases is shown in Section 6. In Section 7 we study applications of our weighted index, and in Section 8 we briefly describe its implementation for a small alphabet. An auxiliary data structure used in the index construction for integer alphabets is described in the Appendix.
Preliminaries
Let Σ = {1, . . . , σ} be an integer alphabet. A string S over Σ is a finite sequence of letters from Σ. By |S| we denote the length of S and by S[i], for 1 ≤ i ≤ |S|, we denote the i-th letter of S. By S[i. .j] we denote the string S[i] . . . S[j] called a factor of S (if i > j, then the factor is an empty string). A factor is called a prefix if i = 1 and a suffix if j = |S|.
Definition 1 (Weighted sequence). A weighted sequence X = x 1 x 2 . . . x n of length |X| = n over an alphabet Σ is a sequence of sets of pairs of the form
If the considered weighted sequence is unambiguous, we write π i instead of π (X) i . Here, π i (c) is the occurrence probability of the letter c at the position i ∈ {1, . . . , n}. These values are non-negative and sum up to 1 for a given i. An example of a weighted sequence is given in Example 1.
The probability of matching of a string P with a weighted sequence X (|P | = |X|) equals
We say that a string P matches a weighted sequence X with probability at least
.j] we denote a weighted sequence called a factor of X and equal to x i . . . x j . We then say that a string P occurs in X at position i if P matches the factor X[i. .i + |P | − 1]. We also say that P is a solid factor of X (starting, occurring) at position i. By Occ 1 z (P, X) we denote the set of all positions where P occurs in X. The main problem considered in the article can be formulated as follows.
Problem 1 (Weighted Indexing).
Input: A weighted sequence X of length n over an alphabet Σ of size σ and a threshold probability We say that P is a (right-)maximal solid factor of X at position i if P is a solid factor of X at position i and no string P ′ = P c, for c ∈ Σ, is a solid factor of X at this position.
Fact 1 (Amir et al. [2] ). A weighted sequence has at most z different maximal solid factors starting at a given position.
For each position of a weighted sequence X we define the heaviest letter as the letter with the maximum probability (breaking ties arbitrarily). By X we denote a string obtained from X by choosing at each position the heaviest letter. We call X the heavy string of X. Following the notation of [7] , we call a weighted sequence special if for each position it contains at most one letter with a positive probability. In the case of special weighted sequences, we waive the assumption that the probabilities sum up to 1 at each position and simply assume that the only positive probability at each position is at most 1.
In the construction of our weighted index we make use of suffix trees. For a general introduction to suffix trees, see [9] . The suffix tree T of a non-empty string S of length n is a compact trie representing all suffixes of S#, where # ∈ Σ is a special end-marker. The nodes of the trie which become nodes of the suffix tree (i.e., branching nodes and leaves) are called explicit nodes, while the other nodes are called implicit. Each edge of the suffix tree can be viewed as an upward maximal path of implicit nodes starting with an explicit node. Moreover, each node belongs to a unique path of that kind. Then, each node of the trie can be represented in the suffix tree by the edge it belongs to and an index within the corresponding path. We use L(v) to denote the path-label of a node v, i.e., the concatenation of the edge labels along the path from the root to v. The leaf corresponding to suffix S[i . . n] is labelled with the index i. Each string W occurring in S is uniquely represented by either an explicit or an implicit node of T . The suffix link of a node v with path-label L(v) = cW is a pointer to the node path-labelled W , where c ∈ Σ is a single letter and W is a string. The suffix link of v exists if v is a non-root explicit node of T . The suffix tree of a string of length n over an integer alphabet can be constructed in O(n) time [11] . The generalised suffix tree (GST) of strings S 1 , . . . , S k is simply the suffix tree of S 1 S 2 . . . S k . The leaves of GST are labelled with positions within the strings S j .
For the rest of this article let X be a weighted sequence of length n over Σ.
Construction of ⌊z⌋ Special Weighted Sequences
Two collections of weighted sequences are equivalent if they have exactly the same solid factors. This intuition can be formalised as follows.
Definition 2. Two collections of weighted sequences X 1 , . . . , X k and Y 1 , . . . , Y m of the same length n are zequivalent if for every string S and position j ≤ n−|S|+1,
, S) are equal or both smaller than 1 z . This section is devoted to a proof of the following theorem. In the subsequent sections, we will show how the construction of this theorem can be used to design an efficient index for both constant and integer alphabets.
Theorem 1.
Each weighted sequence has a z-equivalent set of ⌊z⌋ special weighted sequences.
A key to the construction is a sequence of tries of the maximal solid factors of each position in X. We denote by T i , for i = 1, . . . , n, the trie of all maximal solid factors starting at position i in X. The label of each edge is a letter of the alphabet and the probability of each edge is the probability of this letter at the respective position in X. The string label of a node u, s i (u), is then the concatenation of letters of edges on the path from the root to this node, and the probability of a node u, p i (u), is the product of probabilities of these edges. By Fact 1, every such trie contains at most z leaves.
With each node of T i we associate a non-negative integer number of tokens so that the following invariant is satisfied: every node v contains exactly t i (v) = ⌊p i (v)z⌋ tokens in its subtree. Intuitively, these tokens can be seen as the number of copies we are allowed to make of a particular solid factor based on its probability of occurrence at position i or, equivalently, the number of maximal solid factors that could start with that factor. Considering the root and the leaves of T i we make the following observation. Observation 1. Every leaf of T i contains a positive number of tokens. Moreover, the tree T i contains exactly ⌊z⌋ tokens in total.
Now we study what is the correlation between the distributions of tokens in T i−1 and T i . Note that T i−1 results by joining σ copies of T i to a common root and trimming each of the copies of nodes with probability smaller than 1 z . We say that nodes u ∈ T i−1 and v ∈ T i correspond to each other if the string labels s i−1 (u) and s i (v) of u and v satisfy s i−1 (u) = c · s i (v), where c ∈ Σ. Thus each node in T i−1 except for the root corresponds to one node in T i , and a single node in T i may correspond to any number of nodes in T i−1 (possibly 0). By Observation 1, we can assign to all tokens in T i an integer identifier from 1 to ⌊z⌋ in an arbitrary fashion. For v ∈ T i , by Tokens(v) we denote the set of tokens assigned to the subtree of v in T i . We now state an important fact relating the tokens locations in T i and T i−1 .
Observation 2. One can number all the tokens in
Proof. Let u 1 , . . . , u k be all the nodes from T i−1 that correspond to v ∈ T i .
Proof. Note that for each u j , p i−1 (u j ) = p j ·p i (v), where p j is the probability of the first edge on the path from the root of T i−1 to u j . All those edges are different. Hence,
The claim follows.
We number the tokens in T i−1 from the bottom to the top. Let u jp be all the children of u j . Assume that the tokens in their subtrees have been already numbered. Then we use the tokens from the set A := Tokens(v) \ j,p Tokens(u jp ) to number the tokens in the nodes u 1 , . . . , u k . By the claim, |A| is at least the number of tokens located in u 1 , . . . , u k .
For each token number q ∈ {1, . . . , ⌊z⌋}, we will primarily be interested in the path it makes in the sequence of tries. These paths will allow us to easily recover the ⌊z⌋ special weighted sequences. For convenience and clarity of presentation we use the following alternative formulation of the previous observation.
Observation 3. One can number all the tokens in T i−1 so that, for each q ∈ {1, . . . , ⌊z⌋}, the token number q in T i−1 is located in the root or in a node that corresponds to an ancestor of the node that contains the token number q in T i .
Proof. Let u be the node of T i−1 where q is located. Unless u is the root of T i−1 , by Observation 2, the node v ∈ T i to which u corresponds satisfies q ∈ Tokens(v). Hence, v is an ancestor of the node in T i that contains q.
If q is assigned to node v in T i and node u in T i−1 , such that s i−1 (u) starts with the letter c, then by s i−1 (q) we denote the string w such that s i−1 (u) · w = c · s i (v). In particular, if there is an ancestor v ′ of v in T i that corresponds to u, then s i−1 (q) is the string spelled by the letters on the edges from v ′ to v. Assume that T n+1 is a sentinel tree composed only of its root and s 0 (q) is the string label of the node that contains q in T 1 . Lemma 1. The strings S(q) = s 0 (q)s 1 (q) . . . s n (q), for q ∈ {1, . . . , ⌊z⌋}, form a collection of strings of length n such that if F is a solid factor occurring at position i of X, then it occurs at position i in some string S(q).
Proof. Note that F corresponds to a path in T i from the root to some node v. Let us extend this path until it reaches a leaf. By Observation 1, this leaf contains a token; let it be token number q. Then F is a factor of S(q).
What is left to note is that |S(q)| = n for every token number q. Indeed, all the tokens start their paths in the root of T n+1 and end in the root of T 1 so the total length of each token's path is n.
Clearly, the strings discussed in Lemma 1 together with letter probabilities at the respective positions in X form a collection of special weighted sequences from Theorem 1; we denote this collection by Y (q), for q ∈ {1, . . . , ⌊z⌋}.
Construction for a Small Alphabet
Now we only need to efficiently construct the strings of Lemma 1. In this section we will show that this process can be done efficiently.
By T i , for i = 1, . . . , n + 1, we denote the compact trie T i . The nodes that are explicit in T i are branching nodes of T i and the nodes that contain tokens (including all the leaves). It is clear that T i contains at most z leaves and hence at most z − 1 branching nodes. Therefore, T i contains at most 3z explicit nodes. Each explicit node u of T i stores its depth from T i and its probability p i (u). With each (compact) edge its first letter is stored; all the remaining letters are letters at the corresponding positions of the heavy string X. In the case of a small alphabet, each node may store an array of outgoing edges indexed by their first letters. Let the threshold probability be
. In Figure 1 we present the compact tries T 8 , . . . , T 1 together with the tokens. Following the token paths, we obtain:
Lemma 2. All the compact tries T n+1 , . . . , T 1 together with the tokens can be computed in O(nzσ) time.
Proof. If we do not consider updating the tokens, a simple way to construct T i−1 from T i would be to create σ identical copies of T i and connecting each copy to a common root by an edge labelled with one of the letters 1, . . . , σ occurring at position i − 1. This results in a compact trie T from which we can recompute the probabilities of the explicit nodes and finally trim T of (explicit and implicit) nodes if the probabilities are smaller than 1 z , resulting in T i−1 . The construction of T together with recomputation of probabilities of nodes works in O(zσ) time (during recomputation we only multiply the node's probabilities by the corresponding probabilities of the edges outgoing from the root). For each explicit node of T we also store a pointer to the explicit node of T i with which it corresponds. We now shift our focus to the trimming phase.
We consider, in a bottom up fashion, each of the compact edges of T and check if the probability of the lower endpoint of the edge is above 1 z . If so, the edge stays intact; otherwise, we check the probability of the first node on the edge (possibly implicit) different from the upper endpoint. If the probability turns out to be below 1 z , we simply remove the whole edge. In the other case we need to cut the edge at some implicit node. This is the only hard case in the algorithm and in all the remaining cases we do not need to uncompress the edges of the compact tries, which makes the total time O(z). However, note that in this hard case the edge of T i−1 will end with a leaf which, by Observation 1, has a positive number of tokens. Therefore, we leave the edge open for the moment and compute the exact position of the leaf in the second part of the construction related to the assignment of tokens.
We now focus on the assignment of tokens and consider the location of the tokens immediately after the trimming phase has been completed. For each explicit node v of T we compute the number of tokens it should contain by subtracting from t i (v) the values of t i (u j ) for the (explicit or implicit) children u j of v. If this number is positive, then in its corresponding node in T i we create a token request associated with v for the given number of tokens. We then need to check, for each compact edge of T , if any of its implicit nodes should contain a token. For this we compare the values of the function t of the first node on the edge excluding its topmost node and for the last (bottommost) node v on the edge. Similarly, if there should be tokens in any node of the edge, we create a token request in the node corresponding to v in T i identified by this edge, with a specified number of tokens.
We then process all the token requests in T i with a bottom up traversal of the trie, assigning the requested number of tokens as we go. When the explicit node v is processed, we store the set Tokens(v) without the tokens that have already been assigned to token requests in the subtree of v. We will store these sets in lists so that: adding an element, removing an arbitrary element, and joining two sets takes constant time. The unassigned tokens are assigned to the root of T . The complexity of this entire process is O(z).
Finally we must check, for each token request in a compact edge, which of the implicit nodes should be assigned tokens and thus be made explicit. We perform this step in a naive manner, by checking the implicit nodes one by one from the bottommost ones (as long as we know there will be a node with tokens). This step works in O(nz) time in total as each token traverses at most n edges in total in its path (see Lemma 1) . The final step is to traverse the whole trie T and compactify its edges whenever there is an explicit node without tokens and with only one child. This final step clearly works in O(z) time. (e) T4 As a corollary of Lemmas 1 and 2, we achieve the main goal of this section.
Theorem 2. For a weighted sequence X of length n over a constant-sized alphabet, one can construct in O(nz) time an equivalent collection of ⌊z⌋ special weighted sequences.
Construction for an Integer Alphabet
We now consider how to efficiently generalise the above approach to integer alphabets. We begin with a combinatorial observation that further characterizes T i . Below, we identify nodes of T i (explicit and implicit) with their string labels. We denote t ′ i (v) = max a∈Σ t i (va), i.e., the maximum number of tokens in a subtree rooted in a child of v. For labels v not present in T i , we assume that t i (v) = t ′ i (v) = 0. To be able to retrieve t ′ i (v) efficiently, for explicit v ∈ T i we store max a∈Σ p i (va).
Lemma 3. A string v is a label of an explicit node of T i if and only if
Proof. Note that t i (v) ≥ a∈Σ t i (va) and the difference is equal to the number of tokens at the node v. (⇒) Suppose that v is a label of an explicit node. If the node contains a token, then t
Otherwise, the node is branching, i.e., the sum a∈Σ t i (va) contains at least two positive terms. Hence, t
In both cases, we proved t
If v is a label of a branching node, then we are done. Otherwise, there exists at most one letter a ∈ Σ with t i (va) > 0. Hence, the number of tokens in v is t i (v) − t ′ i (v) > 0 and v is indeed the label of an explicit node.
From Lemma 3 we know that all nodes on a compacted edge in T i including the lower explicit end share the same value of t i (·). For the computation of T i−1 from T i we introduce the sets:
The following lemma provides a basic characterization of these sets.
Lemma 4. Let v be an arbitrary string and let c ∈ Σ. If cv is a label of an explicit node of T i−1 , then c ∈ A i (v).
Proof. If cv is explicit in
The following combinatorial lemma bounds the total size of the sets A i (v).
Lemma 5. The total size of sets A i (v) over all explicit nodes v ∈ T i is at most 8z.
For this, we define two sets containing explicit nodes of T i : Proof. We shall prove inductively that the subtree rooted at any node v contains at most max(0, 2 ⌊t i (v)π i−1 (c)⌋− 1) nodes in B i (c). Let v 1 , . . . , v k be the explicit children of v with ⌊t i (v j )π i−1 (c)⌋ ≥ 1. By the inductive assumption, the subtree rooted at v contains at most
nodes from B i (c). We consider four cases. 
(c) If k = 1, the bound is at most
(d) Otherwise, the bound is at most
This completes the proof.
On the other hand, since none of the nodes in L i (c) is an ancestor of the other,
is not the root of T i , then the parent of v belongs to B i (c). Proof. Note that the parent w of v satisfies t i (w) > t i (v) and t
We conclude by considering two cases. If t
In both cases, we conclude that w ∈ B i (v). Applying the last claim and summing up over c ∈ Σ, we get v∈Ti explicit
Lemma 6. For a given position i, the sets A i (v) for all explicit nodes v of T i can be computed in O(z) total time. The next two claims show that set sums of this kind can be computed efficiently.
Proof. Let us define
A i,ℓ = c ∈ Σ : ∃ k∈Z ℓ = k πi−1(c) − 1 .
Claim. For every node v of T i , we have
A i (v) = ti(v) ℓ=t ′ i (v) A i,ℓ . Proof. The condition c ∈ A i (v) states that ⌊(t i (v) + 1)π i−1 (c)⌋ > ⌊t ′ i (v)π i−1 (c)⌋,
which holds if and only if
Claim. For a given position i > 1, the sets A i,0 , . . . , A i,⌊z⌋ contain O(z) elements in total and can be computed in O(z) time.
Proof. We iterate through letters c ∈ Σ and positive integers k, while (1)). Proof. We create a string by listing the elements of A i,ℓ for consecutive integers ℓ. By the previous claim, its length O(z). For each ℓ, we also store the indices of the fragment representing A i,ℓ . The query reduces to reporting all distinct letters present in a given fragment. This is equivalent to (1-dimensional) colored range reporting problem which can be solved by a data structure with O(z) construction time and O(1) query time (see [17] ).
By Lemma 5, the total size of the sets A i (v) for explicit v ∈ T i is O(z). This concludes that all these sets can be computed in O(z) time.
For an explicit node v ∈ T i , let E i (v) be the set of nodes consisting of v and the implicit nodes whose immediate explicit descendant is v.
Lemma 7.
Consider an explicit node v in T i and a letter c ∈ Σ. In constant time, we may check if there is a node v ′ ∈ E(v) such that cv ′ is explicit in T i−1 . Moreover, this may happen only if c ∈ A i (v).
Proof. Let u be the highest node in E(v). We claim that the node v ′ exists if and only if t i−1 (cu) > t ′ i−1 (cv). (Note that this condition can be checked in O(1) time.) We apply Lemma 3: If cv ′ is never explicit in
The following lemma improves the construction time compared to Lemma 2.
Lemma 8. All the compact tries T n+1 , . . . , T 1 together with the tokens can be computed in O(nz) time.
Proof. We show how to compute T i−1 from T i . Let Σ i−1 denote the subset of Σ of letters that occur at position i − 1 in X. Note that |Σ i−1 | = O(z) since we replaced low-probability letters with a single special symbol. We start the construction by computing the sets A i (v) for explicit v ∈ T i . (This works in O(z) time by Lemma 6.) Our next general goal is to compute an auxiliary compact trie T , as in the proof of Lemma 2. The trie T corresponds to T i−1 without the final locations of tokens and leaves. First we wish to compute, for every c ∈ Σ i−1 , a list H c of nodes of T whose string labels start with the letter c. All the lists are created simultaneously in a traversal of T i . When an explicit node v ∈ T i is visited for the first or for the last time, we inspect all c ∈ A i (v) and for each apply the constant-time condition of Lemma 7 to check if cv ′ is an explicit node of T i−1 for some v ′ ∈ E(v). If so, we add to H c a node that corresponds to cv. This way each node of H c is inserted into the list twice.
The lists enable us to construct the trie T , simultaneously traversing it with a pointer. We start by creating the root of T and initializing the pointer at the root. Next, for every c ∈ Σ we construct the subtrie induced by the nodes from H c . For this, we iterate through the list H c . When a node v ∈ H c is visited for the first time in the step corresponding to c, we attach v as a child of the currently pointed node of T , and we move the pointer to v. When v ∈ H c is visited for the second time, we are guaranteed that the pointer points to v, and we move the pointer to the parent of v in T . This process takes
We need to add some technical details to this process. The newly created nodes of T store pointers to the corresponding nodes of T i so that their depths and probabilities can be computed. Also, for each explicit node of T i we precompute how far up is the first letter that is not heavy in X and what is this letter (such letter may only be in the start of a compacted edge). This data allows us to restore the starting letters of edges in T .
In the final step, we reuse the technique of token requests from Lemma 2 to compute T i−1 from T in amortized O(z) time.
Lemmas 1 and 8 yield the main goal of this section.
Theorem 3. For a weighted sequence X of length n over an integer alphabet, one can construct in O(nz) time an equivalent collection of ⌊z⌋ special weighted sequences.
Construction of the Weighted Index
The weighted index is a GST of the strings S(q), for q ∈ {1, . . . , ⌊z⌋}, with additional processing required to trim the factors with insufficient matching probability in Y (q). By Theorems 2 and 3 we can construct S(q) and Y (q) in O(nz) time for a constant-sized alphabet and even for an integer alphabet, respectively. Then a GST of the strings S(q) can be constructed also in O(nz) time [11] .
First we give a simpler algorithm for the trimming phase which is sufficient for constant-sized alphabets. It is similar to the standard algorithm for computing the matching statistics of a string pattern and a string text. More specifically, for each q ∈ {1, . . . , ⌊z⌋} we may compute an array L q of length n such that 
We will leave only the nodes of the GST that correspond to strings S(q)[i . . i+L q [i]−1]. We will piggyback the creation and deletion of nodes onto the matching process to remove those suffixes with insufficient probability. This process is given below.
1. Assume we have matched up to S(q)[i . . i + L q [i] − 1] using the GST. Clearly either we end on an edge or at an existing explicit node. We assume we end on an edge as the modifications are trivial for the case we end on an explicit node.
2. We create a new leaf and an explicit node, x i , by splitting the edge we are currently on. We then remove the old leaf corresponding to S(q)[i .
. n] and, if needed, remove its parent node should this no longer have at least two children.
3. We now follow the suffix link of the parent of x i . We perform this procedure once for each string S(q), for q ∈ {1, . . . , ⌊z⌋}.
Theorem 4. For a weighted sequence of length n over a constant-sized alphabet and a threshold parameter z, a weighted index of size O(nz) can be constructed in O(nz) time.
The above construction also works for an integer alphabet, however, it requires traversing the GST downwards. For integer alphabets one would need to use perfect hashing to efficiently index children of a node and, thus, introduce randomisation. This can be avoided with a different trimming algorithm based on the weighted ancestor problem. In this problem, introduced by Farach and Muthukrishnan [12] (see also [14] ), we consider a rooted tree T with an integer weight function µ defined on the nodes. We require that the weight of the root is zero and the weight of any other node is strictly larger than the weight of its parent. A weighted ancestor query, given a node v and an integer value ℓ ≤ µ(v), asks for the highest ancestor u of v such that µ(u) ≥ ℓ, i.e., such an ancestor u that µ(u) ≥ ℓ and µ(u) is smallest possible. In Appendix A we prove the following lemma.
Lemma 9. Given a collection Q of weighted ancestor queries on a weighted tree T on n nodes with integer weights up to n O(1) , all the queries from Q can be answered offline in O(n + |Q|) time.
The construction for an integer alphabet also starts with the sliding window computation of all the L q [i] values. We define the weight of a node of the GST as the length of the string it represents. Thus a weighted ancestor query can be used for the leaf corresponding to S(q)[i . . n] to create (if necessary) and mark the node that corresponds to S(q) [ 
. Finally, we trim the GST of nodes that do not contain any marked nodes in their subtree.
Theorem 5. For a weighted sequence of length n over an integer alphabet and a threshold z, a weighted index of size O(nz) can be constructed in O(nz) time.
Applications
The resulting weighted index is the same as the one constructed in [4] . Hence, it can be enhanced with additional data structures in O(nz) time to answer pattern queries as in Theorem 16 from [4] . The query algorithms are deterministic for constant-sized alphabets and randomised for integer alphabets due to perfect hashing.
Note that for integer alphabets we improve upon the construction of [4] by making it deterministic. For constant-sized alphabets we obtain a construction that is significantly simpler (we avoid using complex algorithmic tools such as the suffix tree of a tree).
Other applications of the weighted index mentioned in [4] include O(nz)-time computation of the weighted prefix table and of all covers of a weighted sequence. Theorem 5 lets us extend these applications to an integer alphabet without randomisation.
In [7] a more general weighted index is presented that can report all occurrences of a query pattern P with probability threshold
They assume that z = O(1). Their construction is based on an equivalent representation of a general weighted sequence as a special weighted sequence of length O(nz 2 ) (using the combinatorial observation from Fact 1). Our construction of a z-equivalent family of ⌊z⌋ special weighted sequences lets us reduce the space usage of their index for z = ω(1). The construction time of the data structure [7] is not mentioned explicitly in the paper; a direct construction would work in Ω(n 2 z 2 ) time. The paper [7] considers also a listing variant of weighted indexing (termed uncertain string listing) in which one is to index a collection of weighted sequences to be able to ask queries about in which weighted sequences does a particular string pattern occur. Our construction reduces the space complexity of this data structure also by a factor of z.
Finally, [7] introduces the problem of approximate weighted indexing in which, given z ′ (z ′ ≤ z) and a string pattern P , we are to report all occurrences of the pattern with probability at least 1 z ′ but we may also report additional occurrences with probability 1 z ′ − ǫ, for a pre-selected value of ǫ > 0. They present a data structure that solves this problem in O( First, assume that the desired accuracy is ǫ = 1 z . Observation 5. Let P be a string of length m and i be a position in a weighted sequence X. If P(P, X[i . . i+ m − 1]) = w z with w ≥ 1, then P occurs at position i in exactly ⌊w⌋ strings S(q), for q ∈ {1, . . . , ⌊z⌋}. Proof. The node of the trie T i that corresponds to P contains ⌊w⌋ tokens in its subtree.
By the observation, to obtain the requested accuracy, it suffices to find the node v in the weighted index that corresponds to P and report all positions i in X such that there are at least z z ′ leaves in the subtree of v labelled with the position i. Let us show that this can be done by augmenting the weighted index by a data structure for (top-k) document retrieval.
A version of the document retrieval problem (see Section 4.1 in [18] ) can be stated operationally as follows. We are given a compact trie T with N leaves, each leaf labelled with a document number being a positive integer up to N . (Usually T is the GST of a collection of documents.) Given a pattern P , let v be the node of T that corresponds to P . Our goal is to report subsequent documents whose numbers occur most frequently in the leaves of the subtree of v until the process of reporting is interrupted. In [18] a data structure of size O(N ) is shown that, given the node v, reports k top-scoring documents in O(k) time. The construction time of the data structure is O(N log N ). We can answer our approximate weighted pattern matching queries for ǫ = 1 z by applying this data structure directly to the trimmed GST that forms our weighted index with the document numbers being the leaf labels. Here N = O(nz) and k ≤ |Occ 1 z ′ −ǫ (P, X)|. Finally, if ǫ < 1 z , it suffices to construct the weighted index for z = 1 ǫ . That is how we obtain an approximate weighted index with better space and construction time than [7] , preserving the query time.
Corollary 8. For a weighted sequence of length n over an integer alphabet and parameters z and ǫ, the approximate weighted indexing problem can be solved in O(( 
Conclusions
In this article we have presented an efficient algorithm for constructing an index of a weighted sequence along with new combinatorial insights into the nature of weighted sequences. The construction of our index is especially simple in the case of a small alphabet which is the most important case in practical applications. We have produced an implementation of the index under this assumption 1 that we have validated for correctness and efficiency against known weighted pattern matching algorithms [16, 5, 6] . Our implementation supports decision, counting, and reporting variants of queries; however, only decision operations were implemented in worst-case optimal time.
