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Conditions are given which must be satisfied by the parameters of a Moore 
geometry. It is shown that there are no nontrivial Moore geometries of diameter 3. 
1. INTR~DUCTTON 
A Moore geometry with parameters (a, b) and diameter d is an incidence 
system which satisfies the following axioms: 
(i) Each point is incident with exactly a + 1 lines. 
(ii) Each line is incident with exactly b + 1 points. 
(iii) Any two distinct points are joined by a unique irreducible path 
of length at most d. 
The following trivial examples are explicitly excluded: the system con- 
taining no points and no lines, systems consisting of a single point incident 
with a + 1 lines, and systems consisting of a single line incident with b + 1 
points. That is, it is assumed that both a > 1 and b > 1. Furthermore, 
it will be convenient to exclude the ordinary (2d + I)-gon for which 
a=b=l. 
A Moore geometry of diameter 1 is equivalent to a balanced incomplete 
block design with h = 1. A Moore geometry in which a = b may be seen 
to be a nondegenerate generalized (2d + l)-gon in the sense of Feit and 
Higman [4], who show that a nondegenerate generalized n-gon may exist 
only for IZ = 2, 3, 4, 6, 8, or 12. In particular, such a Moore geometry may 
exist only if d = 1 (in which case it is a projective plane). 
When b = 1 a Moore geometry becomes a Moore graph. Hoffman and 
Singleton [5] showed that Moore graphs of diameter 2 may exist only when 
a = 2, 6, or 56 and that there are no examples of diameter 3. The graph for 
a = 2 is the Peterson graph, the graph for a = 6 is the Hoffman-Singleton 
graph, and these graphs are unique. It is not known whether a graph for 
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u = 56 exists. Bannai and Ito [I] and Damerell [3] have shown that there are 
no Moore graphs of diameter greater than 3. 
Bose and Dowling [2] have investigated Moore geometries of diameter 2 
and obtained the following. 
THEOREM. Let b = e”f where f is square free and let 
eb(b - 4)(b2 - 2b - 4), 
Rh = !eb(b - 4)(b2 - 26 - 4)/32, 
e odd, 
e even, 
A necessary condition for the existence of a Moore geometry with parameters 
(a, b) and diameter 2 is that a = nf(n + e) for some integer n such that 
2n + e divides Rb . In addition, it is necessary that b + 1 divides (a + 1) a2. 
It seems to be unknown whether examples exist for any of the values of 
(a, b) which satisfy the conditions of this theorem, besides the two given by 
Hoffman and Singleton. 
The purpose of this paper is to obtain various necessary conditions for the 
existence of Moore geometries. Some elementary conditions are given in 
Section 3. The procedure then is basically the same as that followed in the 
above references. In Section 4 the geometric axioms are used to obtain 
information about the powers of the adjacency matrix of the geometry 
sufficient to find the minimal polynomial for this matrix. It is then possible 
to compute the multiplicities of the eigenvalues, which is done in Section 5. 
The fact that these multiplicities must be rational integers then imposes 
restrictions on the parameters (a, b). Finally, in Section 6 it is shown that 
there are no Moore geometries of diameter 3. 
2. NOTATION AND DEFINITIONS 
An incidence system is a triple (9, 9, Z), where 9 is a set whose elements 
are called points, 9 is a set whose elements are called lines, and Z is the 
incidence relation, Z Z 9’ x 9. When (P, ZC) E Z we say that the point P lies 
on the line k, that k contains P, or that P and k are incident. 
A path of length n joining the points P and Q is a sequence 
P = P, , k, , PI ,..., Pn-, , k, , Pn = Q 
where for each i, 1 < i < n, the line ki contains both PieI and Pi . An 
irreducible path is a path in which all the points and lines are distinct. 
If P and Q are joined by some path then the distance between P and Q, 
8(P, Q), is the minimum length of any path joining them, otherwise 
6(P, Q) = CO. The diameter of the incidence system is the maximum value 
of 6(P, Q) for all P, Q E 9’. 
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A Moore geometry is an incidence system which satisfies the three axioms 
given in the Introduction. As we shall see that these axioms imply that the 
setsBand=S?arelinite,weIetN=IB\andM=(81. 
3. ELEMENTARY RESULTS 
We first see how the geometric axioms enable us to count the number of 
points in a Moore geometry. Also we verify that d is in fact the diameter of 
the geometry. 
LEMMA 1. Let (9, 9, Z) be a Moore geometry with parameters (a, b) and 
diameter d. Let PO E B and let Ni be the number of points P with S(P, , P) = i. 
Then 
(1) N, = 1, Ni = (a + 1) ai-lbi for 1 < i < d. 
(2) N = xf=,, Ni = 1 + (a + 1) b(adbd - I)/(ab - 1). 
(3) The diameter is exactly d. 
Proof. Each of the a + 1 lines through P,, contains b points other than PO . 
By axiom (iii) all of these points are distinct so N1 = (a + 1)b. If 0 < i < d 
then for each PI with &PO, P,) = i one line through PI contains points 
whose distances from PO are i - 1 or i. Each of the remaining a lines through 
PI contains b points whose distance from P,, , by axiom (iii), is i + 1. Again 
by axiom (iii) all of the resulting points are distinct so Ni+, = abN, . The 
first assertion now follows by induction on i. 
The second assertion then follows upon summing a geometric series. 
Finally since Nd # 0 there exist pairs of points which are the maximum 
possible distance d apart. 
LEMMA 2. Zf (a, b) are the parameters of a Moore geometry of diameter d 
then 
Cl) N(a + 1) = M(b + 1); 
(2) it is necessary that b + 1 divides (a + l)ad. 
Proof. Both sides of Eq. (1) represent the cardinality of the incidence 
relation I. From Lemma 1 we have N 3 (-a)d (mod b + 1) and the second 
assertion follows. 
We now show that Fisher’s inequality for block designs applies. 
LEMMA 3. A necessary condition for the existence of a Moore geometry 
with parameters (a, b) and diameter d > 1 is that b < a. 
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Proof. Let P and Q be points with 6(P, Q) = d. By axiom (iii) only one 
line through Q contains a point whose distance from P is less than d. There- 
fore some line through Q contains b + 1 points each of which is at distance 
d from P. To each of these points assign the unique line through P which is 
the final line in a path of length d from that point to P. It follows from 
axiom (iii) that all of the b + 1 resulting lines are distinct. Therefore 
b + 1 < a + 1. The result of Feit and Higman quoted in the Introduction 
eliminates the possibility that b = a. 
4. THE ADJACENCY MATRIX 
The incidence matrix B of a finite incidence system (9, 3, I) is defined 
as the matrix whose rows are indexed by 9 and columns by Y, with the 
entry Bp,lc = 1 if P is incident with k and BP,k = 0 otherwise. The adjacency 
matrix A is taken as BBt. Then the rows and columns of A are indexed by B 
and the entry Ar,o is the number of lines incident with both P and Q. The 
following property of the powers of A is standard. 
LEMMA 4. IfA;,, is the entry of A” corresponding to the points P and Q 
then A%,, is the number of (not necessarily irreducible) paths of length n joining 
P and Q. 
We apply this lemma to the adjacency matrix of a Moore geometry. 
LEMMA 5. Let A be the adjacency matrix of a Moore geometry with 
parameters (a, b) and diameter d. Let P and Q be points with S(P, Q) = r. 
Then 
(1) the entry A:,, = r atn’ depends only on n and r; 
(2) the values a:’ satisfy the initial conditions ut’ = I, a:” = 0 for 
r > 0 and the recursion relations 
a0 (w’) = (a + 1) a:’ + (a -+ 1) ba:‘, 
a, (VI+‘) = ai?; + (a + b) a:) + aba$\ , 1 <r<d, (4.1) 
hi-l) 
4 = a$!1 + (ab + a + 6) a$? 
(3) ifr > n then a?’ = 0 whereas a:’ = 1. 
Proof. The first assertion will follow from the recursion relations by 
induction on n. Since A0 is the identity matrix the initial conditions are correct. 
Also the third assertion is immediate by the definition of distance and 
axiom (iii). 
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Let 6(P, Q) = r and let R be the next to last point in a path of length 
n + 1 from P to Q. Then either R = Q or S(R, Q) = 1. Therefore 
ap+‘) = (a + 1) a?’ 
+ ai?; j{R: S(R, Q) = 1 and S(P, R) = r - 111 
+ CZ?’ j{R : S(R, Q) = 1 and 8(P, R) = r}l 
+ a$\ I{R: S(R, Q) = 1 and S(P, R) = r + I}1 . 
(4.2) 
Now if r = 0 then P = Q and there are (a + I)b points R with S(R, Q) = 1. 
If I > 0 then by axiom (iii) there is exactly one point R with S(R, Q) = 1 
and S(P, R) = t - 1. If r < d then there are b - 1 points R with S(R, Q) = 1 
and S(P, R) = r and ab points R with S(R, Q) = 1 and S(P, R) = r + 1. 
On the other hand if r = d there are ab + b - 1 points R with S(R, Q) = 1 
and S(P, R) = r. This information is sufficient to transform (4.2) into the 
recursion relations (4.1). 
In order to solve the recursion relations (4.1) explicitly it is convenient 
to use the following notation introduced by Feit and Higman. Iff(a, b, c,..., e) 
is a polynomial in the variables a, b, c ,..., e let [f(a, b, c ,..., e)]“, denote the 
sum of those terms of degree w  with u < w  < v. In particular, if u < u the 
value of this expression is taken to be 0. 
LEMMA 6. In the range 0 < n ,( 2d - r the solution to the initial 
conditions and recursion relations of Lemma 5 is 
a, (n) = [((a + l)(b + 1))” (1 - ab)( b2ryl ’ )]I-‘. 
Proof. A direct calculation when n = 0 verifies that these values satisfy 
the initial conditions. When r = d the range of n is restricted to n < d and 
again a direct calculation yields agreement with the values given in the third 
assertion of Lemma 5. Finally for 0 < r < d these values are seen to satisfy 
the first two recursion relations (4.1) so the result follows by induction. 
The following immediate consequence of Lemmas 5 and 6 extends the 
results from powers of the adjacency matrix A to polynomials in A. 
LEMMA 7. Let f (x; a, b, c ,..., e) be a polynomial which is homogeneous of 
degree n in the variables x; a, b, c ,..., e. Let P and Q be points with S(P, Q) = r 
and assume that n < 2d - r. Then f (A)p,o depends only on f and r. Zf this 
value is denoted by f (A)T then 
f(A), = [f ((a + I)@ + I))(1 - a@( b2r+: ’ )]I-‘. 
(Here A and (a + l)(b + 1) are understood to replace x as an argument ofJ) 
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Now given the parameters (a, b) we construct a sequence of polynomials 
&(x) by letting f,(x) = 1, fi(x) = x - a, and 
fnW = 6 - (a + b))fn-l(X) - abfn-z(x). (4.3) 
The following properties of these polynomials are immediate by induction. 
LEMMA 8. As a polynomial in x, a, b each fn is homogeneous of degree n. 
As a polynomial in x each fn is monk of degree n and has the constant term 
(-a)“. Also 
f,(a + b + (abY (t + t-l)) 
(ab)“P t2n+2 - 1 =- 
tn t2- 1 + ($)l’” t ( “fi;: ; )) . (4.4) 
LEMMA 9. Let (y. be a root offn(x) and let 01 = a + b + (ab)‘n(T + T-l). 
Then 
T2n+1 = (PT + l)/(T + PI, (4.5) 
where p = (b/a)li2. In particular, T  is a complex number of absolute value 1 
and a: is real and nonnegative. 
Proo$ Equation (4.5) follows from (4.4). Since 0 < p < 1, as a transfor- 
mation of the complex plane the right-hand side of (4.5) performs an 
inversion in the unit circle while the left-hand side respects the interior and 
exterior of this circle. Therefore any solution 7 must lie on the unit circle. 
Then T + 7-l = 2 Re T  so that a + b - 2(ab)l12 < 01 < a + b + 2(ab)li2. 
We remark that the solutions 7 = &I of (4.5) are extraneous as roots of (4.4). 
LEMMA 10. Let A be the adjacency matrix of a Moore geometry with 
parameters (a, b) and diameter d. Then fd(A) = J, the N x N matrix all of 
whose entries are 1. 
Proof: We first note that when t = (ab)ln then a + b + (ab)li2(t + t-l) = 
(a + l)(b + 1). Therefore by (4.4) we have 
fd((a + l)(b + 1)) = (ab)d+l -ai T i(ab)d - b . (4.6) 
Also if P and Q are points with S(P, Q) = r then r < d so that d < 2d - r. 
The hypotheses of Lemma 7 are thus satisfied and a simple calculation yields 
fiGOr = 1. 
THEOREM 1. Let A be the adjacency matrix of a Moore geometry with 
parameters (a, b) and diameter d. Then the minimal polynomial of A is 
(x - (a + Mb + l))fd(x). 
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Proof. Any entry of AJ is the sum of the entries in some row of A. But 
each row of A contains the entry a + 1 on the diagonal as well as the entry 1 
occurring (a + I)b times. Therefore AJ = (a + l)(b + 1)Jso that A satisfies 
the polynomial in question. On the other hand it follows from the third 
assertion of Lemma 5 that the minimal polynomial of A must have degree 
atleastdf 1. 
5. THE EIGENVALUES OF A 
In this section we compute the multiplicities of the eigenvalues of the 
adjacency matrix A. We shall use the following lemma of Feit and Higman [4]. 
LEMMA 11. Let A be any square matrix and let f (x) be any polynomial for 
whichf(A) = 0. Let 01 be a root off(x) and write f(x) = (x - a)t)tfa(~) where 
fa(a) f 0. If c, is the multiplicity of 01 as an eigenvalue of A then c, = 
WXA))/fu(~>. 
Now let (y. be a root offd(x) wheref(x) = (x - (a + l)(b + 1)) fd(x) is the 
minimal polynomial for A. Since A is a symmetric matrix f(x) will have no 
repeated roots, in particular we have&(a) = (a - (a + l)(b + 1)) fd’(a). 
LEMMA 12. If cx is a root of&(x) and a! = a + b + (ab)li2(7 + 4) then 
fd,(aj = (ab)(d-1)/2 (p&i + l)(~’ + 1) + 2(d + 1 + p”) 7) 
Td-‘(7’ - 1)” (T + ,O) 
Proof. Differentiate (4.4) with respect to t, set t = 7, and use the relation 
(4.5). 
LEMMA 13. If a is a root offd(x) and (Y = a + b + (ab)lj2(T + T-l) then 
tr.LU) = 
iV(ab)(d-1’/2 b(u + 1) 
Td(T + p) * 
Proof. We have that trf,(A) = Nh(A), andh(x) = (x - (a + l)(b + 1)) 
(&(x)/(x - a)). The last factor of f&(x) may be regarded as a homogeneous 
polynomial of degree d - 1 in the variables x, a, b, 01, (Ye ,..., 01~ where 01~ ,..., CQ 
are the remaining roots of fd(x). Then the homogeneous parts offa are: 
-fd(x)/(x - 43 ofdegreed- 1; 
(x - (a + Wh(Mx - 4, of degree d; and 
-&X4/(x - 4, ofdegreed+ 1. 
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Since d + 1 < 2d - 0 we may apply Lemma 7 to each of these homogeneous 
parts. In combination with (4.6) this yields 
.A(40 = [“b ( 
(&)a+1 - 1 + b(ab)d - b 
I( 
bzd+l + 1 )I d+l (a + I)@ + 1) - 01 bfl d+l 
K 
(ab)d+l - 1 + b(ab)” - b 
>( 
b2d+l + 1 
)I 
d _ 
(a + l)(b + 1) - 01 b+l d’ (5.1) 
Now set 
T = 1 - (a - a - b - ab)2d+1 
1 - (LX - a - b - ub) 
= f. (a - a - b - ub)“. 
Since 2d + 1 > d + 1 we may multiple the quantities inside the square 
brackets in (5.1) by 1 - (a - a - b - ub)2d+1 without changing the value 
of T. Doing so we obtain 
fa(A)o = [T]: - ub[T];:; . (5.2) 
Now for any n with n < 2d we compute 
[T] ;  = IF1 (” J’)@ - u - @n-V (&)j (-l)j 
j=O 
= (&)n/2 '?I (" i j)(-l)j (T  + ?-l)n--2j 
j=O 
= (ub)“/2 U,((T + +)/2), 
where U, is a Chebyshev polynomial of the second kind [7, p. 561. But if 
7 = eie then (T + +)/2 = cos 8. Therefore 
U,((T + +)/2) = sin((n + 1)B)jsin e 
so that 
= (,*+I - 7 -“-‘)/(T - T-l), 
[T],” = ((Ub)“+“)((T2”‘2 - I)/(T” - 1)). 
By substituting these values in (5.2) and simplifying by (4.5) we obtain the 
desired result. 
Upon combining the results of Lemmas 11, 12, and 13 we obtain the main 
theorem of this section. 
THEOREM 2. Let A be the adjacency matrix of a Moore geometry with 
parameters (a, b) and diameter d. Let 01 be a root of fd(x). rf c, is the multi- 
plicity of 01 as an eigenvalue of A then 
(a + 1) N(a2 - 2(u + b) a + (a - b)2) 
Cm = (a - (a + l)(b f l))@d + 1) 01 + (a - b)) ’ 
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COROLLARY. A necessary condition for the existence of a Moore geometry 
with parameters (a, b) and diameter d is that fd(x) splits over the integers into 
linear and quadratic factors. 
Proof. For each root 01 offd(x) we must have that c, is a positive integer. 
The formula of Theorem 2 then provides a second-degree polynomial 
equation with rational coefficients which must be satisfied by CL The constant 
term of this polynomial will be 
(a + 1) N(a - N2 + da + I)@ + l>(a - b). 
Since a > b this term is nonzero so the equation is nontrivial. 
6. DIAMETER 3 
In this section we show that there can be no Moore geometries of 
diameter 3. From (4.3) we have 
f3(x) = x3 - (3a + 2b) x2 + (3a2 + 2ab + b2)x - a3. (6.1) 
According to the corollary to Theorem 2, if a Moore geometry with 
parameters (a, b) and diameter 3 is to exist then f&x) must have at least one 
rational root. 
LEMMA 14. If OL is a rational root of f3(x) then there exist integers h, r, s 
with h > 0, r > 0, and (r, s) = 1 such that Q! = Xr3, a = hrs2, and b = 
h(r + 5’)2(r - s). 
Proof. Take h = (a, b). Since f3 is homogeneous in x, a, b we may divide 
throughout by h3 and thus temporarily assume that (a, b) = 1. Since a 
divides a3 we have (3a2 + 2ab + b2, CX) = 1 and so (a3/01, CX) = 1. Therefore 
01 = r3 and a = rt with (r, t) = 1. The equation f3(a) = 0 then becomes 
b2 - 2br(r2 - t) + (r2 - t)3 = 0 
and so b = (r2 - t)(r + t1i2). Therefore t = s2, and by choosing the sign 
of s appropriately we have the desired result. 
We now have the factorization 
h(x) = (x - Ar3)(x2 - X(r3 + 2r2s + rs2 - 2s3)x + h2s6) (6.2) 
LEMMA 15. When a # 0 and b # 0 the polynomial f3(x) cannot have 
three rational roots. 
582a/23/2-6 
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Proof. Otherwise the discriminant of the second factor of (6.2) will be 
a perfect square. This discriminant is 
h2r(r + s)B(r - s)(r2 + 3rs + 4~~). 
Since b # 0 we have h(r + s) # 0 and so r(r - s)(r2 + 3rs + 4s2) is a 
perfect square. If we set t = r - s then rt(8r2 - llrt + 4t2) is a perfect 
square. However, Mordell [6] has shown that this happens only when r = 0, 
t = 0, r = t, or 2r = t. Then r = 0, r = J, s = 0, or r + s = 0, respec- 
tively, and in all cases either a = 0 or b = 0, a contradiction. 
THEOREM 3. There exist no Moore geometries of diameter 3. 
Proof. Assume otherwise. By Lemma 15 let j3 be an irrational root of 
f3(x). We have two forms for the minimal polynomial for /3, the second factor 
of (6.2), and the formula for cq from Theorem 2. Upon rewriting the latter as 
a manic quadratic polynomial equation and equating the coefficients with 
those from (6.2) we obtain two equations involving a, b, h, r, s, and c, . We 
eliminate cq from these equations and substitute the values of a and b from 
Lemma 14. The result is 
0 = X2r(r2 - s2)(3r2 + 2rs - 9s2){h2rs2(r + J)2(r - s)(2r + 3s) 
- X!s(r + s)(r2 + 2rs - s2) + (2r + 3s)). 
Now h2r(r2 - s2) # 0 since a # 0 and b # 0. Also 3r2 + 2rs - 9s2 # 0. 
Therefore 
0 = h”rs2(r + s)2(r - s)(2r + 3s) 
- h2s(r + s)(r2 + 2rs - s2) + (2r + 3s). (6.3) 
It follows that both s and r + s must divide 2r + 3s. Therefore s divides 2 
and r + s divides s. Since r and s are relatively prime the only pairs (r, s) 
meeting these conditions are (2. -I), (1, -2), and (3, -2). But then (6.3) 
becomes, respectively, 
0=6X2-22h+l, 
0 = -48h2 + 28h - 4, 
0 = -28X. 
However, h # 0 and neither of the first two of these equations has an 
integral root, so we have a contradiction which completes the proof. 
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