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a b s t r a c t
In this work, we continue the study of polynomial and regular images of Euclidean spaces
initiated in recent papers by Fernando and Gamboa.We prove that the complement of each
convex polygon in R2 distinct of a band, and the complement of its interior, are images of
polynomial maps R2 → R2. We also represent each convex polygon and its interior as
regular images of R2.
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1. Introduction
The present work continues the study of polynomial and regular images of Euclidean spaces already began in previous
papers by Fernando and Gamboa (see [3,4]) and continued recently by the author of this paper in [8]. We recall here that a
map f = (f1, . . . , fm): Rn → Rm is a polynomial map if each component fi ∈ R[x1, . . . , xn] is a polynomial. A subset S of Rm
is a polynomial image of Rn if there exists a polynomial map f : Rn → Rm such that S = f (Rn).
Let S be a subset of Rm. In [4], the authors introduced the following invariant:
p(S) =

least p ≥ 1 such that S is a polynomial image of Rp,
∞ otherwise.
Clearly, the problem of determining the polynomial images of Euclidean spaces consists in characterizing the semialgebraic
sets S ⊂ Rm such that p(S) < +∞. At present, obtaining a full solution of this problem seems to be difficult. In [3,4], the
authors supplied some necessary conditions that a semialgebraic set must satisfy in order to be a polynomial image of some
Euclidean space. However, it is not clear that such conditions are enough to characterize polynomial images. In fact, it does
not seem easy to get a full characterization of the semialgebraic sets which are polynomial images in terms of its topology
and the properties of its boundary.
Recall that the understanding of the geometry of the topological boundary of those semialgebraic sets which are
polynomial images of Rn is closely related to the analysis of the set of points on which a polynomial map is not proper;
see Jelonek [5]. It is well known that the study of such a set was introduced to approach the real Jacobian conjecture; see
Jelonek [6] and Pinchuk [7].
A particular problem about polynomial images is to find those n-dimensional semialgebraic subsets S of Rn which are
polynomial images of Rn, that is, such that p(S) = n. Note that, by the rank theorem, if dim S = n, then p(S) ≥ n, and so we
are restricting our attention to those polynomial images whose invariant p is minimal.
✩ This article is based on a part of the doctoral dissertation of the author, written under supervision of Prof. Jose F. Fernando.
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A natural question arising in this regard is to ask if a connected piecewise linear boundary subset1 of R2, that is, a
semialgebraic set S ⊂ R2 whose topological boundary ∂S = ClR2(S) \ IntR2(S) is a (non-necessarily connected) polygonal
with finitelymany edges, is a polynomial image ofR2. In general, this question has a negative answer, because it was proved
in [3] that the image of a nonconstant polynomial map R2 → R2 is unbounded. But this is not the only obstruction for a
piecewise linear boundary subset of R2 to be a polynomial image of R2. To see this, consider the quadrilateral
C = {(x, y) ∈ R2 : 0 ≤ y ≤ x ≤ (y+ 1)/2} ∪ {(x, y) ∈ R2 : 0 ≤ y ≤ x ≤ 3/4},
and the symmetry σ : R2 → R2, (x, y) → (x,−y). Then, by Fernando and Gamboa [4, 3.8], the exterior of the piecewise
linear boundary set S = C ∪ σ(C) is not a polynomial image of R2.
As one can imagine, to obtain general positive results it is necessary to restrict our attention to selected subclasses of
piecewise linear boundary sets. A very representative one consists of convex polygons, and their complementary sets. Here,
by a convex polygon we understand the intersection of a finite family of closed half-planes with nonempty interior in R2
(see 2.1). Note that this definition implies that convex polygons are closed subsets of R2, including also those which are
unbounded. In particular, a band is the closed convex polygon determined by two parallel lines. Concerning them, we prove
in Section 3 the following result.
Theorem 1. Let K ⊂ R2 be a convex polygon2 which is not a band. Then, R2 \ K and R2 \ Int(K) are polynomial images of R2.
We also deal with regular images of Euclidean spaces. A map f = (f1, . . . , fm): Rn → Rm is a regular map if each
component fi ∈ R(x1, . . . , xn) is a regular function, that is, fi = gi/hi is a quotient of polynomials gi, hi ∈ R[x1, . . . , xn]
such that the zero set of hi is empty. A subset S of Rm is a regular image of Rn if it is the image S = f (Rn) of Rn by a regular
map f . For a subset S ⊂ Rm, we define the invariant
r(S) =

least r ≥ 1 such that S is a regular image of Rr ,
∞ otherwise.
Again a natural problem is to characterize in an efficient way those subsets S with finite r(S). In particular, we will be
interested in those semialgebraic subsets of Rn of dimension nwhich are regular images of Rn, that is, those regular images
S of Rn of dimension n and minimal invariant r. Note that the image of a regular map may be bounded, and so we can ask at
this point if the convex polygons of R2, including the bounded ones, are regular images of R2. Regarding this question, the
result we prove in Section 4 is the following.
Theorem 2. Each convex polygon in R2 and its interior are regular images of R2.
This proves that r(S) = 2 whenever S is either a convex polygon or its interior. This result improves the already known
estimate for r(S), provided in [4, 6.2], which depends on the number of edges of the polygon. Moreover, Theorem 2 allows
us to produce elementary examples of semialgebraic sets whose invariants p and r are both finite but different. For example,
if we define T = {x > 0, y > 0, x+ y > 1}, we have r(T ) = 2 < 3 = p(T ) (see [4, 3.6] for the last equality).
It is worthwhile mentioning that some interesting problems in real algebraic geometry concerning semialgebraic sets S
can be reduced in a certain sense to the case S = Rn if S is either a polynomial or a regular image of an Euclidean space.
Examples of such problems are the following.
(i) Optimization of polynomial and/or regular functions on S.
(ii) Characterization of the polynomial and/or regular functions which are positive semidefinite on S and the study of the
17th Hilbert problem for S.
(iii) Computation of trajectories inside S which are parameterizable by polynomial maps.
Since the strategies used here to show Theorems 1 and 2 are constructive, they might be useful for approaching these
problems among others.
All through this work we face two types of difficulty. On the one hand, at present there is no general theory we can
rely on in order to get our results. Therefore, to obtain them we are bound to find explicit maps producing the particular
images we are interested in. As one can imagine, and taking into account the rigidity of polynomial maps, this is often quite
a challenging task. On the other hand, our polynomial maps cannot become too complex, for in that case studying their
images turns into a really difficult task to perform.
The article is organized as follows. In Section 2, we collect the necessary geometrical properties of convex polygons. This
includes a detailed study of what we call trimming maps of types I and II and the images of convex polygons under these
kinds of map. In Section 3, we prove Theorem 1, while Theorem 2 is proved in Section 4.
2. Preliminaries on convex polygons
We begin this section by fixing certain terminology and properties concerning convex polygons on R2.
1 Notice that the family of all piecewise linear boundary subsets of R2 coincides with the Boolean algebra generated by the open half-planes of R2 .
2 We denote here by Int(K) the interior of the convex polygon K as a topological manifold with boundary. For more details, see 2.1.
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2.1. Convex polygons
Throughout this paper, a convex polygon is the intersection of a finite family of closed half-planes with nonempty interior
in R2. We will sometimes write K = ⟨ℓ+1 , . . . , ℓ+n ⟩ to denote the convex polygon defined as the intersection of the half-
planes ℓ+i = {Li(x, y) ≥ 0}, for certain degree-1 polynomials Li(x, y) = aix+ biy+ ci. For our convenience, we will always
assume that the cardinality of this family is minimal among those satisfying the equality K = ki=1 ℓ+i = ⟨ℓ+1 , . . . , ℓ+k ⟩.
Hence {ℓ1, . . . , ℓn} is, in particular, irredundant, and ⟨ℓ+1 , . . . , ℓ+n ⟩ will be called the minimal presentation of K. Actually,
these essential half-planes are uniquely determined (see [1, 12.1.5]).
We will denote by ∂K the boundary of K as a topological manifold with boundary and by Int(K) = K \ ∂K its interior,
which, as is well known, is the largest topological manifold without boundary contained in K. Since we consider just
bidimensional polygons, that is, those with nonempty interior, Int(K) and ∂K respectively coincide with the topological
interior and boundary of K as a subset of R2. The boundary of the half-plane ℓ+i is the line ℓi, which is determined by the
degree-1 equation Li(x, y) = 0, and this line contains one of the edges si of the polygon K.
The segment joining the points A and B is represented by AB, and the ray with origin at A and direction given by a vector
v⃗ is denoted by Av⃗. Given a segment s = AB, we set ∂s = {A, B} and Int(s) = s \ ∂s; that is, ∂s and Int(s) are respectively the
boundary and the interior of s as a topologial manifold with boundary.
Since we are going to work with both bounded and unbounded polygons, we need a special notation to refer to them by
means of their vertices. We first recall some basic results on convex polygons. The boundary of a bounded convex polygon is
homeomorphic to the circumference S1. On the other hand, the boundary of an unbounded convex polygon with nonempty
boundary is homeomorphic either to S0×R or to R, where S0 is the zero-dimensional sphere. The first case takes place just
whenK is a band (see [2, 11.3.4, 11.3.8]). Therefore, the boundary of a convex unbounded polygon which is the intersection
of three or more essential half-planes is homeomorphic to R, and this boundary contains exactly two unbounded edges.
These considerations lead us to describe polygons with n edges by means of their vertices as follows.
(i) If the polygon K is bounded and has consecutive vertices A1, . . . , An, then we write K = [A1 . . . An]. In this case the
edges of the polygon are A1A2, . . . , AnA1.
(ii) If the polygonK is unbounded and its consecutive vertices are A1, . . . , An−1, with unbounded edges given by the rays A1v⃗
and An−1w⃗, then we write K = [v⃗A1 . . . An−1w⃗]. Now, the edges of K are A1v⃗, A1A2, . . . , An−1w⃗.
When the number n of essential half-planes defining a convex polygon K is 2, we have two possibilities for K according to
the incidence of their boundaries.
(i) An angle is a convex polygon in R2 bounded by two rays.
(ii) A band is a convex polygon in R2 bounded by two parallel lines.
These regions, together with the half-plane, are the simplest convex polygons in terms of the number of edges. Another
example which plays a special role in our discussion is the following.
(iii) A half-band is a convex polygon in R2 affinely equivalent to the set
{(x, y) ∈ R2 : x ≥ 0, −1 ≤ y ≤ 1}.
2.2. Trimming maps of type I and the first trimming position
Let P ∈ R[x, y] be a nonzero polynomial, which is not constant on any vertical line, and letm ≥ 1 be a positive integer.
We define the trimming map TFP,m of type I associated to P andm in the following way:
TFP,m : R2 → R2, (x, y) → TFP,m(x, y) = (x, βP,m(x, y)), where βP,m(x, y) = y(1− xP2/m).
The following properties of these maps are straightforwardly checked.
(i) For each a ∈ R, the polynomial βaP,m(y) = βP,m(a, y) ∈ R[y] has odd degree. Thus, βaP,m(R) = R for each a ∈ R, and so
TFP,m(R2) = R2. In particular, the second coordinate βP,m(x, y) of TFP,m is a polynomial of odd degree with respect to
y, and β0P,m is the identity map.
(ii) The vertical lines {x = a}with a ∈ R are invariant through the trimming map.
(iii) The set of fixed points of TFP,m is {(x, y) ∈ R2 : xyP(x, y) = 0}.
On the other hand, we say that a convex polygon K ⊂ R2 is in the first trimming position if the following conditions hold.
(i) K ∩ {x = a} is either empty or a bounded set for each a ∈ R.
(ii) There is a square Q = [−A, A]2 ⊂ R2 such that, for every a < 0, the intersection (K ∪ Q) ∩ {x = a} is either the empty
set or a segment {a} × [p, q], with p ≤ 0 ≤ q. We say that Q is an associated square to the first trimming position of K.
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Notice that, if K is in the first trimming position, then condition (ii) also holds, by continuity, for a = 0. If property (ii) still
holds with Q = ∅, we say that the first trimming position of K does not need an associated square. Note that, in this case,
any square Q = [−A, A]2 is an associated square of K. Of course, any bounded convex polygon in R2 is in the first trimming
position.
Remarks 3. We will also consider as extremal cases of convex polygons in the first trimming position those of a point, a
bounded segment, a ray r such that r ∩ {x ≤ 0} is bounded, and the horizontal half-linesK = {(x, y) ∈ R2 : y = 0, εx ≤ a},
where a ∈ R and ε = ±1.
Lemma 4. Let P ∈ R[x, y] be a nonzero polynomial, and, for each integer m ≥ 1, define βm(x, y) = y(1 − xP2/m). Fix a
positive real number A > 0. Then the following hold.
(i) There exists a positive integer mA such that, if m ≥ mA, the partial derivative ∂βm∂y is positive on the square [−A, A]2.
(ii) The partial derivative ∂βm
∂y (p) = 1 for all p ∈ {(x, y) ∈ R2 : xP(x, y) = 0}.
Proof. First, observe that
∂βm
∂y
=

1− xP
2
m

− 2xy P
m
∂P
∂y
= 1− 1
m

xP2 + 2xyP ∂P
∂y

,
and letM > 0 be themaximumon the compact set [−A, A]2 of the continuous function onR2 of the equation |xP2+2xyP ∂P
∂y |.
Thus, if we choosemA > M , we have (i). To prove (ii), just notice that xP divides
∂βm
∂y − 1. 
The name ‘trimming map’ originates from the proposition below.
Proposition 5. Let K be a convex polygon in the first trimming position whose nonvertical edges lie on the (nonvertical) lines of
the set L = {ℓ1, . . . , ℓn}. Choose A > 0 such that Q = [−A, A]2 is an associated square to the first trimming position of K. Let
P ∈ R[x, y] be a polynomial which vanishes identically on the lines of the family L and is not constant on vertical lines.3 Let mA
be a positive integer such that the partial derivatives ∂βP,m
∂y are positive
4 on Q for all m ≥ mA. Then, for all m ≥ mA,
(i) TFP,m(R2 \ K) = R2 \ (K ∩ {x ≤ 0}), and
(ii) TFP,m(R2 \ Int(K)) = R2 \ (Int(K) ∩ {x ≤ 0}).
Proof. First, denote, for each a ∈ R,
Ma = {y ∈ R : (a, y) ∈ R2 \ K} and Na = {y ∈ R : (a, y) ∈ R2 \ Int(K)},
and notice thatMa ⊂ Na and
Na =

R if {x = a} contains a vertical edge of K,
ClR(Ma) otherwise.
Moreover, denote, for each a ∈ R,
Sa =

y ∈ R : (a, y) ∈ R2 \ (K ∩ {x ≤ 0}), and
Ta =

y ∈ R : (a, y) ∈ R2 \ (Int(K) ∩ {x ≤ 0}).
Observe that
Sa =

Ma if a ≤ 0,
R if a > 0, and Ta =

Na if a ≤ 0,
R if a > 0.
Putting all these together, we have
R2 \ K = 
a∈R
{a} ×Ma and R2 \ Int(K) = 
a∈R
{a} × Na
R2 \ (K ∩ {x ≤ 0}) = 
a∈R
{a} × Sa and R2 \ (Int(K) ∩ {x ≤ 0}) = 
a∈R
{a} × Ta.
Thus, to prove the statement, and since TFP,m preserves vertical lines, it is enough to check the equalities βaP,m(Ma) = Sa and
βaP,m(Na) = Ta, for all a ∈ R.
Indeed, fixm ≥ mA and, for each a ∈ [−A, A], let βaP,m : R→ R be the function
βaP,m(y) = y(1+ (−a)P2(a, y)/m),
3 Choose, for instance, P = L1 · · · Ln , where L1, . . . , Ln are degree-1 polynomials defining the lines ℓ1, . . . , ℓn .
4 See Lemma 4.
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which corresponds to the restriction of βP,m to the vertical line {x = a}. Notice that, for−A ≤ y ≤ A, the derivative dβ
a
P,m
dy (y)
is positive. Hence, the function βaP,m is increasing on the interval [−A, A].
Then, we have the following cases, depending on the value of the parameter a.
Case 1: If Ma = R, we get βaP,m(Na) = βaP,m(Ma) = R = Sa = Ta, because βaP,m(y) is a polynomial of odd degree in the
variable y.
Case 2: If a ≤ 0 and Ma = (−∞, p) ∪ (q,+∞), with p ≤ q, then (a, p) ∈ ℓi, (a, q) ∈ ℓj for some i, j, and either
Na = (−∞, p] ∪ [q,+∞) or Na = R. Observe that, if Na = R, then βaP,m(Na) = βaP,m(R) = R = Ta. Moreover,
βaP,m(y) = y(1+ (−a)P2(a, y)/m) ≥ y if y ≥ 0 (1)
βaP,m(y) = y(1+ (−a)P2(a, y)/m) ≤ y if y < 0. (2)
Next, we calculate the images βaP,m(Ma) and β
a
P,m(Na). To that end, we distinguish different situations.
(a) Assume first that q ≥ 0. We have βaP,m(q) = q, limy→+∞ βaP,m(y) = +∞, and βaP,m(y) ≥ y, for y > q. Hence, by
continuity, βaP,m((q,+∞)) = (q,+∞) and βaP,m([q,+∞)) = [q,+∞).
(b) Similarly, if p ≤ 0, we have βaP,m(p) = p, limy→−∞ βaP,m(y) = −∞, and βaP,m(y) < y, for y < p. Thus, again by continuity,
βaP,m((−∞, p)) = (−∞, p) and βaP,m((−∞, p]) = (−∞, p].
(c) Next, if q < 0, necessarily (a, q) ∈ [−A, A]2, that is,−A ≤ a, q ≤ A, because [−A, A]2 is a square associated to the first
trimming position of K. In particular, βaP,m is an increasing function on [−A, A], and, since βaP,m(q) = q, it follows that
βaP,m((q, A)) = (q, βaP,m(A)). Moreover, by (1),
(βaP,m(A),+∞) ⊂ βaP,m((A,+∞)) ⊂ (0,+∞),
and so βaP,m((q,+∞)) = (q,+∞) and βaP,m([q,+∞)) = [q,+∞).
(d) In an analogous way (but using in this case (2) instead of (1)), if p > 0, then βaP,m((−∞, p)) = (−∞, p) and
βaP,m((−∞, p]) = (−∞, p].
Thus, putting all these together, we deduce that βaP,m(Ma) = (−∞, p) ∪ (q,+∞) = Ma = Sa and
βaP,m(Na) =

(−∞, p] ∪ [q,+∞) = Ta if Na = (−∞, p] ∪ [q,+∞),
R = Ta if Na = R.
Case 3: If a > 0 and Ma = (−∞, p) ∪ (q,+∞) with p ≤ q, then, βaP,m being a polynomial of odd degree with negative
leading coefficient (we have ruled out the possibility P(a, y) ≡ 0 by hypothesis), we have
βaP,m(p) = p, limy→−∞β
a
P,m(y) = +∞ and βaP,m(q) = q ≥ p, limy→+∞β
a
P,m(y) = −∞.
Therefore, by continuity,we also getβaP,m(Na) = βaP,m(Ma) = R. Notice thatwhen p = q a closer look at the derivative ofβaP,m
also confirms this last statement. Indeed, by Lemma 4,
dβaP,m
dy (p) = 1, and so βaP,m is an increasing function in a neighborhood
of p = q. This allows us to pick a small ϵ > 0 such that βaP,m(p−ϵ) < βaP,m(p) < βaP,m(p+ϵ), and, by the behavior of βaP,m(y)
as y →±∞, we have
βaP,m([p+ ϵ,+∞)) ⊃ (−∞, βaP,m(p)

and βaP,m((−∞, p− ϵ]) ⊃

βaP,m(p),+∞),
hence βaP,m(Na) = βaP,m(Ma) = R = Sa = Ta.
The discussion above implies the result. 
Remarks 6. With slight modifications, Proposition 5 also works for the extremal cases of convex polygons introduced in
Remark 3.
2.3. Trimming maps of type II and the second trimming position
Fix a nonzero polynomial P ∈ R[x, y] which is not constant on any horizontal line, and let m ≥ 1 be a positive integer.
We define the trimming map TSP,m of type II associated to P andm in the following way:
TSP,m : R2 → R2, (x, y) → TSP,m(x, y) = (γP,m(x, y), y), where γP,m(x, y) = x(1− xP2/m)2.
Straightforward properties of these maps are the following.
(i) For each b ∈ R, the polynomial γ bP,m(x) = γP,m(x, b) ∈ R[x] has odd degree. Thus, γ bP,m(R) = R for each b ∈ R, and so
TSP,m(R2) = R2. In particular, the first coordinate γP,m(x, y) of TSP,m is a polynomial of odd degree with respect to x.
(ii) The lines y = bwith b ∈ R are invariant through the trimming map.
(iii) The set of fixed points of TSP,m contains the set {(x, y) ∈ R2 : xP(x, y) = 0}.
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Next, we say that a convex polygon K is in the second trimming position if there is a square Q = [−A, A]2 ⊂ R2,
where A > 0, such that, for each horizontal line hb : y = b, the intersection K ∩ hb is either empty or an interval
{(x, y) ∈ R2 : y = b, p ≤ x ≤ q}, where p is allowed to be −∞ and either q ≥ 0 or the point (q, b) ∈ Q. The square Q
will be called a square associated to the second trimming position of K. If this property still holds with Q = ∅, we say that
the second trimming position of K does not need an associated square. Note that, in this case, any square Q = [−A, A]2 is
associated to the second trimming position of K. Of course, any bounded polygon in R2 is in the second trimming position.
Lemma 7. Let P ∈ R[x, y] be a nonzero polynomial, and, for each integer m ≥ 1, define γm(x, y) = x(1 − xP2/m)2. Fix a
positive real number A > 0. Then, there exists a positive integer mA such that, if m ≥ mA, the partial derivative ∂γm∂x is positive on
the square [−A, A]2.
Proof. First, observe that
∂γm
∂x
=

1− xP
2
m
2
− 2 x
m

1− xP
2
m

∂(xP2)
∂x
,
and letM > 0 be a common upper bound on the compact set [−A, A]2 of the continuous functions on R2 of equations |xP2|
and |x ∂(xP2)
∂x |. Let p ∈ [−A, A]2, and observe that
∂γm
∂x
(p) ≥

1− M
m
2
− 2 1
m

1+ M
m

M = 1− 4M
m
− M
2
m2
= 5−

2+ M
m
2
.
Thus, ifmA is an integer≥5M , we are done. 
Proposition 8. Let K be a convex polygon in the second trimming position whose n nonhorizontal edges lie on the lines of the
set L = {ℓ1, . . . , ℓn}. Choose A > 0 such that Q = [−A, A]2 is an associated square to the second trimming position of K. Let
P ∈ R[x, y] be a polynomial which vanishes identically on the lines of the family L and is not constant on horizontal lines.5 Let
mA be a positive integer such that the partial derivatives
∂γP,m
∂x are positive
6 on Q for all m ≥ mA. Denote by λ any subset of the
line {x = 0}. Then, for all m ≥ mA,
TSP,m(R2 \ Int(K)) = TSP,m(R2 \ (Int(K) ∪ λ)) = R2 \ Int(K ∩ {x ≤ 0}).
Proof. For each b ∈ R, consider the sets
Mb = {x ∈ R : (x, b) ∈ R2 \ Int(K)},
Nb = {x ∈ R : (x, b) ∈ R2 \ (Int(K) ∪ λ)} =

Mb if (0, b) ∉ λ,
Mb \ {0} if (0, b) ∈ λ,
Tb = {x ∈ R : (x, b) ∈ R2 \ Int(K ∩ {x ≤ 0})} = Mb ∪ [0,+∞).
We have the following equalities:
R2 \ Int(K) =

b∈R
Mb × {b}, R2 \ (Int(K) ∪ λ) =

b∈R
Nb × {b}, and R2 \ Int(K ∩ {x ≤ 0}) =

b∈R
Tb × {b}.
Thus, to prove the statement, and since TSP,m preserves horizontal lines, it is enough to show that γ bP,m(Mb) = γ bP,m(Nb) = Tb,
for all b ∈ R. In order to see this, we observe first that, for each b ∈ R, we have
γ bP,m(0) = 0 and γ bP,m((−∞, 0)) = (−∞, 0). (3)
It is clear that the last equality holds, because limx→−∞ γ bP,m(x), γ
b
P,m(x) ≤ x, for all x < 0 and γ bP,m(0) = 0. Next, let us check
that
γ bP,m((r,+∞)) = [0,+∞) whenever rP(r, b) = 0 and r ≥ 0. (4)
The inclusion γ bP,m((r,+∞)) ⊂ [0,+∞) is clear. Set δb(x) = 1 − xP(x, b)2/m, and note that, if rP(r, b) = 0, then
δb(r) = 1. Thus, since limx→∞ δb(x) = −∞, there is an x0 > r with δb(x0) = 0, and we must have, by continuity,
γ bP,m((r,+∞)) ⊃ γ bP,m([x0,+∞)) ⊃ [0,+∞). This applies in particular for r = 0 and any b ∈ R, hence
γ bP,m((0,+∞)) = [0,+∞). (5)
Now, we distinguish the following cases.
5 Choose, for instance, P = L1 · · · Ln , where L1, . . . , Ln are degree-1 polynomials defining the lines ℓ1, . . . , ℓn .
6 See Lemma 7.
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Case 1:Mb = R. In this case,Mb \ {0} ⊂ Nb ⊂ Mb, and using (1) and (3) above we have
R ⊃ γ bP,m(Mb) ⊃ γ bP,m(Nb) ⊃ γ bP,m((−∞, 0)) ∪ γ bP,m((0,+∞)) = R.
Therefore, γ bP,m(Mb) = γ bP,m(Nb) = Tb = R.
Case 2:Mb = R \ (p, q), where−∞ ≤ p < q. Note that (q, b) ∈ ∂K and (p, b) ∈ ∂K if p > −∞. Moreover, (q, b) and (p, b)
(if p > −∞) do not belong to an horizontal edge of K and so the following identities hold:
limx→−∞ γ bP,m(x) = −∞, γ bP,m(p) = p (if p > −∞);
limx→+∞ γ bP,m(x) = +∞, γ bP,m(q) = q.
Now, we analyze more carefully the behavior of γ bP,m on unbounded intervals.
(i) γ bP,m([q,+∞)) = γ bP,m([q,+∞) \ {0}) = [q,+∞) whenever q < 0. In order to see this, notice first that Mb \ {0} ⊂
Nb ⊂ Mb, (q, b) ∈ [−A, A]2, and, since γ bP,m is increasing in [−A, A] because b ∈ [−A, A], γ bP,m([q, 0)) = [q, 0). Hence,
using (3) again, we conclude that
[q,+∞) = [q, 0) ∪ [0,+∞) = γ bP,m([q,+∞) \ {0}) = γ bP,m([q,+∞)).
(ii) γ bP,m([q,+∞)) = γ bP,m([q,+∞) \ {0}) = [0,+∞)whenever q ≥ 0 (see (2) above).
(iii) γ bP,m((−∞, p]) = (−∞, p] whenever −∞ < p < 0. Note that, for x ≤ p, we have γ bP,m(x) ≤ x < p, because in this
situation the inequality 1+ (−x)P2/m ≥ 1 holds.
(iv) γ bP,m((−∞, p]) ⊃ γ bP,m((−∞, p] \ {0}) ⊃ (−∞, 0)whenever p ≥ 0 (see (1) above).
Putting together all the information above, we deduce that
γ bP,m(Mb) = γ bP,m(Nb) =

Mb = Tb if q < 0,
Mb ∪ [0,+∞) = Tb if q ≥ 0;
that is, the discussion above shows that γ bP,m(Mb) = γ bP,m(Nb) = Tb for all b ∈ R, as wanted. 
Remarks 9. It follows from the proof of Proposition 8 that, for any subset λ ⊂ {x = 0} and any map TSP,m as stated above,
we necessarily have TSP,m(R2 \ λ) = R2, because γ bP,m((−∞, 0)) = (−∞, 0) and γ bP,m((0,+∞)) = [0,+∞) for all b ∈ R.
3. The complements of a convex polygon and its interior
The purpose of this section is to prove Theorem 1.
3.1. The complement of a convex polygon
We recall first a couple of relevant results proved respectively in [3, Examples 1.4] and [3, Theorem 1.6], that will be used
in what follows.
Lemma 10. The complement of a closed half-plane (that is, an open half-plane) is a polynomial image of R2.
Lemma 11. The interior and the complement of an angle are polynomial images of R2.
Obviously, the case of a band is special, for its complement is not connected, and therefore a similar result does not hold
in this case. But what can be said about the complement of a half-band? Before approaching this question, we need a couple
of preliminary technical results.
Lemma 12. Let H = {x > 0} be the right open half-plane, and let F1 be the polynomial map
F1 : R2 → R2, (x, y) → (x3y2 − x, y(x+ 1)).
Let S1 = {(x, y) ∈ R2 : x < 0, |y| < 1}, S2 = {(x, y) ∈ R2 : x ≥ 0, |y| > 1} and
R = {(x, y) ∈ R2 : x ≥ 0, |y| ≤ 1}.
Then, S = S1 ∪ S2 ⊂ F1(H) ⊂ R2 \ R.
Proof. To prove the first inclusion, S ⊂ F1(H), let (a, b) ∈ S = S1 ∪ S2, and consider the functions
µ+a (x) = (x+ 1)

(x+ a)/x3 and µ−a (x) = −(x+ 1)

(x+ a)/x3.
These functions arise when solving for y in x3y2 − x = a and substituting the result in the second coordinate of F1.
Then, if (a, b) ∈ S1, so that a < 0, these functions are defined and continuous on [−a,+∞). Since
µ+a (−a) = µ−a (−a) = 0 and limx→+∞µ
+
a (x) = 1, limx→+∞µ
−
a (x) = −1,
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for any bwith |b| < 1 there is x0 such that µ+a (x0) = b (for b ≥ 0) or µ−a (x0) = b (for b < 0), and therefore, by setting
y0 = +

(x0 + a)/x30

resp. y0 = −

(x0 + a)/x30

,
we have F1(x0, y0) = (a, b).
On the other hand, if (a, b) ∈ S2, so that a ≥ 0 and |b| > 1, the functions µ+a (x) and µ−a (x) are defined and continuous
on (0,+∞) and
lim
x→0+
µ+a (x) = +∞, lim
x→0+
µ−a (x) = −∞,
lim
x→+∞µ
+
a (x) = 1, limx→+∞µ
−
a (x) = −1,
hence for any b with |b| > 1 there exists x0 ∈ R such that either µ+a (x0) = b or µ−a (x0) = b. From this we get
F1(x0, y0) = (a, b) (y0 defined as above), and so F1(H) ⊃ S.
To prove the second inclusion, F1(H) ⊂ R2 \ R, let us take (a, b) ∈ F1(H)with a ≥ 0, so that
F1(x0, y0) = (x30y20 − x0, (x0 + 1)y0) = (a, b), for some (x0, y0) ∈ R2, x0 > 0.
Now, looking at the first coordinate of F1, we see that
x20y
2
0 − 1 ≥ 0 ❀ x0 ≥ 1/|y0|, (y0 cannot be zero!)
and this leads us, looking again at the second coordinate of F1, to
|b| = |y0||x0 + 1| ≥ |y0|(1/|y0| + 1) > 1.
Therefore, (a, b) /∈ R, which concludes the proof. 
Lemma 13. Let S, R ⊂ R2 be the sets defined in Lemma 12. Then, the map
F2 : R2 → R2, (x, y) → (x(y2 − 1/4)2, h(y)(1+ (y2 − 1)2x2)),
where h(y) = 10/9y5 − 49/18y3 + 47/18y, satisfies F2(S) = F2(R2 \ R) = R2 \ R. Consequently, F2(S ′) = R2 \ R for each set
S ′ such that S ⊂ S ′ ⊂ R2 \ R.
Proof. First, note that the function h(y) satisfies h(0) = 0, h(1/2) = h(1) = 1, h(−1/2) = h(−1) = −1. Moreover, h is an
increasing function on (−∞,−1) ∪ (1,+∞). These properties of h are the ones that will be used in the proof.
It is enough to show the inclusions F2(R2 \ R) ⊂ R2 \ R ⊂ F2(S), because they imply
R2 \ R ⊂ F2(S) ⊂ F2(R2 \ R) ⊂ R2 \ R.
For the first inclusion, let us take a point (x0, y0) ∈ R2 \ R, so that either |y0| > 1 or x0 < 0. If |y0| > 1, then
|h(y0)|(1 + (y20 − 1)2x20) > 1, and therefore F2(x0, y0) ∈ R2 \ R. On the other hand, if x0 < 0 and y0 ≠ ±1/2, then
x0(y20 − 1/4)2 < 0, and also in this case F2(x0, y0) ∈ R2 \ R. When y0 = ±1/2, we have
F2(x0,±1/2) = (0, h(±1/2)(1+ 9/16x20)) = (0,±(1+ 9/16x20)),
and also F2(x0, y0) ∈ R2 \ R, since the absolute value of the second coordinate is> 1.
For the second inclusion, let us take a point (a, b) ∈ R2 \ R. We consider the function
ρa(y) = h(y)

1+ (y
2 − 1)2a2
(y2 − 1/4)4

,
which is continuous onR\{±1/2}. Note that ρa is obtained by solving for x in the equation x(y2−1/4)2 = a and substituting
in the second coordinate of F2. Fix now a < 0, and observe that the function ρa satisfies
lim
y→1/2−
ρa(y) = +∞, lim
y→−1/2+
ρa(y) = −∞.
This implies that we can choose some y0 ∈ (−1/2, 1/2)with ρa(y0) = b. Now, taking
x0 = a/(y20 − 1/4)2,
which is negative, the point (x0, y0) ∈ S and (a, b) = F2(x0, y0) ∈ F2(S).
Next, if a ≥ 0, |b| > 1, then
lim
y→+∞ ρa(y) = +∞, ρa(1) = h(1) = 1,
lim
y→−∞ ρa(y) = −∞, ρa(−1) = h(−1) = −1,
and we can ensure the existence of y0 with 1 < |y0| such that ρa(y0) = b. This means that the point
(x0, y0) = (a/(y20 − 1/4)2, y0) ∈ S
and (a, b) = F2(x0, y0) ∈ F2(S), as wanted. 
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Corollary 14. The complement of a half-band is a polynomial image of R2.
Proof. Let F0 be a polynomial map whose image is the open half-plane H = {x > 0} (see Lemma 10), and let F1 and F2 be as
in Lemmas 12 and 13 respectively. Then the composition F2 ◦ F1 ◦ F0 : R2 → R2 is a polynomial map that satisfies
(F2 ◦ F1 ◦ F0)(R2) = F2(F1(H)) = R2 \ R.
Now, the result extends straightforwardly to an arbitrary half-band. 
We are ready to prove the first assertion of Theorem 1.
The complement of a convex polygon in R2, except for the case of a band, is a polynomial image of R2.
Proof. We prove the result by induction on the number n of edges of the convex polygon. We already know that for n = 1
and n = 2 the statement is true. Let us assume it for any convex polygon with n ≥ 2 edges which is not a band. We show
that it is also true for any convex polygon with n + 1 edges. We can write K = ⟨ℓ+1 , . . . , ℓ+n+1⟩. If K is a half-band, by
Proposition 14, we already know that its complement is a polynomial image of R2. Hence, we can assume that K is not a
half-band. Since it has at least three edges, one of them must be a bounded segment, let us say s1 = A1A2 ⊂ ℓ1. Now, we
distinguish two cases.
(i) If K = [A1 . . . An+1] is bounded, we may assume that s1 lies on the line {x = 0} and K ⊂ {x ≤ 0}.
(ii) If, on the contrary, K = [v⃗A1 . . . Anw⃗] is unbounded, choose a ray r = A1u⃗ completely contained in K; we may assume
that A1 = (0, 0), A2 = (0, 1), and P + u⃗ = (−1, 0).
In both situations,K is in the first trimming position, and the edge A1A2 lies on the line ℓ1 : {x = 0}. Let us consider now the
convex polygon with n edges K′ = ⟨ℓ+2 , . . . , ℓ+n+1⟩ ⊃ K. This polygon is also in the first trimming position, since the two
lines containing edges adjacent to s1 bound any nonempty intersectionK′ ∩ {x = a}when a ≥ 0. Moreover, it is not a band,
because this only takes place when K is a half-band.
By the induction hypothesis, there exists a polynomial map g : R2 → R2 such that g(R2) = R2 \ K′. Now, let
L′ = {ℓ2, . . . , ℓn+1}, and let L′1 ⊂ L′ be obtained by removing any vertical line from L′. Next, let P ∈ R[x, y] be a nonzero
polynomial such that {(x, y) ∈ R2 : P(x, y) = 0} =ℓ∈L′1 ℓ. By Proposition 5, the trimming map TFP,m satisfies, form large
enough, that TFP,m(R2 \K′) = R2 \K. Therefore, the image of the map TFP,m ◦g is R2 \K, and so this last set is a polynomial
image of R2. 
3.2. Complements of extremal convex polygons
An extremal convex polygon ofR2 is a nonempty finite intersectionK ⊂ R2 of closed half-planeswhose interior IntR2(K) is
empty. Hence, the extremal polygons ofR2 are unidimensional polygons contained inR2, that is, singletons, closed intervals,
bounded or not, and lines. The complement of a line is not connected, and so it is not a polynomial image of R2.
For the sake of completeness, we show that the complements of extremal convex polygons of R2 distinct from a line are
also polynomial images of R2. Namely, we have the following.
Proposition 15. Let K ⊂ R2 be an extremal convex polygon which is not a line. Then, R2 \ K is a polynomial image of R2.
Proof. Suppose first that K is a singleton, namely, K = {(0, 0)}. Then, it was proved in [3, 1.4(iii)] that R2 \ K is the image
of the polynomial map
f1 : R2 → R2, (x1, x2) → (x1x2 − 1, x21(x1x2 − 1)− x2).
Secondly, suppose that dim(K) = 1. In this case, K is a closed interval, and we distinguish two subcases, according to K
being unbounded or bounded. In the first case, we may assume that K = (−∞, 0] × {0}. It is straightforward to check that
the image of the map
f2 : R2 → R2, (x1, x2) → (x21(1+ x1x2), x2)
is the set R2 \ Int(K), and f −12 (0, 0) = {(0, 0)}. Hence, (f2 ◦ f1)(R2) = R2 \ K.
Finally, let K be a bounded interval. We may assume that K = [−1, 1] × {0}. Consider the polynomial map
g = (g1, g2) : R2 → R2, (x, y) → (yx3 − 2x2 − 1, 2x+ y− x2y),
and let us check that its image isR2 \((−1, 1]×{0}). Indeed, let (u, v) ∈ R2 such that v ≠ 0, and notice that, if (x0, y0) ∈ R2
satisfies g(x0, y0) = (u, v), then x0 must be a root of the polynomial P(T ) = vT 3 + (u − 1)T 2 − (u + 1). Observe that P
has a nonzero real root x0, and, if we define y0 = (1+ 2x20 + u)/x30, one can check straightforwardly that g(x0, y0) = (u, v).
Thus, R2 \ {v ≠ 0} ⊂ g(R2).
Next, if (u, 0) ∈ R2 and (x0, y0) ∈ R2 satisfies g(x0, y0) = (u, v), then y0 = x0/(x20− 1), and so x0 ≠ 0, 1. In fact, x0 must
be a real root of the polynomial Q (T ) = (u− 1)T 2 − (u+ 1). It is straightforward to check that Q has a real root if and only
if u ∈ R \ (−1, 1]. Thus, we conclude that g(R2) = R2 \ ((−1, 1] × {0}).
Finally, since g−1(−1, 0) = {(0, 0)}, it follows that (g ◦ f1)(R2) = R2 \ ([−1, 1] × {0}), as wanted. 
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3.3. The complement of the interior of a convex polygon
Now, we prove the second part of Theorem 1.
The complement in R2 of the interior of a convex polygon in R2, except for the case of a band, is a polynomial image of R2.
Proof. We use induction on the number n of edges of the polygon. For n = 1, the map (x, y) → (x2, y) shows how to obtain
the complement of the interior of a half-plane as image of a polynomial map. For the case n = 2, we may assume that our
angle is the fourth quadrant of R2, and now the complement of the interior of an angle can be obtained as a polynomial
image of R2 by considering the composition of the map (x, y) → (x2, y2) with the map z = x + iy → z3, expressed in
complex form. Let us assume now that the statement is true for any convex polygon with n ≥ 2 edges which is not a band,
and let us consider a convex polygon K = ⟨ℓ+1 , . . . , ℓ+n+1⟩with n+ 1 edges which can be written in terms of its vertices as[A1 . . . An+1] (bounded case) or as [v⃗A1 . . . Anw⃗] (unbounded case). Assume that ℓn+1 is the line containing AnAn+1 (bounded
case) or Anw⃗ (unbounded case). Take a line ℓ, nonparallel to ℓn+1, such that ℓ ∩ K = {An−1}. Now, by means of a suitable
affine isomorphism which sends the lines ℓ and ℓn+1 to the axes {y = 0} and {x = 0}, respectively, we may further assume
that our convex polygon is placed in a convenient way in R2, as the options below describe.
(i) If K = [A1 . . . An+1] is bounded, then An−1 = (−1, 0), An = (0, 1), and An+1 = (0, r)with r > 1. Observe that K lies on
the quadrant {x ≤ 0, y ≥ 0}, and AnAn+1 lies on the line x = 0.
(ii) If K = [v⃗A1 . . . Anw⃗] is unbounded, then An−1 = (−1, 0), An = (0, 1), and Anw⃗ = {(0, t) : t ≥ 1}. Now K is again lying
on the region {x ≤ 0, y ≥ 0}, and the edge Anv⃗ is contained in the line x = 0.
With these conditions, we make sure that, even when the n-sided polygon K′ = ⟨ℓ+1 , . . . , ℓ+n ⟩ is unbounded, it is also in
the second trimming position (notice that in this case any square [−A, A]2 with A > 0 containing An−1An serves as its
associated square). By the induction hypothesis, since K′ is not a band, there is a polynomial map g : R2 → R2 such that
g(R2) = R2 \ Int(K′). Now, we set L′ = {ℓ1, . . . , ℓn}, and let L′1 ⊂ L′ be obtained by removing any horizontal line from L′.
Next, we apply Proposition 8 and use a trimming map TSP,m of type II associated to a nonzero polynomial P ∈ R[x, y] such
that {(x, y) ∈ R2 : P(x, y) = 0} =ℓ∈L′1 ℓ and a large enough positive integerm, so that TSP,m(R2 \ Int(K′)) = R2 \ Int(K).
Finally, the composition TSP,m ◦g maps R2 onto R2 \ Int(K), as wanted. 
3.4. Complements of interiors of extremal convex polygons
Analogously as we did in Proposition 15, we prove now that R2 \ Int(K) is a polynomial image of R2 whenever K is an
extremal convex polygon distinct from a line.
Proposition 16. Let K ⊂ R2 be an extremal convex polygon which is not a line. Then, R2 \ Int(K) is a polynomial image of R2.
Proof. If K is a singleton, it coincides with its interior, and so the result follows from Proposition 15. If K is an unbounded
closed interval, we may assume that K = (−∞, 0] × {0}, and we have already seen that R2 \ Int(K) is the image of the
polynomial map
h : R2 → R2, (x1, x2) → (x21(1+ x1x2), x2).
Finally, if K is a bounded closed interval, we can suppose that K = [−1, 0] × {0}. Consider the unbounded closed interval
K1 = [−1,∞)× {0} and the polynomial maps
f1 : R2 → R2, (x1, x2) → (x1, x2(1− x1x22)), and
f2 : R3 → R3, (x1, x2) → (x1(1− x1)2/4, x2).
One straightforwardly checks that
f1(R2 \ Int(K1)) = R2 \ (Int(K) ∪ {0}), f2(R2 \ (Int(K) ∪ {0})) = R2 \ Int(K).
Moreover, as we have already proved, R2 \ Int(K1) is the image of a polynomial map f0 : R2 → R2. Hence, R2 \ Int(K) =
(f2 ◦ f1 ◦ f0)(R2) is a polynomial image of R2. 
4. Convex polygons as regular images of the Euclidean plane
In this section we prove Theorem 2.
4.1. The interior of a convex polygon
We already know that the interior of a half-plane and the interior of an angle are regular images of R2, since they are in
fact polynomial images of R2; see [3]. What about the interior of other basic convex polygons?
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Lemma 17. The interior of a band is a regular image of R2.
Proof. It is enough to prove the result for the band B = {(x, y) ∈ R2 : 0 ≤ y ≤ 1}. By Proposition 10, there is a polynomial
map g1 : R2 → R2 whose image is the open half-plane {y > 0}. Now, compose this map with
g2 : R2 99K R2, (x, y) → (x, 1/(1+ y)),
and g2 ◦ g1 : R2 → R2 is a regular map whose image is the interior of B, as wanted. 
Lemma 18. The interior of any triangle is a regular image of R2.
Proof. It suffices to prove the result for the triangle T with vertices (0, 0), (1, 0) and (1, 1). By Fernando and Gamboa
[3, 1.6], there is a polynomial map f1 : R2 → R2 whose image is the open quadrant Q0 = {x > 0, y > 0}. If we compose
this map with
f2(x, y) = (1/(x+ 1), 1/(y+ 1)),
we obtain a regular map whose image is the interior of the square with vertices (0, 0), (0, 1), (1, 1), and (1, 0). But the
composition of this regular map with the polynomial map f3(x, y) = (x, xy) shrinks this square into the triangle T. 
The following lemma will allow us to focus our study on convex bounded polygons in the plane.
Lemma 19. Let K be an unbounded convex polygon which is neither a band nor a half-plane. Then there exist a bounded convex
polygon K′, a vertex or edge S of K′, and a rational map ψ : R2 99K R2 such that ψ is regular on K′ \ S and ψ(K′ \ S) = K.
Moreover, ψ(Int(K′)) = Int(K).
Proof. We may assume that K is facing upwards and does not intersect the horizontal axis {y = 0}. Let c0 > 0 denote the
minimum y-coordinate of a point inK. Let L1(x, y) = a1x+ b1y+ c1 = 0 and Ln(x, y) = anx+ bny+ cn = 0 denote degree-1
equations of the lines containing the unbounded edges of K, chosen in such a way that, for each point P = (x, y) ∈ K, we
have
−c1 − b1y
a1
≤ x ≤ −cn − bny
an
.
Let us consider now the rational map
ψ : R2 99K R2, (x, y) → (x/y, 1/y).
Note that the restrictionψ |R2\{y=0} is an involution. We claim thatψ(K) equalsK′ \ S for a certain bounded convex polygon
K′, where S represents either one of the vertices or one of the edges ofK′. Indeed, sinceψ can be understood as a transition
map between two charts of the real projective planeRP2, it preserves segments, lines, and convexity on the setR2 \{y = 0}.
Thus, it maps the convex polygon K to the ‘‘almost’’ complete convex polygon K′ \ {y = 0}, which lies on the half-plane
y > 0. Note that K′ ∩ {y = 0} is either an edge or a vertex of K′. Also, for P = (x, y) ∈ K, we have 0 < 1/y ≤ 1/c0 and
−
 c1a1c0
− b1a1
 ≤ xy ≤
 cnanc0
+ bnan
,
hence K′ is bounded. Moreover, ψ is well defined on K′ \ S, and ψ(K′ \ S) = K. 
Henceforth, if we are able to prove that the interior of a bounded convex polygon is a regular image of R2, the statement
will also be true for unbounded convex polygons. Because of this, from now on we restrict our attention to bounded
convex polygons, and simplify their notation by writing them in the form K = [A1 . . . An], when K has consecutive vertices
A1, . . . , An.
Lemma 20. Let ℓ1 and ℓ2 be two lines in R2. Then there exists a rational function f : R2 99K R such that 0 < f (P) < 1 for any
point P ∈ R2 \ (ℓ1 ∪ ℓ2), and whose value is 0 on ℓ1 \ ℓ2 and 1 on ℓ2 \ ℓ1.
Proof. Let L1(x, y) = 0 and L2(x, y) = 0 be degree-1 equations that define respectively the lines ℓ1 and ℓ2. Then the function
f = L21/(L21 + L22) satisfies the properties of the statement. 
Proposition 21. Let K be a bounded convex polygon in R2, and let s be one of its edges. Then there exists a rational function
f : R2 99K R such that the following hold.
(i) The function f takes value 0 on Int(s).
(ii) The function f takes value 1 on the interior of the remaining edges, as well as on the vertices where two of these remaining
edges meet.
(iii) For any P ∈ Int(K), the function f is well defined, and 0 < f (P) < 1.
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Proof. Let ℓ1, . . . , ℓn denote the lines containing the edges of K. Let us suppose that s ⊂ ℓ1. Let us consider for each pair
of lines {ℓ1, ℓi}, 1 < i ≤ n, the set Oi = ℓ1 ∩ ℓi, which is either a point or the empty set. In any case, we always have
Oi ∩ (K \ ∂s) = ∅. Now, we choose for each pair of lines {ℓ1, ℓi} the rational function fi : R2 99K R which, by Lemma 20,
takes value 1 on ℓ1 \ Oi and value 0 on ℓi \ Oi, and whose values on the complement of this pair of lines range between 0
and 1. Then the rational function f = 1− f2 · · · fn satisfies all the conditions of the statement. 
Concerning Theorem 2, we start by proving its second part.
The interior of a convex polygon in R2 is a regular image of R2.
Proof. We may assume that the convex polygon K is bounded, and we use induction on the number of vertices of K. For
the triangle, the result is true by Lemma 18. Now, let us consider a bounded convex polygon K = [A1 . . . An] with n > 3
vertices; we may assume that A1 = (0, 0). Consider also the convex polygon K′ = [A2 . . . An], which has n− 1 vertices. By
induction, Int(K′) = g(R2) for a regular map g : R2 → R2. By Proposition 21, there exists a rational function f : R2 99K R
whose value is 0 on Int(AnA2) and 1 on the remaining edges of the convex polygon K′ except at A2 and An, and which takes
values between 0 and 1 on the interior points of K′. Consider the rational map
F : R2 99K R2, (x, y) → (xf (x, y), yf (x, y)),
which preserves the lines through the origin and is defined on Int(K′). We claim that F maps the interior of K′ onto the
interior of K. To prove this, let us consider a ray r with origin at A1 = (0, 0) which intersects the boundary of K′ at two
different points P ∈ Int(A2An) and Q ∈ AiAi+1 for some i with 2 ≤ i ≤ n − 1; we claim that F(Int(PQ )) = Int(A1Q ), and,
since this is true for every ray from A1, we conclude that F(Int(K′)) = Int(K).
Indeed, F(P) = A1, F(Q ) = Q and, by continuity, F(PQ ) ⊃ A1Q and F(Int(PQ )) ⊃ Int(A1Q ). The other inclusion
F(Int(PQ )) ⊂ Int(A1Q ) is also valid, because, for each point T = (x, y) ∈ Int(PQ ) ⊂ Int(A1Q ), we have
F(T ) = (xf (x, y), yf (x, y)) = (1− f (x, y))A1 + f (x, y)T ,
and so F(T ) ∈ Int(A1T ) ⊂ Int(A1Q ), as wanted. 
4.2. Convex polygons as regular images
In order to prove the first part of Theorem 2, we introduce first the notion of scaffold (of an edge), together with some
lemmas that we need in what follows.
Definition 22. A scaffold of an edge s of a bounded convex polygon K ⊂ R2 is a semialgebraic curve σ semialgebraically
homeomorphic to s such that Int(σ ) ⊂ Int(K) and ∂σ = ∂s. Of course, each scaffold σ is a one-dimensional topological
manifold with boundary whose boundary is the set of its extremes ∂σ = ∂s. We denote by Int(σ ) = σ \ ∂σ the interior of
σ as a topological manifold with boundary.
Lemma 23. Let K be a bounded convex polygon, and let s be one of its edges. Then there is a rational function f : K 99K R and a
scaffold σ of s such that the following hold.
(i) f |K\∂σ is a regular function.
(ii) f |∂K\∂σ = 1, and f |Int(σ ) = 0.
(iii) For every point P ∈ Int(K) \ Int(σ ), we have 0 < f (P) < 1.
Proof. Without loss of generality, we assume that the polygonK = [A1 . . . An] lies on the upper half-plane and that its edge
s = A1A2 lies on the line y = 0. If A1 = (a, 0) and A2 = (b, 0), then we consider the scaffold
σ = {(x, y) ∈ R2 : a ≤ x ≤ b, S(x, y) = 0}, where S(x, y) = y+ (x− a)(x− b)/k,
and k > 0 is large enough to have σ ⊂ K and Int(σ ) ⊂ Int(K). Now, let us consider for each edge si ofK a degree-1 equation
Li(x, y) = 0 of the line containing si. For each 1 ≤ i ≤ n, we consider the function fi = L2i /(L2i + S2). Then f = 1 − f1 · · · fn
satisfies all the conditions of the lemma. 
Lemma 24. LetK be a bounded convex polygon, and let P be one of its interior points. Then there is a regular function f : K→ R
such that f (P) = 0, f |∂K = 1, and 0 < f (Q ) < 1 for each point Q ∈ Int(K) \ {P}.
Proof. Let P = (x0, y0) ∈ Int(K), and, for each 1 ≤ i ≤ n, let Li(x, y) = 0 denote a degree-1 equation of the line containing
the edge si of K. Write R(x, y) = (x − x0)2 + (y − y0)2, and define the function fi = L2i /(L2i + R) for 1 ≤ i ≤ n. Then
f = 1− f1 · · · fn satisfies the conditions of the lemma. 
We finally proceed to prove the first part of Theorem 2.
Each convex polygon in R2 is a regular image of R2.
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Proof. Having in mind Lemma 19, it is enough to show that each region P ofR2 of the form P = K\S, whereK is a bounded
convex polygon and S is either the empty set, or a vertex or an edge of K, is a regular image of R2.
By the already proven part of Theorem 2, there exists a regular map F : R2 → R2 whose image is the interior Int(K)
of the convex polygon K. Thus, a reasonable way to approach this proof is to construct first a surjective regular map
G : Int(K) → P \ {A1, . . . , Am}, where A1, . . . , Am are the vertices of K. Next, we will construct a surjective regular map
H : P \ {A1, . . . , Am} → P. Hence, H ◦ G ◦ F : R2 → R2 will be a regular map whose image is P.
Let us write K = ⟨ℓ+1 , . . . , ℓ+n ⟩. Each edge si of K lies on the line ℓi, which is given by the degree-1 equation Li = 0. Let
us consider now an edge of K, say s1, and the polygon K1 = ⟨ℓ+2 , . . . , ℓ+n ⟩ containing K.
Take a point P = (x0, y0) ∈ Int(K1) \ K. Now, define the surjective regular map γP : K→ s1, Q → PQ ∩ ℓ1. Note that
γP(Int(K)) = Int(s1). Since γP(Q ) is computed as the solution of a system of linear equations, themap γP is regular. Now, by
Lemma 23, there exist a scaffold σ1 of the edge s1 and a rational function f1 : K 99K R satisfying the properties of Lemma 23.
Consider the regular map
g1 : K \ ∂s1 → R2, Q → f1(Q )Q + (1− f1(Q ))γP(Q ).
We claim that g1|∂K\∂s1 = id∂K\∂s1 and g1(Int(K)) = Int(K) ∪ Int(s1).
The first assertion follows from f1|∂K\∂s1 ≡ 1. For the second one, let us prove first the inclusion g1(Int(K)) ⊂ Int(K) ∪
Int(s1). Since f1(Int(K) \ Int(σ1)) ⊂ (0, 1), we have g1(Int(K) \ Int(σ1)) ⊂ Int(K). Notice also that γP(Int(σ1)) = Int(s1)
and f1|Int(σ1) = 0. Thus Int(s1) = γP(Int(σ1)) = g1(Int(σ1)). Consequently,
g1(Int(K)) = g1((Int(K)) \ Int(σ1)) ∪ g1(Int(σ1)) ⊂ Int(K) ∪ Int(s1).
For the converse, we have just proved that Int(s1) = g1(Int(σ1)) ⊂ g1(Int(K)). Hence, it only remains to show that
Int(K) ⊂ g1(Int(K)). Indeed, let A ∈ Int(K), and let r be the line containing the segment PA. Let B = (∂K \ s1) ∩ r and
C = s1 ∩ r . Consider the bijection g1|BC : BC → BC , and so, since A ∈ Int(BC), there exists a point Q ∈ Int(BC) such that
g1(Q ) = A.
If we repeat the argument starting with the edge si, we may construct a regular function gi : K \ ∂si → R2 satisfying
analogous properties to the ones of g1, but substituting the index 1 by the index i. Now, the composition G = gn ◦ · · · ◦ g1 :
Int(K)→ R2 is a regular map whose image is
K \ {A1, . . . , Am} = Int(K) ∪
n
i=1
Int(si).
If S = sk is an edge, we exclude the correspondingmap gk from this composition. Therefore, independently of how S is taken,
the image of G is P \ {A1, . . . , Am}.
Our last goal is to find a surjective regularmapH : P\{A1, . . . , Am} → P. To see this, consider a pointO = (a, b) ∈ Int(K),
and apply Lemma 24 to obtain a regular function h : K → R vanishing at the point O = (a, b), taking value 1 on ∂K, and
whose values on the remaining points of the polygon K range between 0 and 1. For each 1 ≤ j ≤ m, consider the regular
map
hj : K→ R2, Q → h(Q )Q + (1− h(Q ))Aj,
which satisfies hj|∂K = Id|∂K and hj(Int(K)) = Int(K) ∪ {Aj}.
Indeed, the first equality follows from h|∂K ≡ 1. For the second one, note first that Aj = hj(O) ∈ hj(Int(K)), because
h(O) = 0. Since h(Int(K)\ {O}) ⊂ (0, 1), we deduce that hj(Int(K)) ⊂ Int(K)∪{Aj}. Therefore, it only remains to prove that
Int(K) ⊂ hj(Int(K)). But, given a point A ∈ Int(K), let r be the line containing the segment AjA. Let B = (∂K \ {Aj}) ∩ r , and
consider the bijection hj|BAj : BAj → BAj. Since A ∈ Int(BAj), there exists Q ∈ Int(BAj) such that hj(Q ) = A.
Finally, the composition H = hm ◦ · · · ◦ h1 : P \ {A1, . . . , Am} → P, where hk is omitted whenever S = Ak is a vertex of
K, is a surjective regular map, as wanted. 
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