Introduction
Exchange rate has been one of the most important macroeconomic variables in determining the economic well being of a country. With a good knowledge of exchange rate, we can determine the degree of misalignment of the nominal exchange rate and thereby formulate the appropriate policy response. We also can set the exchange rate parities with accuracy. Furthermore, we can use the knowledge of exchange rate to compare national income levels internationally. Researches on exchange rate are mostly based on the purchasing power parity (PPP) hypothesis, which states that national price levels should be equal when expressed in a common currency. This definition simply implies that over the long run exchange rate will achieve an equilibrium level. We refer to this long run equilibrium level as mean reverting or parity reversion. This parity reversion behavior has been under intense research for the past two decades or so. In the 1980s, Meese and Singleton (1982) report that the random walk hypothesis is supported by the exchange rate data based on formal unit root tests. Furthermore, more direct evidence has been presented by Meese and Rofoff (1983) using out of sample forecasting experiments. More recently, favorable evidence has been unveiled in support of long run PPP among the major industrialized economies for the recent float. Papers published by Cheung and Lai, 1994, 1998. This paper tries to address one key question: If the long run PPP holds, then there should exist a structural model which can outperform the random walk in out of sample forecasting. Can we find this structural model? This challenge was taken up by the econometricians. The prominent ones are listed below: 1. Schinasi and Swamy (1989) use a Kalman filter maximum likelihood estimation technique to estimate time varying parameter models which are found to outperform the random walk model of exchange rate for certain time periods and currencies. 2. Engel and Hamilton (1990) applies the Markov switching model to dollar exchange rate data and show that the model generates better forecast than a random walk. 3. Clarida, Sarno, Taylor and Valente (CSTV) (2003) proposed a three regime Markov switching intercept heteroskedatic VECM (MSIH-VECM) model, which is a nonlinear model. They found that this model gives very much more accurate forecasts than a random walk.
In this paper, we propose an ARFIMA based model with log of the independent variable as an explanatory variable. We make a comparison study of this structural model with the benchmark random walk model. Then, we compare our results with that as obtained by Engel and Hamilton, and by Clarida, Sarno, Taylor and Valente.
YQ-ARFIMA model
Fractionally integrated processes as discussed by Granger and Joyeux (1980) has the property to display mean reversion behavior, and that long memory process is a special case for it. A fractionally integrated process can be represented by
We refer equation (2.1) as the standard ARFIMA model. We can introduce an explanatory term in the form of logarithm into equation (2.1). Thus, after the introduction of the explanatory variable, we have a modified version of (2.1).
All the roots of B(L) and A(L) lie outside the unit circle so that the ARMA framework is stationary and inverting.
While t u is an iid (0, 2 σ ) and the fractional differencing operator is given by
where (.) Γ is referred to as the autoregressive fractionally integrated moving average (YQ-ARFIMA) model, and its representation in symbol is like this: YQ-ARFIMA(p,d,q). Equation (2.2) is obtained after a lengthy literature review of the recent development in exchange rate modeling especially with respect to nonlinear exchange rate modeling. There is increasingly strong evidence of nonlinearities of one sort or another in exchange rate movements. Consequently, Engel and Hamilton used a Markov switching model to characterize exchange rate behavior. This was followed by Clarida, Sarno, Taylor and Valente (CSTV) (2003) rather successfully when they tracked the exchange rate by using a fairly general three-regime Markov switching vector equilibrium correction model (MS-VECM). The successes of these nonlinear models, and the finding by using TAR model that allows for a transactions costs band within which no adjustment takes place so that deviations from PPP may exhibit unit root behavior while outside of the band the process switches abruptly to become stationary autoregressive, motivate us to look for a mixture of linear and nonlinear framework to model the exchange rate. ARFIMA process is based on linear modeling of autoregressive and moving average processes. Log of a variable is the simplest of a nonlinear function. Thus, it is only logical to introduce it into the standard ARFIMA model to see if it performs well or not.
The followings are the results of an experiment to determine the best specification of the standard ARFIMA and the YQ-ARFIMA for the case of exchange rate, British pound per US dollar (Britpus), and thereafter, we compare the predictive ability of the standard ARFIMA and the YQ-ARFIMA by using the loss functions RMSE and MAPE for comparison. Table 2 shows that ARFIMA(2,d,1) with LBritpus and constant as regressors is the best specification for ARFIMA. Furthermore when trend is added in as an extra regressor, the RMSE and MAPE become very much better than the one without trend as an extra regressor. However, the model is not as stable as the one without trend as regressor. Moreover, with trend as an extra regressor, we found that some of the parameter values are not acceptable because they return a value of t less than 2. Hence, we take ARFIMA (2,d,1) with constant and LBritpus as the best specification for the exchange rate, Britpus. For other exchange rates, the values of the ARFIMA parameters may change, but all the while, we fix the regressor as log of the exchange rate series. We name this specification as YQ-ARFIMA model.
Impulse response function analysis
Impulse response function has been used to determine the effectiveness the predictive ability of the model. It is based on the amount of changes that can be induced on the dependent variable by one unit change in the explanatory variable. We perform the impulse response function analysis by using the bivariate VAR model.
A bivariate VAR model
Our main interest in the formulation of a cointegrated VAR model is to measure the relative performance of the respective explanatory variables in forecasting the movements of the dependent variables. 
We run the experiment as described by equation (3.1) for the case of exchange rates from Australia, Malaysia, South Africa, Britain, European Union, Canada, Mexico, and lastly Brazil. For each of these exchange rates, we started with 3 lags for both the dependent and explanatory variables. We perform a multivariate dynamic modeling, which involves F tests to test the significant level of all the variables involved. By this procedure, we are able to determine the correct number of lags involved in the bivariate modeling. After that, we will conduct a cointegrated VAR investigation of the exchange rates if the number of lags is the same for both of the variables. The relevant experimental results are graphed as impulse response function graphs and cumulated impulse response graphs. Four graphs are shown for each of the exchange rate: two for impulse response and the two, for cumulated impulse response. Figure 1 to 8 show the eight sets of graphs, which are obtained by using procedure as explained.
For the Australian dollar: Figure 1(a) shows that the effect of the Log of the Australian dollar (Laus) rises sharply initially, and then achieve a steady influence on the Australian dollar. The cumulative effect of Laus is shown in Figure 1(c) , where this effect is linear with a growth rate of about 7. This linearity of the growth rate contributes greatly to the accuracy of the forecasts. As for the case of feedback, that is simultaneous bias of the forecast, we can deduce from Figure 1(b) , where the effect drops sharply and after which, it achieves a very small steady value of less than 0.25. The cumulative effect of Australian dollar on log of the Australian dollar is dropping at rate of 1.7 as shown in Figure 1(d) . Thus, we can conclude that there is practically no effective simultaneous bias in the forecast with log of the exchange rate as an explanatory variable. A similar situation occurs for the Malaysian ringgit as shown in Figure 2 (a), 2(b), 2(c) and 2(d). As for the exchange rate from United Kingdom (UK), we find that the decrease of the effect of British pound on log of the British pound is dropping rather sharper than the cases for Malaysia and Australia. This also indicates that there is negligible simultaneous equation bias in the forecast using log of the British pound as an explanatory regressors. Figure 4 shows the impulse response functions graphs and the cumulative impulse response functions graphs for Euro. Notice that the first graph, Figure 4(a) shows the effect of Leuro in helping to forecast Euro is increasing as the time span increases. However, the feedback is also true that is the effect of Euro in helping to forecast Leuro is also increasing as the time span increases. Thus, there is simultaneous bias in the forecast of Euro by Leuro.
This indicates that to use Leuro as an explanatory variable in forecasting Euro is not suitable as there is simultaneous bias in the forecast.
This problem of simultaneous bias in the forecast is also occurring in the exchange rate for South Africa as shown in Figure 5 (a) and Figure 5(b) . As for Canada dollar, the problem of simultaneous bias becomes worse because it seems the exchange rate series does better in helping to forecast log of the exchange rate.
However, for case of Mexico, Lmexico does help a lot in forecasting the exchange rate series, Mexico Pesos as shown in Figure 7 Lastly, we found that Lbrazil performs soundly as an explanatory variable in forecasting Brazilian Real in Figure  8 . The situation is very similar to that in Malaysia. Thus, through the impulse response function analysis, we have shown that log of the exchange rate series can have great effect in helping to forecast the exchange rates in Australia, Malaysia, Britain, Mexico and Brazil. As for exchange rates in Canada, European Union and South Africa, we cannot use log of the exchange rates to help in the forecast of the exchange rates.
Comparing YQ-ARFIMA, ARFIMA with Random Walk
We have chosen the random walk without drift as the benchmark model for comparison. We perform out of sample forecasting for comparison only because out of sample forecasting has the advantage of lessen parameters instability that causes problems for genuine forecasts. We use data sets from Malaysia, Thailand, Singapore, Hong Kong, China, Japan, Australia, Denmark, Switzerland, Canada, Mexico, Brazil, European Union, South Africa and Britain for the experiments. Table 3 ARFIMA model and the YQ-ARFIMA model. We repeat the same calculation for the MAPE values. Through rigorous investigation by doing experiments, we found that ARFIMA (1,d,0) is the best specification for all the exchange rate series. Thus, we use the ARFIMA (1,d,0 ) specification for the standard ARFIMA and the YQ-ARFIMA. Column 5 of the Table 3 shows that the random walk model beat the standard ARFIMA in 9 out of the 15 exchange rate series. As for the YQ-ARFIMA, it beats the random walk model in all the 15 exchange rate series soundly with the R/Q ratio not less than 2, and one of them goes as high as 99. The last column of Table 3 shows very clearly that YQ-ARFIMA is very much superior to that of the standard ARFIMA model. The same result is also obtained for the loss function MAPE as shown in Table 4 . Figure 9 . Figure 9 (a) to Figure 9 (h) shows that the forecasts and the relevant actual values are almost coincided except perhaps for British pound, Canadian dollar and Brazilian real where the fitting is not as perfect as the other five cases. Nevertheless, they are considered as good fitting also. Thus, we conclude from the graphical analysis that all the eight exchange rates show that the forecasts by using the YQ-ARFIMA is consistent.
By using the Johansen's cointegration analysis, it is found that all the eight exchange rate series each has a cointegration rank of 1. This confirms that forecasts by YQ-ARFIMA and the actual values are cointegrated, indicating that the forecasts are consistent.
Conclusion
By using the loss functions RMSE and MAPE, cointegration consistency in forecasts and impulse response function analysis, we have shown beyond doubt that the YQ-ARFIMA model is very much superior in forecasting ability. In fact as shown in column 6 of Table 3 and Table 4 , the YQ-ARFIMA is better than the random walk model more than 10 times for exchange rates from Australia, Malaysia, Singapore, Thailand, Japan and Canada. As for exchange rates from European Union, British pound, Chinese yuan, Hong Kong dollar and Mexican Pesos, the number of times that YQ-ARFIMA is better than the random walk model in out of sample forecasting is more than 5, and the rest of the exchange rates is about 4 times. However, we have shown by using impulse response analysis that for exchange rates, Euro, Canadian dollar, South Africa rand and Mexican Pesos are not suitable for analysis by using the YQ-ARFIMA since simultaneous bias is detected in all four exchange rates.
