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1. Introduction 
The use of a reflection kernel to characterise the scattering of waves in an inhomogeneous media in the time 
domain, has been well developed over the last ten years (see for example (6] - (7)) and the references cited 
therein). In [2] it is shown that the use of a reflection kernel combined with invariant imbedding provides a 
useful and convenient method for the computational solution of a variety of inverse problems. In particular 
this technique leads to explicit functional equations for the mapping between the reflection kernel, measured 
at the interface of the inhomogeneous region, and the material functions to be identified. In this paper 
we shall examine the properties of this mapping when the medium is dissipative. We discuss uniqueness, 
existence and show continuous dependence of the inverse problem solution on the given data. To do this 
we follow Vogel's [9] analysis of the non-dissipative problem. We shall show that the aforementioned map is 
linearizable, that is the map is Frechet differentiable, and give a specific form for the differential. That the 
knowledge of this differential is useful in predicting the effect of noise on a solution to a "real non-dissipative 
inverse problem" has already been shown in [5]. 
The one-dimensional spatial model equation to be investigated in this paper is 
Uxx - Utt+ A(x)ux + B(x)u1 = 0, (1.1) 
where the independent variable x is a travel time coordinate. As shown in [4], this equation is sufficiently 
general to model a variety of electromagnetic and elastic wave scattering phenomena. The coefficients are 
to have support on the interval x E [O, l], and are assumed to be continuous. This means in the physical 
problem the material parameters are continuous in (-oo, oo) thereby implying that the slab is matched to 
the homogeneous exterior region. 
In [4] Corones and Krueger utilise the technique of invariant imbedding to derive from (1.1) the integro-
partial differential equation 
R"i; (x, l; t) - 2Rt (x, 1; t) = -B(x )R+ (x, l; t) - !(A(x) + B(x )) [1 R+(x, 1; s)R+ (x, 1; t - s) ds, 
2 Jo (1.2) 
0 ::; x ::; 1, 0 ::; t ::; 2( 1 - x). 
This is the imbedding equation describing the reflection kernel at the left-hand interface at location x with 
the right-hand interface held at x = 1. The superscript + is used to signify that this kernel transforms 
an incident wave moving in the positive x-direction from the left-hand-side of the media into a reflected 
wave moving in the negative x-direction. A similar equation holds for the reflection kernel at the right-hand 
interface, namely R-(o, x, t), describing the reflection, at location x, of an incident wave from the right-hand 
media with the left-hand interface held at x = 0. The equation satisfied by R- can be obtained from (1.2) 
if x is replaced by 1 - x, then Rt is replaced by -R;, and the A term is multiplied by -1 as A involves a 
derivative with respect to x. (see [6] for further details). The time limit in ( 1.2) enables the incident wave 
to just traverse the slab twice, that is one return trip. 
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We define the triangular region in the independent variables (t, x) for which (1.2) is applicable as 
D = { ( x, t) E IR 2 : 0 ~ x ~ 1, 0 ~ t ~ 2( 1 - x)}, see Figure 1. In the problems under consideration in this 
paper conditions on adjacent sides of the domain triangle D are specified as follows. When the problem is 
one of direct scattering the material functions A(x), B(x), x E [O. l], are known and hence 
l 
R+(x, 1;0) = - 4(A-(x)- B(x)), 0 :S x :S 1, ( 1.3) 
on the side of D where t = 0, and it is required to calculate the reflection kernel 
O<t<2 
- - ' 
(1.4) 
on the side of D where x = 0. For the inverse problems considered in §2 and §3 these conditions are reversed, 
in that (1.4) is given, and after calculation of R+ from (1.2) either A or B can be found from (1.3). A more 
general, and difficult inverse problem, is the reconstruction of both of the material functions A and B, it 
is then necessary to utilise both the equations for R+ and R-, this is considered in (2] _ - (8] and will be 




0 1 x 
Figure 1. Illustrating the domain D for which equation ( 1.2) is applicable for a single return trip. 
In the sequel we will suppress the superscript on the R term and consider only the R+ equation. The 
analysis for the R- equation follows by use of the appropriate sign changes. §2 provides the formulation of 
the two inverse problems considered in this paper and also gives preliminary results needed in later sections. 
In §3 special case characterisation results for the inverse problem are shown and the existence and uniqueness 
of the solution to the inverse problems posed in §2.1 and §2.2 is proven. This is done in Theorem 3.1 for the 
case when the data is known exactly. Theorem 3.2 is the major result of this paper, and it states that the 
map between the known quantities - the initial reflection kernel and one of the material functions - to the 
unknown material function is continuous and differentiable. It also shows that the linearisation of this map 
is a bounded operator. In §4 we consider the existence and uniqueness of solutions to the direct problem by 
similar procedures to that used in §2 and §3; this result is then used to give global existence to the inverse 
problem solution of §2. 
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2. The Equation Formulation of the Inverse Scattering Problem for one Material Function. 
In this section we shall examine the inverse problem that occurs when one of the material related functions 
A or B, is assumed to be known and the other one is to be determined. This is of interest in practice (see 
[3]) and constitutes a simpler problem to the one which occurs when both A and B are to be identified. This 
latter case will be considered in another paper. 
2.1: The material function A is known, with B to be determined. 
This will correspond, in the electromagnetic problem modeled by equation (1.1), to requiring the iden-
tification of the conductivity with a priori knowledge of the material permittivity (see [3]). 
On substitution of (1.3) into (1.2), to eliminate the unknown B, we obtain 
1 it Rx - 2Rt = -(4R(x, 0) + A(x))R(x, t) - -2. (2A(x) + 4R(x, 0)) 0 R(x, t - s)R(x, s) ds, (2.1) 
0 ~ x ~ 1,0 ~ t ~ 2(1- x). 
In (2.1) the second argument of R, which denotes the position of the right-hand boundary point, has been 
suppressed as it will be in the sequel( see (1.3)). Notice that (2.1) is not a standard Volterra integro-
differential equation because the unknown R in the integrand of the right-hand-side also depends upon t. 
Observe that the partial derivatives on the left-hand-side may be converted into a directional derivative 
along the characteristic direction by a suitable change of independent variable. To this end, following Vogel 
[9] we consider the change of independent variable T = x + t/2 in order to convert the partial derivatives 
on the left-hand-side of (2.1) into a directional derivative. This will transform the region D into O ~ x ~ 1, 
x ~ r ~ 1,(see Figure 2), and on redefining the dependent variable as u(x;r) = R(x,2(r- x)) = R(x,t) we 
find 
dV 1T 
-(x; r) = -(4u(x; x) + A(x))u(x; r) - 2(2u(x; x) + A(x)) u(x; T + x - s)u(x; s) ds, dx x (2.2) 
0 ~XS 1, XS TS 1, 
with initial conditions 
u(O; r) = R(O, 2r) = R(O, t), 0 Sr S 1. (2.3) 
The inverse scattering problem can now be stated as, given u(O; r) for O s T S 1, find u(x; x ), for 
Os x s 1, from the solution of the Volterra B-space integro-differential equation (2.2). In equation (2.2) it 
is seen that knowledge of u at state r is not sufficient, it requires knowledge of u at all states between x and 
r. Thus (2.2) describes a system with memory in the T variable, but not in the x variable. The function B 
is then obtained from 
B(x) = 4u(x; x) + A(x), 0 S x S 1. (2.4) 
It is seen that (2.2) can also be considered a Banach space (B-space) valued ordinary differential equation, 
and we can consider u : [O S x S 1] f-+ T as a mapping into the B-space T. The B-space T is the 
space of continuous functions C([O, 1]) with the topology defined by the usual supremurn norm lluiiT = 
suprE[O,l]{11(x;r)}, for fixed x E [0,1]. This means that for fixed x the functions u(x) = u(x;r) form the 
points of the B-space T. We set. U to be the space of continuous functions u : [O ~ x S 1] f-+ T, that is 
U = C([O :S :i.· :S 1], T), and choose the norm for U as 
llullu = sup lluiiT, 
OS:rSl 
(2.5) 
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then ( U, II· llu) is a B-space. We shall also assume that A belongs to the parameter subspace P, PC C([O, 1]) 
which is a B-space with the appropriate supremum norm. 
1 
D 
0 1 x 
Figure 2. Transformed region D. 
We now rewrite (2.2) in the standard form 
du 
dx (x; r) = F(x. u(x))(r), 0 '.S x '.S 1, 
with initial conditions 
u(O) = uo = u(O; r), 0 '.Sr .'.S 1, 
(2.6) 
(2.7) 
where u0 E T, and the mapping functional on the right-hand-side of (2.6), F : [O, 1) x T ,_. T is to be 
described by 
{
-(4u(x; x) + A(x))u(x; r) - 2(2u(x; x) + A(x)) f" u(x; r + x - s)u(x; s) ds, 
F(x,u)(r) = x 
-(4u(x;x) + A(x))u(x;r) 
Note that F will be continuous at r = x. 
X :ST :S lj 
0:Sr:Sx, 
(2.8) 
It follows that the evolution of u( x) as x increases is described by the non-linear ordinary differential 
equation (2.6), and where we have extended the definition of Fin (2.8), in order to simplify the statement 
of the mathematical properties of (2.2). 
The mapping between the interface reflection kernel R(O, 2r) and the unknown material function B is 
given explicitly by (2.4) and (2.6) through (2.8), and it is the mathematical properties of this mapping that 
we wish to consider in this paper. Examination of (2.4) shows that it suffices to examine the non-linear map 
G: u0 (r) ,_. u(r; r), where uo ET, u('T': -;-) EU, so that G: T ,_. U. Notice we have chosen to user as the 
independent variable here, rather than x as in (2.4), for convenience in describing the map G. To examine 
the continuity and differentiability of the functional map G we must first examine the mapping properties 
of F. 
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LEMMA 2.1. 
properties. 
With F defined as in (2.8) and with A E P then the mapping F has the following 
(i) F : (0, 1) x T x P 1--+ T. 
(ii) For each u ET, F(x, u) is continuous with respect to x. 
(iii) For each x E [O, 1) and r E [O, 1), F is Frechet partial differentiable with respect to u, and with 
F.., = ~~ ( x, u) : T 1--+ T this derivative is defined by the differential 
{
-(4u(x; x) + A(x))v(x; x) - 4v(x; x) J; u(x; T + x - s)u(x; s) ds 
(F.., (x, u)v )( r) = -4u(x; r)v(x; x) - 4(2u(x; x) + A(x )) J; u(x; r + x - s )v(x; s) ds, 
-(4u(x; x) + A(x))v(x; x) - 4u(x; r)v(x; x), 
where v ET. 
x $ 7 $ 1; 
Os 7 ~ x, 
(2.9) 
(iv) For x E (0, ,], 0 $ 1 $ 1 and r E [O, 1), F is Lipschitz continuous with respect to u in the ball 
BM= {u ET: llullr:::; M}, with Lipschitz constant equal to (l + 4M)IIAllp + 12M + 8M2 • 
(v) For each x E (0, 1] and r E [O, 1), F is continuous with respect to A. 
(vi) For each x E [O, 1] and r E [O, 1], F is Frechet partial differentiable with respect to A, and with 
FA = ~~ (x, u) : P 1--+ T this derivative is defined by the differential 
FA x, U 7 V X = x ( ( .)( )) ( ) {
-(u(x; r) - 2 f u(x; r + x - s)u(x; s) ds)v(x), 
-u(x; r)v(x), 
where v E P. 
x $ 7 $ 1; 
0 $ 7 $ x, 
(2.10) 
(vii) For each x E [O, 1) and r E [O, 1], F..,, and FA are jointly continuous so that F is Frechet differentiable. 
(viii) IF(x, u)I:::; (4llullr + IIAllp )llullr + 2(2llullr + IIAllp )llull}(r - x)+, where (r - x)+ = 0, if x > r. 
Proof: This is standard, see Appendix A. I 
REMARK 2.1. Concerning part (iv), until more is known about the solution of (2.6) and (2.7) nothing 
more can be said about')' other than it is dependent on M (see §3). 
2.2: The material function B is known, with A to be determined. 
This will correspond, in the electromagnetic problem modeled by (1.1), to an inverse problem of iden-
tification of the permittivity with a priori knowledge of the material conductivity (see [2]). 
On substitution of (1.3) into (1.2), to eliminate the unknown A, we obtain 
1 t Rx - 2R1 = -B(x)R(x, t) - 2(2B(:t') - 4R(x, 0)) Jo R(x, t - s)R(x, s) ds, (2.11) 
0:::; x:::; 1, 0:::; t:::; 2(1 - x). 
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Again notice that (2.11) is not a standard Volterra integro-differential equation because the unknown in the 
integrand of the right-hand-side depends upon t. Following §2.1, we utilise the same change of independent 
variable and the same dependent variable notation to find 
du 1T 
-(x; r) = -B(x)u(x; r) - 2(2B(x) - 2u(x; x)) u(x; r + x - s)u(x;s) ds, 
dx x (2.12) 
O S x S 1, x S r S 1, 
with initial conditions 
u(O; r) = R(O, 2r) = R(O, t), 0 Sr S 1. (2.13) 
The inverse scattering problem can now be stated as - in a similar manner to §2.1 - given u(O; r), for 
O S r S 1, find u(x; x), for O S x S 1, from the solution of the Volterra B-space integro-differential equation 
(2.12). The function A is then obtained from 
A(x) = B(x) - 4u(x; x), 0 S x S 1. (2.14) 
We again follow §2.1, and define u(x) = u(x; r) and consider (2.12) to be the B-space valued ordinary 
differential equation (2.6) with initial conditions (2.13), and where the mapping function F: [O, 1) x Ti-. T 
is now described by 
{
-B(x)u(x; r) - 4(B(x) - u(x; x)) f u(x; r + x - s )u(x; s) ds, x Sr S 1; 
F(x, u)(r) = -B(x)u(x; r) x OS r S x. (2.15) 
Note F is continuous at r = x. 
The evolution of u( x) as x increases is described by the equation (2.12), and in terms of the original 
imbedding equations the initial data uo(r) = R(0,2r), 0 Sr:; 1, is mapped to u(r,r) = -,t(A(r)- B(r)), 
O S r S 1, so that 
A(r)=B(r)-4u(r,r), 0:Sr:Sl. (2.16) 
The mapping between the measurement and the unknown material function A is given explicitly by 
(2.16), (2.6) and (2.13) through (2.15). The mapping properties of the functional Fare described next. 
LEMMA 2.2. 
properties. 
With F defined as 111 (2.15) and with B E P then the mapping F has the following 
{i) F : [O, 1) x T x P .-. T. 
{ii) For each u ET, F(x, u) is continuous with respect to x. 
{iii) For each x E [O, 1] and r E [O, 1], F is Frechet partial differentiable with respect to u, and with 
Fu = t~ ( x, u) : T i-. T this derivative is defined by the differential 
{
-B(x)v(x; r) + 4v(x; x) J; u(x; r + x - s)u(x; s) ds 
(Fu(x, u)v)(r) = -8(B(x)- u(x; x)) J; u(x; r + x - s)v(x; s) ds, 
-B(x)v(x; r), 
where v ET. 
x Sr S l; 
OS r S x, 
(2.17) 
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(iv) For each x E (0, ,), 0 ~ 1 ~ 1 and r E (0, 1), F is Lipschitz continuous with respect to u in the ball 
BM= {u ET: llullT ~ M}, with Lipschitz constant equal to (1 + 8M)IIBIIP + 12M2 • 
(v) For each x E (0, 1] and r E (0, 1], F is continuous with respect to A. 
(vi) For each x E (0, 1] and r E (0, 1], F is Frechet partial differentiable with respect to B, and with 
FE = g~ (x, u) : P f-+ T this derivative is defined by the differential 
( ( )() () {
-(u(x;r)-4[u(x;r+x-s)u(x;s)ds)v(x), 
FE x, u r )v x = "' 
-u(x; r)v(x), 
where v E P. 
x ~ r ~ 1; 
0 ~ r ~ x, 
(2.18) 
(vii) For each x E (0, 1] and r E [O, 1), Fu and FE are jointly continuous, so that F is Frechet differentiable. 
(viii) !F(x, u)I ~ IIBIIP!lul!T + 4(11B!IP + l!ul!T )llull}(r - x)+, where (r - x)+ = 0, if x > r. 
Proof: This is standard and very similar to the proof of Lemma 2.1 which is sketched in the Appendix A.I 
Remark 2.1 is pertinent to this Lemma also. Again as in §2.1 the mathematical properties of the map 
G: u0 (r)---+ u(r, r), where u0 ET, u(r, r) EU so G: T---+ U, is of major interest for this inverse problem. 
3. Properties of the Inverse Scattering Map 
We can now state the continuity and differentiability results for the map G : T f-+ U for both the problems 
considered in §2. The results are based upon the classical Picard-Lindelof theorem for B-spaced valued 
ordinary differential equation initial value problems. See for example Zeidler [11, §§1.6, 3.3 , 3.5, 4.11 ] for 
a recent discussion of this theorem. 
We are considering the problem 
du dx (x; r) =F(x, u(x),p(x))(r), O ~ x ~ 1, (3.1) 
u(O) =uo, 0 ~ r ~ 1, 
where u, u 0 ET, and Fis as given in either (2.8) or (2.15) depending on whether we are considering the 
problem of §2.1 or §2.2, respectively. Notice we have included a third variable in the dependency list of Fin 
(3.1), this variable pis t.o be taken as either A or B depending on whether §2.1 or §2.2 is being considered, 
and p E P. 
Recall that with F continuous with respect to x equation (3.1) is equivalent to the integral equation 
u(x) = uo + i'' F(s, u(s),p(s)) ds, (3.2) 
and the Banach fixed-point theorem applied to (3.2) as utilised in the Picard-Lindelof theorem guarantees 
the existence of a unique local solution to (3.1) when F is locally Lipschitz continuous with respect to its 
second variable. 
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LEMMA 3.1. With uo ET, and F possessing the properties of either Lemma 2.1 or Lemma 2.2 
(i) The initial value problem (3.1) has exactly one continuously differentiable solution u E BM either for 
all x E (0, 1], or else on a subinterval [O, bl, 0 < b ~ 1 which is maximal with respect to extension of 
solution. 
(ii) The solution u depends continuously upon the initial data uo and the parameter p. 
REMARK 3.1. The standard Picard-Lindelof theorem gives local existence and the standard continu-
ation argument (see for example (1, page 25]) gives the maximal extension. The continuous dependence of u 
on the initial data result is a consequence of the Gron wall lemma, and so its modulus of continuity depends 
on the Lipschitz constant of F. 
In order to obtain global existence and uniqueness for solutions of (2.6) we need a comparison result. 
Suitable scalar comparison equations are provided via Lemma 2.1 (viii) and Lemma 2.2(viii), however even 
these equations appear to be intractable by analytic quadratures. However in the special case for which the 
a priori function A or B are known to be identically zero we find. 
LEMMA 3.2. 
(i) Problem §2.1: When A= 0, if O < uo(T) < a:, then (3.1) has a unique solution u which exists on the 
entire interval O ~ x ~ 1. Here a is the positive zero of 
1 1 
- - 1 - ln(l + - ) = 0, 
a: a: 
and a ~ 0.45. 
(ii) Problem §2.2: When B = 0 .. if juo(T)j < (27)-1 then (3.1) has a unique solution u which exists on the 
entire interval O ~ x ~ 1. 
Proof: 
(i) From Lemma 2.l(viii) a suitable comparison equation is ~~ = 4y2(y + 1), y = Yo and this has solution 
which exists on (0, 1] only if O < Yo(T) < u:. 
(ii) From Lemma 2.2(viii) a suitable comparison equation is t = 4y3(T- x), y = Yo, and this has solution 
y = [y5f (1 - 8y5( TX - x 2 /2))]11 2 , which exists on [O, 1) only if !Yo( T) I < (2Tt 112 , T E [O, l]. I 
REMARK 3.2. This last lemma provides a characterisation result for the inverse problem for the 
case of A or B identically zero, and part (ii) is a slightly stronger result than Vogel's [9]. 
We shall now quote an existence and uniqueness theorem which is applicable to the inverse problems 
of §2 when the reflection kernel is both known exactly and to arise from such a problem. The proof of this 
theorem is deferred to §4. 
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THEOREM 3.1. There is a unique solution to the inverse problems o/§2.1 and §2.2 with exact initial 
data R(O, t), 0 :St :S 2. 
We shall now examine the linearisation of the inverse scattering maps discussed earlier. In order to 
emphasise the dependence of the solution of (3.1) on p and on the initial values u0 we will write u( x; u0 ; p )( r) 
instead of u(x)(r) in the next lemma. It is convenient to define the partial derivatives of u with respect to 
p and uo as 
v(x) = up(x,tt0 ,p), and w(x) = Uu 0 (x,ua,p). 
LEMMA 3.3. With uo, p and F possessing the properties of either Lemma 2.1 or Lemma 2.3 the 
mapping (uo,P) 1-+ u(x; u;p) is Frechet differentiable, and with the partial derivatives w : T 1-+ T and 
v : P 1-+ T given as the solution of 
dv 
dx (x) =Fu(x, u(x), p(x))v(x) + Fp(x, u(x),p(x)), v(O) = 0, 
ddw (x) =Fu(;v, u(x), p(x))w(x), w(O) = I. 
x 
(3.3) 
The implicit function theorem is utilised to prove this last Lemma (see (11, §4.11]). 
REMARK 3.3. The differentials corresponding to the derivatives v and w for any v0 E P or w0 ET 
are given by vvo and wwa, respectively. The differential of the mapping then being given by 
dG(uo,p) = G'(uo,P)(wo, va) = vvo + wwa. 
We note that the map considered for mathematical convenience throughout most of this section is the 
mapping of the initial value (2.3) or (2.13) and the known material function to u(r; r), r E (0, 1], and it is 
denoted by G, whereas the physical map, G, of interest provides the mapping G : T x P 1-+ P. That the 
inverse scattering problems of §2 depend continuously on the given data can now be stated. 
THEOREM 3.2. If R(O, t), 0 :S t :S 2 is continuous in t then the mappings (i) from §2.1, 
G : ( R(O, t), B( x)) 1-+ A( x), and {ii) from §2.2 G : ( R(O, t), A( x)) 1-+ B( x ), are continuous and differen-
tiable with respect to R, and B or A respectively. The form of the Frechet partial derivatives of the map 
G: T x P 1-+ Pare 
GR= ±J + R(x), 
Gp= (I+ H)L(x), (3.4) 
where the negative value in the expression for GR is taken for the problem of §2.1 and positive for problem 
§2.2 and where J is the rescaling map (]f)(x) = f(2x), 0 :S x :S 1, I( and iI are compact mappings and L 
is a continuous map. 
Proof: The continuity and differentiability of the mapping G follows directly from (2.4), (2.16), Lemma 
3.1 and Lemma 3.2. The proof of the form of the Frechet derivatives of the map G follows Vogel (9] (see 
Appendix B for a sketch of the proof for the more general case considered here). I 
REMARK 3.4. The importance of the compactness of I< and if is that these operators are bounded 
and hence the Frech et derivatives of the mapping are bounded operators. The quantitative bound for a specific 
·inverse problem must be found via computational techniques. 
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4. The Direct Scattering Problem 
We shall now consider the local an<l global existence, uniqueness and regularity of solutions to the direct 
scattering problem associated with (1.1) and (1.2). These properties will be used in the proof of Theorem 
3.1, to show a unique solution to the inverse problems of §2 exists, but they are obviously useful in their 
own right as the solution of this direct problem is of current interest. The functional differential equation 
by which we analyse the direct problem also provides a convenient computational scheme by which to solve 
the problem (10). 
We shall consider the change of independent variables y = x + t/2 in order to convert the partial 
derivatives on the left-hand-side of ( 1.2) into a directional derivative. This will transform the region D into 
0:::; y:::; 1, 0:::; t:::; 2y, see Figure 3, and on redefining the dependent variable as u.(t;y) = -2R(y-t/2,t) = 
-2R(x,t) we find 
du 1 1 (' di= - 2B(y-t/2)u(t;y)- 8(A(y-t/2)+B(y-t/2)) Jo u(s;y)u(t-s;y)ds, 0::; t:::; 2y,0:::; y:::; l, (4.1) 
with initial conditions 
1 . ) 
u(O; y) = - 2(A(y - B(y)) = -2R(y, 0), O~y::;l. (4.2) 
The direct scattering problem can now be stated as given u(O;y), for O:::; y::; l. find u(t;t/2), for O::; t ~ 2, 
(or equivalently u(2y; y), for O :S y :::; 1) from the solution of the Volterra functional differential equation 






Figure 3. Domain of definition of (4.1). 
/ 0 
1 y 
In order to consider the theoretical aspects of the solution of (4.1) we find it convenient as in §2 and §3 
to consider equations ( 4.1), ( 4.2) through B-space ordinary differential equation theory. We therefore rewrite 
(4.1) in the standard form 
du 
dt(t; y) = F(t, u(t))(y), 0 :St:::; 2, ( 4.3) 
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with initial conditions 
u(O) = Uo = u(O; y), 0 Sy S 1, 
where u0 , u E Y and Y is the B-space of continuous functions C([O, l]) with norm 




for fixed t E [O, 2]. Again as in §2 this will mean for fixed t the function u(t) = u(t; y) = -2R(x, t) will 
form points of the B-space Y. The mapping function on the right-hand-side of (4.3) F : [O, l] x Y HY is 
described by 
F(t, u)(y) = { ~1B(y - t/2)u(t; y)- i(A(y- t/2) + B(y - t/2)) J~ u(s; y)u(t - s; y) ds, OS t S 2y; 
2y st S 2. 
(4.5) 
Notice F is continuous at t = 2y, with the definition A.(x) = B(x) = 0, x < 0, and in equation (4.3) the 
knowledge of u at state t is not sufficient, but it requires knowledge of u at all states between O and t. Thus 
( 4.3) describes a system with memory in the t variable, but not in the y variable. This later property will 
mean ( 4.1) is particularly efficient for computation (see [10]). 
We define Ua to be the space of continuous functions Ua = C([O S t s al, Y), 0 s a s 2, with an 
appropriate norm modeled on (2.5). As in §2 to proceed further we need the regularity properties of F. 
LEMMA 4.1. 
properties. 
With F defined as in ( 4.5) and with A, B E P then the mapping F has the following 
(i) F: [O, 2] x Y x P x PHY. 
(ii) For each u E Y, F(t, u) is contin·uous with respect tot. 
(iii) For each t E [O, 2] and y E [O, 1L F is Frechet partial differentiable with respect to u and with Fu = 
i~ (t, u) : TH T this derivative is defined by the differential 
{
-iB(y - t/2)v(t; y) - i(A(y - t/2) 
(Fu(t, u)v )(y) = +B(y - t/2)) J~ u(t - s; y)v( s; y) ds, 
0, 
OS t S 2y; 
2y St S 2. 
(4.6) 
(iv) For each t E [O, C¥], 0 < a s 2 and y E [O, l], F is Lipschitz continuous with respect to u in the ball 
BM= {u E Ua: llulJu.,, SM}, with Lipschitz constant equal to illBllp + :t(IIAllp + IIBllp)M. 
(v) For each t E [O, 2] and y E [O, l], F is continuous with respect to A and B. 
( vi) For each t E [O, 2] and y E [O, l], F is Frech et partial differentiable with respect to A or B. 
(vii) IF(x, u)I S !IIBIIPllully(t) + f(IIA+ Blip) J~ llulJy(s)lluliY(t- s) ds, where the notation llullY(s) is used 
to explicitly illustrate that the scalar quantity llullY is a function of the ordinates. 
Proof: Again this follows a similar lines to Lemma 2.1. I 
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The Picard-Lindelof theorem now guarantees existence of a unique local solution to ( 4.3) and Lemma 
3.1 can be taken to apply with appropriate changes, viz x E (0, 1) replaced by t E (0, 2), 0 :S: b :S: 2 and 
the parameter p is now taken to represent A and B. Because of the local nature of this result ( due to the 
Lipschitz result in Lemma 4.1 part (iv)) we resort to a comparison equation to assert the existence of a 
unique solution to ( 4.3) on the whole interval O :S: t :S: 2. 
THEOREM 4.1. With uo E Y, A, B E P, and F possessing the properties of Lemma 4,1 the direct 
scattering problem ( 4.3) has exactly one continuously differentiable solution u E U for all t E [O, 2) which 
depends continuously on the initial data ( 4.2) and the parameters A and B. 
Proof: Part (vii) of Lemma 4.1 shows that a suitable scalar comparison equation for (4.3) is 
dw [1 di= aw+ f3 Jo w(s)w(t - s) ds, w(O) = wo, (4.7) 
with a= 111BIIP, f3 = illA + BIIP and wo = llujjy. Equation (4.7) has a solution 
(4.8) 
(see Appendix C), where 11 is the modified Bessel function of the first kind. The local existence theory for 
( 4.3) assures it has a unique solution in C([O, b]), 0 < b :S: 1, and examination of ( 4.8) shows that this solution 
is continuous in the region t E [O, 2). It therefore follows that (4.3) has a unique solution on (0, 2]. 
The Gronwall Lemma and the equivalent of Lemma 3.2 provides the continuity of the solution of ( 4.3) 
on the initial data and parameters, because of the results of parts (iv) and (vi) of Lemma 4.1. I 
We are now in a position to prove Theorem 3.1. 
Proof of Theorem 3.1: The fact that a solution to (3.1) exists when the reflection kernel is exact follows 
directly from Theorem 4.1. In particular the continuity of the solution with respect to the material functions 
A and B is required; but this existence implies immediately an a priori estimate for F in (3.1), that is 
IIFjjy < k for all x E [O, 1], TE [O, 1), which yields the result (see (11, §3.3]). I 
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Appendix A 
Proof of Lemma 2.1: We shall sketch the major steps. 
( i) We must show F ( x, u) ( r) is continuous in r for fixed x E (0, 1], and this follows from 
IF(x, u)(t) - F(x, u)(r)I s; l4u(x; x) + A(x)l lu(x; t) - u(x; r)I + 2l2u(x; x) + A(x)lx 
( max lu(x;r+w)-u(x;t+w)l llullT lt-xl+llullTlr-tl) 
O~w~:v-7 
__, 0 as It - rl __, 0, 
provided u E T and A bounded. 
(ii) To prove continuity of F with respect to x and for u ET let O s; x, y s; 1 and r > y, then for fixed u 
IF(x, u)(r)- F(y, u)(r)I s; 4lu(y;y)u(y; r) - u(x; x)u(x; r)I + IA(y)u(y; r) -A(x)u(x; r)I 
+ 2(2lu(y; y) - u(x; x)I + IA(y) - A(x)l){1
7 
lu(x; r + x - s)u(x; s)I ds 
+ 2(2lu(y; y)I + IA(y)I){ 17 lu(y; r + y - s)u(y; s) - u(x; r + x - s)u(x; s)I ds 
- 1Y lu(x;r+x - s)u(x;s)lds} 
s; 4lu(y; y)u(y; r) - u( x; x )u(x; r) I + IA(y )u(y; r) - A( x )u(x; r) I 
+ 2(2lu(y; y) - u(x; x)I + IA(y) - A(x)l)llull}lr - xi 
+ 2(2llullr + IIAIIP) x 
{ max lu(y; r + w)u(y; r - w) - u(x; r + w)u(x; r - w)llx - YI 
O~W~7-y 
+ llull}ly- xi} 
-+ 0 as Ix - YI -+ 0, 
provided u E T and A E P. \Vhen r s; y the continuity follows more simply. 
(iii) To prove that (2.17) is indeed the Frechet differential of (2.8) we must show that the operator Fu(x,u) 
is linear (obvious), bounded that is Fu E .C(T, T) ( and this follows immediately because of the initial 
assumptions on u and A), and 
IIF(x, u + v) - F(x, u) - Fu(x, u)vllr = o(llvllr ), 
for u, v ET. This last requirement can be easily shown by first forming the difference F(x, u+v )-F(x, u) 
and then subtracting (2.17) from the resultant. This leads to 
F(x, u + v) - F(x, u) - F.,(x, u)v = - 4v(x; x)v(x; r) - 8v(x; x) 17 u(x; r + x - s)v(x; s) ds 
and so 
- 2(2u(x;x) + A(x) + 2v(x;x)) 17 v(x;r + x - s)v(x;s) ds, 
IF(x, 11 + v) - F(x, u) - F.,(x, u)vl s; 4llvll} + Bllvll} llullrlr - xi 
+ 2(12u(x; x) + A(x) + 2v(x; x))lllvll} Ir - xi 
= o(llvllr ). 
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Note the commutativity of the convolution operator has been invoked to obtain (2.7) 
(iv) To find the Lipschitz constant for the function F we observe that the mean-value theorem provides a 
simple way to do this because of the result (iii). For u,v ET, and with llullT:::; Mand llvllT:::; M then 
IIF(x, u) - F(x, v)IIT:::; llu - vi IT sup IJFu(x, au+ (1- a)v)IIT, 
O~a:Sl 
thus it remains to bound the Frechet derivative of F. 
Now for any w E T 
J(Fu(x, w)v)(r)J =:;(J4w(x; x)J + JA(x)l)Jv(x; r)J + 4Jw(x; r)v(x; x)J + 4Jv(x; xJ 1T llwllf ds 
+ 4(2Jw(x; x)J + IA(x)I) 1T llwllTllvllT ds 
=::;12llwl1Tllvllr + Bllwll}llvllT + IIAIIP(l + 4llwllT)llvllT· 
Thus on using the definition of the operator norm 
IJFu(x, w)(r)llr =::; 12llwllT + Sllwll} + IIAllp(l + 4llwllT ), 
and as llau + (1 - a)vll :'.S allull + (1 - a)llvll:::; M, with llullr:::; Mand llvllT :::; M it follows 
IIFu(x, cm+ (1 - a)v)llr =::; 12.M + 8M2 + IIAllp(l + 4M). 
Observe that in the generalised mean-value theorem we have restricted attention to a convex set by virtue 
of the ball BM being convex. 
(v) The continuity of F with respect to A follows immediately as F is a linear function of A. 
(vi) The Frechet derivative of F with respect to A can be easily found formally via linearisation and its 
proof follows the lines of part (iii). 
(vii) This follows the proof of parts (ii) and (v). 
( viii) From (2.8) we easily find the inequality 
JFI =::; (4Ju(x; x)I + JA(x)l)lu(x; r)I + 2(2Ju(x; x) + IA(x)I) 1T lu(x; 7 + x - s)u(x; s)J ds, 
and as lu(x;s)I:::; lluJlr for alls E (0,1] with x fixed 
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Appendix B 
Proof of Theorem 3.2: Note we shall outline the proof for Gp since the proof for GR is almost identical to 
Vogel's (9] (with a slight change in notation). The first equation (3.3) can be written as the integral equation 
vva(x)= l" Fp(x,u,p)v0 dx+ l" Fu(x,u,p)vv0 dx, o::;x::;1. (B.l) 
By defining the second integral operator in the right-hand-side of (B.1) as L2 , where L2 : 0((0, x], P) HU 
we see 
IIL21l& :S l!Fu(x,u,p)IJ&/(n!). 
Use of Lemma 2.1 or 2.2 parts (iv) shows that the series :z:=l L2 converges in the uniform operator topology 
to an operator H E .C(U, U). Let us denote the extension of z E T to U by Ez and the pointwise restriction 
at x of z E U by Pxz = z(x) so that E : TH U and Px : U HT. We define the first integral operator on 
the right-hand-side of (B .1) to be L1, it can then be shown that Li is a continuous operator on the same 
spaces as L2 . It follows from (B.1) that 
so that 
where the composition Pxl is the identity on T, and it can be shown PxH : Ux H Ux is compact via the 
Arzela-Ascoli theorem. I 
Appendix C 
The analytic solution to ( 4.7) can be found by use of the Laplace transform. We denote the Laplace 
transform of a function w( t) by w( s) or .C( w) ( s), where s is the Laplace transform independent variable. 
Then ( 4. 7) becomes on taldng its transform 
f3(i} + ( a - s) ,w + wo = 0 
On taking the negative branch of the square root function, one of the roots of this equation yields 
w(s) = (2/3)- 1((s - a) - )(s - a) 2 - 4/Jwo . 
The use of the inverse Laplace transformation, the shift theorem, and the transform pair 
then yields the solution ( 4.8). 
