We develop non-asymptotically justified methods for hypothesis testing about the p−dimensional coefficients θ * in (possibly nonlinear) regression models. Given a function h : R p → R m , we consider the null hypothesis
Introduction
A common feature of the existing procedures that are deemed "practical" for testing nonlinear hypotheses about regression coefficients is that they hinge on asymptotic validity to some extent. This occurrence is perhaps not coincidental as asymptotic analyses often allow one to focus on some "leading" term(s) by assuming the "remainder" term(s) approach to zero faster, which can be quite convenient for determining the threshold in a test. However, many real-world applications (in controlled experiments, for example) have a limited sample size which renders any asymptotic argument questionable. Our primary goal is to find situations where effective nonasymptotic methods can be developed for hypothesis testing about the coefficients θ * ∈ R p in regression models. Given a function h : R p → R m , let
where Ω is a nonempty closed subset of R m and h is allowed to be nonlinear in θ * .
Relative to existing literature, we consider these broader forms of hypotheses and the impact of m, the number of restrictions in the null hypothesis H 0 . Throughout this paper, we assume that {θ ∈ R p : h(θ) ∈ Ω} = ∅ and H 0 does not contain any redundant restrictions. Our main focus is the following Gaussian regression model
In the equation above, the functional form of g (V i ; θ * ) is known and may be nonlin-
is an n−dimensional vector of responses; V = {V i } n i=1 ∈ R n×k is the matrix of covariates with the ith row specified by
∼ N (0 n , σ 2 I n ) and is independent of V , where 0 n denotes an n−dimensional vector of zeros; θ * is a p−dimensional vector of unknown coefficients and p is allowed to exceed k as well as the sample size n. Throughout the paper, we make our argument by conditioning on V .
In (1) , allowing h to be nonlinear functions of θ * can be very useful. For example, policy researchers are often interested in testing whether
lies in some interval. These quantities are referred to as the average partial effect (APE) of v ij s on E (Y i |V i = v i ) = g (v i ; θ * ), holding all the other v il s constant (l = j). For evaluating policy interventions in social science or treatment procedures in medical studies, both applied and theoretical researchers have recognized the importance of APEs for understanding the magnitudes of effects (see [21] for more discussions on this topic). If g (v i ; θ * ) = v i θ * in (2), the APE of v ij s is simply θ * j . However, when a nonlinear model is used to analyze the effects of v ij s, the APEs often depend on θ * in a nonlinear fashion and the individual coefficients themselves may no longer convey interpretable information about the effects of v ij s. This paper makes several contributions. First, the new method we propose provides a finite sample alternative to the classical asymptotic procedures (such as the Wald, Lagrange multiplier, and likelihood ratio tests) for testing a single or multiple nonlinear hypotheses about coefficients in regression models where p is small relative to n. Second, this method can be used for testing simultaneous (nonlinear) hypotheses when p is comparable to or larger than n and the number of restrictions in H 0 is large relative to p − n, in which case it becomes possible to bypass the sparsity assumption on θ * , regularization (on the estimates of θ * ), and other inherent challenges in an inverse problem. As we will see in the subsequent sections, it is quite natural that the coverage properties of our procedure as well as the control on the Type I error do not rely on any form of sparsity in θ * . In terms of the Type II error control, we exploit that more restrictions (larger m) on θ * in H 0 result in fewer parameters to be determined, and if m is large relative to p − n, it is possible for the power of our test to not rely on any form of sparsity in θ * . This result suggests that our procedure can be useful for many economic applications where the ratio p n often stays constant but below 1, θ * may not have any sparsity structure, and the null hypothesis contains nonlinear restrictions (like the APE example given previously).
Third, we provide a different interpretation of our approach by exploring a pair of primal and dual optimization problems along with the so-called Farkas's lemma (see, e.g., [2] ). In particular, the primal (dual) problem is a feasibility (minimization) program where some or all of entries in the target (cost) vector are "corrupted" with additive i.i.d. noise, e.g., Gaussian. This perspective provides an interesting connection between our framework and Farkas' lemma (in math programming) under uncertainty, which points to some potential applications of our method outside traditional hypothesis testing.
Hypothesis testing in regression models
We choose our test statistics in the form of
for some pre-specified L−dimensional vector of functions f (V i ) =: X i . In (3),θ α is obtained by solving the following program 1 :
with q ∈ [1, ∞] chosen by the users. For 1 ≤ q ≤ ∞, we write ∆ q to mean
Here we suppress the dependence of θ α ,μ α in (4) on q for notational simplicity. The choice for r α,q in the first set of constraints is to be specified in Section 2. Statistical guarantees in this paper are stated in terms of (α, q).
Suppose g (V i ; θ * ) = V i θ * in (2) . For the special case q = ∞ and X i = V i , it is worth comparing program (4) with the well-known Dantzig selector:
Unlike (7), (4) involves a slack variable µ α in the first set of constraints, (5) and (6), as well as a different objective function (minimizing the slack variable, instead of minimizing θ 1 ). Consequently, the resulting solution to (7) is not constrained to satisfy h(θ dan ) ∈ Ω, whereasθ α in (4) satisfies h(θ α ) ∈ Ω. A solutionθ α to (4) may not necessarily be unique: that is, there might be differentθ α s that satisfy (4) while delivering the same (minimal) objective valueμ α . We refer to the non-negative scalar µ α in (4) as the "slack" variable that fills the gap between
When the null hypothesis is true, i.e., h(θ * ) ∈ Ω, the optimal valueμ α must be zero with probability at least 1 − α.
We derive (non-asymptotic) thresholds r α,q such that
where P 0 means under H 0 , P 1 means under H 1 and a "Level β Separation Requirement" (to be introduced in Section 2.1.3). Our decision rule is that if Ψ q (θ α ) ≥ r α,q , we reject the null hypothesis H 0 in (1) at the 1 − α confidence level. In addition to the guarantees on the Type I and Type II errors, we also construct confidence regions in terms of θ α ,μ α .
Comparison with existing results
At first glance, there seems no lack of non-asymptotic bounds on the l p −error (often p ∈ [1, 2] or p = ∞) of some regularized estimator (such as the various Lasso estimators and Dantzig selectors) concerning a sparse linear regression model (e.g., [5] ). However, these bounds (even in the sharpest forms) tend to involve quite a few unknown nuisance parameters that are hard to estimate in practice. In order to adapt the existing bounds for the purpose of inference, knowledge on the sparsity of θ * would be needed at a minimum; see the discussion in [10] . By contrast, the nonasymptotic thresholds in our testing procedure do not involve any unknown parameters related to sparsity. In particular, this paper studies nonasymptotic inference by exploiting the concentration phenomenon, which should be distinguished from another line of literature based on normal approximations using the Stein's Method, for example, [8] , [11] (also see [24, 25] whose methods are justified by the theory in [8] ). In particular, [11] develops results for hypothesis testing in the regime of n ≫ p; by contrast, we also study the regime where p is comparable to or larger than n. In [11] , some of the results are still only asymptotically valid and the other results (even though nonasymptotically justified) come with probabilistic guarantees that contain rather loose constants and dimension-dependent components.
If g (V i ; θ * ) = V i θ * in (2) and we choose q = ∞, X i = V i , then (3) is reduced to
This statistics shares some resemblance to the score-based correction term in the debiased Lasso literature (see, e.g., [9, 12, 19, 23, 24] ) as well as the decorrelated score in [15] . Unlike the debiased and decorrelated procedures which require an initial (consistent) estimator for (the sparse) θ * in the correction term, ourθ α here need not be consistent and is directly used in the test statistics (requiring no further debiasing or decorrelating step). In addition, our method is nonasymptotically valid, whereas the aforementioned papers hinge on the asymptotic normality of the debiased or decorrelated procedure. For choosing the non-asymptotic thresholds r α,q for general q ∈ [1, ∞], our proposal exploits sharp concentration of Lipschitz functions of Gaussian variables. The key component in our r α,q is data-driven and uses a Monte-Carlo approximation to "mimic" the expectation that is concentrated around and automatically captures the dependencies across coordinates. In this perspective, our results share some similarity as those in [1] ; however, [1] concern inference for the mean of a random vector while we consider inference about the coefficients (θ * ∈ R p ) in regression models.
In terms of relaxing sparsity assumptions, this paper shares slight similarity as [25] and [26] although our focus and approach are drastically different from those in [25] and [26] . First, [25] deal with H 0 : θ * j = θ 0 j for j ∈ M ⊆ {1, ..., p} and [26] deal with H 0 : a T θ * = b 0 for some prespecified a ∈ R p , b 0 ∈ R. Second, parts of the analyses in [25] and [26] still rely on sparsity to some extent (albeit considerably less compared to much of the existing literature) even in cases where p n stays constant but below 1; as a consequence, their methods still involve regularization (on the estimates of subcomponents of θ * ). Finally, like much of the existing literature, the statistical guarantees in [25] and [26] are asymptotic and require n → ∞.
Feasibility determination under uncertainty
The proposed framework in this paper can be motivated with a classical notion called "certificate of infeasibility" in operations research. Essentially, we can view hypothesis testing as determining a given system of inequalities is feasible or not when some of the system inputs are subject to uncertainty. For the exposition in this section, let us introduce the following pair of problems:
The book [2] refers to the d−dimensional column vectors in the matrix A ∈ R d×p as the resource vectors, b ∈ R d as the target vector in (10) and the cost vector in (11) ; θ ∈ R p and π ∈ R d are called the vectors of decision variables to (10) and (11), respectively. Note that program (10) is the dual of program (11) and vice versa. By convention in linear programming, the constraints in (10) are called the "standard form" and the d rows of A are assumed to be linearly independent (so we must have d ≤ p). Algorithms designed for linear programming can be used to determine whether a feasible solution exists for (10) .
The pair (10)- (11) is associated with the famous Farkas' lemma, which states that: (1) if (10) is infeasible, then there exists some π feasible for (11) such that π T b < 0; (2) if (10) is feasible, then there cannot exist a π feasible for (11) such that π T b < 0. This lemma has an important application in asset pricing, in particular the so called "absence of arbitrage" condition that underlies much of finance theory (see the example in [2] ).
In the classical paradigm, b is assumed to be precisely known and not subject to uncertainty. Started in the early 1970s, developing robust approaches to solving linear programming problems where data are subject to uncertainty has been extensively studied. Some of the well-known papers include, for example, [3, 4, 18] . Instead of contributing new optimization theory to this literature, our goal here is to show an interesting link between our framework and Farkas' lemma under uncertainty. Let us consider a special case of uncertainty where the first n (≤ d) components in b are corrupted with i.i.d. Gaussian noise, in which scenario we only observe (11) such that π T b < 0 (13)
There exists a π feasible for (11) such that π T b < 0.
To test the hypotheses above, we can adapt (4) and solve the following program:
.., n and A i is the ith row of A. Note that program (14) is simply a special instance of (4), where the constraints h(θ α ) ∈ Ω correspond to
if Ψ q (θ α ) ≥ r α,q , we then reject (12) and (13) at the 1 − α confidence level. As in Section 1.1, (8) and (9) also hold for (15) . This result can be viewed as the Farkas' lemma extended to cases where the target vector b in (10) (respectively, the cost vector in (11)) is corrupted with i.i.d. noise.
Organization of this paper
Section 2 establishes nonasymptotic control on the Type I and Type II errors for our method. We provide numerical evidence through a simulation study in Section 3. Section 4 provides additional extensions, which include some nonasymptotic justifications for inference in statistical models that involve non-Gaussian responses. All technical details are collected in the supplementary materials.
Main results
For the regression model (2), we begin with the scenario where σ 2 is known, and then consider the scenario where σ 2 is unknown. Throughout this section, we use E W [·] to denote the expectation over W only, conditioning on V .
Recalling the pre-specified L−dimensional vector of functions f (V i ) =: X i in Section 1.1, our first result establishes an "ideal" confidence region for
The "theoretical" optimal solution above,θ * α , is obtained by setting r α,q in (4) to
with its Monte Carlo approximation and a "small" deviation term. This approach results in a "practical" optimal solution,θ α , which can then be used to construct test statistics and a "practical" confidence region.
To state the first result, we introduce the following notation (which will appear in many places throughout this paper):
We can assume X is normalized such that
Proposition 2.1 . Assume (2) where W ∼ N (0 n , σ 2 I n ) and is independent of V . Then for any q ∈ [1, ∞], we have
with probability at least 1 − α.
Hypothesis testing
For the moment, suppose we set r α,q = r * α,q in (4) according to (17) . Under H 0 , (θ * , 0) is an optimal solution to (4). Consequently, given the test statistics (3) and a chosen α ∈ (0, 1), any optimal solution to (4) must satisfy
where P 0 means under H 0 . The claim in (20) suggests a test (with level α) based on the statistics Ψ q (θ * α ) and an "ideal" critical value, r * α,q , given in (17) . When W ∼ N (0 n , σ 2 I n ) and σ 2 is known, the first term
α,q can be approximated by MonteCarlo as follows. Let Z ∈ R n×R (independent of W and V ) be a matrix consisting of independent entries randomly drawn from N (0, 1) and the rth column of Z is denoted by Z r . By (63) and (64) 
Consequently, (61) yields the following concentration
(21) Combining (16) and (21) yields
Construction of critical values (r α,q ) and Type I error
For some chosen α 1 , α 2 > 0 such that α 1 + α 2 = α ∈ (0, 1), we let in (22),
Based on (22) along with the choices of t 1 and t 2 above, we set in (4),
Note that we can draw as many columns in Z as we want, to make 1 R τ α 2 ,q in (24) small; for a given α, we can let α 2 be smaller than α 1 because of the additional " 0) is an optimal solution to (4) with r α,q specified in (24) . Consequently, a (practical) optimal solution to (4) must satisfy
Remarks. In terms of control on the Type I error, the l q −norm in (3) and (4) can be generalized to the function ζ q : R L → R that satisfies:
This generalization is inspired by the construction in [1] . We simply let
and obtain
whereθ α is a solution to (4) with the l q −norm in the first set of constraints replaced by ζ q . Given ζ q is subadditive and bounded by the l q −norm, the result above follows from the simple fact that
Consequently, we can establish bounds that are identical to (16) , (21), (22) in terms of ζ q
n X T Z r , and then follow the same argument as what is used to show (25).
Practical confidence regions
Let θ α ,μ α be an optimal solution to (4) with r α,q specified in (24) . We have
with probability at least 1 − α. The argument for (27) is identical to what is used to show (18) (see more details in Section A.3). As we have pointed out in the introduction, there might be differentθ α s that solve (4) while producing the same (minimal) objective valueμ α . Consequently, there may be more than one confidence interval in the form of (26) and (27). In view of these intervals, the length of them is naturally
can be known exactly and we were able to set r α 1 ,q = r * α 1 ,q in (4) as in Proposition 2.1, then any resulting optimal solution θ * α ,μ * α to (4) should satisfy
with probability at least 1 − α 1 . Comparing (26) with (29), note that the difference in the right hand sides is
which can be made arbitrarily small with a large number of random draws in the Monte-Carlo approximation. Because of such an approximation, the probabilistic guarantee for (26) is bounded from below by 1 − α instead of 1 − α 1 . Given the statistics Ψ q (θ α ) in (3) based on (a practical)θ α and the critical value r α,q defined in (24), we have constructed a test with level α as shown in (25) . For a chosen β ∈ (0, 1), when can this test correctly detect an alternative with probability at least 1 − β? To answer this question, we introduce the "Separation Requirement" in the following section.
Separation requirement and Type II error
Letting Θ 0 := {θ ∈ R p : h(θ) ∈ Ω}, we choose β 1 , β 2 > 0 such that β 1 + β 2 = β ∈ (0, 1), and assume
with
for the prespecified α 1 , α 2 > 0 (used in (24)) such that α 1 + α 2 = α ∈ (0, 1). We will refer to (30) as the "Separation Requirement" at the level β. Our next result concerns the Type II error of the test based on Ψ q (θ α ) in (3) and r α,q defined in (24) . For completeness, we also include the result for the Type I error. Theorem 2.1 . Assume (2) where W ∼ N (0 n , σ 2 I n ) and is independent of V . For chosen α 1 , α 2 > 0 such that α 1 + α 2 = α ∈ (0, 1), consider the statistics Ψ q (θ α ) based onθ α and the critical value r α,q defined in (24) . For any q ∈ [1, ∞], we have
where P 0 means under H 0 . For the same r α,q used in (32) and chosen (30) is satisfied, we have
where P 1 means under H 1 and (30).
Discussions of the results
Some observations can be made from the results we have established so far. First, our guarantees do not rely on any form of sparsity in θ * , well behaved
. Second, the number of restrictions (i.e., m) in H 0 plays a significant role in our separation requirement. Suppose Θ 0 = ∅. For (30) to hold, it is almost necessary that m > p − n. If p ≤ n, this "necessary" condition is satisfied for any m > 0.
If p > n but m ≤ p − n, we can always find a solutionθ such that h(θ) ∈ Ω and g V i ;θ = Y i for all i. Consequently, we have
By (16),
, for a reasonably small Type I error α >
,q is small and our procedure is unlikely to detect the alternatives. As m gets larger relative to p − n, it becomes easier for (30) to be satisfied and our procedure to detect the alternative. Note that θ , 0 also solves (4) with probability 1 for any r α,q ≥ 0, and clearly the control on the Type I error remains valid. It is instructive to consider the case q = ∞. Whenever p − n < m < p, for (30) to hold, it is almost necessary that L + m > p (recalling L is the dimension of X i ). Suppose L + m ≤ p. We can always find a solutionθ such that
Once again, this fact leads to (34) and a similar consequence.
Lettingθ α be a solution that gives the optimal valueμ α and the L−dimensional vectorμ
Section A.3 then implies that θ α , μ α ∞ is a feasible solution to (4) with probability at least 1 − α. Consequently, the optimality of θ α ,μ α implies
In summary, asμ α increases, the actual separation μ α ∞ will never decrease and it becomes easier for our procedure to detect the alternatives. This fact has an implication on the choices of X i = f (V i ), which can be quite flexible in (4) given W i is independent of V i . Note that including more components in X i may or may not increase the optimal valueμ α as larger L introduces more constraints in (4) but at the same time increases r α,∞ . However, the latter effect might be dominated by the former when the increase in L is moderate: as we will see in (40), one can show that
with high probability, where we have imposed the normalization on X such that
Because of the "log L" factor in (35), under the alternative hypothesis, a somewhat larger L may shrink the feasible region for (4) and increase the optimal valueμ α as well as the actual separation
The union bound alternative
As an alternative, the union bound approach can also be used to construct a testing procedure. In particular, we can solve (4) with q = ∞ and
Consequently, the separation distance in (30) that allows us to correctly detect an alternative with probability at least 1 − β takes the form
Given (36) and (37), we can apply the same argument for Theorem 2.1 and arrive at (32) and (33) (with q = ∞ in both). In contrast to our previous concentration approach, (36) is derived from a simple union bound on
; as a consequence, the resulting threshold r α,∞ does not capture the dependencies between the coordinates.
We observe from (23), (24) and (31) that the quantities taking the form of log 1 ς are dimension free in the concentration approach. Instead, the leading term (16) and (31) reflects the "dimension complexity" and automatically takes into consideration the dependencies between the coordinates. This result is a direct consequence of the concentration phenomenon in Lipschitz functions of Gaussians. Suppose X is normalized such that 
and (31) becomes
which involves no dimension complexity (as desired).
Beyond the extreme example, more generally for q = ∞ and W ∼ N (0 n , I n ) (without much loss of generality by assuming σ = 1), Section A.5 shows that
for all L ≥ 20, and
for all L ≥ 2. While the nonasymptotic validity of our testing procedure does not require any growth conditions on the dimensionality, we see from (39) that δ α,β,∞ can tend to zero only when log L n = o(1) (if X does not contain identical columns). In certain situations, (24) and (31) (with q = ∞ in both) can be more conservative than their union bound counterparts. On the other hand, the extreme example discussed previously suggests that in situations where X consists of realizations from highly dependent random vectors, r α,∞ and δ α,β,∞ from the union bound approach can be bigger than (24) and (31) (with q = ∞ in both), respectively, due to the extra "log L" term. This result is similar in spirit to those of [1] , which study bootstrap confidence regions for the mean of a random vector with the concentration approach. For implementation of (4) with q = ∞, we may set r α,∞ to the minimum of (24) (with q = ∞) and (36).
Unknown noise variance
When no prior information on σ is available, Var (Y i ) may be used as an upper bound. We can easily estimate Var (
Y :=B κ with probability at least 1 − κ, where
In problems where Var(W i ) is a constant over i, V is fixed, and the only source of randomness in Y comes from W , replacing σ withB κ does not make r α,q a more conservative threshold for constructing confidence regions. In problems with a random design, usingB κ could result in confidence regions that are more conservative. We note that it is rather challenging to estimate σ precisely and obtain a sharp threshold simultaneously within our framework. The main reason is that our guarantee does not require a small
with high probability, which seems to be needed for consistent estimation of σ. On the other hand, if we were able to ensure a small prediction error, more assumptions might be required and our nonasymptotic control is likely to involve unknown nuisance parameters that are hard to estimate.
Simulations
In this section, we illustrate the performance of our procedure through a MonteCarlo experiment based on 100 repetitions. The data are generated according to the following model:
The matrix v consists of n rows, which are fixed realizations of i.i.d. draws from the normal distribution N (0 k , Σ) where Σ jj = 1 and Σ jj
∈ R k , and γ * ∈ R are the unknown coefficients (as a result, p = 2k + 1). For each of the 100 repetitions, the noise vector W is randomly drawn from N (0 n , σ 2 I n ) with σ = 0.5.
Let v i denote the ith row of v and g
Our hypotheses take the form
; θ * ). Two samples sizes, n = {30, 90}, are considered in our experiment. We first look at a low-dimensional scenario where k = 1 (i.e., v i = v i1 ) and θ * consists of 3 unknown components (p = 3 
in the low-dimensional scenario, and
∈ R 60 in the highdimensional scenario. The entries in X are normalized such that
We apply program (4) with q = ∞ and set r α,∞ to the minimum of (24) Tables 1 and 2 exhibit:
(ii) the average of
over 100 repetitions, (iii) the average of 2r α,∞ over 100 repetitions, (iv) the coverage probability, (v) the rejection probability.
The evidence from our simulation study supports the main points of Section 2. For our procedure to reject the null hypothesis, all it takes is sufficient separation in
and θ * need not have any form of sparsity. Also in view of (26) and (27), it is not surprising that the coverage probabilities of our procedure are not affected by whether θ * is sparse or not.
In contrast to "undercoverage" commonly reported in many asymptotic procedures, the coverage probabilities shown in Tables 1 and 2 suggest that our method tends to be conservative. The actual separation (ii) needed to achieve a power of around 95% or higher is somewhat comparable to (and smaller than) the theoretical prediction (iii). This result is plausible given that our control on the Type II error only states that β is an upper bound on the probability of our procedure failing to reject H 0 .
As shown in Tables 1 and 2 , the values of
s (i) that make most of the rejection probabilities around 95% or higher decrease as n increases from 30 to 90. This finding is intuitive: keeping all the other factors the same, the numbers of constraints and "free" parameters to be determined in (4) remain unchanged but r α,∞ decreases as n increases. Consequently, it takes smaller
s for our procedure to correctly reject H 0 . In addition, a larger L improves the power in most cases, for which we have provided an explanation in Section 2.1.4. 
Extensions
Beyond Gaussian regressions, it is possible to establish some nonasymptotic justifications for inference in statistical models that involve non-Gaussian responses.
Regressions with non-Gaussian noise
Our analyses in Section 2 exploit sharp concentration of Lipschitz functions of Gaussian variables. These analyses can be extended to regression models where the noise vector W is either bounded or has a strongly log-concave distribution. In particular, we have the following analogues of (16).
Lemma 4.1 . Suppose W has a strongly log-concave 3 distribution with parameter 3 A strongly log-concave distribution is a distribution with density p(z) = exp (−ψ(z)) such that for some ϕ > 0 and all
ϕ. Then for any q ∈ [1, ∞], we have
. For a fixed design V , if Y ∼ N (g (V ; θ * ) , Σ) and Σ ≻ 0, ϕ can be set to the smallest eigenvalue of Σ −1 . Beyond a normal distribution, [17] discuss quite a few examples of strongly log-concave distributions. 
If we know the distribution of W , our analyses from Section 2 can be, in principle, extended to construct inference procedures for regression models where W is either bounded or has a strongly log-concave distribution. However, sometimes we might not know the distribution for W ; instead, we may have more information on the distribution of Y than the distribution of W . In some applications, we might know Y consists of entries supported on [a, b] . For example, [16] and [22] estimate the APE of spending on math pass rates (
where Φ(·) denotes the standard normal c.d.f. and V i include the spending variable as well as other covariates. Another example is the binary response model
where Y i ∈ {0, 1} and the functional form of g (V i ; θ * ) is known; for example, g may be a "probit" or a "logit" in (44) and g (V i ; θ * ) = g (V i θ * ). Under the assumption
both binary and bounded response models can be treated in the same framework.
Bounded responses
In what follows, we consider (45) (independent of Y and V ), we use E ε [·] to denote the expectation over ε only, conditioning on Y and V , and E ε,Y |V [·] to denote the expectation over the distribution of (ε, Y ) conditioning on V .
As in Section 2.2, for q = ∞, the choice of r α,∞ can be based on simple union bounds. We omit discussions of this strategy but focus on the concentration approach for the more general cases q ∈ [1, ∞]. Like in the regression problem, we first establish the concentration of
Previously we have simply replaced
n X T Z r q and a "small" deviation. This strategy cannot be applied to the expectation S θ * directly. Instead, we first seek a reasonable upper bound which involves only {Y, X} and random variables from a known distribution. This result is stated in the following proposition.
consists of independent random variables, where
sequence of Radamacher random variables independent of Y and V . Under (45), we have
(48) Remarks. Note that bound (47) holds for any fixed θ (not just the true coefficient vector, θ * ). However, (48) 
we can replace S θ * with 
with probability no greater than α ∈ (0, 1), where
Based on (50) along with the choices of t 1 , t 2 and t 3 above, we set in (4),
Under H 0 , (θ * , 0) is an optimal solution to (4) with r α,q specified in (51). Consequently, a (practical) optimal solution to (4) must satisfy
Moreover, following the argument used for deriving (18) and (19), we can show that, an optimal solution θ α ,μ α to (4) must satisfy
For general q ∈ [1, ∞], the strategy where we replace S θ * in (46) by
plus some deviations only requires the correct specification of the conditional mean of Y i , i.e., (45). This treatment delivers generic confidence regions in the form of (53) and (54) for binary and fractional responses.
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A Supplementary materials

A.1 Alternative formulation
Instead of (4), we can work with an alternative formulation:
Here we slightly abuse the notations, whereμ α (also µ α ) in (55) is a vector and in (4) is a scalar. Like in (4), we suppress the dependence of (θ α ,μ α ) in (55) on (q,q) for notational simplicity.
To compare (55) with (4) from the computational perspective, we let F α 1 denote the set of (θ α , µ α ) that are feasible for (55) and F α 1,θ denote the set of θ α from F α 1 ; similarly, F α 2 and F α 2,θ are defined with regard to (4) . Note that an element (
On the other hand, the objective function in (55) is minimized over an L−dimensional vector as opposed to a scalar in (4) . These facts suggest that the choice between (55) and (4) incurs some trade-offs in terms of computational cost.
Theorem 2.1 holds for the alternative formulation. Moreover, the following results exhibit the "ideal" and practical confidence regions.
A.1.1 Ideal confidence regions
Proposition A.2.1 . Assume (2) where W ∼ N (0 n , σ 2 I n ) and is independent of V . Then, an optimal solution θ * α ,μ * α to (55) must satisfy
with probability at least 1 − α, where r * α,q is specified in (17) .
A.1.2 Practical confidence regions
Let θ α ,μ α be an optimal solution to (55) with r α,q specified in (24) . Then we have
A.2 Preliminary
Here we include several classical results which are used in the main proofs. We first introduce a definition of sub-Gaussian variables. 
for all λ ∈ R, and we refer to ν as the sub-Gaussian parameter.
Remarks.
1. Using the Chernoff bound, one can show that any zero-mean random variable U 1 obeying (60) satisfies
for all t ≥ 0.
Let
be independent zero-mean sub-Gaussian random variables, each with parameter at most ν. Then R −1 R i=1 U i is sub-Gaussian with parameter at ν/ √ R. To see this, note that for all λ ∈ R,
The following result exhibits the type of sub-Gaussian variables that are of interest to our analysis.
has a strongly log-concave distribution with parameter ϕ > 0 and f : R n → R is L−Lipschitz with respect to the Euclidean norm. Then for all λ ∈ R, we have
As a consequence,
Remarks. The proof involves the so-called "inf-convolution" argument and an application of the Brunn-Minkowski inequality; see [6] and [14] .
consists of independent random variables, all of which are supported on [a, b] . If f : R n → R is separately convex 4 and L−Lipschitz with respect to the Euclidean norm, then for all λ ∈ R,
Remarks. One proof for Lemma A.2 involves the entropy method and the socalled Herbst argument; see [7] . Talagrand and Ledoux have contributed to the result above in different papers.
(16) then implies that θ α ,μ α is a feasible solution to (55) with probability at least 1 − α. As a result, θ α , μ α q is also a feasible solution to (4) with probability at least 1 − α.
In any case, an optimal solution θ * α ,μ * α to (55) must satisfy
with probability at least 1 − α. Similarly, an optimal solution θ * α ,μ * α to (4) must satisfy
On the other hand, in terms of (55), applying the triangle inequality yields
with probability at least 1 − α. In terms of (4), we simply have
A.4 Proof of Theorem 2.1
We have already derived (32) in Section 2. To show (33), we define the event
Like we have argued for (21), we also have the upper deviation inequality
and consequently, P (E) ≤ β 1 . Let E c denote the complement of E. Under H 1 and (30), we have
In the above, the fifth line follows from (30); the sixth line follows from (31), the fact that we are conditioning on E c , as well as (16); the last line follows from the fact that W is independent of Z.
A.5 Additional derivations
To show (39), we define an i. 
(for all L ≥ 20), where the last line follows from a classical lower bound on the Gaussian maximum (see, e.g., [13] (for all L ≥ 2) is another existing result on the Gaussian maximum (see, e.g., [20] ).
Remarks. To obtain the lower bound on E W 
A.7 Proof of Proposition 4.1
Using the argument that leads to (66), we can show
Lipschitz in Y with respect to the Euclidean norm for any q ∈ [1, ∞]. That is,
Note that 
Let ε = {ε i } n i=1 be an i.i.d. sequence of Radamacher random variables, independent of Y and V . We can again show that
is Lipschitz in ε with respect to the Euclidean norm for any q ∈ [1, ∞] and the Lipschitz constant 5 is
, which is bounded from above by Consequently, (61) yields the following concentration
Combining (47), (69), (70) and (71) yields (50).
