We propose a varying-coefficient quantile regression model for survival data subject to random censoring. Motivated by the work of Yang (1999), quantilebased moments are constructed using covariate-weighted empirical cumulative hazard functions. We estimate regression parameters based on the generalized method of moments. The proposed estimators are shown to be consistent and asymptotically normal. We examine the proposed method with finite sample sizes through simulation studies, and illustrate it with a Richter's syndrome study.
Introduction
The median survival time is often used as a summary statistic to characterize patient survival. In contrast to the mean survival time, the median is more robust to outliers or extreme observations. The linear regression, also known as the accelerated failure time model, is a mean-based regression approach to covariate analysis. It formulates a linear model between the logarithm of the failure time T and covariates Z in the form log(T ) = β T 0 Z + ε.
(1.1) central effects of covariates, but may not capture the full distributional impact of covariates with heterogeneous effects. By contrast, when a properly chosen set of quantiles is modeled simultaneously, we can obtain a global assessment of covariate effects (Koenker and Bassett (1978) ; Koenker (2005) ). In quantile regression, the model parameters are estimated by minimizing a quantile-based objective function. The corresponding variances are typically estimated through resampling methods to avoid nonparametric functional estimation of the error's density function (Parzen, Wei, and Ying (1994) ; Horowitz (1998) ; Bilias, Chen, and Ying (2000) ; Jin, Ying, and Wei (2001) ; and He and Hu (2002) ). Yu, Lu, and Stander (2003) provided a general coverage of various applications of quantile regression.
Censored quantile regression, particularly the so-called Tobit model, has been investigated for fixed-censoring data (Powell, (1984) ; Buchinsky and Hahn (1998) ). For random censoring cases, Ying, Jung, and Wei (1995) proposed quantile regression for randomly censored failure time data under the assumption of independence between covariates and censoring. Lindgren (1997) studied generalized L 1 minimization under censored quantile regression. Yang (1999) derived an estimating equation approach to censored median regression based on the covariate-weighted cumulative hazard function. Portnoy (2003) relaxed the independence condition between covariates and censoring times for censored quantile regression by redistributing weights of censored data to the right. Peng and Huang (2008) developed an estimation method for censored quantile regression based on martingale properties and minimization of a sequence of L 1 -type convex functions. Wang and Wang (2009) proposed redistributing the censored data to the right by using the local Kaplan-Meier estimator. Based on conditional moment inequalities, Khan and Tamer (2009) further relaxed model assumptions in quantile regression.
On the other hand, varying-coefficient models characterize the trends of covariate effects over time or some exposure variable (Hastie and Tibishirani (1993) ), while limited research has been conducted in quantile regression with varying coefficients. Yu and Jones (1998) proposed nonparametric regression quantiles using kernel weighted local linear fitting. Honda (2004) By extending the work of Yang (1999) , we propose a varying-coefficient quantile regression method with randomly censored survival data. We take a local polynomial expansion (Fan and Gijbels (1996) ), and incorporate a kernel function to the empirical cumulative hazard function. The quantile-based estimating equations can be viewed as moment conditions in the generalized method of moments (GMM) framework (Hansen (1982) ; Hansen, Heaton, and Yaron (1996) ).
In contrast to likelihood-based approaches, the moments of quantile regression can be constructed in a relatively straightforward way, and we can combine the available moments and minimize the GMM objective function to estimate regression quantiles.
The rest of this article is organized as follows. In Section 2, we propose the estimation procedure under the censored varying-coefficient quantile regression model. In Section 3, we establish the consistency and asymptotic normality of the parameter estimates. We examine the finite sample properties of the proposed method using simulation studies in Section 4, and illustrate it with a Richter's syndrome study in Section 5. We give concluding remarks in Section 6
and delineate the proofs of the theorems in the supplementary material on the journal's website.
Varying-coefficient Quantile Regression
Let T i be the failure time, and let C i be the censoring time for the ith subject, 
where the first component of Z i is 1 corresponding to the main effect of W i . 
The error term is
We reparameterize with
Let K(·) be a kernel density function, h n be a bandwidth, and K hn (·) = K(·/h n ). After the local polynomial expansion, we can compute the τ -quantile
For notational brevity, we drop the dependence of ξ τ (w 0 ) on w 0 and τ whenever doing so causes no ambiguity. Using the jth covariate as a weight, the local empirical cumulative hazard function is
where Preprint doi:10.5705/ss.2011.195 estimating equations can be constructed as
This leads to (r + 1)p moment conditions that can be concatenated as
where
. . .
In the GMM framework (Hansen (1982) ), ξ τ (w 0 ) is estimated by minimizing the weighted quadratic function
Asymptotic Theories
Let ξ(w 0 ) be the minimizer of Q n (ξ) in (2.2), and let ξ 0 (w 0 ) denote the true parameter. The conditions needed for developing the asymptotic properties of ξ(w 0 ) are as follows:
(C2) The joint density of (T, C, Z, W ) is twice-continuously differentiable and is bounded away from zero on its support.
where c 0 is the study duration.
(C4) K(·) is a symmetric density function and has a finite (2r + 2)-moment.
(C5) w 0 is an interior point of the support of W , w 0 ∈ W.
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(C7) h n → 0, and nh n → ∞.
Conditions ( 
Theorem 1 If (C1)-(C7) hold, ξ(w 0 ) is a uniformly consistent estimator of
ξ 0 (w 0 ) for w 0 ∈ W. Set µ k = ∫ u k K(u)du and H = {(µ k+j ) (r+1)×(r+1) × Diag(1, h n , . . . , h r n )} ⊗ I p×p , where (µ k+j ) (r+1)×(r+1) is a (r + 1) × (r + 1) dimensional matrix with elements µ k+j (k, j = 0, . . . ,
r).
Here, ⊗ is the Kronecker product, and I p×p is the p-dimensional identity matrix.
Theorem 2 If (C1)-(C8) hold, for each interior point
where D, b, and Σ are given in the supplementary material.
The proofs of the theorems are outlined in the supplementary material; they rely on empirical process theory (van der Vaart and Wellner (1996); Kosorok (2008)). As the variance of ξ(w 0 ) depends on the density of the error, we use the bootstrap procedure to estimate the standard errors of the parameter estimates so as to avoid nonparametric functional estimation.
The first p components of ξ(w 0 ) correspond to β(w 0 ). Take β j (w 0 ) to be the jth element of β(w 0 ). The optimal bandwidth can be obtained by minimizing the weighted mean squared error
where Ψ(·) is a nonnegative and integrable weight function. From Theorem 2, the weighted mean squared error is given by
where ϕ j (·) is the jth element of the vector D −1 b and σ jj (·) is the jth diagonal element of Σ. As a result, we can obtain an optimal h n by minimizing the overall mean squared error
This leads to
.
In practice, we can use a K-fold cross-validation approach to selecting the bandwidth (Hoover et al. (1998) ). We divide the data into K equal-sized sub-
For the data excluding D k , we fit the τ -quantile regression model to obtain the parameter estimatesβ (−k) (W i ). We then estimate the residual for each subject belonging to
for i ∈ D k , and construct the empirical cumulative hazard function based onê i ,
We find the optimal bandwidth by minimizing
4 Simulation Studies
Homogeneous Error
To examine the finite sample property of the proposed method, we conducted extensive simulation studies. We first considered a model with homogeneous errors,
where β 0 (W ) = 0.5, β 1 (W ) = W 2 , and β 2 (W ) = cos(3W ). The covariates W , Z 1 , and Z 2 were Unif(−1, 1), Unif(0, 1), and N (0, 1), respectively; the error ϵ was N (0, 1). Censoring times were independently generated from a uniform distribution to yield a censoring rate of 25%. We partitioned the range of W , [−1, 1], into 20 equal intervals to evaluate the coefficient functions. As the GMM objective function in (2.2) is complicated and highly nonlinear with respect to the parameters, we applied the Nelder-Mead (1965) simplex algorithm to minimize the quadratic function. We took a local linear expansion with r = 1, chose the Gaussian kernel function and explored the bandwidths h n = 0.06 and 0.08.
The sample size was n = 200, and we took 400 bootstrap samples for variance estimation. For each configuration, we replicated 500 simulations. Table 1 summarizes the estimation results for w 0 = −0.5, 0, and 0.5. We present the average of the varying-coefficient estimates, the standard deviation (SD), the average of the estimated standard errors (SE) based on the bootstrap method, and the coverage probability of the 95% confidence interval (CP%). We also provide the estimates for the corresponding derivatives of the varying coefficients. One can see that the estimation bias is small, the bootstrap variance estimate provides a fairly good approximation to the variability of the estimators, and the coverage probability reasonably matches the nominal level. Under different bandwidths, the simulation results were similar, indicating to a certain extent the robustness of the method with respect to the bandwidth. Figure 1 shows both the estimated varying-coefficient functions and their derivatives with a bandwidth of h n = 0.08 coupled with the 95% confidence intervals. The estimated curves match reasonably with the true functions, while the estimates for the derivatives of the varying coefficients are generally not as good as those for the functions themselves.
To acknowledge that some covariate effects are varying while others are constant, we took
where β 0 (W ) = W 2 , β 1 (W ) = sin(3W ), and γ = 0.5. The covariate W was Unif(−1, 1), Z 1 was Unif(0, 1), Z 2 was Bernoulli(0.5), and the error ϵ was N (0, 0.25).
We took the sample sizes n = 200 and 400, and the censoring rates c% = 0, 20%, and 40%. A simple way to estimate the constant coefficient γ is to first estimate 2011.195 γ(w 0 ), and then take an average over all the chosen w 0 . Table 2 shows that the estimates are quite accurate in general when the model involves both varying and constant coefficients. The bias is small, the standard errors reasonably characterize the variation of the estimates, and the coverage probabilities are around 95%.
For comparison, we also implemented the B-spline method in Neocleous and Portnoy (2009) , for which we chose three knots corresponding to the 25%, 50%
and 75% quantiles and explored piecewise linear, quadratic, and cubic spline terms. Table 3 shows that the mean squared errors are comparable between the two methods.
Heteroscedastic Error
As quantile regression is known to be most suitable for heteroscedastic errors, we also examined heterogeneity induced by covariate-dependent errors. We simulated failure times from the model and Q n (ξ|Z = 1), respectively. From the simulation results summarized in Table   4 , one can see that the biases of the estimates are small, the standard errors are close to the standard deviations, and the coverage probabilities are reasonable.
For h n = 0.18, we exhibit the estimated curves for τ = 0.5 in Figure 2 , and those for τ = 0.25 in Figure 3 . Under (4.3), the computing time using I5-2430M CPU (2.40GHz and 8GB RAM) with FORTRAN PowerStation 4.0 was approximately 
Example
We applied the proposed model to a data set from a leukemia study conducted at M. D. Anderson Cancer Center (Tsimberidou et al. (2006) Richter's syndrome (RS) is a rare and aggressive type of acute adult leukemia that often results from a transformation of chronic lymphocytic leukemia into diffuse large cell lymphoma; it is usually fatal within a short period of time.
In this study, patients were treated by chemoimmunotherapy with rituximab or chemotherapy alone. Figure 4 exhibits the Kaplan-Meier survival curves for the 130 patients with RS. We can see a sharp change-point in the survival curve around two years of follow-up, which would typically cause the violation of the usual proportional hazards assumption (Cox (1972) ). The censoring rate of the data was approximately 12%.
In the varying-coefficient quantile regression model, we included three covariates: treatment (1 if using chemotherapy alone, and 0 if using chemoimmunotherapy with rituximab), age (ranging from 29 to 77 years with a median of 60 years), and sex (1 if male, and 0 if female). We were interested in characterizing the nonlinear interactions between patient age and other covariates and how they affected the quantiles of patient survival times. With τ = 0.25, 0.5, and 0.75, we fit the proposed varying-coefficient quantile regression model
where W is the logarithm of patient age. In this analysis, we divided the data into five groups of 26 observations each. Based on the five-fold cross-validation procedure described earlier, the bandwidth h n = 0.19 appeared to be a reasonable choice. We partitioned the range of W into 20 equal intervals. The estimated coefficient functions and the corresponding 95% confidence intervals are given in Figure 5 . In the median regression, there was a trend that treatment with chemoimmunotherapy and rituximab improved patient survival while such difference diminished as patient age increased. This trend appeared to be similar for the other two conditional quantiles as well. With regard to the covariate effect of patient sex, we did not find any quantile difference between male and female patients for τ = 0.5. For τ = 0.25, it appeared that younger male patients had better survival than younger female patients, while older male patients had worse survival than older female patients. For τ = 0.75, male patients seemed to have better survival than female regardless of their ages. Generally, all these findings are not statistically significant, they only exhibit some trends in patients'
survival with respect to different covariates.
Discussion
We have proposed censored quantile regression with varying coefficients by adopting the estimation method of Yang (1999) In censored quantile regression, it is known that the estimation of upper quantiles may not be stable due to identifiability issues. In general, τ should be smaller than inf z,w 0 P (T ≤ c 0 |Z = z, W = w 0 ), where c 0 is the study end time, so that we would have data to estimate the τ -quantile. For varying-coefficient models, it is important to determine whether covariate effects are varying or constant over the exposure variable W . Toward this goal, some model goodness-of-fit procedures might be considered (He and Zhu (2003) ), and automatic discovery procedures (Zhang, Cheng, and Liu (2011) ) also warrant further research. SD is the standard deviation, SE is the estimated standard error using the bootstrap method averaged over 500 simulations, CP(%) is the 95% confidence interval coverage probability. SD is the standard deviation, SE is the estimated standard error using the bootstrap method averaged over 500 simulations, CP(%) is the 95% confidence interval coverage probability. Neocleous and Portnoy (2009) in terms of mean squared errors (×10 −2 ) with a censoring rate of 20%, and h n = 0.06, 0.10, and 0.14. SD is the standard deviation, SE is the estimated standard error using the bootstrap method averaged over 500 simulations, CP(%) is the 95% confidence interval coverage probability. Statistica Sinica: Preprint doi:10. 5705/ss.2011.195 
