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POLICY ITERATION ALGORITHM FOR ZERO-SUM STOCHASTIC GAMES
WITH MEAN PAYOFF
JEAN COCHET-TERRASSON AND ST́EPHANE GAUBERT
ABSTRACT. We give a policy iteration algorithm to solve zero-sum stochastic games with
finite state and action spaces and perfect information, when the value is defined in terms
of the mean payoff per turn. This algorithm does not require any irreducibility assumption
on the Markov chains determined by the strategies of the players. It is based on a discrete
nonlinear analogue of the notion of reduction of a super-harmonic function.
ALGORITHME D’ IT ÉRATION SUR LES POLITIQUES POUR LES JEUX
STOCHASTIQUESÀ SOMME NULLE AVEC GAIN MOYEN
RÉSUMÉ. Nous donnons un algorithme d’itération sur les politiques pour résoudre les
jeux stochastiques̀a somme nulle, avec espaces d’état et d’action finis, en information par-
faite, lorsque la valeur du jeu est définie en termes de gain moyen par tour. Cet algorithme
ne demande pas que les chaı̂nes de Markov d́etermińees par les stratégies des deux joueurs
soient irŕeductibles. Il repose sur un analogue discret non-linéaire de la notion de réduite
d’une fonction surharmonique.
VERSION ABRÉGÉE EN FRANÇAIS
Une applicationf définie surRn est ditepolyédralesi l’on peut recouvrirRn par un
nombre fini de polỳedres de sorte que la restriction def à chacun des polyèdres soit affine.
Une applicationf : Rn → Rn est ditecontractantepour une norme‖·‖ si‖f(x)−f(y)‖ ≤
‖x−y‖. Kohlberg [12] a d́emontŕe que sif : Rn → Rn est polýedrale et contractante pour
une norme quelconque, on peut trouver des vecteursv et η dansRn tels quef(v + tη) =
v + (t + 1)η, pour tout ŕeel t assez grand. Nous appelleronsdemi-droiteune application
de la formet 7→ v + tη, et nous dirons qu’elle estinvariante (relativement̀a f ) si elle
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vérifie la propríet́e pŕećedente. L’int́er̂et d’une demi-droite invariante est qu’elle d´ termine
le taux de croissance des orbites def , χ(f) := limk→∞ fk(x)/k, où l’on désigne parfk
la k-ième it́eŕee def , et òu x désigne un vecteur quelconque deRn. On v́erifie en effet que
χ(f) = η.
Dans cette note, nous donnons un algorithme pour calculer une demi-droite invariante
lorsque l’application polýedralef est croissante au sens large (pour l’ordre partiel usuel de
Rn) ainsi qu’additivement homog̀ene, ce qui signifie qu’elle commute avec l’addition d’un
vecteur constant. Voir [8] pour plus de d´ tails sur cette classe d’applications. Ce travail est
motivé par l’́etude des jeux stochastiquesà deux joueurs et̀a somme nulle, en information
parfaite, avec gain moyen. Lorsque l’espace d’´ tats est{1, . . . , n}, et lorsque les espaces
d’actions sont finis, l’oṕerateur de programmation dynamique du jeu v´ rifie les hypoth̀eses
préćedentes. La coordonnéeχi(f) fournit la valeur du jeu lorsque l’état initial esti.
Notre algorithméetend l’it́eration sur les politiques de Howard [10], qui s’applique au
casà un seul joueur. Hoffman et Karp [9] ont donné une premìere ǵeńeralisation au cas̀a
deux joueurs, cependant, leur méthode exige que les matrices de Markov induites par un
couple quelconque de stratégies stationnaires des deux joueurs soient irréductibles. Sinon,
on rencontre des itérations d́eǵeńeŕees, dans lesquelles la nouvelle stratégie qui est choisie
n’améliore pas ńecessairement la valeur de la préćedente. L’algorithme peut alors cycler.
Nous ŕesolvons ici cette difficult́e en incorporant dans chaque it´ ration d́eǵeńeŕee un
analogue non-lińeaire du calcul de la réduite d’une fonction surharmonique, ce qui re-
vient à ŕesoudre un problème auxiliaire d’arr̂et optimal (̀a un joueur), assurant ainsi la
terminaison de l’algorithme. Ceciétend au cas stochastique les algorithmes d´ velopṕes
par Gunawardena et les auteurs [7, 4] dans le cas des jeux déterministes. La preuve ex-
ploite des ŕesultats d’Akian et du second auteur [1], sur la structure de l’ensemble des
points fixes d’une application convexe, croissante, additivement homogène. L’existence
d’un algorithme polyn̂omial pour calculerχ(f) est un probl̀eme ouvert [5, 2, 11]. Signa-
lons qu’une version préliminaire du pŕesent travail est apparue dans [3].
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Pŕesentons maintenant l’analogue non-linéaire de la notion de fonction surharmonique
réduite utiliśe dans l’algorithme. Soitg : Rn → Rn une application convexe, crois-
sante, additivement homogène, telle queχ(g) = 0. Un vecteuru ∈ Rn est ditharmo-
nique (relativement̀a g) si g(u) = u. Il est dit surharmoniquesi g(u) ≤ u. Rappelons
quelques d́efinitions et ŕesultats de [1]. Supposons qu’il existe au moins un vecteur harmo-
nique,u. Nous d́efinissons le sous-différentiel deg au pointu, ∂g(u) := {M ∈ Rn×n |
g(x) − g(u) ≥ M(x − u), ∀x ∈ Rn}, et notons que cet ensemble est formé de matrices
stochastiques. Un nœud est ditcritique s’il appartientà une classe de récurrence d’une
des matricesM ∈ ∂g(u). L’ensemble des nœuds critiques est indépendant du choix du
vecteur harmoniqueu. En fait, lorsqueg provient d’un probl̀eme de contr̂ole stochastique
avec crit̀ere ergodique, un nœud est critique si et seulement si il est récurrent pour une
strat́egie stationnaire optimale. Pour tout sous-ensembleI ⊂ {1, . . . , n}, et pour tout vec-
teurx ∈ Rn, nous notonsrIx ∈ RN la restriction dex, définie par(rIx)i := xi, Nous
posonsxI := rIx, SoitJ := {1, . . . , n} \ I. Nous d́efinissons l’applicationgI := rI ◦ g,
et d́esignons parıI l’application identifiant canoniquementRI ×RJ àRn, laquelle envoie
(y, z) vers le vecteurx tel quexi = yi pour touti ∈ I etxi = zi pour touti ∈ J .
Théorème 1. Soit g : Rn → Rn une application convexe, croissante, additivement ho-
mog̀ene, admettant au moins un vecteur harmonique. SoitC l’ensemble des nœuds cri-
tiques deg, N := {1, . . . , n} \ C, et soitu un vecteur surharmonique. L’une quelconque
des conditions suivantes définit de manìere unique le m̂eme vecteurv : (i) v est harmonique
et cöıncide avecu surC ; (ii) v est le plus petit vecteur surharmonique majorantu surC ;
(iii) v cöıncide avecu sur C, et sa restrictioǹa N est l’unique point fixe de l’application
y 7→ gN (ıN (y, uC)).
Nous notonsQgu l’unique vecteur harmoniquev défini dans le Th́eor̀eme 1. Lorsque
g(x) = Mx est lińeaire, et que la matriceM est stochastique,Qgu cöıncide avec laréduite
du vecteur surharmoniqueu relativement̀a l’ensembleC. Le calcul deQgu estéquivalent
à la ŕesolution d’un probl̀eme d’arr̂et optimal, qui peut̂etre meńee par it́eration sur les
politiques [6].
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Nous d́efinissons maintenant un opérateur analoguèaQg agissant sur les demi-droites.
Nous supposons pour cela queg : Rn → Rn est polýedrale, convexe, croissante, et additi-
vement homog̀ene, et que sai-ième coordonńee est donńee par l’expression (1) ci-dessous,
dans laquelleBi est un ensemble fini,rbi ∈ R, andP bi est un vecteur (ligne) stochastique.
Soitη := χ(g). Définissons l’application̄g(x) := limt→∞ g(x+ tη)− (t+1)η. Les coor-




i x, où B̄i est l’ensemble des
b atteignant le maximum dans l’expressionmaxb∈Bi P
b
i η. L’ensemble desnœuds critiques
de g, C(g), est par d́efinition l’ensemble des nœuds critiques deḡ. Nous dirons qu’une
demi-droitew(t) estsurinvariantesi g ◦ w(t) ≤ w(t + 1), pourt assez grand.
Corollaire 1. Soitg : Rn → Rn une application polýedrale, convexe, croissante, et ad-
ditivement homog̀ene. Soitw(t) = v + tη une demi-droite surinvariante deg, telle que
η = χ(g). Il existe une unique demi-droite invariante deg qui cöıncide avecw sur l’en-
semble des nœuds critiques deg. Elle est donńee part 7→ Qḡv + tη.
Nous posonsQgw(t) := Qḡv + tη. Dans la suite, nous supposons que chaque co-
ordonńee fi de f est donńee par (2), òu Ai est un ensemble fini, et où chaquefai est
une application polýedrale croissante, additivement homogène, et convexe, deRn dansR.
Une strat́egie (stationnaire, en boucle ferḿee) est une applicationσ de {1, . . . , n} dans
∪1≤i≤nAi telle queσ(i) ∈ Ai. Pour toute stratégieσ, nous d́esignons parf (σ) l’applica-
tion deRn dans lui m̂eme dont lai-ième coordonńee est donńee parf (σ)i = f
σ(i)
i .
Algorithme 1 (Itération sur les politiques pour les jeux stochastiques). Donńee: Une ap-
plicationf dont les coordonńees sont de la forme(2). Résultat: Une demi-droite invariante
def .
(1) Initialisation. Choisir une strat́egie arbitraireσ1, et calculer une demi-droite in-
variante def (σ1), w(1)(t) = v(1) + tη(1). Poserk = 1.
(2) Sif ◦ wk(t) = wk(t + 1) a lieu pourt assez grand, l’algorithme s’arrête.
(3) Sinon,améliorer la strat́egie en śelectionnant une nouvelle strategieσk+1 telle
quef ◦ wk(t) = f (σk+1) ◦ wk(t) ait lieu pour t assez grand. Le choix deσk+1
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doit être effectúe de manìere conservatrice, ce qui signifie queσk+1(i) = σk(i) si
fi ◦ wk(t) = f (σk)i ◦ wk(t) pour t assez grand.
(4) Calculer une demi-droite invariante arbitrairew(t) = v + tη def (σk+1). Siη 6=
η(σk), on posewk+1 = w. Siη = η(σk), l’it ération est qualifíee dedéǵeńeŕee, et
on posewk+1 = Q
f(σk+1)
wk. On d́efinit vk+1 et η(σk+1) par wk+1(t) = vk+1 +
tη(σk+1).
(5) Augmenterk d’une unit́e, et retourner̀a l’ étape 2.
Théorème 2. La même strat́egie n’est jamais śelectionńee deux fois et donc l’algorithme
s’arrête.
Ce ŕesultat est d́emontŕeà l’aide du Th́eor̀eme 1. On montre notamment queχ(f (σk+1)) ≤
χ(f (σk)), et que siχ(f (σk+1)) = χ(f (σk)), on awk+1 ≤ wk, wk+1i = wki pour tout
i ∈ C(f (σk+1)), etC(f (σk+1)) ⊂ C(f (σk)).
1. INTRODUCTION
A map f defined onRn is polyhedral if there is a covering ofRn by finitely many
polyhedra such that the restriction off to any of these polyhedra is affine. A self-mapf of
Rn is nonexpansivein a norm‖·‖ if ‖f(x)−f(y)‖ ≤ ‖x−y‖. Kohlberg [12] showed that
if f is a polyhedral self-map ofRn that is nonexpansive in some norm, then, there exist
two vectorsv andη in Rn such thatf(v + tη) = v + (t + 1)η, for all t ∈ R large enough.
A map of the formt 7→ v + tη is called ahalf-line. It is invariant if it satisfies the latter
property. The interest of an invariant half-line is that its linear part determines the growth
rate of the orbits of , χ(f) := limk→∞ fk(x)/k. Here,fk denotes thek-th iterate off ,
andx is an arbitrary vector ofRn. If f has an invariant half-linet 7→ v + tη, then,χ(f)
does exist and is equal toη.
In this note, we give an algorithm to compute an invariant half-line, when the polyhedral
mapf satisfies the following conditions. We requiref to beorder-preserving, meaning
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thatx ≤ y =⇒ f(x) ≤ f(y), where≤ denotes the standard ordering ofRn. We also
requiref to beadditively homogeneous, meaning that it commutes with the addition of
a constant vector. These two conditions imply thatf is nonexpansive in the sup-norm.
(See [8] for more background on this class of nonlinear maps.)
This work is motivated by the study of zero-sum two players stochastic games with
perfect information and mean payoff. When the state space is{1, . . . , n}, and when the
action spaces are finite, the dynamic programming operator of the game satisfies the pre-
vious assumptions. The coordinateχi(f) gives the value of an infinite game withmean
payoff, in which the initial state isi and the payoff of the infinite trajectory induced by a
pair of strategies of the two players is defined as the Cesaro limit of the expectations of the
payoffs of the successive transitions.
Our algorithm extends Howards’ policy iteration algorithm [10], which applies to the
one player case. Hoffman and Karp [9] gave a partial extension to the two players case.
However, their method requires every Markov chain associated to a pair of stationary feed-
back strategies of the two players to be irreducible. If this assumption does not hold,
degenerate iterations may occur, in which the new strategy which is selected may not have
an improved value. Then, the algorithm may cycle.
We solve this difficulty by computing a non-linear analogue of a reduced super-harmonic
function, at each degenerate iteration, which requires solving an auxiliary (one player) op-
timal stopping problem. This is intimately related with Perron’s method in the study of the
Dirichlet problem. The present algorithm extends the ones which have been developed by
the authors and Gunawardena [7, 4] in the case of deterministic games. Its proof exploits
earlier results of Akian and the second author [1], on the structure of the fixed point set of a
convex order-preserving additively homogeneous map. The existence of a polynomial time
algorithm to computeχ(f) is an open question [5], even in the deterministic case [2, 11].
Finally, we note that a preliminary account of the present work has appeared in [3].
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2. REDUCED SUPER-HARMONIC VECTORS AND POLICY ITERATION ALGORITHM
We first present the non-linear analogue of a result of classical potential theory, on which
the algorithm relies. Assume thatg is a self-map ofRn that is convex, order preserving,
additively homogeneous, withχ(g) = 0. We say that a vectoru ∈ Rn is harmonic(with
respect tog) if g(u) = u, and that it issuper-harmonicif g(u) ≤ u. Let us recall some
definitions and results of [1]. Assume that there exists at least one harmonic vector,u.
Thesubdifferentialof g at pointu is defined by∂g(u) := {M ∈ Rn×n | g(x) − g(u) ≥
M(x − u), ∀x ∈ Rn}. This set consists of stochastic matrices. We say that a node is
critical if it belongs to a recurrence class of some matrixM ∈ ∂g(u). The set of critical
nodes is independent of the choice of the harmonic vectoru. Indeed, wheng arises from a
stochastic control problem with ergodic reward, a node is critical iff it is recurrent for some
stationary optimal strategy. If is any subset of{1, . . . , n}, we denote byrI the restriction
from Rn to RI , such that(rIx)i := xi, for all i ∈ I. For allu ∈ Rn, we defineuI := rIu.
Let J := {1, . . . , n}\I. We define the mapgI := rI ◦g, and we denote byıI the canonical
map identifyingRI × RJ to Rn, which sends(y, z) to the vectoru such thatui = yi for
all i ∈ I andui = zi for all i ∈ J .
Theorem 1. Let g denote a convex, order preserving, and additively homogeneous self-
map ofRn. Assume thatg admits at least one harmonic vector. LetC denote the set of
critical nodes ofg, let N denote the complement ofC in {1, . . . , n}, and letu denote
a super-harmonic vector. Then, any of the following conditions defines uniquely the same
vectorv: (i) v is harmonic and coincides withu onC; (ii) v is the smallest super-harmonic
vector that dominatesu on C; (iii) v coincides withu on C and its restriction toN is the
unique fixed point of the mapy 7→ gN (ıN (y, uC)).
We denote byQgu the unique harmonic vectorv defined in Theorem 1. Wheng(x) =
Mx is a linear operator, andM is a stochastic matrix,Qgu coincides with thereduced
super-harmonic vector ofu with respect to the setC. Wheng is a max-plus linear operator,
8 JEAN COCHET-TERRASSON AND ST́EPHANE GAUBERT
the operatorQg coincides with thespectral projectorwhich has been defined in the max-
plus literature, see [4]. For this reason, we callQg the (nonlinear)spectral projectorof
g.
Let us now explain how to computeQgu wheng is polyhedral. Assume that every






whereBi is a finite set,rbi ∈ R, andP bi is a stochastic (row) vector. Note first that
an invariant half-line ofg can be computed by applying the multichain policy iteration
algorithm of Denardo and Fox [6]. This providesχ(g), together with an harmonic vector
of g whenχ(g) = 0. Once an harmonic vector ofg is known, the set of critical nodes
can be computed by the algorithm of [1,§ 6.3]. Hence, to computev := Pgu, it suffices
to apply the standard fixed point iteration to the latter map. Alternatively (experiments
indicate this is faster), one may note that the vectory solution ofy = gN (ıN (y, uC)) is the
value of an optimal stopping problem, in which the process dies when reaching the setC.
This vector can be computed by the original policy iteration algorithm of Howard [10].
We now define a spectral projector acting on half-lines. We assume thatg is a poly-
hedral, convex, order preserving, and additively homogeneous self-map ofRn. Let η :=
χ(g), and definēg(x) := limt→∞ g(x + tη) − (t + 1)η. Sinceg is polyhedral, the limit
is attained for all sufficiently larget. Indeed, if the coordinates ofg are of the form (1),




i x, whereB̄i is the set of actionsb attaining the
maximum inmaxb∈Bi P
b
i η. We define the set ofcritical nodesof g, C(g), to be the set of
critical nodes of̄g. An half-linew(t) = v + tη is super-invariantif g ◦ w(t) ≤ w(t + 1),
for t large enough.
Corollary 1. Assume thatg is a polyhedral, convex, order preserving, and additively ho-
mogeneous self-map ofRn. Assume thatw(t) = v + tη is a super-invariant half-line ofg
with η = χ(g). Then, there exists a unique invariant half-line ofg which coincides withw
on the set of critical nodes ofg. It is given byt 7→ Qḡv + tη.
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We defineQgw to be the mapt 7→ Qḡv + tη. In order to present the algorithm, we




whereAi is a finite set, andfai is a polyhedral order preserving, additively homogeneous,
and convex map fromRn to R. We call (stationary, feedback)strategya mapσ from
{1, . . . , n} to ∪1≤i≤nAi such thatσ(i) ∈ Ai. For all strategiesσ, we denote byf (σ) the
self-map ofRn thei-th coordinate of which is given byf (σ)i = f
σ(i)
i .
Algorithm 1 (Policy iteration for stochastic games). Input: A mapf the coordinates of
which are of the form(2). Output: An invariant half-line off .
(1) Initialisation. Select an arbitrary strategyσ1. Compute an invariant half-line of
f (σ1), w(1)(t) = v(1) + tη(1). Setk = 1.
(2) If f ◦ wk(t) = wk(t + 1) holds fort large enough, the algorithm halts.
(3) Otherwise,improve the strategy, by selecting a strategyσk+1 such thatf◦wk(t) =
f (σk+1) ◦ wk(t), for t large enough. The choice ofσk+1 must be conservative,
meaning thatσk+1(i) = σk(i) if fi ◦ wk(t) = f (σk)i ◦ wk(t), for t large enough.
(4) Compute an arbitrary invariant half-linew(t) = v + tη of f (σk+1). If η 6= η(σk),
we setwk+1 = w. If η = η(σk), we say that the iteration isdegenerate. Set
wk+1 = Q
f(σk+1)
wk, and definevk+1 andη(σk+1) bywk+1(t) = vk+1+tη(σk+1).
(5) Incrementk by one and go to step 2.
Theorem 2. A strategy cannot be selected twice, and so, the algorithm terminates.
This result is proved using Theorem 1. We show, as intermediate results, thatχ(f (σk+1)) ≤
χ(f (σk)), and that, whenχ(f (σk+1)) = χ(f (σk)), we havewk+1 ≤ wk, wk+1i = wki for
all i ∈ C(f (σk+1)), andC(f (σk+1)) ⊂ C(f (σk)).
Let us give the missing details in the implementation of Algorithm 1, when every map
fai is given byf
a






i is a finite set,r
ab
i ∈ R, andP abi is
a stochastic vector. Then, for all strategiesσ, fσ is the dynamic programming operator
of a Markov decision process with finite state and action spaces. Recall that an invariant
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half-line off (σ) can be computed by applying the policy iteration algorithm for multichain
Markov decision processes [6]. The next state is to evaluate the asymptotic behaviour of
f ◦ w(t), wherew(t) is an half-line, ast tends to infinity. Computing the sum of two
half-lines, multiplying an half-line by a scalar, and computing the infimum or supremum
of two half-lines whent tends to infinity, are linear time operations. It follows thatf ◦w(t)
can be evaluated (Step 2) in a time which is linear in the size of the coding of the operator
f , and a strategyσk+1 satisfying the conditions of Step 3 is obtained as a byproduct of this
evaluation.
Example1. Consider a directed graph, with set of nodes1, . . . , n and set of arcsE ⊂












arises as the dynamic programming operator of a variant with mean payoff of the “tug of
war” game [14] and in a class of auction games [13]. Let us apply the algorithm to the
complete graph with3 nodes, with the weightsr11 = 1, r12 = 2, r13 = 7, r21 = 3,
r22 = 3, r23 = 4, r31 = 8, r32 = 5, r33 = 1. The action space in every statei can
be identified with{1, . . . , 3}. Let us choose the greedy strategyσ1, such thatσ1(1) =
1, σ1(2) = 1, σ1(3) = 3. The corresponding operator is given byf (σ1)(x) =
(
(1 +
x1 + max(1 + x1, 2 + x2, 7 + x3))/2, (3 + x1 + max(3 + x1, 3 + x2, 4 + x3))/2, (1 +
x3 + max(8 + x1, 5 + x2, 1 + x3))/2
)T
. We compute an invariant half-line off (σ1) by
the algorithm of [6]. We obtain for instancew1 = v1 + tη1, wherev1 = (0.5, 0, 1)T
and η1 = (λ, λ, λ)T , with λ := 4.25. Sincef(w1(t)) < f (σ1)(w1(t)), we improve
the policy. We getσ2(1) = 1, σ2(2) = 2, σ2(3) = 3. One can check, again by the
algorithm of [6], thatχ(f (σ2)) = (λ, λ, λ)T , and so, the iteration is degenerate. Using
the algorithm of [1,§ 6.3], we get that the setC of critical nodes of (σ2) is {1, 3}, and
so,N = {2}. Let g := f (σ2). By Corollary 1, the image ofw1 by the spectral projector
Qg is of the formz + tη(1), wherez1 = v11 , z3 = v
1
3 , andz2 is obtained by solving the
equation4.25 + z2 = (3 + z2 + max(3 + z1, 3 + z2, 4 + z3))/2. The unique solution is
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z2 = −0.5 (in general, this solution could be found by the basic policy iteration algorithm
of [10]). So,w(2)(t) = (0.5,−0.5, 1)T + t(λ, λ, λ)T is an invariant half-line of (σ2).
Sincef(w2(t)) = w2(t + 1), the algorithm stops, showing thatχ(f) = (λ, λ, λ)T .
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