In this paper, an iterative learning controller applying to linear discrete-time multivariable systems with variable initial conditions is investigated based on two-dimensional (2-D) system theory. The paper first introduces a 2-D tracking error system, and shows the effect of tracking errors against variable initial conditions. The sufficient conditions for the convergence of the learning control rules are derived and discussed. Based on the proposed ILC rule, we have shown that the convergence of the learning rule is guaranteed with less restriction. An improved iterative learning control (ILC) rule is proposed. As a result, the convergence is robust with respect to small perturbations of the system parameters. Two numerical simulation examples are used to validate the effectiveness of the proposed methodologies.
Introduction
Iterative learning control (ILC) has received considerable attention in recent years in the applications of robotic manipulators and disk drive systems [1] [2] [3] [4] . Because of its appealing ability, various schemes of ILC have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . The objective of ILC is to use the repetitive nature of the process to progressively improve the tracking performance. The control inputs are updated iteratively after each operation using the error measurements in the previous cycle. These controllers are able to deal with dynamic systems with imperfect knowledge of dynamics structures and/or parameters operating repetitively over a fixed time interval.
The technical difficulty of ILC lies in the two-dimensionality (in the mathematical sense) of the overall system [7] . Amid the iterative learning process, the interaction between the system dynamics and the iterative learning process poses an important issue for ILC. Two-dimensional (2-D) iterative learning models provide a clear description on the dynamics of the control system and the behavior of the learning process. Effective learning rules were proposed based on the 2-D system theory [11] [12] [13] [14] 21] . For linear 1 discrete-time systems, the 2-D Roesser's discrete model can be used as learning error system [12] [13] [14] .
While, for linear continuous-time systems, the 2-D continuous-discrete system model are able to describe clearly the iterative learning process [11] . As a result, we are now able to consider the control system dynamics together with the learning process when we are on the process of designing a learning control algorithm.
Although ILC theory has well been developed for both linear multivariable systems and certain classes of nonlinear systems, most research on ILC mainly focus on the dynamic systems under the same initial iterative conditions. It is not practical to assume that each learning iteration starts at the same point, because it is impossible to repeat the same initial condition in practical engineering application. The initial condition always deviates from the initial condition of last iterative performance. When the initial conditions vary, the learning dynamics becomes much more complex. Hitherto, the effect on the interaction between the learning dynamics and the variable initial conditions remains an open and important issue for ILC research. Lee and Bien [9] have identified an undesirable phenomenon due to the mismatch on the initial conditions in learning control schemes. They reported that the control system can become unstable if the initial condition at the beginning of each iteration is different from the previous initial condition. They identified that the matching conditions are necessary for perfect tracking.
The stability of learning control with disturbances and uncertain initial condition was studied [10] . Initial shift problem and its ILC solution for nonlinear systems with higher relative degree was discussed in [20] . In [8] , a method called ILC with multi-modal input was proposed to tackle the ILC problem with variable initial conditions [8] . Despite all these promising results, these work have been restricted to continuous-time systems.
It is the major contribution of this paper that an iterative learning controller for discrete-time multivariable systems is investigated when the initial conditions are variable. It is well know that when the initial state value is fixed but not same to the desired initial state value and the ILC algorithm is applied to the system, the converged output trajectory is apart from the desired output trajectory with constant error value. It is obvious that the learning dynamics are more complex when the initial iterative state is different at each iteration. Our question is which conditions need to be satisfied when the iterative learning controller is used for the initial conditions with random distribution in a interval? In this paper, a 2-D analysis approach is derived from the 2-D notion. The effect of initial conditions for control errors is studied based on the 2-D learning model and the 2-D system theory. The conditions of convergence of the learning control rule are derived. We also present a modified ILC rule for effective tracking performance. As a result, a new iterative learning algorithm for asymptotic tracking of a given reference trajectory is proposed. Two numerical examples are presented to validate the effectiveness of the proposed learning control algorithm.
Iterative Learning Control and Its 2-D Representation
Consider the linear time invariant multivariable system described by , Obviously, the learning dynamics will be of much complex because of the varying of initial conditions. This paper explores the ILC algorithm for the cases of variable initial conditions from a 2-D perspective.
According to the principle of ILC, there are two independent dynamic processes: system time t, and learning iteration k during learning process. Every variable can be expressed as a 2-D function, such as , which represents in the kth learning iteration. Thus, the system (1-2) can be presented in
. The general ILC rule can also be given
The 2-D system (3-5) describes a general 2-D model of the ILC process. Our objective is to introduce a learning rule ∆ such that the system tracks a given reference output trajectory. Before the iterative learning begins, the initial input sequence may be arbitrarily chosen, i.e.,
While every control cycle starts at the different initial system state, i.e., , . (6) and (7) consist of the boundary conditions for the 2-D system (3) (4) (5) . It is difficult to find a learning rule (5) so that lim , for each time t because the initial condition is a variable. It is, however, possible to find a learning rule such that the system tracks asymptotically the reference trajectory. The control error is as small as it is tolerable as t . In this paper, a learning rule (5) (1) is stable and the initial shifts are of random shifts, which is different from the consecutive shift in many motion control problems experienced in servo and robotics systems. It implies that the initial condition at every iteration is always in the neighbourhood D of , where
With this assumption, we are able to derive the effective learning rule in the following section.
2-D Iterative Learning Algorithm
We first present the following error equations. ,
. Using (3) (4) (5) , and after a few straightforward manipulations, we obtain
If we use the following control rule [1] , for t and ,
where denotes the identity matrix, which boundary conditions are given by
Hence, the initial output error e is bounded and
with the assumption given in section 2. Based on the 2-D system theory [14] , the 2-D state transition matrix,T for the 2-D system (14) can be defined as follows:
For the state transition matrix,T , it is rather straightforward to prove the following relationship [14] ,
Using the state response formula of 2-D Roesser's model [15] and (19), we are able to obtain the solution of equation (14) 
and denote the spectral radius of Q. We can obtain the following theorem: 
Hence, also converges. This implies lim for any .
According to the assumption that the initial output error e is bounded, we have
, we will prove . Let us consider the series
Here, we use the formula ∑ because of . Hence, we have
is absolute convergent for all k. This implies . According to the assumption that and equation (21), the tracking error, , asymptotically converges to zero. The proof of the theorem is completed. It needs to point out that the initial perturbations u are assumed to be of l type. From equations (16) and (21), it is obvious that a better learning convergence can be achieved if the initial perturbations are assumed to be of type.
From the proof of Theorem 1, if the initial state value is fixed but not same to the desired initial state and the iterative learning controller is applied to the system, η , thus for all t and k. In this case, for all if . In other word, the D-type algorithm is convergent even though there is constant initial error value, which convergence condition is same as the case that the initial error is always zero.
We also note that , if and only if and , and 1 ) ( 0 , 1 . We obtain theorem 2.
Theorem 2: For the learning rule (13), the tracking error of system (3-4) asymptotically converges to zero if , and 1 )
Theorem 2 shows the convergent conditions of the learning rule (13) for the learning matrix K when the initial iterative condition of the system (3-4) is varying. Also, in order to assure that the conditions of theorem 2 are satisfied, a proper selection on the learning matrix K is essential. As it is known that there exists a matrix K, which stabilizes the matrix , if and only if matrix CB has a full-row rank.
Since
, then the learning matrix is able to yield convergent tracking. However, in practical application, the system parameters are unknown.
If the estimated values of system parameters of A, B, and C are available, Also, in order to assure that the conditions of theorem 2 are satisfied, a proper selection on the learning matrix K is essential. It is, however, that the learning matrix K may be failure to the last condition in Theorem 2. In order to improve the leaning control performance, a modified ILC rule is given.
For the case of zero initial error [12] , we proposed an iterative learning control rule which assured that the output error met the required tolerance for the whole reference trajectory within a few of learning iterations. In this paper, the work is extended to practical cases that the initial conditions are variable 
with u , and the initial state:
For the system defined in (23), we can show that
In fact, from (3), (22,23), we have
With the new learning control rule (23), one has
On the other hand, it follows from (10) and (26) that
Combining (27) with (28) leads to the following 2-D Roesser model:
From Theorem 2, we can obtain the following convergence theorem.
Theorem 3:
For the learning rule (23), the tracking error of system (3-4) asymptotically converges to zero if , and 1 ) 
then the conditions of theorem 3 can be satisfied. Similar to (22), we need to chose and such that
When the estimated system parameters are available, the better selections of K and are and respectively, if matrix C has a full-row rank. From the above discussion, it is clear that the convergence of the learning control rule (22) is robust with respect to small perturbations of the system parameters.
Based on the learning control rule (23), we propose the following algorithm.
Algorithm 1:
1. Given the system (1-2) and the estimated system matrices A , and ; the reference output trajectory , 0
; and the trajectory tolerance . 
, and apply the control u to system (1) (2) 
5.
, returns to step 3.
= k 6. End.
Simulation Examples
In order to demonstrate the performance of the proposed control rules, two simulation examples are used to validate our proposed methods. The reference trajectory is defined as . Using the ILC rule described in (13) , the tracking error converged to a very small level. After 50 trails, the average error of the tracking performance was calculated. Figure 1 shows the averages absolute tracking error after second, fifth and eighth iteration. Obviously, the tracking error is negligible after a time-step of 10, when the iterative control operates for eight times. Table 1 shows the average absolute values of e via the number of iterations. After twentieth iterations, the average absolute tracking error at t is . This example illustrates that the learning rule (13) provides an outstanding tracking performance, even when the initial condition varies. The following example, however, shows that the learning control rule described in (13) Table 1 . After twentieth iterations, the average absolute tracking error at t converged to a very tiny value of 2
. It is worth noting that the rate of convergence of Algorithm 1 is faster than that of the learning rule described in (13) . It takes only few iterations to track the reference output but it requires more computational effort. For the second learning rule described in (22), we have illustrated that there always exist learning matrices such that the learning control rule is convergent, when the given matrix CB is a full-row rank. 
