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ABSTRACT 
Some quadratic identities associated with positive definite Hermitian matrices are 
derived by use of the theory of reproducing kernels. For example, the following 
identity is obtained: Let {A j>F 1 be N X N positive definite Hermitian matrices. Then, 
for any complex vector 5 G C”, we have the identity 
x,*( ~lA;‘))lx=min[~lx~Ajxj). 
The minimum is taken here over all the decompositions x = CTE1xi. This identity 
gives, in a sense, a precise converse for an inequality which was derived by T. Ando. 
Moreover, this paper shows that the sum of two reproducing kernels is naturally 
related to the harmonic-arithmetic-mean inequality for matrices and also that the 
geometric-arithmetic-mean inequality for matrices can be naturally interpreted in 
terms of tensor-product spaces. 
0. INTRODUCTION 
We consider complex N X N matrices. The transpose and the complex 
conjugate of a matrix C are denoted by CT and c, respectively. Further, C* 
denotes conjugate transpose; that is, C* = CT. The space of N X 1 matrices is 
denoted by CN, and its elements by x,y,x(JJ, k,, etc. 
Let E denote the set {1,2,. . . , N}. We consider any positive definite 
Hermitian matrix A = ~~ayp~~, and we set A =A-‘=. (IcZ,,J(. We will think of CN 
as the vector space of all complex functions on E, and will denote this space 
by H[ A ] when it is provided with the following inner product ( , )H,A1: 
(x,y) H[A]=y*Ax. (o-1) 
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Corresponding to A, we consider the following function K( v, p) on E X E: 
This function is the reproducing kernel for the space H [ A]; this means that if 
we consider (0.2) as a row of column vectors, ks = (8r,, cap,. . . ,HN,)T, they 
will give back the components of the arbitrary vector x = (xi, x2,. . . , xN)T by 
the rule 
wp)H,.4, =XP’ 
This is pointed out in greater generality by N. Aronszajn [3, pp. 
346-3471. But in our case the property (0.3) is clear; that is, (0.3) is just 
equivalent to the definition of A: 
In this way, to every positive definite matrix there corresponds an inner-prod- 
uct space and corresponding reproducing kernel. See also Aronszajn [3, 
p. 3441 and [2, p. 1431. 
The restriction of the function K(v, CL) to E, X E,, for any subset E, of E, 
is of course a positive matrix, say K,(v, p); this implies that K,(v, p) corre- 
sponds in the same way to an inner-product space H,[ A,]. Aronszajn [3, p. 
3511 shows that 
IIXII H,[A,I = minlkliHIA] 9 
the minimum being over all y whose restriction to E, is x, and he uses this in 
his theory of products of reproducing kernels, as we shall recall below. 
In this paper, we show that the theory of reproducing kernels, in our 
special case of finite-dimensional inner-product spaces, underlies some 
quadratic identities and inequalities involving positive definite Hermitian 
matrices. 
The contents are as follows: Section 1, results from the sum of reproduc- 
ing kernels; Section 2, results from the product of reproducing kernels. 
1. RESULTS FROM THE SUM OF REPRODUCING KERNELS 
Let { KJ v, p))y= i be reproducing kernels on E for the spaces H [ A j] with 
inner products ( , ) HLA,l given by matrices Aj= ]]a$]] related as in (0.1) 
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(0.2). Then, the sum K~(Y, EL) = C~!“=,K,{V, r_l) is of course positive definite. 
The space Hs with the reproducing kernel KS(v, p) is known to satisfy 
IIxII~~ = min F IIx’jGi~A,~ ) 
i j=l I (l-1) 
the minimum being over all expressions x = Cy=rx(j). This is proved in greater 
generality by Aronszajn [3, pp. 352-3541 and Schwartz [12, pp. 165-1701; for 
some infinite-dimensional applications see Saitoh [7, 91. But in the present 
case, we have this simple matricial expression for the norm I] ]JH, in terms of 
a; since 
qV)= ? a$!, (1.2) 
j=l 
we have for any x that 
(l-3) 
Thus the result of Aronszajn reduces to the first assertion of this theorem: 
THEOREM 1.1. For an arbitrary vector x E C “, we have the identity 
x*[FrA;‘)-‘x=min{ FIx(Jl*Ajx(fi]. (1.4) 
The minimum is taken here over all the decompositions x = Ey!=lx(j). 
Further, for given x, {x(J1) attains the minimum in (1.4) if and only if 
j= 1,2 ,.‘., m. (1.5) 
Proof. What remains to be proved is the second assertion of the theorem. 
We assume that for x the expression 
m 
x = c .(Jl 
j=l 
(1.6) 
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is the minimum decomposition of x in (1.4). Then, for example, for j= 1,2, we 
have 
x= (X(1)-Xy)+(X(2)+Xy)+x(3)+ . . . +x(m) (14 
and 
=G llx (l) - ~YlI&4,] II + x@) +~Yllf&4,, 
+llx(3)ll&*3, + * . . + IlX@%,*,, > (1.8) 
for any y E CN and for any complex number A. Hence, we have 
+2Re[Ji{(x(2)ay)ft~.421 - P,Y)H[A,I}]. W) 
From the arbitrariness of A, we obtain 
(x(l)>Y)H,*l, = (x(2)J)H,‘42,. (1.10) 
Hence, in general, we have 
(x(l)TYLr,*,, = (x(2)J)rf[*2] =. . . = (X’m),y)lf[*,, forany yECN. 
(1.11) 
Conversely, we see that if these equations are satisfied, then (1.6) is the 
minimum decomposition of x in (1.4). 
We set 
y=y,= 0,o )...) I,0 )..., 0 p=1,2 N, >...> 
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in (1.11). Then for x(j) = (xlj), x&J], . . . ,x@))~, we have 
5 
N N 
u(l)@ = c (p),(2) = . . . = c a(m)X(m): = d 
“P y “P y “Q ZJ B’ 
(1.12) 
v=l v=l v=-1 
Hence, 
and so 
Ajx(j)= (d/J (1.13) 
x(J? = A; ‘( dp), j= 1,2 ,..., m. (1.14) 
Hence, from (1.6) and (1.14), we have 
and so from (1.14), we have the desired result (1.5). 
In particular, we have 
(1.15) 
n 
COROLLARY 1.1. For arbitrary vectors {x(j)}yzn=l, we have the inequality 
Equality holds here if and only if x(j) = (xii), r&d,. . . , x$,?)~ satisfy the equa- 
tions 
f 
N N 
&)x(l) zz c &4x(2’= . . . = c a(m)X(m) 
UP ” VP v Y/l Y 7 /l=1,2 N. ,a.., 
v=l ZJ=l v=l 
(1.17) 
When N= 1, from Corokuy 1.1, we have, for arbitrary positive numbers 
(a j}> 1 and arbitrary complex numbers {x j}F 1, the inequality 
(1.18) 
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See Beckenbach and Bellman [4, p. 53, line 181. (Of course, there is a misprint 
in the inequality.) 
For two positive definite Hermitian matrices A and B, we shall write 
A<B or B>,A 
when B - A is positive semidefinite. By setting x = x(j) (j = 1,2,. . . , m) in 
Corollary 1.1, we have 
COROLLARY 1.2 (Ando [l]). For any positive definite Hermitian matrices 
{A j}F r, we obtain the inequality 
(1.19) 
Equality holds here (that is, > also is valid in (1.19)) if and only if 
A,=A,=... =A,. 
For the equality statement in Corollary 1.2, note that equality holds in 
(1.19) if and only if for arbitrary x(j), equality holds in (1.17). 
Ando [l] stated the case m = 2 in (1.19). But he showed the author that 
the general inequality (1.19) is established by his method. The equality 
statement in Corollary 1.2 was not given by him. 
2. RESULTS FROM THE PRODUCT OF REPRODUCING KERNELS 
For arbitrary positive definite Hermitian matrices Aj = Ija$ll, from the 
classical result of Schur, we recall that their Hadamard product rIy=r * A j = 
Iln&“=la$lj is also positive definite. Cf. Bellman [5, p. 951. We consider the 
space whose reproducing kernel is the Hadamard product of given reproduc- 
ing kernels 
in the notation of previous sections. It is constructed in two steps, following 
Aronszajn [3, Section 81. 
We first construct the tensor (direct) product H,” = H[A,] @H[A,] 
@ . . . @H [A,]. As a vector space, H,” is composed of all vectors x in cNrn, 
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whose components are labeled 
where each vj runs freely from 1 to N. We write these vectors 
x= {x Ul,“Z,...,Um >* 
The inner product ( , )Hg is introduced as follows: 
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(2.2) 
(X,Y)fG = (2.3) 
Y,,Yz ,..., v,=l 
PI.P2r...rP,=1 
where, of course, 
Y = {Y,, .Ye,...,Ym >* 
The complications of the infinite-dimensional case (see Murray and von 
Neumann [6, Chapter I]) do not arise here. 
We note that (2.3) says that the reproducing kernel of H,” is 
(2.4) 
To see this, consider (2.4) (for any fixed pi, /.~s,. . ,p,,,) as the vector lJT_ik j Q 
in CNm, whose components are labeled by vl, va,. . . , v,,,. Then, for any x as in’ 
(2.2), we obtain 
=X 
Plrk!..~.lPm’ (2.5) 
which is the reproducing property of K, in H,". 
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Next, we consider the space [ HglR composed of the restrictions of all 
vectors in H,” to the diagonal set [E”] D formed by all the elements {(v, V, . . . , 
v)Iv E E). As a vector space, it is evidently just C N. We choose as reproducing 
kernel the restriction of K,, which clearly may be written in the form 
and for (2.2), the restriction xR in [E”]o is given by 
X R = k,v,.,.,,) E@N. (2.7) 
Hence, 
On the other hand, as noted in the Introduction, there is another way of 
expressing norms in any space obtained by using the restriction of a reproduc- 
ing kernel. We can say, accordingly, as an alternative to (2.8), 
lIXIl,H~]R = minlbllez, 
the minimum being over all h E H,” such that the restriction to [E”] D is 
(2.7). (For some applications of the infinite-dimensional extension of this 
construction, see Saitoh [7, 9, 10, 111.) From this, we now obtain 
THEOREM 2.1. For any vector X ={X,,,.2,...,V,> Of cN", We have the 
inequality 
Q 5 fi a(j) x x 
“l.YZ I.... urn PI,BZ ,.... Pm (2.9) 
“13 Y2....,",'1 ( i j= 1 “jP, 
P,>p.Jr...>Pm=l 
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Equality holds here if and only if {x “l,“Z.....Ym > are expressible in the form 
(2.10) 
for some constants (c*}:= r. 
Proof. Except for identifying the cases of equality, this is a restatement 
of the construction of [ H,“1 R. 
We let [ Hg D(0) denote the subspace in Hg composed of all vectors x in 
H,” for which xR is the zero vector of C “, and [ Hg DCOj’- its orthocomplemen- 
tary subspace in HG Then, we see that equality holds in (2.9) if and only if x 
belongs to [ H,ml D(oj I. See Aronszajn [luc. cit.], Saitoh [7, p. 265, (3.2)]. 
On the other hand, the vectors llyZ”,,k,,, . . . ,n> ,k j, N span[ Hg DCOjL. In 
fact, they lie in it simply by application of (2.5); and conversely, an x 
orthogonal to all them must by (2.5) satisfy 
=XZ 
Y,Y,...,Y 
for all Y, (2.11) 
and so x E [ Hg] DCoo), That is, equality in (2.9) is attained exactly for linear 
combinations of the TIy_,k j, Y. This is the desired criterion (2.10). I 
For x(j) = (x!J?, z&j), . . . ,~g)f?>~, we set 
Considering (2.12) as an element of [H,“] R and applying the theorem, we 
have the following Corollary. Cf. Saitoh [7, Theorem 2.1; 11, Theorem 1.11. 
COROLLARY 2.1. For any vectors dfi E C j”, we have the inequality 
(2.13) 
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that is, we have the inequality 
Equality holds if and only if x(J> are expressible in the form cjkj c for some 
constants cj and for some p which is independent of j. 
Proof. Only one part of this result still requires proof. Assume equality 
holds in (2.14) so that by the theorem, (2.10) holds. Substituting (2.12) into 
(2.10), we have 
m N m 
Jpl ‘(” = pFl ‘i Jpl kjs y (2.15) 
for some constants ci. But, by expanding x(J> in terms of the basis k j, J, . . . , k j, N, 
we can express (2.15) uniquely in the form 
(2.16) 
for some constants c,‘J). [We are continuing to use the same notion of 
componentwise product of vectors as in (2.12).] It is clear that for both of 
these forms to be correct, the sum (2.15) must reduce to a single term. We 
thus have the desired result. n 
In addition, from the special case 
x = X” 
when vJ=va=.- =v,,,=v, 
u,. “2 ,.... “,” 0 otherwise, 
(2.17) 
in Theorem 2.1, we have 
COROLLARY 2.2 (Ando [l]). For arbitrary positive definite Hermitian 
matrices { A j}F 1, we obtain the inequality 
(2.18) 
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Next, in connection with Saitoh [8, Theorem 4.1; 9, Theorem 4.2; 11, 
Theorem 5.21, we consider the expression of vectors in [HzlD(oj’ by means 
of their restrictions to the diagonal [Em],. 
THEOREM 2.2. An arbitrary vector x E [H,“] o(OjL is expressible in the 
fm 
Proof. We have expressed such x already in the form (2.10); it remains to 
show that there 
N __ -1 m - 
cp= c *,,,.,,...,,, l-I 
v’= 1 i 1 
(i) 
j=l 
a,,, . 
But if we set v1 = v2 =. *- = vN in (2.10), we get an equation plainly 
equivalent to this. n 
The author wishes to thank Professors T. Ando, C. Davis, Y. Michiwaki, 
and N. Suita for some valuable advice. In particular, Professor Ando gave him 
many and valuable comments on the first draft of this paper. 
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