Integrated Interleaved (II) and Extended Integrated Interleaved (EII) codes are a versatile alternative for Locally Recoverable (LRC) codes, since they require fields of relatively small size. II and EII codes are generally defined over Reed-Solomon type of codes. A new comprehensive definition of EII codes is presented, allowing for EII codes over any field, and in particular, over the binary field G F(2). The traditional definition of II and EII codes is shown to be a special case of the new definition. Improvements over previous constructions of LRC codes, in particular, for binary codes, are given, as well as cases meeting an upper bound on the minimum distance. Properties of the codes are presented as well, in particular, an iterative decoding algorithm on rows and columns generalizing the iterative decoding algorithm of product codes. Two applications are also discussed: one is finding a systematic encoding of EII codes such that the parity symbols have a balanced distribution on rows, and the other is the problem of ordering the symbols of an EII code such that the maximum length of a correctable burst is achieved.
I. INTRODUCTION
N ORMALLY, error and erasure correcting codes are studied at an individual level [50] . Codewords are transmitted or stored independently, one after the other. However, there is a vast literature on codes in which a set of codewords (that in general we will call an array) are connected with each other through some extra parities affecting all of the individual codewords. That way, the array has extra protection and when the error-erasure correcting capability of one of the codewords is exceeded, often the extra parities allow for correction of such an event. Examples of codes with these characteristics are tensor and generalized tensor codes [36] , [37] , [39] , [71] , generalized concatenated codes [11] , [78] , pyramid codes [34] , PMDS codes (also known as maximally recoverable codes) [5] , [9] , [19] , [23] , [27] , [33] , [35] , sectordisk codes (SD) [9] , [33] , [47] , [55] , [56] , locally recoverable codes (LRC) [2] , [3] , [7] , [24] , [30] , [31] , [43] , [44] , [48] , [57] - [61] , [64] - [67] , [69] , multilevel codes [54] , [72] , stair codes [45] , [46] and integrated and extended integrated interleaved (II and EII) codes [7] , [8] , [32] , [68] , [73] , [76] , [77] . Certainly, this list is not complete and several results are common to different approaches. There is also recent work on LRC codes with the rank metric [40] .
We will consider the framework of LRC codes for erasure correction. In general, in this type of codes the data symbols are divided into sets and parity symbols (i.e., local parities) are added to each set (often, but not necessarily, using an MDS code). This way, when a number of erasures smaller than the minimum distance occurs in a set, such erasures are rapidly recovered. In addition to the local parities, a number of global parities are added. Those global parities involve all of the data symbols and may include the local parity symbols as well. The goal of the extra parities, as stated above, is to correct situations in which the erasure-correcting power of the local parities has been exceeded.
Since the codes we are studying can be viewed as special cases of LRC codes, let us state their definition formally, which is similar to the definition of multi-erasure locally recoverable codes (ME-LRC) given in [36] . Definition 1. Consider a code C over a finite field G F(q) consisting of m × n arrays such that, given integers h and g where 1 h < n and 0 g < m(n − h), the arrays satisfy:
1) Each row in each array in C is in an [n, n − h, d 0 ] code over G F(q). 2) Reading the symbols of C row-wise, C is an [mn, k, d] code over G F(q), where k = m(n − h) − g. Then we say that C is an (m, n, k; h, d 0 , d, q) LRC code.
There are well known bounds for the minimum distance d of an (m, n, k; h, d 0 , d, q) LRC code. A Singleton type of bound is provided in [24] , [58] . An expression of the bound in tune with the notation above is given in [7] , [8] as follows:
size q are provided in [12] , [13] . Using the formulation of this bound given in [36] , we have d min d (q) opt [(m − j )n, k − jk * ] for 0 j k k * −1 , (2) where d (q) opt [N, K ] denotes the largest possible minimum distance of a linear code of length N and dimension K over G F(q), k (q) opt [N, D] the largest dimension K of a linear code of length N and minimum distance D, and k * = k (q) opt [n, d 0 ]. Some recent papers [1] , [70] have improved upon this bound.
In Definition 1, each row corresponds to a parity set. Strictly speaking, it is not necessary that the parity sets as given by rows in this description are disjoint. For example, Definition 1 of local-error correction (LEC) codes in [58] does not make this assumption; however, most constructions do, like for example, those given in [67] , Let us point out that the interest in erasure correcting codes with local and global properties arises mainly from two applications. One of them is the cloud. A cloud configuration may consist of many storage devices, of which some of them may even be in different geographical locations, and the data is distributed across them. If one or more of those devices fails, it is desirable to recover its contents "locally," that is, using a few parity devices within a set of limited size in order to affect performance as little as possible. However, the local parities may not suffice. Extra protection is needed in case the erasure-correcting capability of a local set is exceeded. To address this situation, some devices consisting of global parities are incorporated. When the local correction power is exceeded, the global parity devices are invoked and correction is attempted. If such a situation occurs, there will be an impact on performance, but data loss may be averted. It is expected that the cases in which the local parity is exceeded are relatively rare events, so the aforementioned impact on performance does not occur frequently. As an example of this type of application, we refer the reader to the description of the Azure system [35] or to the Xorbas code presented in [61] .
A second application occurs in the context of Redundant Arrays of Independent Disks (RAID) architectures [20] . In this case, a RAID architecture protects against one or more storage device failures. For example, RAID 5 adds one extra parity device, allowing for the recovery of the contents of one failed device, while RAID 6 protects against up to two device failures. In particular, if those devices are Solid State Drives (SSDs), like flash memories, their reliability decays with time and with the number of writes and reads. The information in SSDs is generally divided into pages, each page containing its own internal Error-Correction Code (ECC). It may happen that a particular page degrades and its ECC is exceeded. However, the user may not become aware of this situation until the page is accessed (what is known as a silent failure). Assuming an SSD has failed in a RAID 5 scheme, if during reconstruction a silent page failure is encountered in one of the surviving SSDs, then data loss will occur. A method around this situation is using RAID 6. However, this method is costly, since it requires two whole SSDs as parity. It is more desirable to divide the information in a RAID type of architecture into m×n stripes: m represents the size of a stripe, and n is the number of SSDs. The RAID architecture may be viewed as consisting of a large number of stripes, each stripe encoded and decoded independently. Certainly, codes like the ones used in cloud applications may be used as well for RAID applications. In practice, the choice of code depends on the statistics of errors and on the frequency of silent page failures. RAID systems, however, may behave differently than a cloud array of devices, in the sense that each column represents a whole storage device. When a device fails, then the whole column is lost, a correlation that may not occur in cloud applications. For that reason, RAID architectures may benefit from a special class of codes with local and global properties, the so called sector-disk (SD) codes, which take into account such correlations [33] , [47] , [55] , [56] .
From now on, we will call the entries of the codes considered in the paper "symbols". Such symbols can be whole devices (for example, in the case of cloud applications) or pages (in the case of RAID applications for SSDs). Each symbol may be protected by one local group, but a natural extension is to consider multiple localities [60] , [67] , [74] . Product codes [50] represent a special case of multiple localities: any symbol is protected by both horizontal and vertical parities.
Product codes by themselves may also be used in RAID-type of architectures: the horizontal parities protect a number of devices from failure. The vertical parities allow for rapid recovery of a page or sector within a device (a first responder type of approach). However, if the number of silent failures exceeds the correcting capability of the vertical code, and the horizontal code is unusable due to device failure, data loss will occur. For that reason, it may be convenient to incorporate a number of extra global parities to the product code. We refer to these extra global parities simply as extra parities in order to avoid confusion, since in a product code the parities on parities, by affecting all of the symbols, can also be regarded as global parities.
In effect, consider a product code consisting of m × n arrays such that each column has v parity symbols and each row has h parity symbols. If in addition to the horizontal and vertical parities there are g extra parities, we say that the code is an Extended Product (EPC) code and we denote it by E P(m, v; n, h; g). Notice that, in particular, E P(m, v; n, h; 0) is a regular product code, while E P(m, 0; n, h; g) is a Locally Recoverable (LRC) code [23] , [67] . Constructions and bounds for EPC codes were presented in [8] .
Constructions of LRC codes involve different issues and tradeoffs, like the size of the field and optimality criteria. The same is true for EPC codes, of which, as we have seen above, LRC codes are a special case. In particular, one goal is to keep the size of the required finite field small, since operations over a small field have less complexity than ones over a larger field due to the smaller look-up tables involved. For example, Integrated Interleaved (II) codes [32] , [68] over G F(q), where q > max{m, n}, were proposed in [7] as LRC codes. The construction in [45] , [46] (stair codes) reduces field size when failures are correlated. Extended Integrated Interleaved (EII) codes [8] unify product codes and II codes.
As is the case with LRC codes, construction of EPC codes involves optimality issues. For example, LRC codes optimizing the minimum distance were presented in [67] . Except for special cases, II codes are not optimal as LRC codes, but the codes in [67] require a field of size at least mn. The same happens with EII codes: except for special cases, they do not optimize the minimum distance [8] .
There are stronger criteria for optimization than the minimum distance in LRC codes. For example, PMDS codes [5] , [9] , [19] , [23] , [33] , [35] satisfy the Maximally Recoverable (MR) property [23] , [25] . The definition of the MR property is extended for EPC codes in [25] , but it turns out that EPC codes with the MR property are difficult to obtain. For example, in [25] it was proven that an EPC code E P(n, 1; n, 1; 1) (i.e., one vertical and one horizontal parity per column and row and one extra parity) with the MR property requires a field whose size is superlinear on n.
The EII codes presented in [8] , of which II codes [7] , [68] , [73] , [76] , [77] are special cases, in general assume a field G F(q) such that q > max{m, n} and the individual codes are RS type of codes. An exception occurs in [73] , where binary codes involving BCH codes are presented. A more general case is given in [36] , where using the techniques of generalized tensor codes [39] , the authors extend II codes to any field. There are also several publications involving binary codes and codes with different field sizes with local and global properties [18] , [26] , [38] , [41] , [49] , [53] , [62] , [63] , [75] .
Although in general EII codes are not optimal with respect to the minimum distance, they are still attractive as LRC codes, since they provide versatile alternatives to optimal codes due to their smaller field size and their iterative row-column decoding algorithm, allowing them to correct a variety of erasures that are uncorrectable by traditional LRC codes. An open problem for EII codes as defined in [8] is to extend them to codes over any field G F(q), and in particular to codes over the binary field G F (2) . One of the goals of this paper is to provide such an extension. The constructions to be presented can be extended to finite fields of any characteristic but, for simplicity, throughout this paper we assume that the fields considered have characteristic 2, so, a field G F(q) means
The new contributions are: 1) We present a new definition of t-level EII codes as the direct sum of certain simple array codes whose rows are codewords in a code over any field G F(q), in particular, over the binary field G F (2) . We call such component codes 1-level EII codes and we show that product codes are a special case of them. 2) We give the dimension and a lower bound on the minimum distance of the new codes. We show that when the component 1-level EII codes are product codes, in which case we call the new codes t-level EII-PC codes, then the minimum distance is exactly equal to this lower bound. 3) We show that in many cases, the new codes give better minimum distance than other LRC codes with the same parameters and we also show cases in which the upper bound (2) on the minimum distance is met. We also study a different parameter to measure the performance of an LRC code: the average number of erasures that the code can tolerate, assuming that erasures occur sequentially. We demonstrate that this parameter and the minimum distance of the code are not necessarily correlated. 4) We state and prove the error-erasure correcting capability of t-level EII codes and we give recursive systematic encoding and decoding algorithms for combinations of errors and erasures. Although the decoding of erasures is unambiguous, we study the problem of miscorrection when errors and erasures occur. We show that if in some level of the decoding a miscorrection occurs and one tries to guess where the miscorrection occurred, then there may be more than one possible solution to the decoding algorithm. 5) We show that for a t-level EII-PC code, the code of transpose arrays is also a t-level EII-PC code. 6) We show that the special case of t-level II and EII-PC codes in which the component codes are RS codes, which we call t-level II and EII-RS codes, corresponds to the cases of II and EII codes usually studied in literature, showing that our construction in fact generalizes previous constructions. 7 ) We give sufficient conditions for a t-level EII-PC code allowing for a systematic encoding with an uniform distribution of the parity symbols. We show that these sufficient conditions, in particular, cover the known solution to the problem for the special case of t-level EII-RS codes. 8) We study the problem of ordering the symbols in a t-level EII-PC code that optimizes the length of a correctable burst. We improve previously optimal constructions by utilizing both the code and the code of transpose arrays to order the symbols. The paper is structured as follows: Section II gives the definition of 1-level EII codes together with properties and examples, while Section III extends this definition to t-level EII codes over any field G F(q) as a direct sum of t 1-level EII codes. We also define and give examples of extended integrated interleaved product codes (EII-PC) as a special case of EII codes, as well as the basic properties of EII codes, like their dimension and a lower bound on their minimum distance. Section IV presents some special cases of EII codes meeting bound (2) and comparisons with known codes. Section V presents a systematic encoding algorithm and an error-erasure decoding algorithm that assumes no miscorrections occur. The algorithm is unambiguous for erasure decoding, but if miscorrections occur when correcting errors and erasures and the decoding algorithm is adapted by guessing where the miscorrections occurred, we show that the solution may not be unique. Section VI concentrates on properties of EII-PC codes. In particular, it is shown that the set of transpose arrays of a t-level EII-PC code is also a t-level EII-PC code. This property allows for iterative decoding on rows as well as on columns, extending the iterative decoding of product codes.
Next we give two applications. In Section VII we consider the problem of uniform distribution of the parity symbols in an EII-PC code, which was also treated in [8] for EII-RS codes and in [15] for a family of codes similar to II codes. In particular, we give a sufficient condition allowing such uniform distribution. In Section VIII, we study the problem of reading the symbols in an EII-PC code in an order that maximizes the length of the longest burst that the code can correct, a problem also considered in literature [4] , [51] , where optimal constructions were given. However, the horizontalvertical decoding allows to often improve this maximal length, a fact that we illustrate with examples. We end the paper by drawing some conclusions in Section IX.
II. DEFINITION AND PROPERTIES
OF 1-LEVEL EII CODES Since the components of a t-level EII code to be defined in the next section are 1-level EII codes, we start by defining such codes. Essentially, the rows of an m × n array in a 1-level EII code over G F(q) are in an [n, n − u 0 , d
0 ] code over (G F(q)) n−u 0 . In addition, we may pad the array with a certain number of 0-columns, a requirement that will be justified in the next section. Explicitly, Definition 2. Take two integers 0 u 0 < u 1 n and let u be the following (non-decreasing) vector of length m = s 0 + s 1 , where s 0 1, s 1 0 and, if s 1 = 0, u 1 = n:
(
Consider an [n, n − u 0 , d (H) 0 ] code C 0 over a finite field G F(q) that admits a systematic encoder on its first n−u 0 symbols and a (vertical) [m, s 0 , d
We say that an m ×n array C = (c i, j ) 0 i m−1 0 j n−1 is in a 1-level EII code C(n, u), where u given by (3), if: 1) c i, j = 0 for 0 i m − 1 and 0
is a codeword in C 0 .
Definition 2 implicitly gives a systematic encoding algorithm, as illustrated in the next example. Example 3. Consider a C (15, (4, 4, 8, 8, 8 )) 1-level binary EII code where the horizontal code C 0 is the [15, 11, 3] cyclic Hamming code over G F (2) with generator polynomial 1 + x + x 4 and the vertical code V 0 is a [5, 2, 4] (shortened) Reed-Solomon (RS) code [50] over G F (16) with generator polynomial (x + 1)(x + α)(x + α 2 ), where α is a primitive element in G F (16) such that 1 ⊕ α ⊕ α 4 = 0. Represent a 4-bit symbol a 0 + a 1 α + a 2 α 2 + a 3 α 3 in G F (16) by (a 0 , a 1 , a 2 , a 3 ). Below is a systematically encoded 5 × 15 array, where the data corresponds to entries (i, j ) with 0 i 1 and 7 j 10: First the two symbols (0, 0, 0, 1) and (1, 1, 0, 1), which correspond to α 3 and α 7 respectively in G F (16) , are encoded systematically into the vertical [5, 2, 4] code. Then, each of the 5 symbols, preceded by 7 zeros, are encoded systematically into the Hamming code, giving the depicted array.
The requirement that the first n − u 1 columns of an array in a 1-level EII code are zero seems artificial at this point. If such a code is taken in isolation, we make n = u 1 , and there are no zero columns. However, in the next section we will define a t-level EII code as the sum of t 1-level EII codes. We will see that the zero columns make this sum a direct sum.
The next lemma gives the dimension and a lower bound on the minimum distance of 1-level EII codes. from Lemma 4 may not become equality in general. In effect, consider the 1-level binary EII code C (15, (4, 4, 8, 8, 8) ) of Example 3. According to Lemma 4, the code has dimension (2)(4) = 8 and minimum distance d (4)(3) = 12. If we encode (systematically) the 255 possible non-zero data arrays, we find out that the minimum distance of the code is 14. The array depicted in Example 3 has in fact weight 14.
Example 5. Consider a C (8, (4, 4, 8, 8, 8 )) 1-level binary EII code where the horizontal code C 0 is an [8, 4, 4] extended Hamming code over G F (2) and the vertical code V 0 is the [5, 2, 4] shortened RS code over G F (16) of Example 3. According to Lemma 4, the code has dimension 8 and minimum distance d (4)(4) = 16.
Notice that, in particular, C (8, (4, 4, 8, 8, 8) ) is a (5, 8, 8; 4, 4, d, 2) LRC code by Definition 1, where d 16. Consider the bound (2) on the minimum distance of a (5, 8, 8; 4, 4, d, 2) LRC code. In this case, we have k * = k (2) opt [8, 4] = 4, so k/k * = 2. In particular, taking j = 1 in (2), we obtain d d (2) opt [32 , 4] . By the Griesmer bound [29] , if d (2) opt [N , 4] > 16, then N 3 i=0 17/2 i = 34. So, d d (2) opt [32 , 4] 16, showing that C (8, (4, 4, 8, 8, 8) ) meets bound (2) . We will generalize this example in Section IV.
A special case of a 1-level EII code C(n , u) is a product code: in this case, both rows and columns are individually encoded sharing a parity-check matrix. Specifically, Definition 6. Let u be given by (3) and let h x,y , where 0 x, y max{m, n} − 1, be a set of coefficients in a finite field G F(q), such that the following are matrices of rank s for max{v + s, w} max{m, n}:
where H u 0 , n , 0 and H s 1 , m , 0 are given by (4) . Consider the 1-level code C(n, u) with horizontal code C 0 and vertical code V 0 over
Then we say that C(n, u) is a 1-level EII-PC code. If C 0 and V (q) 0 are MDS codes, we say that C(n, u) is a 1-level EII-MDS code, while if they are (shortened) RS codes, we say that it is a 1-level EII-RS code.
If n = u 1 , the 1-level code C(n, u) in Definition 6, in particular, is the product code [50] C 0 × V (q) 0 . Given an array in a 1-level EII-PC code C(n, u) as defined above, it is well known that each of the last u 0 columns is also in V (q) 0 and the minimum distance of C(n, u)
Example 7. Consider the binary 1-level EII-PC code C(7, (3, 3, 3, 3, 7, 7, 7)) with C 0 = V (2) 0 the [7, 4, 3] Hamming code over G F (2) as given by Definition 6. Then, C(7, (3, 3, 3, 3, 7, 7, 7)) is the product code C 0 × C 0 , which has minimum distance d = (3)(3) = 9. Let us denote this code by C (b) . We want to compare it next with a 1-level EII code C (7, (3, 3, 3, 3, 7, 7, 7) ) that is not a product code.
In effect, let C (a) be a binary 1-level EII code C (7, (3, 3, 3, 3, 7, 7, 7) ) with C 0 the [7, 4, 3] Hamming code over G F (2) and V 0 the [7, 4, 4] (shortened) RS code over G F (16) as given by Definition 2. As in Example 5, its minimum distance is d (4)(3) = 12.
Notice that C (a) is a [49, 16, d] code with d 12, while C (b) is a [49, 16, 9] code. So, C (a) has larger minimum distance. This pattern is uncorrectable by C (a) . In effect, none of the codewords can be corrected by the horizontal code, since they have more than two erasures each. The vertical code over G F (16) cannot correct the four symbols having erasures either, since this code can correct at most three erasures. However C (b) can correct all the columns with up to two erasures, leaving four rows with two erasures each, which are correctable.
Let us take another measure for the performance of a code, which was already considered in [7] . Assume that, given an erasure-correcting code, erasures occur one after the other until the code encounters an uncorrectable erasure pattern. How many erasures can the code correct on average? This parameter is intimately related to the mean time to data loss (MTTDL) of the system (the relevance of MTTDL was also stated in [62] ). The exact solution is related to "birthday surprise" type of problems [21] , [22] , [42] , but a Monte Carlo simulation shows that on average, C (a) can correct 17.8 erasures, while C (b) can correct 22.7 erasures, in spite that the minimum distance of C (b) is smaller than the minimum distance of C (a) . In the simulation, we are not taking into account that the minimum distance of C (a) may be larger than 12. In order to enhance the iterative decoding algorithm, uncorrectable patterns by this algorithm may be checked using the paritycheck matrices of the codes. In any case, if the main parameter to evaluate the performance of an erasure-correcting code is the average number of erasures until an uncorrectable pattern is encountered, then the 1-level EII-PC code C (b) looks attractive with respect to the 1-level EII code C (a) .
Consider a 1-level EII-PC code
The rows of a transpose array in the code are the columns of the array, so the set of transpose arrays constitute a
). This observation is well known, but we will generalize it later for t-level EII-PC codes, so we state it as a lemma.
Lemma 8. Consider a 1-level EII-PC code
over G F(q) as given by Definition 6. Then, the set of transpose arrays of the arrays in the code is a 1-level EII-PC code C(m , (
III. DEFINITION AND PROPERTIES
OF t -LEVEL EII CODES Now we are ready to give a general definition of t-level EII codes. Essentially, a t-level EII code is a direct sum of t 1-level EII codes. Explicitly:
Consider a set {C i :
For each i such that 0 i t − 1, consider the 1-level EII code C(n, u (i) ) as given by Definition 2, where
the horizontal code is C i and the vertical code
Then we say that C(n, u) is a t-level EII code. If s t = 0, we say that C(n, u) is a t-level II code. Example 10. Consider 2-level EII codes. According to Definition 9, we take 3 integers 0 u 0 < u 1 < u 2 n, and
with horizontal code C 1 and vertical code V 0 , and C 0 ∈
For example, consider a C(15, (4, 4, 8, 15)) 2-level EII code over the binary field G F(2) (which consists of 4 × 15 arrays), such that C 1 ⊂ C 0 , where C 0 is a [15, 11, 3] Hamming code and C 1 is a [15, 7, 5] BCH code, while V 0 is a [4, 3, 2] vertical code over (G F(2)) 7 (for example, by taking an even parity code) and V 1 is a [4, 2, 3] vertical code over (G F(2)) 4 (for example, by taking a [4, 2, 3] shortened RS code over G F (16) ).
If C ∈ C (15, (4, 4, 8, 15) ), then C = C 1 ⊕ C 0 , where C 1 ∈ C (15, (8, 8, 8, 15) ) and C 0 ∈ C (15, (4, 4, 8, 8) ). So, denoting data by D and parity by P, we have and C = C 1 ⊕ C 0 . This example also shows a natural way of encoding the data (although non-systematic).
Example 11. Consider 3-level EII codes. According to Definition 9, we take 3 integers 0
where s 0 , s 1 , s 2 1, s 3 0, u 3 = n if s 3 = 0 and s 0 +s 1 +s 2 + s 3 = m. Consider the linear codes
For example, take a 3-level binary EII code C (15, (4, 4, 8, 10, 15) ) such that C 2 ⊂ C 1 ⊂ C 0 , where C 0 is a [15, 11, 3] Hamming code, C 1 is a [15, 7, 5] BCH code and C 2 is a [15, 5, 7] BCH code, while V 0 is a [5, 4, 2] parity code over (G F(2)) 5 , V 1 is a [5, 3, 3] doubly extended RS code over G F (4) and V 2 is a [5, 2, 4] shortened RS code over G F (16) .
If C ∈ C (15, (4, 4, 8, 10, 15) ), then C = C 2 ⊕C 1 ⊕C 0 , where C 2 ∈ C(15, (10, 10, 10, 10, 15)), C 1 ∈ C (15, (8, 8, 8, 10, 10) ) and C 0 ∈ C(15, (4, 4, 8, 8, 8)). Proceeding as in Example 10, we obtain a non-systematic encoder.
If u 0 = 0 in Definition 9, then the code C 0 is an [n, n, 1] code, that is, the whole space, with no erasure-correcting capabilities. Similarly, if s t = 0 (that is, an II code), then V 0 is an [m, m, 1] code over (G F(q)) n−u t−1 , also the whole space. Also notice that if C is an m × n array in a code C(n, u) as given by Definition 9, since C i ⊂ C 0 for i > 0, then each row in C is in C 0 .
Next we prove that the sum of 1-level EII codes given by (8) is in fact a direct sum, justifying the assumption of padding with zeros the first n − u 1 columns in Definition 2.
Lemma 12.
Consider the t-level EII code C(n, u) given by Definition 9 and assume that t > 1. Then C(n, u) is the direct sum of C(n, u (0) ) and
is the sum of C(n, u (0) ) and C(n, u ). In order to prove that it is also a direct sum, we have to show that the intersection between C(n, u (0) ) and C(n, u ) is the zero array.
In effect, take
Since the first n − u 1 entries of c i are zero, encoding systematically such first n − u 1 entries, we obtain that c i is zero, so C is the zero array.
As done in Section II with 1-level EII codes, we may assume that the component 1-level EII codes in Definition 9 are product codes. We next extend Definition 6 of 1-level EII-PC codes to t-level EII-PC codes. Definition 13. Consider t and u as in Definition 9. Take a set of coefficients h x,y in a finite field G F(q) as in Definition 6,
are MDS codes, then we say that C(n, u) is an EII-MDS code (resp., II-MDS code if s t = 0), while if they are RS codes, we say that C(n, u) is an EII-RS code (resp., II-RS code if s t = 0). 7)) ⊕ C (8, (7, 7, 7, 7, 7, 7, 7, 7) ).
Theorem 15. Consider a t-level EII code C(n, u) as given by Definition 9. Then, C(n, u) has dimension mu t − t i=0 s i u i and minimum distance d min{d
Proof: We proceed by induction on t for the dimension.
and the result follows. Assume that t > 1. By Lemma 12, C(n, u) is the direct sum of C(n, u (0) ) and C(n, u ), where u is given by (9) , so its dimension is the sum of the dimensions of C(n, u ) and of C(n, u (0) ).
Adding these two numbers, we obtain the dimension of the code, as claimed.
Regarding the lower bound (11), it will be proven as Corollary 36 after we state the erasure correcting capability of a t-level EII code in Theorem 35.
The next corollary is immediate from Theorem 15.
Corollary 16.
Consider a t-level EII code C(n, u) as given by Definition 9, and assume that u t = n, the (horizontal) codes C i are MDS codes over G F(q) and the (vertical)
If we assume that the MDS codes in Corollary 16 are doubly extended (shortened) RS codes, then n q + 1. Also,
where u t = n, then m q x +1. If x > 1, then m may be considerably larger than n, an observation also made in Example 4 of [36] . We will compare EII codes with II codes under the conditions of Corollary 16 in Example 26 of the next section.
IV. EII CODES ACHIEVING BOUND (2) AND COMPARISON WITH OTHER CODES
Since t-level II codes (i.e., s t = 0 in Definition 9) meeting bound (2) were presented in [36] , [38] , in this section we concentrate on EII codes with s t > 0. We start with a construction of 1-level EII codes that generalizes Example 5 and give a sufficient condition under which it meets bound (2) .
Then the minimum distance d of C(n, u) meets the bound given by (2) .
0 , proving the result.
Example 18.
Consider the 1-level EII code C(16, ( m−1 9, 9, . . . , 9, 16) ) over G F (2) such that C 0 is a [16, 7, 6] extended BCH code and V 0 is a parity [m, m − 1, 2] code over (G F(2)) 7 (hence m can take any value). According to Lemma 17 and since d (2) opt [32, 7] [16, 7] [28], C(16, ( m−1 9, 9, . . . , 9, 11)) meets bound (2) with minimum distance d = 12.
The next lemma gives a specific instance where the construction of Lemma 17 always meets bound (2) .
Proof: By Lemma 4, C(q + 1, u) has dimension k = 2(m − s 1 ) and its minimum distance d satisfies
. Code C 0 is MDS, thus k * = 2 and hence k/k * = m − s 1 .
Taking j = m − s 1 − 1, by (2), the result would be proven if we show that d (q) opt [(q + 1)(s 1 + 1), 2] q(s 1 + 1). Assume that this is not the case, so 
which is a contradiction.
Example 20. Consider the 1-level EII code C(5, ( 8 3, 3, . . . , 3, 9 5, 5, . . . , 5)) over G F (4) such that C 0 is a [5, 2, 4] doubly extended RS over G F (4) and V 0 is a [17, 8, 10] doubly extended RS code over G F (16) . This one is then an [85, 16, 40] code over G F(4) whose minimum distance d = 40, according to Lemma 19, meets bound (2) . Table I gives the parameters of some codes obtained with the construction of Lemma 17. The code
We indicate with an asterisk when d achieves bound (2) .
The next lemma gives some 2-level EII codes meeting bound (2).
Lemma 21.
Consider a 2-level EII code C(n, u) over G F(q) as given by Definition 9 such that
and it meets bound (2).
Proof: By Theorem 15 and since
Taking j = s 0 in (2), we obtain (16, (9, 9, 11, 16, 16) ) over G F (2) such that C 0 is a [16, 7, 6] (4) and V 0 a [5, 3, 3] (shortened) RS code over G F (32) . According to Theorem 15, k = 19 and the minimum distance of the code satisfies d 24. Since k * = 7, k/k * = 3. Taking j = 2 in bound (2), d d (2) opt [48, 5] 24 by the Griesmer bound, so d = 24 and the bound is met.
Example 24.
Consider the 2-level EII code Let us compare next EII codes with s t > 0 with II codes (i.e., s t = 0). Constructions of binary t-level II codes were presented in [36] , [38] , where an equivalent definition of t-level II codes using generalized tensor product codes is given. Let us concentrate first on code C II in [38] . This construction corresponds to an II-code C (2 
2μ (notice that the given distances of BCH codes are designed distances, they may be smaller than the actual minimum distances [50] 
code, all these codes (shortened) doubly extended RS codes over G F (32) and 5 m 33.
Construction C II in [38] cannot handle cases in which 2μ > 2 b , while this is not the case for t-level EII codes with s t > 0. Let us illustrate the possible advantages of EII codes with an example. Example 25. Take for instance a C II code as in [38] with b = 5 and μ = 6, then the minimum distance is d 12 and 6 m 33. The locality of this code, that is, the number of bits necessary to recover an erased bit, is r = 2 b − 1 = 31.
Regarded as an II code, it is a 4-level C(32, ( m−5 1, 1, . . . , 1 , 6, 6 , 6 , 11 , 26)) code. Take for instance m = 8, then it is a C (32, (1 , 1 , 1 , 6 , 6 , 6 , 11 , 26) ) II code. As a binary code, it is a [256, 198, 12] LRC code with locality 31.
Next, consider a binary 3-level EII code C(16, ( 11 1, 1, . . . , 1, 5 , 5 , 5 , 9 , 16) ), where C 0 is a [16, 15, 2] code, C 1 is a [16, 11, 4] code and C 2 is a [16, 7, 6] code, all these codes nested extended BCH codes, while V 0 is a [16, 15, 2] parity code over (G F(2)) 7 , V 1 is a [16, 14, 3] code and V 2 is a [16, 11, 6] code, both these codes extended RS codes over G F (16) . By Theorem 15, the minimum distance of this code is d 12. As a binary code, it is a [256, 205, 12] LRC code with locality 15, so it has better rate than the C II code and reduces the locality in half.
In order to compare with the codes in [36] , we go back to the conditions of Corollary 16. The next example shows that the improvement in minimum distance for the same parameters may be significant. 
We can see that in this case, the x defined after Corollary 16 is x = 2, so m 8 2 + 1 = 65. Let us take m = 65. By Corollary 16, C(9, u) has dimension 585 − s 0 − 3s 1 − 5s 2 − 7s 3 − 9s 4 and minimum distance d min{2(ŝ 1 + 1), 4(ŝ 2 + 1), 6(ŝ 3 + 1), 8(ŝ 4 + 1)}. (13) Assume that C(9, u) is an II code, i.e., s 4 = 0, the situation studied in [36] with generalized tensor product codes. In this case we obtain d = 8.
If we take an EII code that is not an II code (i.e., s 4 > 0) with the same rate, we can improve upon the minimum distance of 8. For example, consider an II code with s 0 = 17 and s 1 = s 2 = s 3 = 16, and an EII code with s 0 = s 1 = 20, s 2 = 10, s 3 = 4 and s 4 = 11. Both codes have 257 parity symbols and hence the same rate, but the II code, as we have seen, has minimum distance d = 8, while the EII code, by (13) , has minimum distance d min{(2)(46), (4)(26), (6) (16) , (8) 
We take a final example.
Example 27.
Consider a 3-level II code
, 2, . . . , 2, 4, 8)) as given by Definition 9, where q = 16, C 2 ⊂ C 1 ⊂ C 0 are extended RS codes over G F (16) such that C 0 is a [16, 14, 3] code, C 1 is a [16, 12, 5] code, C 2 is a [16, 8, 9] code, V 1 is a [256, 255, 2] code over (G F(16)) 8 and V 2 is a [256, 254, 3] code over G F(256). By Corollary 16, C (I) has dimension 3576 and minimum distance 9, i.e., it is a [4096, 3576, 9] code over G F (16) . In particular, it is a special case of Example 4 in [36] , where, following the notation in that example, μ = 3, d 3 = 9, d 2 = 5, d 1 = 3, δ 3 = 2 and δ 2 = 3. It is proven in Theorem 9 of [36] that C (I) has the largest possible dimension among all codes with the same erasure-correcting capability.
Consider next a 3-level EII code C (II) = C(16, ( 216 1, . . . , 1, 20 3, . . . , 3, 7 5, . . . , 5, 13 16, . . . , 16)) as given by Definition 9, where also q = 16, C 2 ⊂ C 1 ⊂ C 0 are extended RS codes over G F (16) such that C 0 is a [16, 15, 2] code, C 1 is a [16, 13, 4] code, C 2 is a [16, 11, 6] (16) whose minimum distance is significantly larger than the one of C (I) and its dimension is also larger.
As done in Example 7, we may consider the average number of erasures that both codes can correct. Doing a Montecarlo simulation, we find out that C ( . . , 7) ), where C 0 , C 1 and C 2 are like in C (II) , C 3 ⊂ C 2 is a [16, 9, 8] code over G F (16) (16) by Corollary 16, hence, its minimum distance is smaller than the one of C (I) and considerably smaller than the one of C (II) . However, the average number of erasures it can correct is 369, much larger than the average of 184 erasures that C (II) can correct.
V. SYSTEMATIC ENCODING AND DECODING OF EII CODES
Definition 9 implicitly gives a simple encoding algorithm. However, such algorithm is not systematic. Next we present a systematic encoding algorithm. Algorithm 28. [Systematic Encoding Algorithm] Consider a t-level EII code C(n, u) according to Definition 9. Assume that the data is given by D i, j , where, for each v such that
We proceed by induction on t.
If t = 1 then the data D i, j , where
and an m × (n − u 1 ) zero array is appended to this vertically encoded array from the left to obtain an m × (n − u 0 ) array. Then each of the m rows of this array is encoded systematically into the (horizontal) code C 0 to give the final m × n systematically encoded array.
Next, assume that t > 1 and by induction, assume that there is a systematic encoder for any (t −1)-level EII code. Consider the (t − 1)-level EII code C(n, u ), where u is given by (9) , and encode systematically the data D i, j for
. Denote by P i, j the parity symbols obtained as a result of this systematic encoder. Next, encode systematically the symbols D i, j ⊕ P i, j for 0 i s 0 − 1 and n − u 1 j n − u 0 − 1 into an array C (0) in the 1-level EII code C(n, u (0) ), where u (0) is given by (7) . Then, the final systematically encoded array is C = C (0) ⊕ C .
Example 29.
Consider the C (15, (4, 4, 8, 10, 15 )) 3-level EII code over G F (2) of Example 11 and assume that the data we want to encode is the following:
We will show how to encode in systematic form this data by applying iteratively Algorithm 28.
First we encode the data D i, j for 0 i 3 and 0 j 4 into the 1-level EII code C (15, (10, 10, 10, 10, 15) ) to obtain C (2) as given by (14) , shown at the top of the next page.
Encoding D (1) i, j = D i, j ⊕ P (2) i, j for 0 i 2 and 5 j 6 into C (15, (8, 8, 8, 10, 10) ), we obtain C (1) as given by (15) , shown at the top of the next page.
Encoding D (0) i, j = D i, j ⊕ P (1) i, j ⊕ P (2) i, j for 0 i 1 and 7 j 10 into C (15, (4, 4, 8, 8, 8) ), we obtain C (0) as given by (16) , shown at the top of the next page.
The encoded array is then C = C (2) ⊕ C (1) ⊕ C (0) , which produces the array in systematic form given by (17) , shown at the top of the next page. 
Before stating the error-erasure correcting capability of t-level EII codes, we give a lemma. Lemma 30. Consider an array C in a t-level EII code C(n, u) as given by Definition 9, hence, (v) ) for 0 v t − 1 and u (v) is given by (7) . Denote by c i each row of C and by c (v)
can be obtained for 0 v t − 1.
Proof:
We do induction on t. If t = 1, then C = C (0) and the result follows since c i = c (0) i , so assume that t > 1.
. But C , by Definition 9, is in a (t − 1)-level EII code, so, by induction, we can obtain each
Example 31. Consider the C (15, (4, 4, 8, 10, 15 )) 3-level EII code over G F (2) of Examples 11 and 29. Assume that C ∈ C (15, (4, 4, 8, 10, 15) ), where C = (c i, j ) 0 i 4 0 j 14 . Then
where C (2) ∈ C(15, (10, 10, 10, 10, 15)), C (1) ∈ C (15, (8, 8, 8, 10, 10) ) and C (0) ∈ C (15, (4, 4, 8, 8, 8) ). Assume that a row c i = (c i,0 , c i,1 , . . . , c i,14 ) is given and we want to obtain the rows c (v) i , where 0 i 4 and 0 v 2. Since c i, j = c (2) i, j for 0 j 4, we encode (systematically) (c (2) i,0 , c (2) i,1 , . . . , c (2) i,4 ) in code C 2 and we obtain codeword c (2) i . Next we compute c i ⊕ c
Next we give the error-erasure correction of the codes under the assumption that there are no miscorrections. Since each row in the array is in C 0 , the rows in C with x 0 errors and y 0 erasures, where 2x 0 + y 0 d (H) 0 − 1, are corrected, while, given the theorem's assumption, the remaining rows are detected as having an uncorrectable pattern (i.e., no miscorrection).
Denote the rows detected as uncorrectable by
and the remaining rows (which are error and erasure free) by c j 0 , c j 1 , . . . , c j m−−1 . We do induction on t.
Assume that t = 1. Then there are rows with x 1 errors and y 1 erasures each, where d
. . , c i w ,n−u 0 −1 ) for 0 w − 1 can be recovered by doing (vertical) erasure decoding. Once these vectors are recovered, for each w such that 0 w − 1, we encode systematically each (c i w ,0 , c i w ,1 , . . . , c i w ,n−u 0 −1 ) into c i w ∈ C 0 , completing the decoding (notice that c i w , j = 0 for 0 j n − u 1 − 1). Next assume that t > 1. For each w such that 0 w m − − 1, we have seen that the rows c j w in C are erasure free. Since
t − 1 and for each w such that 0 w m − − 1. In particular, we obtain c (0) u (0) ) as in the case of t = 1 above. Since by Lemma 12, C = C ⊕C (0) , where C ∈ C(n, u ) and u is given by (9) , and since C(n, u ) is a (t −1)-level EII code and each row is in C 1 , the rows with x 1 errors and y 1 erasures with 2x 1 +y 1 d in C . Then, by induction, these errors and erasures can be corrected, so C is retrieved as C = C ⊕ C (0) . Implicit in the proof of Theorem 32 is a decoding algorithm which is somewhat similar to the coset decoding method for II codes given in [14] .
Example 33. Consider a 3-level EII-code C (15, (4, 8, 10, 15 )) over G F (16) , where C 0 , C 1 and C 2 are [15, 11, 5] , [15, 7, 9] and [15, 5, 11] RS codes over G F (16) such that C 2 ⊂ C 1 ⊂ C 0 , V 0 is a [4, 3, 2] parity code over (G F(16)) 5 , V 1 is a [4, 2, 3] MDS code over (G F(16)) 2 and V 2 is a [4, 1, 4] repetition code over (G F(16)) 4 .
Given an array in C (15, (4, 8, 10, 15) ) with errors and erasures, according to Theorem 32, this code can correct any row with x 0 errors and y 0 erasures each, where 2x 0 + y 0 4, up to one row with x 1 errors and y 1 erasures, where 2x 1 + y 1 8, up to one row with x 2 errors and y 2 erasures, where 2x 2 + y 2 10, and up to one row with x 3 errors and y 3 erasures, where 2x 3 + y 3 11, provided that there is no miscorrection each time correction of a row is attempted. For example, assume that an array was stored, and the following array is received, where X denotes error and E erasure: 
The first step is correcting the error and two erasures in c 3 , which can be done since each row c i is in C 0 , while rows 0, 1, and 2 we assume are detected as uncorrectable in C 0 . So, we are left with the following array: 
Consider c 3 , which is now erasure free. We have, c 3 = c Next, for i ∈ {0, 1, 2}, we encode the vectors of length 11 over G F (16) 
i, j = 0 for 0 j 6. We then take c (2) i ⊕ c (1) 
i is in the [15, 7, 9] RS code C 1 , we attempt correction in C 1 of rows 0, 1 and 2. The only row that is correctable in C 1 is row 0 since it has 4 errors, while we assume that we detect rows 1 and 2 as uncorrectable. Once we correct c (2) 0 ⊕c (1) 0 , we obtain c 0 = (c (2) 0 ⊕c (1) 0 )⊕c (0) 0 . Again by Lemma 30, we obtain c (1) 0 and c (2) 0 from c 0 . Taking the entries (c (1) 0,5 , c (1) 0,6 ) and (c (1) 3,5 , c (1) 3,6 ) in (G F(16)) 2 , we retrieve the entries (c (1) 1,5 , c (1) 1,6 ) and (c (1) 2,5 , c (1) 2,6 ) using the [4, 2, 3] MDS code V 1 over (G F(16)) 2 . Then, from (c (1) i,0 , c (1) i,1 , . . . , c (1) i,6 ), where c (1) i, j = 0 for i ∈ {1, 2} and 0 j 4, we obtain c (1) i and hence c (2) [15, 5, 11] RS code. In particular, c (2) 1 has 5 errors and one erasure, so it is detected as uncorrectable, while c (2) 2 has four errors and two erasures, which can be corrected. Once the errors and erasures in c (2) 2 are corrected, we obtain
Finally, since c i, j = c (2) i, j for 0 i 3 and 0 j 4, taking the vectors (c (2) i,0 , c (2) i,1 , . . . , c (2) i,4 ) ∈ (G F(16)) 5 for i ∈ {0, 2, 3} as elements of a codeword in the (vertical) code V 0 , and since V 0 is a [4, 3, 2] parity code over (G F(16) ) 5 , we retrieve (c (2) 1,0 , c (2) 1,1 , . . . , c (2) 1,4 ). Encoding systematically this vector in C 2 , we obtain c (2) 1 , and hence,
Theorem 32 gives a decoding algorithm for EII codes under the assumption that when the error-erasure correcting capability of a row is exceeded, then the code successfully detects this situation and it does not miscorrect. But what happens when there are miscorrections? Error-erasure correcting algorithms of II-RS codes [14] , [68] , [73] and of EII-RS codes [8] assume no miscorrections as well. Since these codes are based on RS codes, the assumption boils down to the probability of miscorrection of RS codes [10] , [16] , [17] , [52] . For example, in [73] it is suggested that code C 0 have at least 10 parity symbols, which gives a reasonable low probability of miscorrection. However, miscorrection may be relatively frequent in many cases, specially when the codes C i are not RS codes. Take for instance the 3-level binary EII-code C (15, (4, 8, 10, 15) ) according to Definition 9, where C 0 is a [15, 11, 3] Hamming code, C 1 ⊂ C 0 is a [15, 7, 5] BCH code, (4) and V 0 is a [4, 3, 2] parity code over (G F(2)) 5 . Assuming no erasures, since C 0 is a perfect code, each time more than one error occurs when attempting to decode a row, we will have a miscorrection. Adapting the decoding algorithm of Theorem 32 to include miscorrections may lead us to incorrect decoding. Let us illustrate this point with a simple example. Example 34. Consider a 2-level II-code C (7, (2, 4) ) over G F (8) , where α is a primitive element in G F (8) such that 1 + α + α 3 = 0, C 0 is a [7, 5, 3] RS code generated by (x + 1)(x + α), C 1 is a [7, 3, 5] RS code generated by (x + 1)(x + α)(x + α 2 )(x + α 3 ), V 0 is a [2, 2, 1] code over (G F(8)) 3 (i.e., the whole space) and V 1 is a [2, 1, 2] repetition code over (G F(8)) 2 . According to Theorem 15, C (7, (2, 4) ) has minimum distance 5.
Next, assume that the zero array is transmitted and the following array with errors is received:
Applying the error-erasure decoding algorithm of Theorem 32, we first attempt to correct the rows in C 0 . Both are correctable, giving the array 0 0 0 0 0 0 0 0 0 0 0 1 α 2 α 6
But this array has weight 3 and the minimum weight of C (7, (2, 4) ) is 5, so it will be detected as an incorrect decoding. A possibility is to apply the decoding algorithm by assuming that only one of the two rows has been miscorrected. Assume that the first row was correctly decoded, so after the first pass of the algorithm, by leaving the second row unchanged, we have 0 0 0 0 0 0 0 0 0 0 0 0 α 2 α 6
Continuing the decoding algorithm, this array will be correctly decoded as the zero array. On the other hand, if we assume that the second row is the one correctly decoded, leaving the first row intact, we have the following array:
In this case the algorithm will produce the array α 4 0 0 α 3 α 6 0 0 0 0 0 0 1 α 2 α 6 which we can verify that is a valid array in the code. Absent any other assumptions, the two solutions are equally likely.
However, suppose that the zero array is transmitted and the following array is received:
In this case, again, if we assume that the first row has been correctly decoded as the zero vector and the second row has more than one error, then the decoding algorithm gives the zero array. If we assume that the second row is the one that has been correctly decoded and the first row has more than one error, then the decoding algorithm will give an uncorrectable error when attempting to correct two errors in the first row, hence, the solution is unique.
Example 34 shows that when we have miscorrections, we can adapt the decoding algorithm to different possibilities, but the solution may not be unique (in which case we would be doing list decoding). The process is simple for small values of m and of t, as is the case in Example 34, but it may be prohibitively complicated for large m and t. Of course, if there is a total of x errors and y erasures, where 2x + y d − 1, d the minimum distance of C(n, u), the solution will be unique. We believe that the subject of decoding errors and erasures in EII codes deserves further research.
The following theorem gives the erasure correcting capability of a t-level EII code. Corollary 36. Consider a t-level EII code C(n, u) as given by Definition 9 and let d be its minimum distance. Then
Proof: Assume that there is a codeword C ∈ C(n, u) with w erasures, where w
We have to prove that such erasures can be corrected.
According to Theorem 35, we may assume that the rows in C containing erasures have at least d 
VI. PROPERTIES OF EII-PC CODES
The next theorem gives necessary and sufficient conditions for t-level EII-PC codes that will be useful to prove further properties. Proof: Let C be an array in a t-level EII-PC code C(n, u) as given by Definition 13. Hence, and u (v) is given by (7) . In particular, the rows of C (v) are in the (horizontal) code C v and the columns of
Take i such that 1 i t and r such that 0 r ŝ i − 1, then,
] code whose parity-check matrix Hŝ v+1 , m , 0 is given by (4), we have
Since
follows from (20) .
Conversely, assume that an m × n array C with rows c w satisfies c w ∈ C 0 for 0 w m − 1 and (18) . We proceed by induction on t. If t = 1, then each row in C is in is the [n, n − u 0 ] (horizontal) code C 0 . By (18) , since C 1 = {0}, m−1 w=0 h r,w c w = 0 for 0 r
0 . According to Definition 13, C is in the 1-level EII-PC code C(n, u).
So, take t > 1 and assume that the result is true for t − 1. Denote by (c x,y ) 0 x m−1 0 y n−1 the entries of C, and in particular, consider the entries c x,y such that 0
x m −ŝ t − 1, 0 y n − u t −1 − 1. Encode such elements into an array C (t −1) in the 1-level EII-PC code C(n, u (t −1) ) as given by Definition 13. Each column in
0 by construction, and so is each column in C by (18) for i = t and 0 r ŝ t −1 since C t = {0}, so C and C (t −1) coincide in their first n − u t −1 columns. Thus, taking C = C ⊕ C (t −1) , the first n − u t −1 columns of C are zero. Since c w ∈ C 0 and c (21) follows. By induction, this means that C is in a (t − 1)-level EII-PC code C(n,ũ) according to Definition 13, wherẽ u = s 0 u 0 ,...,u 0 ,
with nested horizontal codes C i and nested vertical codes V (q) t −1−i for 0 i t − 2. As a consequence, C ∈ C(n, u (t −1) )⊕C(n,ũ), where u (t −1) is given by (7) . By Definition 13, C(n,ũ) = t −2 v=0 C(n, u (v) ), so C ∈ t −1 v=0 C(n, u (v) ). Again by Definition 13, C ∈ C(n, u). Proof: Assume that (22) holds. Take r such that 0 r ŝ i+1 − 1 for 1 i t − 1. In particular, there is a j , 1 i < j t, such thatŝ j +1 r ŝ j − 1, then, by (22),
Example 39. Take the binary 3-level II-PC code C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) of Example 14. According to Corollary 38, an 8 × 8 array C with rows c w , 0 w 7, belongs in C (8, (1, 1, 1, 1, 4, 4, 4, 7) ), if and only if each c w belongs in the [8, 7, 2] parity-check code C 0 and, by (22) , using the matrix H 8, 8, 0 given by (10) in Example 14, c 0 ⊕c 1 ⊕c 2 ⊕c 3 ⊕c 4 ⊕c 5 ⊕c 6 ⊕c 7 ∈ C 2 c 0 ⊕c 1
The properties of t-level EII-MDS and EII-RS codes are inherited from those of t-level EII-PC codes. In effect, Corollary 38 gives: Corollary 40. Consider a t-level EII-RS code C(n, u) as given by Definition 13 and an m × n array C with rows c w for 0 w m − 1. Then, C ∈ C(n, u) if and only if c w ∈ C 0 for 0 w m − 1 and, assumingŝ t +1 = 0,
The conditions c w ∈ C 0 for 0 w m − 1 and (23) are given as the definition of t-level II-RS codes for s t = 0 in [7] , [68] , [73] , and of t-level EII-RS codes in [8] . As we have seen, t-level EII-RS codes are a special case of the more general class of t-level EII-PC codes. Let us point out that in [32] , 2-level II-RS codes are called II codes, while in [68] , [73] , t-level II-RS codes for t > 2 are called Generalized II (GII) codes. Most papers on II codes follow this convention [36] , [76] , [77] . The reasons for this denomination are historical, but we prefer to refer to EII codes (which include II codes) as t-level EII codes because this way the value t is stated explicitly. Moreover, there is no conceptual difference between the cases t = 2 and t > 2.
Denote by A ⊗ B the Kronecker product between matrices A and B [50] .
, where cB denotes the m 1 ×n 1 matrix consisting of multiplying each element of B by c.
The Kronecker product is also called the tensor product in literature [36] , [39] , [71] . The following lemma is a direct consequence of the definition of the Kronecker product. Lemma 41. Let A be an m 0 × n 0 matrix, B an m 1 × n 1 matrix and C an n 0 ×n 1 matrix. Denote by c the n 0 n 1 vector obtained by reading row-wise the elements of C. Let c T be the transpose of c and u the (m 0 m 1 ) × 1 vector u = (A ⊗ B)c T . Then,
The next theorem provides a parity-check matrix for a t-level EII-PC code. The proof is similar to the one for t-level EII-RS codes [8] , but we prove it for the sake of completeness.
Theorem 42. Consider a t-level EII-PC code C(n, u) over G F(q) as given by Definition 13, where u t = n. Then, a parity-check matrix of C(n, u) is given by the
where I v is a v ×v identity matrix and H s , w , v is given by (4) . Since a parity-check matrix of C 0 is given by H u 0 , n , 0 , then h v, j c w, j = 0 for
if and only if, by (24) in Lemma 41,
Example 43. Take again the binary 3-level II-PC code C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) of Examples 14 and 39. According to (25) , the parity-check matrix of C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) is the 23 × 64 matrix H (8, (1, 1, 1, 1, 4, 4, 4, 7 
where H s , w , v is given by (4) and H 8,8,0 by (10) . Since the number of parities in the II code C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) is 23, this is the rank of H (8, (1, 1, 1, 1, 4, 4, 4, 7) ).
Similarly, consider the binary 2-level EII-PC code C (8, (1, 1, 1, 1, 4, 4, 4, 8) ). According to (25) , the parity-check matrix of C (8, (1, 1, 1, 1, 4, 4, 4, 8) ) is the 25 × 64 matrix H (8, (1, 1, 1, 1, 4, 4, 4, 8) 
In this case, H (8, (1, 1, 1, 1, 4, 4, 4, 8) ) is a 25 × 64 matrix, and the number of parities in the code is 24, so we can eliminate a row in H (8, (1, 1, 1, 1, 4, 4, 4, 8) ) to make it a matrix of rank 24. However, it may be convenient at the decoding to have more parities than the rank of the matrix, as is the case with product codes. Lemma 8 states that the set of transpose arrays of a 1-level EII-PC code is also a 1-level EII-PC code. The next theorem generalizes Lemma 8 to t-level EII-PC codes. We give it without proof since it was proven in [8] (Theorem 18) for the special case of EII-RS codes and the general case proceeds similarly.
Theorem 44. Consider a t-level EII-PC code C(n, u) as given by Definition 13, and take the set of n×m arrays corresponding to the transpose arrays of the m×n arrays in C(n, u). Then, this set of n ×m arrays constitute a t-level
In particular, from Theorem 44, the set of transpose arrays of a t-level EII-MDS code is also a t-level EII-MDS code.
When decoding a t-level EII-PC code, by Theorem 44, we can first apply the decoding algorithm on rows. If there are errors and erasures left after the decoding, then we can apply the decoding algorithm on columns, and so on, until either all errors and erasures are corrected, or uncorrectable patterns remain. This process generalizes the usual iterative row-column decoding algorithm of product codes. Assuming that we are correcting erasures only, if after this iterative rowcolumn decoding algorithm erasures remain, we may attempt to correct them by using the parity-check matrix of the code. If this is not possible, an uncorrectable error is declared. Let us illustrate the concepts in the next example.
Example 45. Take again the binary 3-level II-PC code C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) of Examples 14 and 39 and the code of transpose arrays, which, by Theorem 44, is a 3-level EII-PC code C (8, (0, 1, 1, 1, 4, 4, 4, 8) ). Notice that C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) is an II-PC code while C (8, (0, 1, 1, 1, 4, 4, 4, 8) ) is an EII-PC code that is not an II-PC code.
Consider the following 8 × 8 array with erasures in C (8, (1, 1, 1, 1, 4, 4, 4, 7) ):
Since, by Theorem 35, C (8, (1, 1, 1, 1, 4, 4, 4, 7) ) can correct any row with up to one erasure, up to 3 rows with up to 3 erasures each and up to one row with 7 erasures, the array cannot be corrected by the erasure decoding algorithm in Theorem 35. Similarly, since the code on transpose arrays C (8, (0, 1, 1, 1, 4, 4, 4, 8) ) requires that at least one column is erasure-free, the pattern cannot be corrected by this code either. However, since each row is in the [8, 7, 2] code C 0 , rows 0, 2 and 7 can be corrected, and once these erasures are corrected, the remaining erasures can be corrected by the code on transpose arrays C (8, (0, 1, 1, 1, 4, 4, 4, 8) ), showing the power of the iterative decoding.
Example 7 compared a 1-level EII code with a 1-level EII-PC of the same rate. Although the 1-level EII code had larger minimum distance, the row-column iterative decoding algorithm allowed it to correct more erasures on average. The next example shows that the same may occur for t-level EII and EII-PC codes. as given by Definition 9, where C 1 ⊂ C 0 , C 0 is a [16, 15, 2] parity code, C 1 is a [16, 11, 4] extended Hamming code, V (q) 0 is a [16, 11, 6] code over (G F(2)) 11 and V (q) 1 is a [16, 5, 12] extended RS code over G F (16 5 16, 16, . . . , 16)) as given by Definition 13, where C 0 and C 1 are like in C (a) , but V (q)
1 is a [16, 5, 8] r < m, we say that the code has a balanced distribution of parity symbols if there is a systematic encoding of the k data symbols into an m × n array such that m − r of the rows contain c parity symbols, while the remaining r rows contain c + 1 parity symbols. Codes somewhat similar to II-RS codes with a balanced distribution of parity symbols were presented in [15] for r = 0, i.e., m divides mn − k and hence each row contains the same number c of parity symbols.
Given a t-level EII-PC code C(n, u), we have so far placed the symbols like in systematic Encoding Algorithm 28, that is, at the end of each row in non-decreasing order of the u i s. However, this distribution of symbols in general is not balanced. If it can be shown that there is an uniform distribution of erasures that can be corrected by the code C(m, u (V) ) (i.e., the code on transpose arrays as given by Theorem 44), then we can use those erasures as the locations for the parity symbols.
We say that given a codeword c in a code C, c has a burst of erasures of length if exactly consecutive symbols in c are erased, including all-around cases. The following theorem shows that, using Theorem 44, we can obtain a balanced distribution of the parity symbols for a t-level EII-PC code C(n, u) under certain conditions. In effect, let v 0 v 1 . . . v z−1 be the non-zero elements of u (V) in non-increasing order. In particular, s = z−1 i=0 v i . We will select the first z columns in an m × n array such that column j has a burst of v j erasures for 0 j z − 1. Then, by the decoding algorithm given in Theorem 32, such erasures are correctable. In addition, we will show that the selection of erasures is balanced. We proceed by induction on z.
If z = 1, we have only one column that can correct a burst of v 0 erasures and we place the erasures in the top v 0 positions of that column. In particular, the distribution is balanced (the top v 0 rows contain one erasure and the remaining ones no erasures). So assume that z > 1.
Consider the first z − 1 columns and let s = z−2 i=0 v i . By induction, if s = c m + r , we can place a burst of v j erasures in column j for 0 j z − 2, such that the first r rows contain c + 1 erasures and the last m − r rows contain c erasures.
If v z−1 m − r , then in column z − 1 we place the v z−1 erasures in locations r , r + 1, . . . , r + v z−1 − 1. Then the first r + v z−1 rows contain c + 1 erasures and the last m − (r + v z−1 ) rows contain c erasures, giving a balanced distribution of the erasures.
If v z−1 > m − r , then in column z − 1 we place the v z−1 erasures in locations
Then the first v z−1 − (m − r ) rows contain c + 1 erasures and the remaining rows c erasures, also giving a balanced distribution of the erasures. Proof: It suffices to prove that an [n, k] cyclic code can correct any burst of n − k erasures and the result follows from Theorem 47. Since the code can encode systematically k symbols into n symbols, where the first k symbols are the data symbols, the encoding process can be viewed as the correction of n−k erasures in the last n−k symbols. Any other codeword with a burst of n − k erasures, through a rotation, can be transformed into a codeword with n − k erasures in the last n−k symbols since the code is cyclic, so such n−k consecutive erasures can be recovered.
The balanced distribution of parity symbols is certainly not unique. We illustrate the method described in Theorem 47 in the next example. Example 49. Consider the binary 2-level II-PC code C (8, (1, 1, 1, 1, 7 [8, 4, 4] extended Hamming code. By Theorem 44, the code consisting of the transpose arrays is a 2-level EII-PC code C (8, (0, 4, 4, 4, 4, 4, 4, 8) ) code. The uniform distribution of parities given in the proof of Theorem 47 is the following: Similarly, if we consider the EII-PC code C (8, (0, 4, 4, 4, 4, 4, 4, 8) ), the uniform distribution of parities given in the proof of Theorem 47 is the following: Corollary 50 was proven in [8] for EII-RS codes (Theorem 21).
VIII. ORDERING OF THE SYMBOLS OF t -LEVEL EII-PC CODES MAXIMIZING BURST CORRECTION
Consider the following problem: given a t-level EII-PC code C(n, u), we want to map the codeword array into a sequence of transmitted symbols in such a way that the burst-correcting capability of the code is maximized. For simplicity, let us assume an erasure only model. If the symbols are transmitted row-wise, the burst-correcting capability is not maximized in general. The total number of (independent) parities is m−1 i=0 s i u i . Thus, the maximum length of a burst that any ordering of the symbols can correct is upper bounded by this number. Let us illustrate the concept by taking a very simple example:
Example 51. Take a 4 × 4 product code with parity on rows and columns. Consider the following two possible orderings of the symbols, the regular row-wise ordering on the left, and the diagonal ordering on the right: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 4 8 12 13 1 5 9 10 14 2 6 7 11 15 3 It is easy to see that the regular read-out can correct any burst of length up to 5 (for example, the one starting in symbol 6 in bold), but not all the bursts of length 6, like the one starting in symbol 6, while the diagonal read-out can correct any burst of length up to 7 (for example, the one starting in symbol 6 in bold). Since the number of (independent) parity symbols is 7, the diagonal ordering of the symbols meets the upper bound on the length of a burst that the code can correct, i.e., it is optimal.
The product code in Example 51 is a 1-level EII-PC code C (4, (1, 1, 1, 4) ). Let us consider next general t-level EII-PC codes. For simplicity, we assume that the EII-PC codes are EII-MDS codes. The problem of finding orderings of the symbols optimizing burst correction for t-level II-MDS codes (that is, s t = 0) was studied in [4] , [51] . Actually, these two references address the burst error problem, but the treatment for burst erasure is the same.
Consider a t-level EII-MDS code C(n, u) and let u = (v 0 , v 1 , . . . , v m−1 ). We say that C(n, u) is continuous if v i+1 − v i 1 for 0 i m − 2, and we say that it is symmetric if v i + v m−1−i = v j + v m−1− j for 0 i, j m − 1. For example, a t-level EII-MDS code C(n, (1, 1, 2, 3) ) is continuous (but not symmetric), while a t-level EII-MDS code C(n, (1, 1, 2, 3, 3) ) is both continuous and symmetric. In [4] , an optimal ordering of the symbols was given for t-level II-MDS codes C(n, u) that are continuous and symmetric provided that n is a multiple of v 0 + v m−1 (the algorithm giving the optimal ordering is given by example in [4] and it is formalized in [51] ).
Given a t-level EII-MDS code C(n, u), let
In [51] , it was proven that for any ordering of the symbols of a t-level II-MDS code (hence, s t = 0), the maximum length of a burst that the code can correct is at most ( t −1 i=0 s i u i )−δ +1. In particular, if δ = 1, the code is continuous and the bound is given by the number of parity symbols m−1 j =0 v j = t −1 i=0 s i u i . Moreover, in [51] an algorithm giving an ordering that meets the bound is presented for t-level II-MDS codes C(n, u) (i.e., s t = 0) provided that n is a multiple of t −1 i=0 s i u i . However, the bound is limited to the decoding of the code C(n, u) only. The bound in [51] for II-MDS codes is valid for EII-MDS codes as well. The question is, can the bound be improved when applying the iterative row-column decoding algorithm using both C(n, u) and C(m, u (V) ), where u (V) is given by (26) ?
The answer is yes. In effect, consider the 4×4 product code with parity on rows and columns described in Example 51, which is a 1-level EII-MDS code C (4, (1, 1, 1, 4) ). Since δ = 3, the maximal length of a burst the code can correct is 5. The procedure assumes that at each step, the code corrects up to 3 rows with up to one erasure each and one row with up to 4 erasures. But we have seen that applying row-column decoding to the diagonal ordering of symbols given in Example 51, we can correct any burst of length up to 7, which is the number of parity bits.
Combining the result from [51] and Theorem 44, we have the following lemma: Lemma 52. Consider the t-level EII-MDS codes C(n, u) and C(m, u V ) as given by Theorem 44. Let u = (v 0 , v 1 , . . . , v m−1 ), u V = (v 0 , v 1 , . . . , v n−1 ), δ H = max{1, max{v i+1 − v i : 0 i m − 2}}, δ V = max{1, max{v i+1 − v i : 0 i n − 2}} and δ = min{δ H , δ V }. Then, given any ordering of the symbols in the arrays, the maximum length of a burst that can be corrected using either C(n, u) or C(m, u V ) is ( t i=0 s i u i ) − δ + 1.
Let us take next an example with t > 1.
Example 53. Consider a 2-level II-MDS code C (n, (1, 3) ) over G F(q), where n < q. In this case, δ H = 2, where δ H was defined in Lemma 52, so the maximum length of a burst that any ordering of the symbols of C (n, (1, 3) ) can correct, according to the bound in [51] , is (1 + 3) − δ H + 1 = 3. Moreover, as shown in [51] , there is an ordering achieving this bound for each n such that n is a multiple of 4. For example, if we take the usual row-wise ordering, we can correct any burst of length 3, since such a burst would either have 3 erasures in the same row or one erasure in one row and two in the other one.
Let n = 4. By Theorem 44, the 2-level EII-MDS code of transpose arrays of C (4, (1, 3) ) is the 2-level EII-MDS code C (2, (0, 1, 1, 2) ). This code is continuous and symmetric. According to the result in [4] , there is an ordering correcting any burst of length 4. Specifically, consider the following ordering: 0 1 3 7 2 4 5 6
Notice that any burst of length 4 consists of 3 erased symbols in one of the rows and the remaining erased symbol in the next row, with the exception of the burst involving symbols 1,2,3,4 (in bold). The (horizontal) code C (4, (1, 3) ) cannot correct this burst using the decoding algorithm of Theorem 35, since it contains two erased symbols in each row. However, we can easily verify that all the bursts of length 4, including all-around bursts, contain two columns with one erasure and one column with 2 erasures, while a fourth column is erasurefree (in particular, the burst in bold above). Hence, all the bursts of length 4 with the above ordering can be corrected by the (vertical) code C (2, (0, 1, 1, 2) ) using the decoding algorithm of Theorem 35.
Example 53 shows that Lemma 52 may improve the bound in [51] by using either the code C(n, u) or the code of transpose arrays C(m, u V ). The next example shows that the bound in Lemma 52 can be improved even further with iterative decoding using both codes. Example 54. Consider a 2-level II-MDS code C (4, (1, 1, 2, 4) ) over G F (4) . In this case, the code of transpose arrays, by Theorem 44, is also a 2-level II-MDS code C (4, (1, 1, 2, 4) ) and C 0 = V 0 is a [4, 3, 2] code while C 1 = V 1 is a [4, 2, 3] code, both codes extended RS codes over G F (4) . Since δ = δ 1 = δ 2 = 2, by Lemma 52, if we decode using either C (4, (1, 1, 2, 4) ) or the code of transpose arrays, the maximum length of a burst that can be corrected is 7. However, consider the following ordering of the symbols with the bursts of length 8 starting in 0, 8 and 12 (all-around burst) respectively in bold: We can see that these three bursts of length 8 can be corrected using the iterative decoding using both codes, and the reader can verify that the same is true for any of the 16 bursts of length 8, including all-around bursts. Since the number of parities of the code is 8, this ordering achieves the upper bound on the maximum burst-correcting capability.
Future research requires determining if the upper bound t i=0 s i u i for the maximum length of a correctable burst using the iterative decoding algorithm on codes C(n, u) and C(m, u V ) can always be achieved (as in Example 54), and if not, finding what such maximum correctable burst length is.
IX. CONCLUSIONS
We have presented a general approach to Integrated Interleaved and Extended Integrated Interleaved codes. More traditional approaches involve Reed-Solomon types of codes over a field G F(q) such that q has size at least the length of the rows and columns in the array. Our new general approach involves describing a t-level EII code as a direct sum of 1-level EII codes. This approach allows for a generalization of EII codes to any field. An important special case involves taking product codes as 1-level EII codes. This special case allows for iterative decoding on rows as well as on columns, generalizing product codes. We discussed encoding, decoding, and several applications, like the ordering of the symbols in the code optimizing its burst correcting capability.
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