Abstract. We continue a recent systematic study into the clique-width of (H1, H2)-free graphs and present five new classes of (H1, H2)-free graphs of bounded clique-width. As a consequence, we have reduced the number of open cases from 13 to 8. Four of the five new graph classes have in common that one of their two forbidden induced subgraphs is the triangle. As such, we generalize corresponding results for H-free bipartite graphs. Our new results are based on the exploitation of a common technique, which aims to reduce the graph under consideration to a k-partite graph that can be decomposed in a certain way which, as we prove, ensures boundedness of their clique-width. We also discuss the (immediate) consequences of our work for the study into determining the complexity of the Vertex Colouring problem for (H1, H2)-free graphs.
Introduction
Graphs form a standard tool for modelling discrete optimization problems. Many of these problems are computationally hard for general input graphs. However, they may still be solvable in reasonable time if the input graph is decomposable into sets of "similarly behaving" vertices. In this case we may be able to exploit such extra information for an algorithmic speed up. These decompositions can often be defined via some type of graph construction. One particular construction is to use vertex labels and to allow only four specific graph operations, which ensure that vertices labelled alike will always keep the same label and thus behave identically. The clique-width of a graph G is the minimum number of different labels needed to construct G using only these four operations (we refer to Section 2 for a precise definition).
Clique-width is a well-studied graph parameter (see, for instance, the surveys [26, 29] ). A graph class G has bounded clique-width if there is a constant c such that the clique-width of every graph in G is at most c. An important reason for the popularity of clique-width is that a number of classes of NP-complete {uv | u, v ∈ S, uv ∈ E(G)}. If S = {s 1 , . . . , s r } then, to simplify notation, we may also write G[s 1 , . . . , s r ] instead of G[{s 1 , . . . , s r }]. We use G \ S to denote the graph obtained from G by deleting every vertex in S, i.e. G\S = G[V (G)\S]. Let H be another graph. We write H ⊆ i G to indicate that H is an induced subgraph of G.
The graphs C r , K r , K 1,r−1 and P r denote the cycle, complete graph, star and path on r vertices, respectively. The graph K 1,3 is also called the claw. The graph S h,i,j , for 1 ≤ h ≤ i ≤ j, denotes the subdivided claw, that is the tree that has only one vertex x of degree 3 and exactly three leaves, which are of distance h, i and j from x, respectively. Observe that S 1,1,1 = K 1, 3 . The graph S 1,2,2 is also known as the E, since it can be drawn like a capital letter E (see Fig. 1 ). We let S be the class of graphs each connected component of which is either a subdivided claw or a path. The graphs K 3 , 2P 1 + P 2 and P 1 + 2P 2 are also known as the triangle, diamond and the 5-vertex wheel, respectively.
For a set of graphs {H 1 , . . . , H p }, a graph G is (H 1 , . . . , H p )-free if it has no induced subgraph isomorphic to a graph in {H 1 , . . . , H p }; if p = 1, we may write H 1 -free instead of (H 1 )-free.
K3
2P1 + P2 P1 + 2P2 P1 + P2 + P3 P1 + P5 S1,2,2
Fig. 1.
The forbidden graphs considered in this paper.
Our Results. It is known [19] that the class of H-free graphs has bounded clique-width if and only if H is an induced subgraph of P 4 . In this paper we narrow the gap in the dichotomy for boundedness of clique-width of bigenic hereditary graph classes, that is, classes defined by two forbidden induced subgraphs H 1 and H 2 . Over the years many partial results [2, 6, 7, 8, 9, 10, 17, 34] on the (un)boundedness of clique-width appeared for classes of (H 1 , H 2 )-free graphs, but until recently [19] it was not even known whether the number of missing cases was bounded. Combining these older results with recent progress [4, 15, 16, 19] reduced the number of missing cases to 13 (up to an equivalence relation 2 ) [19] .
In this paper we solve five of the remaining 13 open cases by proving that the class of (H 1 , H 2 )-free graphs has bounded clique-width if 1-4: H 1 = K 3 and H 2 ∈ {P 1 + 2P 2 , P 1 + P 2 + P 3 , P 1 + P 5 , S 1,2,2 } or
5:
H 1 = 2P 1 + P 2 and H 2 = P 1 + 2P 2 .
The above graphs are displayed in Fig. 1 . Note that the case (K 3 , P 1 + 2P 2 ) is superseded by all four of the other cases. These four other newly solved cases are incomparable.
Methodology
The key technique for proving the aforementioned five results is the use of a certain graph decomposition of k-partite graphs. We obtain this decomposition by generalizing the so-called canonical decomposition of bipartite graphs, which decomposes the bipartite graph into two smaller bipartite graphs such that edges between these two smaller bipartite graphs behave in a very restricted way. Fouquet, Giakoumakis and Vanherpe [24] introduced this decomposition and characterized exactly those bipartite graphs that can recursively be canonically decomposed into graphs isomorphic to K 1 . Such bipartite graphs are said to be totally decomposable by canonical decomposition. We say that k-partite graphs are totally k-decomposable if they can be, according to our generalized definition, recursively k-decomposed into graphs isomorphic to K 1 . We show that totally k-decomposable graphs have clique-width at most 2k. Our goal is to transform graphs from our considered graph classes to graphs from some class, for which we know that its clique-width is bounded. Besides the class of totally k-decomposable graphs, we will also reduce to other known graph classes of bounded clique-width, such as the class of (2P 1 + P 2 , P 2 + P 3 )-free graphs [16] and certain classes of H-free bipartite graphs [18] . Of course, our transformations may not change the clique-width by "too much". We ensure this by using certain graph operations that are known to preserve (un)boundedness of clique-width [29, 33] .
Implications for Future Work. Updating the classification (see [19] ) with our five new results gives the following theorem: as illustrated in [16, 38] , proofs for proving GI-completeness can often be transformed into proofs for unboundedness of clique-width, and vice versa. It would be interesting to investigate these close relationships further and to research the implications of our new results.
Theorem 1. Let G be a class of graphs defined by two forbidden induced subgraphs. Then: (i) G has bounded clique-width if it is equivalent to a class of (H 1
,
4.
We are looking into the consequences of our results for the study of linear clique-width for hereditary graph classes and for determining which bigenic hereditary graph classes are well-quasi ordered by the induced subgraph relation (see also [31] ). For the latter study the situation is clear if only one induced subgraph is forbidden: the H = P 4 case is again the distinguishing case, that is, the class of H-free graphs is well-quasi-ordered by the induced subgraph relation if and only if H is an induced subgraph of P 4 [20] .
5.
As mentioned, identifying new graph classes of bounded clique-width may lead to new "islands of tractability" for several sets of NP-complete problems. We illustrate this point by discussing the consequences of our new results for the computational complexity of Vertex Colouring restricted to bigenic hereditary graph classes. As shown in [19] , there exist 15 classes of (H 1 , H 2 )-free graphs, for which Vertex Colouring could still be solved in polynomial time by showing that their clique-width is bounded. This list includes the cases (H 1 , H 2 ) = (2P 1 + P 2 , P 1 + 2P 2 ) and (H 1 , H 2 ) = (2P 1 + P 2 , P 1 + 2P 2 ). These two classes are equivalent with respect to the boundedness of their clique-width. Hence, our new result that the class of (2P 1 + P 2 , P 1 + 2P 2 )-free graphs has bounded clique-width reduces this list from 15 open cases to the following 13 open cases (see also the survey [25] ):
1. H 1 ∈ {3P 1 , P 1 + P 3 } and H 2 ∈ {P 1 + S 1,1,3 , S 1,2,3 }; 2. H 1 = 2P 1 + P 2 and H 2 ∈ {P 1 + P 2 + P 3 , P 1 + P 5 }; 3. H 1 = 2P 1 + P 2 and H 2 ∈ {P 1 + P 2 + P 3 , P 1 + P 5 }; 4. H 1 = P 1 + P 4 and H 2 ∈ {P 1 + 2P 2 , P 2 + P 3 }; 5.
Preliminaries
Below we define further graph terminology used throughout our paper. For any undefined terminology we refer to Diestel [21] . For a graph G = (V, E), the set N (u) = {v ∈ V | uv ∈ E} is the neighbourhood of u ∈ V . The degree of a vertex is the size of its neighbourhood. The maximum degree of a graph is the maximum vertex degree. A graph is a matching if every vertex has degree at most 1 and a perfect matching if every vertex has degree exactly 1. A graph is complete if every vertex is adjacent to every other vertex. A set of vertices is independent if no two vertices in the set are adjacent. A graph is k-partite if its vertex set can be partitioned into k independent sets (some of which may be empty). A graph is bipartite if it is 2-partite. The bipartite complement of a bipartite graph G with bipartition (X, Y ) is the graph obtained from G by replacing every edge from a vertex in X to a vertex in Y by a non-edge and vice versa. The biclique K r,s is the bipartite graph with sets in the partition of size r and s respectively, such that every vertex in one set is adjacent to every vertex in the other set.
Let X be a set of vertices of a graph G = (V, E). A vertex y ∈ V \ X is complete to X if it is adjacent to every vertex of X and anti-complete to X if it is non-adjacent to every vertex of X. Similarly, a set of vertices Y ⊆ V \ X is complete (resp. anti-complete) to X if every vertex in Y is complete (resp. anti-complete) to X. A vertex y or a set Y is trivial to X if it is either complete or anti-complete to X. Note that if Y contains both vertices complete to X and vertices not complete to X, we may have a situation in which every vertex in Y is trivial to X, but Y itself is not trivial to X.
Clique-Width. The clique-width of a graph G, denoted cw(G), is the minimum number of labels needed to construct G by using the following four operations:
1. creating a new graph consisting of a single vertex v with label i (denoted by i(v)); 2. taking the disjoint union of two labelled graphs G 1 and G 2 (denoted by G 1 ⊕ G 2 ); 3. joining each vertex with label i to each vertex with label j (i = j, denoted by η i,j ); 4. renaming label i to j (denoted by ρ i→j ).
An algebraic term that represents such a construction of G and uses at most k labels is said to be a k-expression of G (i.e. the clique-width of G is the minimum k for which G has a k-expression). For instance, an induced path on four consecutive vertices a, b, c, d has clique-width equal to 3, and the following 3-expression can be used to construct it:
A class of graphs G has bounded clique-width if there is a constant c such that the clique-width of every graph in G is at most c; otherwise the clique-width of G is unbounded.
Let G be a graph. We define the following operations. For an induced subgraph G ′ ⊆ i G, the subgraph complementation operation (acting on G with respect to G ′ ) replaces every edge present in G ′ by a non-edge, and vice versa. Similarly, for two disjoint vertex subsets S and T in G, the bipartite complementation operation with respect to S and T acts on G by replacing every edge with one end-vertex in S and the other one in T by a non-edge and vice versa.
We now state some useful facts about how the above operations (and some other ones) influence the clique-width of a graph. We will use these facts throughout the paper. Let k ≥ 0 be a constant and let γ be some graph operation. We say that a graph class G ′ is (k, γ)-obtained from a graph class G if the following two conditions hold:
(i) every graph in G ′ is obtained from a graph in G by performing γ at most k times, and (ii) for every G ∈ G there exists at least one graph in G ′ obtained from G by performing γ at most k times.
We say that γ preserves boundedness of clique-width if for any finite constant k and any graph class G, any graph class G ′ that is (k, γ)-obtained from G has bounded clique-width if and only if G has bounded clique-width.
Fact 1.
Vertex deletion preserves boundedness of clique-width [33] . Fact 2. Subgraph complementation preserves boundedness of clique-width [29] . Fact 3. Bipartite complementation preserves boundedness of clique-width [29] .
The following lemma is easy to show.
Lemma 1.
The clique-width of a graph with maximum degree at most 2 is at most 4.
Two vertices are false twins if they have the same neighbourhood (note that such vertices must be non-adjacent). The following lemma follows immediately from the definition of clique-width.
Lemma 2. Let G be a graph. If a vertex x in G has a false twin then cw(G) = cw(G \ {x}).
We will also make use of the following two results.
Lemma 3 ([16]).
The class of (2P 1 + P 2 , P 2 + P 3 )-free graphs has bounded clique-width.
Lemma 4 ([18]). Let H be a graph. The class of H-free bipartite graphs has bounded clique-width if and only if
• H = sP 1 for some s ≥ 1;
Totally k-Decomposable Graphs
In this section we describe our key technique, which is based on the following notion introduced by Fouquet, Giakoumakis and Vanherpe [24] . A bipartite graph G is totally decomposable by canonical decomposition if it can be recursively decomposed into graphs isomorphic to K 1 by decomposition of a bipartite graph G with bipartition (
is either an independent set or a biclique. For our purposes we need to generalize the above notion to k-bipartite graphs. Let G be a k-partite graph with a fixed vertex k-partition (V 1 , V 2 , . . . , V k ). We say that a k-decomposition of G with respect to this partition consists of two nonempty graphs, each with their own partition: We say that G is totally k-decomposable if it can be recursively k-decomposed into graphs isomorphic to K 1 . Note that every connected bipartite graph has a unique bipartition (up to isomorphism). If a graph is totally decomposable by canonical decomposition then this can recursively be done component-wise. Thus the definition of total canonical decomposability is indeed the same as total 2-decomposability. Fouquet, Giakoumakis and Vanherpe proved the following characterization, which we will need for our proofs (see also Fig. 2 ).
Lemma 5 ([24]). A bipartite graph is totally decomposable by canonical decomposition if and only if it is
It seems difficult to generalize Lemma 5 to give a full characterization for totally k-decomposable graphs for k ≥ 3. However, the following lemma is sufficient for our purposes. 
Proof. Let G be such a graph. Note that any induced subgraph H of G also satisfies the hypotheses of the lemma, with partition (
. It is therefore sufficient to show that G has a 3-decomposition. If V i is empty for some i ∈ {1, 2, 3} then G is a (P 7 , S 1,2,3 )-free bipartite graph and is therefore totally 2-decomposable with respect to the given partition by Lemma 5. We may therefore assume that every set V i is non-empty. 
We take the disjoint union of these two constructions. Next, for i, j ∈ {1, . . . , k}, we join the vertices label i to the vertices label k
Finally, for i ∈ {1, . . . , k}, we relabel the vertices with label k + i to have label i. By induction, this completes the proof of the lemma.
⊓ ⊔
Two Auxiliary Results
To prove our main results we need two more lemmas. The first lemma implies that the four triangle-free cases in our new results hold when the graph under consideration is C 5 -free. In the second lemma we state a number of sufficient conditions for a graph class to be of bounded clique-width when C 5 is no longer a forbidden induced subgraph. While we will not use these lemmas directly in the proof of the diamond-free case, that result also relies on these lemmas, as it depends on the (K 3 , P 1 + 2P 2 )-free case.
Lemma 8. The class of (K 3 , C 5 , S 1,2,3 )-free graphs has bounded clique-width.
We may assume G is connected. If G is bipartite, then it is an S 1,2,3 -free bipartite graph, so it has bounded cliquewidth by Lemma 4. We know that G is (C 3 , C 5 )-free. We may therefore assume that G contains an induced odd cycle C on k vertices, say
Assume that C is an odd cycle of minimum length in G.
Suppose that not every vertex of G is in C.
Since G is connected, we may assume that there is a vertex v not in C that has a neighbour in C. Suppose v is adjacent to precisely one vertex of C, say v 3 . If v has no other neighbours on 6 ] is an S 1,2,3 , a contradiction. Therefore v must be adjacent to at least two vertices of C. Note that since G is K 3 -free, no vertex outside of C can be adjacent to two consecutive vertices of C.
Suppose that v is adjacent to v 1 and v i for some even i where
would be an odd cycle on less than k vertices, contradicting the minimality of k. By a parity argument, since C is an odd cycle, it follows that v must be adjacent to precisely two vertices of C, which must be at distance 2 away from each other on the cycle.
Let V i be the set of vertices outside of the cycle C that are adjacent to v i−1 and v i+1 (subscripts interpreted modulo k) and let U be the set of vertices that have no neighbour in C. Suppose, for contradiction, that U is non-empty. Since G is connected, without loss of generality there is a vertex u ∈ U that has a neighbour v ∈ V 1 
We conclude that U must be empty. Now since G is K 3 -free, for every i the set V i is anti-complete to the set V i+2 . Moreover, if i and j are such that the vertices v i and v j are at distance more than 2 on the cycle, then V i and V j must be anti-complete, as otherwise there would be a smaller odd cycle than C in G, which would contradict the minimality of k. 6 ] is an S 1,2,3 , a contradiction. Therefore a vertex x i ∈ V i is adjacent to a vertex x j ∈ V j if and only if v i and v j are consecutive vertices of C. In other words, for every i, every vertex in V i is a false twin of v i . By Lemma 2 we may therefore assume that every V i is empty, so G is an induced odd cycle. By Lemma 1, G has clique-width at most 4.
⊓ ⊔ 
We say that an edge is irrelevant if one of its end-points is in a set
, and its other end-point is complete to this set, otherwise we say that the edge is relevant.
We will now show that for i ∈ {1, . . . , 5}, the graph
can be separated from the rest of G by using a bounded number of bipartite complementations. To do this, we first prove the following claim.
We split the proof of Claim 1 into the following cases.
, otherwise uv would be irrelevant by Condition (i) or (iv). We consider the possible cases for v.
Therefore uv is irrelevant. . Therefore v must be trivial to V i , so uv is irrelevant.
Reasoning as in the previous case, we find that v cannot be complete or anticomplete to
. This completes Case 1.
. This means that the following case holds.
We argue similarly to Case 1b. We may assume that v is non-trivial to
are adjacent, then uv is an irrelevant edge. Hence we have proven Claim 1.
By Claim 1 we find that if
Applying a bounded number of bipartite complements (which we may do by Fact 3), we can separate
By Conditions (vi) and (vii) and the fact that G is (K 3 , S 1,2,3 )-free, Lemmas 6 and 7 imply that G[V
has clique-width at most 6. Repeating this argument for each i, we may assume that V
i be the set of vertices in V i that are either non-trivial to V i+1 or non-trivial to W i+2 and let V * * i be the set of the remaining vertices in V i . For i ∈ {1, . . . , 5}, let W * i be the set of vertices that are non-trivial to V i+2 and let W * * i be the set of the remaining vertices in W i . Let i ∈ {1, . . . , 5}. We claim that every vertex in V i that is non-trivial to and the other vertex is trivial to this set; all other edges are said to be signifcant. We prove the following claim.
To prove this claim suppose, for contradiction, that uv is a significant edge. We split the proof into two cases.
In the first case v is non-trivial to both V i−2 and W i , contradicting the fact that V ′ i+2 is empty. In the second case v has a neighbour w
, contradicting the choice of v. We conclude that for every i ∈ {1, . . . , 5} the vertex u is not in W i . Similarly, we may assume v / ∈ W i . This means that the following case holds.
Without loss of generality, we may therefore assume that In this section we prove the following theorem, which also implies that the class of (K 3 , P 1 + 2P 2 )-free graphs has bounded clique-width. 
Again, we will interpret subscripts on vertices and vertex sets modulo 5.
Since G is K 3 -free, no vertex v is adjacent to two consecutive vertices of the cycle. Therefore every vertex of G has either zero, one or two neighbours on the cycle and if it has two neighbours then they must be non-consecutive vertices of the cycle.
We partition the vertices of G that are not on the cycle as follows:
-U : the set of vertices adjacent to no vertices of C, -W i : the set of vertices whose unique neighbour in C is v i and -V i : the set of vertices adjacent to v i−1 and v i+1 .
In the remainder of the proof we will show how to modify the graph using operations that preserve boundedness of clique-width, such that in the resulting graph the set U is empty and the partition 
Claim 3. We may assume that U is empty.
First consider the case where H = S 1,2,2 and suppose, for contradiction, that U is not empty. Since G is connected there must be a vertex u ∈ U that is adjacent to a vertex v / ∈ V that has a neighbour on the cycle C. 4 ] is a P 1 + P 5 if they are not. This contradiction means that every vertex in U has the same neighbourhood in every set V i and every set W i . Since G is connected there must be a vertex v in some V i or W i that is adjacent to every vertex of U . Since G is K 3 -free, U must therefore be an independent set. Applying a bipartite complementation (which we may do by Fact 3) between U and the vertices adjacent to the vertices of U disconnects U from the rest of the graph. Since G[U ] is independent, it has clique-width at most 1. We may therefore assume that U is empty. 4 ] is an S 1,2,2 . This contradiction proves the claim.
Claim 4. For all i, W i is complete to
See Fig. 3 for an illustration of the graph G. Suppose, for contradiction that the claim is false. Without loss of generality, there is a vertex v ∈ V 2 with non-neighbours u ∈ V 1 and w ∈ V 3 . By Claim 2, u and w must be non-adjacent. 5 , v] is a P 1 + P 5 . This contradiction completes the proof of the claim.
We now consider the graph obtained G ′ from G by removing the five vertices of C. Claims 1 and 3 show that we may assume V 1 , . . . , V 5 , W 1 , . . . , W 5 are independent sets that form a partition of the vertex set of G ′ . Claims 2 and 4-9 correspond to the seven conditions of Lemma 9. Therefore G ′ has bounded clique-width. By Fact 1, G also has bounded clique-width. This completes the proof.
⊓ ⊔ 6 The Case (H 1 , H 2 ) = (K 3 , P 1 + P 2 + P 3 )
In the following theorem we show that the class of (K 3 , P 1 + P 2 + P 3 )-free graphs has bounded clique-width. The proof is broadly similar to that of Theorem 2, but is more involved.
Theorem 3.
The class of (K 3 , P 1 + P 2 + P 3 )-free graphs has bounded cliquewidth.
Proof. Consider a (K 3 , P 1 + P 2 + P 3 )-free graph G. We may assume G is connected. By Lemma 8, we may assume that G contains an induced cycle on five vertices, say C = v 1 − v 2 − · · · − v 5 − v 1 . Again, we will interpret subscripts on vertices and vertex sets modulo 5.
In the remainder of the proof we will show how to modify the graph using operations that preserve boundedness of clique-width, such that in the resulting graph the set U is empty and the partition V 1 , . . . , V 5 , W 1 , . . . , W 5 satisfies Conditions (i)-(vii) of Lemma 9. The first two claims follow immediately from the fact that G is K 3 -free.
Claim 1. For all i, V i and W i are independent sets. Claim 2. For all i, V i is anti-complete to
V i−2 ∪ V i+2 ∪ W i−1 ∪ W i+1 .
Claim 3. We may assume U is empty.
In order to proof Claim 3, we first suppose that there are two adjacent vertices u, u ′ ∈ U . Since G is connected, without loss of generality, we may assume that u is adjacent to some vertex
This contradiction implies that U must be an independent set. Now suppose, for contradiction, that a vertex u ∈ U has two neighbours in some set V i ∪ W i+1 . Without loss of generality assume that u is adjacent to v, v ′ ∈ V 1 ∪ W 2 . Note that v and v ′ are adjacent to v 2 , but not adjacent to v 1 , v 3 and v 4 
′ ] is a P 1 +P 2 +P 3 . This contradiction implies that every vertex of U has at most one neighbour in V i ∪W i+1 for each i. In particular, this means that every vertex of U has degree at most 5. Therefore, if u ∈ U then deleting {u} ∪ N (u) (a set of at most 6 vertices), we obtain a (K 3 , P 2 + P 3 )-free graph, which has bounded clique-width by Lemma 3. By Fact 1, we may therefore assume that U is empty, that is, we have proven Claim 3.
We say that a set V i or W i is large if it contains at least two vertices and small if it contains exactly one vertex. If any set V i is not large then by Fact 1 we may assume it is empty. (Later in the proof, we may delete vertices from some sets V i or W i . In doing so, some sets that were previously large may become small. If this happens, we will simply repeat the argument. We will only do this a bounded number of times, so boundedness of clique-width will be preserved.)
Claim 4. For all i, W i is complete to
Suppose, for contradiction, that v ∈ W 1 has a non-neighbour w ∈ W 2 . Since W 2 is non-empty, it must be large, so it must contain a vertex w ′ distinct from w. ). Furthermore, w / ∈ C by definition of W 1 . Therefore w ∈ V 4 ∪W 4 ∪V 3 . By Claims 2, 4 and 6 respectively, we conclude that w is trivial to W 3 . Since u is adjacent to v and w, it follows that w must be non-adjacent to v, otherwise G [u, v, w] would be a K 3 , a contradiction. Therefore w must be anti-complete to Note that when applying Claim 7 we may delete vertices in some sets W i , which may cause some large sets to become small. In this case, as stated earlier, we may simply delete the small sets as before. Thus we may assume that every set W i is either large or empty.
Claim 8. For all i, j, the graphs induced by
Suppose, for contradiction, that the claim is false. Then there is an i and a j such that
contains an induced P 7 , say on vertices u 1 , . . . , u 7 . There must be a vertex v k ∈ C that is non-adjacent to every vertex of
This completes the proof of Claim 8. We first show that
First suppose there is a vertex y ∈ V 3 . Then y is non-adjacent to v and x by Claim 2. Then 4 , y] is a P 1 + P 2 + P 3 if y is adjacent or non-adjacent to w, respectively. This contradiction implies that V 3 is empty. By symmetry V 5 is also empty.
Next, suppose there is a vertex y ∈ V 4 . Then y is non-adjacent to v and w by Claim 2. Then G[v, v 1 , w, v 4 , x, The above means that
Let V 
Observe that the remarks made above for v, w and x also hold if one of these is replaced by an element of V 
)}, S and T are complete to each-other. Now if we delete the vertices of C (which we may do by Fact 1) and apply bipartite complementations between V
, we obtain an edgeless graph, which therefore has clique-width at most 1. By Fact 3, it follows that G has bounded clique-width. This completes the proof of Claim 9.
We now consider the graph G ′ obtained from G by removing the five vertices of C. Claims 1 and 3 show that we may assume V 1 , . . . , V 5 , W 1 , . . . , W 5 are independent sets that form a partition of the vertex set of G ′ . Claims 2 and 4-9 correspond to the seven conditions of Lemma 9. Therefore G ′ has bounded clique-width. By Fact 1, G also has bounded clique-width. This completes the proof. ⊓ ⊔ 7 The Case (H 1 , H 2 ) = (2P 1 + P 2 , P 1 + 2P 2 )
In this section we prove our last result, namely that the class of (2P 1 + P 2 , P 1 + 2P 2 )-free graphs has bounded clique-width. In order to do so we first prove the following two lemmas.
Lemma 10. The class of disconnected (2P 1 + P 2 , P 1 + 2P 2 )-free graphs has bounded clique-width.
Proof. If G is a disconnected (2P 1 + P 2 , P 1 + 2P 2 )-free graph then it contains at least two components. Therefore every component of G must be (2P 1 + P 2 , 2P 2 )-free and thus has bounded clique-width by Lemma 3. We conclude that G has bounded clique-width.
Lemma 11. The class of (2P 1 + P 2 , P 1 + 2P 2 )-free graphs that contain a K 4 has bounded clique-width.
Proof. Let G be a (2P 1 + P 2 , P 1 + 2P 2 )-free graph containing an induced K 4 . By Lemma 10, we may assume G is connected. Let K be a maximum clique of G and note that |K| ≥ 4. We may assume that G contains vertices outside K, otherwise G is a clique, in which case it has clique-width 2.
Suppose there is a vertex v in G that is not in K, but has at least two neighbours x, y ∈ K. By maximality of K, there must be a vertex z ∈ K that is not adjacent to v. However this means that G[x, y, v, z] is a 2P 1 + P 2 , a contradiction. Therefore every vertex not in K has at most one neighbour in K. vertices y 1 , y 2 , y 3 , say, then G[y 1 , y 2 , y 3 , v 3 , v 4 ] would be a P 1 + 2P 2 , a contradiction. In particular, this means that for every i ∈ {1, 2, 3, 4}, G[V i ] is either a clique, or else every clique in G[V i ] contains at most one vertex i.e. V i is an independent set. Furthermore, for distinct i, j ∈ {1, 2, 3, 4}, if V i is an independent set then every vertex of V j is either complete or anti-complete to V i , since G[V i ∪ V j ] is (P 1 + P 2 )-free (note that if V j is a clique then it may contain some vertices that are complete to V i and others that are anti-complete to V i ).
Suppose V 1 is a clique on at least three vertices. We will show that the cliquewidth of G is bounded in this case. First suppose, for contradiction, that there is a vertex u ∈ U ∪V 2 ∪V 3 ∪V 4 . Since G[{u}∪V 1 ] is (P 1 +P 2 )-free, u must be adjacent to all but at most one vertex of
Deleting v 1 we obtain a disconnected (2P 1 + P 2 , P 1 +2P 2 )-free graph, which has bounded clique-width by Lemma 10. Therefore G has bounded clique-width by Fact 1. We may therefore assume that every set V 1 , . . . , V 4 is either a clique on at most two vertices or an independent set.
Suppose U has at most two elements. By Fact 1, we may remove every vertex of U and every vertex of V i for those V i that are cliques. After this, every set V i will either be empty or an independent set. Furthermore, for distinct i, j ∈ {1, 2, 3, 4}, every vertex of V i is trivial to V j and vice versa, so V i is complete or anti-complete to V j . By Fact 3, we may apply a bipartite complementation between V i and V j if they are complete. By Fact 1, we may delete v 1 , v 2 , v 3 , v 4 . We obtain a graph that is the disjoint union of a clique and at most four independent sets and therefore has clique-width at most 2. It follows that the graph G must also have had bounded clique-width. We may therefore assume that U contains at least three vertices.
Suppose that every vertex of K has at most one neighbour outside of K. By Fact 2, we may remove all the edges connecting pairs of vertices in K. Let G ′ be the resulting graph and note that in G ′ , every vertex of K has at most one neighbour. Then cw(
(Given a k-expression for G ′ \ K, whenever we create a vertex v that has a neighbour w in K, we immediately create w with a special new label * , take the disjoint union and join v to w by an edge. For any vertices K with no neighbours outside of K, we simply add them with label * are the end of the process. This will give a k
Since V 1 contains at most one vertex, by Fact 1, it is sufficient to show that G \ (V 1 ∪ K) has bounded clique-width. However,
has bounded clique-width by Lemma 3 and therefore G also has bounded cliquewidth. Thus we may assume that at least one vertex of K has at least two neighbours outside of K.
Suppose that v 1 is the only vertex of K that has neighbours outside of K (at least one vertex of K has a neighbour outside of K since G is connected and not a clique). Now G \ {v 1 } is a disconnected (2P 1 + P 2 , P 1 + 2P 2 )-free graph, so it has bounded clique-width by Lemma 10. By Fact 1, G also has bounded cliquewidth. We may therefore assume that at least two vertices of K have neighbours outside of K.
We may assume without loss of generality that V 1 contains at least two vertices and V 2 contains at least one vertex. Fix x, y, z ∈ V 1 ∪ V 2 , with two of these vertices in V 1 and one in V 2 . If these vertices are pairwise adjacent then G[x, y, v 1 , z] would be a 2P 1 + P 2 , a contradiction. We may therefore assume that x and y are non-adjacent. Now every vertex of v ∈ U is either complete or anti-complete to {x, y}, otherwise G [v, x, y] would be a
Suppose u, v ∈ U . If u and v are adjacent then they cannot both be complete to {x, y}, otherwise G [u, v, x, y] would be a 2P 1 + P 2 and they cannot both be anti-complete to {x, y}, otherwise G [x, u, v] would be a
, a contradiction. Therefore if u and v are adjacent then one of them is complete to {x, y} and the other is anti-complete to {x, y}. If u and v are non-adjacent then they must either both be complete to {x, y} or both be anti-complete to {x, y}. Indeed, suppose for contradiction that u is complete to {x, y} and v is anticomplete to {x, y}. Then G [v, u, x] would be an induced P 1 +P 2 in G[U ∪V 1 ∪V 2 ], a contradiction. The above holds for every pair of vertices u, v ∈ U . Therefore G[U ] is a complete bipartite graph with one of the sets in the bipartition consisting of the vertices complete to {x, y} and the other consisting of the vertices anticomplete to {x, y}.
Note that the arguments in the above paragraph only used the fact that G[U ∪ V 1 ∪ V 2 ] is (P 1 + P 2 , 2P 1 + P 2 )-free and that V 1 ∪ V 2 contains two non-adjacent vertices. Let U 1 and U 2 be the independent sets that form the bipartition of U . Note that since U contains at least three vertices, we may assume without loss of generality that U 1 contains at least two vertices. If U 2 contains exactly one vertex, by Fact 1, we may delete it. (Note that this may cause U to contain only two vertices, rather than at least three, however this does not affect our later arguments.) We may therefore assume that U 2 is either empty or contains at least two vertices. Repeating the argument in the previous paragraph with the roles of U and V 1 ∪ V 2 reversed, we find that G[V 1 ∪ V 2 ] is a complete bipartite graph, with one side of the bipartition complete to U 1 and the other anti-complete to U 1 and if U 2 is non-empty then one side of the bipartition is complete to U 2 and the other is anti-complete to U 2 . Similarly, for each pair of distinct i, j ∈ {1, 2, 3, 4}, the same argument shows that G[V i ∪ V j ] is also a complete bipartite graph with a similar bipartition. We now proceed as follows: if V i is a clique for some i then it contains at most two vertices, in which case we delete them and make V i empty. For every pair of distinct i, j ∈ {1, 2, 3, 4} (V i or V j may be empty) G[V i ∪ V j ] must then be a independent set, in which case we do nothing, or a complete bipartite graph with bipartition (V i , V j ), in which case we apply a bipartite complementation between V i and V j . Now every set V i is either complete or anticomplete to U 1 and complete or anti-complete to U 2 . Applying at most 4 × 2 = 8 bipartite complementations, we can remove all edges between V 1 ∪· · · ∪V 4 and U . Next, we apply a bipartite complementation between U 1 and U 2 . Finally, we apply a complementation to the clique K. Let G ′ be the resulting graph and
are independent sets and that in G ′ every vertex in V 1 ∪ · · · ∪ V 4 ∪ U has at most one neighbour in K. Therefore G ′ is a disjoint union of stars, and so has clique-width at most 2. By Facts 1, 2 and 3, it follows that G also has bounded clique-width. This completes the proof. ⊓ ⊔ We are now ready to prove the main result of this section.
Theorem 4.
The class of (2P 1 + P 2 , P 1 + 2P 2 )-free graphs has bounded cliquewidth.
Proof. Let G be a (2P 1 + P 2 , P 1 + 2P 2 )-free graph. By Lemma 10, we may assume G is connected. By Theorem 2, we may assume that G contains an induced K 3 . By Lemma 11, we may assume G is K 4 -free.
Let T be an induced triangle (i.e. K 3 ) in G with vertices v 1 , v 2 and v 3 . Since G is (2P 1 + P 2 , K 4 )-free, every vertex not in T has at most one neighbour in T . For i ∈ {1, 2, 3} let V i be the set of vertices not in T whose unique neighbour in T is v i and let U be the set of vertices that have no neighbour in T . If for some i the set V i contains at most two vertices then v i has at most four neighbours in G. In this case if we delete every vertex in N (v i ) we obtain a disconnected graph, which has bounded clique-width by Lemma 10. By Fact 1, it follows that G has bounded clique-width. We may therefore assume that every set V i contains at least three vertices.
Suppose that V 1 is not an independent set. Since G is K 4 -free and every vertex of V 1 is adjacent to v 1 , it follows that G[V 1 ] is K 3 -free. Since V 1 contains at least three vertices, there must be vertices x, y, z ∈ V 1 such that x is adjacent to y, but not to z. Then G[v 1 , y, x, z] is a 2P 1 + P 2 if y and z are adjacent and G[z, x, y, v 2 , v 3 ] is a P 1 + 2P 2 if they are not. This contradiction implies that V 1 is an independent set. Similarly, V 2 and V 3 must also be independent sets. Choose x, y ∈ V 1 . If a vertex u ∈ U is adjacent to x, but not to y then G [y, u, x, v 2 , v 3 ] is a P 1 + 2P 2 , a contradiction. Therefore every vertex of U is either complete or anti-complete to {x, y}. Consider u, v ∈ U . First suppose u and v are non-adjacent. If x is adjacent to u but v is not, then G [v, u, x, v 2 , v 3 ] is a P 1 + 2P 2 , a contradiction. Therefore if u, v ∈ U are non-adjacent then {u, v} is either complete or anti-complete to {x, y}. Now suppose u and v are adjacent. Then G [u, v, x , y] is a 2P 1 + P 2 if {u, v} is complete to {x, y} and G [x, u, v, v 2 , v 3 ] is a P 1 +2P 2 if {u, v} is anti-complete to {x, y}. Therefore if u, v ∈ U are adjacent then exactly one of them is complete to {x, y} and the other is anti-complete to {x, y}. This means that G[U ] is a complete bipartite graph, with partition classes U 1 and U 2 , say, and furthermore, one of U 1 and U 2 is complete to V 1 and the other is anti-complete to V 1 . Similarly, this holds with the same partition (U 1 , U 2 ) if we replace V 1 by V 2 or V 3 . Thus every vertex of U 1 (respectively U 2 ) has the same neighbourhood in
Suppose that V i and V j are both complete to U k for some i, j ∈ {1, 2, 3} with i = j and some k ∈ {1, 2} and that U k contains at least two vertices, say u and v. If x ∈ V i and y ∈ V j are adjacent then G [x, y, u, v] is a 2P 1 + P 2 , a contradiction. Therefore V i is anti-complete to V j .
Suppose that U 1 and U 2 each contain at least one vertex, say u and v, respectively. We will show that in this case the clique-width of G is bounded. Suppose, for contradiction, that G \ (T ∪ {u, v}) contains an induced K 3 , say with vertex set T ′ . Since G[U ] is a complete bipartite graph with bipartition (U 1 , U 2 ) and no vertex of a set V i can have neighbours in both U 1 and U 2 , at most one vertex of T ′ can be in U . Suppose U 1 contains at least two vertices (so U 1 \ {u} is non-empty) and is complete to V i and V j for some i = j (in which case U 2 is anti-complete to V i and V j ). Then V i and V j must be anti-complete. We conclude that in this case no vertex of U 1 can belong to T ′ . No vertex of T ′ can be in U 2 since vertices in U 2 can only have neighbours in U 1 and in V k where k / ∈ {i, j}
′ cannot exist, a contradiction. This means that if T ′ exists and U i contains at least two vertices, then U i must be anti-complete to at least two distinct sets V j and V k (in which case no vertex of U i can contain a vertex of T ′ ). Since T ′ consists of vertices in G \ (T ∪ {u, v}), this means that no vertex of U is in T ′ (if U i contains a single vertex for some i then by definition T ′ does not include it). It follows that T ′ must consist of vertices x ∈ V 1 , y ∈ V 2 and z ∈ V 3 . Since each set V i is anti-complete to exactly one of U 1 and U 2 , we may assume without loss of generality that U 1 (and therefore u) is complete to both V 1 and V 2 . Now G[x, y, z, u] is a K 4 or 2P 1 + P 2 if u and z are adjacent or non-adjacent, respectively. This contradiction means that G \ (T ∪ {u, v}) must in fact be K 3 -free. Since G \ (T ∪ {u, v}) is a (K 3 , P 1 + 2P 2 )-free graph, it has bounded clique-width by Theorem 2. By Fact 1, we conclude that G also has bounded clique-width. We may therefore assume that either U 1 or U 2 is empty.
Since U 1 or U 2 is empty, it follows that U is an independent set. Suppose u ∈ U . By the same arguments as above, U must be anti-complete to at least two distinct sets V i and V j , otherwise G \ (T ∪ {u}) would be K 3 -free and the cliquewidth of G would be bounded as before. Since G is connected, it follows that U must be complete to at least one set V i . Without loss of generality, assume U is complete to V 1 and anti-complete to V 2 and V 3 .
Suppose, for contradiction, that G[V 1 ∪ V 2 ] contains an induced 2P 2 . Then this 2P 2 , together with the vertex v 3 would induce a P 1 + 2P 2 in G. This contradiction means that for every pair of distinct i, j ∈ {1, 2, 3},
Suppose that there are three vertices x ∈ V 1 , y ∈ V 2 and z ∈ V 3 that are pairwise non-adjacent. We will show that in this case G has bounded clique-width. If u ∈ U then G[z, u, x, y, v 2 ] is a P 1 + 2P 2 , a contradiction. We may therefore assume that U is empty. If there is a vertex x ′ ∈ V 1 \ {x} that is adjacent to y,
This contradiction means that every vertex of V 1 is either complete or anti-complete to {y, z}. Similarly, every vertex of V 2 is either complete or anti-complete to {x, z} and every vertex of V 3 is either complete or anti-complete to {x, y}. Note that the above holds for any three pairwise non-adjacent vertices in V 1 , V 2 and V 3 , respectively. Let V . Since x ′ is non-adjacent to y and to z, it follows that G[x ′ , y, z] is a 3P 1 . Since y ′ is non-adjacent to z, it must therefore be anti-complete to {x ′ , z}. In particular, this means that if i, j ∈ {1, 2, 3} are
. Since x ′ is non-adjacent to y and to z, it follows that G[x ′ , y, z] is a 3P 1 . Since y ′ is adjacent to z, it must therefore be complete to {x ′ , z}. In particular, this means that if
We now proceed as follows: from G, we delete the three vertices of T . We then apply a bipartite complementation between every pair of sets V After doing this, we obtain an edge-less graph, which therefore has clique-width at most 1. By Facts 1 and 3 , it follows that G must also have bounded cliquewidth. We may therefore assume that there is no 3P 1 with one vertex in each of V 1 , V 2 and V 3 .
Note that in the above part of the proof, if we have edited G then we have shown it has bounded clique-width. We may therefore assume that the properties hold with respect to the triangle T in G without modification of G. Similarly, we may assume that these properties hold for every triangle in G (otherwise we apply the above arguments and show that G has bounded clique-width).
Recall that no K 3 in G has a vertex in U . It follows that every K 3 in G apart from T has exactly one vertex in each of V 1 , V 2 and V 3 . Similarly, any two triangles in G must be vertex-disjoint. Furthermore, given two triangles in G every vertex of one triangle is adjacent to exactly one vertex of the other (i.e. the edges between the two triangles form a perfect matching). Let T x = {x 1 , x 2 , x 3 } and T y = {y 1 , y 2 , y 3 } be two distinct triangles in G \ T with x i , y i ∈ V i for i ∈ {1, 2, 3}. Then the set of edges between T x and T y is either {x 1 y 2 , x 2 y 3 , x 3 y 1 } or {x 1 y 3 , x 2 y 1 , x 3 y 2 }. We say that T x < T y holds in the first case and T y < T x holds in the second. Note that exactly one of these statements holds for any two distinct triangles in G \ T . Next, we show that the relation < is transitive. Suppose, for contradiction, that this is not the case. Then there must be three pairwise distinct triangles in G \ T , say T x = {x 1 , x 2 , x 3 }, T y = {y 1 , y 2 , y 3 } and T z = {z 1 , z 2 , z 3 }, where x i , y i , z i ∈ V i for i ∈ {1, 2, 3}, with T x < T y , T y < T z and T z < T x . Then x 1 is adjacent to y 2 , y 2 is adjacent to z 3 and z 3 is adjacent to x 1 . Therefore G[x 1 , y 2 , z 3 ] is a K 3 which shares exactly one vertex with T x , a contradiction, since all triangles in G are vertex-disjoint. Therefore < is a transitive, anti-symmetric relation on the triangles in G \ T .
Consider a vertex x that is not in any induced K 3 in G. If x is not adjacent to any vertex of T then it is in U , in which case it is complete to V 1 , so it is adjacent to exactly one vertex of every induced K 3 in G \ T . Repeating this argument for the other triangles in the graph we find that every vertex that is not in any triangle may be anti-complete to at most one induced triangle in G, and must have exactly one neighbour in all other triangles. If T ′ is an induced K 3 in G \ T , we let U T ′ be the set of vertices that are anti-complete to U T ′ . Let W be the set of vertices that are not in any K 3 in G and have exactly one neighbour in every induced K 3 in G.
Note that U is an independent set and for every u ∈ U , N (u) = N (v 1 ) \ {v 2 , v 3 }. Similarly, for every triangle T ′ in G, U T ′ is an independent set and there is a vertex v ∈ T ′ such that for every u ∈ U T ′ , N (u) = N (v) \ T ′ . To simplify later notation, we now add v 1 to V 3 , v 2 to V 1 and v 3 to V 2 and set U T = U . Then for every induced triangle T ′ in G \ T , T < T ′ holds and the properties of < listed above also continue to hold. We may now order the triangles in G, say T = T 1 < T 2 < · · · < T p for some p. If p < 3 then G contains at most two vertex-disjoint triangles, in which case, we can delete at most six vertices to obtain a (K 3 , P 1 + 2P 2 )-free graph, which has bounded clique-width by Theorem 2. By Fact 1, G also has bounded clique-width in this case. We may therefore assume that p ≥ 3.
We extend the relation < as follows: suppose T ′ = {x 1 , x 2 , x 3 } is an induced K 3 in G with x 1 ∈ V 1 , x 2 ∈ V 2 and x 3 ∈ V 3 and suppose w ∈ W . Then w is a vertex in V i for some i ∈ {1, 2, 3}. Since V i is an independent set it follows that w is not adjacent to x i . Since w ∈ W , w must be adjacent to exactly one vertex of T ′ . We say that x < T ′ holds if x is adjacent to x i+1 and T ′ < x if x is adjacent to x i−1 (we interpret indices modulo 3).
Let w ∈ W and let T ′ and T ′′ be triangles in G such that w < T ′ and T ′ < T ′′ . We will show that w < T ′′ . Say T ′ = {x 1 , x 2 , x 3 } and T ′′ = {y 1 , y 2 , y 3 }, where x i , y i ∈ V i for i ∈ {1, 2, 3}. Without loss of generality, assume w ∈ V 1 . Since w < T ′ , w is adjacent to x 2 . Since T ′ < T ′′ , x 2 is adjacent to y 3 . Since w ∈ V 1 , w is non-adjacent to y 1 . Now w cannot be adjacent to y 3 , otherwise G[w, x 2 , y 3 ] would be a K 3 that is not vertex-disjoint from T ′ , a contradiction. Since w ∈ W , it must have a neighbour in T ′′ , so w must therefore be adjacent to y 2 . It follows that w < T ′′ . Similarly, if T ′ < T ′′ and T ′′ < w then T ′ < w and if T ′ < w and w < T ′′ then T ′ < T ′′ .
This means that we can now partition W into sets W 1 , . . . , W p where W i contains that vertices x ∈ W such that T j < x for j ≤ i and x < T j for j > i. (Note that T 1 = T < w for all w ∈ W by construction.)
Let i, j ∈ {1, . . . , p} be such that i < j. Let T j = {x 1 , x 2 , x 3 } with x k ∈ V k for k ∈ {1, 2, 3}. Note that if x ∈ W i and y ∈ W j then x < T j and T j < y. Now W i ∩ V k is anti-complete to W j ∩ V k for k ∈ {1, 2, 3}, since V k is an independent set. Suppose x ∈ W i ∩ V 1 and y ∈ W j ∩ V 3 . Then x and y are both adjacent to x 2 . Therefore x and y cannot be adjacent, otherwise G[x 2 , x, y] would be a K 3 which is not vertex-disjoint from T j , a contradiction. We conclude that W i ∩ V k is anti-complete to W j ∩V k+2 for k ∈ {1, 2, 3} (interpreting subscripts modulo 3).
The edges between W i ∩ V k and W j ∩ V k+1 for k ∈ {1, 2, 3} are more complicated. First, consider the case where i + 2 <= j. Suppose, for contradiction, that x ∈ W i ∩ V 1 and y ∈ W j ∩ V 2 are non-adjacent. Since i + 2 <= j we find that x < T j−1 , x < T j , T j−1 < y and T j < y. Let T j−1 = {y 1 , y 2 , y 3 }, where y k ∈ V k for k ∈ {1, 2, 3}. Then x is adjacent to y 2 , but non-adjacent to x 1 and y is adjacent to x 1 , but non-adjacent to y 2 . Since T j−1 < T j it follows that y 2 is non-adjacent to x 1 . Now G[v 3 , x, y 2 , x 1 , y] is a P 1 + 2P 2 , a contradiction. We conclude that if i+2 <= j then W i ∩V k is complete to W j ∩V k+1 for k ∈ {1, 2, 3}. Now consider the case when i + 1 = j. Assume, for contradiction, that the vertex sets W i ∩ V k and W j ∩ V k+1 are not trivial to each-other for some k ∈ {1, 2, 3}. Without loss of generality, we may assume that there is a vertex x with a neighbour y and a non-neighbour y ′ such that either x ∈ W i ∩ V 1 and y, y ′ ∈ W j ∩ V 2 or y, y ′ ∈ W i ∩ V 1 and x ∈ W j ∩ V 2 . Note that v 3 and x 3 are non-adjacent to x, y and y ′ . Now G[y ′ , x, y, v 3 , x 3 ] is a P 1 + 2P 2 , a contradiction. We therefore conclude that W i ∩ V k is trivial to W j ∩ V k+1 for every k ∈ {1, 2, 3} and if i + 1 = j then these sets are complete to each-other.
We now have sets in the order T , S 1,2,3 )-free. Therefore, by Lemma 6, the graph G[W i ] is totally 3-decomposable with respect to this partition. By Lemma 7, we can construct G[W i ] using at most six labels such that the resulting labelled graph has all vertices in W i labelled with label i for i ∈ {1, 2, 3}.
We are now ready to describe how to construct G. We do this by constructing G[T
