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Abstract
An element a of a ring R is left morphic if R/Ra ∼= annl (a). If every element of a ring R is left morphic,
we call R a left morphic ring. Nicholson and Sánchez Campos prove that, for any left morphic ring R and
any idempotent e ∈ R, the corner ring eRe is left morphic. In this note, we correct Nicholson and Sánchez
Campos’ elementwise version of this statement, giving examples to illustrate the novel behaviors that arise.
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1. Introduction and preliminaries
In [1], Nicholson and Sánchez Campos define an element a of a ring R to be left morphic if
R/Ra ∼= annl (a). The following basic results are proved in [1].
Lemma 1. (See Lemma 1 in [1].) Let R be a ring. The following are equivalent for a ∈ R.
(1) a is left morphic; that is, R/Ra ∼= annl (a).
(2) There exists b ∈ R such that Ra = annl (b) and Rb = annl (a).
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every unit u in R.
The main purpose of this note is to correct and clarify the following claim which appeared as
Lemma 14 in [1].
Claim 3. (See Lemma 14 in [1].) Let e2 = e ∈ R and write f = 1 − e. The following conditions
are equivalent for a ∈ eRe:
(1) a is left morphic in eRe.
(2) a + b is left morphic in R for all left morphic elements b in fRf .
(3) a + b is left morphic in R for all units b in fRf .
(4) a + f is left morphic in R.
(5) a + b is left morphic in R for some unit b in fRf .
This is not correct. In general, the sequence of implications
(2) ⇒ (3) ⇔ (4) ⇔ (5) ⇒ (1)
in Claim 3 holds and is strict. In fact, (2) ⇒ (3) ⇒ (4) ⇒ (5) are easy, and (5) ⇒ (1) is proved
in [1]. The remainder of the note will be devoted to showing the equivalence of (3), (4) and (5)
and to providing examples to show that the remaining implications do not hold in general.
2. Corrections and examples
We begin by showing the equivalence of (3), (4) and (5).
Proposition 4. Let e2 = e ∈ R and write f = 1 − e. The following conditions are equivalent for
a ∈ eRe:
(3) a + b is left morphic in R for all units b in fRf .
(4) a + f is left morphic in R.
(5) a + b is left morphic in R for some unit b in fRf .
Proof. This is a straightforward application of Lemma 2. As before, the implications (3) ⇒ (4)
and (4) ⇒ (5) are obvious weakenings. In order to show (5) ⇒ (3), suppose that b is a unit with
inverse c in fRf and that a + b is left morphic in R. If u is any other unit in fRf , then a + u
can be written as a + u = (a + b)(e + cu) as a product of a left morphic element of R and a unit
of R. Thus a + u is left morphic. 
Lemma 5. Suppose R is a ring and e2 = e ∈ R is an idempotent. Let f = 1 − e be the comple-
mentary idempotent. Suppose further that a ∈ eRe. Then the following are equivalent.
(1) a + f is left morphic in R.
(2) There exists an element x ∈ eRe such that the following hold:
(a) (eRe)a = anneRel (x),
(b) (eRe)x = anneRe(a),l
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(d) (fRe)x = annfRel (a).
Proof. To show (1) ⇒ (2), suppose that a + f is left morphic, and suppose that x exists as in
Lemma 1 such that annRl (a+f ) = Rx and annRl (x) = R(a+f ). Then x(a+f ) = 0 = (a+f )x,
and, since af = 0 = f a, we see that xf = 0 = f x and hence that x = exe. We claim that this x
is the one prescribed in (2). To simplify calculations, we shall write the Peirce decomposition in
matrix form as R = [ eRe eRffRe fRf ] and compute both sides of annRl (a + f ) = Rx.
annRl
([
a 0
0 1
])
=
[
anneRel (a) 0
ann
fRe
l (a) 0
]
,
[
eRe eRf
fRe fRf
][
x 0
0 0
]
=
[
(eRe)x 0
(fRe)x 0
]
.
Thus x satisfies (b) and (d). Similarly, (a) and (c) are proved from annRl (x) = R(a + f ).
Reversing the above arguments shows that (2) implies (1). 
Note that Lemma 5 already shows that (1) ⇒ (4) in Claim 3 is true if fRe = 0. It is interesting
to compare this result to Corollary 19 of [1] which implies that in a left morphic ring R, fRe = 0
if and only if eRf = 0.
In order to find a counterexample to (1) ⇒ (4) in Claim 3, we specialize Lemma 5 to the case
of a triangular matrix ring.
Corollary 6. Let R and S be rings, and let SMR be an (S,R)-bimodule. Define the ring A =[
R 0
M S
]
under the standard matrix operations. If a ∈ R, then [ a 00 1 ] is left morphic in A if and only
if there exists x ∈ R such that the following hold:
(a) Ra = annRl (x),
(b) Rx = annRl (a),
(c) Ma = annM(x),
(d) Mx = annM(a).
Further, if MR is a right ideal of R and a ∈ R, then
[
a 0
0 1
]
is left morphic in A if and only if
there exists x ∈ R such that the following hold:
(a) Ra = annRl (x),
(b) Rx = annRl (a),
(c) Ma = M ∩ Ra,
(d) Mx = M ∩ Rx.
In either case, a is left morphic in R.
Proof. This is a straightforward application of Lemma 5, taking e = [ 1 00 0 ]. In the case where
MR is a right ideal of R, notice that annM(x) = M ∩ annRl (x) = M ∩ Ra and annM(a) =
M ∩annR(a) = M ∩Rx. In either case, (a) and (b) suffice to show that a is left morphic in R. l
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Ir ⊆ I ∩ Rr , with equality if R/IR is flat (see 4.14 of [2]).
Before continuing, we record a general result which has independent interest.
Proposition 7. Suppose that a ∈ R is any left morphic element, and suppose that x ∈ R is any
element such that annl(a) = Rx and annl (x) = Ra. Then the following are true.
(1) The element a is (von Neumann) regular if and only if x is (von Neumann) regular.
(2) Ra2 = Ra if and only if Rx2 = Rx.
Proof. We shall prove each statement in turn.
(1) If a is regular, then aR is a direct summand, and so annl (a) = Rx is also a direct summand.
Thus x is regular. The reverse implication is true by symmetry.
(2) We shall again prove one implication; the reverse follows by symmetry. Suppose that a =
ra2 for some r ∈ R. Then (1−ra)a = 0, which shows by hypothesis that 1−ra ∈ annl (a) = Rx.
We may therefore find an element s ∈ R such that 1− ra = sx. But then 1− sx = ra is contained
in annl(x), giving that (1 − sx)x = 0 and that Rx2 = Rx. 
This brings us to our first main theorem.
Theorem 8. Let R be a commutative ring, and let a ∈ R. Then the following are equivalent.
(1) The element a is von Neumann regular (i.e. Ra2 = Ra).
(2) For any ideal I of R, the element [ a 00 1 ] is left morphic in the triangular matrix ring [R 0I R ].
Proof. The proof makes extensive use of Corollary 6. In order to show (1) ⇒ (2), suppose that
a is regular. Then there exists an idempotent e ∈ R such that Ra = Re. We claim that x = 1 − e
satisfies the conditions of Corollary 6. It is clear that (a) and (b) are satisfied since Ra and Rx
are both generated by idempotents. To show that (c) is satisfied, notice that if r ∈ Ra ∩ I , then
re = r and r ∈ Ie = Ia. The same argument shows that Rx ∩ I = Ix.
To prove (2) ⇒ (1), suppose that [ a 00 1 ] is left morphic in [ R 0Ra R ]. Then part (c) of Corol-
lary 6 implies that Ia = I ∩ Ra. Thus, taking I = Ra, Ra2 = Ra ∩ Ra = Ra, proving that a is
regular. 
Notice that either of the conditions in Theorem 8 implies that a is left morphic in R.
Taking e to be
[ 1 0
0 0
]
in Theorem 8 then yields many counterexamples to the implication
(1) ⇒ (4) in Claim 3. A “minimal” counterexample can be constructed by letting R = Z4,
I = 2R and a = 2.
We now move on to an investigation of the implication (4) ⇒ (2) of Claim 3. In this case,
we will consider upper-triangular matrix rings of the form
[
R I
0 R
]
for a ring R and a (twosided)
ideal I . In this case, an application of Lemma 5 with e = [ 1 00 0 ] shows that [ a 00 1 ] is left morphic
in
[
R I
0 R
]
for every left morphic element a ∈ R.
We start with a lemma about annihilators in such a ring.
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Suppose further that a and b are elements of R. Then
annSl
([
a 0
0 b
])
=
[
annl (a) annl (b) ∩ I
0 annl(b)
]
.
Proof. This is a straightforward verification. 
Lemma 9 motivates us to again look at an element b that is not von Neumann regular. In fact,
we can prove the following theorem in the special case that R is a commutative ring.
Theorem 10. Let R be a commutative ring, and let a ∈ R. Then the following are equivalent.
(1) a is von Neumann regular.
(2) [ a 00 a ] is left morphic in S = [R ann(a)0 R
]
.
In either case, a is left morphic in R.
Proof. We begin with (1) ⇒ (2). Suppose that e ∈ R is an idempotent such that Ra = Re. Then
ann(a) = R(1 − e). Then Lemma 9 and a straightforward calculation show that
annl
([
a 0
0 a
])
=
[
R R(1 − e)
0 R
][
1 − e 0
0 1 − e
]
and
annl
([
1 − e 0
0 1 − e
])
=
[
R R(1 − e)
0 R
][
a 0
0 a
]
.
To show (2) ⇒ (1), suppose that [ a 00 a ] is left morphic. Then, Lemma 9 implies that there
exists an element
[ x y
0 z
]
in
[
R ann(a)
0 R
]
such that
[
R ann(a)
0 R
][
x y
0 z
]
= annl
([
a 0
0 a
])
=
[
ann(a) ann(a)
0 ann(a)
]
.
Considering the diagonal entries of
[
R ann(a)
0 R
][ x y
0 z
]
, we see that Rx = ann(a). Since
annl
([
x y
0 z
])
=
[
R Rx
0 R
][
a 0
0 a
]
,
a similar calculation show that Ra = ann(x) as well (showing that a is left morphic in R). Since[ x y
0 z
]
thus generates
[
Rx Rx
0 Rx
]
, there exists an element
[
α β
0 γ
]
∈
[
R Rx
0 R
]
such that
[
α β
0 γ
][
x y
0 z
]
=
[
0 x
0 0
]
.
We then must have:
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αy + βz = x.
This implies that α ∈ Ra. Then αy = 0, since y ∈ Rx, and x = αy + βz = βz. Since β, z ∈ Rx,
we have Rx2 = Rx. By Lemma 7, this proves that a is regular. 
We can use Theorem 10 with e = [ 1 00 0 ] to construct examples showing that the implication
(4) ⇒ (2) in Claim 3 does not hold. Again, for a “minimal” counterexample, take R = Z4,
I = 2R and a = 2.
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