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FONCTIONS DE HILBERT ET GE´OME´TRIE
HILBERT FUNCTIONS AND GEOMETRY
BRUNO FABRE
Abstract. This note is devoted to the study of the links between the Hilbert
function of a subscheme X of the projective space IPn and its geometric prop-
erties. We will assume X to be arithmetically Cohen-Macaulay (ACM). This
allows us to characterize the Hilbert function φX of X by an increasing se-
quence of d integers (m0, . . . ,md−1), called the (absolute) characteristic se-
quence of X, d being the degree of X. If Y is an ACM hypersurface of X, we
characterize the Hilbert function of X by a increasing sequence of d integers,
called the relative characteristic sequence of Y in X. We study properties of
these sequences, and study in this context, on a Gorenstein curve X, linear
systems with maximal dimension with respect to their degree.
Cette note est consacre´e a` l’e´tude des relations entre la fonction de Hilbert φX
d’un sous-sche´ma projectif X ⊂ IPn (i.e. de son coˆne associe´) et ses proprie´te´s
ge´ome´triques. Lorsque X est un groupe de points du plan, l’e´tude est largement
avance´e, notamment graˆce a` l’introduction du caracte`re nume´rique de Gruson-
Peskine ([6]). On a montre´ en particulier dans [2] comment on pouvait retrouver
la description ge´ome´trique des syste`mes line´aires de dimension maximale sur une
courbe plane X , donne´e par Ciliberto dans [4] lorsque X est lisse, graˆce a` ce car-
acte`re nume´rique. Pour n ≥ 3, le proble`me e´tait pose´ depuis longtemps de trouver
une ge´ne´ralisation ade´quate du caracte`re nume´rique pour les groupes de points dans
IPn, en particulier pour l’e´tude des groupes de points et des syste`mes line´aires sur
les courbes alge´briques de IPn. On propose ici une telle ge´ne´ralisation, en intro-
duisant le concept de suite caracte´ristique relative d’un groupe de points sur une
courbe alge´brique arithme´tiquement Cohen-Macaulay (ACM). La motivation orig-
inelle e´tait de ge´ne´raliser cette description ge´ome´trique des syste`mes line´aires de
dimension maximale obtenue pour les courbes planes, aux courbes de Gorenstein.
On pense ici en particulier aux the´ore`mes obtenus pour les intersections comple`tes
par C. Ciliberto et R. Lazarsfeld dans [3] et par B. Basili dans [1]. L’objectif n’est
pas encore atteint, mais on a les re´sultats suivants.
Etant donne´ un sous-sche´ma projectif ACM X ⊂ IPn non-de´ge´ne´re´ de dimension
m et de degre´ d, l’anneau gradue´ projetant AX := An/IX de X s’e´crit AX =∑d−1
i=0 Am[−mi] (Am = k[X0, . . . , Xm]), lesmi e´tant une suite croissante de d entiers
caracte´risant la fonction de Hilbert de X , appele´e sa suite caracte´ristique. On pose
aussi: li := card{j/mj = i}. On a :
1. l0 = 1, l1 = p := n−m. Si li = 1, alors li+1 ≥ p. De plus, li ve´rifie la condition
de croissance de Macaulay (cf. [5]); en particulier si li = 0, li+1 = 0.
2. Si X est contenu dans X ′, la suite caracte´ristique de X est contenue dans celle
de X ′.
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Soit maintenant Y ⊂ X une hypersurface ACM de X . On peut caracte´riser
la fonction de Hilbert par une suite croissante de d entiers (ni), appele´e sa suite
caracte´ristique relative (a` X), ou s.c.r. . On a alors :
3. ni ≥ mi. De plus, la suite caracte´ristique absolue (m′j) de Y est forme´e
par les entiers m0, . . . , n0 − 1, . . . ,md−1, . . . , nd−1 − 1. Si ci := card{j/mj ≤ i},
di := card{j/nj ≤ i}, et l′i := card{j/m′j = i}, on a l′i = ci − di ve´rifie la condition
de croissance de Macaulay.
4. Si Y , de s.c.r. (ni), et la section Hs de X par une hypersurface de degre´ s sont
lie´s dans une hypersurface ACM Y ′ de X , de s.c.r. (ni)
′, on a n′i = ni + s.
5. Si Y est contenue dans Y ′ sur X , alors on a : ni ≤ n′i. En particulier, ni ≥ mi,
et si X est irre´ductible, ni ≤ n0 +mi.
6. Si X est irre´ductible, on a aussi: ni+1 ≤ ni + 1.
7. Supposons X de Gorenstein. Alors, pour deux hypersurfaces ACM Y, Y ′ ⊂ X
lie´es dans une section X ∩ H de X avec une hypersurface H de degre´ s, on a
n′i + nd−1−i = md−1 + s.
8. Soit d, α ∈ IN, et α := sd − r, r < d. Soit ∆ le re´siduel d’une intersec-
tion comple`te (1, r) dans une intersection comple`te (s, d). Soit X une hypersur-
face irre´ductible. Alors, pour toute autre hypersurface ACM Y ⊂ X , on a (∀l ≥
0)φY (l) ≥ φ∆(l). De plus (∀l ≥ 0)φY (l) = φ∆(l) ssi Y est comme ∆ le re´siduel
d’une intersection comple`te (1, r) dans une intersection comple`te (s, d).
9. Pour une hypersurface irre´ductibleXde degre´ d ge´ne´rale, les conditions ne´cessaires
ni ≥ i, ni+1 ≤ ni+1 ne sont pas suffisantes pour l’existence d’un Y sur X re´alisant
(ni). Mais si X est plane, elles le sont.
10. Soit X une courbe de Gorenstein, et Y localement principal sur X . Alors,
on a : h0(OX(Y )) = 1 + deg(Y ) − φY (md−1 − 2). Si X est une courbe plane,
on re´e´tablit a` partir de la` la description ge´ome´trique des syste`mes line´aires de
dimension maximale sur X . On discute pour terminer la question suivante. Pour
tout degre´ s, les hypersurfaces de degre´ s de´terminent sur X un syste`me line´aire
complet de degre´ sd; soit r(sd) sa dimension. Peut-on montrer, comme pour les
courbes planes, que re´ciproquement, pour s ≤ md−1−2, toute se´rie line´aire de dege´
sd et de dimension r(sd) est de´termine´e par les sections de X par une hypersurface
de degre´ s ?
Certaines de´finitions et de´monstrations auraient pu eˆtre omises dans ce qui suit,
mais nous avons pre´fe´re´ supposer le minimum de connaissances, ce qui permet de
nous adresser a` un plus large public.
Mots cle´s : Fonction de Hilbert, intersection comple`te, groupes de
points, syste`mes line´aires.
1. Rappels
Soit k un corps alge´briquement clos de caracte´ristique nulle. kn+1 est naturelle-
ment muni d’une structure de sche´ma, note´ An+1, d’anneau An := k[X0, . . . , Xn].
Etant donne´ un ide´al I de An homoge`ne (i.e. engendre´ par des polynoˆmes ho-
moge`nes), on lui associe un coˆne X := C(I), sous-sche´ma de An+1 de´fini par:
i) Son support, l’ensemble S(I) des points de kn+1 sur lesquels tous les polynoˆmes
de I s’annulent.
ii) Son anneau, l’anneau (gradue´) AX := An/I = ⊕lAX(l). La dimension du
coˆne X (ou de son anneau AX) est la longueur de la plus longue suite strictement
croissante d’ide´aux premiers de AX . La dimension est nulle ssi S(I) = {0}.
Par convention, le coˆne vide ∅, associe´ a` l’anneau nul, a toutes les dimensions.
Pour un ide´al homoge`ne I de An, conside´rons une de´composition primaire (ho-
moge`ne) : I = ∩ki=1Qi. Les radicaux Pi :=
√
Qi sont bien de´termine´s par I; ce
sont ses ide´aux premiers associe´s. Les composantes irre´ductibles sont les C(Pi). Les
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composantes primaires Qj dont l’ide´al premier associe´ Pi =
√
Qi est minimal, i.e.
ne contenant strictement aucun Pj(j 6= i) sont bien de´termine´es par I. Les autres
composantes Qi ne sont pas de´termine´es univoquement par I; les composantes
irre´ductibles C(Pi) correspondantes sont dites immerge´es.
Soit I(l) := I∩An(l). Si I(l) = (An)(l) pour l grand, on dira que I est irrelevant.
Il revient au meˆme de dire que sa racine est l’ide´al maximal (X0, . . . , Xn). Sinon,
I est relevant. I est irrelevant ssi S(I) = {0}. On de´finit Isat comme l’ensemble
des polynoˆmes P tels que pour un certain entier m, la multiplication de P par un
polynoˆme homoge`ne quelconque de degre´ m appartient a` I. Alors Isat est aussi
l’intersection des composantes relevantes d’une de´composition primaire. I = Isat
e´quivaut donc a` l’existence d’une de´composition primaire sans composante irrele-
vante. On dit alors que I est sature´. Le coˆne C(I) (resp. l’anneau A/I) est dit pro-
jectif si I est sature´. A un ide´al homoge`ne I, on associe un faisceau I, dont la fibre
en x ∈ IPn est l’ensemble des fonctions rationnelles f := g/h, h(x) 6= 0. Ce faisceau
de´finit un sous-sche´ma de IPn, ou un sous-sche´ma projectif. On le note Proj(An/I),
ou V (I). Deux ide´aux I et J de An de´finissent donc le meˆme sous-sche´ma projectif
ssi Isat = Jsat, ou encore Il = Jl pour l >> 0. L’application I 7→ Proj(An/I) est
donc bijective entre les ide´aux homoge`nes sature´s, et les sous-sche´mas projectifs de
IPn non vides. On note son inverse X 7→ IX . On note AX = An/IX l’anneau gradue´
(projetant) du sous-sche´ma projectif X . La dimension du sous-sche´ma projectif X
est celle de AX , moins 1. On identifiera souvent par la suite le coˆne C(I) avec
l’anneau gradue´ An/I qui le de´finit, et avec le sous-sche´ma projectif V (I) lorque
l’ide´al est sature´. On dira que X est de dimension pure m si toutes ses composantes
irre´ductibles sont de dimension m. On appelle courbe alge´brique (projective) un
sous-sche´ma projectif de dimension pure 1, et groupe de points un sous-sche´ma
projectif de dimension pure 0.
Etant donne´ B une k−alge`bre gradue´e de type fini, on note B(l) ⊂ B le k−sous-
espace vectoriel des e´le´ments de degre´ l, et son rang sur k,φB(l) := rgk(B(l)), sa
fonction de Hilbert; pour B = AX = An/IX , on note φX sa fonction de Hilbert. On
note B[m] l’alge`bre gradue´e de´finie par la graduation B[m](l) := B(m+ l).
Si X et Y sont deux coˆnes de An+1, de´finis respectivement par les ide´aux IX et
IY , on de´finit le coˆneX∩Y par l’ide´al IX+IY , et le coˆneX∪Y par l’ide´al IX∩IY . Si
X et Y sont projectifs, X∪Y l’est aussi; mais X∩Y en ge´ne´ral ne l’est pas. Si X et
Y sont des sous-sche´mas projectifs, on a donc IX∩Y = (IX ∩ IY )sat. Soit X un coˆne
de An+1, d’anneau AX . Un polynoˆme homoge`ne h ∈ AX est re´gulier si la multipli-
cation par h est injective dans AX . Pour qu’il existe un e´le´ment re´gulier, il faut et
il suffit que X soit projectif. Dans ce cas, si H := C((h)), on a AX∩H = AX/hAX .
Une suite (f1, . . . , fr) de polynoˆmes homoge`nes est re´gulie`re dans AX si pour tout
i, 1 ≤ i ≤ r, la multiplication par fi est injective dans AX/(f1, . . . , fi−1)AX .
Definition 1. Le coˆne X (resp. son anneau AX , resp. le sous-sche´ma projectif
X ′ := Proj(AX )) est dit arithme´tiquement Cohen-Macaulay (on notera ACM par
la suite) si il existe une suite re´gulie`re de m := dim(X) = dim(X ′) + 1 polynoˆmes
homoge`nes dans AX .
Alors, soit X un coˆne projectif de dimension m ≥ 1 et h un e´le´ment re´gulier.
Alors, X est ACM ssi X ∩ C((h)) est ACM de dimension m − 1. En particulier,
soit X un coˆne ACM de dimension m. Alors, toute suite re´gulie`re non prolongeable
est de longueur m. Pour qu’une suite (h1, . . . , hs) de s ≤ m polynoˆmes homoge`nes
forme une suite re´gulie`re, il faut et il suffit que le support de X∩C((h1, . . . , hs)) soit
de dimension (pure) m − s. En particulier, m formes line´aires ge´ne´riques forment
une suite re´gulie`re.
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2. Suite caracte´ristique d’un sous-sche´ma projectif ACM
Soit X un coˆne ACM de dimension purem+1 ≥ 0, Y0, . . . , Ym une suite re´gulie`re
de formes line´aires pour AX . Soit Z1, . . . , Zp(p := n−m) un syste`me de coordone´es
homoge`nes comple´mentaire.
Lemme 1. Le Rm−module AX (ou` Rm := k[Y0, . . . , Ym]) admet une base e0, . . . , ed−1,
forme´e de monoˆmes de k[Z1, . . . , Zp] : AX ≃ ⊕d−1i=0Rm[−mi], 0 = m0 ≤ · · · ≤ md−1,
mi = deg(ei).
Preuve. La de´monstration se fait par re´currence sur m. On commence par m =
−1 (R−1 := k). X a alors pour support {0}, et AX(l) = 0 pour l assez grand.
AX est donc un k−espace vectoriel de dimension finie, soit d. Si y0, . . . , yl est un
syste`me de ge´ne´rateurs forme´ de monoˆmes de k[Z1, . . . , Zp], on peut en extraire
une base pour AX , soit par exemple y0, . . . , yd; si on pose mi = deg(yi), on a
AX ≃ ⊕di=0k[−mi]. Supposons montre´ le lemme pour m− 1. Soit X de dimension
m + 1, et Y0, . . . , Ym une suite re´gulie`re de formes line´aires dans AX . Alors la
multiplication par Ym est injective dans AX , et si X
′ = X ∩ {Ym = 0}, le fait
que X est ACM implique que X ′ est ACM de dimension m. Conside´rons Rm−1 =
k[Y0, . . . , Ym−1]; d’apre`s l’hypothe`se de re´currence,AX′ admet une base e0, . . . , ed−1
sur Rm−1. Soit e
′
0, . . . , e
′
d−1 dans AX tels que ei = e
′
imod(Ym) dans AX′ . Alors
e′0, . . . , e
′
d−1 forment une base du Rm−module AX . Supposons en effet donne´e une
relation
∑n
i=0 a
′
ie
′
i = 0. Alors, prenons-la modulo Ym; on obtient
∑d−1
i=0 aiei = 0,
avec ai = a
′
imodYm. On en de´duit ai = 0, donc a
′
i est multiple de Ym : a
′
i = Ymb
′
i.
Comme la multiplication par Ym est injective, on obtient
∑d−1
i=0 b
′
ie
′
i = 0; mais alors
b′i est comme a
′
i multiple de Ym. De proche en proche, on voit que a
′
i est multiple
de Y jm pour tout j ∈ IN, ce qui implique a′i = 0 : le syste`me {e′0, . . . , e′d−1} est
libre. Montrons maintenant qu’il est ge´ne´rateur. Soit M ′ le sous-Rm−module de
AX engendre´ par e
′
0, . . . , e
′
d−1. Soit x ∈ M ′; on a xmodYm =
∑d−1
i=0 aiei dans AX′ ,
d’ou` x−∑d−1i=0 a′ie′i ∈ YmAX . On a donc AX/M ′ ⊂ YmAX/M ′. Comme AX/M ′ est
gradue´, on en de´duit AX/M
′ = 0. 
Lemme 2. Soit (mi)0≤i≤d−1 et (m
′
i)0≤i≤d′−1 deux suites croissantes. Si
∑d−1
i=0 C
m
m+l−mi
=
∑d′−1
i=0 C
m
m+l−m′i
pour tout entier l, alors d = d′, et mi = m
′
i pour 0 ≤ i ≤ d− 1.
Preuve. De´finissons pour une fonction φ : ZZ→ ZZ sa diffe´rence ∆φ(l) := φ(l)−φ(l−
1), et posons la de´finition re´cursive ∆n+1φ = ∆∆nφ. Pour φ(l) :=
∑d−1
i=0 C
m
m+l−mi
,
on ve´rifie que ∆m+1φ(l) est e´gal au nombre de mi e´gaux a` l. 
On voit donc que la suite (mi)0≤i≤d−1 de´finie ci-dessus ne de´pend que de la
fonction de Hilbert φX de AX ≃ ⊕d−1i=0Rm[−mi] et la caracte´rise. Si l’on de´finit le
degre´ de X comme le coefficient de lm/m! dans son polynoˆme de Hilbert PX(l), on
voit que d est e´gal au degre´ de X .
Definition 2. La suite (mi)0≤i≤d−1, qui caracte´rise φX , est la suite caracte´ristique
(absolue) de X.
On pose li := card{j/mj = i}. Soit c > 0 un entier positif. On de´finit la
d−ie`me repre´sentation de Macaulay de c comme l’unique e´criture de c de la forme
c = Cdkd + C
d−1
kd−1
· · ·+ Cδkδ , avec kd > kd−1 > · · · > kδ ≥ δ > 0. On de´finit de plus
c<d> := Cd+1kd+1+C
d
kd−1+1
· · ·+Cδ+1kδ+1. La suite (al)l∈IN s’appelle une 0−suite si pour
tout l ∈ N , al+1 ≤ a<l>l . On sait alors (cf. par exemple [5]) que pour tout coˆne X ,
la suite al := φX(l) satisfait a` la proprie´te´ d’eˆtre une 0−suite. Si X est de Cohen-
Macaulay de dimension m + 1, il en est donc de meˆme des suites asl := ∆
sφX(l)
pour tout s, 0 ≤ s ≤ m+ 1.
FONCTIONS DE HILBERT ET GE´OME´TRIE HILBERT FUNCTIONS AND GEOMETRY 5
Comme li = ∆
m+1φX(l), on en de´duit:
Lemme 3. La suite li est une 0−suite.
On voit en particulier que de l1 = p, on tire lj ≤ Cjp−1+j . On voit de la
de´monstration du premier lemme que le plus petit degre´ d’une hypersurface con-
tenant X est e´gal a` min{j, lj < Cjp−1+j}.
Soit H := {h = 0} un hyperplan coupant X proprement. La de´monstration du
lemme 1 nous montre que la suite de X ∩H est la meˆme que celle de X . On a aussi
φX∩H = ∆φX .
Lemme 4. Soit Y0, . . . , Ym une suite re´gulie`re pour AX . Soit Y une combinaison
line´aire des coordonne´es homoge`nes Xi, Y :=
∑n
i=0 aiXi, qui n’est pas combinaison
k−line´aire des Yj . Alors soit piY : IPn → IPm+1, (X0 : . . . : Xn) 7→ (Y0 : . . . : Ym :
Y ). On peut choisir Y de sorte que X ′ = piY (X) soit une hypersurface de degre´
d ne passant pas par (0 : . . . : 0 : 1); alors 1, . . . , Y d−1 forment une base du sous-
Rm−module AX′ ⊂ AX . De plus, si m := dim(X) ≥ 1, il en est ainsi pour tout
choix de Y .
Preuve. Par hypothe`se, {Y0 = 0, . . . , Ym = 0} ne rencontre par X . Par conse´quent,
le point (0 : . . . : 0 : 1) n’appartient pas au support de X ′. Si m ≥ 1, le degre´ n’est
pas change´. On en de´duit que 1, . . . , Y d−1 est une base du Rm−module AX′ . Si
m = 0 (X est un groupe de points), on peut choisir Y de fac¸on a` e´viter les points
aligne´s, de sorte a` avoir deg(X ′) = deg(X). 
Les suites (mi) et (li := card{j/mj = i} ve´rifient les proprie´te´s suivantes:
The´ore`me 1. l0 = 1, l1 = p, ou` p est la codimension de X, suppose´ non-de´ge´ne´re´
(i.e. non contenu dans un hyperplan). De plus, l’ensemble des indices j tels que
lj 6= 0 est connexe. Enfin, supposons m ≥ 1. Alors, si li = 1, et li+1 6= 0, on a
li+1 ≥ p.
Preuve. Comme φX(0) = 1 et φX(−1) = 0, il y a exactement un mi e´gala` 0, i.e.
m0 = 0 et m1 > 0. Soit M1, . . . ,Ml les e´le´ments de degre´ 1. Conside´rons une base
comple´mentaire Ym+1, . . . , Yn de An(1). Ecrivons Ym+j = Zj + a
j
1M1+ · · ·+ ajlMl,
pour j = 1, . . . , n − m = p, et aji ∈ k, Zj ∈ Rm(1). Si on avait l < p, on en
de´duirait une relation line´aire entre les Yi, ce qui est impossible puisque X est non
de´ge´ne´re´. D’autre part, 1,M1, . . . ,Ml sont des Rm−combinaisons inde´pendantes de
1, Ym+1, . . . , Ym+p. Ce serait impossible si l > p. On a donc l = p. Supposons li = 1.
Soit Mj l’e´le´ment de degre´ i. Alors supposons li+1 < p. Alors on pourrait trouver
une combinaison Y = a1Ym+1 + · · · + asYn k−line´aire des Ym+1, . . . , Yn telle que
YMj appartienne au Rm−module engendre´ par M0, . . . ,Mj. Mais alors pour tout
l < i, YMl appartient aussi a` ce Rm−module, puisque Mj est le seul ge´ne´rateur en
degre´ i. Le the´ore`me de Cayley-Hamilton nous donne alors un polynoˆme de degre´
j + 1 en Y a` coefficients dans Rm qui est nul. Mais le lemme pre´ce´dent nous dit
que 1, Y, . . . , Y d−1 sont Rm−line´airement inde´pendants, si m ≥ 1. Si m ≥ 1, on en
de´duit j = d− 1, i.e. si li+1 6= 0, li+1 ≥ p.
Il y a deux manie`res possibles pour montrer mi+1 ≤ mi + 1. La premie`re est de
dire que li est une 0−suite. Pour la deuxie`me, conside´rons la multiplication par une
forme line´aire Y dans AX . Soit M0, . . . ,Md−1 une base du Rm−module AX , avec
mi = deg(Mi). On a : YMi =
∑d−1
j=0 mijMj , avec deg(mij) = mi−mj+1. Supposons
mi+1 > mi+1, pour un i, 0 ≤ i ≤ d−2. Alors on auraitmkj = 0 pour k ≤ i, j ≥ i+1,
pour des raisons de degre´s. On en de´duit que Y de´termine un endomorphisme du
Rm−module engendre´ par M0, . . . ,Mi, de matrice M ′, sous-matrice de M = (mij).
D’apre`s Cayley-Hamilton, on en de´duit det(M ′ − Y Idi+1)M0 = 0 dans AX . Mais
M0 est de degre´ 0, donc on peut supposerM0 = 1. On en de´duit P (Y0, . . . , Ym, Y ) =
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det(M ′−Y Idi+1) = 0 dans AX . Mais P est un polynoˆme de degre´ i+1 < d. Cela est
impossible si l’on choisit Y d’apre`s le lemme pre´ce´dent tel que deg(X) = deg(X ′).
On a donc mi+1 ≤ mi + 1. 
Corollaire 1. Supposons X de dimension m ≥ 1 et de codimension p ≥ 2. Alors
: md−1 ≤ [(2d− 1)/3].
Preuve. On a en effet mi+3 − mi ≤ 2. Sinon, on aurait mi+3 = mi + 3, donc
mi+1 = mi + 1 et mi+2 = mi + 2, ce qui est impossible d’apre`s la proposition
pre´ce´dente. 
Corollaire 2. Soit X un groupe de points. Soit r le nombre maximum de points
aligne´s de X. Alors md−1 ≤ r + [(2d− 2r − 1)/3].
Preuve. On choisit Y0 tel que {Y0 = 0} ne rencontre aucun des points d’intersection
de deux droites distinctes joignant deux points de X . Alors la projection a` partir
d’un point de {Y0 = 0} applique X sur un groupe de points de degre´ ≥ d − r +
1. L’ine´galite´ mi+3 − mi ≤ 2 reste donc valable tant que i ≤ d − r, d’apre`s la
de´monstration pre´ce´dente. Pour i ≥ r, on a mi+1 ≤ mi + 1. 
Remarque. Lorsque que X est un groupe de points, on de´finit classiquement
son indice de se´paration e(X) comme l’entier max{l, h1(IX(l) 6= 0} , entier au-dela`
duquel φX est constante. On voit alors facilement e(X) = md−1 − 2.
Corollaire 3. Si X ⊂ IPn est un groupe de points, φX est strictement croissante,
jusqu’a` eˆtre constante.
Preuve. On a en effet φX(l) =
∑l
i=0 li. Si φX(l + 1) = φX(l),a lors ll+1 = 0, et
φX(j) = φX(l) pour tout j ≥ l. 
PourX est une intersection comple`te ge´ne´rique, de dimensionm, on peut calculer
explicitement les monoˆmes (ei) ge´ne´rateurs du Rm-module AX . Soit L := {Y0 =
· · · = Ym} ⊂ IPn une sous-varie´te´ line´aire de codimension m + 1. Soit Z1, . . . , Zp
des coordonne´es homoge`nes comple´mentaires. Alors:
Lemme 5. Pour une intersection comple`te ge´ne´rique X (ne rencontrant pas L),
les monoˆmes Zi11 . . . Z
ip
p , 0 ≤ i1 ≤ d1 − 1, . . . , 0 ≤ ip ≤ dp − 1 forment une base
du Rm−module AX . En particulier, pour un tel X ge´ne´rique, les e´quations de X
peuvent s’e´crire de manie`re unique sous la forme:
Zd11 =
∑
I=(i0,...,in),i1+···+in=d1,im+1<d1,...,in<dp
c1IY
I ,
. . .
Y dpn =
∑
I=(i0,...,in),i1+···+in=dp,im+1<d1,...,in<dp
cpIY
I ,
ou` Y I := Y i10 . . . Y
im
m Z
im+1
1 . . . Z
in
p et c
s
I ∈ Rm.
Preuve. On se rame`ne au cas m = −1, i.e.: pour des coordonne´es homoge`nes Yj :=∑p−1
i=0 aijXi(0 ≤ j ≤ p− 1) ge´ne´riques, les monoˆmes
Y I := Y i00 . . . Y
ip−1
p−1 , i0 < d1, . . . , ip−1 < dp
forment une base du k−espace vectoriel k[X0, . . . , Xp−1]/(P1, . . . , Pp), lorsque les
polynoˆmes homoge`nes Pi, de degre´s respectifs di, n’ont pour ze´ro commun que
l’origine de kp. 
On retrouve en particulier les entiers mI = i1 + · · · + ip, pour les intersections
comple`tes.
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Lemme 6. Si X ′ ⊂ X est un sous-sche´ma de X, alors pour tout m ≥ 0, ∆j(φX −
φX′) ≥ 0 pour tout j ≤ h(X) (ou` h(X) est la longueur maximale d’une suite
re´gulie`re de AX).
Preuve. On fait une re´currence sur h(X). Pour h(X) = 0, l’ine´galite´ φX ≥ φX′
provient de la surjectivite´ de AX → AX′ . Supposons montre´ le lemme pour h(X) <
s; supposons h(X) = s. Alors soit h un e´le´ment re´gulier de AX . Alors l’hyperplan
H = {h = 0} coupantX proprement, et ∆φX = φX∩H . CommeX ′∩H ⊂ X∩H , on
en de´duit ∆φX ≥ φX′∩H ≥ ∆φX′ , donc ∆(φX − φX′) ≥ 0. De plus, h(X ∩H) < s.
L’hypothe`se de re´currence nous permet de conclure. 
Corollaire 4. Si X et X ′ ⊂ X sont deux sous-sche´mas ACM projectifs de dimen-
sion m, la suite caracte´ristique de X ′ est ”incluse” dans celle de X.
Preuve. En appliquant le lemme ci-dessus, avec h(X) = m + 1, on voit d’apre`s ce
qui pre´ce`de que le nombre l′j de m
′
i e´gaux a` j est infe´rieur au nombre lj de mi
e´gaux a` j, pour tout j. 
Lemme 7. Supposons X de Gorenstein. Alors on a : mi +md−1−i = md−1.
Preuve. Soit ωAX le module dualisant de AX . On a, comme AX est un Rm−module
libre, ωAX ≃ HomRm(AX , ωRm). Comme ωRm ≃ Rm[−m−1], on en de´duit ωAX ≃
⊕d−1i=0Rm[mi −m− 1]. D’autre part, commeX est de Gorenstein, on a ωAX ≃ AX [s]
pour un certain entier s.
On en de´duit que les deux suites croissantes (mi − m − 1)i et (s − md−1−i)i
co¨ıncident, et donc : s = md−1 −m− 1, et mi +md−1−i = md−1. 
3. Suite caracte´ristique relative
Soit maintenant Y ⊂ X une hypersurface ACM de X . On va introduire la suite
caracte´ristique relative (a` X) de Y , pour profiter de l’information que Y est contenu
dans X .
Soit Y ⊂ X , avecX ACM de dimension purem ≥ 1 et Y ACM de dimension pure
m− 1 dans X . Le morphisme surjectif AX → AY a un noyau IY/X ≃ IY /IX . Soit
Y0, . . . , Ym m formes line´aires de´finissant un sous-espace projectif ne rencontrant
pas X . On pose encore Rm := k[Y0, . . . , Ym].
Lemme 8. Pour Y ⊂ X, IY/X est un Rm−module libre gradue´.
Preuve. Conside´rons la suite exacte 0→ IY/X → AX → AY → 0. On a vu que AX
est un Rm−module libre gradue´. Par ailleurs, Y0 = · · · = Ym = 0, ne rencontrant pas
X , ne rencontre pas non plus Y . Le the´ore`me des syzygies gradue´ (cf. Appendice)
permet de conclure que IY/X est aussi un Rm−module libre. 
Definition 3. La suite (ni) est la suite caracte´ristique relative (a` X) de Y . On
notera par la suite s.c.r. pour suite caracte´ristique relative.
Lorsque Y est de codimension deux et X est une hypersurface de degre´ minimal
qui le contient, on retrouve le caracte`re nume´rique de Y , introduit par Gruson et
Peskine dans ([6]).
Lemme 9. Soit X et Y ⊂ X deux sous-sche´mas projectifs. Soit h une forme
line´aire qui de´termine une multiplication injective dans AX et dans AY , et H :=
{h = 0}. On a IY ∩H/X∩H ≃ IY/X/hIY/X .
Preuve. Appliquons a` la suite exacte 0 → IY/X → AX → AY → 0 le foncteur
⊗AnAn/hAn. On obtient, commeM⊗AA/I ≃M/IM et que le foncteur est exact a`
droite, la suite exacte : IY/X/hIY/X → AX/hAX ≃ AX∩H → AY /hAY ≃ AY ∩H →
0. On veut montrer que la premie`re fle`che de cette suite est injective. Pour cela,
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remarquons que la suite exacte est en particulier une suite exacte de k−espaces
vectoriels. Puisque la multiplication par h est injective dans AX , elle l’est aussi
dans IY/X , et donc φIY/X/hIY/X = ∆φIY/X . Mais φIY/X = φAX −φAY . On en de´duit
φ(IY/X/hIY/X) = ∆φX −∆φY = φX∩H − φY ∩H , ce qui nous montre que dans la
suite exacte de k−espaces vectoriels IY/X/hIY/X → AX∩H → AY ∩H → 0, la
premie`re fle`che est injective (sinon son noyau nous conduirait a` une contradiction).
On a donc bien une suite exacte de An−modules 0 → IY/X/hIY/X → AX∩H →
AY ∩H → 0, donc IY/X/hIY/X ≃ IY ∩H/X∩H . 
Dans ce qui suit, X est un sous-sche´ma projectif ACM, de suite caracte´ristique
(mi), et Y une hypersurface de X , de s.c.r. (ni). On de´duit du lemme pre´ce´dent:
Corollaire 5. Si l’hyperplan H coupe X et Y proprement, la s.c.r. de Y ∩H dans
X ∩H est la meˆme que celle de Y dans X.
The´ore`me 2. Si Y ⊂ X (m ≥ 1) est une hypersurface ACM de X, on a (∀i)ni ≥
mi. De plus, si Y
′, de s.c.r. (n′i), contient Y , on a : (∀i)n′i ≥ ni.
Preuve. Montrons n′i ≥ ni. Soit H := {h = 0} un hyperplan coupant X , Y , et Y ′
proprement. On a encore Y ∩ H ⊂ Y ′ ∩ H dans X ∩ H . Par ailleurs, la s.c.r. de
Y ∩H (resp. Y ′∩H) dans X ∩H reste inchange´e. Il suffit donc de montrer l’e´nonce´
pour m = 0, i.e. pour Y et Y ′ de support {0} dans An+1.
Posons 1k(l) = (l+1− k)+− (l− k)+ = 1 si l ≥ k, 0 sinon. φY (l) ≤ φY ′(l) se lit
alors :
d−1∑
j=0
1n′j(l) ≤
d−1∑
i=0
1nj (l).
L’ine´galite´ ci-dessus nous donne pour l = n′0 que n0 ≤ n′0. Supposons qu’on ait
montre´ que pour tout j < i, nj ≤ n′j .
Alors pour un j < i, 1n′j (n
′
i) = 1, et 1nj (n
′
i) = 1 car nj ≤ n′j ≤ n′i.
Si n′i < ni, on aurait pour j ≥ i n′i < ni ≤ nj donc 1nj (n′i) = 0. L’ine´galite´
ci-dessus ne serait donc pas ve´rifie´e puisque 1n′i(n
′
i) = 1. On a donc n
′
i ≤ ni, pour
tout i.
Montrons maintenant ni ≥ mi. On a une injection gradue´e⊕iR[−ni]→ ⊕iR[−mi].
De
∑d−1
j=0 1nj (l) ≤
∑d−1
i=0 1mj(l), on de´duit ni ≥ mi. 
Conside´rons deux re´solutions libres 0 → ⊕iRm[−ni] → ⊕iRm[−mi] → AY → 0
et 0 → ⊕iRm[−n′i] → ⊕iRm[−m′i] → AY → 0 (e´ventuellement infinies) du sous-
sche´ma ACM Y . Alors, le lemme 2 nous montre que (ni) ⊕ (m′i) = (n′i) ⊕ (mi),
ou` l’on de´finit la somme ⊕ des suites en additionnant les largeurs li associe´es. En
particulier, si la suite (m′i) (resp. (n
′
i) est obtenue a` partir de (mi) en supprimant
certaines valeurs, la suite (n′i) (resp. (m
′
i)) est obtenue a` partir de ni (resp. de (mi))
en supprimant les meˆmes valeurs. En particulier, on en de´duit la relation entre les
suites caracte´ristiques absolues et relatives:
Lemme 10. La suite caracte´ristique absolue (m′i) de Y est e´gale a` :
(m0,m0 + 1, . . . , n0 − 1)⊕ (m1, . . . , n1 − 1)⊕ (md−1, . . . , nd−1 − 1).
Preuve. On conside`re la suite exacte 0 → ⊕d−1i=0Rm[−ni] → ⊕d−1i=0Rm[−mi] →
AY → 0. On e´crit Rm = ⊕∞j=0Rm−1[−j], ou` Rm−1 = k[Y0, . . . , Ym−1]. On en
de´duit la suite exacte de Rm−1−modules :
0→ ⊕0≤i≤d−1,0≤j<∞Rm−1[−ni − j]→ ⊕0≤i≤d−1,0≤j<∞Rm−1[−mi − j]→ AY → 0
Par ailleurs, on suppose que {Y0 = 0, . . . , Ym−1 = 0} coupe Y proprement. Alors on
sait que AY ≃ ⊕jRm−1[−m′j] pour certains entiers m′j . La remarque pre´ce´dant le
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the´ore`me montre que la suite (m′i) est obtenue a` partir de la suite exacte pre´ce´dente
en supprimant les doubles. 
On peut reconstruire en sens inverse la suite (ni) avec des suites caracte´ristiques
absolues (mi) et (m
′
i) deX et Y . En particulier, on voit que si ci := card{j/mj ≤ i},
di := card{j/nj ≤ i}, et l′i := card{j/m′j = i}, on a l′i = ci − di. On a donc la
proprie´te´ supple´mentaire sur les ni:
Lemme 11. ci − di est une 0−suite.
Supposons que le sous-sche´ma X est de Gorenstein, et que Y et Y ′ sont lie´es
dans la section de X par une hypersurface H de degre´ s (cf. Appendice). Alors, on
peut dans ce cas relier entre elles les s.c.r. respectives (ni) et (n
′
i) de Y et de Y
′
par la formule suivante:
The´ore`me 3. ni + n
′
d−1−i = md−1 + s.
Preuve. Soit Y et Y ′ lie´es dans X∩H , avecH de´fini par un polynoˆme homoge`ne de
degre´ s. Conside´rons la suite exacte 0→ IY/X → AX → AY → 0. On lui applique le
foncteur HomAX (•, AX). D’abord HomAX (AX , AX) ≃ AX ; l’isomorphisme associe
a` φ ∈ HomAX (AX , AX) sa valeur φ(1). De plus, HomAX (AY , AX) = 0. En effet,
soit φ ∈ HomAX (AY , AX). Comme AY = AX/(IY/X), on peut associer a` φ canon-
iquement un morphisme φ˜ ∈ HomAX (AX , AX), donc un e´le´ment a = φ˜(1) ∈ AX .
On doit avoir ax = 0 pour tout x ∈ IY/X . Choisissons x dans IY , et x n’appartenant
a` aucun des ide´aux premiers Pi associe´s a` IX (cela est possible d’apre`s le lemme
d’e´vitement puisque IY ne peut eˆtre contenu dans aucun des Pi). Alors acl(x) = 0
implique a = 0.
Conside´rons maintenant HomAX (IY/X , AX). La multiplication par h de´finit un
isomorphisme de AX−modules IX∩H/X ≃ AX [−s]. A un morphisme φ ∈ HomAX (IY/X , AX)
correspond donc bijectivement un morphisme de IY/X dans IH∩X/X [s]. Comme Y
et Y ′ sont lie´s dans X ∩H , on a HomAX (IY/X , IX∩H/H) ≃ IY ′/X . On a donc bien
HomAX (IY/X , AX) ≃ IY ′/X [s].
Enfin, on a e´videmmentExt1AX (AX , AX) = 0, d’ou` une suite exacte deAX−modules
: 0 → AX → IY ′/X [s] → Ext1AX (AY , AX) → 0. On en de´duit une suite exacte de
Rm-modules:
0→ ⊕Rm[−mi]→ ⊕Rm[−n′i + s]→ Ext1AX (AY , AX)→ 0
De meˆme, appliquons a` la suite exacte 0→ IY/X → AX → AY → 0 le foncteur
HomRm(•, Rm).
On a HomRm(AY , Rm) = 0. En effet, soit φ ∈ HomRm(AY , Rm). Comme
AY = AX/(IY/X), on peut lui associer un morphisme φ˜ ∈ HomRm(AX , Rm),
qui est de´termine´e par ses valeurs e0, . . . , ed−1 ∈ Rm sur une base f0, . . . , fd−1
du Rm−module AX . φ˜ doit s’annuler sur IY/X ; soit αi =
∑
j ai,jfj une base de
IY/X . On a pour tout i :
∑
j αi,jej = 0. Mais comme les αi sont Rm−inde´pendants,
il n’y a pas de relation sur Rm non triviale entre les colonnes de la matrice ai,j ,
donc pour tout j, ej = 0.
Enfin, Ext1Rm(AX , Rm) = 0 (puisque AX est un Rm−module libre). On obtient
donc la suite exacte
0→ ⊕iRm[mi]→ ⊕iRm[ni]→ Ext1Rm(AY , Rm)→ 0
Mais Ext1Rm(AY , ωRm) ≃ Ext1AX (AY , ωAX ) ≃ ωAY comme Rm−modules, avec
ωRm = R[−m− 1] et ωAX ≃ AX [md−1 −m− 1] comme on l’a vu.
D’ou` les suites exactes :
0→ ⊕Rm[md−1 −m− 1−mi]→ ⊕Rm[−n′i + s+md−1 −m− 1]→ ωAY → 0
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et :
0→ ⊕Rm[mi −m− 1]→ ⊕Rm[ni −m− 1]→ ωAY → 0.
Comme les suites (ni) et (n
′
i) sont par de´finition croissantes, et comme on a
vu que les suites (md−1 − m − 1 − md−1−i)i et (mi − m − 1)i co¨ıncident, on en
de´duit l’e´galite´ des suites (md−1 − m − 1 + s − n′d−1−i)i et (ni − m − 1)i; donc
ni + n
′
d−1−i = s+md−1. 
Corollaire 6. Soit X est de Gorenstein, et s le plus petit degre´ d’une hypersur-
face contenant Y sans contenir aucune composante de X. Alors, ni ≤ s+mi. En
particulier, si X est irre´ductible, on retrouve ni ≤ n0 +mi.
Preuve. Soit H une hypersurface de degre´ s contenant Y , et qui coupe X propre-
ment. Soit alors Y ′ le re´siduel de Y dans X ∩H . Soit (n′i) sa s.c.r. . On a d’apre`s
le the´ore`me pre´ce´dent ni = s +md−1 − n′d−1−i; comme n′d−1−i ≥ md−1−i, on a :
ni ≥ s+md−1−md−1−i = s+mi. Si X est irre´ductible, le premier ge´ne´rateur α0 de
IY/X de´finit une hypersurface de degre´ n0 contenant Y et coupant X proprement,
donc ni ≤ n0 +mi. 
Soit H une hypersurface de degre´ s. Si Hs := X ∩ H et l’hypersurface ACM
Y sont lie´s dans une autre hypersurface ACM Y ′ = Y ∪Hs, on peut calculer la s.c.r.
(n′i) de Y
′ a` partir de celle (ni) de Y , par la formule suivante:
Proposition 1. n′i = ni + s.
Preuve. En effet, si h est un polynoˆme homoge`ne de degre´ s de´finissant Hs, la
multiplication par h de´termine un isomorphisme de AX−modules :
IY/X [−s] ≃ IY ′/X .

Le the´ore`me suivant ge´ne´ralise un re´sultat de [7]:
The´ore`me 4. Soit X ⊂ IPn une hypersurface re´duite, et Y ⊂ X une hypersurface
de X, de s.c.r. (ni). Supposons ni > ni−1 + 1. Alors, X = X
′ ∪ X ′′, avec X ′ et
X ′ des hypersurfaces de degre´s respectifs deg(X ′) = i et deg(X ′′) = s := d − i.
De plus, si l’on pose Y ′ = Y ∩ X ′ et Y ′′ = Y ∩ X ′′, la s.c.r. de Y ′′ dans X ′′ est
(ni, . . . , nd−1). Celle de Y
′ dans X ′ est (n0 − s, . . . , ni−1 − s).
Preuve. Soit (αi) une base du Rm−module IY/X . Conside´rons la multiplication par
une forme line´aire T : Tαi =
∑d−1
j=0 tijαj , avec tij ∈ Rm. Supposons ni > ni−1 + 1.
Alors la matrice (tkj) doit avoir les termes k ≤ i − 1, j ≥ i nuls. En particulier, le
polynoˆme caracte´ristique de la matrice (tij) s’e´crit comme un produit P (T )Q(T ),
ou` P (T ) est le polynoˆme caracte´ristique de la sous-matrice (tkj)0≤k,j≤i−1. Le sous-
Rm−module engendre´ par α0, . . . , αi−1 est stable par multiplication par T . Le
the´ore`me de Cayley-Hamilton nous donne
P (T )(α0, . . . , αi−1) = 0, P (T )Q(T )(α0, . . . , αd−1) = 0.
Si on choisit un e´le´ment α de IY/X qui ne s’annule sur aucune composante de X
(par le lemme d’e´vitement), la relation P (T )Q(T )α = 0 nous donne P (T )Q(T ) = 0.
On obtient ainsi une hypersurface de degre´ d contenant X ; comme X est re´duite
de degre´ d, c’est X elle-meˆme. Si on pose X ′ := {P = 0}, X ′′ := {Q = 0}, on a :
X = X ′ ∪X ′′. D’autre part, comme α0, . . . , αd−1 ge´ne`rent IY/X , ils ge´ne`rent aussi
IY ′′/X′′ . Mais α0, . . . , αi−1 = 0 dans AX′′ . Donc αi, . . . , αd−1 sont ge´ne´rateurs de
IY ′′/X′′ . On a donc IY ′′/X′′ ≃ ⊕d−1j=iR[−nj ].
Enfin, on a une suite exacte de An−modules, donc de Rm−modules :
0→ IY ′/X′ [s]→ IY/X → IY ′′/X′′ → 0.
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En effet, soit α ∈ IY/X . Si α ∈ IX′′/X , alors α est un multiple de Q, et est donc
dans l’image de IY ′/X′ [s] → IY/X . Cette dernie`re application est injective, car
si Qx ∈ IX , alors Qx ∈ IX′ , donc, comme P et Q n’ont pas de facteur commun,
x ∈ IX′ . Enfin, il est e´vident que IY/X → IY ′′/X′′ est surjective, car si x = ymodIX′′ ,
alors x = ai+1αi+1 + · · ·+ ad−1αd−1modIX′′ , et ai+1αi+1 + · · ·+ ad−1αd−1 ∈ IY/X
a pour image x.
On en de´duit IY ′/X′ ≃ ⊕i−1j=0Rm[nj − s]. 
Remarque. La de´monstration pre´ce´dente donne explicitement les ge´ne´rateurs
de IY ′/X′ et de IY ′′/X′′ . De Pαj = 0 pour j ≤ i − 1, on de´duit αj = Qα′j . Comme
α′0, . . . , α
′
i−1 sont libres sur R, et qu’ils ont les meˆmes degre´s que ceux d’une base,
ils forment une base de IY ′/X′ .
Gruson-Peskine ont montre´ dans [6], pour tout degre´ α, parmi les sous-sche´mas
projectifs ACM de codimension deux non contenus dans une hypersurface de degre´
< d, l’existence d’un sous-sche´ma projectif ∆ minimal, i.e. ve´rifiant (∀i)φY (i) ≥
φ∆(i) pour tout autre sous-sche´ma projectif ACM de codimension deux, non con-
tenu dans une hypersurface de degre´ < d. On donne ici une variante, lorsqu’on
regarde la famille des sous-sche´mas ACM de codimension deux contenus dans une
hypersurface irre´ductible de degre´ d.
Proposition 2. Soit α = sd − r, r < d. Soit ∆ le re´siduel d’une intersection
comple`te (1, r)dans une intersection comple`te (d, s). Pour tout sous-sche´ma Y ACM
de codimension deux contenu dans une hypersurface irre´ductible X de degre´ d, on
a : φY (i) ≥ φ∆(i). De plus (∀i)φY (i) = φ∆(i) si et seulement si Y est comme ∆
re´siduel d’un sous-sche´ma de´ge´ne´re´ de degre´ r de codimension deux.
Preuve. Soit Y ACM contenu dans une hypersurface X irre´ductible de degre´ d.
Alors soit (n0, . . . , nd−1) sa s.c.r. . Tout d’abord, n0 ≥ s, sinon Y serait de degre´
≤ (s− 1)d par Be´zout. De plus, pour i >> 0, φY (i) ≥ φ∆(i).
Soit (n′0, . . . , n
′
d−1) la s.c.r. de ∆ dans une hypersurface irre´ductible de degre´ d
la contenant. On calcule la s.c.r. de ∆ a` partir de son re´siduel : on enle`ve, dans la
suite (s, . . . , s+d− 1), 1 aux r derniers entiers. De ni+1 ≤ ni+1, on de´duit alors le
fait fondamental suivant : si ni < n
′
i, alors nj ≤ n′j pour tout j ≥ i. En effet, il n’y
a qu’une valeur de i pour laquelle n′i = n
′
i+1. Donc, le graphe de (ni) commence
au-dessus de celui de (ni)
′, avant de passer en dessous. Conside´rons la diffe´rence
∆n−2φY (l) − ∆n−2φ∆(l). On voit que cette diffe´rence, qui est l’aire se´parant les
deux graphes en-dessous du niveau l + 1 (affecte´e du signe approprie´) est d’abord
croissante, puis de´croissante, avant d’eˆtre nulle. Elle est donc toujours positive. A
fortiori, on en de´duit φY (i) ≥ φ∆(i). Lorsqu’il y a e´galite´, on voit que ni = n′i.
En particulier, si on conside`re le re´siduel Y ′ de Y dans la section de X par une
hypersurface de degre´ s contenant Y , on voit que si r > 0, n0(Y
′) + s + d − 2 =
s+ d− 1, i.e. Y ′ est de´ge´ne´re´. 
On peut par le lemme pre´ce´dent rede´montrer la majoration d’Halphen du genre
des courbes gauches:
Proposition 3. Soit Y une courbe alge´brique de degre´ α dans une surface irre´ductible
X de degre´ d dans IP3. Ecrivons α = sd− r, r < d. Alors le genre arithme´tique de
Y est infe´rieur a` G(α, d) := 1 + sd/2(s + d − 4) − r(s + d − r/2 − 5/2). S’il y a
e´galite´, Y est re´siduelle d’une courbe plane de degre´ r dans la section de X par une
surface de degre´ s.
Preuve. Soit IY le faisceau associe´ a` Y , et H un plan ge´ne´rique. La suite exacte:
0→ IY (l − 1)→ IY (l)→ IY ∩H/H(l)→ 0 nous donne :
H0(IY ∩H/H(l − 1))→ H1(IY (l − 1))→ H1(IY (l))→ H1(IY ∩H/H(l))→
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H2(IY (l − 1))→ H2(IY (l))→ 0
d’ou` l’on tire h1(IY ∩H/H(l)) ≤ h1(OY (l − 1)) − h1(OY (l)) puisque H2(IY (l)) est
isomorphe a` H1(OY (l)). En sommant de l = 1 a` ∞, on obtient la majoration
∑
l
h1(IY ∩H/H(l)) ≤
∑
l
h1(I∆∩H/H(l)) = G(α, d)
d’apre`s la proposition pre´ce´dente. De plus, s’il y a e´galite´, on doit avoir que Y ∩H
est le re´siduel de r points aligne´s dans la section de C = X ∩ H par une courbe
(dans H) de degre´ s. Mais la suite exacte implique alors que : h1(IY ∩H/H(l)) =
h1(OY (l − 1))− h1(OY (l)), et donc que :
i) H1(IY (l)) = 0 pour tout l > 0, puis
ii) H0(IY (l)) → H0(IY ∩H/H(l)) est surjectif pour l ≥ 1. Donc l’existence d’une
courbe de degre´ s ≥ 1 contenant Y ∩H (mais pas C = X ∩H) implique l’existence
d’une surface S de degre´ s contenant Y (mais pas C, donc pas X). Y ve´rifie
h1(IY (l)) = 0 et est donc ACM. On voit donc que Y re´alise comme ∆ la fonc-
tion de Hilbert minimale, et son re´siduel dans X ∩ S est donc de´ge´ne´re´. 
4. Syste`mes line´aires sur les courbes alge´briques et fonctions de
Hilbert
On va s’inte´resser maintenant plus particulie`rement au cas ou` X est de dimen-
sion 1 (i.e. est une courbe alge´brique) ACM et Y est un groupe de points dessus,
particulie`rement pour l’e´tude des syste`mes line´aires sur X . On suppose par la suite
pour simplifier que Y est de´fini localement sur X par une e´quation, i.e. que IY/X est
localement principal. Alors, on identifie parfois Y a` son diviseur de Cartier associe´
sur X , note´ [Y ]. Deux groupes de points Y et Y ′ de meˆme degre´ α sur X sont
donc line´airement e´quivalents si les diviseurs de Cartier associe´s le sont. Il revient
au meˆme de dire qu’il existe Z sur X tel Y et Y ′ sont les re´siduels respectifs de
Z dans les sections de X avec des hypersurfaces de meˆme degre´. On voit alors en
particulier que Y et Y ′ ont meˆme s.c.r. . Le syste`me line´aire complet passant pas
Y est l’ensemble des groupes de points line´airement e´quivalents a` Y sur X . On le
note Y . On note OX(Y ) le faisceau sur X dont la fibre en x est l’ensemble des
fonctions rationnelles, dont la multiplication par un e´le´ment de IY,x est re´gulie`re
en x. La dimension de Y est h0(OX(Y ))− 1.
The´ore`me 5. Soit X est une courbe de Gorenstein. On a nd−1 ≤ md−1 + s, avec
e´galite´ ssi Y est section de X par une hypersurface de degre´ s.
Preuve. Supposons nd−1 ≥ md−1 + s. Alors, le terme (s + md−1 − 1 − nd−1)+
dans φY (s +md−1 − 2) est nul, et donc φY (s + md−1 − 2) < deg(Y ), ce qui im-
plique h1(IY (s + md−1 − 2)) 6= 0. D’autre part, X est ACM donc h1(IX(l)) = 0
pour l > 0, et donc H1(IY (s + md−1)) ≃ H1(IY/X(s + md−1)). De plus, comme
ω1X ≃ OX(md−1 − 2), la dualite´ de Serre nous donne H1(IY/X(s +md−1 − 2)) ≃
H0(I∗Y/X(−s)). Mais le faisceau I∗Y/X est isomorphe au fibre´ line´aire de´fini par le
diviseur [Y ]associe´ a` Y , et I∗Y/X(−s) ≃ OX([Y ]− [Hs]), ou` Hs est une section de X
par une surface de degre´ s. Le diviseur [Y ]− [Hs] est de degre´ ne´gatif −r; il ne peut
avoir de section globale que si il est trivial, auquel cas Y est comme Hs section de
X par une surface de degre´ s, puisque H1(IX(s)) = 0. De plus, dans ce cas, on doit
avoir r = 0. 
Corollaire 7. Soit X un sous-sche´ma projectif irre´ductible de Gorenstein de di-
mension m et de degre´ d, de suite caracte´ristique (mi). Soit Y ⊂ X une hyper-
surface ACM, localement principale, de s.c.r. (ni), de degre´ α := sd − r, r < d.
nd−1 ≤ md−1+ s, avec e´galite´ ssi Y est section de X par une hypersurface de degre´
s
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Preuve. On se rame`ne au cas ou` X est une courbe, en coupant par un sous-espace
line´aire ge´ne´rique H de codimension m − 1. En effet, les suites caracte´ristiques
(absolues et relatives) ne sont alors pas modifie´es. En particulier, si Y ∩ H a le
caracte`re d’une section de X ∩ H par une hypersurface de degre´ s, alors, Y a la
meˆme s.c.r. dans X , et est donc lui-meˆme section de X par une hypersurface de
degre´ s. 
Les e´nonce´s donne´s ici sur les syste`mes line´aires reposent sur le lemme fonda-
mental suivant :
Lemme 12. Soit X de Gorenstein. Alors dim(Y ) = α− φY (md−1 − 2).
Preuve. Le the´ore`me de Riemann-Roch ge´ne´ralise´ nous donne, pour un diviseur Y
sur X : h0(OX(Y )) = α + 1 − pa + i(Y ), ou` pa est le genre arithme´tique de X et
i(Y ) la dimension de H1(OX(Y )), ou encore de ≃ H0(ω1X(−Y )) d’apre`s la dualite´
de Serre. Mais ici, comme X est de Gorenstein, H0(ω1X(−Y )) ≃ H0(OX(md−1 −
2)(−Y )). Un e´le´ment de H0(OX(md−1− 2)) appartient a` H0(OX(md−1− 2)(−Y ))
ssi il s’annule sur Y ; donc i(Y ) e´gale rgk(IY/X(md−1 − 2)). On trouve donc bien
dim(Y ) = α− φY (md−1 − 2). 
On se donne pour commencer un courbe plane irre´ductible X de degre´ d, et un
groupe de points Y de degre´ α sur X . On pose α := sd − r, avec r < d. Soit ∆
le re´siduel de r points aligne´s dans l’intersection de X avec une courbe de degre´ s.
On a vu que φ∆ est minimale, dans le sens ou` φY (i) ≥ φ∆(i) pour tout i. On a par
ailleurs toujours φY (i) = φ∆(i) pour i < s, ou i > s+d−3. La proposition suivante
analyse ce qui se passe dans le cas ou` l’e´galite´ se produit avec s ≤ i ≤ s+ d− 3.
Proposition 4. Si pour un certain entier i compris entre s et s + d − 3 on a
φY (i) = φ∆(i), alors :
i) Si i ≥ s + d − r − 1, alors nt = mt pour tout t ≥ d − r (alors, (∀j ≥
s+ d+ r − 1)φY (j) = φ∆(j));
ii) Si i ≤ s + d − r − 3, on a nt = mt pour tout t ≤ d − r − 1 (alors, (∀j ≤
s+ d− r − 1)φY (j) = φ∆(j));
iii) Si i = s+ d− r − 2, alors:
ou bien nt = mt pour tout t ≤ d− r− 1 (auquel cas (∀j ≤ s+ d− r− 1)φY (j) =
φ∆(j)),
ou bien nt = mt pour tout t ≥ d−r (auquel cas (∀j ≥ s+d−r−1)φY (j) = φ∆(j)).
Preuve. Supposons φY (i) = φ∆(i) pour un certain i, s ≤ i ≤ s+ d− 3. On appelle
(ni) la s.c.r. de Y et (n
′
i) celle de ∆.
Supposons qu’il existe j tel que nj 6= n′j . On a vu que si nj < n′j , alors nl ≤ n′l
pour l ≥ j. D’autre part, ∑l (nl − n′l) = 0. Le plus petit entier j tel que nj 6= n′j
doit donc eˆtre tel que nj > n
′
j . Mais
∑
l (nl − n′l) = 0 nous montre qu’il existe
alors un autre j tel que nj < n
′
j . Si les deux suite (ni) et (n
′
i) sont distinctes, on
voit donc que le graphe de (nj) doit d’abord passer strictement au-dessus de celui
de (n′j), puis strictement en-dessous (mais ne peut plus alors retourner strictement
au-dessus).
D’autre part, si nj < n
′
j , on doit meˆme avoir nl < n
′
l jusqu’a` l = d− r.
Supposons que i ≤ s+d− r− 2. Alors, de nj < n′j = i, on de´duit nj+1 < n′j+1 =
i+ 1, ce qui implique φY (i+ 1) < φ∆(i+ 1), ce qui est impossible d’apre`s ce qu’on
a vu. Donc : pour n′j ≤ i, on a nj = n′j .
Soit j0 le premier j tel que nj 6= n′j. On a vu que nj0 > n′j0 . Mais cela ne peut
arriver que si j0 ≥ d− r, puisque nj ne peut avant augmenter plus vite que n′j . On
a donc nt = n
′
t pour t ≤ d− r − 1.
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On en de´duit : (∀j ≤ s+ d− r − 2)φY (j) = φ∆(j).
Supposons maintenant i ≥ s + d − r − 1. De φY (i) = φ∆(i), on de´duit que la
somme
∑
j (i+ 1− nj)+ − (i+ 1− n′j)+ est nulle. Supposons nj0 < n′j0 pour un
j0 ≥ d − r. Alors on aurait encore nj < n′j pour j > j0. Mais alors la somme
pre´ce´dente ne peut pas eˆtre nulle. On a donc nj = n
′
j pour j ≥ d− r.
On en de´duit (∀j ≥ s+ d− r − 1)φY (j) = φ∆(j).
Enfin, supposons i = s+ d− r − 2.
Le premier cas possible est lorsque nj = n
′
j pour n
′
j ≤ i+1. Dans ce cas nt = n′t
pour t ≤ d− r − 1.
Si ce n’est pas le cas, il existe j0 tel que n
′
j0 ≤ i + 1 et nj0 < n′j0 . Mais alors
nj ≤ n′j pour j ≥ j0 qui implique, comme
∑
j (i + 1− nj)+ − (i + 1− n′j)+ est nul,
que nt = n
′
t pour t ≥ d− r.
Dans le premier cas, (∀j ≤ s + d − r − 2)φY (j) = φ∆(j), dans le deuxie`me
(∀j ≥ s+ d− r − 1)φY (j) = φ∆(j). Les deux cas sont re´unis lorsque φY = φ∆, cas
ou` Y est comme ∆ re´siduel dans la section de X par une courbe de degre´ s d’un
groupe de r points aligne´s. 
On retrouve par le the´ore`me pre´ce´dent la description ge´ome´rique des syste`mes
line´aires de dimension maximale pour un degre´ α donne´ sur une courbe alge´brique
plane de degre´ d, e´tablie par Ciliberto dans [4] pour les courbes lisses:
Corollaire 8. Soit α = sd− r, avec r < d. Si s ≥ d− 2 tous les syste`mes line´aires
complets de degre´ α ont la meˆme dimension, α − p, avec p = (d − 1)(d − 2)/2. Si
s ≤ d− 2, posons r(α) = s(s+ 3)/2− r si r ≤ s+ 1, et r(α) = (s− 1)(s+ 2)/2 si
r ≥ s+ 1.
Alors la dimension de tout syste`me line´aire de degre´ α est infe´rieure a` r(α).
Supposons qu’il passe par Y un syste`me line´aire de dimension r(α). Alors :
i) Si r ≤ s, Y est re´siduel d’un groupe de r points dans l’intersection de X avec
une courbe de degre´ s;
ii) Si r ≥ s+ 2, Y contient l’intersection de X avec une courbe de degre´ s− 1;
iii) Si r = s+ 1,
ou bien Y est re´siduel d’un groupe de r points dans l’intersection de X avec une
courbe de degre´ s;
ou bien Y contient l’intersection de X avec une courbe de degre´ s− 1.
Preuve. L’e´galite´ dim(Y ) = r(α) e´quivaut a` φY (d − 3) = φ∆(d − 3). Supposons
α ≤ d(d − 3). Si r ≥ s + 2, on de´duit de la proposition pre´ce´dente que nd−1 =
s + d − 2, nd−2 = s + d − 3, . . . , nd−r = s + d − r − 1, . . . . Cela signifie, comme
s+ d− r ≤ d− 2, que la suite caracte´ristique absolue de Y , obtenue en supprimant
les doubles, a un trou entre n′d−s+1 = nd−s+1 = d et nd−s ≤ d− 2.
D’apre`s ce qui pre´ce`de, on en de´duit que Y contient un groupe de points Y ′,
section de Y avec une courbe X ′ de degre´ s − 1, Y ′ ayant pour s.c.r. (s − 1, . . . ).
Mais la section de X par X ′ contient Y ′ et a la meˆme s.c.r. , donc est e´gale a` Y ′.
Donc Y contient Y ′, section de X avec une courbe X ′ de degre´ s− 1.
Si r ≤ s, on de´duit de la proposition pre´ce´dente que nj = n′j pour j ≤ d− r− 1.
Donc n0 = s, et Y est contenu dans une courbe de degre´ s, donc dans la section de
cette courbe de degre´ s avec X .
Si r = s+ 1, il y a deux cas possibles.
Dans le premier cas, nj = n
′
j pour j ≤ d − r − 1. Alors Y est contenu dans la
section de X avec une courbe de degre´ s.
Dans le deuxie`me cas, nj = mj pour j ≥ d − r + 1. Dans ce deuxie`me cas, on
voit pour la meˆme raison que ci-dessus que Y contient l’intersection de X avec une
courbe de degre´ s− 1. 
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Remarque. 1. Lorsque r = s + 1, Y satisfait les deux conditions: contenir la
section de X avec une courbe de degre´ s− 1, et eˆtre contenu dans la section de X
avec une courbe de degre´ s, ssi Y est comme ∆, re´siduel de r points aligne´s dans
la section de X avec une courbe de degre´ s.
2. Supposons Y contient la section de X avec une courbe de degre´ s− 1, et soit
Y ′ le re´siduel (de degre´ d− r) de cette section dans Y . Alors, Y ′ est la partie fixe
du syste`me line´aire Y . Supposons Y contenu dans la section de X par une courbe
de degre´ s, et soit Y ′′ le re´siduel (de degre´ r) de Y dans cette section. Si r ≤ s, le
syste`me line´aire Y n’a pas de point fixe. Si r = s+1 mais que Y ′′ n’est pas aligne´,
alors Y n’a pas de point fixe.
Soit X ⊂ IPn une courbe alge´brique irre´ductible. On voudrait voir ce qui arrive,
lorsqu’on ”ajoute” a` un groupe de points Y ′ ⊂ X un autre groupe de points Y ′′ ⊂
X , pour obtenir un groupe de points Y ⊂ X , comment se transforme la s.c.r.
lorsqu’on passe de Y ′ ((n′i)) a` Y ((ni)), en fonction de Y
′′.
Observons qu’on peut ajouter a` Y ′ respectivement deux groupes Y ′′1 et Y
′′
2 , avec
des s.c.r. distinctes, mais obtenir pour Y1 = Y
′ ∪ Y ′′1 et Y2 = Y ′ ∪ Y ′′2 les meˆmes
s.c.r. . On ne peut donc pas en ge´ne´ral calculer la s.c.r. de Y ′′ a` partir de celles
de Y = Y ′ ∪ Y ′′ et Y ′, comme on l’a fait lorsque Y ′ est une section de X par une
hypersurface de IPn.
En ge´ne´ral, lorsque Y ′′ est un point, i.e. qu’on passe de Y ′ a` un groupe de points
Y sur X contenant Y ′ dont le degre´ est plus grand d’une unite´, on ”ajoute une
case” sur le graphe de la fonction i 7→ n′i, graphe que l’on peut voir comme une
superposition de cases, a` un certain niveau (si plusieurs valeurs successives de la
suite (ni) sont e´gales a` un entier l, l’ajout de case au niveau l se fera pour la
dernie`re valeur de i pour laquelle ni = l). Cet ajout doit se faire de sorte que
l’ine´galite´ ni+1 ≤ ni+1 reste ve´rifie´e; seuls certains ”ajouts de case” correspondent
a` un ”ajout de point”.
On de´finit pour chaque degre´ i le groupe de points Yi sur X de´fini par l’ide´al
de AX , contenu dans IY/X , que l’on obtient en ne conservant comme ge´ne´rateurs
que les polynoˆmes homoge`nes de IY/X de degre´ ≤ i. On a donc Yn0+s = Y ⊂ · · · ⊂
Yn0+1 ⊂ Yn0 , ou` l’on suppose que IY/X est engendre´ par des polynoˆmes de degre´
≤ n0 + s.
Proposition 5. Un ajout de case sur le niveau n0 + i+ 1 correspond a` ”ajouter
un point a` Y ” ssi Yn0+i+1 ⊂ Yn0+i est une inclusion stricte; on peut alors ajouter
une case au niveau n0 + i + 1 en ajoutant a` Y un point de Yn0+i − Yn0+i+1. En
particulier, si l’on ajoute a` Y un point en dehors de Yn0 , on ajoute une case sur le
niveau de base n0.
Preuve. Soit α0, α1, . . . , αd−1 les ge´ne´rateurs de IY/X comme R1−module. Alors
IYn0+i/X(l) = IY/X(l) pour l ≤ n0 + i. Supposons que Yn0+i+1 ⊂ Yn0+i est une
inclusion stricte. Soit Y ′ un groupe de points de degre´ deg(Y ) + 1, contenu dans
Yn0+i mais pas dans Yn0+i+1.
Il existe un polynoˆme de degre´ n0 + i + 1, s’annulant sur Yn0+i+1 mais pas sur
Y ′. D’autre part, en degre´ l ≤ n0 + i, les polynoˆmes de IY/X , IYn0+i/X , et IY ′/X ,
sont les meˆmes.
Soit (n′i) la s.c.r. de Y
′. On a : rgk(IY ′/X(l)) = rgk(IY/X(l)), donc
∑d−1
i=0 (l + 1− ni)+ =∑d−1
i=0 (l + 1− n′i)+ pour l = n0 + i. D’autre part, pour l = n0 + i + 1, l’inclusion
IY ′/X(l) ⊂ IY/X(l) est stricte, donc
d−1∑
i=0
(l + 1− ni)+ >
d−1∑
i=0
(l + 1− n′i)+.
Donc, on passe de (ni) a` (n
′
i) en ajoutant une case sur le niveau n0 + i+ 1.
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D’autre part, supposons qu’on ait l’e´galite´ Yn0+i+1 = Yn0+i. Soit Y
′ un groupe de
points obtenu a` partir de Y en lui ajoutant un point, et tel que Y ′n0+i = Yn0+i. Alors
Yn0+i+1 ⊂ Y ′n0+i+1 ⊂ Y ′n0+i = Yn0+i = Yn0+i+1. On a donc Y ′n0+i+1 = Yn0+i+1, et
donc on ne peut pas ajouter de case au niveau n0 + i+ 1. 
Pour ajouter une case sur le niveau nj , il faut d’apre`s l’ine´galite´ ni+1 ≤ ni + 1,
si j > 0, que lnj ≥ 2. Cette condition ne´cessaire n’est pas toujours suffisante.
Ne´anmoins on peut montrer:
Lemme 13. Soit (ni) la s.c.r. de Y . Soit j le premier entier tel que nj = nj+1.
Alors il existe un groupe de point Y ′ sur X contenant Y , de degre´ deg(Y ) + 1, tel
que la s.c.r. (n′i) de Y
′ soit obtenue a` partir de celle de Y en ajoutant une case sur
le niveau nj.
Preuve. Soit j l’entier donne´ dans l’e´nonce´. Alors on peut choisir IY/X , α0 (de
degre´ n0), α1 = Y2α0,. . . ,αj−1 = Y
j−1
2 α0. Ainsi, en degre´ nj−1, l’ide´al IY/X est
engendre´ par α0. En degre´ nj , ce n’est plus le cas puisque nj = nj+1. Ainsi, Ynj
est strictement inclus dans Yn0 (tout en contenant Y ). On peut donc trouver un
groupe de points Y ′ de degre´ deg(Y ) + 1, contenant Y , contenu dans Yn0 , mais
pas contenu dans Ynj . Alors, la s.c.r. de Y
′ est obtenue a` partir de celle de Y en
ajoutant une case sur le niveau nj . 
Remarque. Ce n’est pas parcequ’un niveau est de largeur > 1 qu’on peut tou-
jours rajouter une case dessus. Soit X une sextique plane. Soit Y donne´ par 5 points
aligne´s sur X et 4 points ge´ne´riques sur X . Y a alors comme s.c.r. (3, 3, 4, 4, 5, 5).
La s.c.r. (3, 3, 4, 5, 5, 5) est obtenue par la re´union Y ′ de 9 points sur une section
conique de X et d’un point ge´ne´rique de X . Il n’est pas possible que Y soit contenu
dans Y ′. Donc, la possibilite´ d’ajouter un point sur un niveau (qui, s’il n’est pas le
”niveau de base” n0, doit eˆtre de largeur ≥ 2 pour cette possibilite´) nous donne de
l’information sur Y . Dans l’exemple pre´ce´dent, ou` X est une sextique plane, si Y
est la re´union de 8 points d’une section conique et d’un point ge´ne´rique de X , Y a
encore comme s.c.r. (3, 3, 4, 4, 5, 5) et il est possible de former la s.c.r. (3, 3, 4, 5, 5, 5)
en ajoutant a` Y l’un des 4 points restants de la section conique.
Soit (ni) la s.c.r. de Y dans X . On a vu que ni ≥ i, et si X est irre´ductible,
ni+1 ≤ ni + 1. On peut montrer le the´ore`me suivant :
The´ore`me 6. Soit X une courbe irre´ductible de IP2, de degre´ d. Pour toute suite
(ni)0≤i≤d−1 ve´rifiant ni ≥ i, ni ≤ ni+1 ≤ ni+1, on peut construire sur X un groupe
de points Y sur X ayant (ni) pour s.c.r. .
Preuve. La de´monstration se fait par re´currence sur la somme
∑d−1
i=0 (ni − i), le
degre´ de la suite (ni). L’ensemble vide re´alise la suite ni := i. Supposons que toutes
les suites ve´rifiant ni ≥ i, ni ≤ ni+1 ≤ ni+1,
∑d−1
i=0 ni − i = α soient re´alise´es. Soit
une suite (ni) de degre´ α+1. On conside`re le premier entier i tel que ni+1 = ni. S’il
n’y en a pas, la suite est de la forme ni = n0 + i; elle est re´alise´e par la section de
X avec une courbe de degre´ n0 la coupant proprement. Sinon, un tel entier existe,
on l’appelle j; on construit une nouvelle suite n′i en posant n
′
i = ni, sauf si i = j,
ou` n′j := nj − 1.
Alors
∑
i (n
′
i − i) = α, et d’apre`s l’hypothe`se de re´currence on peut re´aliser la
suite (n′i) pour un groupe de points Y
′ ⊂ X . D’apre`s le lemme pre´ce´dent, on peut en
ajoutant a` Y ′ un point, obtenir un groupe de points Y dont la s.c.r. est pre´cise´ment
(ni), ce qui termine la de´monstration. 
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5. Questions
Soit X une courbe plane de degre´ d md−1 = d − 1, et Y un groupe de points
localement principal sur X . Pour tout s, soit r(sd) la dimension du syste`me line´aire
de degre´ sd de´fini par les sections de X avec les courbes de degre´ s. On a r(s) =
s(s+ 3)/2 si s < d. On a montre´ ci-dessus l’e´nonce´ pre´ce´dent:
Pour tout s ≤ md−1 − 2, et tout Y de degre´ sd sur X, dim(Y ) ≤ r(sd), avec
e´galite´ ssi Y est la section de X avec une hypersurface de degre´ s.
On demande si cet e´nonce´ reste valide dans le cadre plus ge´ne´ral ou` X est une
courbe de Gorenstein dans IPn. Il le serait si on pouvait de´montrer la conjecture
suivante:
Conjecture.
Soit X ⊂ IPn de Gorenstein. Soit ∆ la section de X par une hypersurface de
degre´ s. Alors, pour tout groupe de points localement principal Y de degre´ sd, on
a φY (l) ≥ φ∆(l) pour tout l. De plus, l’ensemble des l tels que φY (l) 6= φ∆(l) est
connexe.
Il de´coule de ce qui pre´ce`de que si φY (l) = φ∆(l) pour tout l, alors la s.c.r. (ni)
de Y est la meˆme que celle de X et donc Y est la section de X par une hypersurface
de degre´ s.
Supposons que la conjecture est ve´rifie´e. Soit donc Y de degre´ sd sur X , avec
s ≤ md−1 − 2. Si dim(Y ) = r(sd), alors φY (md−1 − 2) = φ∆(md−1 − 2) d’apre`s ce
qu’on a vu. Mais alors, les fonctions de Hilbert sont e´gales avant ou apre`s, puisque
l’ensemble des l tels que φY (l) 6= φ∆(l) est connexe. Si elles le sont avant, Y ve´rifie
n0 = s, et donc Y est section de X par une hypersurface de degre´ s. Si elles le sont
apre`s, alors, nd−1 = md−1 + s. Mais alors, on a vu ci-dessus que dans ce cas aussi,
Y est section de X par une hypersurface de degre´ s.
On espe`re pouvoir trouver des proprie´te´s de la s.c.r. ni qui nous permettent de
montrer la conjecture pre´ce´dente.
Appendice
Sous-sche´mas lie´s et re´siduel
Soit X et X ′ deux coˆnes de An+1; on suppose Z = IX ∩ IX′ . Alors on a un
morphisme de An−modules I ′X → HomAn(IX , IZ). On dit que X et X ′ sont lie´s,
et que X ′ est re´siduel de X dans Z, si ce morphisme est un isomorphisme.
The´ore`me des syzygies gradue´
Etant donne´ un An−module gradue´ de type finiM , on conside`re une suite exacte
0→ L→ ⊕ds−1is=0An[−is]→ · · · → ⊕d0−1i0=0An[−i0]→M → 0
Alors, le the´ore`me des syzygies gradue´ dit que si s ≥ n, L est un An−module libre
gradue´.
On en de´duit:
Lemme 14. Soit X un sous-sche´ma projectif ACM de dimension m. On se donne
m+ r formes line´aires line´airement inde´pendantes Y0, . . . , Ym+r, dont l’annulation
de´finit un sous-espace projectif ne rencontrant pas X. Soit Rm+r = k[Y0, . . . , Ym+r].
Alors pour toute suite exacte :
0→ L→ ⊕ds−1i=0 Rm+r[−mi,s]→ · · · → ⊕d0−1i=0 Rm+r[−mi,0]→ AX → 0
avec s ≥ r, L est un Rm+r-module libre.
Preuve. On fait re´currence sur la dimension m. Le cas de m = −1 de´coule directe-
ment du the´ore`me des syzygies gradue´. Supposons que le lemme soit vrai en dimen-
sion m− 1. Soit Z0, . . . , Zm m+ 1 combinaisons k−line´aires des Yi ne rencontrant
pas le support de X (il suffit de choisir des combinaisons k−line´aires ge´ne´riques).
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Alors, (Z1, . . . , Zm) est une suite re´gulie`re dans AX . On applique a` la suite exacte
0→ L→ ⊕ds−1is=0Rm+r[−is]→ · · · → ⊕d0−1i0=0Rm+r[−i0]→ AX → 0
le foncteur ⊗Rm+rRm+r/ZmRm+r; la multiplication par Zm est injective dans
AX . Alors, un calcul de rang sur k des k−espaces vectoriels nous montre que
bien que le foncteur ne soit pas exact a` gauche, il conserve ici la suite exacte.
De plus, (Z0, . . . , Zm−1) forme une suite re´gulie`re pour X ∩ {Zm = 0}. On peut
donc appliquer l’hypothe`se de re´currence sur m. Le fait que L/ZmL soit libre sur
Rm+r/ZmRm+r nous montre alors que L est libre sur Rm+r. 
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