Abstract. Receptive field sensitivity profiles of visual front-end cells in the LGN and V1 area in intact animals can be measured with increasing accuracy, both in the spatial and temporal domain. This urges the need for mathematical models. Scale-space theory, as a theory of (multiscale) apertures as operators on observed data, is concerned with the mathematical modeling of front-end visual system behaviour. This paper compares recent measurements on the spatio-temporal respons of LGN cell and V1 simple cell receptive fields [1] with Koenderink's results from axiomatic reasoning for a real-time measuring spatio-temporal differential operator [2] . In this model time must be logarithmically remapped to make the operation causal in the temporal domain.
Scale-Space Kernel Derivation from Entropy Maximization
The Gaussian kernel as the fundamental linear scale-space kernel for an uncommitted observation is now well established. Many fundamental derivations have been proposed (see for an extensive and complete overview Weickert [3] ). In this paper we present an alternative way to derive the Gaussian kernel as the scalespace kernel of an uncommitted observation. It is based on the notion that the 'uncommittedness' is expressed in a statistical way using the entropy of the observed signal. The reasoning is due to Mads Nielsen, IT-University Copenhagen [4] : First of all, we want to do a measurement, i.e. we have a device which has some integration area with a finite width by necessity. The measurement should be done at all locations in the same way, i.e. with either a series of identical detectors, or the same detector measuring at all places: the measurement should be invariant for translation. We want the measurement to be linear in the signal to be measured (e.g. the intensity): invariance for translation along the intensity axis. These requirements lead automatically to the formulation that the observation must be a convolution: h(x) = The aperture function g(x) should be a unity filter, i.e. normalized, which means that the integral over its weighting profile should be unity:
g(x)dx = 1. The mean of the filter g(x) should be at the location where we measure, e.g. at x 0 , so the expected value (or first moment) should be x 0 : ∞ −∞ xg(x)dx = x 0 . Because we may take any point for x 0 , we may take for our further calculations as well the point x 0 = 0.
The size of the aperture is an essential element. We want to be free in choice of this size, so at least we want to find a family of filters where this size is a free parameter. We can then monitor the world at all these sizes by 'looking through' the complete set of kernels simultaneously. We call this 'size' σ. It has the dimension of length, and is the yardstick of our measurement. We call it the inner scale. Every physical measurement has an inner scale. It can be µm or lightyears, we need for every dimension a yardstick: σ. If we weight distances r(x) with our kernel, so we get
dx, we will use r(x) = x 2 since with this choice we separate the dimensions: two orthogonal vectors fullfill r(a + b) = r(a) + r(b). We call the weighted metric σ 2 :
Finally we incorporate the request to be as uncommitted as possible. We want no filter with some preference at this first stage of the observation. We want, in statistical terms, the 'orderlessness' or disorder of the measurement as large as possible. There should be no ordering, ranking, structuring or whatsoever. Physically the measure for disorder is expressed through the entropy
dx where ln x is the natural logarithm. We look for the g(x) for which the entropy is maximal, given the constraints derived before:
To find a maximum under a set of given constraints, we apply the method of Euler-Lagrange equations. The Lagrangian e becomes:
The condition to be minimal for a certain g(x) is given by the vanishing of the first variation (corresponding to the first derivative, but in this case with respect to a function) to g(x): ∂e ∂g = 0. This gives us:
= 0 from which we can easily solve g(x):
is an exponential function with constant, linear and quadratic terms of x in the exponent. At least λ 3 must be negative, otherwise the function explodes, which is physically unrealistic. We need the explicit expressions for our constraints, so we make the following set of constraint equations, simplified with the condition of λ 3 < 0: Log[
which is the Gaussian function as the unique solution to the set of constraints, which in principle are a formal statement of the uncommitment of the observation.
Scale-Time
In the time domain we encounter sampled data just as in the spatial domain. E.g. a movie is a series of frames, samples taken at regular intervals. In the spatial domain we need an integration over a spatial area, in the temporal domain we need to have an aperture in time integrating for some time to perform the measurement. This is the integration time. Systems with a short resp. long integration time are said to have a fast resp. slow respons. The integration time by necessity needs to have a finite duration (temporal width) in time, a scale-space construct is a phyical necessity again. Furthermore, time and space are incommensurable dimensions, so we need a scale-space for space and a scale-space for time.
Time measurements can essentially be processed in two ways: as pre-recorded frames or instances, or realtime. Temporal measurements stored for later replay or analysis, on whatever medium, fall in the first catagory. Humans perform continuously a temporal analysis with their senses, they measure real-time and are part of the second category. The scale-space treatment of these two categories will turn out to be essentially different.
Prerecorded sequences can be analyzed in a manner completely analogous with the spatial treatment of scaled operators, we just interchange space with time. The notion of temporal scale σ τ then naturally emerges, which is the temporal resolution, a device property when we look at the recorded data (it is the inner scale of the data), and a free parameter in the multiscale analysis.
In the real-time measurement and analysis of temporal data we have a serious problem: the time axis is only a half axis: the past. There is a sharp and unavoidable boundary on the time axis: the present moment. This means that we can no longer apply our standard Gaussian kernels, because they have an (in theory) infinite extent in both directions. There is no way to include the future in our kernel, it would be a strong violation of causality. But there may be a way out when we derive from first principles a new kernel that fulfils the constraint of causality: a kernel defined on a logarithmically remapped time axis. From this new causal kernel we might again derive the temporal and spatio-temporal family of scaled derivative operators. Koenderink [2] has presented the reasoning to derive the theory, and we will discuss it in detail below.
There have appeared some other fine papers discussing the real-time causal scale-space in detail by Florack [5] and Lindeberg, Fagerstrom and Bretzner [6, 7, 8, 9] . Lindeberg also discusses the automatic selection of temporal scale [10] .
Causal Time-Scale Is Logarithmic
For realtime systems the situation is completely different. We noted in the previous section that we can only deal with the past, i.e. we only have the half time-axis. This is incompatible with the infinite extent of the Gaussian kernel to both sides. With Koenderink's words: "Because the diffusion spreads influences with infinite speed any blurring will immediately spread into the remote future thereby violating the principle of temporal causality. It is clear that the scale-space method can only lead to acceptable results over the complete axis, but never over a mere semi-axis. On the other hand the diffusion equation is the unique solution that respects causality in the resolution domain. Thus there can be no hope of finding an alternative. The dilemma is complete" [2] .
The solution, proposed by Koenderink, is to remap (reparametrize) the half t-axis into a full axis. The question is then how this should be done. We follow here Koenderink's original reasoning to come to the mapping function, and to derive the Gaussian derivative kernels on the new time axis.
We call the remapping s(t). We define t 0 the present moment, which can never be reached, for as soon as we try to measure it, it is already later. It is our absolutely defined referencepoint, our fiducial moment. Every realtime measurement is relative to this point in time. Then s should be a function of µ = t 0 − t, so s(µ) = s(t 0 − t). We choose the parameter µ to be dimensionless, and µ = 0 for the present moment and µ = −∞ for the infinite past. So we get s(µ) = s( t0−t τ ). The parameter τ is some time constant and is essentially arbitrary. It is the scale of our measurement, and we should be able to give it any value, so we want the diffusion to be scale-invariant on the µ-domain.
We want shift invariance on this time axis and the application of different clocks, so we require that a transformation t = at + b leaves s(t) invariant. µ is invariant if we change clocks.
On our new time-axis s(t) the diffusion should be a normal causal diffusion. On every point of the s-axis we have the same amount of diffusion, i.e. the diffusion is homogeneous on the s-domain. The 'inner scale' or resolution of our measurement has to become smaller and smaller when we want to approach the present moment. But even if we use femtosecond measuring devices, we will never catch the present moment. On the other side of the s-axis, a long time ago, we don't want that high resolution. An event some centuries ago is placed with a resolution of say a year, and the moment that the dinasaurs disappeared from earth, say some 65 million years ago, is referred to with an accuracy of a million years or so.
This intuitive reasoning is an expression of the requirement that we want our time-resolution τ on the s-axis to be proportional to µ, i.e. τ µ or τ µ = constant. So for small µ we have a small resolution, for large µ a large one.
Normal causal diffusion on the s-axis means that the 'magnification' So our mapping for s is now: s = α ln(
The constant is an arbitrary translation, for which we defined to be invariant, so we choose this constant to be zero. We choose the arbitrary scaling parameter α to be unity, so we get: s = ln( t0−t τ ). This is a fundamental result. For a causal interpretation of the time axis we need to sample time in a logarithmic fashion. It means that the present moment is mapped to infinity, which conforms to our notion that we can never reach it. We can now freely diffuse on the s-axis, as we have a well defined scale at all moments on our transformed time axis. See figure 1. In the s-domain we can now run the diffusion equation without violation of temporal causality.
A Causal Semi-axis Is Logarithmic
Florack [5] came to the same result from a different perspective, from abstract mathematics. He used a method from group theory. A group is formally defined as a set of similar transformations, with a member that does the unity operation (projects on itself, i.e. does nothing, e.g. rotation over zero degrees, an enlargement of 1, a translation of zero etc.), it must have an inverse (e.g. rotation clockwise, but also anti-clockwise) and one must be able to concatenate its members (e.g. a total rotation which consists of two separate rotations after each other).
Florack studied the group properties of whole and half axes of real numbers. The group of summations is a group on the whole axis, which includes the positive and the negative numbers. This group however is not a group on the half axis. For we might be able to do a summation which has a result outside the allowed domain. The group of multiplications however is a group on the positive half axis. Two numbers multiplied from the half axis give a result on the same half axis. If we could make all multiplications into sums, we would have an operation that makes it a group again. The formal transformation from multiplications into sums is the logarithmic function: ln(a * b) = ln(a)+ ln(b) and its inverse: e a+b = e a * e b . The zero element is addition of zero, or multiplication with one. So the result is the same logarithmic function as the function of choice for the causal parametrization of the half axis.
Lindeberg and Fagerstrom [6] derived the causal temporal differential operator from the non-creation of local extrema (zero-crossings) with increasing scale.
Interestingly, we encounter more often a logarithmic parametrization of a half axis when the physics of observations is involved:
-Light intensities are only defined for positive values, and form a half axis. It is well known e.g that the eye performs a logarithmic transformation on the intensity measured by its receptors on the retina. -Scale is only defined for positive values, and form a half axis (scale-space).
The natural scalestep τ on the scale-axis in scale-space is the logarithm of the diffusion scale σ: τ = ln(σ) − ln(σ 0 ).
Real-Time Receptive Fields
We have now all information to study the shape of the causal temporal derivative operators. The kernel in the transformed s-domain was given above. The kernel in the original temporal domain t becomes
In figure 2 we see that the Gaussian kernel and its temporal derivatives are skewed, due to the logarithmic time axis remapping. It is clear that the present moment t 0 can never be reached. The zerocrossing of the first order derivative (and thus the peak of the zeroth order kernel) is just at t = −τ . Note the skewed sensitivity profiles in the time direction, especially in subfigures e and f. Every 'island' has opposite polarity to its neighboring 'island' in each plot. Due to black and white reproduction the sign of the response could not be reproduced. The scale-space models for the plots are respectively: a:
If we plot the predicted sensitivity profiles according to Gaussian scale-space theory we get remarkably similar results. In figure 4 the space-time plots are shown for zeroth to second spatial and temporal differential order. Note the skewness in the temporal direction. 
Conclusion
The causal-time multiscale temporal differential operator model from Gaussian scale-space theory has not yet been tested against the wealth of currently available receptive field measurement data. It may be an interesting experiment, to test the quantitative similarity, and to find the statistics of the applied spatial and temporal scales, as well as the distribution of the differential order. The Gaussian scale-space model is especially attractive because of its robust physical underpinning by the principal of temporal causality, leading to the natural notion of the logarithmic mapping of the time axis in a realtime measurement (see also [13] ). The distributions of the locations of the different scales and the differential order has not been mapped yet on the detailed cortical orientation column with the pinwheel structure. Orientation has been clearly charted due to spectacular developments in optical dye high resolution recording techniques in awake animals. Is the scale of the operator mapped along the spokes of the pinwheel? Is the central singularity in the repetitive pinwheel structure the largest scale? Is differential order coded in depth in the column?
These are all new questions arising from a new model. The answer to these questions can be expected within a reasonable time, given the fast develop-ments, both in high resolution recording techniques, and the increase in resolution of non-invasive mapping techniques as high-field functional magnetic resonance imaging (fMRI) [14] .
In summary: When a time sequence of data is available in stored form, we can apply the regular symmetric Gaussian derivative kernels as causal multiscale differential operators for temporal analysis, in complete analogy with the spatial case. When the measurement and analysis is realtime, we need a reparametrization of the time axis in a logarithmic fashion. The resulting kernels are skewed towards the past. The present can be never reached, the new logarithmic axis guarantees full causality. The derivation is performed by the first principle of a scale of observation on the new time axis which is proportional to the time the event happened. This seems to fit well in the intuitive perception of time by humans.
Recent physiological measurements of LGN cell receptive fields and cortical V1 simple cell receptive fields suggest that the biological system may employ the temporal and spatiotemporal differential operators. Especially striking is the observed skewness in the temporal domain, giving support for the working of the biological cells as time-causal temporal differential operators.
