Abstract. We construct some differential equations describing the geometry of bundles of Jacobians of algebraic curves of genus 1 and 2.
We describe the general solution of this system in terms of Meijer G-functions and hypergeometric functions. For a curve of genus 2 we find differential equations defined by vector fields tangent to the discriminant of the curve. Solutions of these equations define the coefficients of matrix equations on cometrics compatible with the Gauss-Manin connection of the universal bundle of Jacobians of curves of genus 2. § 1. Introduction
In [1] a method was described for constructing the Gauss-Manin connection on the universal bundle of Jacobians of (n, s)-curves based on the theory of multidimensional sigma-functions which had been developed (see [2] ). The case of hyperelliptic curves, that is, (2, 2g + 1)-curves, was analysed in detail. This made it possible to look at the problem of constructing cometrics on the parameter space compatible with these connections.
We give a solution to this problem for the case g = 1 and g = 2. We construct differential equations describing the geometry of the bundles of Jacobians of the corresponding curves. § 2. Definitions
We first introduce the definitions and concepts we need. For more details see [1] .
2.1. The universal bundle of elliptic curves. Consider the universal bundle E 1 → B of elliptic curves V b with affine part {(x, y) ∈ C 2 | y 2 = 4x 3 − g 2 x − g 3 }. The base of the bundle E 1 → B is the parameter space of nondegenerate curves V b , where deg l k = −2k, form a basis in the space of vector fields on the base B. Associated with the bundle E 1 there is a locally trivial bundle Ω 1 → B whose fibre over a point b is the linear 2-dimensional space of holomorphic 1-forms on the curve V b punctured at infinity. In this bundle, the natural operation of shift of fibres over curves in the base is defined. It is known as the Gauss-Manin connection in the bundle E 1 . As a basis in a fibre of the bundle Ω 1 we fix the vector of canonical differentials D = (x dx/y, dx/y) . We denote the Gauss-Manin connection by ∇ and its Christoffel coefficients associated with the fields l 0 and l 2 by Γ 0 and Γ 2 . The coefficient Γ k is defined by the condition that the holomorphic vector-valued 1-form
2.2. The universal bundle of algebraic curves of genus 2. In this subsection we consider the universal bundle E 2 → B of hyperelliptic curves V λ with affine part
We set 
The base of the bundle E 2 → B is the parameter space of nondegenerate curves
where Δ = det(T ) is defined by the condition that the curve V λ is degenerate if and only if Δ = 0. We set deg
The vector fields (see [3] ) 10 form a basis in the space of vector fields on the base B. These fields form a graded polynomial Lie algebra (see [4] ) over the ring C[λ 4 , λ 6 , λ 8 , λ 10 ].
Associated with the bundle E 2 there is a locally trivial bundle Ω 2 → B, for which the fibre over a point λ is the linear 4-dimensional space of holomorphic 1-forms on the curve V λ punctured at infinity. In this bundle, the natural operation of the shift of fibres over curves in the base is defined, and it is called the Gauss-Manin connection in the bundle E 2 . As a basis in a fibre of the bundle Ω 2 we fix the vector of canonical differentials,
We denote the Gauss-Manin connection by ∇ and its Christoffel coefficients associated with the fields l k by Γ k . The coefficient Γ k is defined by the condition that the holomorphic vector-valued 1-form
The Gauss-Manin connection we are looking at was investigated in [5] in connection with the problem of constructing a solution of the heat equation in terms of the sigmafunction of curves of genus 2.
2.3. Symmetric cometrics compatible with the Gauss-Manin connection. The definition of a cometric compatible with a connection is given in [6] .
For g = 1 and g = 2 we define a symmetric cometric G = (g i, j ) on the bundle Ω g in such a way that the Gauss-Manin connection in the bundle E g is compatible with this cometric, that is,
For g = 1 we write a holomorphic 1-form on the curve V b punctured at infinity in the form
For g = 2 we write a holomorphic 1-form on the curve V λ punctured at infinity in the form
Thus,
where der(φ(x, y)) dx is some exact 1-form on the curve
whence we obtain the action of ∇ l k on the coordinates of f :
For two holomorphic 1-forms ω = fD and η = hD we have ω, η = fGh . Consequently, for k = 0, 2, . . . , 4g − 2 we have
and so, since ∇ l k g i, j = 0, we obtain
In what follows we consider the system of differential equations in a nonholonomic frame (5) as a system defining the symmetric cometric G = (g i, j ). § 3. Differential equations defined by dynamical systems on the base of the universal bundle of algebraic curves Each of the vector fields l k (see (1) for g = 1 and (3) for g = 2, where g is the genus of a curve) defines a polynomial dynamical system in C 2g with coordinates (λ 4 , λ 6 , . . . , λ 4g+2 ). For g = 1 we have λ 4 = g 2 and λ 6 = g 3 .
Here 
These coefficients were calculated in [7] , for example. Here we write out the calculation in detail, based on the condition that the form (2) is exact.
Proof. The exact 1-forms on the curve V b have the form
We differentiate the basis holomorphic differentials on the curve along the fields l 0 and l 2 :
Hence we obtain the Christoffel coefficients of the Gauss-Manin connection.
Further results offer a solution of equation (5) 
where c 0 , c 3 are constants.
For k = 2 we obtain the dependence of the coefficients
is a solution of the equation
where g 2 , g 3 were defined above, while the coefficients g 1,1 and g 1,2 are expressed in terms of this solution g 2,2 = f (x 2 ) as
In B we introduce the coordinates t = g 
Lemma 4.4.
In the coordinates (t, w) the fields l 0 and l 2 take the form l 0 = 12t
We set
Theorem 4.5. The connection ∇ is compatible with the cometric
Proof. We have det M = 3w(1 + w). The first equation in (5) holds in view of the relations in (7), and the second is equivalent to the nonautonomous dynamical system
which is equivalent to the hypothesis of the theorem.
Lemma 4.6. The solutions f 1,1 (w), f 1,2 (w), f 2,2 (w) of system (8) are expressed in terms of solutions of the equation
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. Transforming (8) we obtain
and the function f 1,2 (w) is a solution of the linear differential equation
Setting f 1,2 (w) = √ wh(w + 1) we obtain the equation
Using the change of variables w + 1 = v we obtain
This equation is equivalent to (9) . By substituting the expression for f 1,2 we obtain the required relations.
Differential equations of the form
are solved in terms of the generalized hypergeometric series (see [8] , Ch. 4)
In [9] a theory of generalized shift operators for equations of the form (10) was developed.
The next result describes solutions of the system (8) in terms of the hypergeometric series. have the form , A, B and C are constants, and
Theorem 4.7. In the domain |g
Proof. Equation (9) takes the form (10) for
Its solution with the initial data h(0) = 1, h (0) = 9/16, h (0) = 3 7 /(2 9 · 5) has the form
We set h(v) = v 1/3 f 1 (v). Equation (9) takes the form
Its solution with the initial data f
We set h(v) = v 2/3 f 2 (v). Equation (9) takes the form
Its solution with the initial data f 2 (0) = 1, f 2 (0) = 7
Using Lemma 4.6 and the expressions in (7) we obtain the assertion of the theorem.
A description of symmetric cometrics compatible with the Gauss-Manin connection in terms of absolutely convergent series in the domains |g | was given in [10] .
Differential equations of the form 
Here an empty product is interpreted as 1, and the parameters are such that the poles of Γ(b j − s), j = 1, . . . , m, do not coincide with any pole of
The paths of integration L are described in [8, § 5.3] . It is important for us that the integral (12) converges in the domain |arg z| < (m + n − 3)π and also in the domains 0 < |z| < 1 and |z| > 1. On its domain of definition the Meijer G-function is multi-valued, but in any simply connected subdomain this function is analytic in z.
A fundamental system of three linearly independent solutions of (11) in a neighbourhood of the point z = 0 consists of the functions
where i 1 = i 2 = i 3 for the first solution i 1 = 1, for the second i 1 = 2, and for the third i 1 = 3. Equation (10) is a special case of (11) for β 3 = 0. In the intersection of the domains of the definition of these functions for β i − β j / ∈ Z for any i, j we have
Since the function G 1,3 3,3 is defined for |arg z| < π, it can be regarded as an analytic continuation of the function 3 F 2 to this domain. A, B and C are constants, and
The proof follows from Theorem 4.7, formula (13), and Lemma 4.8. Proof. In the coordinates (t, w) the function det G is defined for t = 0, w = 0, and w = −1. For t = 0, from (7) we have det
2 . Consequently, by Theorem 4.5 the function det G is locally constant. It follows from Lemmas 4.6 and 4.8 that the functions f i,j (w) which form a solution of (8) 
Proof. The exact 1-forms on the curve V λ have the form We will now analyse equation (5) Similar systems were studied in detail in [12] . Eliminating the functions λ 6 , λ 8 , λ 10 , we arrive at (14). 
