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Abstract
Circulant graphs satisfying det(−A(G)) = −deg(G) are used to construct arbitrarily large
families of graphs with determinant equal to that of the complete graph Kn. © 2002 Elsevier
Science Inc. All rights reserved.
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1. Introduction
This paper is motivated by Ref. [7] which investigates the question: Which graphs
have the same determinant as the complete graph? That paper gave a sequence of
graphs with such a determinant, thus providing a counterexample to the conjecture
given in [10] that no such graph exists. Our purpose here is to show that certain
properties of circulant graphs (that is, those with circulant adjacency matrices) give
rise to these counterexamples in a natural and easily explainable way. In addition, we
will get many more counterexamples by considering a much wider class of circulant
graphs. The construction will yield arbitrarily large sets of graphs with each member
having the same determinant as that of a single complete graph. The graph equation
det(−A(G)) = −deg(G) turns out to be the exact result needed; it is somewhat un-
usual and noteworthy to have such a simple graph equation solve this type of problem
(see [4] for some details on graph equations).
E-mail address: mdoob@cc.umanitoba.ca (M. Doob).
0024-3795/02/$ - see front matter  2002 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 1 ) 0 0 3 9 6 - 2
88 M. Doob / Linear Algebra and its Applications 340 (2002) 87–96
Graphs characterized by the spectrum of their 0-1 adjacency matrix as well as
cospectral sets of graphs have been studied for many years. Many such results are
given in [2]. In contrast, relatively little is known concerning determinants. There is
not even a good characterization of graphs with zero determinant. It would be expect-
ed that some graphs characterized by their spectra would not have a determinantal
characterization, and this paper shows that for infinitely many n, the complete graph
Kn is such a graph.
We proceed as follows: in Section 2, we look at some properties of the character-
istic polynomial, eigenvalues and determinants of circulant graphs. In Section 3, we
apply these results to special circulant graphs G(r, t), where the parameters r, the de-
gree, and t are positive integers. We will be able to compute the determinants of these
graphs. Although methods for computing eigenvalues and hence the determinant of
circulant graphs are well known, this computation usually results in a hopeless tangle
of sums and products of roots of unity which has no hope of simplification. In our
special case we show that the nonzero determinants take on only two astonishingly
simple values (that are dependent only on the degree r): (−1)r r and −r2. Finally,
in Section 4, we apply these results to the construction of codeterminantal graphs.
We will give a construction to show that arbitrarily large sets of graphs exist, each
member of which is codeterminantal with a single complete graph.
2. Circulant graphs
A circulant graph G = G(b1, . . . , bn−1) with n vertices is defined through a
0-1 vector (b1, . . . , bn−1), where the first row of the adjacency matrix A = A(G)
satisfies a1,j+1 = bj for j = 1, . . . , n− 1, and the remaining rows satisfy ai,j =
ai−1,j−1, the subscripts being taken modulo n. We use r (=∑n−1j=1 bj ) to denote
the degree of this regular graph. For convenience we exclude graphs with no edges,
that is, we assume that at least one bj = 1. At times we shall use b0 = 0 or bn = 0
to reflect the zero diagonal of the adjacency matrix. See [1] for an introduction to
applications of circulant graphs to combinatorial matrix theory.
Lemma 1. For any circulant graph, the defining vector (b1, . . . , bn−1) is palindro-
mic, that is, bj = bn−j for j = 1, . . . , n− 1.
This follows easily since bj = a1,j+1 = aj+1,1 = aj,n = a1,n−j+1 = bn−j .
Lemma 2. Let p(x) =∑nj=1 bjxj . Then the eigenvalues of G(b1, . . . , bn−1) are
p(εk), where εk = e2ik/n, k = 1, . . . , n, are the nth roots of unity.
This is a standard result from the theory of circulant matrices. See, for example,
[5, p. 66]. It follows from the observation that the adjacency matrix is p(P ), where
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P is the permutation matrix of the cycle (1, . . . , n), and the eigenvalues of P are the
nth roots of unity. The polynomial p(x) =∑nj=1 bjxj is called the Hall polynomial
in [1].
Proposition 3. Let p(x) =∑nj=1 bjxj be defined for a graph G(b1, . . . , bn−1).
Then
p(x) = xnp(x−1).
The proof follows directly from Lemma 1:
xnp
(
x−1
) = xn n∑
j=1
bjx
−j =
n∑
j=1
bjx
n−j =
n∑
j=1
bn−j xn−j = p(x).
Corollary 4. p(εk) = p(1/εk) = p(εn−k).
As a consequence, when computing the eigenvalues of a circulant graph with n
vertices, we need to consider only three possible cases: εn = 1, εn/2 = −1 when n
even, and εk , 1  k < n/2. The values of k in the final case yield (not necessarily
distinct) eigenvalues, each of multiplicity 2.
Theorem 5. Let G(b1, . . . , bn−1) be a circulant graph and p(x) =∑nj=1 bjxj .
Then:
• p(1) = r, the degree of the graph, is a simple eigenvalue.
• If n is even, then p(−1) =∑nj=1 bj (−1)j  −r is an eigenvalue with equality if
and only if b2k = 0 for k = 1, 2, . . . , n/2 − 1.
• The remaining eigenvalues are obtained by evaluating p(εk), where εk = e2iπk/n,
1  k < n/2.
It is well known that a regular graph of degree r has −r as an eigenvalue if and
only if the graph is bipartite (see [2, p. 87], for example). Thus Theorem 5 gives us
an eigenvalue proof of the following (which can also be verified directly):
Corollary 6. G(b1, . . . , bn−1) is bipartite if and only if n is even and b2k = 0 for
k = 1, 2, . . . , n/2 − 1.
3. G(r, t) graphs, their eigenvalues and determinants
In this section, we consider properties of the graphs denoted G(r, t), r  2,
t  1. Such a graph has n = (r − 1)t + 2 vertices and is regular of degree r; infor-
mally, it is constructed by taking a cycle of length n and joining each vertex with
r − 2 other vertices equally spaced around the cycle. More formally, the vertices are
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{1, 2, . . . , n} with two vertices i and j joined if and only if |i − j | ≡ 1 mod t . We ob-
serve that G(r, t) = G(b1, . . . , bn−1), where b1 = b1+t = b1+2t = · · · = b1+(r−1)t
= 1 and all other bk = 0. In particular, G(r, t) is the complete graph when t = 1 and
G(r, t) is a cycle of length n when t = n− 2.
First we make an easy observation. Let (n, t) denote the greatest common divisor
of n and t.
Lemma 7. G(r, t) is bipartite ⇐⇒ t is even ⇐⇒ (n, t) = 2.
The first equivalence comes from Corollary 6 while the second comes from the
equation n+ (1 − r)t = 2.
Next we compute the eigenvalues of G(r, t). As in the previous section, we denote
εk = e2ik/n and ξ = e2it/n.
The result is:
Theorem 8. The eigenvalues of G(r, t) are:
• r, which is simple,
• εk((ξ rk − 1)/(ξk − 1)) for 0 < k < n/2, each of which has multiplicity 2,
• for even n,
{−r if t even,
−1 if t odd, which is also simple.
We prove Theorem 8 by once again appealing to the Hall polynomial of
Section 2. First we observe that
p(x) =
n∑
l=1
blx
l =
r−1∑
j=0
x1+j t = x
r−1∑
j=0
xjt =
{
x
(
xtr−1
xt−1
)
, xt /= 1,
rx, xt = 1.
Since all the eigenvalues are real, the case p(x) = rx can occur only when x is a real
root of unity, that is, x = ±1. In particular, we have p(1) = r and, since −1 is not a
root of unity if n is odd (that is, when t is odd and r is even),
p(−1) =
{−r if t even ,
−1 if t (and r) odd.
This corresponds to the first and third cases of Theorem 8.
So all other eigenvalues of G(r, t) are obtained from p(x) = x((xtr−1)/(xt−1))
with x = εk , 0 < k < n/2. Applying Corollary 4 gives the second case of
Theorem 8. This completes the proof of the theorem.
We now compute the determinant as the product of these eigenvalues. We will
use det(G) to denote the determinant of A(G). The result of our computations will
be the following:
Theorem 9. The determinant of the graph G(r, t) (with n = (r − 1)t + 2 vertices)
is given by
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detG(r, t) =


(−1)r r if t is odd and (n, rt) = 1,
−r2 if t is even and (n, rt) = 2,
0 otherwise.
Observe that p(1) = r = εnr and, when n is even, p(−1) = −εn/2p(−1). Thus
one factor in computing the product of the eigenvalues is
n∏
k=1
εk = e(2i/n)(n(n+1)/2) = (−1)n+1.
A second factor is p(1) = r . If n is even, a third factor is
−p(−1) =
{
r if t even,
1 if t odd.
The final factor is∏
0<k<n
k /=n/2
(
ξ rk − 1
ξk − 1
)
.
So if we can evaluate this final factor, we can evaluate the determinant.
Now we make an observation: ξ rk − 1 = 0 if and only if rtk ≡ 0 mod n. If (n, rt)
= d , then this congruence is equivalent to k ≡ 0 mod n/d . So we need to focus
particularly on the value of d = (n, rt).
If d = (n, rt) > 2, then setting k = n/d gives a k with 0 < k < n/2 and k ≡
0 mod n/d , and so in this case the final factor is 0. This puts d > 2 in the “otherwise”
case of Theorem 9. Hence we can now restrict our attention to d = 1 and d = 2.
If d = (n, rt) = 1, then certainly (n, r) = 1. This in turn implies {rk mod n | k =
1, . . . , n− 1} = {1, . . . , n− 1}. Hence
n−1∏
k=1
(
ξ rk − 1) = n−1∏
k=1
(
e2itrk/n − 1
)
=
n−1∏
k=1
(
e2itk/n − 1
)
=
n−1∏
k=1
(
ξk − 1),
and so the final factor is 1. Furthermore, if t were even, then so would be n =
(r − 1)t + 2 which would imply (n, rt)  2, a contradiction. So t is odd, which
means that r and n have opposite parity and (−1)n+1 = (−1)r . When we take the
product of all the factors, we have detG(r, t) = (−1)r r and have verified that the
d = 1 case satisfies Theorem 9.
Finally, suppose d = (n, rt) = 2. If t were odd, then, since n = (r − 1)t + 2, n
and r would have opposite parity, which in turn would imply (n, rt) /= 2. Hence t is
even. Thus we have n even and (n/2, rt/2) = 1. This gives{
kr
t
2
mod
n
2
∣∣∣ k = 1, . . . , n2 − 1
}
=
{
1, 2, . . . ,
n
2
− 1
}
and
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n/2−1∏
k=1
(
ξ rk − 1)=n/2−1∏
k=1
(
e2itrk/n − 1
)
=
n/2−1∏
k=1
(
exp
(
2i
n/2
t
2
rk
)
− 1
)
=
n/2−1∏
k=1
(
exp
(
2i
n/2
t
2
k
)
− 1
)
=
n/2−1∏
k=1
(
e2itk/n − 1
)
=
n/2−1∏
k=1
(
ξk − 1).
This, along with Corollary 4, implies that the final factor is 1. So the determinant in
this case is r(r)(−1)n+1 = −r2. Hence the proof of Theorem 9 is complete.
We may also note that, since n = rt − (t − 2), we have
(n, rt) = (rt, t − 2) =
{
(r, t − 2) if t odd,
2
(
r, t−22
)
if t even.
This gives us a second form of the previous theorem (with no reference to n) that
will be useful in the following section.
Theorem 10. The determinant of G(r, t) is given by
detG(r, t) =


(−1)r r if t is odd and (r, t − 2) = 1,
−r2 if t is even and
(
r, t−22
)
= 1,
0 otherwise.
4. Codeterminantal graphs
We now use the results of the previous section to address the question referred to
in Section 1: When does a graph have the same determinant as the complete graph?
We shall use the graphs G(r, t) for some constructions. The nonzero determinants
come in two forms: −r2 and (−1)r r . Each of these will be useful.
First of all, consider the graphs G(r, t) with determinant equal to −r2 which are
codeterminantal with Kn. This means that −r2 = (−1)n−1(n− 1) and so n is even,
n = r2 + 1 and r is odd. Now r2 + 1 = t (r − 1)+ 2 implies that t = r + 1. So the
graphs G(r, r + 1), where r is odd, will be codeterminantal with Kn, and these are
precisely the ones given in [7,8].
We can also use the graphs with determinant equal to (−1)r r . To see how this
works we need an intermediate result.
We construct the join of two graphsG1 and G2, denoted G1∇G2, by taking copies
of G1 and G2 and adding additional edges so that each vertex in G1 is adjacent to
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every vertex in G2. The following theorem gives the characteristic polynomial of the
join of two regular graphs. The proof appears in [2, p. 57], but we will give a shorter
and more transparent proof here.
Theorem 11. Let G1 and G2 be regular graphs with degrees r1 > 0 and r2 > 0,
vertices numbering n1 and n2 and characteristic polynomials pG1(x) and pG2(x),
respectively. Then the characteristic polynomial of G1∇G2 is
pG1∇G2(x) =
x2 − (r1 + r2)x + r1r2 − n1n2
(x − r1)(x − r2) pG1(x)pG2(x).
For the proof we start with the obvious property:
A(G1∇G2) =
[
A(G1) J
J T A(G2)
]
,
where J is an all-one matrix of appropriate size and J T is the transpose of J. If λ is
a subdominant eigenvalue of A(G1) with corresponding eigenvector x, then (x, 0)T
is an eigenvector of G1∇G2 with the same eigenvalue (since x is orthogonal to the
all-one vector). Thus all the subdominant eigenvalues of G1 and G2 are eigenvalues
of G1∇G2. This leaves two more eigenvalues, say α and β, of G1∇G2 to be deter-
mined. Now r1 and r2 are the dominant eigenvalues of G1 and G2; we use the facts
that the trace of the adjacency matrix of a graph is 0 and the trace of the square of
that matrix is twice the number of edges to see that
α + β = r1 + r2,
α2 + β2 = r12 + r22 + 2n1n2.
Eliminating β shows that α is a root of x2 − (r1 + r2)x + r1r2 − n1n2. By symmetry
β is too. Hence we see the validity of the theorem. Setting x = 0 gives the following
corollary.
Corollary 12. If G1 and G2 satisfy the hypotheses of the previous theorem, then
det(G1∇G2) = r1r2 − n1n2
r1r2
det(G1) det(G2).
The special case where r2 = 0 (that is, G2 = K1 is just a single vertex) turns out
to be useful.
Theorem 13. Let G be a regular graph with n vertices, of degree r and with char-
acteristic polynomial pG(x). Then
pG∇K1(x) =
x2 − rx − n
x − r pG(x) and det(G∇K1) = −
n
r
det(G).
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The following result motivates the equation that appears in the title of this paper.
Theorem 14. Suppose G is a regular graph and det (−A(G)) = −deg(G). Then
G∇K1 is codeterminantal with the complete graph.
The hypothesis of this theorem says that if G has n vertices and is regular of
degree r, then det(G) = (−1)n+1r . Thus we have
det(G∇K1) = −n
r
(−1)n+1r = (−1)n+2n = (−1)nn = det(Kn+1).
Corollary 15. Let G = G(r, t), where r is fixed, n = t (r − 1)+ 2 and let t sat-
isfy (r, t − 2) = 1 if r is even and (2r, t − 2) = 1 if r is odd. Then det(G∇K1) =
det(Kn+1).
Obviously the hypothesis forces t to be odd, and so we can apply Theorem 10.
Hence for each r > 1 we have an infinite number of graphs G(r, t) which satisfy
det(G∇K1) = det(Kn+1).
A similar situation exists for fixed t. Using Theorem 10 again, we get the follow-
ing result.
Corollary 16. Let G = G(r, t), where t is odd and fixed, n = t (r − 1)+ 2 and
(r, t − 2) = 1. Then det(G∇K1) = det(Kn+1).
We observe that if t = n− 2, that is, G = G(r, t) is a cycle with n vertices, then
det(G) = 2 if n ≡ t ≡ 1 mod 2. Thus the wheel Wn = K1∇Cn is codeteminantal
with a complete graph whenever n is odd. This special case has been previously
noted [8].
We now show that we can have arbitrarily large sets of graphs, each member of
which is codeterminantal with the same complete graph.
Theorem 17. For each integer m > 0 there exists a sequence of m nonisomorphic
graphs G(ri, ti), i = 1, . . . , m, and an integer N(m) such that K1∇G(ri, ti) is co-
determinantal with KN(m).
We use the following construction: Let p1, . . . , pm be the first m odd primes,
ri = pi + 1,
ti = p1p2 · · ·pi−1pi+1 · · ·pm = 1
pi
m∏
j=1
pj and
N(m) =
m∏
j=1
pj + 3.
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Table 1
Number of vertices 4 6 8 10 12 14 16 18 20
Number of cubic graphs
with det(G) = −3 1 0 1 0 0 0 481 0 17 511
Number of cubic graphs 1 2 5 19 85 509 4060 41 301 510 489
We note that ri is even and ti is odd. Thus, by Theorem 10 we need to only show that
the greatest common divisor (ri, ti − 2) = 1 for i = 1, . . . , m. Suppose a prime q di-
vides ri . If q = 2, then, since ti is odd, q does not divide ti − 2. If q > 2, then in fact
3  q  ri/2 = (pi + 1)/2 < pi . This means that q = p$ for some $, 1  $ < i.
But then q divides ti and hence q does not divide ti − 2. So we see that (ri, ti − 2) =
1 and the construction for the theorem is complete.
As a final note, we look at the number of cubic graphs satisfying the equation
in the title: det(G) = −3. We use the list of cubic graphs available from the World
Wide Web site of Royle [9] and the graph manipulation tools from the World Wide
Web site of McKay [6]. After computing the determinants we get the data as shown
in Table 1.
We observe that graphs satisfying det(G) = −3 with at most 20 vertices exist for
exactly those number of vertices when G(3, t) does also, namely, for t = 1, 3, 7, 9.
One might conjecture that det(G) = −3 only for cubic graphs with n vertices, where
n ≡ 4, 8 mod 12.
We also observe how inefficient is our construction of codeterminantal graphs. To
get just 10 codeterminantal graphs, our construction requires 100 280 245 068 verti-
ces (this number comes from the product of the first 10 odd primes); if we consider
only G(r, t) graphs we can get 10 codeterminantal graphs for n = 317 by letting
(r, t) = (4, 105), (6, 63), (8, 45), (10, 35), (16, 21), (22, 15), (36, 9), (46, 7),
(64, 5), (106, 3), while if we consider all graphs, Table 1 shows that in fact 16
vertices will do.
Other graphs, not of the circulant type covered in this paper but satisfying the
graph equation in the title, can be found in the surveys of graphs with a small number
of vertices [2,3].
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