In this paper we propose a continuous time stochastic inventory model for a traded commodity whose supply purchase in the spot market is affected by price and demand uncertainty. A firm aims at meeting a random demand of the commodity at a random time by maximizing total expected profits. We model the firm's optimal procurement problem as a singular stochastic control problem in which a nondecreasing control policy represents the cumulative investment made by the firm in the spot market (that is, a so-called stochastic 'monotone follower problem'). We assume a general exponential Lévy process for the commodity's spot price, contrary to the common use of a Brownian setting, and we model the holding cost by a general convex function.
Introduction
This paper contributes to the literature related to inventory management policies in the presence of price and demand uncertainty (see Porteus (2002) for a review). Usually, the two main procurement mechanisms are the spot market, characterized by a negligible lead time, and long-term contracts, which offer the opportunity to procure the good for future use and with no payment prior to the delivery. In recent years the role of the spot market in procurement decisions has became prominent. That is also due to the raising of online spot markets such as memory chips, chemical, energy etc. (see Seifert et al. (2004) ). As a consequence the pertinent literature has experienced an increasing interest in mathematical models for the spot market and its role in procurement decisions (see Bencherouf (2007) , Guo et al. (2011) and Sato and Sawaki (2010) , among others). For example, in Xiao-Li (2009) and Xinga et al. (2012) the optimal procurement policies are obtained for a business-to-business (B2B) spot market. The optimal replenishment policy for an inventory model that minimizes the total expected discounted costs over an infinite planning horizon is studied in Bencherouf (2007) and Sato and Sawaki (2010) in the setting of impulsive control. In Bencherouf (2007) the demand is driven by a Brownian motion with drift, whereas in Sato and Sawaki (2010) the demand is assumed to be deterministic and the market price of the good follows a geometric Brownian motion.
A model falling in the class of singular stochastic control problems (that is, a problem in which the controls, i.e. buying and selling policies, are not necessarily differentiable with respect to the Lebesgue measure as functions of time) may be found in Guo et al. (2011) . There the Authors study the inventory problem of a firm facing a random demand at the end of a random time interval. At any instant prior the demand time, the firm may buy or sell the good in the spot market. Trading the commodity in the spot market provides the immediate delivery of the good at a price modeled by a geometric Brownian motion. The firm aims at maximizing total net expected profits under linear holding and shortage costs. Holding costs are due to the inventory storage until it is used, whereas the shortage costs are incurred in when the demand exceeds the available stock. In fact, in such cases the firm has a loss of revenue from not meeting the demand, and a loss of future business due to reputation lowering. On the other hand, there might be an excess of inventory at terminal time. That may be salvaged at a price possibly lower than the purchasing one, through, for example, a discounted sale. It is shown that the spot market may be used to hedge against both supply costs and demand price uncertainty, although in the classical literature the firm usually enters the spot market when the demand exceeds the inventory level.
In this paper we essentially adopt the setting of Guo et al. (2011) but we take exponential Lévy prices and convex holding costs, and we assume that the commodity deteriorates over time at an exponential rate; however, we do not allow selling and we do not have inventory level's constraints. As a matter of fact, our control problem is a so-called 'monotone follower problem' since selling is not allowed and the control process represents the cumulative amounts of commodity purchased by the firm. To take into account the fact that empirically the market is non Gaussian, but it exhibits significant skewness and kurtosis, we model the commodity spot price P by an exponential Lévy process. We thus drop the assumption of normally distributed increments, while keeping a convenient Markovian structure. Our setup also includes, beyond the Brownian case typically assumed in the literature, the case of jump processes like the Poisson process or of jump-diffusion processes. As in Guo et al. (2011) , we take a random demand D fully described by a general absolutely continuous distribution function F D with finite mean, and a random demand time Θ exponentially distributed.
Assuming D and Θ both independent of the price process, allows us to write the firm's problem in terms of an equivalent concave, monotone follower problem with infinite time horizon (some classical references are El Karoui and Karatzas (1991) , Karatzas (1981) , Karatzas (1983) and Karatzas and Shreve (1988) ). Then, by exploiting the concavity of our problem and by a suitable application of Komlòs' Theorem, we show existence and uniqueness of the optimal inventory policy. Hence we characterize it by a set of necessary and sufficient first order conditions similar to those in Bank and Riedel (2001) , Bank (2005) , Chiarolla et al. (2013) , Ferrari (forthcoming), Riedel and Su (2011) and Steg(2012) , among others. Such conditions may be thought of as an infinite-dimensional, stochastic generalization of the classical Kuhn-Tucker conditions. Notice that they represent a valid alternative to the Hamilton-Jacobi-Bellman approach, especially in non Markovian settings.
We show that at each time t, the optimal policy requires to keep the inventory level above a base inventory level ℓ * t . The process ℓ * represents the maximal inventory level for which it is not profitable to delay the commodity's purchase to any future time, and hence it is characterized in terms of a family of optimal stopping problems (see also Bank and Föllmer (2002) for a relation with Gittins' indeces in continuous time). At times t, when the firm's inventory level is strictly above ℓ * t , it is optimal to wait as at those times the firm faces excess of inventory. On the other hand, when the inventory is below ℓ * t , then the firm should instantaneously invest in order to reach the level ℓ * t . As expected in monotone follower problems, it follows that the optimal inventory policy behaves as the solution of a Skorohod's reflection problem at the (random) moving boundary ℓ * . Notice, however, that there exists a suitable condition on the model's parameters under which the optimal procurement policy consists in not investing at all whatever law of the random demand D and convex holding costs function one picks (see Proposition 5.5 below).
An explicit form of the optimal investment policy is provided in Section 6 in the particular case of linear holding costs and exponentially distributed demand. Also, there, the base inventory level is determined as the solution of a backward stochastic equation in the spirit of Bank and El Karoui (2004) . Finally we make computer drawings of the optimal inventory level in the case of a spot price process given by a geometric Brownian motion, an exponential Ornstein-Uhlenbeck process, and an exponential jump-diffusion process.
The rest of the paper is organized as follows. In Section 2 we setup the firm's optimal procurement problem. In Section 3 we derive the equivalent concave singular stochastic control problem and in Section 4 we prove the existence of optimal procurement policies. In Section 5 we provide a characterization of the optimal procurement policies. Finally, explicit examples are treated in Section 6.
Problem Formulation
Consider a firm choosing a dynamic procurement policy of a single commodity to meet a random demand D at a prescribed future random time Θ. Each unit of demand satisfied gives rise to a profit depending on the spot price at time Θ, P Θ . At any time t ∈ [0, Θ) the firm can instantaneously increase its inventory but it cannot buy inventory at terminal time Θ to meet demand. In case the inventory at time Θ is lower than the demand, then the firm incurs in a shortage cost proportional to P Θ . On the other hand, when the inventory at time Θ exceeds the demand, the excess of inventory is salvaged by selling it in the spot market at price αP Θ , for some 0 < α ≤ 1. The costs associated to a procurement policy are the ordering cost given by the purchase of the commodity in the spot market, and the holding cost of storaging the commodity up to time Θ.
To introduce the model fix a complete probability space (Ω, A, Q) and let the demand time Θ be a positive A-measurable random variable. Consider a spot market in which the commodity may be traded at any time t ∈ [0, Θ) at a price P t . Here P t is an exogeneous positive stochastic process on (Ω, A, Q) and F := {F t , t ≥ 0} is the filtration generated by P t . We assume for F the usual hypotheses of completeness and right-continuity.
Definition 2.1. The price process P t has the following exponential Lévy structure
where δ, ζ ∈ R, X is a Markov process with X 0 = 0, right-continuous sample paths, stationary, independent increments, and finite Laplace exponent π(·) given by E[e ζXt ] = e π(ζ)t for all ζ ∈ R and t > 0.
The constant δ can be seen as an interest rate, whereas ζ as a market price of risk.
Remark 2.2.
1. Notice that there is no loss of generality in considering structure (2.1) since commonly used price dynamics may be cast in form (2.1) by adjusting δ, through the Laplace transform of X. Such structure (2.1) usually arises in a financial market affected by a Markov uncertainty process X (see, e.g., Duffie (1992) , Chapter 6, for a discussion in a Brownian setting).
2. Notice that the uncertainty process X is much more general than the Brownian one, typically assumed in the literature. Indeed we drop the assumption of normally distributed increments, while keeping a convenient Markovian structure. Our setup also covers the case of jump processes, like the Poisson process, or that of jump-diffusion processes (see Section 6), as well as the deterministic case obtained by setting ζ = 0.
We make the following (see also Guo et al. (2011) , Section 3.1)
1. Θ is independent of the filtration F and D .
2. Θ is exponentially distributed with rate λ > 0. Notice that Assumption 2.3.2 in particular implies that the average request time is 1/λ. We denote by r > 0 the firm's manager discount factor and we assume for the firm's inventory Y y,ν the following dynamic
where ε ≥ 0 is the commodity deterioration rate, y ≥ 0 is the initial inventory amount, and ν t is the cumulative amount of commodity purchased up to time t. The set of admissible procurement policies is
Left-continuity of ν captures the restriction that no commodity may be purchased at time Θ. The fact that ν is {F t }-adapted guarantees that any investment decisions is taken on the basis of all the information on the price process up to time t. Finally, the integrability condition will enable us to prove in the next section the well-posedness of an equivalent concave optimization problem.
The explicit solution of (2.2) is
where ν is a new admissible procurement policy defined in terms of ν by
Notice that the mapping S ∋ ν → ν ∈ S is one-to-one and onto.
The following standing assumption shall hold throughout the paper Assumption 2.4. The holding cost function c :
Increasing the inventory at time t ∈ [0, Θ) by a quantity dν t makes the firm incurs into a cost P t dν t , then the cost of holding the inventory for an infinitesimal time interval (t,
Remark 2.5.
1. Notice that convexity of c(·) together with c(0) = 0 and (2.7) imply
Let D be a positive A-measurable random variable with distribution F D describing the demand of commodity at time Θ. The net gain function at the demand time Θ is given by
for any inventory level y ≥ 0. Notice that [D − Y y,ν Θ ] + represents the amount of unsatisfied demand at time Θ and α p ≥ 0 is a penalty factor. Similarly, [Y y,ν Θ − D] + is the excess amount of inventory at time Θ cleared in the spot market at a price possibly lower than P Θ , according to the factor α s ∈ (0, 1]. Finally, α ≥ 1 represents a premium factor for the amount of demand satisfied. Notice that α + α p − α s ≥ 0.
For any admissible procurement policy ν ∈ S, the total expected discounted return to the firm is then J y (ν) = net expected discounted gain at demand time Θ −(total expected discounted holding costs + total expected ordering costs)
The firm aims at picking an admissible procurement policy in order to maximize the total expected discounted return (2.10); that is, it aims at solving the optimization problem
Notice that (2.11) may be written in terms of ν (cf. (2.5) and (2.6)) by setting
From the mathematical point of view, problems (2.11) and (2.13) fall into the class of singular stochastic control problems with random time horizon, which allow controls possibly singular (as functions of time) with respect to the Lebesgue measure. If the performance criterion is concave (or convex) it is well known that the optimal control policy consists in keeping the state process at or above a certain threshold. In mathematical terms, the optimal control is the solution of a Skorohod reflection problem at a moving boundary (see, e.g., El Karoui and Karatzas (1991) , Karatzas (1981) , Karatzas (1983) and Karatzas and Shreve (1988) ). Problem (2.13) may be rewritten in terms of a new functional for which is easy to check concavity. This is accomplished in the following section (see Proposition 3.10 below).
An Equivalent Concave Optimization Problem
We now borrow ideas and arguments from Guo et al. (2011) . Introduce the function H :
and the random field Γ :
Notice that simple calculations allow to write (3.1) in the form
Lemma 3.1. The following properties hold (i) H(y) is continuously differentiable, strictly increasing, and concave in R + with
is continuously differentiable and concave for any (ω, t) ∈ Ω × R + ;
Proof. From (3.1) one has that
which shows that y → H(y) is continuously differentiable and strictly increasing as α+α p −α s ≥ 0. Moreover, it is also easy to see that
which implies concavity of H(·). The first of (3.4) follows from (3.3) recalling that α+α p −α s ≥ 0.
On the other hand, the fact that H(·) is increasing implies that H(y) ≥ H(0), y ≥ 0, and hence the second of (3.4) follows from (3.1). Clearly y → Γ(ω, t, y) is continuously differentiable and concave for any (ω, t) ∈ Ω × R + since so are H(·) and −c(·) (cf. Assumption 2.4). Moreover, progressive measurability of (ω, t) → Γ(ω, t, y), for any y ≥ 0, is implied by the fact that P is {F t }-progressively measurable as it is {F t }-adapted and it has right-continuous paths (cf. Definition 2.1).
We make the following 
7)
and define the value function
Then the optimal total expected return is given by
Proof. Recall (2.13) and (2.12). By using independence of D, Θ and P and standard conditioning arguments (see also Guo et al. (2011) , Theorem 4) one has
and
where the last equality follows from Assumption 3.2 and some simple algebra. The proof follows from (3.2). Proof. The properties of the Markov process X (cf. Definition 2.1) together with β > δ imply the right-continuous supermartingale property of e −βt P t since
Then there always exists Ξ := lim t→∞ e −βt P t ≥ 0 (cf. Karatzas 
Hence E[Ξ] = 0, which, together with Ξ ≥ 0 Q-a.s., gives lim t→∞ e −βt P t = 0 Q-a.s.
From now on we will denote by τ any {F t }-stopping time with values in [0, ∞] and, in light of Lemma 3.5, we will adopt the following Definition 3.6. e −βτ P τ := lim t→∞ e −βt P t = 0 on {τ = ∞}. Lemma 3.7. Under Assumption 3.2 the following properties for the discounted price process e −βt P t hold
12)
for any stopping time τ ∈ [0, ∞].
Proof. Applying Tonelli's Theorem and using the definition of P (cf.(2.1)) imply (3.11). As for (3.12) notice that for any stopping time τ ∈ [0, ∞]
where the equality of the last integral follows by the exponential form of the price process and the properties of the Markov process X (cf. Definition 2.1). 
Proof. Fix ν ∈ S and notice that by Tonelli's Theorem one has
Taking expectations gives
where the second step follows from Dellacherie and Meyer (1982) , Chapter VI, Theorem 57, whereas the last equality follows from (3.12) with τ = s.
We now provide some preliminary properties of the value function (3.8) and, in particular, its properness. For that we need the following 
for any λ ∈ (0, 1), y 1 , y 2 ∈ R + and ν 1 , ν 2 ∈ S. Hence concavity of W (·) follows.
W 's properness amounts to show |W (y)| < ∞ for any y ≥ 0. By the second inequality in (3.4) one has
where the last inequality follows from (2.8), Assumption 2.3 and Assumption 3.2.
On the other hand, to show that W (y) < ∞ for y ≥ 0, fix ν ∈ S. Then the first inequality in (3.4) , the fact that c is positive, Assumption 3.2 and β > δ givê
where the third step follows from Lemma 3.8 and the last one from Assumption 3.9. Passing to the supremum over ν ∈ S in (3.17) gives
Existence of an Optimal Procurement Policy
Problem (3.8) is a concave singular stochastic control problem of monotone follower type (see, e.g., El Karoui and Karatzas (1991) , Karatzas (1981) , Karatzas (1983) and Karatzas and Shreve (1984) as classical references on monotone follower problems). The following Proposition guarantees the existence of an optimal policy for problem (3.8) . Existence of a solution ν * of a concave (convex) singular stochastic control problems is a well known result in the literature (see, e.g., Karatzas and Shreve (1988) , Karatzas and Wang (2005) or Riedel and Su (2011)) and it usually relies on an application of (a suitable version of) Komlòs' Theorem. In its general formulation Komlòs' Theorem (Komlòs (1967) ) states that (on some probability space) if a sequence of random variables {Z n , n ∈ N} is bounded from above in expectation, then there exists a subsequence {Z n k , k ∈ N} which converges a.e. in the Cesàro sense to some random variable Z. Hence, if a maximizing (minimizing) sequence of admissible controls is Komlòs compact, then due to concavity (convexity) the limit provided by Komlòs' Theorem turns out to be an optimal control policy. These arguments also work in our setting thanks to our assumptions. Moreover, if c is strictly convex, thenĴ y (·) of (3.7) is strictly concave and hence if a solution to (3.8) exists, it must be unique. Proof. Take a maximizing sequence {ν (n) } n∈N ⊂ S; i.e. a sequence such that lim n→∞Ĵy (ν (n) ) = W (y). Without loss of generality, we may takeĴ y (ν (n) ) ≥ W (y)− 1 n . Recall β−δ := r+λ+ε−δ > 0 and use arguments similar to those in (3.17) to obtain, for any n ∈ N, 
Therefore, (4.5) and Komlòs Theorem (Komlòs (1967)) imply that there exists a subsequence {ν (n k ) } k∈N such that ξ (j)
Clearly, by Girsanov Theorem (cf. (4.4) ), Fatou's lemma and (4.6)
whereas the last inequality is due to (4.2), since each {ξ (j) } j∈N is a convex combination of first j elements of the subsequence of {ν (n) } n∈N . Moreover, following Karatzas and Shreve84 (1984) , Lemmas 4.5-4.7, one can show that ν * admits a left-continuous and nondecreasing modification. Therefore such modification, which we still denote by ν * , belongs to S.
In order to prove that ν * is optimal, it suffices to shoŵ
Use Lemma 3.8 to write (3.7) as followŝ
and write (4.8) in terms of the new probability measure Q (cf. (4.4)), that iŝ
Now notice that for j ∈ N,
a.e. (ω, t) ∈ Ω × R + , by (3.2), the first one of (3.4), that c(·) ≥ 0 (cf. Assumption (2.4)), and Assumption 3.9. Then we can apply (reverse) Fatou's Lemma to have from (4.6)
by concavity ofĴ y (·) and Cesaro's Mean Theorem. In fact, {ξ (j) } j∈N is itself a maximizing sequence of policies.
Optimal Procurement Policies' Characterization
Concavity enables us to tackle problem (3.8) via a generalized stochastic first order conditions approach in the spirit of Bank and Riedel (2001) , Bank (2005) , Chiarolla et al. (2013) and Steg (2012) , among others. Here we provide a complete characterization of optimality through necessary and sufficient conditions. For any admissible procurement policy ν, introduce the super-gradient process ∇Ĵ y (ν) as the unique optional 1 process satisfying hold for an admissible policy ν * , then ν * is optimal for problem (3.8).
On the other hand, if ν * ∈ S is optimal for problem (3.8), then (5.2) holds.
Proof. Set k t := e −βt P t and use Lemma 3.1 and Proposition 3.10 to apply Steg (2012), Proposition 3.2.
Remark 5.2. Notice that Steg (2012), Proposition 3.2 requires Steg (2012), Assumption 3.1, which in our setting amounts to require y → Γ y (ω, t, y) strictly decreasing. However, a careful reading of the proof of Steg (2012) , Proposition 3.2 shows that it suffices concavity of Γ(ω, t, ·) to prove optimality of the first order conditions. In fact, strict concavity of Γ(ω, t, ·) is needed for uniqueness of the optimal policy. Moreover, Assumption 3.1-(iii) in Steg (2012) is only needed to guaranteed a well defined optimization problem, but ours is already so by Proposition 3.10.
The intuition of the first order conditions is that when the gradient is positive at some stopping time, a small extra investment is profitable. for some smooth concave real function f , then it is well known that the Kuhn-Tucker conditions for optimality of
Roughly speaking, in our setting the nonnegativity constraint x ≥ 0 is replaced by the irreversibility constraint dν t ≥ 0 for all t ≥ 0, Q−a.s., and the role of the first derivative f ′ (·) is played by the super-gradient process ∇Ĵ y (ν). Then (5.2) is a generalization of (5.4).
Remark 5.4. Notice that it optimal not to exercise the investment option at all if β − δ is sufficiently large. That is shown in the following Proposition.
Proposition 5.5. Let Assumptions 3.2 and 3.9 hold and fix y ≥ 0. If β − δ ≥ λ(α p + α) it is never optimal to invest in the commodity, i.e. ν * t = 0 for any t ≥ 0, Q−a.s. Proof. Recall (3.1) and (3.2) , and notice that for any admissible procurement policy ν and any stopping time τ ≥ 0, the supergradient (5.1) reads as
with β := r + ε + λ, and where the inequality in the third step follows from the nonnegativity of α + α p − α s , of F D (·) and of c ′ (·) (cf. Assumption 2.4). The last equality follows from (3.12) . Therefore if λ(α p + α) ≤ β − δ, then the super-gradient is always strictly negative for any admissible procurement policy ν and any stopping time τ ≥ 0. It follows that it is never optimal to purchase commodity (cf. Theorem 5.1).
Hence Proposition 5.5 (cf. also (3.2) and (3.8)) imply Although the first order conditions (5.2) completely characterize the optimal investment policies, they are not always binding and hence they do not explicitly determine such policies. Following Steg (2012), Proposition 3.3, it is possible to obtain an optimal procurement policy in terms of a process 2 , which we call base inventory process, that represents a desirable value of inventory that the firm aims to reach at every time. In fact, we would like to construct the base inventory process as
with β := r + λ + ε. Such ℓ * would give the maximal inventory level for which it is not profitable to delay marginal purchase of the commodity to any future stopping time.
Theorem 5.7. Assume that Assumptions 3.2 and 3.9 hold. If for y ≥ 0 there exists an optimal procurement policy ν * ∈ S (c.f. (3.8) ) then there exists an optional process ℓ * taking values in [0, ∞) and which is given as in (5.6) for all t ∈ R + , Q−a.s.
On the other hand, if there exists an optional process ℓ * taking values in [0, ∞) and given as in (5.6) for all t ∈ R + Q−a.s., then
is optimal for (3.8) if it is admissible.
Proof. See Steg (2012), Proposition 3.3 (which may be easily adapted to our case with depreciation rate ε ≥ 0). Theorem 5.7 completely solves our optimal procurement problem (3.8) and hence the original (2.13). It is evident from (5.7) that the optimal procurement policy consists in keeping the inventory level Y y,ν * always at or above ℓ * t . If the inventory level at time t is such that Y y,ν * t > ℓ * t , then the firm faces excess inventory and should wait to buy more commodity. If the inventory level is below ℓ * t , then the firm should invest ν * t = ℓ * t − Y y,ν * t in order to reach the level ℓ * t . Notice that in the context of stochastic irreversible capacity expansion problems the signal process ℓ * t has been recently completely characterized in Chiarolla and Ferrari (2014), Ferrari (forthcoming) and Riedel and Su (2011) . In those papers ℓ * is referred to as base capacity and it is characterized as the unique optional positive solution of a backward stochastic equation is the optimal procurement policy of problem (3.8), if it is admissible.
Proof. We borrow arguments from, e.g., Bank and Riedel (2001) . It suffices to show that the process
satisfies the first-order conditions for optimality (5.2) . For any stopping time τ , from (5.1) and (5.10) and concavity of Γ(t, ·) we have for t > τ . Hence, the second condition of Theorem 5.1 holds at any such τ ; that is, at times carrying the random Borel measure dν * .
Remark 5.10. Recall (2.3) and notice that ν * of (5.9) has nondecreasing and left-continuous sample paths. Moreover, due to {F t }-progressive measurability of ℓ * , the process ν * is {F t }progressively measurable as well (c.f. Dellacherie and Meyer (1982) , Theorem IV.33), and hence it is {F t }-adapted. Therefore (5.9) will be admissible if it satisfies the integrability condition E ∞ 0 e −βt P t ν * t dt < ∞, which turns out to be a condition on ℓ * due to (5.9). Proposition 5.9 is useful for the applications since it gives an operative way to solve problem (3.8) . In fact, if one can find a progressively measurable solution to (5.8) , then by taking its running supremum one also finds the optimal procurement policy. Notice also that ℓ * may be found numerically by backward induction on a discretized version of problem (5.8) (see Bank and Föllmer (2002) , Section 4). In the next section we use Proposition 5.9 to derive explicit solutions in the case of linear holding costs and exponentially distributed demand.
Explicit Results: Linear Holding Costs
Here we find the explicit form of the optimal procurement policy in the case of linear holding costs and exponentially distributed demand. Moreover, we provide computer drawings of the optimal inventory level in the case of a spot price process given by a geometric Brownian motion, an exponential Ornstein-Uhlenbeck process, and an exponential jump-diffusion process.
Throughout this Section we assume that all the assumptions made so far, namely Assumptions 2. 
where τ β denotes an exponentially distributed random time with parameter β independent of P , and
Then the process
is the optimal procurement policy for problem (3.8) , where Proof. We start showing that (6.5) solves (6.6). Recall (6.1) and notice that after a change of variable in the integral, the left-hand side of (6.6) reads as
where we have used (3.12) . Therefore, we have from (6.7) that (6.6) is equivalent to
We now make the guess
for some positive a and b to be determined, and we plugg it into the left-hand side of (6.8) to have
where for the last step we have used independence and stationarity of the increments of the Markov process X driving P (cf. (2.1)). Recall now κ of (6.2) and notice that
Then compare (6.10) and (6.8) and finally notice that (6.9) solves the backward equation (6.6) for a and b as in (6.3).
Since ℓ * of (6.5) solves (6.6), then Proposition 5.9 implies optimality of (6.4), if ν * is admissible (cf. (2.3) ). Clearly, ν * is {F t }-adapted and left-continuous. Moreover, it is easily checked that ν * t ≤ (− 1 γ ln(a) − y) ∨ 0, t ≥ 0, since b > 0, and hence by (3.11) we also have E ∞ 0 e −βt P t ν * t dt ≤
That is, ν * ∈ S. Remark 6.3.
1. We would like to emphasize that the result of Proposition 6.1 is remarkable on its own. To the best of our knowldege, it is infact one of the rare examples of explicit solutions to a backward stochastic equation like (5.8) in which the function Γ y (t, ·) (cf. (6.1)) does not satisfy classical Inada conditions.
2. Notice that if β − δ ≥ λ(α p + α), then a ≥ 1 (cf. (6.3)) and therefore (cf. (6.5)) ℓ * t < 0 for any t ≥ 0. It thus follows from (6.4) that in this case ν * t = 0 for any t ≥ 0 in line with the result of Proposition 5.5.
In the following Proposition we specialize to the case of Lévy processes with no positive jumps in order to obtain an explicit expression for the constant κ of (6.2). Proposition 6.4. Define the process X u := −δu + π(−ζ)u + ζX u , (6.11) so that P t = e −Xt (cf. (2.1)), and assume that X is a Lévy process with no positive jumps if ζ > 0 and with no negative jumps if ζ < 0. Then one has that κ of (6.2) becomes
, (6.12) where π(β) is the Laplace exponent of X at β.
Proof. From (6.2) we may write
by Duality Theorem
for Lévy processes (Bertoin (1996) ) and that sup 0≤u≤τ β ( X u ) ∼ Exp( π(β)) by Bertoin (1996) ,
Chapter VII, since X has not positive jumps by assumption.
Remark 6.5. Regarding jumps in both directions, one can use the results in Kou and Wang (2003) for diffusions with jumps having a double exponential distribution to get similar findings.
As a subproduct of Proposition 6.4, in the following we numerically show the behaviour of the optimal inventory policy in the case of the spot price process P given by a geometric Brownian motion, by an exponential Ornstein-Uhlenbeck process and by an exponential jump-diffusion process.
Geometric Brownian Motion Prices
Assume that dP t = P t (µdt + σdB t ) P 0 = 1, (6.13)
where µ ∈ R and σ > 0 are constants and {B t : t ≥ 0} is an exogenous one-dimensional standard Brownian motion. Clearly one has P t = exp µt − 1 2 σ 2 t + σB t ,
and we fall into (2.1) with X = −B, δ := µ, ζ := σ and π(−ζ) = 1 2 σ 2 . In this case X u = ( 1 2 σ 2 − µ)u − σB u and it is well known that for a Brownian motion with drift E e − sup 0≤u≤τ β
where θ + is the positive root of 1 2 σ 2 x 2 + ( σ 2 2 − µ)x − β = 0. As shown in Figure 1 , the commodity is purchased at those times at which the current inventory becomes lower than the base inventory ℓ * of (6.5). Since spot prices of commodities demonstrate typical features as seasonality, mean-reversion or stationarity, spikes and high volatility, the standard approach in the literature is to model such prices through a mean reverting process (see, e.g., Geman and Roncoroni (2006) or Lucia and Schwartz (2002) and references therein). To capture the seasonality, mean-reversion and stationarity effect, here we assume that the price P follows an exponential standard time-homogeneous Ornstein-Uhlenbeck process with positive volatility σ, adjustment rate ρ and asymptotic (or equilibrium) value µ. That is, P t = exp µ 1 − e −ρt + σe −ρt t 0 e ρs dB s , (6.14) where {B t : t ≥ 0} is an exogenous one-dimensional standard Brownian motion. Notice that (2.1) is easily obtained by setting ζ := 1, δ := π(−1) and X t := −[µ(1 − e −ρt ) + σe −ρt t 0 e ρs dB s ]. Since X is a Gaussian process, it is well known that π(u) = µ e −ρ − 1 u + σ 2 u 2 4ρ 1 − e −2ρ , u ∈ R. (6.15) Within this setting it is also clear that X ≡ X (cf. (6.11)) and then π(·) = π(·) so that (cf. (6.12)) κ = π(β) 1 + π(β) , (6.16)
Exponential Ornstein-Uhlenbeck Prices
with π(·) as in (6.15).
Geometric Jump-Diffusion Prices
Assume that dP t = P t − (µdt + σdB t + dM t ) P 0 − = 1, (6.17) where Z j = ln(U j + 1) and X t := −(µ − σ 2 2 t − σB t − Nt J=1 Z j . X is a Lévy process without positive jumps and with Laplace exponent π(u) = 1 2 σ 2 u 2 + σ 2 2 − µ u + ψ E(e −uZ 1 ) − 1 ,
for any u such that E(e u Xt ) < ∞. If we take Z ∼ Exp(l), with l > 1, then one easily obtains
As it is shown in Figure 3 , the optimal inventory is maintained to be equal or higher than the base inventory (6.5) and purchases take place when the current inventory becomes lower than the base inventory. 
