Abstract. We explore a general strategy to determine the Young measure associated with sequences of pairs of conductivity coefficients and corresponding gradient fields. We also relate this issue to corrector results and investigate various examples.
1. Introduction. Our goal in this note is to determine, under suitable conditions and assumptions, the joint (full) Young measure ( [2] , [14] ) associated with pairs of sequences {(a j , ∇u j )} where there is an intimate relationship between those two sequences of functions to the point that, in typical situations, u j is determined in a unique way from a j . The simplest situation where we can explain our objective comes directly from homogenization. Suppose that given {a j }, a sequence of scalar functions bounded uniformly away from zero in Ω ⊂ R N , we solve the conductivity equation and the matrix A is appropriately determined from the sequence {a j } (A is the H-limit of {a j } [8] ). We might be interested in knowing the limit behavior of certain physical quantities of interest which can be easily computed for each problem j. One such example is the dissipated heat ( [7] ), if we think in terms of electric conductivity, given by the integral
The issue we would like to address is how to find the limit of such quantities as j → ∞, so that we can say what the "true" dissipated heat is for the limit homogenized problem.
In fact, our objective is much more ambitious. We pretend to give a rule to calculate the limit of integrals of the form
for arbitrary Carathéodory integrands F (x, λ, ρ) (continuous in (λ, ρ) and measurable in x), provided that such compositions {F (x, a j (x), ∇u j (x))} make up an equiintegrable family of functions in L 1 (Ω). This issue is nothing but finding the Young measure corresponding to the sequence (or an appropriate subsequence) of pairs {(a j , ∇u j )}.
In an equivalent format in the context of Γ-convergence of functionals ( [5] ), we may consider the sequence of quadratic functionals
We know that the Γ-limit is given by the functional
for an appropriate matrix field A(x). Suppose that for any given u ∈ H 1 (Ω), not just the solution of the homogenized problem, we have a sequence {u j } such that u j u in H 1 (Ω) and
Can we say something about the limits
for an arbitrary Carathéodory integrand F as before? That is, can we determine the full Young measure corresponding to the sequence of pairs {(a j , ∇u j )}? Notice that this question is a bit more general than the one considered above in the language of homogenization, as the sequence {u j } does not have to be the sequence of minimizers for I j . As a matter of fact, we would like to place ourselves in a more general context in which non-linear problems may eventually be examined. We will consider, dwelling in the context of Γ-convergence, a sequence of functionals of the type
under suitable assumptions for the integrands W . The Γ-limit of such functionals has already been addressed in some previous papers ( [11] , [12] ), and given in the form of an integral functional
where the integrand ψ is given in a precise way from W and the sequence a j . Here we would like to deepen that analysis to determine the full Young measure corresponding to pairs {(a j , ∇u j )} under the main hypotheses that u j u and
• growth of order p > 1 on ρ:
• uniform continuity with respect to λ:
where w is continuous and w(0) = 0; • strict convexity of W on ρ for every λ;
m is a sequence of vector-(matrix-) valued functions which we assume, for simplicity, is uniformly bounded in L ∞ (Ω; R m ). Further to this last requirement on {a j }, we mainly assume the AGP (average gradient property) condition. This is a condition specifically designed so that Γ-limits can be computed or precisely determined. The main example corresponds to the periodic setting. See [11] and [12] for more information. We can say that such a sequence {a j } verifies the AGP condition if, loosely speaking, "averages of gradients over sets where the sequence is essentially constant are gradients themselves". The precise definition is a bit involved and can be found in [12] . To avoid unnecessary repetition, we do not include it here as it is not a main issue in this work. All we need to know for our purpose here is that this assumption guarantees that Γ-limits in the gradient case can be computed through the identity
, and
where B is the unit ball in R N , the family of probability measures σ = {σ x } x∈Ω is the Young measure associated with {a j }, and q is the dual exponent of p (see Lemma 4.2 of [11] ).
Our main results follow.
Theorem 1. Under the preceding assumptions on the sequence {a j } and the integrand
and every sequence {u j } such that u j u and I j (u j ) → I(u), we have:
Notice that this result can be equivalently stated by saying that the Young measure associated with pairs {(a j , ∇u j )} is given by
When the sequence {u j } is precisely the sequence of minimizers for I j , then the determination of the Young measure can be understood through corrector results in homogenization ( [4] ). Indeed, a corrector result is, at first sight, more than determining the Young measure, though we will see that, at least in our framework, it is equivalent. In our scenario in Γ-convergence, we will prove a more general result.
N be a sequence of fields (not necessarily gradients) such that {|U j | p } is equiintegrable, and the Young measure associated with pairs {(a j , U j )} is given by (1) for a certain Carathéodory field ϕ : R m × Ω → R N (as in the preceding theorem). Then
As an immediate corollary we get the following.
and {u j } is as in Theorem 1 with the field ϕ, a Carathéodory integrand. Then
so that {ϕ(a j (x), x)} are the correctors.
Whenever the field ϕ(λ, x) can be explicitly computed, we will have the corresponding sequence of correctors. As far as we can tell, there are not many such situations. See [6] , [9] .
Our objective in this note is to provide an alternative point of view on some issues in homogenization that may be helpful in some situations. We explore the most typical examples in Section 3. The proofs of our main results are described in Section 2.
Proofs.
Suppose that the sequence of pairs {(a j , ∇u j )} generate the joint Young measure
where we are using the slicing decomposition onto the Young measure corresponding to {a j }. {u j } converges weakly in W 1,p (Ω) to a certain u. The representation in terms of Young measures always yields something smaller (Theorem 6.11 in [10] ), so that
By using Jensen's inequality, we can write
We know from [11] that the Γ-limit is an infimum over fields of the form
coming from all feasible sequences {∇v j } having the weak limit ∇u. In particular, we definitely have
since the right-hand side is the minimum over expressions of the form occurring on the left-hand side. By hypothesis, the starting and final points of all these inequalities,
are in fact equal. Hence all the intermediate inequalities are, indeed, equalities. In particular, the equality
implies that {(a j , ∇u j )} is equiintegrable because the family of probability measures on the right-hand side is the Young measure associated with the sequence on the left, and due to the growth assumed on W with respect to ρ, the sequence {|∇u j | p } is equiintegrable ( [10] ).
By the strict convexity of W with respect to the same gradient variable ρ, we conclude that
and, thus, the Young measure corresponding to {(a j , ∇u j )} is
Finally, this optimal field should be such that
This proves the theorem.
For the proof of Theorem 2, under our assumptions, the sequence of fields
is such that its p-th power is equiintegrable. Recall that the sequence {a j } is assumed to be uniformly bounded in L ∞ (Ω). Let us examine its associated Young measure. To this end, let G(λ) be any smooth and bounded integrand. By assumption, because δ ϕ(λ,x) ⊗σ x is the Young measure associated with {(a j , U j )} and ϕ is a Carathéodory integrand,
for arbitrary measurable E ⊂ Ω. The arbitrariness of G and E yields that the Young measure for {U j (x) − ϕ(a j (x), x)} is δ 0 . It is well known (see [10] for instance) that this implies the strong convergence claimed in the statement of the Corollary.
Examples.
We focus on the typical periodic case
where a is bounded, bounded away from zero, and Q-periodic. Define the density
where
for each fixed ρ, is the unique Q-periodic, weak solution in
The Γ-limit of {I j } is
Observe that σ x = dλ, the Lebesgue measure, for a.e. x ∈ Q. 1 It is easy to check ( [12] ) that the field ϕ(λ, x) in Theorem 1 is
A direct application of Theorem 1 yields that if {u j } is such that
then the joint Young measure associated with pairs {(a(jx), ∇u j (x))} is given by
that is to say
for any Carathéodory integrand F such that the sequence {F (x, a(jx), ∇u j (x))} is equiintegrable in L 1 (Q). We would like to apply Corollary 3 in this situation. This amounts to finding a constructive way of generating the optimal field in the definition of the integrand for the Γ-limit, or equivalently, the solution of the cell problem
It is elementary to realize that the dependence of ρ + ∇ λ ξ(λ, ρ) on ρ is linear so that
Therefore, the sequence of fields
generates, together with a j (x) = a(jx), the optimal underlying measure for the Γ-limit. In fact, notice that, by the classical Riemann-Lebesgue lemma,
By comparing this to (2), we deduce that the joint Young measure for {(a j , U j )} is the same as the one for {(a j , ∇u j )}, and as a consequence of Theorem 2, we have
As a new example where these ideas can be applied, consider the case of the p-laplacian (p > 1) still in a periodic setting. Put
The integrand for the Γ-limit, ψ(ρ) ([11] ), is given by
where ξ(λ, ρ) is the Q-periodic solution for fixed ρ. Therefore, by keeping track of the proof of Theorem 1 in this particular situation (see [11] ), we conclude that the field whose existence is guaranteed in Theorem 1 is again of the form ϕ(λ, x) = ∇u(x) + ∇ λ ξ(λ, ∇u(x)).
The Young measure associated with pairs {(jx, ∇u j (x))} is δ ∇u(x)+∇ λ ξ(λ,∇u(x)) ⊗ dλ.
provided that {F (x, αχ t (jx · n) + β(1 − χ t (jx · n)), ∇u j (x))} is equiintegrable. As before, if we put H(λ, ρ) = ρ + (χ t (λ · n) − t) c(ρ)n, ϕ(λ, x) = H(∇u(x), λ) and U j (x) = H(jx, ∇u(x)) = ∇u(x) + (χ t (jx · n) − t) c(∇u(x))n,
For the particular case p = 2, explicit expressions for the mapping c(ρ) can be obtained which lead to corrector results similar to the ones in [3] .
