To solve the linear system Ax = b, this paper presents a generalized extrapolated method by replacing the extrapolation parameter w with the diagonal matrix R, and systematically gives the basic results for its convergence.
L y. = L,,(D, E) = (D -yE)-'[(1 -w)D + (w -y)E + wF],
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where y and w are real numbers. In fact, when D = DA and when E and F are, respectively, the strictly lower and upper triangular parts, denoted by E, and FA respectively, of the matrix -A, it turns out that L,, is the iteration matrix of the AOR method for A; when D # DA and the off-diagonal elements of E and F are, respectively, those of E, and FA, L,,,, is the iteration matrix of the GAOR method for A. In our theoretical analysis, one only needs to assume that
without the assumption that E and F are associated with E, and FA.
In Section 2 a generalized extrapolated method is presented by replacing the extrapolation parameter w of the extrapolated method given in [3] with a diagonal matrix Q, and the basic results for its convergence are given systematically.
By applying the generalized extrapolation principle to the generalized Jacobi (GJ) iterative methods in Section 3, we give some new and important results on the convergence of the GJ method with H-matrices. Using the set of the equimodularized diagonally similar matrices defined here, we give new convergence results which extend and unify the previously given various results [2-5, 11, 12, 151 for H-matrices and their subclasses, strictly or irreducibly diagonally dominant matrices. Combining the results with the convergence theorem for regular splittings, we obtain the convergence domains of the GAOR iterative method, which greatly extend the previous results [l, B-10, 13 , 141. Finally we give some conditions equivalent to the statement that A is a nonsingular H-matrix or a strictly (or an irreducibly) diagonally dominant matrix in connection with the GJ and GAOR methods. where w is a real number, the latter becomes an ordinary extrapolation [3] of the former.
NOTATION. For the matrices
Throughout this section we assume that T is an n X n complex matrix, 0 is a real diagonal matrix fl = diag(w,, oa, . . . , wn) > 0, and Tfl = I -Sz + CIT. 
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It is easy to verify that p(T) = J&E% < I. Let the diagonal matrix fi = diag(O.3,0.5). Clearly fl satisfies (2.1) with &T]) replaced by p(T). Then and p(T,) = 9.4 + j%%@%%> 19. This illustrates that even though p(T) < 1 and 0 < fi < I.
T, is divergent DEFINITION 2.1. Let T be a complex matrix. We define the matrix set for T as follows:
an ( LEMMA 2.1. Let T be a complex matrix. Then:
(ii) RCA(T)) = A(fI(T)). Then it follows that (2.2) holds.
Proof.
For (q, w2, . . . , OJ,) E S, there exists some ? E W,(T) U W,(T) such that (ol, o,, . . . , 0,) E S(F). Then from Lemma 2.2
where TO = I -n + RF and s1 = diag(w,, w2, . , . , co,). 
Clearly, W,(T) c W:(T) C R(R(T)) and W,(T) C W,*(T) C RCA(T)) if T is irreducible with
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Proof.
Let f E fi(R(T)).
Then we have Clearly there exists also a one-to-one correspondence between W,(f) and W,(T), and consequently the result is proved. Similarly we can prove Sz = S,* .
REMARK. From Lemma 2.5 we see that applying Theorems 2.2 and 2.3 to the matrix f E In(A(T)),
we get necessarily the same result as applying them to T. 
I+ ck '
we have that (2.2) holds. With a small additional computational effort we , 0 < ml' w2 =G -(2.14)
Then, from Theorems 2.3 and 2.4, for fi = diag R satisfying (ol, w,> E SG we have that (2.2), (2.101, (2.111, (2.11'1, (2.12), and (2.12') hold.
Clearly, in general, Sg 2 ST with S,* # S,.
To prove both the sufficient and the necessary conditions given in Section 3, we give some results as follows. .i
Thus from (2.16) and (2.18) we have p(lfl) 6 ll?ll < 1 and (q, w2,.. ., 0") E S(f): 
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Proof. If II )I -RI + flITI II < 1, then every row sum of II -RI + RlTl is less than one; that is, for q Q 1, similar to (2.15) and (2.16), we have $ ltijl < 1, and for wi > 1, similar to (2.17) and (2.18), we have also Cj ltijl < 1. In short, (IT(I < 1, and the necessity is proved. From Lemma 2.2 the sufficiency follows. Similarly we can prove the result for IITr II < 1. n THEOREM 2.9.
Let T be an irreducible complex matrix and Ta = I -R + RT, where n = diag(w,, w2,. . . , co,,). Then it follows that is the iteration matrix of the JOR method. So the JOR method is a special case of the GJ method.
Also, from (3.1) we have
ID-~BI = II-D-'D,I + ID-1~~1. (3.2)
From Basic Theorem A and Theorems 2.1-2.4 we can obtain some important results for the convergence of the GJ method, of which most are new. 
Proof.
Letting 1R = DP1 DA and T = Di 'B, and observing (3.1) and p(lT I) < 1, since A is a nonsingular H-matrix, the proof follows from Basic Theorem A, Theorem 2.1, and (3.2). (3.3'b) and consequently the GJ method for A converges. for the strict diagonal dominance, and so the latter is a special case of Theorem 3.2. Also, since Theorem 2.1 is a special case of Theorem 2.2, Theorem 3.1 is also a special case of Theorem 3.2. 
Then (3.3) holds, and moreover we have p( Dp'B) < p(lD-lB[) = p(lZ -D-'DAl + ID-%I) <)/)I -D-ID,] + ID-'B,])I < 1, p( D-lB) Q p( ID-'B() = p(lZ -D-ID,] + ID-%I) g(/lz -D-~D,I + ID-~B;I)I < 1,
REMARK. The result of Corollary 3.3.1 includes that of Theorem 4 in [2]
for the irreducible diagonal dominance, and the latter is a special case of where (or, wz> E S,, defined in (2.13) or indeed where (or, w2) E S,*, defined in (2.14), since A is irreducible.
Secondly, we discuss the problem for the convergence of the GAOR method. The iteration matrix
L,,(D, E) = (D -yE)-'[(l -w)D + (w -y)E + wF],
as has been pointed out in Section 1, uniformly expresses the AOR and GAOR iteration matrices for A = D -E -F. Also, in our argument it is only needed to assume that
IE + FI = [El + IFI
without the assumption that E and F are triangular matrices. 
M-N=Z-
-I-01
[(lyl+ lw -yl)lPil
For (y, w> E S,, we have that [(2-y -w>/w]p < 1, 0 < w < y, and w < 1, and then it follows that p( Ly,> < p( I L,, I) < 1.
Similarly for (y, w) E Si, i = 0, 1,2, we can prove that the last inequality holds, proving the theorem. W From Basic Theorem B and Theorems 3.1-3.4 we can obtain further results for the convergence of the GAOR method when A (or A) is a complex H-matrix. Here IDI 2 lD,l is not required, and the region of convergence of the GAOR method is improved. 
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Finally we give a set of sufficient and necessary conditions for H-matrices and diagonally dominant matrices in connection with the GJ and GAOR methods.
THEOREM 3.7. Let A be a complex matrix, then the following conditions are equivalent: E R(h( A) ) with some D, = diag(dp, d,O, . , dz) satisfying aFi/dp > 0 Vi, in which case (ap,/dp, ai,/di, , a~,/d~> E ~o,l~, neces-.sarily holds; _ _ (iv) 
or any A = (aij) = D -B E fi(A( A)) with any
(VI . ,a,,> satisfying (a',, /d;, a,,/&, . . , a',,/d,) E (d,, d,, . . , d,) satisfying (a',,/d,, a,,/ d;,..., a,,/d,,) T'D,,, < Z and with B, = E, + F, satisfying E, 2 0 and F, > 0, and for some (7, w) with 0 < y < 1 and 0 < w < 1.
_ (vi) p(lZ-'El) < 1 and p(L,,(D,_E)) < 1, for any A = (aij)_= D -B E Q(A( A)) with any D = diag
Proof.
Suppose that (i) holds. From Theorem 3.4 it follows that (i) implies (ii) and (iv). Clearly, ("> n and (iv) imply, respectively, (iii) and (v).
Assume that (iii) holds. Then aFi/dp > 0 Vi and DA, is nonsingular.
Notice that D, 'B, 'D, , + ( 0; ' DA")( D; "'B&). (3.16) Let R = DO'D,, = diag(aFl/dp, a!j',/dl, . , &,/di) E SllhlgA, proving that ( Notice that, in Corollary 3.7.1, condition (vi) implies condition (via), which implies condition (viia), while conditions (ii), (iv), and (vi) of Theorem 3.7 imply respectively those of Corollary 3.7.1, which imply respectively (iii), (v), and (vii) of Corollary 3.7.1. From these results with Theorem 3.7 the corollary follows immediately. n REMARK. Theorem 3.7 and its corollary greatly extend the previous results for the GAOR and AOR methods [8, 9, 12, 151 . 
When A is irreducible the result trivially holds from Theorem 1 in [6] . Now suppose that 4 is reducible. First assume that E > 0 is arbitrarily given. For any matrix A = 1 Al + 61 where 6 > 0 and I is the identity matrix, there exists a permutation matrix P such that the matrix PAPT is partitioned as follows: _ 0 where the diagonal submatrix A,, is an n, X n, irreducible square matrix, 1 -G t < p, C, n, = n. From Theorem 1 in [6] , it follows that there exist p nonsingular diagonal matrices Q,, t = 1,2, . . , e, with positive diagznal elements such that all row sums of the matrix Q; 'A,,Q, are equal to p( b,,), t =_1,2,.
.) p. Since P is a permutation matrix, we have P?' = P-', PA PT -A, PA PT > 0, and p(PAP') = p(i) = max, p( A,,). Letting the diagonal matrix Q= 'k-Q, and hence Cj lGijl = Cj ujj -6 < p(l Al) + 6 + E -6 = p(IAl) + E Vi. The theorem is proved. n I am grateful to the referee and the editor for their constmcctive comments on an earlier version of the paper.
