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Recent breakthroughs in quantum-dot circuit-quantum-electrodynamics (circuit-QED) systems
are important both from a fundamental perspective and from the point of view of quantum pho-
tonic devices. However, understanding the applications of such setups as potential thermoelectric
diodes and transistors has been missing. In this paper, via the Keldysh nonequilibrium Green’s func-
tion approach, we show that cavity-coupled double quantum-dots can serve as excellent quantum
thermoelectric diodes and transistors. Using an enhanced perturbation approach based on polaron-
transformations, we find non-monotonic dependences of thermoelectric transport properties on the
electron-photon interaction. Strong light-matter interaction leads to pronounced rectification effects
for both charge and heat, as well as thermal transistor effects in the linear transport regime, which
opens up a cutting-edge frontier for quantum thermoelectric devices.
PACS numbers: 73.23.ab, 73.50.Fq, 73.50.Lw, 85.30.Pq
I. INTRODUCTION
Recently, there has been a flurry of activities and
progress in probing and controlling hybrid light-matter
systems which sit at the confluence of mesoscopic physics
and quantum optics1–7. Few examples of such hy-
brid light-matter systems include quantum-dot (QD)
circuit-Quantum Electrodynamics (c-QED) systems8–16,
cold atoms coupled to light17, and optomechanical
devices18–24. Rich emergent quantum phenomena have
been found in recent experiments where QDs at finite
voltage bias have been integrated with superconducting
microwave resonators12,25–28, accomplishing sufficiently
strong light-matter coupling. Such QD-cQED systems
offer a rich platform for studying nonequilibrium open
quantum systems. Experiments are versatile, tunable
(large windows of parameters) and scalable. These QD
c-QED setups are important both from a fundamental
perspective (investigating correlations, transport, entan-
glement, bosonic statistics) and from the point of view of
device applications (quantum microwave amplifiers and
lasers in microwave regime). From the perspective of
devices, the focus and success until now has been on re-
alizing photon emitters, microwave amplifiers and even
single-atom lasers29. However, there has been no work on
investigating these systems as potential quantum transis-
tors and rectifiers30–33, which is the aim of this work.
Manipulation and separation of thermal and electrical
currents at mesoscopic scales are of fundamental inter-
est and have technological impact on high-performance
thermoelectric devices5,31,34–60. In this paper, we investi-
gate the inelastic thermoelectric transport assisted by mi-
crowave photons residing in the cavity, as well as elastic
tunneling transport. The strong light-matter interaction
provides an excellent avenue for realizing quantum ther-
moelectric devices. By employing the non-equilibrium
Green’s function approach61–67, we show that due to the
nonlinearity induced by the electron-photon interaction,
significant charge and thermal rectification effects can be
realized by properly tuning the QDs energy. We fur-
ther show that these QD c-QED setups exhibit thermal
transistor effects even in the linear transport regime, and
thus provide a salient platform for unprecedented ther-
mal control.
II. MODEL AND THERMOELECTRIC
TRANSPORT IN CAVITY-COUPLED DOUBLE
QUANTUM-DOT SYSTEMS
As schematically depicted in Fig. 1, we consider double
QDs (DQD) that are connected to two electronic reser-
voirs and a photonic bath. The QDs are defined with
tunable electronic energy levels El and Er by local gate-
voltages. t is the tunneling between the QDs. ΓL and ΓR
are the hybridization energies of the dots to the source
and drain electrodes (labeled by L and R, respectively),
respectively. Charge current, electronic heat current, and
photonic heat current are induced by applying a voltage
bias between the terminals L and R and temperature dif-
ferences among the three reservoirs. The entire system
is described by the Hamiltonian,
Hˆ = Hˆc−DQD + Hˆlead + Hˆdot−lead, (1)
with
Hˆc−DQD = HˆDQD + Hˆp + Hˆe−p. (2)
Note that in the above equation, Hc−DQD consists of the
Hamiltonian for the double QDs (HDQD), the Hamilto-
nian for the single-mode cavity photon (Hp), and the
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FIG. 1: (Color online) (a) A schematic representation of the
model. The mesoscopic system is effectively housed in the
microwave cavity. Wavy lines indicate the light-matter cou-
pling g. Tunneling rates between the dots and the electron
leads (ΓL, ΓR) and in between the dots (t) can be tuned via
gate-controlled tunnel barriers. Electrons travel from source
into the first QD (with energy El) and then hop to the sec-
ond QD (with a different energy Er) assisted by a photon from
the photonic bath. (b) Illustration of possible photon-assisted
inelastic transport processes. (c) Illustration of possible elas-
tic transport processes. Here Ed and ED are the QDs en-
ergy after hybridization. (d) Elastic (Iele ) and inelastic (I
inel
e )
electric currents as functions of the light-matter interaction
constant g for different chemical potentials µ, where El = 0,
Er = ωc, Γ0 = 0.1ωc, kBTL = kBTR = kBTp = kBT = 0.1ωc,
t = 0.3ωc, and ∆µ = 0.01ωc.
interaction between them (He−p), as elucidated below,
HˆDQD =
∑
i=`,r
Eidˆ
†
i dˆi + (tdˆ
†
` dˆr + H.c.), (3a)
Hˆp = ωcaˆ
†aˆ, (3b)
Hˆe−p = gωc(ˆd
†
` dˆ` + d
†
rdˆr)(aˆ+ aˆ
†). (3c)
Here dˆ†l/r creates an electron in the ith QD with an en-
ergy El/r. The l(r) QD is located next to and strongly
coupled with the left (right) lead. The tunneling ele-
ments from the l QD to the right lead and that from the
r QD to the left lead are assumed negligible. aˆ† and aˆ
create and annihilate a photon with energy ωc (we set
~ ≡ 1 throughout this paper) in the single-mode cavity,
respectively. The last term describes the light-matter in-
teractions characterized by the dimensionless parameter
g. The Hamiltonians
Hˆlead =
∑
j=L,R
∑
k
εj,kdˆ
†
j,kdˆj,k, (4a)
Hˆdot−lead =
∑
k
VL,kdˆ
†
` dˆL,k +
∑
k
VR,kdˆ
†
rdˆR,k + H.c. (4b)
describe the electronic leads and the tunneling between
the QDs and the leads, respectively.
We first diagonalize the DQD Hamiltonian HˆDQD,
and write it in terms of a new set of electronic oper-
ators Dˆ = sin θdˆl + cos θdˆr and dˆ = cos θdˆl − sin θdˆr,
where θ ≡ 12 arctan( 2t ) and  ≡ Er − El. The cor-
responding levels are ED =
Er+El
2 +
√
2
4 + t
2 and
Ed =
Er+El
2 −
√
2
4 + t
2. Using these operators, we
can write the DQD c-QED Hamiltonian as Hˆc−DQD =
EDDˆ
†Dˆ+Eddˆ†dˆ+ωcbˆ†bˆ+g(Dˆ†Dˆ+ dˆ†dˆ)(bˆ†+ bˆ). By em-
ploying Γj(ω) = 2pi
∑
k |Vj,k|2δ(ω − j,k) with j = L,R,
the tunneling rates between the leads and the QDs (in
the local basis d†l |0〉 and d†r|0〉) become
ΓˆL =
(
ΓL 0
0 0
)
, ΓˆR =
(
0 0
0 ΓR
)
. (5)
The unitary transformation matrix between the local ba-
sis and the new basis is U =
(
sin θ cos θ
− cos θ sin θ
)
. Hence,
the tunnel coupling matrices between the QDs and the
leads in the new basis become
ΓˆLrot = U Γˆ
LU† = ΓL
(
sin2 θ − cos θ sin θ
− cos θ sin θ cos2 θ
)
,
ΓˆRrot = U Γˆ
RU† = ΓR
(
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
)
.
(6)
To break the left-right reflection symmetry and to in-
duce efficient energy filtering, we assume that the tunnel
coupling to be Lorentzian functions, following Ref. 68,
ΓL = Γ0
Γ20
(ω − El)2 + Γ20
, ΓR = Γ0
Γ20
(ω − Er)2 + Γ20
. (7)
After obtaining the c-DQD Green’s functions (see Ap-
pendix A) the elastic and inelastic electric currents flow-
ing into the L lead can be calculated (see Appendix B)
as (e < 0 is the electronic charge)
ILe |el = e
∫
dω
2pi
Tr(ΓˆLrot(ω)Gˆ
r
tot(ω)[Σˆ
<
l (ω)
+ 2fL(ω)Σˆ
r
l (ω)]Gˆ
a
tot(ω)), (8a)
ILe |inel = e
∫
dω
2pi
Tr(ΓˆLrot(ω)Gˆ
r
1(ω)[Σˆ
<
P (ω)
+ 2fL(ω)Σˆ
r
P (ω)]Gˆ
a
1(ω)). (8b)
The elastic and inelastic heat currents flowing into the L
3lead is calculated as
ILQ|el =
∫
dω
2pi
(ω − µL)Tr(ΓˆLrot(ω)Gˆrtot(ω)[Σˆ<l (ω)
+ 2fL(ω)Σˆ
r
l (ω)]Gˆ
a
tot(ω)), (9a)
ILQ|inel =
∫
dω
2pi
(ω − µL)Tr(ΓˆLrot(ω)Gˆr1(ω)[Σˆ<P (ω)
+ 2fL(ω)Σˆ
r
P (ω)]Gˆ
a
1(ω)). (9b)
where fL = [e
(ω−µL)/kBTL + 1]−1 is the Fermi-Dirac
distributions for L reservoir. For the charge and heat
currents flowing into the R lead, the same expressions
hold once L → R. Here, µL(R) = µ ± ∆µ/2, µ is
the equilibrium chemical potential and ∆µ is the elec-
trochemical potential bias. Charge conservation implies
that ILe + I
R
e = 0, while energy conservation requires
ILQ + I
R
Q + I
P
Q + µLI
L
e /e + µRI
R
e /e = 0. The net charge
current flowing from the left reservoir to the right one is
then
Ie =
1
2
(IRe − ILe ). (10)
The heat current flowing into the photonic bath is
IPQ = −(ILQ + IRQ +
µL
e
ILe +
µR
e
IRe ), (11)
and the net heat current exchanged between the L and
R leads (from L to R) is
IQ =
1
2
(IRQ − ILQ). (12)
Before going into the details, we briefly state the meth-
ods and approximations used in this work. It was found
in Ref. 36 that, in the limit of vanishing dot-lead cou-
pling, the exact Green’s function for electrons in the
quantum-dots can be obtained using the polaron eigen-
states for arbitrary strong light-matter interaction. In
the regime with finite but very small dot-lead coupling
(smaller than any other energy scale of the system), one
can treat the dot-lead coupling using perturbation the-
ory. Up to the lowest order perturbation (i.e., the lin-
ear order of the dot-lead tunneling rates), the transport
currents can be formulated using the Green’s function
approach. The details of the polaron eigenstates, the
Green’s functions and the Feynman diagrams are given
in Appendix A. The transport currents and the Feyn-
man diagrams for higher-order corrections are given in
the Appendix B. The dot-lead coupling introduces both
elastic and inelastic transport effects. The former has
been treated in a non-perturbative way in Ref. 36 by one
of the authors. The latter is treated for the first time
in this work using the polaron Green?s function method.
Specifically, we treat the inelastic transport currents us-
ing the lowest order perturbation in the dot-lead cou-
pling, which is justified for weak dot-lead coupling. The
light-matter interaction is treated in the non-crossing ap-
proximation beyond the g2 order. The crossing Feynman
diagrams ignored in this work are of g4 and beyond.
Because of the non-crossing approximation, our the-
ory is valid in the region g < 0.1 (i.e., g2 < 0.01)
where higher-order corrections are negligible. In some
of the figures (Figs. 1 and 3) we extend the calcula-
tions to 0.1 < g < 0.25, to see the qualitative trends
beyond the region of g < 0.1. We believe that these
qualitative trends are meaningful, since g2 < 0.0625
and the next order correction is still fairly small. In
Fig. 1(d), we show the dependences of the elastic and
inelastic electric currents on the electron-photon interac-
tion which is characterized by the dimensionless param-
eter g. Compared with the inelastic electric current, the
elastic electric current has much weaker dependences on
the light-matter interaction, since it does not rely cru-
cially on the light-matter coupling. However, the light-
matter interaction does modify the elastic electric cur-
rent, mainly due to the following two mechanisms: the
shift of the electronic energy due to the polaron effect,
i.e., Eα → Eα − g2ωc (α = D, d), and the side-bands
effect. These two effects are sensitive to the chemical
potential which determines the distribution on the main
peak and the side-bands. Therefore, the chemical poten-
tial can significantly change the dependence of the elastic
electric current on the light-matter interaction, as shown
in Fig. 1(d). The dependence of the inelastic electric cur-
rent on the light-matter interaction is distinct from that
of the elastic electric current. From the figure, we find
that the inelastic electric current is proportional to g2 for
small g (i.e., weak light-matter interaction), which is con-
sistent with the rate equation results37. The dependence
becomes much stronger, starting at g ' 0.03, where our
perturbation approach is still valid. This result indicates
that, although our treatment of the inelastic currents is
perturbative, it goes beyond the conventional rate equa-
tion approach (which always predict ∼ g2 dependence
for the currents). This is because we used the polaron
Green’s functions which contain higher-order corrections
due to light-matter interaction, beyond the bare elec-
tron Green’s function. We remark that the change of
the power-law dependence in the inelastic currents is one
of the featuring results in this work due to strong light-
matter interaction.
III. THERMOELECTRIC RECTIFICATION
EFFECTS
We now study the thermoelectric rectification ef-
fects. In thermoelectric systems, beside the conventional
charge and heat rectification effects, there are also cross-
rectification effects between charge and heat31. For in-
stance, there can be charge rectification induced by tem-
perature differences. This phenomenon can be denoted
as Seebeck rectification, since it reflects the asymmetry of
the Seebeck effect with respect to the forward and back-
ward temperature differences. Similarly, there can be
heat rectification induced by voltage biases, which mea-
sures the asymmetry of the Peltier effect with respect to
4(a) (b)
(c) (d)
FIG. 2: (Color online) The current (a) and the heat current
(b) as the function of ∆µ with µ = 0. The parameters are
kBT = 0.1ωc, El = 0, Er = 2.0ωc, t = 0.3ωc, Γ0 = 0.1ωc and
g = 0.5. (c) Charge rectification Re and (d) cross rectification
Rte as the function of El and Er for g = 0.1. The other
parameters are kBT = 0.2ωc, µ = 0, ∆µ = 0.1ωc t = 0.3ωc,
Γ0 = 0.1ωc.
(a) (b)
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FIG. 3: (Color online) (a) Charge and (b) Peltier rectifica-
tions, Re and Rte, as functions of the light-mater interaction
parameter g for different El and Er with kBT = ∆µ = 0.1ωc.
Other parameters are t = 0.3ωc, Γ0 = 0.01ωc and µ = 0 for
all figures.
forward and backward voltages and hence is denoted as
Peltier rectification. To the best of our knowledge, there
is still no study on such cross-rectification effects in c-
QED systems. The amplitude of the rectification effects
is calibrated by
Re =
Ie(∆µ) + Ie(−∆µ)
|Ie(∆µ)|+ |Ie(−∆µ)| , (13)
for the charge rectification, and
Rte =
IQ(∆µ) + IQ(−∆µ)
|IQ(∆µ)|+ |IQ(−∆µ)| , (14)
for the Peltier rectification. Typical electrochemical po-
tential differences ∆µ for pronounced rectification effects
are comparable with kBT .
In Fig. 2, we demonstrate and study the charge and
Peltier rectifications. The asymmetric charge and heat
transport with respect to the forward and backward volt-
age biases are shown in Figs. 2(a) and 2(b). We find that
the asymmetry is induced by the inelastic transport pro-
cesses. As shown in Ref. 36, the elastic currents are anti-
symmetric with respect to forward and backward voltage
and temperature biases. Since the asymmetry only arises
from the inelastic transport, the light-matter interaction
plays the essential role for both charge and Peltier recti-
fications. Strong light-matter interaction leads to strong
rectification effects. Figs. 2(c)-2(d) give the dependences
of the rectification effects on the QDs energies. There
are hot-spots for both charge and Peltier rectifications.
For instance, charge rectification is pronounced at cer-
tain energies where E` is considerably different from Er.
Peltier rectification is more sensitive to the QDs energies.
Both the charge and Peltier rectification coefficients are
anti-symmetric around the line of E` = Er. However,
these results are considerably different from the weak
coupling regime where the Peltier rectification is also
anti-symmetric with respect to the line of E` = −Er31.
We understand that this is mainly due to the polaron-
induced energy shift, i.e., Eα → Eα − g2ωc (α = D, d),
and the side band effects.
Fig. 3 shows the dependences of the charge and Peltier
rectifications on the light-matter interaction for two dif-
ferent QDs energies. General trends can be observed
from the figure: for small g (i.e., weak light-matter inter-
action), the dependences follow a power-law ∼ gγ with
γ ∼ 4 but depends on specific QDs energies, tempera-
tures and electrochemical potential differences; for large
g (i.e., strong light-matter interaction), the power-law
dependences are not valid any more. Since the linear
transport coefficients due to inelastic transport processes
are proportional to g2 for small g, the rectification co-
efficients, which is due to nonlinear transport effects,
should be proportional to higher exponents. The ob-
served power-law dependences with exponents γ ∼ 4
agree with such arguments. The power-law dependences
indicate that pronounced rectification effects require gen-
erally strong light-matter interaction.
IV. THERMAL TRANSISTOR EFFECT IN THE
LINEAR TRANSPORT REGIME
It was well accepted for a long time that nonlinear
transport is the prerequisite for thermal transistor ef-
fects. In particular, negative differential thermal con-
ductance is believed to be the necessary condition for the
emergence of thermal transistor effects1. It was first ar-
gued in Ref. 31 that thermal transistor effects can emerge
in the linear-transport regime if phonon-assisted inelas-
tic transport is dominant. However, the rate equation
5method used in Ref. 31 is valid only when the electron-
phonon interaction is very weak. Here we show, using the
more rigorous Green’s function method, that such linear
thermal transistor effect also exists in c-QED systems for
a large range of QDs energies and light-matter interac-
tions. If we consider purely thermal conduction (i.e., the
electrochemical potential difference is set to zero), the
linear thermal transport properties of the system can be
described by69–71:(
IPQ
IRQ
)
=
(
KPP KPR
KRP KRR
)(
TP − TL
TR − TL
)
, (15)
where KPP =
∂IPQ
∂TP
, KPR =
∂IPQ
∂TR
, KRP =
∂IRQ
∂TP
and
KRR =
∂IRQ
∂TR
in the limit TL, TR, TP → T . From the
above, the heat current amplification factor is given by
α =
∣∣∣∂TP IRQ
∂TP I
P
Q
∣∣∣ = KRP
KPP
, (16)
As schematically illustrated in Figs. 4(a) and 4(b), the
condition for thermal transistor is α > 131. In Figs. 4(c)
and 4(d), we find that the coefficient α is very sensitive to
the QDs energies which can be controlled easily via gate-
voltages in experiments. In particular, there are hot-
spots for α to be considerably larger than 1, particularly
for 1 < |E`/ωc| < 3, while −3 < Er/ωc < −1. Detailed
dependences of the heat currents and the thermal transis-
tor coefficient α on the QD energy E` is shown in Fig. 4(c)
when Er = −2.5ωc. It is shown that pronounced ther-
mal transistor effect can be achieved at considerably large
heat currents when the light-matter interaction is strong.
In general, strong light-matter interaction helps the ther-
mal transistor effect in the linear-transport regime. It
also enhances the heat currents significantly, since the
photon heat current is proportional to the inelastic tran-
sition rate which increases rapidly with the light-matter
interaction as shown in Fig. 1.
V. CONCLUSION AND OUTLOOK
We have shown that QD systems placed at finite volt-
age bias and integrated with a superconducting c-QED
architecture can serve as excellent charge and Peltier rec-
tifiers (diodes). Thermal transistor effects in the linear
transport regime is also found thanks to photon-assisted
inelastic transport. Although the paper is primarily dis-
cussed for a QD c-QED architecture, our results are very
applicable to molecular junctions36,50,72–78 as well where
the role of photons is played by the molecular vibrations.
However, we have not considered the role of electron-
phonon interactions and electron-electron Coulomb inter-
actions, which generally exist in QDs c-QED systems79.
Our results are applicable when electron-phonon interac-
tion is much weaker than the light-matter interaction, the
intra-dot Coulomb interaction is very strong, while the
small charge current
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FIG. 4: (Color online) (a) Schematic of the function of a con-
ventional transistor. A small charge current flowing from the
emitter to the base controls a large charge current flowing
from the emitter to the collector. The ratio between the two
charge currents is the quantity that characterizes the transis-
tor effect. (b) Schematic of the DQD—c-QED system as a
thermal transistor. The DQD—c-QED system acts like the
PNP junction. The small heat current flowing from the source
lead to the photon bath, IPQ , can controle the large heat cur-
rent flowing from the source lead to the drain lead, IRQ . The
ratio between the two heat currents defines the heat current
amplification factor, α, which characterizes the thermal tran-
sistor effect. (c) The heat current flowing into the drain lead,
IRQ , the photonic heat current I
P
Q , and the heat current am-
plification factor α, as functions of the QD energy E` for two
different light-matter interactions g = 0.01 and 0.1, where the
other parameters are kBT = 0.2ωc, µ = 1.0ωc, Er = −2.5ωc
and Γ0 = 0.1ωc. The heat currents and heat current ampli-
fication factor α are considerably larger for the strong light-
matter interaction. (d) The heat current amplification factor
α as a function of the QDs energies E` and Er. Here g = 0.1
while ther parameters are the same as in figure (c).
inter-dot Coulomb interaction is negligible. Future work
will involve understanding the role of electron-phonon
interactions and studying the impact of onsite and inter-
site Coulumb interactions80–82, alongside with the fun-
damental strong light-matter interaction effects83.
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Appendix A: Non-perturbative Green’s functions for
the DQD c-QED model without dot-lead coupling
We start by analytically solving the eigenproblem for
the DQD c-QED model. Following the relation Gr(t) =
Θ(t)(G>(t) − G<(t)), Ga(t) = −Θ(−t)(G>(t) − G<(t)),
and utilizing Θ(t) =
∫
dω
2pii
eiωt
ω−i0+ , we have the retarded
(advanced) Green’s function:
G
r/a
0D (ω) =
∫
dω1
2pi
∫
dω2
2pii
∫
dteiωt e
−i(ω1−ω2)t
ω2∓i0+
×[G>0D(ω1)−G<0D(ω1)]. (A1)
Following the method of Ref. 36, we first detail the
calculation of the lesser Green’s function
G<0D(ω) =i
∫ +∞
−∞
dteiωt〈d†D(0)dD(t)〉
=i
∫ +∞
−∞
dteiωt
∑
ϕ
∑
ψ
〈ϕ|ρd†D(0)|ψ〉
× 〈ψ|eiHc−DQDtdD(0)e−iHc−DQDt|ϕ〉, (A2)
where ρ = e−βHc−DQD/Z with Z = Tr(e−βHc−DQD ).
Here |ϕ〉 and |ψ〉 are the possible eigenstates.
We introduce a cavity photon basis with displacements
shifted by different QD states through the e-p coupling36
|n〉ν = [(Aˆ†ν)n/
√
n!] exp (−g2ν/2− gν aˆ†)|0〉, (A3)
where Aˆ†ν = aˆ
† + gν denotes the creator that creates a
photon displaced from the original position by a value
gν depending on the electronic state, that is, g0 = 0,
gD = gd = g, and gDd = gD + gd = 2g, n = 0, 1, 2....
Therefore, with the help of the cavity photon basis, the
solution to the eigenvalue problem is
0〈0, n|Hc−DQD|0, n〉0 = nωc, (A4)
D〈D,n|Hc−DQD|D,n〉D = nωc + E˜D, (A5)
d〈d, n|Hc−DQD|d, n〉d = nωc + E˜d, (A6)
Dd〈Dd, n|Hc−DQD|Dd, n〉Dd = nωc + E˜Dd, (A7)
where E˜D = ED − ωcg2D, E˜d = Ed − ωcg2d and E˜Dd =
E˜D + E˜d − 2ωcgDgd. Obviously, |0, n〉0, |D,n〉D, |d, n〉d,
|Dd, n〉Dd are four possible eigenstates and nω0, nωc +
E˜D, nωc + E˜d, nωc + E˜Dd are the corresponding possible
eigenvalues.
There are only two nonzero combinations for calcu-
lating G<D(ω): |D,n〉D and |0,m〉0, or |Dd, n〉Dd and|d,m〉d, and we
G<0D(ω) =
2pii
Z
∞∑
n=0
∞∑
m=0
[
δ(ω − (n−m)ωc − E˜D)
× e−β(nωc+E˜D)D〈n|m〉0 0〈m|n〉D
+ δ(ω − (n−m)ωc − (E˜Dd − E˜d))
× e−β(nωc+E˜d)Dd〈n|m〉d d〈m|n〉Dd
]
. (A8)
The detailed expression of b〈n|m〉c, denoting the inner
product of modified phonon states with effective displace-
ments gb and gc, can be derived as follows:
b〈n|m〉c = 〈0| (aˆ+ gb)
n
√
n!
exp (−gb2/2− gbaˆ)
× (aˆ
† + gc)m√
m!
exp (−gc2/2− gcaˆ†)|0〉
=
exp [−(gb − gc)2/2]√
n!m!
×〈0|(aˆ+ gb)ne(−gcaˆ†)e(−gbaˆ)(aˆ† + gc)m|0〉
=
exp [−(gb − gc)2/2]√
n!m!
×〈0|(aˆ+ gb − gc)n(aˆ† + gc − gb)m|0〉
=
exp [−(gb − gc)2/2]√
n!m!
×
min{n,m}∑
k=0
k!Ckn(gb − gc)n−kCkm(gc − gb)m−k
= (−1)mDnm(gb − gc), (A9)
where
Dnm(x) = e
−x2/2
min{n,m}∑
k=0
(−1)k√n!m!xn+m−2k
(n− k)!(m− k)!k!
is invariant under the exchange of indices n,m. Note,
to get the third equivalence, we utilized the relation
exp (caˆ)f(aˆ†, aˆ) = f(aˆ† + c, aˆ) exp (caˆ).
Therefore, the lesser Green’s function can be further
reduce to:
G<0D(ω) =
2pii
Z
∞∑
n,m=0
[
δ(ω −∆(1)nm)e−β(nω0+E˜σ)+
δ(ω −∆(2)nm)e−β(nωc+E˜Dd)
]
D2nm(gD),(A10)
7where
∆(1)nm = (n−m)ωc + E˜D,
∆(2)nm = (n−m)ωc + (E˜D − 2ωcgDgd),
Dnm(gD) = e
−g2D/2
min{n,m}∑
k=0
(−1)k√n!m!gn+m−2kD
(n− k)!(m− k)!k! ,
Z = (1 +NP )(1 + e
−βE˜D + e−βE˜d + e−βE˜Dd).
Here NP = 1/(e
βωc − 1) denotes the Bose distribution
of the photon population with inverse temperature β ≡
1/kBTP and E˜D = ED − ωcg2D, E˜d = Ed − ωcg2d and
E˜Dd = E˜D + E˜d − ωcgDgd.
Similarly, for the greater Green’s function, we can ob-
tain
G>0D(ω) = −i
∫
dteiωt〈dD(t)d†D(0)〉
= −2pii
Z
∑
n,m
[
δ(ω −∆(1)nm)e−βmωc+
δ(ω −∆(2)nm)e−β(mωc+E˜d)
]
D2nm(gD)(A11)
Substituting the expressions of the greater and lesser
Green’ functions into Eq.A1, we get the advanced and
retarded Green’s functions of the c-DQD
G
r/a
0D (ω) =
1
Z
∞∑
n,m=0
[
e−βmωc + e−β(nωc+E˜D)
ω −∆(1)mn ± i0+
+
e−β(mωc+E˜d) + e−β(nωc+E˜d)
ω −∆(2)mn ± i0+
]
D2nm(gD), (A12)
Appendix B: Enhanced perturbation theory for
transport with dot-lead coupling: inelastic and
elastic transport currents
With the Green’s functions, we can now study the
quantum transport by calculating the charge current
ILe = e
d
dt
〈
∑
k
dˆ†i dˆi〉 = e
∫
dω
2pi
IL(ω) (B1)
and heat current
ILQ =
d
dt
〈
∑
k
(Lk − µL)dˆ†i dˆi〉 =
∫
dω
2pi
(ω − µL)IL(ω)
(B2)
leaving electrode L, The Green’s function calculation
yields
IL(ω) = −iTr(ΓˆLrot(ω)Gˆ<tot(ω)
− fL(ω)[Gˆatot(ω)− Gˆrtot(ω)]), (B3)
=
+
+
𝜔 𝜔
Zeroth order dot-lead coupling
2nd order dot-lead coupling 
(elastic current)
𝜔 𝜔 𝜔
𝑉 𝑉
2nd order dot-lead 
coupling (inelastic current)
𝜔
∓𝜔𝑐
𝜔 ± 𝜔𝑐 𝜔 ± 𝜔𝑐 𝜔 ± 𝜔𝑐 𝜔
𝑉 𝑉 𝑔
𝐺𝑡𝑜𝑡
Symbol Meaning
bare dot
c-DQD
(dressed electron)
photon
leads
lead-dot coupling,
coupling strength 𝑉
Electron-photon coupling,
coupling strength 𝑔
𝐺𝑡𝑜𝑡
𝑔
FIG. 5: (color online).Symbol and Feynman diagram for the
Green’s function Gtot which is the main ingreadient in the
transport calculations.
+
∓𝜔𝑐
𝑉 𝑉
∓𝜔𝑐
𝑔 𝑔 𝑔
𝜔 ± 𝜔𝑐 𝜔 ± 𝜔𝑐 𝜔𝜔 𝜔 ± 𝜔𝑐 𝜔 ± 2𝜔𝑐 𝜔 ± 𝜔𝑐
𝑔
∓𝜔𝑐
𝑉𝑉
∓𝜔𝑐
𝑔𝑔𝑔
𝜔 ± 𝜔𝑐𝜔 ± 𝜔𝑐𝜔 𝜔𝜔 ± 𝜔𝑐𝜔 ± 2𝜔𝑐𝜔 ± 𝜔𝑐
𝑔
FIG. 6: (color online).Symbol and Feynman diagram for the
Green’s function Gtot for the 4th order electron-photon inter-
action.
which in terms of the total Green’s functions are Gˆ<tot(ω),
Gˆrtot(ω), and Gˆ
a
tot(ω) are the lesser, advanced and re-
tarded Green’s function, respectively. By using the
Dyson equation and the Keldysh formula, we have the
total retarded (advanced) Green’s function,
Gˆ<tot(ω) = Gˆ
a
tot(ω)[Σˆ
<
P (ω) + Σˆ
<
l (ω)]Gˆ
r
tot(ω), (B4)
where
Gˆrtot(ω) = [(Gˆ
r
1(ω))
−1 − ΣˆrP (ω)]−1, (B5)
8here
Gˆr1(ω) = [(Gˆ
r
0(ω))
−1 − Σˆrl (ω)]−1, (B6)
and
Gˆr0(ω) =
(
Gr0D(ω) 0
0 Gr0d(ω)
)
, (B7)
As is seen from the above equations, the self-energy on
the dot includes two contributions. The first, Σl, is due
to the coupling with the leads,
Σˆ>l = −i[ΓˆLrot(1− fL) + ΓˆRrot(1− fR)], (B8)
Σˆ<l = i(Γˆ
L
rotfL + Γˆ
R
rotfR), (B9)
Σˆ
r/a
l = ∓i(ΓˆLrot + ΓˆRrot)/2. (B10)
The second contribution to the self-energy results from
the interaction with the photons, and in the non-crossing
approximation (i.e., the correction of the quantum-dot
Green’s function due to light-matter interaction is not
crossing with the correction due to the dot-lead coupling)
the leading order term is given by,
ΣˆrP (ω) =ig
2
∫
dω′
2pi
[ (1 +NP )Gˆ>1 (ω′)−NP Gˆ<1 (ω′)
ω − ωc − ω′ + i0+
+
NP Gˆ
>
1 (ω
′)− (1 +NP )Gˆ<1 (ω′)
ω + ωc − ω′ + i0+
]
, (B11)
and
Σˆ<P (ω) = g
2
[
NP Gˆ
<
1 (ω − ωc) + (1 +NP )Gˆ<1 (ω + ωc)
]
,
(B12)
The leading dependence of the above self-energies on the
light-matter interaction is proportional to g2. Neverthe-
less, higher-order contributions are also included because
of the use of the polaron Green’s function. Inserting the
expressions for the Green’s function Gˆtot into the above
equation, one finds that IL can be written as a sum of
two terms, one arising from the elastic transitions of the
transport electrons and the other coming from the inelas-
tic ones,
IL(ω) = I
el
L (ω) + I
inel
L (ω), (B13)
The elastic-process contribution is
IelL (ω) = Tr(Γˆ
L
rot(ω)Gˆ
r
tot(ω)[Σˆ
<
l (ω)
+ 2fL(ω)Σˆ
r
l (ω)]Gˆ
a
tot(ω)), (B14)
while the inelastic one is
IinelL (ω) = Tr(Γˆ
L
rot(ω)Gˆ
r
1(ω)[Σˆ
<
P (ω)
+ 2fL(ω)Σˆ
r
P (ω)]Gˆ
a
1(ω)). (B15)
So we can get the elastic and inelastic currents,
ILe |el = e
∫
dω
2pi
Tr(ΓˆLrot(ω)Gˆ
r
tot(ω)[Σˆ
<
l (ω)
+ 2fL(ω)Σˆ
r
l (ω)]Gˆ
a
tot(ω)), (B16a)
ILe |inel = e
∫
dω
2pi
Tr(ΓˆLrot(ω)Gˆ
r
1(ω)[Σˆ
<
P (ω)
+ 2fL(ω)Σˆ
r
P (ω)]Gˆ
a
1(ω)). (B16b)
Meanwhile, we obtain the heat current as
ILQ|el =
∫
dω
2pi
(ω − µL)Tr(ΓˆLrot(ω)Gˆrtot(ω)[Σˆ<l (ω)
+ 2fL(ω)Σˆ
r
l (ω)]Gˆ
a
tot(ω)), (B17a)
ILQ|inel =
∫
dω
2pi
(ω − µL)Tr(ΓˆLrot(ω)Gˆr1(ω)[Σˆ<P (ω)
+ 2fL(ω)Σˆ
r
P (ω)]Gˆ
a
1(ω)). (B17b)
We remark that the elastic transport is treated to the
second-order in dot-lead coupling and to all orders in
light-matter interaction. In contrast, using the enhanced
perturbation theory, the inelastic transport is treated at
least to the second-order in dot-lead coupling, since the
non-perturbative Green’s functions of electrons without
dot-lead coupling are used (see Fig. 5). However, there
are still high-order terms missing in our theory (the cross-
ing terms are shown in Fig. 6 indicating g4 and higher-
order dependences; The non-crossing terms, which are
not shown, have at least g4 dependences which corre-
spond to two-photon absorption and emission and other
higher-order processes).
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