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Abstract— This paper introduces the design optimization
strategies, especially for structures which have dynamic con-
straints. Design optimization involves first the modeling and then
the optimization of the problem. Utilizing the Finite Element
(FE) model of a structure directly in an optimization process
requires a long computation time. Therefore the Backpropagation
Neural Networks (NNs) are introduced as a so called surrogate
model for the FE model. Optimization techniques mentioned in
this study cover the Genetic Algorithm (GA) and the Sequential
Quadratic Programming (SQP) methods. For the applications
of the introduced techniques, a multisegment cantilever beam
problem under the constraints of its first and second natural
frequency has been selected and solved using four different
approaches.
Index Terms— Structural dynamics, Design Optimization, Ge-
netic Algorithms, Sequential Quadratic Programming, Backprop-
agation Neural Networks, Finite Element Method.
I. INTRODUCTION
WHENEVER the natural frequency of a machine or astructure coincides with the frequency of the external
excitation, a phenomenon known as resonance occurs. If the
dynamics of the structure is not accounted for in the design,
catastrophic failures due to resonance may occur. With modern
numerical methods such as the Finite Element Method (FEM),
it is possible to analyze the dynamic response of a system
comprehensively. After this, a redesign process can be applied
to modify several parameters of the structure under consider-
ation. The redesign process involves the optimization of the
structural shape or the material properties in order to improve
the system performance. The most efficient way to improve
the design is to use numerical optimization techniques.
The computational cost associated with the Finite Element
(FE) analysis causes difficulties to use FE model directly in
design optimization, that is why surrogate modeling can be
employed to replace the FE model with its approximation.
This paper is built up as follows: in Section II, the design
optimization concept is clarified and the essential elements,
namely surrogate modeling and optimization topics are pointed
out. For the surrogate based modeling the Backpropagation
Neural Networks (NNs) are clarified and for the optimization
two different strategies, the Genetic Algorithms (GAs) and
the Sequential Quadratic Programming (SQP) methods are
presented. In Section III, the introduced techniques are applied
on a multisegment cantilever beam problem and finally in
Section IV, conclusions are given.
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II. DESIGN OPTIMIZATION
Design optimization involves firstly, the modeling of the
problem and then optimizing it. Modeling consists of the
construction of the FE model of the structure, selection of
the design variables, formulation of the objective function
and decision of the constraints. Optimization consists of the
selection of any suitably chosen optimization algorithm and
optimizing the objective function under the defined constraints
using this algorithm.
The objective function and the corresponding constraint
functions are called several times at each iteration of the
optimization process. If the objective function values or any of
the constraint values are obtained using expensive computer
analysis (e.g FEM) then the time required to find the optimum
increases significantly. The use of surrogate models is a tactic
employed to replace the expensive computer analysis with
their approximation to avoid time consuming computations
in the optimization process. The basic idea behind them is
to generate an approximate function on the basis of design
values and the corresponding output values obtained from
the computer analysis (input-target pairs). There are different
methods for finding the desired surrogate model [1], [2] and
many optimization techniques depending on the conceived
problem [3], [4]. In this study, the Backpropagation NNs are
utilized as surrogate models. The GA and the SQP methods
are elucidated in the concept of optimization.
A. Backpropagation NNs
The Artificial Neural Network (ANN) structure is inspired
by the working principle of the brain. The neurons considered
in the ANNs are simple abstractions of biological neurons and
they are used to predict the relations between the particular
input-target data set. As it is deduced from [5], a two layer NN
having a nonlinear transfer function with sufficient number of
neurons in the hidden layer and a linear transfer function in the
output layer can be trained to approximate any function (see
Fig. 1). This ability to approximate functions to any desired
degree of accuracy makes NN an attractive tool for surrogate
modeling. A mathematical description of a two layer NN can
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Fig. 1. A two layer NN structure.
be given as,
x̂ = Ax+ b
x˜ = f(x̂)
y = Bx˜+ c (1)
where x ∈ RNi×1, y ∈ RN2h×1 represent the input-target
vectors, x˜ ∈ RN1h×1 stands for the hidden layer outputs (at
the same time an input for the output layer) and Ni, N1h ,
N2h denote the number of input vector elements, hidden layer
neurons and output vector elements, respectively. The function
f used in the hidden layer stands for the set of nonlinear
(sigmoid) transfer functions and allows the network to learn
nonlinear and linear relationships between the input-target
pairs. The linear output layer lets the network produce the
values outside the sigmoid functions range. A ∈ RN1h×Ni ,
B ∈ RN2h×N1h , b ∈ RN1h×1 and c ∈ RN2h×1 denotes the
network parameters. The weights A, B have an effect on the
slope of the network output and the bias terms b, c shift the
entire network output on the coordinate axis [6].
The Backpropagation algorithm is a generalization of
the Least Mean Squares (LMS) algorithm. The al-
gorithm is provided with a set of input-target pairs
{p1, t1}, {p2, t2}, ..., {pQ, tQ} where pq is an input to the
network and tq is the corresponding target. As each input
pair is applied to the network, the obtained network output
is compared to the target value and the network parameters
(weights and bias terms) are adjusted in order to minimize the
mean square error
Q∑
q=1
(tq − yq)T (tq − yq) =
Q∑
q=1
N2h∑
j=1
(ej,q)2
=
N∑
i=1
(vi)2 (2)
where ej,q is the jth element of the error for the qth input-
output pair,
vT = [v1 v2 . . .vN ] = [e1,1 e2,1 eN2h,1 e1,2 . . . eN2h,Q]
and N = Q × N2h . Equation (2) defines an unconstrained
optimization problem and can be solved using an appropriate
iterative algorithm [7]. In this study, the Levenberg-Marquardt
algorithm is utilized for the solution which can be summarized
as
zk+1 = zk − [JT (zk)J(zk) + µkI]−1JT (zk)v(zk)
where z is a vector including the network parameters, J is
the Jacobian matrix of v, I is the identity matrix and µ is a
scalar value. The algorithm approaches the steepest descent
algorithm when the value of µk is increased and converges to
the Gauss Newton algorithm when the value of µk is decreased
which provides a faster convergence to the minimum. The
disadvantage of the algorithm is the storage requirement (JTJ
must be stored). When the number of parameters of the
networks are very large (more than a few hundred parameters),
this method becomes very inefficient [8].
During the network training one of the problems that can
occur is overfitting, that is, the error on the training set of
the network is driven to a very small value but when a new
input-target pair is introduced, the network becomes too poor
to generalize the new situation. One method for improving
generalization is the regularization. In the Backpropagation
algorithm the aim of the NN training is based on to minimize
the mean square error between the target and the NN output,
F = EM =
Q∑
q=1
(tq − yq)T (tq − yq).
For regularization, network generalization is improved by
adding an additional term to the objective function F which
then becomes
F = βEM + αEP
where EP is the sum of squares of the network parameters
(weights and biases), α and β are the objective function pa-
rameters. The relative size of α and β determines the training
process [9]. If α ¿ β, training algorithm will minimize the
errors. If αÀ β, training algorithm will reduce the size of the
network parameters to produce a smoother network response.
Setting the correct values for α and β constitutes the main
problem of regularization. In this study, Bayesian regular-
ization of David Mackay [10] is used. Calculation of the
function parameters α and β requires the computation of the
second derivative of F . In [9], Gauss-Newton approximation is
proposed to approximate the Hessian matrix. In the Levenberg-
Marquardt algorithm the Gauss-Newton approximation is read-
ily available. Therefore, the additional computation to find the
optimum values α and β is reduced by using this algorithm.
There are few points that are useful to take into account
about NNs. Before training the NN, mapping the training data
into the range [−1, 1] enables to obtain better results. Addition-
ally, in some situations the Backpropagation algorithm does
not present the correct weights and biases for the optimum
solution. That is because the nonlinear transfer functions in the
hidden layer introduce many local minima to the error function
(2). The numerical techniques used to minimize the error
function are gradient based methods. Therefore, depending on
the initial conditions, network solution can be trapped in one
of the local minima. This can be prevented by reinitializing
the network and retrain it several times until satisfactory
convergence is obtained.
B. Optimization
Two types of optimization techniques are introduced,
namely the GA and the SQP methods for the solution of
nonlinear programming (NLP) problems. The general problem
formulation can be given as follows,
min
x
f(x)
sbj. to ci(x) ≤ 0, i = 1, 2, ...,m
ci(x) = 0, i = m+ 1,m+ 2, ..., n
Aineqx ≤ bineq
Aeqx = beq
LB ≤ x ≤ UB (3)
where c(x) stands for the nonlinear equality and inequality
constraints, m is the number of nonlinear inequality con-
straints, n is the number of total nonlinear constraints , Aineq ,
Aeq are the coefficient matrices of the linear inequality and
equality constraints, LB, UB are the lower and upper bounds
of the problem variables. In a more abbreviated form, the NLP
problem can be represented as,
min
x
f(x)
sbj. to Gi(x) ≤ 0, i = 1, 2, ..., t′ (4)
Gi(x) = 0, i = t′ + 1, t′ + 2, ..., t
where the vector function G(x) returns a vector of length t
containing the values of the constraints at x.
1) Genetic Algorithm: The GA is a method for solving
parameter optimization problems in the global sense by imi-
tating the principles of natural evolution. The GA generates a
population of points in each iteration and the best point of the
population approaches an optimal solution which increases the
possibility of finding the global optimum. During its process,
the GA does not require any derivative information of the
objective function.
There are many ways to handle constraints in the GAs
[11]. The algorithm discussed in this paper solves bound and
linear constraint optimization problems by generating feasible
children either by making random changes to a single parent
(mutation) or by combining the vector entries of a pair of
parents (crossover). The crossover operator uses the following
strategy for creating crossover children: Let XC = {xi, i ∈ N}
is the set of parents which are going to be used for crossover.
Then,
crossoverchild = αxm + (1− α)xn, α ∈ [0, 1]
where m and n are are randomly selected integers. Since the
region restricted by the bound and linear constraints define a
convex set, the produced child is a feasible child.
The mutation operator uses pattern search methodology for
creating feasible mutation children. The mutated child x′i is
obtained by adding a parameter s, to the selected parent xi ∈
XM = {xi, i ∈ N} where XM is the set of parents for
mutation, therefore
x′i = xi + s = xi + v∆m. (5)
In (5), v represents the feasible direction vector and ∆m
represents the step size. If the parent lies strictly in the feasible
set, then any direction v selected from the positive basis [12]
will produce a mutated child provided that its size ∆m is
sufficiently small. The maximal positive basis, used in the
algorithm, is obtained as in [13]. This positive basis is refined
at each generation of the GA, based on the information of
the step size ∆m. Additionally, the updating strategy for the
step size is similar to the one in the same paper. If the parent
lies on any of the boundaries, then only the directions on the
corresponding boundaries and the ones towards the feasible
region must be considered (See Proposition 8.2 of [14]). In
the algorithm, for defining the set of feasible direction vectors,
the dense basis defined in [13] is used instead of a unit basis.
For the nonlinear constraints, the composite Lagrangian
barrier-augmented Lagrangian (CLB-AL) algorithm of Conn
et al. [15], [16], provides a framework for the GAs’ nonlinear
constraint solver. A subproblem is formulated by combining
the fitness function and the nonlinear constraint functions
using the Lagrangian and the penalty parameters as
φ(x;λ, S, µ) = f(x)−
m∑
i=1
λisi log(si − ci(x))
+
n∑
i=m+1
λici(x) +
1
2µ
n∑
i=m+1
ci(x)2 (6)
where λ = λi, i = 1, 2, ...,m are the Lagrange multiplier
estimates, si are the nonnegative shifts and µ is the penalty pa-
rameter. The function φ(x;λ, S, µ) is known as the composite
Lagrangian barrier-augmented Lagrangian function. If there
are linear and bound constraints besides nonlinear constraints,
then they are not taken into account in (6). These constraints
are carried out in the GA using the crossover and the mutation
operators.
The GA minimizes a sequence of the subproblem (6).
When the subproblem is minimized to a required accuracy and
satisfies the feasibility conditions, the Lagrangian parameter
is updated, otherwise the penalty parameter is reduced by a
positive factor in the outer iteration. This results in a new
subproblem formulation and minimization. Until the stopping
criteria is met these steps are repeated.
Since there is no way to relate the gradient information to
how the GA can stop, the stopping criterion for the subproblem
solver is the same as what is used for the GA without
nonlinear constraints. The stopping criteria ensures that the
GA could not make any progress. The outer iteration which
formulates the subproblem and adjust the problem parameters
has little to do with the subproblem solver. The update of
these parameters depend on the intermediate solution of the
GA subproblem solver. Hence, the robustness of the CLB-
AL framework depends on how well the subproblem solver
performed.
2) Sequential Quadratic Programming: An SQP method
is an iterative method which solves a quadratic programming
(QP) problem,
min
p
1
2
pTWkp+∇fTk p (7)
sbj. to ∇Gi(xk)T p+Gi(xk) ≤ 0, i = 1, . . . , t′
∇Gi(xk)T p+Gi(xk) = 0, i = t′ + 1, . . . , t
at each of its iteration k, where Wk is the positive definite
approximation of the Hessian of the Lagrangian function
∇xxL, p is a vector containing the descent direction for xk
and the Lagrange multiplier estimates. In the algorithm, for the
solution of the subproblem (7), an active set method similar
to the one described in [17] is used and for the updates of
Wk, the BFGS (Broyden-Fletcher-Goldfarb-Shanno) formula
is used. After the solution of the subproblem has been ob-
tained, the next step is using this solution to construct a
better approximation xk+1. This process is iterated to create
a sequence of approximations, that is desired to converge to
a solution. Convergence properties generally are classified as
either local or global. The local convergence results proceed
from the assumption that the initial x iterate is sufficiently
close to a solution x∗. An SQP method defines a locally
convergent algorithm, where the convergence can be shown
based on the classical Newton’s method [18]. Convergence
from an arbitrary point is called global convergence. To ensure
the global convergence, an SQP method needs to define a
measure of progress which is done using the merit functions.
The SQP method utilized in this study uses the merit function
defined in [19].
III. OPTIMIZATION OF A MULTISEGMENT CANTILEVER
BEAM
For the application of the methods described in the previous
section, a multisegment clamped-free cantilever beam consist-
ing of 10 segments is selected (See Fig. 2). The optimization
Fig. 2. A multisegment clamped-free beam.
problem under consideration is dealing with the minimization
of the total mass of the beam by adjusting the densities of each
segment within the identified bounds while keeping the first
and the second natural frequency constant. The modal analysis
is carried out using the FE software, ANSYS. The following
parameters are used for the calculations: the length, width and
thickness of each segment are 0.2 m, 0.02 m and 0.02 m, the
elastic modulus is 206800 MPa, the area moment of inertia
is 1.33× 10−8 m4. The multisegment beam is modeled using
the BEAM3 element which is a uniaxial element with tension,
compression and bending capabilities. A total of 20 elements
(2 elements per segment) are used for modeling. The initial
design of each segment of the beam is assumed to have equal
density of ρi = 7830 kg/m3. The first and the second bending
frequency of the multisegment beam and the total mass of
the initial design are 4.1457 Hz., 25.9774 Hz. and 6.2640
kg., respectively. Based on this knowledge, the optimization
problem is defined as follows,
min
ρi
m =
10∑
i=1
(ρiVi)
sbj. to 100 ≤ ρi ≤ 20000
ω1 = 3
ω2 = 25.9774
where ω1and ω2 stands for the first and the second bending
eigenfrequencies, respectively. So, the objective is to attain the
minimum mass while decreasing the first eigenfrequency from
4.1457 Hz. to 3 Hz. and keeping the second eigenfrequency
constant at 25.9774 Hz. .
For the tests MATLAB software is used and four different
test cases are examined. The first one is the direct optimization
of the problem with the SQP method. The algorithm calls
ANSYS whenever it needs any information about the con-
straint functions. In the second case, instead of using ANSYS
for the frequency constraint information, the NN surrogate
models of the frequencies are utilized. For the construction of
the networks, 15 neurons in the hidden layer with a tangent
sigmoid transfer function are used. Each network is trained
with 300 data points which took 8.0154 minutes to obtain
using ANSYS. After the NN models have been built, the
SQP method is used on them. In the third case, the problem
is solved using the GA where again the NN models of the
frequencies are used. The last case is the combination of the
second and the third cases. Since the optimization results based
on the GA is not satisfactory, the SQP method is called with
the final value of the GA result.
The sensitivity analysis results of each variable according
to the first and the second natural frequencies is illustrated
in Fig. 3 and Fig. 4. It is observed in the figures that the
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TABLE I
RESULTS OF THE TEST CASES.
ρ m NCS - NN NCS-ANSYS Time
NN-GA
ρ1= 770 ρ5= 5526 ρ9= 19998
ρ2= 3583 ρ6= 2757 ρ10= 16606
ρ3= 3061 ρ7= 9139
ρ4= 6846 ρ8= 15032
6.6653
w1= 3
w2= 25.98
w1= 3
w2= 26.19
45 min .
NN-SQP
ρ1= 100 ρ5= 100 ρ9= 20000
ρ2= 100 ρ6= 19580 ρ10= 20000
ρ3= 100 ρ7= 100
ρ4= 100 ρ8= 9223
5.5522
w1= 3
w2= 25.98
w1= 3
w2= 26.01
53 s.
ANSYS-SQP
ρ1= 100 ρ5= 100 ρ9= 20000
ρ2= 100 ρ6= 11543 ρ10= 20000
ρ3= 100 ρ7= 13092
ρ4= 100 ρ8= 4055
5.5352 w1= 3
w2= 25.98
21 min .
NN-GA-SQP
ρ1= 100 ρ5= 100 ρ9= 20000
ρ2= 100 ρ6= 19580 ρ10= 20000
ρ3= 100 ρ7= 100
ρ4= 100 ρ8= 9223
5.5522
w1= 3
w2= 25.98
w1= 3
w2= 26.01
46 min .
first natural frequency is more sensitive to the variables of
the segments which are close to the free end. On the other
hand, the second natural frequency is more sensitive to the
variables of the segments 10, 5, 6, 4, 7, in a descending order.
The mode shape illustrations support these results, as well
(See Fig. 5). Therefore, the frequency constraints are fulfilled
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Fig. 5. Normalized mode shapes of first two modes of the clamped-free
beam.
either by locating the mass at the 8th or the 9th segment
which have a large influence on the first eigenfrequency and a
small influence on the second eigenfrequency or locating the
mass at the free end for decreasing the first eigenfrequency
and adjusting the mass of the mid-segments for compensating
the change in the second natural frequency.
The corresponding results of each case is given in Table I. In
the table, the abbreviation NCS states the nonlinear constraint
satisfaction and in the time column, the time required for
obtaining the training data is excluded. The convergence
results of each case is displayed in Fig. 6. Additionally, the
optimum values of the variables are illustrated on a segmented
beam using a colorbar (See Fig. 7). It is observed that the
obtained results are coherent with the deductions discussed in
the previous paragraph.
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Fig. 6. The convergence results of the cases.
In Fig. 6, at the beginning of the iterations an increase in
the total mass has been detected which is then followed by
a gradual decrease. These initial increases in the objective
functions are different in different methods. The reason of
the increases is that the initial densities are not feasible
(nonlinear equality constraints are not satisfied) and in each
case the corresponding algorithm tries to find a point in the
feasible region. The reason of the level difference is that the
subproblem solved in SQP (See (7)) is different than the
subproblem solved by GAs (See (6)).
IV. CONCLUSIONS
In this study, for performing an effective design optimiza-
tion, the NN surrogate models were introduced and the opti-
mization techniques based on the GA and the SQP methods
were discussed. Additionally, several test cases based on this
techniques were applied on a multisegment beam problem.
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Fig. 7. The initial design and the optimum designs obtained from the cases
NN-GA, NN-SQP, FEM-SQP, NN-GA-SQP, respectively from top to bottom.
The colors represent the densities.
According to the observations, it is apparent that surrogate
model based optimization using SQP method outperforms
other strategies mentioned in this paper. The essential point
in this strategy is that the obtained results are highly depen-
dent on the accuracy of the NN surrogate models. The GA
based optimization results clearly show that convergence to
the global minimum is not achieved, although the estimated
parameters fulfill the constraints. The main reason of this
occasion is that the performance of the nonlinear constraint
solver strongly depends on the progress of the GA subproblem
solver. Additionally, in the original algorithm [16] a robust
stopping criteria based on a gradient information is used which
guaranties the global convergence. Unfortunately, there is no
way to combine this information with the GAs, therefore the
stopping criteria is changed with the one which ensures that
the GA could not make any progress.
An SQP method only handles problems where the objec-
tive and constraint functions are both continuous and have
continuous first derivatives. Additionally, it only finds the
local minimum. The problem that is dealt with has a linear
objective function, thus direct use of the SQP method does
not cause any inconvenience. When the objective function is
nonlinear, an SQP method attains the closest optimum value
in the neighborhood of the initial point. There are several
ways to overcome this problem. One way is illustrated in the
4th case which has not any relevance to the problem under
consideration because it is possible to find the global optimum
using only the SQP method. The main reason to take it into
account is to show that whenever the objective function is
nonlinear, it is possible to estimate the location of the potential
optimum using the GA, then find out the exact optimum by
the SQP method. Though, this strategy is still based on how
well the GA performed. Another way is generating many
initial points, executing the SQP method for each of them and
selecting the best value. The disadvantage of this technique is
the number of initial points increases proportionally with the
nonlinearity of the objective function.
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