We study the limiting distribution of the height i n a generalized trie in which external nodes are capable to store up to b items (the so called b-tries). We assume that such a tree is built from n random strings (items) generated by an unbiased memoryless source. In this paper, we discuss the case when b and n are both large. We shall identify six natural regions of the height distribution that should be compared to three regions obtained for xed b. We prove that for most n, the limiting distribution is concentrated at the single point k 1 = blog 2 (n=b)c + 1 as n b ! 1. We observe that this is quite di erent than the height distribution for xed b, in which c a s e the limiting distribution is of an extreme value type concentrated around (1+1=b) l o g 2 n. We derive our results by analytic methods, namely generating functions and the saddle point method. We also present s o m e n umerical veri cation of our results.
Introduction
We study here the most basic digital tree known as a trie (the name comes from retrieval).
The primary purpose of a trie is to store a set S of strings (words, keys), say S = fX 1 : : : X n g. Each word X = x 1 x 2 x 3 : : : is a nite or in nite string of symbols taken from a nite alphabet. Throughout the paper, we deal only with the binary alphabet f0 1g, but all our results should beextendable to a general nite alphabet. A string will bestored in a leaf (an external node) of the trie. The trie over S is built recursively as follows: For jSj = 0 , the trie is, of course, empty. For jSj = 1 , trie(S) is a single node. If jSj > 1, S is split into two subsets S 0 and S 1 so that a string is in S j if its rst symbolis j 2 f 0 1g. The tries trie(S 0 ) and trie(S 1 ) are constructed in the same way except that at the k-th step, the splitting of sets is based on the k-th symbol of the underlying strings.
There are many possible variations of the trie. One such v ariation is the b-trie in which a leaf is allowed to hold as many a s b strings (cf. 5, 9, 11, 17] ). In Figure 1 we show an example of a 3-trie constructed over n = 10 strings. The b-trie is particularly useful in algorithms for extendible hashing in which the capacity of a page or other storage unit is b. Also, in lossy compression based on an extension of Lempel-Ziv lossless schemes (cf. 10, 18]), b-tries (or more precisely, b-su x trees) are very useful. In these applications, the parameter b is quite large, and may depend on n. There are other applications of b-tries in computer science, communications and biology. Among these are partial match retrieval of multidimensional data, searching and sorting, pattern matching, con ict resolution algorithms for broadcast communications, data compression, coding, security, genes searching, DNA sequencing, and genome maps.
In this paper, we consider b-tries with a large parameter b, that may depend on n. Such a tree is built over n randomly generated strings of binary symbols. We assume that every symbol is equally likely, thus the strings are emitted by an unbiased memoryless source. Our interest lies in establishing the asymptotic distribution of the height, which is the longest path in such a b-trie. We also compare our results to those for b-tries with xed b, PATRICIA tries (cf. 7, 9, 11, 13]) and digital search t r e e s ( c f . 8, 9, 11]).
We now brie y summarize our main results. We obtain asymptotic expansions of the distribution PrfH n kg of the height H n for six ranges of n, k, and b (cf. Theorem 2). This should be compared to three regions of n and k for xed b (cf. Theorem 1). We s h a l l prove that in the region where most of the probability mass is concentrated, the height 
Summary of Results
We let H n be the height o f a b-trie of size n. We denote its probability distribution by h k n = PrfH n kg: Here the loop integral is around any closed loop about the origin.
To gain more insight into the structure of this probability distribution, it is useful to evaluate (2.5) in the asymptotic limit n ! 1 . In 7] we derived asymptotic formulas that apply for n large with b xed, for various ranges of k. For purposes of comparison, we repeat these results below. We also observed that the probability mass is concentrated in the central region when ! 0. In particular, In fact, most of the probability mass is concentrated around k = ( 1 + 1 =b) l o g 2 n + x where x is a xed real number. More precisely:
where hxi is the fractional part of x, that is, hxi = x ; b xc. Due to the term hlog 2 ni the limit of (2.7) does not exit as n ! 1 . We next consider the limit b ! 1. We now nd that there are six cases of (n k) to consider, and we summarize our nal results below. The necessity of treating the six cases in Theorem 2 is better understood by viewing the problem as rst xing k and b, and then varying n (cf. Section 4). This result applies to the limit where b n k ! 1 with a = p b(1 ; n2 ;k =b) ! 1 but n2 ;k =b ! 1 ; . We note that for xed large n the condition a = O(1), with 0 < a < 1, a s b ! 1 may not be satis ed for any k. However, for xed large b and k, w e can clearly nd n so that a = p b(1 ; n2 ;k =b) = O(1) for some range of n (see also numerical studies in Section 4). The expansion (2.9) applies when n b and k are such that h k n is neither close to 0 n o r t o 1 .
The result (2.9) has roughly the form of an exponential of a Gaussian, and it should becontrasted with the double exponential in (2.6), which applies for b xed. The large b result is somewhat similar to the corresponding one for PATRICIA trees analyzed by u s i n 7] and digital search trees discussed in 8].
Next, we apply Theorem 2 for a xed (large) b and n and k vary. We rst de ne k 0 = When n=b is not a power of 2 (with`= 1 2 : : : ) a n d w e consider a xed (0 < < 1), then we can easily show that j and a are all asymptotically large, so that parts (d)-(f) of Theorem 2 do not apply, and we must use part (c) (or the intermediate result in (2.9) ) to compute h k n . 1 We thus have h k 0 ;1 n = 0 and h k 0 n 1 so that the mass accumulates at k = k 0 = blog 2 (n=b)c + 1 .
We summarize this analysis in the following corollary. 
Derivation of Results
We establish the six parts of Theorem 2. Since the analysis involves a routine use of the saddle point method (cf. 1, 12]), we only give the main points of the calculations.
We rst note that the rst integral exactly and use Laplace's method on the second integral. Now f 0 (u) < 0 for u A=b and the major contribution to the second integral is from the lower endpoint.
Obtaining the leading two terms leads to (ii) in the Lemma 1.
To derive part (iii), we s c a l e A ; b = p bB to see that the main contribution will come from u ; 1 ;i1 e b(1=x 0 ;1) e (n;b) 2 =2x 2 0 d :
We explicitly evaluate the integral in (3.7), use Stirling's formula to approximate n! and note that in the indicated limit 1=(n;b) = n ;1 1+b=n+b 2 =n 2 +O(b ;3=2 )]. Then Theorem 2 (c) follows. Note that as x 0 ! 1 the approximation (3.3) ceases to be valid near the saddle point. This completes our consideration of the \right tail" of the distribution, where h k n is asymptotically close to one.
We proceed to analyze the left tail of the distribution. First, we consider the limit b n k ! 1 with b2 k ;n = j xed, and j 0. We use part (ii) of Lemma 1 to approximate ; 2 k log 1 ; b z2 ;k : We furthermore scale z = 4 k bt and then (2.5) with (3.8) becomes h k n n!e ;2 k log(b!) e 2 k b log(2 ;k ) 1 2 i I z j;1 exp ;2 k log 1 ; b z2 ;k dz (3.9) n!(4 k b) j e ;2 k log(b!) e 2 k b log(2 ;k ) 1 2 i I t j;1 e 1=t d = n! j! (4 k b) j e ;2 k log(b!) e 2 k b log(2 ;k ) : Using Stirling's formula to approximate n! and b! and replacing n by b2 k ; j, we see that (3.9) is asymptotically equivalent to Theorem 2(f).
Next we t a k e b n k large with b ; n2 ;k = xed. We m a y still use the approximation (3.8) We n o w s e t z = 2 k b and obtain from (2.5) and (3. Then the standard Laplace estimate of (3.14) leads to part (d) of Theorem 2.
To summarize the calculations, we h a ve e v aluated ( 
Numerical Studies
We determine the numerical accuracy of the results in Theorem 2, and also demonstrate the necessity of treating the six di erent scales. To do so, it is best to x b and k, and vary n. We consider the range b + 1 n b2 k , since otherwise h k n = 1 or h k n = 0. We note that as we increase n, w e gradually move from case (a) to case (f) of Theorem 2. We also comment that for a xed large b and n, the conditions under which (d){(f) apply may not be satis ed for any k. However, for a xed large b and k, we c a n always nd a range of n such t h a t e a c h of the parts of Theorem 2 apply.
In Table 1 w e consider b = 1 6 and k = 2 . We thus have 2 k = p b so that the condition 2 k = O( p b), which appears in parts (b){(d), is (numerically) satis ed. Table 1 gives the exact values of 1 ; h k n and the approximations from Theorem 2, parts (a){(c). The part (a) approximation is denoted by 1 ; h k n (a), etc. We see that when n = 1 7 , (a) is a better approximation than (b), but (b) is superior when n 19. We also see that (c) gradually becomes a better approximation than (b), though the former always over estimates the true value by a factor of about 2.
In Table 2 we retain b = 16 and k = 2, but now take 46 n 64. We tabulate the exact h k n along with the asymptotic results in parts (d){(f) of Theorem 2. We also give the corresponding values of a = p b(1 ; n2 ;k =b), = b ; n2 ;k and j = b2 k ; n, since these results assume that a, and j are O(1), respectively. When n = 64, approximation (f) is accurate to within 2%. When n = 63, (f) is more accurate than (e), but (e) becomes superior for n 62. When n is further decreased to n = 54, (d) becomes more accurate than (e). We also recall that when h k n is not close to either 0 or 1, then part (d) applies.
In Tables 3 and 4 we increase b and k to b = 6 4 and k = 3 (thus retaining 2 k = p b).
In Ta b l e 3 w e consider 1 ; h k n for cases (a){(c) and in Table 4 we give h k n for cases (d){(f) (again tabulating the values of a, and j). When n = 6 5 = b+1, (a) is superior to (b), but (b) is the better approximation for n 66. Approximation (c) becomes better than (b) for some n in the range 150,200]. Table 4 considers 400 n 512 = b2 k and demonstrates the transition between cases (d) and (e) and then (e) and (f). In general, the results in Tables 3 and 4 are more accurate than those in Tables 1 and 2 , as one would expect, since the asymptotics apply for b ! 1 .
These data also suggest that in some cases (especially (c)), it may be desirable to calculate some of the higher order terms in the asymptotic series. In most of the cases, these are likely to be of order O(b ;1=2 ) relative to the leading term, for 2 k = O( p b). The overall accuracy of the asymptotic results is also consistent w i t h O(b ;1=2 ) error terms. Finally, w e 
