Lung cancer is the leading cause of cancer death in men and women. The prognostic value of survival after lung cancer surgery has an important role in decision-making for surgeons and patients. The combination of clinical features and CT scan information for diagnosis, treatment and survival of patients with lung cancer increases the accuracy of prediction using machine learning. Therefore, creating a computer intelligent method with low error and high accuracy to predict survival is an important challenge, and it is beneficial for decreasing mortality from lung cancer, and for planning treatment.
Introduction
Lung cancer is the most common cause of death in the world and 1.4 million people die each year from lung cancer. Lung cancer is a major disease worldwide, and about 27% of all deaths from cancer are related to lung cancer (Yu et al., 2016) . It is essential to identify patients selected for treatment of lung cancer through surgery who have a high survival risk after surgery. The mortality rate after lung cancer treatment for 30 or 90 days is a preferred index for the cancer population . The prediction and prognosis of the possible complications and benefits of surgery can help appropriate decisions to be made by doctors and by patients with lung cancer.
Past research evidences that soft computing techniques such as artificial neural networks (Geng et al., 2016; Luo, 2017) , fuzzy logic (Kuo et al., 2015; Omiotek et al., 2013) , support vector machines (Dobrowolski et al., 2016; Dolatabadi et al., 2017) and deep learning (Ciompi et al., 2015; Cosma et al., 2017; Gargeya and Leng, 2017; Pham et al., 2017; Sun et al., 2017; Yin et al., 2016; Zhang et al., 2016a) , which have been used for medical prediction and decision-making, have good results using training data sets. Simonsen et al. (2015) have expressed risk factors for post-operative pneumonia (POP) in patients undergoing therapy by lung cancer surgery within 30 days after surgery, with a logistic regression method. They reported that previous pneumonia, advanced age, chronic pulmonary disease, obesity, atrial fibrillation and alcoholism are major factors. Möller and Sartipy (2012) declared that evolutions in modality of life for 6 months after lung cancer surgery can predict survival. They studied answers to 36-Item Short Form (SF-36) questions before and 6 months after lung cancer surgery, using a regression model. Tanvetyanon et al. (2015) offered an acceptable prediction of post-operative survival for surgery of multi-lobe noncell lung cancers with a lack of metastatic illness. Histology, age, sex, highest N-stage, maximal T-size and laterality were effective for estimation using the regression method. Yu et al. (2016) suggested a support vector machine to specify effective features in shorter-term and longer-term survivors of lung cancer from The Cancer Genome Atlas (TCGA) and Stanford tissue microarray image databases. Oakden-Rayner et al. (2017) alluded to a fatality classification task from chest CT images and muscle, aorta, body fat, epicardial fat, vertebral column, heart and lung segmentation maps using deep learning for 5-year mortality classification. Zhu et al. (2016a) propounded a deep convolutional neural network for survival analysis with pathological images based on National Lung Screening Trial (NLST) lung cancer data. Zięba et al. (2014) have proposed a boosted support vector machine (SVM) classifier to categorize patients into two classes: class 1 -death within 1 year after surgery, and class 2 -sur-vival. They elicited nine decision rules from a thoracic surgery data set including 470 samples and 16 features for medical utilization, for predicting post-operative survival expectancy in lung cancer patients. Iraji (2017) has implemented a multi-layer architecture of sub-adaptive neuro-fuzzy inference system (MLA-ANFIS) with various combinations of multiple input features, regression, neural networks and an extreme learning machine (Macías-García et al., 2017) based on a thoracic surgery data set with 16 input features for prediction of 1-year post-operative survival expectancy in thoracic lung cancer surgery; ELM (wave kernel) has good performance.
In a study (van der Burgh et al., 2017) , a deep learning technique was used as a method to indicate survival by clinical parameters and MRI data in amyotrophic lateral sclerosis (ALS). Macías-García et al. (2017) introduced a deep learning approach to improve the quality of the genomic data used to expand immunohistochemistry signatures to predict breast cancer. Kuan et al. (2017) investigated a deep learning method for lung cancer detection using 3D lung CAT scans for determining malignancy of the cancer. Ciompi et al. (2017) classified lung cancer nodules into solid, non-solid, part-solid, calcified, perifissural and speculated nodules, using deep learning from CT scan images. Wang et al. (2017) proclaimed a system for classifying mediastinal lymph node metastasis of non-small cell lung cancer, from CT images using machine learning methods containing SVMs, random forests, deep learning, adaptive boosting and artificial neural networks. Their results indicated that the highest accuracy was by deep learning.
The Up survey discussed the usage of several available methods of lung and thoracic surgery, using soft computing techniques. Among soft computing approaches, reasons for selecting deep methodology are that it calibrates the learning function by using training data, and offers better performance in forecasting and classification.
The number of patients who die after surgery is lower than the number of patients who survive for a 1-year period. Nevertheless, new tools and methods are essential to help doctors improve their decision-making, and to predict survival expectancy of patients after lung cancer surgery, in order to minimize mortality. The motivation of this study is to plan a smart system with a deep learning method, to aid clinicians in predicting post-operative survival expectancy in thoracic lung cancer surgery with high accuracy. In this paper, a new intelligent system based on the deep learning approach in the clinical diagnosis of thoracic lung cancer surgery is suggested, which assists doctors in patient election, and recognizes the risk of death after surgery.
Materials and methods

Deep learning
Deep learning is a recent development in machine learning and is used in many research fields, such as speech recognition (Martinez et al., 2017) , drug discovery and toxicology (Tian et al., 2016) , customer relationship management (Singh and Tucker, 2017) , computer vision Zhang et al., 2017) , and bioinformatics (Wahab et al., 2017) with good results.
One of the characteristics of deep learning is the ability to handle data directly instead of using the extracted features of data produced by different algorithms.
The considered deep network comprises stacked sparse auto-encoders (SSAEs) as illustrated in Fig. 1 . The blue path in Fig. 1 shows the structure of a deep neural network.
An auto-encoder neural network is an unsupervised learning method that utilises the backpropagation learning approach to adjust the goal values to match the input values.
The auto-encoder trains to learn a function y i ≈ x i and it can discover interesting structures in the input data by placing limitations on the number of hidden units, and sparsity restrictions on the hidden units.
In fact, this simple auto-encoder is very similar to PCAs, but PCAs only allow linear transformation, whereas auto-encoders are non-linear, and can learn more complex relationships between visible and hidden units; the network learns a compressed representation of the input. The auto-encoder inflicts a sparsity constraint on the hidden units, allowing it to discover interesting features in the data.
When input data are given to a deep network, it first compresses (encodes) input data, "adjusting" it to a smaller presentation, and then attempts to reconstruct (decode) it. The motivation for training the network is to minimise error in reconstruction and find the most effective compressed presentation (encoding) for the input data. Multiple levels of auto-encoders are included, with a visible layer, a hidden layer and a reconstruction layer, at each level. The visible (input) layer of the second level auto-encoder is the hidden layer in the first level auto-encoder and the visible layer of the third level auto-encoder is the hidden layer in the second level auto-encoder, et cetera.
The first level auto-encoder is trained to obtain the first level features in the hidden layer, then the features are disseminated to the second level auto-encoder as input. In a similar manner, all of the auto-encoders are trained and will obtain higher features at the top level.
Auto-encoder training is formed of two parts: an encoder which extracts the features h from the input x and a decoder which reconstructs the output y from those extracted features h.
Encoder and decoder adaptation is represented by equations (1) and (2):
Where w e and w d represent the weight matrix of the encoder and decoder b e and b d are the bias vectors, respectively. f (·) is the activation function of the auto-encoder.
The goal here is minimise the error function between the input data of visible layer and the reconstructed data of reconstruction layer. The error cost function is computed by equation 3. The prime term is an average sum of squares error and the second term is the weight degradation term, while the third term is a sparse penalty term:
where: n = the number of data inputs λ = the weight degradation parameter which controls the relative momentousness of the prime and the second terms β = a parameter controlling the weight of the sparse penalty term m = the number of neurons in the hidden layer KL is the kullback-leibler (Cosma et al., 2017) divergence between tow bernoulli random variables with mean ρ and mean is the average activation of hidden unit j or averaged over the training set and ρ is a sparsity parameter, usually a small value near to zero (ρ = 0.05)
KL
is calculated using equation 4:
Where 1{.} is the indicator function, 1 {a true expression} = 1 and 1 {a false expression} = 0. The weight decay term punishes high values of the parameters, and u + 1 is dimensional of feature vectors x.
The cost function J(θ) is certain to have a single solution using algorithms like L-BFGS, gradient descent, etc. since it is now entirely convex with the addition of the weight decay term. Further details about deep learning are found in Bengio (2009), Su et al. (2015) , Zhang et al. (2016b) and Zhu et al. (2016b) .
Extreme learning machine (Macías-García et al., 2017)
An extreme learning machine (Macías-García et al., 2017 ) is a type of NN that is used (Equation 8) for a single-layer feed-forward NN that specifies the input weights randomly and the output weights analytically (Feng et al., 2009; Huang et al., 2006) .
In the following equation, α k and b k are learning parameters of activation functions and β k is the weight of the k th hidden neuron associated to the output neuron. The input data are (x i , t i ), and N is the number of samples where
The number of auto-encoder level and hidden neurons in each level are determined by trial and error.
The high-level features or hidden neurons are given to the softmax regression (SF) model, which is a supervised learning algorithm in the deep neural network and classifies the input data.
If we consider {(x (1) , y (1) ), ((x (2) , y (2) ), … , (x (n) , y (n) )} tuples as input data, the output y can take on f different classes. We have that y (i) ∈ {1, 2, 3 … f}. We desire our hypothesis to predict the probability that p (y = z|x) for z = 1, 2, …, f. Our hypothesis is defined by equation 6:
Where θ 1 , θ 2 , θ f are model parameters, θ = , the term causes the distribution to sum to one and normalises it. The cost function of the softmax regression classifier model is specified by equation 7: Zięba et al. (2014) performed boosted SVM to discover rules from a real clinical data set for post-operative survival expectancy in lung cancer patients, and they extracted 16 features for predicting post-operative survival expectancy. The data set was gathered retroactively for lung samples from 1200 lung cancer patients in the years 2007-2011 at the Wroclaw thoracic surgery station, which was managed by the Institute of Tuberculosis and Pulmonary Diseases in Warsaw, Poland.
Results and discussion
The main data set contained 139 features, of which 36 were from pre-operative, 37 from peri-operative and 46 (containing 17 pathology-related) from post-operative periods. Zięba et al. (2014) used 36 pre-operative features for the prediction of 1-year survival, and they reduced the number of features from 36 to 16 with 470 example records by the boosted SVM method.
Iraji (2017) predicted 1-year post-operative survival expectancy for thoracic lung cancer surgery by applying MLA-AN-FIS, neural networks, regression and ELM, based on the same thoracic surgery data set with 16 input features.
We tried to design a careful method for predicting post-operative survival expectancy in lung cancer patients with a thoracic surgery data set (Zięba et al., 2014) ; 470 patient records were used, and the 16 input variable features are specified below. Of the patients with lung cancer disease in the data set, 400 patients survived (positive) and 70 patients died (negative); the number of patients who survived after surgery is greater than the number of patients who died. Choosing patients to undergo lung cancer surgery who have a lower risk of death during the short term (30-day period) or long term (1-or 5-year period) after surgery is very important (Zięba et al., 2014) .
In this paper, we evaluated 1-year survival, to estimate post-operative survival expectancy in lung cancer patients.
We executed our proposed method in MATLAB version 9.1.0.441655 (R2016b) on a laptop with 1.7 GHz CPU, and we applied root mean square error (RMSE) and accuracy in order to calculate evaluation indices, to compare our method with others and to identify the best one. RMSE describes the sample standard deviation of the differences between predicted values and actual values, and accuracy demonstrates precision classification.
Deep stacked sparse auto-encoder (DSSAE) neural networks deploy a model of the system by using data, 70% of which was randomly selected for training data, 15% for validation and 15% for testing (Er et al., 2012; Kuncheva, 2004; Temurtas et al., 2009) .
The native auto encoders utilize lesser number of neurons in the hidden layer than the input neurons in first layer to extract the useful compacted representations features from input data (Baldi and Hornik, 1989; Kramer, 1991) . Fig. 2 illustrates RMSE and accuracy between actual and predicted survival expectancy after thoracic lung cancer surgery, using DSSAEs from 1 to 16 hidden neurons. As seen in Fig. 2 , the optimum number of hidden neurons is 11. DSSAE architecture 16-11-6-2 was considered (Fig. 3) , and it achieved the best performance. There are many training and testing protocols (Kuncheva, 2004 ) but due to the same conditions in order to compare with previous works (Iraji, 2017; Zięba et al., 2014) we repeated proposed methods randomly 100 repetitions. To eradicate an over-learning phenomenon, we performed our proposed method for 100 runs with randomly selected training, validation and testing data for each simulation on the same data set. Table 1 shows the average confusion matrix according to the predicted and actual data for training, testing, validation and all samples using DSSAEs to predict survival expectancy after thoracic lung cancer surgery. Averages of correct classification index and average RMSE for 100 runs between the proposed method and those from previous work are compared in Table 2 . The average correct classification index and average RMSE were 92.34 and 0.28 after applying the DSSAE method, whereas (Iraji, 2017) obtained an average correct classification index of 88.79 and average RMSE of 0.33.
Comparison of average correct classification index and average RMSE for 100 runs between methods proves that the DSSAE system has better performance than the other methods. Fig. 4 shows the deviation of predicted survival expectancy after thoracic lung cancer surgery from actual (dev%) for 470 records, using the DSSAE method and previous work (Iraji, 2017 ) with ELM; the DSSAE method has lower error values. In this paper, performance measures, namely sensitivity, specificity, geometric and mean area under the curve (AUC) were computed for forecast evaluation (Table 3) . Patients surviving after thoracic lung cancer surgery are classed as positive, and dead people as negative. According to the equations below, sensitivity is the ratio of positives that are correctly recognized, and specificity is the ratio of negatives that are correctly recognized. In mathematics, the geometric mean is a type of mean or average that is defined as the mth root of the product of m numbers (equation 18). Table 3 , it can be observed that the DSSAE method is a better classifier than previous methods, with sensitivity of 94, specificity of 82.86 and g-mean of 88.25. (18) In the receiver operating characteristics (ROC) plot, FP rate is drawn on the X axis and TP rate is drawn on the Y axis; AUC is an index of classification that shows the performance of methods (Carter et al., 2016) . Fig. 5 shows the ROC for the deep method, and the 45° native is above it. Average values of AUC for 100 runs for the positive class were 0.8843 using the deep method, while it was reported as 0.8581 by ELM (wave) in a previous work (Iraji, 2017) , and 0.66 by SVM by (Zięba et al., 2014) . 71.97-90.82 ) and AUC of 0.8843 (95% CI, 0.86-0.091), so the DSSAE method is better for predicting post-operative survival expectancy in thoracic lung cancer surgery than other proposed algorithms, as that of (Iraji, 2017) has a g-mean of 85.70 with sensitivity of 90.05, specificity of 81.57 and AUC of 0.8581 using the same data set; the calculations performed on experimental results shown in Tables 1-3 prove this claim. Also, Zięba et al. (2014) found a g-mean of 65.73 with sensitivity of 60.00 and specificity of 72.00 using the same data set.
Conclusions
People like to know how long they are likely to survive; they save themselves from dying by changing their lifestyle, and identifying the factors that affect it. To treat diseases with surgery, prognosis of post-operative survival is very effective for decision-making by doctors and patients.
The aim of this research was to create a solution to use machine learning techniques, namely DSSAEs, for prediction of post-operative survival expectancy in thoracic lung cancer surgery. We have provided DSSAEs with a 16-11-6-2 structure, using two stacked sparse auto-encoders; the advantage of the approach used is the design of a system capable of classifying survivors and non-survivors after surgery, from features extracted before surgery.
We have shown that our approach based on DSSAEs can be successful in solving the problem of predicting post-operative survival expectancy in thoracic lung cancer surgery, and the performance of the proposed method is higher than that of other solutions.
It could also be considered, using genetic algorithms to determine the DSSAE structure weights accurately, that the number of hidden neurons and counts of auto-encoders could be specified more precisely. We could change the type of learning function and cost function in DSSAEs, and better results would probably be achieved. Genomic analysis of the tumour, neoadjuvant therapy, anatomopathological findings and biomarker features were not included in this research, a restriction of this study. By training on other data sets, the efficiency of the proposed system can be enhanced to make it more effective in making decisions about post-operative survival expectancy in thoracic lung cancer surgery.
We used SAE for learning patterns from the patient data. SAEs usually create features for reconstructing the given data in unsupervised fashion. The use of SAE is helpful in extracting features taking advantage of the data characteristics, but there may be limitations in extracting "discriminative" features, which can be critical in distinguishing the classes. We should further consider the extraction of discriminative features through such as fine-tuning of the network structures.
Prediction of post-operative survival expectancy after surgery for other organs in the body could be done in future work. Other than 1-year survival, the most important thing is longterm survival of these patients; this is an issue that could be addressed by other models.
