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As a promising candidate for exhibiting quantum computational supremacy, Gaussian boson sampling (GBS)
is designed to exploit the ease of experimental preparation of Gaussian states. In this work, we establish suf-
ficient conditions for efficient approximate simulation of GBS under the effect of errors such as photon losses
and dark counts. We show that efficient simulation of GBS is possible if the per-photon transmission rate scales
as the inverse of the square root of the average number of photons. As a consequence, for architectures where
losses increase exponentially with circuit depth, our results place an upper bound on circuit size beyond which
GBS becomes simulable. We also find that increasing the amount of input squeezing is helpful to evade our
classical simulation algorithm, which suggests a potential route to fight against photon loss.
An important milestone in the field of quantum compu-
tation will be the demonstration of quantum computational
supremacy [1, 2] – when a quantum device performs a compu-
tational task that is beyond the capabilities of classical com-
puters. With this in mind, various restricted quantum com-
putational models [3–8] were proposed for which there is ev-
idence that efficient classical simulation is impossible, up to
commonly-believed complexity-theoretic conjectures. Boson
sampling (BS) [6], together with its variants [9, 10], are ex-
amples of such proposals which require simple quantum op-
tical components, such as linear optics, photon detectors, and
single-photon sources.
Gaussian boson sampling (GBS) [11] is a computational
model in which the photon statistics is directly measured from
a Gaussian state. Any pure zero-mean Gaussian state can be
generated from a set of squeezed vacuum states followed by
a passive linear-optical transformation. Accordingly, an arbi-
trary Gaussian boson sampling instance can be implemented,
without loss of generality, by three steps: (i) deterministic
preparation of K single-mode squeezed vacuum states, usu-
ally assumed to have same squeezing strength, by pumping
a laser into a non-linear crystal; (ii) interference over an M
mode interferometer, implemented by simple optical elements
such as beam splitters and phase shifters [12, 13]; (iii) sam-
pling of output photon statistics by an array of photon num-
ber resolving detectors. The deterministic sources, together
with high generation probability and sampling rate, render
GBS a highly efficient alternative to BS. Besides demonstrat-
ing quantum computational supremacy, GBS might have po-
tential applications for specific computational problems such
as dense subgraph searching [14, 15], perfect matching count-
ing [16], graph isomorphism [17] and the simulation of vi-
brational spectra [18]. In addition, GBS was shown recently
to be strongly connected to non-Gaussian probabilistic state
engineering [19–21].
Because these near-term quantum devices do not benefit
from fault-tolerant error correction, noise inevitably increases
with the complexity and size of realistic experiments, limiting
their correct functioning. Therefore, investigating the noise
boundaries where near-term devices transition from quan-
tum complexity to classical simulability is paramount for a
demonstration of quantum computational supremacy. Numer-
ous works have studied the effects of experimental noise on
the robustness of BS, including partial photon distinguisha-
bility [22, 23], fabrication imperfections on linear-optical ele-
ments [24–26], losses [27–31], and detector dark counts [27].
However, no rigorous analysis has been carried out for GBS
so far.
A common approach to investigate the power of imperfect
devices is to show under which conditions, over the noise pa-
rameters, they become efficiently classically simulable. In
that case, the device is not expected to provide any compu-
tational advantage. Rahimi-Keshari et al. first established a
rigorous bound for exact classical simulability of BS under the
effect of photon losses and detector dark counts [27]. How-
ever, the notion of exact simulability is very stringent, as a
real-world experiment is incapable of producing samples from
the exact theoretical distribution. Therefore, a more relevant
approach is to focus on approximate classical simulation, i.e.,
algorithms that sample from a distribution sufficiently close to
that generated by the quantum device.
In this manuscript, we describe an efficient classical algo-
rithm for approximate simulation of GBS under the effect of
imperfect sources, photon losses and dark counts. We investi-
gate how the error in our simulation scales with the noise pa-
rameters, establishing boundaries beyond which GBS would
be efficient simulable and comparing them with recent exper-
iments.
Our classical algorithm works as follows. We begin by
transforming a realistic model of losses and dark counts
into a virtual model consisting of identical thermalized input
squeezed states (each denoted by σ), followed by an ideal in-
terferometer and an array of noisy detectors. We then con-
sider the task of sampling from the output distribution ob-
tained when the state σ is approximated by another Gaussian
state τ . We use the theory of phase-space quasi-probability
distributions (PQDs), described in Ref. [27], to obtain an ef-
ficient sampling algorithm that works exactly for a class of
states τ . We then optimize over those states and quantum dis-
tance measures to obtain the closest approximation to σ.
Quasi-probability distributions and Gaussian states.—The
main ingredient of our results is the theory of PQDs for
bosonic systems [27, 32]. Consider an M -mode bosonic sys-
tem and let xˆ := (qˆ1, pˆ1, . . . , qˆM , pˆM ) denote the row vector
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2of its quadrature operators. They satisfy the commutation re-
lations (~ = 2) [xˆj , xˆk] = 2iΩjk , where Ω = IM ⊗
(
0 −1
1 0
)
and IM is theM×M identity matrix. The annihilation opera-
tors are given by aˆj = 12 (qˆj + ipˆj) and aˆ := (aˆ1, . . . , aˆM )
T .
The t-ordered PQD [(t)-PQD] of an M -mode
Hermitian operator ρ is defined as W (t)ρ (x) =
(2pi)−2M
∫
d2MξΦ
(t)
ρ (ξ) exp(−ixTΩξ), where x ∈ R2M
are the eigenvalues of quadrature x and −IM ≤ t ≤ IM .
It is the Fourier transformation of the t-ordered charac-
teristic function Φ(t)ρ (ξ) = Tr[ρD(ξ)] exp(ξtξ†/2). Here
D(ξ) = exp(ixˆTΩξ) is the displacement operator and we
slightly abuse the notation that t is a diagonal matrix with
various order parameters on its diagonal. For t = −IM ,
t = 0 and t = IM , we obtain the well-known Husimi,
Wigner and Glauber-Sudarshan functions, respectively.
In Ref. [27] it was shown that the probability of detecting a
photon pattern can be written as the overlap between PQDs:
P (n) = (2pi)M
∫
d2MxW
(−t)
Π (n|x)W (t)ρout (x) , (1)
whereW (t)ρout (x) is the (t)-PQD of the pre-measurement output
state and W (−t)Π (n|x) is the (−t)-PQD of the measurement
operator. If both PQDs are positive and can be simulated ef-
ficiently for some t, the device as a whole can be efficiently
simulated by successively sampling from the chain of distri-
butions given in Eq. (1).
For our result, the main calculations will be reduced to deal
only with single-mode Gaussian states, so we briefly review
them here. Generalizing to multi-mode Gaussian states is
straightforward, and we refer the readers to Ref. [33] for a
comprehensive review. A state ρ is Gaussian if it is fully char-
acterized by its mean vector x¯ρ = Tr {ρxˆ} and its covariance
matrix Vρ, whose matrix elements are given by
V j,kρ =
1
2
Tr
{
ρ
[
xˆj − x¯jρ, xˆk − x¯kρ
]
+
}
, (2)
where [·, ·]+ is the anti-commutator. All distance measures
we consider are minimized when two Gaussian states are dis-
placed along the same direction by the same amount [34], so
we set x¯ = 0 from now on without loss of generality.
For a single-mode Gaussian state, the (t)-PQD is simply a
Gaussian function:
W (t)ρ (x) =
exp
[− 12xT (Vρ − tI2)−1x]
2pi
√
det(Vρ − tI2)
. (3)
Equation (3) only holds when Vρ − tI2 is positive definite.
Since the covariance matrix Vρ is positive definite, there al-
ways exists t∗ρ ∈ [0, 1] such that: for t < t∗ρ the (t)-PQD is a
Gaussian function; for t = t∗ρ, the (t)-PQD has δ-function sin-
gularities; and for t > t∗ρ, the (t)-PQD does not exist. A Gaus-
sian state is called classical if its P function (i.e., for t = 1),
is well-behaved. We generalize this notion of classicality and
say that ρ is (t)-classical if Vρ − tI2 is positive definite, or
equivalently, if its (t)-PQD is non-singular (i.e., if t ≤ t∗ρ). Fi-
nally, we define C(t)G as the set of (t)-classical Gaussian states.
FIG. 1: Simplification of noise model. (a) A realistic GBS ex-
periment suffers from imperfect squeezing, modelled by an ideal
squeezer followed by a loss channel with transmission ηS , a lossy
interferometer, described by a sub-unitary matrix A, and inefficient
noisy threshold detectors, characterized by qD := pD/ηD where pD
and ηD are the dark count rate and its quantum efficiency, respec-
tively. (b) Under the assumption of uniform loss within the interfer-
ometer, we can absorb all losses into the thermalized squeezed state
σ, as described in the main text.
Another useful parameterization of Gaussian states is
in terms of squeezed thermal states (STS) [35]. Any
single-mode Gaussian state ρ can be written as ρ =
S(sρ, φρ)ρ
nρ
T S
†(sρ, φρ), where ρ
nρ
T is a thermal state with av-
erage photon number nρ and covariance matrixVρT = (2nρ+
1)I2, and S(sρ, φ) = exp
[
1
2sρe
iφρ aˆ†2 − 12sρe−iφρ aˆ2
]
is the
squeezing operator with squeezing parameter sρ and phase ro-
tation φρ. It is straightforward to show that a Gaussian state ρ
is (t)-classical for t < t∗ρ, where [35]
t∗ρ = e
−2sρ(2nρ + 1) . (4)
Gaussian boson sampling and noise model.—Any experi-
mental implementation of GBS is imperfect (see Fig. 1). The
squeezed light injected into the interferometer is usually noisy
due to photon loss in its preparation [36], which we model as
an ideal squeezing source with sρ = r, nρ = 0, and φρ = 0,
followed by a lossy channel with transmission ηS . Due to
losses, the interferometer is described by a matrix A satisfy-
ing 0 < AA† ≤ IM [37] which transforms the annihilation
operators according to aˆ → Aaˆ +
√
IM −AA† eˆ, where
eˆ represent environment modes in vacuum states. The ma-
trixA admits the singular value decompositionA = V DW .
The explicit form of A usually depends on the implementa-
tion and architecture [61]. For integrated platforms—a com-
mon choice due to their stability and high transmissivity—
propagation losses along different optical paths are roughly
the same and determined by the length of the chip. There-
fore, it is a good approximation to assume that losses are uni-
form, i.e., D = ηIIM . Hence we can write A = ηIU with
U = VW . That is, the linear optical transformation can be
simplified to M identical single-mode lossy channels, each
with transmission ηI , followed by an ideal unitary transfor-
mation U (see [28, 29] for a rigorous treatment). As a fi-
nal simplification, we combine the source and interferometer
losses into a single loss channel with transmission η := ηSηI
and encapsulate it into a mixed input Gaussian state σ [see
Fig. 1(b)].
If the number of modes M is sufficiently large, i.e., M =
O(K2), and assuming constant squeezing, the probability of
3detecting more than one photon at each output detector is
negligible for a typical (Haar-random) unitary [38, 39]. In
this no-collision regime, we can safely replace photon count-
ing detectors by threshold detectors [27, 40]. Each thresh-
old detector has sub-unity quantum efficiency denoted by ηD
and registers random dark counts with probability pD. Fol-
lowing Ref. [27, 41] we describe these detectors by their
POVM elements: Π0 = (1− pD)
∑∞
n=0(1− ηD)n|n〉〈n| and
Π1 = I − Π0. We define qD = pD/ηD as the figure of merit
that characterizes the detectors.
With this noise model, the probability distribution at
the output reads P (n) = Tr {ρoutΠn}, with n =
(n1, n2, . . . , nM ) and ni ∈ {0, 1}, where
ρout = U
(
σ⊗K ⊗ |0〉〈0|⊗(M−K)
)
U† (5)
and σ has covariance matrix Vσ = diag {a+, a−} with a± =
ηe±2r + (1 − η). In what follows it will be useful to use the
STS parameterization σ = ρSTS(sσ, 0, nσ) with [35, 38]
sσ =
1
4
ln
a+
a−
, (6)
nσ =
1
2
(
√
a+a− − 1) . (7)
Exact simulation of noisy GBS.—Following the algorithm
sketched around Eq. (1) (see Ref. [27] for details), we now ob-
tain a classical algorithm for exact simulation of GBS based
on PQDs. This follows from the fact that the unitary U does
not alter the negativity of the input PQDs nor their efficient
simulability (since it only induces a rotation in the phase
space), and that the (−t)-PQDs of both Π0 and Π1 are non-
negative for some t ≥ 1 − 2qD [27]. Since σ is (t)-classical
for t ≤ t∗σ , we conclude that efficient exact simulation is pos-
sible when t∗σ > 1− 2qD. Using Eqs. (4), (6), and (7) this can
be written as
η < qD(1 + coth r) . (8)
Two remarks regarding Eq. (8) are in order. First, it shows
that increasing squeezing can evade our classical simulation
algorithm. Second, in the absence of dark counts (pD = 0),
there is no valid η for which the above condition holds. This is
consistent with the result that GBS should be hard to simulate
exactly under the effect of only losses (i.e., no dark counts),
as we discuss in the Supplemental Material [38]. This also
underpins the fact that exact simulation is a very restrictive
scenario, as one might expect that a sufficiently lossy GBS
setup would be classically simulable, even for ideal detectors.
This is what we prove next.
Efficient approximate simulation of noisy GBS. —Consider
the set of M -mode states of the form
ρ˜ = U
(
τK ⊗ |0〉〈0|M−K)U† , (9)
for τ ∈ C(t)G and t ∈ [1 − 2qD, 1]. The state ρ˜ has the same
structure as ρout, the output state of our noisy GBS given in
Eq. (5), except that the thermalized state σ was replaced by
a (t)-classical Gaussian state τ . Let P˜ (n) = Tr {Πnρ˜} be
the photon distribution obtained by measuring ρ˜ with noisy
threshold detectors. From our previous discussion, sampling
efficiently from P˜ (n) is possible by the classical algorithm
described in Ref. [27]. Therefore, if τ is sufficiently close to
σ, an algorithm that samples from P˜ (n) also gives a good
approximation to P (n).
To measure the distance between τ and σ we choose the
sandwiched Re´nyi relative entropy, denoted by Dα(σ‖τ), for
α ∈ [ 12 , 1) [42, 43]. The total variation distance between the
outcome distributions, DT (P˜ , P ) := 12
∑
n
∣∣∣P˜ (n)− P (n)∣∣∣,
can be bounded as follows:
DT (P, P˜ ) ≤
√
2
α
Dα(P‖P˜ ) ≤
√
2
α
Dα(ρ‖ρ˜) , (10)
where we used a generalized Pinkser’s inequality [44] and, in
a slight abuse of notation, Dα(P‖P˜ ) also denotes the Re´nyi
divergence between two distributions [44]. The second in-
equality follows from the data-processing inequality under
quantum measurements [42]. Since the sandwiched Re´nyi rel-
ative entropy is invariant under the action of the unitary trans-
formation and is additive under tensor products [42], we have
thatDα(ρ‖ρ˜) = KDα(σ‖τ). Using Eq. (10), the requirement
that GBS can be simulated to within  total variation distance
leads to
2
α
Dα(σ‖τ) ≤ 
2
K
. (11)
We could optimize this bound over α ∈ [ 12 , 1) — since
Dα is non-decreasing over α [42], we expect an optimal α∗
exists. For simplicity we discuss only the case α = 12 ,
which admits analytical calculations, but a numerical opti-
mization over α can be found in the Supplemental Mate-
rial [38]. In this case, we have D 1
2
(σ, τ) = − lnF (σ, τ),
where F (σ, τ) := Tr
{√√
στ
√
σ
}2
is the quantum fidelity.
A tighter bound is obtained if we further optimize τ over C(t)G
with t ∈ [1− 2qD, 1], which gives
− ln [Fmax(η, qD)] ≤ 
2
4K
. (12)
Here Fmax(η, qD) := maxτ∈C(t)G ,t∈[1−2qD,1]
F (σ, τ).
The fidelity between two single-mode Gaussian states is
given by [45]
F (σ, τ) =
1√
∆ + Λ−√Λ , (13)
where ∆ = 14 det(Vσ+Vτ ) and Λ =
1
4 (detVσ−1)(detVτ−
1). A straightforward calculation (see the Supplemental Ma-
terial [38]) leads to
∆ = (nσ − nτ )2 + (2nσ + 1)(2nτ + 1) cosh2(sσ − sτ ) ,
Λ = 4nσ(nσ + 1)nτ (nτ + 1).
Since τ is a (t)-classical Gaussian state we have sτ ≤ s0 :=
1
2 ln
2nτ+1
t . After optimizing the quantum fidelity over the
41 dB squeezing
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1 dB squeezing 1 dB squeezing
FIG. 2: (a), (b) Sufficient condition for efficient simulation of GBS
by using the quantum fidelity. Here η is the overall transmission
and K is the number of squeezers. In both cases we fix  = 0.01.
Solid lines are the conditions given by Eq. (12) and (14). Dashed
lines correspond to the conditions given in Eq. (8), i.e., above such
lines is when GBS can be efficiently exactly simulated. In (a) we
fix input squeezing to 1 dB, and from top to bottom we choose
qD = 10
−2, 10−3, 10−4. In (b) we fix qD = 10−2 and from top
to bottom we choose 1 dB, 5 dB and 10 dB squeezing. (c), (d)
Sufficient condition for efficient simulation of GBS by using the α-
order sandwiched Re´nyi relative entropy, as given in Eq. (11). From
top to bottom α = 0.5, 0.6, 0.7, 0.8, 0.9, 0.99, 0.999. Each line is
obtained by numerically optimizing Dα(σ‖τ) over τ ∈ C(t)G for
t ∈ [1 − 2qD, 1]. In both cases we fix to 1 dB of squeezing. In
(c) we choose qD = 10−2 while in (d) we consider perfect detection
by setting qD = 0.
values of (sτ , nτ ), we obtain that its maximum value is
sech
[
Θ
(
sσ − 12 ln 2nσ+1t
)]
, where Θ is the step function. Fi-
nally, we can further optimize this over t ∈ [1 − 2qD, 1]. It
is clear that the maximum value is achieved at t = 1 − 2qD.
Using Eqs. (6)-(7) we finally write the maximum fidelity as
Fmax(η, qD) = sech
[
1
2
Θ
(
ln
(
1− 2qD
ηe−2r + 1− η
))]
. (14)
Plugging this into Eq. (12) we obtain our final condition for
classical simulability of noisy GBS. Note setting  = 0 recov-
ers the corresponding condition for exact simulation given in
Eq. (8), as expected.
Asymptotic analysis.—The combination of Eqs. (12) and
(14) draws a boundary in the parameter space (η, qD,K, ).
In Fig. 2 (a) and (b) we plot them in the η − K plane for
several values of squeezing parameter r and detector qual-
ity qD. For noise parameters falling below the correspond-
ing solid line, GBS can be efficiently simulated with error no
more than  = 0.01. We observe that the region where quan-
tum computational supremacy has not been ruled out expands
as we increase the quality of detectors or the amount of input
squeezing, and the latter underpins the notion of squeezing as
a non-classical resource. For bounds obtained by using gen-
eral sandwiched Re´nyi relative entropies, our numerical sim-
ulation results in Fig. 2(c) and (d) suggest that the quantum
fidelity (corresponding to α = 1/2) is optimal, while quan-
tum relative entropy (corresponding to α→ 1) gives the worst
bound. For more details see the Supplemental Material [38].
In the limit of K → ∞, the r.h.s. of Eq. (12) goes to zero
and we recover the bound for exact simulation in Eq. (8). This
is shown as the dashed lines in Fig. 2, which corresponds to
η∞ := qD(1 + coth r). Thus, one interpretation of our result
is that it improves on exact sampling algorithms by providing
tighter bounds for finite-size experiments.
It is interesting to combine Eqs. (14) and (12) and expand
the result around η∞ to obtain the following asymptotic sim-
ulability condition
η < η∞ +
4
√
2(1− 2qD)
1− e−2r
√
K
+ ω
(
1√
K
)
. (15)
In this sense, the second term can also be interpreted as a cor-
rection when we allow for errors in our classical simulation.
Beyond that, however, it also gives a nontrivial bound even
for perfect detectors (i.e., when η∞ = 0). In that case, if we
assume constant squeezing r, we have average photon number
given by N¯ = K sinh2 r. This implies approximate classical
simulability of GBS when the average number of surviving
photons is less than O(
√
N¯), which is the same scaling as the
results of [28, 29] for standard BS.
In most linear-optical architectures, photon loss is defined
by unit depth of the circuit, leading to an exponential decrease
of transmission with circuit depth. Our results imply that
GBS implemented on these platforms is rendered efficiently
simulable by losses if the depth is linear in the number of
modes. It is easy to see that Eq. (15) is always satisfied for cir-
cuits that have super-logarithmic depth in these architectures,
which also happens for BS [28, 29]. In the other extreme, for
planar circuits (i.e., with only nearest-neighbor beam splitters)
of logarithmic depth we can construct a tensor network sim-
ulation that runs in quasi-polynomial time. This is analogous
to a similar algorithm for BS [29]. The only difference is that
we need to introduce an additional cutoff on the Hilbert space,
for large photon numbers, that does not degrade too much the
Gaussian state nor slows down the simulation. These two re-
sults, therefore, imply that quantum computational supremacy
via GBS requires either novel architectures where losses do
not scale exponentially with depth, or proposals that exploit
shallow non-planar circuits [46].
Implications for recent experiments.—Motivated by its ex-
perimental advantages, recently several small-scale GBS ex-
periments have been demonstrated [47–49]. It is interesting to
analyze if those experiments satisfy our simulability condition
for some error threshold . For instance, in Ref. [48], K = 4
squeezed vacuum with r ∼ 0.1 are injected into a 12-mode
random-walk circuit with overall transmission η = 0.088 and
detector efficiency ηD = 0.78. For typical superconduct-
ing nanowire single photon detectors, the dark count rate is
5around pD = 10−4 [50]. Using these numbers, the experi-
ment can be efficiently simulated by our sampling algorithm
with error 0.056%. In the most recent GBS demonstration,
K = 6 squeezed vacuums with r ∼ 0.3 are coupled into a
12-mode interferometer implemented with bulk optics in free
space [49]. With η = 0.99 [51], ηD = 0.75 [49] and assuming
pD = 10
−4, the error in our simulation would be of 18%.
Conclusion.—In this work, we establish sufficient con-
ditions for efficient approximate simulation. We show that
efficient classical simulation of GBS becomes possible for
sufficiently high losses, i.e., if the transmission probability
scales as the inverse of the square root of the average number
of photons. For a model of losses where transmission decays
exponentially with the depth of the circuit, GBS becomes
classically simulable in the same regime as BS. Our results
also suggest that increasing the input squeezing might be
helpful to evade classical simulability, highlighting the
benefits and flexibility of GBS relative to other approaches.
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7Supplemental materials
I. NON-COLLISION REGIME FOR GBS
For standard boson sampling withN single-photon inputs andM modes, it was shown [6, 39] that the probability of detecting
collision events is bounded as follows:
〈Pcollision〉U ≤ 8N
2
M
, (16)
where the average is over Haar-random unitaries. The proof of Eq. (16) relies on the fact that Haar-random unitaries map any
N -photon,M -mode state onto the maximally mixed state (its density matrix is given by the identity on the corresponding Hilbert
space).
For GBS, the input state has indefinite photon number. Specifically, the probability of generating S photon pairs is given by
[11]
F (S) =
(K
2 + S − 1
S
)
sechK(r) tanhS(r) . (17)
Therefore, from Eq. (16), the probability of detecting collision events at the output of GBS satisfies
〈Pcollision〉U ≤
∞∑
S=0
F (S)
[
8(2S)2
M
]
=
32
M
〈S2〉F . (18)
F (S) in Eq. (17) is a negative binomial (or Pascal) distribution. In the large K limit, F (S) converges to Gaussian distribution
with mean value K2 sinh
2 r and variance K2 sinh
2 r cosh2 r, which gives 〈S2〉F = O(K2). Therefore, we also expect no-
collision outputs in GBS to dominate whenever
M = O(K2) . (19)
II. EXACT LOSSY GBS IS HARD
In this section we give evidence that exact classical simulation of a lossy GBS device cannot be efficient, unless the polynomial
hierarchy collapses to its third level. The post-selection based argument we use is standard and was used to prove similar claims
for many different restricted models of quantum computation (see e.g. [5, 6]), so we only detail the parts of the argument that
pertain to GBS. The construction we use is directly inspired by the scattershot boson sampling model [54, 55], though our
purpose is different, as we are interested especially in the effect of losses and the complexity of the model.
For this proof, we assume that losses are uniform within the interferometer U , and so we can move all losses to the end (this is
a standard assumption that is a good approximation for e.g. integrated photonic devices, but was also shown to hold under more
general conditions [28]). In contrast to the results in the main paper, here we also ignore all other sources of losses. This is an
important caveat, but can be justified as losses in photon sources and detectors are effectively constant, whereas losses inside the
interferometer U scale with its depth (which, for boson sampling, also typically scales with the number of photons). Therefore,
photon loss within the linear optical network is the main scalability botteleneck. We leave it as an open question whether this
caveat can be eliminated.
Theorem 1 If there is an efficient classical algorithm to sample from the output distribution of a lossy Gaussian boson sampling
instance exactly (or up to multiplicative error), then the polynomial hierarchy collapses to its third level.
Proof. Consider the following lossy GBS setup. We prepare 2K identical SMSV states with identical squeezing paramater r.
These states are input, in pairs, into 50:50 beam splitters, generating two-mode squeezed vacuum (TMSV) states of the form
sech(r)
∞∑
S=0
tanhn r|n, n〉 . (20)
For each TMSV state we couple one mode directly to a number-resolving detector (these are the heralding registers H), whereas
the other half are sent into the lossy interferometer U (which may also require some additional vacuum inputs). The detectors at
the output of U are called the boson sampling registers R. This entire setup is shown in Fig. 3.
We now run this device, post-selecting on outcomes that satisfy two properties:
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FIG. 3: Lossy GBS setup used in the proof of Theorem 1.
(i) Exactly one photon is observed in each of the heralding modes H, and
(ii) There are exactly n photons in total in the R registers.
The two properties above guarantee that, in every event accepted by the post-selection, exactly one photon was injected
into each non-vacuum input of U [due to the form of Eq. (20)], and no photons were lost within U . Therefore, the resulting
conditional probability distribution is the same as an ideal boson sampling instance with single-photon inputs and interferometer
U .
Now note that standard boson sampling, when augmented with the power of post-selection, can perform universal quantum
computation [6]. Thus, by choosing the interferometer U properly, the same is true for the device of Fig. 3. From this it
immediately follows that, by a standard argument (see e.g. [5]), there can be no efficient classical algorithm to simulate the
output distribution of the lossy GBS device exactly (or up to multiplicative error), otherwise the polynomial hierarchy collapses
to its third level.
It is a well-accepted complexity-theoretic conjecture that the polynomial hierarchy is infinite, and so Theorem 1 can be taken
as evidence that an efficient classical algorithm which exactly simulates a lossy GBS device does not exist. Note that the theorem
did not require any assumptions on the strength of either losses or squeezing, so it holds for any squeezing parameter r > 0
and any interferometer transmissivity η > 0. Interestingly, if we replace U by the construction described in [56], Theorem 1
also proves that GBS (lossy or not) is hard to simulate even if the entire linear-optical sector of Fig. 3 has only five layers of
(long-range) beam splitters.
Just like previous similar results [6, 27], Theorem 1 is not too relevant in a realistic scenario. The requirement of simulating
the output distribution exactly (or with multiplicative error) is too strict, since a realistic device with experimental imperfections
is not simulating the idealized device to that precision either. At best, Theorem 1 places bounds on how far a proposed efficient
classical algorithm can be extended (for example, it shows that any exact simulation of lossy GBS based on the algorithm of
[27] can only be efficient in the presence of dark counts).
III. MAPPING SQUEEZED LOSSY STATES TO SQUEEZED THERMAL STATES
Any zero-mean single-mode Gaussian state can be decomposed into a squeezed thermal state ρ = S(sρ, φρ)ρ
nρ
T S
†(sρ, φρ).
Here ρnρT is a thermal state with average photon number nρ, and its covariance matrix is given by (2nρ + 1)I2. S(r, φ) is the
Stoler squeezing operator,
S(s, φ) = exp
[
1
2
seiφa†2 − 1
2
se−iφa2
]
. (21)
Its transformation on the quadratures x and p is given by a symplectic matrix(
cosh r + cosφ sinh r − sinφ sinh r
− sinφ sinh r cosh r − cosφ sinh r
)
. (22)
9The covariance matrix of ρ can be written as
Vρ = (2nρ + 1)
(
cosh 2sρ − cosφρ sinh 2sρ − sinφρ sinh 2sρ
− sinφρ sinh 2sρ cosh sρ + cosφρ sinh 2sρ
)
. (23)
For the lossy squeezed state σ with Vσ = diag {a+, a−} where a± = ηe±2r+(1−η), we can easily solve sσ and nσ by directly
comparing Vσ with Eq. (23), which gives
sσ =
1
4
ln
a+
a−
, (24)
nσ =
1
2
(
√
a+a− − 1) . (25)
IV. SUFFICIENT CONDITIONS DERIVED BY USING QUANTUM FIDELITY
In the main text we derive the following bound by using quantum fidelity,
− ln [Fmax(η, qD)] ≤ 
2
4K
, (26)
where
Fmax(η, qD) := max
t∈[1−2qD,1]
max
τ∈C(t)G
F (σ, τ) . (27)
We explicitly calculate this quantity in what follows.
We start by computing the quantum fidelity between the lossy squeezed state σ and a (t)-classical Gaussian state τ . The
fidelity between two single-mode Gaussian states is given by [57]
F (σ, τ) =
1√
∆ + Λ−√Λ , (28)
where ∆ = 14 det(Vσ + Vτ ) and Λ =
1
4 (detVσ − 1)(detVτ − 1). To optimize Eq. (28) we make use of the STS parameter-
ization for σ and τ . The fidelity is minimized when the squeezing axes are aligned [35], so we can set φτ = 0 for simplicity.
Straightforward calculations then lead to
∆ = (nσ − nτ )2 + (2nσ + 1)(2nτ + 1) cosh2(sσ − sτ ) , (29)
Λ = 4nσ(nσ + 1)nτ (nτ + 1) . (30)
Since τ is a (t)-classical Gaussian state, using Eq. (4) in the main text we have sτ ≤ s0 := 12 ln 2nτ+1t . The task is then
to find the point (s∗τ , n
∗
τ ) that maximizes the quantum fidelity subject to that constraint. Note from Eq. (28) that the fidelity
monotonically decreases with |sσ − sτ |. So its optimization has two regimes.
First, when sσ ≤ s0, a maximum of the fidelity is reached at s∗τ = sσ and n∗τ = nσ , which gives F (σ∗τ , n∗τ ) = 1. This
corresponds to the case when σ ∈ C(t)G , i.e., σ itself is a (t)-classical Gaussian state. This regime reproduces the previous result
for exact simulation of GBS.
Second, when sσ ≥ s0, the fidelity is maximized at s∗τ = s0. Substitute s0 into Eqs. (28)-(30), we have a function of nτ to
optimize. It follows that its maximum is reached at n∗τ =
1
2 +
1
2
√
1 + 2t sinh(2sc) exp(2sσ), where sc = 12 ln(2nσ + 1). The
corresponding maximum fidelity is F (s∗τ , n
∗
τ ) = sech(sσ − 12 ln 2nσ+1t ).
Combining both regimes we write the maximum fidelity compactly as sech
[
Θ
(
sσ − 12 ln 2nσ+1t
)]
, where Θ is the step
function. We now need to further optimize this over t ∈ [1 − 2qD, 1]. It is clear that the maximum value is achieved at
t = 1− 2qD. Using Eqs. (24)-(25) we finally write the maximum fidelity as
Fmax(η, qD) = sech
[
1
2
Θ
(
ln
(
1− 2qD
ηe−2r + 1− η
))]
. (31)
Plugging this into Eq. (26) we obtain our final sufficient condition for classical simulability of noisy GBS. Notice that if we set
 = 0 we recover the corresponding condition for exact simulation given in Eq. (8) in the main text, as expected.
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V. OPTIMIZING THE SIMULABILITY CONDITION USING SANDWICHED RE´NYI RELATIVE ENTROPY
The additive error of our approximate classical algorithm of GBS is upper bounded by using sandwiched Re´nyi relative
entropy, which is formally defined as follows for two quantum states ρ1 and ρ2 [42, 43],
Dα(ρ1‖ρ2) = 1
α− 1 ln Tr
{(
ρ
1−α
2α
1 ρ2ρ
1−α
2α
1
)α}
, (32)
for α ∈ (0, 1) ∪ (1,∞). Some of its properties which are useful for us is listed below:
• Unitary invariance: Given any unitary U , Dα(Uρ1U†‖Uρ2U†) = Dα(ρ1‖ρ2) for α ∈ [ 12 , 1) ∪ (1,∞) [42].
• Additivity: Dα(ρ1 ⊗ w1‖ρ2 ⊗ w2) = Dα(ρ1‖w1) +Dα(ρ2‖w2) for α ∈ [ 12 , 1) ∪ (1,∞) [42].
• Data processing: For any completely positive trace-preserving map E , we have
Dα(ρ1‖ρ2) ≥ Dα(E(ρ1)‖E(ρ2)) (33)
for α ∈ [ 12 , 1) ∪ (1,∞) [58, 59].
• Monotonicity: Dα(ρ1‖ρ2) ≥ Dα′(ρ1‖ρ2) for∞ > α ≥ α′ > 0 [42, 59].
Other than above properties of a valid quantum distance measure, sandwiched Re´nyi relative entropy includes well-known
quantum distance measures as its special cases. Specifically, we have [42, 43]
D 1
2
(ρ1‖ρ2) = − lnF (ρ1, ρ2), (34)
lim
α→1
Dα(ρ1‖ρ2) = D(ρ1|ρ2) := Tr {ρ1(ln ρ1 − ln ρ2)} , (35)
lim
α→∞Dα(ρ1‖ρ2) := Dmax(ρ1‖ρ2) = inf
{
λ ∈ R : ρ1 ≤ eλρ2
}
, (36)
which correspond to the logarithm of quantum fidelity, quantum relative entropy and max-relative entropy, respectively.
Another essential ingredient in our deriviation of sufficient conditions is the generalized Pinsker’s inequality [44]:
DT (P,Q) ≤
√
2
α
Dα(P‖Q) (37)
for α ∈ (0, 1] and Dα(P‖Q) is the Re´nyi divergence between two distributions,
Dα(P‖Q) = 1
1− α ln
∑
i
pαi q
1−α
i . (38)
Notice that it is only proved for for α ∈ (0, 1], which is the reason why we have to restrict our optimization over α ∈ [ 12 , 1).
In the main text, by using aforementioned properties, we derive the following sufficient conditions for efficient simulation of
GBS:
2
α
Dminα (η, qD) ≤
2
K
, α ∈ [ 1
2
, 1) , (39)
where Dminα (η, qD) is the α-order Re`nyi relative entropy minimized over all permitted (t)-classical Gaussian states:
Dminα (η, qD) := min
t∈[1−2qD,1]
min
τ∈C(t)G
Dα(σ‖τ) . (40)
Since Dα is non-decreasing over α, the l.h.s of Eq. (39) is expected to reach it’s minimum at some α∗. To optimize over α we
first try to calculate Dminα (η, qD) for fixed α.
To facilitate our calculation we first define Q(σ‖τ) by
Dα(σ‖τ) := 1
α− 1 lnQα(σ‖τ) , (41)
Qα(σ‖τ) = Tr
{(
τ
1−α
α στ
1−α
α
)α}
. (42)
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FIG. 4: Here each point is obtained by numerically minimize 2
α
Dα(σ‖τ) over τ ∈ C(t)G and over t ∈ [1 − 2qD, 1], assuming the landscape
given in Eq. (48)-(49). The tightest bound happens at α = 1
2
.
From Ref. [34, Theorem 21], we have the following expression for Qα(σ‖τ) between two single-mode Gaussian states with
zero means:
Qα(σ‖τ) = 1
ZασZ
1−α
τ
√
det [(Vξ,α + iΩ])/2 , (43)
where
Zσ =
√
det [(Vσ + iΩ)/2] , (44)
Vξ,α =
(
I2 + (VξiΩ)
−1)α + (I2 − (VξiΩ)−1)α
(I2 + (VξiΩ)−1)
α − (I2 − (VξiΩ)−1)α iΩ , (45)
Vξ = Vσ −
√
I2 + (VσΩ)−2Vσ(Vτ,β + Vσ)−1Vσ
√
I2 + (ΩVσ)−2 , (46)
β =
1− α
α
. (47)
From our optimization for α = 1/2, we expect the same landscape for general α-order sanwiched Re´nyi relative entropy: it is
minimized at
φτ = φσ , (48)
sτ =
{
sσ, for sσ < 12 ln
2nσ+1
t¯ ,
1
2 ln
2nτ+1
t¯ for sσ ≥ 12 ln 2nσ+1t¯ .
(49)
This will give us a function of nτ to minimize. The expression of Dα is too complicated to analytically show that above
assumption is true. However, it can be verified analytically for α = 1, when Re´nyi relative entropy reduces to quantum relative
entropy [60].
For fixed α, we obtain Dminα (η, qD) by using Eq. (48) and then numerically minimizing over nτ . As shown in the Fig. 2 in
the main text, We find out that the l.h.s of Eq. (39) is minimized at α = 12 . That is when Dα(σ, τ) = − lnF (σ, τ). Therefore,
the bound we calculate in the main text by using quantum fidelity is the tightest one we can get. To give an explicit example, in
the figure above we plot 2αD
min
α against α for η = 0.1, r = 0.11, qD = 0.
