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ABSTRACT 
In this paper we consider surfaces XC P4 linked to a smooth surface SC P4, via a complete in- 
tersection of type (mr,q). We use the theory of variations of Hodge structures to prove that the 
Picard group Pit(X) of general such X is generated by the hyperplane divisor Hand the intersection 
curve C := Sfl X, if the linking degrees m, are sufficiently large. 
SECTION 1: INTRODUCTION 
In this paper we investigate the following Noether-Lefschetz type problem. 
Let SC Ip4 be a smooth surface of degree d. Let XC Ip4 be a smooth surface 
obtained from S by linking via a complete intersection of type (m,,Q. The 
Picard group Pit(X) of X contains the hyperplane divisor H and the intersec- 
tion curve C := S fl X. We want to answer the question: “Is the Picard group 
generated by these two elements?” Whenever, under suitable circumstances, 
the answer is “yes”, we say, informally, that “Noether-Lefschetz holds”. 
In this generality the answer is of course “no”, as is illustrated by the follow- 
ing two counterexamples. The first counterexample really deals with surfaces 
in lP3. Let SC Ip4 be a plane. We link it to a surface of degree m contained in 
some hyperplane in Ip4, using a complete intersection of type (m, 1). In this 
way we can get every surface of degree m in this hyperplane. There certainly 
I am indebted to Prof. A. Van de Ven for many useful hints and for suggesting the problem. 
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exist smooth surfaces of degree m 2 3, with Picard number Q = rk(NS(X)) L 3. 
For these surfaces, the answer is obviously “no”. However, the well-known 
Noether-Lefschetz theorem for surfaces in lP3 [Deligne, Katz, pp. 328/329] 
states that for a general-in the Noether-Lefschetz sense explained below - 
surface X of degree mz4 the Picard group Pit(X) is generated by the hyper- 
plane divisor. Hence for these surfaces Noether-Lefschetz holds. In this case we 
even see that C is a multiple of H in Pit(X). This is due to the fact that we are 
in fact working in Ip”. It is certainly not typical for linked surfaces in Ip4. We 
will come back to this in the last paragraph of section 3.1. For m = 3 we have 
another phenomenon. Now all surfaces have ,~=7. In this case Noether- 
Lefschetz does not even hold for the general surface. The reason is that the 
linking type (m, 1) is too small. 
The second counterexample is more sophisticated. Let $,c lP4 be a smooth 
surface with vanishing geometric genus. This condition implies that the Picard 
number Q(&,) = h”‘(S,). We assume furthermore that this Picard number is at 
least three. For instance, we can take S, to be a complete intersection surface 
of type (2,2). Such surfaces have Hodge numbers h2,‘=0 and h’,’ =6 and are 
isomorphic to a plane blown up in five points. We will show in section 4 (see 
also section 2) that for ms0 (in fact, for rn ~4) there exists a smooth surface 
SC fP4, linked to So with linking type (m, m). Now we take this surface S as the 
starting point for linking. Lets take m = 4. Then S has degree twelve. The family 
of smooth surfaces Xlinked to S with linking type (4,4) is connected. Therefore, 
for all such X, Q(X) = h’,‘(X) = h’, ‘(So) L 3. This example shows that Noether- 
Lefschetz does not hold for surfaces linked to S with linking type (4,4). Again, 
the linking type (m,,m,) =(4,4) is too small with respect to the degree d= 12 
of the surface S we started with. 
Therefore, in order to have a chance to get an affirmative answer, we have 
to make the following assumptions: 
(1) ml and m2 are sufficiently large and 
(2) the linking is general, i.e., the complete intersection, which we use to 
obtain the new surface X from the surface S we started with, is general in the 
sense explained below. 
We will show that hese two conditions are indeed sufficient. Furthermore, we 
will show in section 2 that they imply that X is smooth. 
We have to be careful with the word “general” in (2). It does not have 
the usual algebro-geometric meaning. E.g., the statement that Noether- 
Lefschetz holds for all surfaces X obtained from S by linking via a general com- 
plete intersection containing S, means that it holds for all surfaces X obtained 
from S by linking via a complete intersection in the space of all complete in- 
tersections containing S minus a countable union of proper subfamilies. 
Throughout this paper, “general” will be used in this typical Noether-Lefschetz 
sense. 
The next question is: “How large should the linking degrees rn; be?” We 
will show that it suffices that rn; 2 m, (i = 1,2), where m, is a number depending 
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only on the degree d of S. In theorem 5.1 we implicitely give an estimate of 
mo. However, it is probably far from sharp. We summarise the statements 
above in the following theorem. 
THEOREM 1.1. Let XC P4 be ihe smooth surface obtained from a smooth 
surface SC P4 by general linking via a complete intersection of type (ml, m2). 
There exists a number m,, depending only on the degree d of S, such that 
Pit(X) is generated by the hyperplane divisor H and the intersection curve 
c:=snx if miZmo for i= 1,2. 
This paper is organised as follows. In section 2 we blow up P4 along S and 
reformulate our Noether-Lefschetz problem on P4 as a Noether-Lefschetz 
problem on P4. In section 3 we explain the infinitesimal method we use to 
solve our problem. We also explain the relation with Ein’s work on Noether- 
Lefschetz problems for vector bundles. In section 4 we have collected the 
technical preparations needed in the proof of theorem 1.1. This proof will be 
given in section 5. In section 6 we conclude with some remarks. 
We conclude this introduction with two suggestions for shortcuts. The first 
suggestion is to skip the entire technical section 4, which takes about half of 
this paper, since it is not necessary for a global understanding of the proof of 
the main result in section 5. The second suggestion is to read only the first half 
of section 4, i.e., section 4.1 and section 4.2 up to proposition 4.2.2 inclusive. 
This suffices to prove the weaker statement that Noether-Lefschetz holds for 
sufficiently large m,. The remaining part of section 4 is needed to prove the ex- 
plicit bound on mj in terms of the degree d of S. This explicit calculation is 
essentially the easiest way to show that such a bound exists. 
SECTION 2: BLOWING UP 
In this section we blow up P4 along S and reformulate the Noether-Lefschetz 
problem on P4 as a Noether-Lefschetz problem on P4. 
Let 
j 
E-p 
e I ! n 
s - lP4 i 
be a blow-up diagram. For i= 1,2 we let 9; = &$(rn; n*H- E) with m,SO. We 
order these degrees such that ml L m2. We know that they are very ample (see 
proposition 4.1.4). We set “Y=_Pr @gl. Let X be the zero-locus of a general 
section in ?% Since the line bundles pi are very ample, X is a smooth surface 
by Bertini’s theorem. 
One easily sees that the projection 71 induces an isomorphism of XC P4 
onto a surface X’C P4, which is linked to S via a complete intersection of type 
(m,, m,). Under this isomorphism, the divisors ~c*H and E on XCIP’ 
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correspond to the divisors H and C:= sfl X’ on X’C Ip4 respectively. From 
now on, in order to simplify notation, we will denote n*H as H. The Noether- 
Lefschetz theorem, theorem 1.1, corresponds to the following theorem. 
THEOREM 2.1. Let SC P4 be a smooth surface. Let P4 be the blow-up of P4 
along S. Let XC lP4 be the zero-locus of a general section of the vector bundle 
W=9, @&!?2, where pi = @‘pd(mi H- E). There exists a constant m,, depen- 
ding only on the degree d of S, such that the restriction map Pic( p4) -+ Pit(X) 
is an isomorphism for mi 2 ma. 
SECTION 3: THE INFINITESIMAL METHOD 
In this section we reduce our Noether-Lefschetz problem to a cohomological 
problem. In section 3.1 we explain the relation with Ein’s work on Noether- 
Lefschetz problems for vector bundles (see [Ein]). We also explain the in- 
finitesimal method used in [Ein], since we will use the same method to prove 
our results. In section 3.2, we explain part of the infinitesimal method in more 
detail. This is the part that we cannot copy from Ein’s work. We will reduce 
the proof of theorems 1.1 and 2.1 to the injectivity of the cup product map 
where Wis the image of the Kodaira-Spencer map Q (see section 3.2 for details). 
Next, we use some commutative diagrams to reduce the problem further to 
three easier problems: “the injectivity of p”, “the surjectivity of a” and “the 
surjectivity of a”. 
Section 3.1: Ein’s work 
The following theorem is a special case of [Ein, theorem 2.41 (take t = 1). 
THEOREM 3.1.1. Let XCM be the smooth zero-surface of a general section 
of a sufficiently ample vector bundle Y of rank r = n - 2 on a smooth projective 
manifold A4 of dimension n. Then the restriction map Pit(M) + Pit(X) is an 
isomorphism. 
We now give an outline of the proof. By the exponential sequence, the five 
lemma and a Lefschetz hyperplane type theorem of Sommese [Sommese, pro- 
position 1.161, it suffices to prove the cohomological analogue of theorem 3.1.1, 
i.e., it is sufficient to show that the r striction map NS(M) + NS(X) is an iso- 
morphism [Ein, pp. 699/700], where the N&on-Severi group NS is the vector 
space of all integral cohomology classes of type (l,l). It follows from the same 
argument that this map is automatically injective, hence we have reduced the 
problem to showing that it is surjective. Finally, again by Sommese’s theorem, 
if a E H2(A4, C) restricts to an element of H2(X,Z), then (Y E H2(M, Z). This 
means that is suffices to show that every Hodge class in H2(X), i.e., every 
element of NS(X)=Hi”(X), is the restriction of an element in H’,‘(M,C). 
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Then, the proof of this last statement consists of two parts: 
(1) the assumption that the section is general implies that algebraic cohom- 
ology classes on X remain algebraic under small deformations of X; 
(2) the assumption that W is sufficiently ample implies that such classes are 
induced from M. 
For a proof of (l), we refer to [Ein, p. 7001 or [Hartshorne 1, p. 1411. 
We want to apply theorem 3.1.1 to M= p4 and “Y= gr @ .JZ’~. If the condi- 
tions of Ein’s theorem were satisfied, we would get that Pic(p’) + Pit(X) is an 
isomorphism, which is what we want. However, we cannot apply Ein’s theorem 
directly, since we are only allowed to increase the coefficient of H in the defini- 
tion of gi, hence it is not clear that the condition “Y is sufficiently ample” 
is satisfied. In order to remedy this, we need to understand what ampleness 
assumptions are needed in Ein’s infinitesimal proof, i.e., we have to explain (2) 
in more detail. This is also necessary to get a more explicit ampleness condition 
in terms of the m;. 
We conclude this section with the following remark. On the one hand, we saw 
in the first counterexample in section 1, that a surface X that is linked in a 
general way to a plane in Ip4 with linking type (m, 1) has Picard number Q(X) = 1 
if m 24. On the other hand, it follows from the exponential sequence, the five 
lemma and the above mentioned Lefschetz hyperplane type theorem of Sommese 
[Sommese, proposition 1.161, that the r striction map Pic(p’) + Pit(X) is in- 
jective and hence that Q(X)ZQ(~‘) = 2, if the linebundles 9; are ample. We 
will show in proposition 4.1.4, that his is the case for m,%-0. In the special 
case that we start with a plane S, it follows from this proposition that .zZ?= 
@,p(mH- E) is very ample for m 2 2. In order to avoid a contradiction we 
have to conclude that O&H-E) is not ample. 
Section 3.2: The ampleness conditions 
In this section we will explain what ampleness conditions are needed in (2) 
in section 3.1. We will formulate them in terms of the injectivity and surjectivity 
of certain maps. 
Let s E H”(p4, V) be a general section defining X. A deformation of s in 
Ho(W) induces a deformation of X in p4. This information is contained in the 
Kodaira-Spencer map Q: H’(W)+H’(O,). Notice that Ho(W) is the tangent 
space at s to itself and H’(O,) acts like the tangent space at X to the space of 
deformations of X. We denote the image of this map by W= W(X). 
The cup product H’(0,) @ H’(L?k) -+ H2(Ox @ 52;) and the contraction 
OX 0 &?A + UX induce a map 
U : H1(Ox) @ H’(i-2;) + H2(cYx). 
Let A E H’,‘(X) be an algebraic cohomology class. Let t E Ho(W) be a first 
order deformation of X and let e(t) E H1(Ox) be the Kodaira-Spencer class of 
this deformation. It follows from the well known infinitesimal method, in 
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particular Griffiths transversality [Griffiths, chapter I], that A remains alge- 
braic in the direction t E Ho(Y) if and only if its cup product e(t) U A E ~II~(@~) 
with the Kodaira-Spencer class e(t) vanishes (cf. [Oort, Steenbrink, proof of 
proposition 4.2, p. 1701). 
The cup product above induces a map H’,‘(X) + Hom(W,H”‘2(X)), since 
WCH’(O~). By the preceding remarks, the kernel of this map consists of all 
classes of type (1,l) on X that remain of this type under all deformations of 
X induced by deformations of the section SE Ho(W) defining X. Therefore, 
this kernel contains the image of the restriction map Hi, ‘(lP4) --f H’*‘(X). The 
Noether-Lefschetz theorem is equivalent to the assertion that the kernel equals 
this image. In other words, we have a natural map 
a: H181(X)/H’V’(p4) --f Hom(W,H”y2(X)), 
which we will call the cup product map, and to prove Noether-Lefschetz it suf- 
fices to show that it is injective. The better part of [Ein] consists of the proof 
that this is true for sufficiently ample 7% 
As we mentioned in section 3.1, this is not enough for our purposes. There- 
fore, we have to consider Ein’s proof of this statement in more detail. Consider 
the following commutative diagrams 
H1J(X)/H’*1(P’4)~ Hom( W, Ho32(X)) 
B 
I I 
H2(&‘) Hom( V’, H”,2(X)) 
and 
Ho(W) 0 H’(det( W) 0 Kp4) E H”( W@ det( W) @ Kn4). 
Clearly, in order to show that (Y is injective, it is sufficient to show that ,8 is 
injective, 6 is surjective and E is surjective. It is shown in [Ein, pp. 695-6991 
that these conditions are satisfied for sufficiently ample % We will show in sec- 
tion 5 that this is also true under the weaker assumption that miP0. 
SECTION 4: TECHNICAL PREPARATIONS 
In this section we gather technical results. First, in section 4.1, we prove that 
the bundles gj= 6$(mjH-E) are indeed very ample for mi ~0. We have 
already used this in the construction in the introduction. Next, in section 4.2, 
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we prove some results about (higher) direct images. This will be used in section 
5. Finally, in section 4.3, we prove some results about the vanishing of certain 
cohomology. This will be used in the section 5, too. Since section 4 is rather 
technical and lengthy, we remind the reader of the shortcuts suggested in the 
last paragraph of section 1. 
Section 4.1: Ampleness and regularity 
We recall the notion of regularity [Mumford, pp. 99/100]. Let $ be a 
coherent sheaf on a projective manifold MC PN. Let m be an integer. g is said 
to be m-regular if H’(M, 9(m - i)) = 0 for all i > 0. 
LEMMA 4.1.1. If ?F is an m-regular coherent sheaf on the projective manifold 
MC IPN, then 
(1) $r is also n-regular for all n 2 m and 
(2) @t(m) is generated by its (global) sections. 
PROOF. See [Mumford, pp. 99/100]. 0 
The following lemma is the starting point for all our explicit calculations. 
The main ingredient is Lazarsfeld’s sharp bound on the regularity of a non- 
degenerate surface in P4 in terms of its degree (recall that a surface is called 
non-degenerate if it is not contained in a hyperplane). For degenerate surfaces, 
i.e., complete intersections of type (d, l), or, more generally, complete intersec- 
tions of type (a, b), it is very easy to give such a bound. Therefore, we introduce 
the following terminology. In the following, “case A” means “S is a non- 
degenerate surface” and “case B” means “S is a smooth complete intersection 
surface of type (a, b)“. In the latter case we order the degrees such that a? b. 
Furthermore, we introduce the following notation. We set r = d in case A and 
r= a+ b in case B. It will be used throughout this paper. 
LEMMA 4.1.2. The ideal sheaf #s of S in P4 is (r- 1)-regular. 
PROOF. In case A this is a special case of the main result in [Lazarsfeld]. In 
case B the lemma follows easily from the long exact cohomology sequence 
associated to the Koszul resolution 
0 + @,4(-a - 6) -+ 6&4(-a, -b) -+ #s + 0 
of 9s. 0 
The next corollary follows immediately from the lemma, the definition of 
regularity and the obvious exact sequence. 
COROLLARY 4.1.3. The structure sheaf es is (r- 2)-regular. 
Now we can prove the promised proposition about the ampleness of 9;. 
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PROPOSITION 41.4. The line bundle 9? = @&mH- E) is very ample for m 2 r. 
PROOF. It follows from lemma 4.1.2, using [Mumford, pp. 99/100], that 
Ss(m - 1) is globally generated for m 2 r. Now it follows from the proof of 
[Hartshorne, Chapter II, Proposition 7.10(b)] that LZ is very ample. q 
Section 4.2: (Higher) direct images 
In this section we have collected some results about higher direct images. In 
the proof of the next proposition we will use the theorem on formal functions 
[Hartshorne, Chapter III, Theorem 11.11. As a preparation we calculate the 
splitting type of the restriction of some important bundles to the fibre F of 
Q : E + S. We will denote Or= 1 CF(ai) as @(al, . . . , a,). 
LEMMA 4.2.1. Let F be a fibre of Q : E + S. Then, using F= P’, 
(1) JyF/p4= @p~(O,O, -1) and 
(2) op.4 IF= cqp’(2,0,0, -1). 
PROOF (1) J$,p fits into the normal bundle sequence 
Clearly Jv,,,z @p~(O,O) and JyE,p4 IF= 6’&-1). The sequence splits, since 
Ext’(&& IF, Jy&) = H’(P’, @&l, 1)) = 0. The desired result follows. 
(2) We proceed as in the proof of (1). Clearly O,z+(2). Furthermore, 
JyF/p4~ U&O, 0, -1) by (1). The exact sequence 
splits, since Ext’(JY,,pd, 0,) z H’(P’, @p(2,2,3)) = 0 and we are done. 0 
In the following proposition we have summarised the results about the higher 
direct images under n : lP4 -+ lP4 that we will need in section 5. 
PROPOSITION 4.2.2 
(1) x,Bp4(-bE)z@P4 for 610; 
(2) rc.+@$(-bbE)zSb for br0; 
(3) R’z*6$-bE)=O for br-1; 
(4) R’n,C+(-bE)=O for bz0; 
(5) R’n,(Bp4(2E)) = i,ws(5). 
PROOF (1) Consider the push-forward of the exact sequence 
0 + G4(-(b + l)E) + 6+(-bE) -j,@,(-bE) -+ 0 
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under rr : P4 + P4. Notice that ~,j,@~(-bE) = i*~*@~(--bE) = 0, since 
e, @,(-bE) = 0 for b < 0 [Hartshorne, Chapter II, proposition 7.1 l(a)]. Now 
the claim follows easily by induction on b, the case b =0 following from 
Zariski’s Main Theorem. 
(2) As in the proof of (1) we consider the exact sequence 
O-+Bp(-(b-t l)E)-+@pa(-bE)+j*@E(-bE)-+O. 
Since 
n*j*@,(-bE)=i,e*@‘(-bE) 
G i,Symb(SJSV/P4) 
=ii,(S~/#~+ ‘) 
for bz0 [Hartshorne, Chapter II, proposition 7.11 (a)], the push-forward of 
this exact sequence looks like 
The result follows again using induction on b, the case b = 0 as in (1). 
(3) We will apply the theorem on formal functions [Hartshorne, Chapter 
III, Theorem 11.11. Let F,, be the n-th infinitesimal neighbourhood of Fin p4. 
For nr 1 we have an exact sequence 
where ./V is the normal sheaf of the fibre F in p4. Taking the tensor product 
of this sequence with Bp-bE), we get the exact sequence 
0 + Sym”(JZ/“) @ t&4(-bE) + tTF,+,(-bE) + CFn(-bE) + 0. 
Since by lemma 4.2.1 Sym”@V”) @ @‘p(-bE) is a direct sum of line bundles 
on F of degree at least 62 - 1, its first cohomology vanishes. Hence 
lip H’(F,, flFn(-bE))=:H1(F, t&(b)) =O. Now the required vanishing of the 
appropriate higher direct image follows from the above mentioned theorem on 
formal functions. 
(4) The proof is analogous to (3) and is left to the reader. 
(5) TO compute R1n,(8p(2E)) we restrict to E: since E -+ S is a fibre 
bundle, it is easy to compute R’~,(65$(2E) I&. Consider the exact sequence 
0 + @p(E) + Bp(2E) -+ j,@,(2E) + 0. 
Let o = n 0 j = io Q. Since for any coherent sheaf .9 on P4 both the Leray spectral 
sequence EFq = RPn,(Rqj,(S)) * RPfqa,($) and E2p.q=Rpi,(Rq@,(g)) * 
RPfqo,(S) are degenerate for trivial reasons, we have R’n*(j*($))z 
R1a,(9)=ii,(R1e,(@)). Now R’n,(Bp(E))=O by part (3), hence we find that 
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We can calculate R’@,(@‘(2E)) using relative duality [Barth, Peters, Van de 
Ven, Chapter III, theorem 12.31: 
R’e,(@,(2E))=ee,(G(-2E) 0 q~~,s)” 
This completes the proof of proposition 4.2.2. 0 
In our calculations concerning the injectivity of /I (see section 5.1) it will be 
important to get a hand on the cohomology of rc,Op(-E). This will be done 
using proposition 4.3.7 and the commutative diagram in the proposition 4.2.5. 
But first we need two preliminary lemmas. 
LEMMA 4.2.3. We have an exact sequence 
~+@p+n*@,p-+j~Q+~ 
of sheaves on p4, where Q is defined by the tautological sequence 
O+@E(E)+e*Jv+Q+O. 
PROOF. See [Fulton, lemma 15.41. 0 
In the next lemma we calculate the direct image of Q and its twist Q(-E) 
under e : E + S. We write End&N) for the traceless endomorphisms of JV, 
i.e., for the cokernel of the natural map @“--f End(J). 
LEMMA 4.2.4. Let Q be the universal quotient bundle on E, defined by the 
tautological sequence above. Then 
(1) @*QGJV and 
(2) e, Q(-El = EdW). 
PROOF. (1) Since clearly Q*@“(E) = R ‘@*@E(E) = 0, the result follows im- 
mediately considering the push-forward of the tautological sequence defining Q. 
(2) This time we consider the push-forward of the tensor product 
O-+@,-+e*JY(-E)+Q(-E)+O 
of the tautological sequence with U&-E). Since e,@E= @,s, R’e,CE=O and 
e*CE(-E)z~” [Hartshorne, Chapter II, Proposition 7.11 (a)], we get an 
exact sequence 
O+@~+JV@JV”+~,Q(-E)+O. 
The lemma follows immediately. cl 
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Now we can relate n,+-E) to some well-known sheaves. 
PROPOSITION 4.2.5. 7t,Op(-E) fits into the following commutative diagram. 
0 
0 - n@p(-E) - Op@LJ - i, End&V) - 0 
! I 
0 - i,(Os 0 Jy”) - Op@i*J”- i, End(#) ------+ 0 
! I 
0 i&G 
0 
In this diagram JV is, of course, the normal bundle of S in lP4. 
PROOF. Using proposition 4.2.2, lemma 4.2.3 and lemma 4.2.4, we see that 
taking the push-forward under rc : P4 + P4 of 
0 + O&-E) + z*Op-E) + j, Q(-E) + 0 
yields the exact sequence 
0 --f 7c, O&-E) + Op 0.9 + i, End&M) --f 0 
on P4. We can embed this sequence into the commutative diagram using stand- 
ard exact sequences. E.g., the second horizontal sequence is the tensor product 
of .,V” with the sequence defining the normal bundle J’+. 0 
Section 4.3: Vanishing of cohomology 
The aim of this section is to prove proposition 4.3.7. This proposition will 
be crucial in section 5.1 dealing with the injectivity of p. First, in lemma 4.3.1 
and its corollaries 4.3.2 and 4.3.3, we consider the cohomology of the ideal 
sheaf #s and related sheaves. Next, in lemma 4.3.4, we prove a result relating 
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the cohomology of tensor products to the cohomology of the factors. Finally, 
in lemmas 4.3.5 and 4.3.6, we use these results to prepare the proof of our goal, 
proposition 4.3.1. 
We start with a weak, but general, result about the vanishing of the cohom- 
ology of powers of the ideal sheaf #s. The main ingredients are the bound on 
the regularity of the ideal sheaf 9s itself (see lemma 4.1.2), Kodaira vanishing 
applied to P4 and the Leray spectral sequence applied to rc : P4 -+ P4. We refer 
to section 4.1 for the definition of r. 
LEMMA 4.3.1. H’(@k))=O iftz0, i>O and kz(t+l)r-5. 
PROOF. We have kH-tE=K+A, where A=(kH-tE)-(-SH+E)= 
(k+5)H-(t+l)E.Seta:=(k+5)-(t+l)r.ThenA=(t+l)(rH-E)+aH.The 
divisor A is very ample, since rH- E is very ample (see proposition 4.1.4), H 
is globally generated and a? 0 by assumption. We have shown in lemma 4.2.2 
that n*tV’p(-tE)=$l and R’n,t??p(-tE)=O for tr0. Hence 
H’($i(k)) G H’(@p(kH- tE)) by the Leray spectral sequence 
= H’(@p(K+ A)) 
=o for i > 0 by Kodaira vanishing. 
Now the proof is complete. 0 
As a corollary we get some control of the cohomology of the dual Jy” of the 
normal bundle of S in lP4. 
COROLLARY 4.3.2. H’(JY”(kH))=O if i>O and kz3r-5. 
PROOF. This follows immediately from the exact sequence 
o-t92-+9+N-+o 
and the previous lemma. 0 
From corollary 4.3.2 we can easily derive a bound on the regularity of 3”. 
coRor_r_ARY 4.3.3. Jy” is (3r- 3)-regular. 
Now we turn to the problem of relating the cohomology of tensor products, 
like OS 0 Jy”, to the cohomology of the factors of the product. In fact, we 
give a relation between the regularities of the product and its factors. For locally 
free sheaves on lP4 this relation is very simple; for locally free sheaves on S it 
is more complicated. 
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LEMMA 4.3.4. Let g be an a-regular coherent sheaf and let 9 be a b-regular 
locally free sheaf on either P4 or S. In the former case g @ 9 is (a + b)-regular; 
in the latter case g@ $ is (a + b + s- 1)-regular sheaf on S, where s := 
max(l,r-2). 
PROOF. We only prove the new and most difficult case about sheaves on S. 
The proof for sheaves on P4 is analogous and can be found in [Ein, lemma 
3.11. First notice that we may assume that a = b = 0. This follows easily upon 
replacing ~9 with @(a) and % with g(b). Since by lemma 4.1.1 $ is generated 
by its sections -it is O-regular by assumption-we have a surjection @ Gs + g, 
which is also surjective at the level of global sections. One easily checks, using 
corollary 4.1.3, that the kernel LX of this surjection is s-regular. Hence, again 
by lemma 4.1.1, we have a surjection @Qs(-s) -+X. Continuing this way we 
find that @ admits a resolution 
We take the tensor product of this sequence with SS 
Since $9 is locally free this is again exact. Hence, since we are working on a sur- 
face,H’(~~O(k))=OifH1($(k))=H2(~(k-s))=OandH2(9~8(k))=Oif 
H*(%(k)) = 0. We find, using the fact that Y? is O-regular, that H’(@ @ g(k)) = 0 
if k+ lrs-1 and H*(S@ S(k))=0 if k+210. Hence S@ $9 is (s-l)- 
regular. 0 
REMARK. Notice that s = r - 2, unless S is a plane. In this case lemma 4.3.4 is 
sharp (take g= 9 = C&Z). 
In the following lemma we collect some well known facts about the cohom- 
ology of L&4. 
LEMMA 4.3.5 (Bott’s formula). 
(1) Szb, is 2-regular and 
(2) H*(Q&(k)) = H3(Q&(k)) = 0 for all k. 
PROOF. This follows immediately from the definition of regularity and 
“Bott’s formula” proven in [Okonek, Schneider, Spindler, p. 81. 0 
In the following lemma we use 4.3.1-4.3.5 to calculate the regularities of 
some important sheaves. It is a preparation for the main result of this section, 
proposition 4.3.7. We refer to section 4.1 for the definition of “case A” and 
“case B”. 
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LEMMA 4.3.6. In both case A and B 
(1) Q&O zFs is (r + I)-regular; 
(2) !$4 Is is r-regular; 
(3) Qg is (3r-4)-regular; 
(4) 0s @ Jy” is (12r + 3s - 21)-regu/ar. 
In case B 
(1) H2(L+ @ 9&W)) = 0 for all k; 
(2) Jy” is (2a + b - 2)-regular; 
(3) H’(G$ js(kH))=Ofor kll; 
(4) H’(Op 0 LFs(k)) = 0 for all k. 
PROOF. “Both case A and B” 
(1) By lemma 4.35, Qbd is 2-regular. Since g,s is (r- 1)-regular, the result 
follows from lemma 4.3.4. 
(2) This follows easily using the exact sequence 
lemma 4.3.5, part (1) of this lemma and rr2. 
(3) This follows from the exact sequence 
corollary 4.3.2, part (2) of this lemma and rz2. 
(4) Using 
and ws = det(JY)(-5), one finds that OS @ Jv”(-5) = 528 @ Jy” @ det(JY”). 
This is a direct summand of a;@ (Jv”)03. Applying part (3) of this 
lemma, corollary 4.3.3 and lemma 4.3.4, we find that this bundle is 
(3r- 4) + 3(3r- 3) + 3(s- 1) = (12r+ 3s- 16)-regular. The proposition follows 
immediately. 
“Case B” 
(1) This follows immediately from the exact sequence 
O+ QL4(-a- 6) -+ 52;4(-a, -b) -tfiL,@ gs- 0, 
and lemma 4.3.5. 
(2) This follows immediately from corollary 4.1.3, al b and J’“G 
@s(-a, -b). 
(3) This follows from (l), lemma 4.3.5 and the exact sequence 
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(4) It follows from the Koszul resolution of $s (see the proof of lemma 
4.1.2), that H1(#s(k)) =H2(9s(k)) = 0 for all k. The required result now 
follows from the Euler sequence. q 
The following proposition will be the main ingredient in the explicit solution 
of the problem of the injectivity of p (see section 5.1). 
PROPOSITION 4.3.1. In both cases 
(1) I12(@p@Ss(k))=0 ifkzr-4; 
(2) H’(@s(k))=O ifkzr-3; 
(3) H’(O,@JV”(~H))=O if kr12r+3s-22; 
(4) H’(Op@~~(kI-I))=O ifkr3r-5. 
In case B 
(1) H1(Os@~“(kH))=Oifeither(a,b)=(l,l)andk~-1 or(a,b)#(l,l) 
and kz4a+2b-9; 
(2) HO(Op @ Ss(kH)) -+ HO(Op 0 Jz/“(kH)) is surjective for all k. 
PROOF. “Both cases” 
(1) To show this vanishing we use the exact sequence 
o~~s~~~~s(l)-+olp4~~s~o 
and lemma 4.1.2. 
(2) This follows immediately from corollary 4.1.3. 
(3) This follows easily from lemma 4.3.6. 
(4) This vanishing follows from the exact sequence 
and lemma 4.3.1. 
“Case B” 
(1) Since Os~Q~(--Ks)=:9~(5 -a- b) (see the proof of lemma 4.3.6 (4)), 
we have 
H’(Os @ Jy”(kII)) rH’(Q~(5 -a - b) 0 M”(kH)) 
zII’(QL(k-2a-b+5,k-a-2b+5)), 
where, of course, Qk(u, u) = Q;(u) @ Q,(o). Using the exact sequence 
o+Jyv+Qj&+Q;-to 
lemma 4.3.6 and azb, one finds that H’@;(I)) =0 for 
1 
1, if (a,b)=(l, l), 
Izmax(2a+b-4,1)= 
2a + b - 4, otherwise. 
Now taking I = k - 2a - b + 5 yields the result. 
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(2) Consider the following commutative diagram 
0 - Op(-a - b) - O&-a, -b) _I OIp4@&-0 
0 0 
The horizontal exact sequence is derived from the Koszul resolution of 3s 
(see the proof of lemma 4.1.2); the vertical sequences are obvious. This 
commutative diagram reduces the problem to proving the surjectivity of 
H”(Op4(k- a, k- b)) --t H0(0,4 0 Jy”(kH)). By lemma 4.3.6, H’(+ @ 
9(k - a, k - 6)) = 0 for all k. The result now follows. 0 
SECTION 5: PROOF OF THE MAIN RESULT 
In this section we finish the proof of theorems 1.1 and 2.1. In fact, as an- 
nounced in sections 1 and 2, we will prove a more explicit statement. Recall 
from section 4.1 that “case A” means “S is a smooth non-degenerate surface” 
and “case B” means “S is a smooth complete intersection surface of type 
(a, b).” Recall furthermore from section 4, that we have set r=d in case A, 
r= a + b in case B and s := max(1, r - 2) in both cases. One easily sees that 
s=r-2, unless S is a plane. Now we can state the explicit version of our 
Noether-Lefschetz theorem. We remind the reader of the fact that the word 
“general” is used in the special Noether-Lefschetz sense, explained in section 1. 
THEOREM 5.1. Let SC lP4 be a smooth surface of degree d. Let X a smooth 
surface, linked to S via a general complete intersection of type (m,,m2). 
Assume that m, L m2 L r and ml + 2m2 2 5r + 1. Then Pic(p’) -+ Pit(X) is an 
isomorphism in case A for m, + m2 2 12r + 3s- 17 and in case B .if 
4, if (a, 6) = (1, 1), 
m,+m2r 
4a+2b-4, if (a,b)#(l, 1). 
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PROOF. By the infinitesimal method it suffices to show that the cup product 
map a : H1*1(X)/H1*1(~4) + Hom(W,H2”(X)) is injective (see section 3.2). 
This in turn follows from the injectivity of p and the surjectivity of 6 and E (see 
the end of section 3.2). Now the result follows immediately from proposition 
5.1.4, proposition 5.2.1 and corollary 5.3.2 below. 0 
The rest of section 5 is dedicated to the proof of the main ingredients of the 
proof of theorem 5.1, i.e., proposition 5.1.4, proposition 5.2.1 and corollary 
5.3.2. Given the technical results of section 4 (in particular sections 4.2 and 4.3 
about (higher) direct images and cohomology), this is easy. Section 5.1, con- 
cerned with the injectivity of /3, will turn out to be the most difficult. To give 
an explicite bound on the linking degrees mi in terms of the degree d of the 
surface S, we need all the results from the technical section 4. However, if we 
are satisfied with the statement that Noether-Lefschetz holds for sufficiently 
large m;, then we only need proposition 4.2.2. (We can use corollary 5.1.2 in 
stead of proposition 5.1.4. This corollary depends only on proposition 4.2.2. 
The same holds for the proofs of proposition 5.2.1 and corollary 5.3.2.) 
Section 5.1: Injectivity of p 
In this section we consider the problem of the injectivity of 
p: fP~‘(X)/H’J(lP’4) -+ f&N”). 
We start with the following lemma. 
LEMMA 5.1.1. If H’(Op((m, + m2 - 5)H- E)) = 0, then p is injective. 
PROOF. Consider the diagram 
H’(+) - H’(O;, lx> - H2(L?;, 0 ,a,) 
H’(Q:) 
H2(Jy”) 
with exact row and column. If H2(Q& 0 3,) =0 then H’(Q&)/H’(S2&)= 
H’(Q&)lH’(Q;, Ix), h ence p is injective. Since XC p4 is the zero-locus of a 
section in V, we have a Koszul resolution of $x: 
0 -+ /\2V” +V”+#~-tO. 
Hence it suffices to show that Hk+’ k (A ‘V”@Q~,)=O for k=l,2. The Serre 
dual of this condition is H3-k(~kW@Q$) =0 (k= 1,2). Since W=gt 0 g2 
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with L?‘i= @pd(miH-E) very ample, this condition is satisfied for k= 1 by 
Kodaira-Nakano vanishing. For k= 2 we proceed as follows. Using 
G Op(-5H+ E), 
we find that det(Y) @Q&S &,4((m, + m2 - 5)H- E). Hence the condition in 
the lemma is equivalent o the remaining condition that H’(det(W) 0 52i4) = 0. 
This completes the proof. 0 
COROLLARY 5.1.2. p is injective for mi%O. 
PROOF. This follows from lemma 5.1.1 and proposition 4.2.2. 0 
Notice that we only need section 4 up to proposition 4.2.2 to prove this result. 
To make corollary 5.1.2 explicit in terms of the degree d of S, however, we need 
the following lemma, which in turn needs the full results of section 4. 
LEMMA 5.1.3. In both cases, H’(n,+(kH-E))=O if kz12r+3s-22. In 
caseB, H*(n,Op(kH-E))=Oifeither(a,b)=(l,l)andk>-1 or(a,b)#(l,l) 
and kz4a+2b-9. 0 
PROOF. We use the commutative diagram in proposition 4.2.5. The first 
statement now follows from the “both cases” part of proposition 4.3.7. In the 
proof of second statement we use the “case B” part of proposition 4.3.7 and 
(1) and (2) of the “both cases” part (and, of course, the relation r = a + 6). •i 
Now we can prove the main result about the injectivity of p. 
PROPOSITION 5.1.4. In both cases, p is injective for ml + m2 2 12r + 3s- 17; 
in case B, /3 is injective if either (a,b)=(l, 1) and m,+m2z4 or (a, b)#(l, 1) 
and m,+m2z4a+2b-4. 
PROOF. Clearly, this follows from the lemmas 5.1.1 and 5.1.3. q 
Section 5.2: Surjectivity of 6 
In this small section we consider the easy problem of the surjectivity of 
Recall from proposition 4.1.4 that pi= @p(miH- E) is very ample for mi Lr, 
where we can take r = din case A and r = a + b in case B. The following proposi- 
tion shows that this weak condition is sufficient for the surjectivity of 6. 
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PROPOSITION 5.2.1. 6 is surjective if mi L r. 
PROOF. Since 6 is induced by the restriction map Y@ det(“Y) @ KP~ -+ %‘@ 
det(V) 0 KP~ 1 x, it is sufficient to show that H’(V’@ det(V) @ Kp4 @ $x) = 0. 
Using the Koszul resolution, as in the proof of lemma 5.1 .l, and det(W) 0 
A~W”~A*-~V, it suffices to show that 
Hk(W@A2-kW@Kp4)=0 for krl. 
Since Y= LX?t @ LP2 and since the condition mi 1 r implies that the line bundles 
LZ?i are very ample, this follows from Kodaira vanishing. q 
Section 5.3: Surjectivity of E 
In this section we consider the problem of the surjectivity of 
E : Ho(W) @ H’(det(W) @ Kn4) --t H”(V@ det(“Y) 0 Kp4). 
It is equivalent to the surjectivity of 
for i = 1,2. We will prove the following proposition, which gives sufficient con- 
ditions for the surjectivity of the above maps. 
PROPOSITION 5.3.1. Let i = 1 or 2. Then Ei is surjective, if mi 2 r and mi+ 
m,+m225r+ 1. 
COROLLARY 5.3.2. If we order the linking degrees mi such that m, L m2, then 
E is surjective if m2zr and ml +2m225r+ 1. 
The most natural proof of proposition 5.3.1 would be to prove that 
9t @ .LZ’* @ Kp4 is O-regular with respect to L?i or vice versa for mi %- 0. (For the 
definition of regularity and the main properties of this notion, we refer to sec- 
tion 4, in particular section 4.1 and lemma 4.3.4.) However, one easily checks 
that this is not the case. Therefore we apply “Ein’s trick”, i.e., we construct a 
commutative diagram containing the very ample line bundle AZ= @$(rH-E) 
(see proposition 4.1.4). The advantage of this construction is that ~2, unlike pi 
and 9, @ LX?* 0 Kp4, is not getting “bigger” as the linking degrees mi increase. 
Therefore it is easier to show that something is m-regular with respect to ~2, for 
some m, than to LZ?i or 2’10 92 0 Kp4. 
LEMMA 5.3.3. .zi is surjective if mi L r, m, -t m2 1 r + 5 and pi := @+((mi + 
ml +m2-r- 5)H- E) is O-regular with respect to d= @@(rH- E), i.e., 
Hi(&i@&Pi)=O for lsji4. 
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PROOF. Consider for i= 1,2 the commutative diagram 
I I 
HO@?;) 0 HO(tTp4(rH)) 0 HO(d) - H”(gi tf )I 0 Ho(d), 
where I =rn, +m2 -r-5 and &‘= @&H-E). It follows from this diagram 
that Ei is surjective if 
(1) HO(9;) @ HO(@&ZH)) -+ HO(gi((I)) and 
(2) HO(Zi(1)) @ Ho(d) + HO(JZ?i @ 91 0 9?* @ Kp4) 
are surjective. The first, using II,, is equivalent to the surjectivity of 
HO(s,s(mi)) 0 HO(@P(0) -+ HO(@s(mi + 0) 
(recall that by proposition 4.2.2 71*~i~ $s(mi)). Since 9 is (r- 1)-regular and 
mi 2 r- 1, it follows from lemma 4.1.1 that #s(mi) is generated by its sections. 
Hence the above map is indeed surjective, since by assumption 120. 
We attack the second problem using regularity. Notice that A!i= 
fl&(mi+m, + m2 - r- 5)H-E)=gi(fH). By lemma 4.1.1 again, it suffices 
that Ai is O-regular with respect to ~2, i.e., H’(Ai @ d-j) = 0 for j> 0. Hence 
we have proved the lemma. 0 
LEMMA 5.3.4. Let i = 1 or 2. Then the regularity condition H’(JXi @ 
d-j) =0 for j>O in the previous lemma is satisfied, if 
H2(R’n,@&(m, + m2 + mi - 4r - 5)H+ 2E)) = 0 
and mi+mi+m2Z5r+l. 
PROOF. We write hi = @&ai H - E), where ai = mi + m, + m2 - r - 5. Hence 
hi @ ._Kj= 6$(aij H+ (j - l)E), where aij = ai - jr. By the Leray spectral se- 
quence, it suffices to show that 
(1) Hj(7cl.6$(aijH+(j- l)E))=O and 
(2) Hi-‘(R’xn.Blp4(atiH+(j- l)E))=O 
for lzzj14. 
By lemma 4.2.2, n,@&(j- l)E) G tVP4, hence the first condition is equivalent 
to the vanishing of Hj(lP4, CPd(aij)). This condition is trivially satisfied for 
O<j<4. For j= 4 the condition follows from the last condition in the lemma, 
since it is equivalent to ai42 -4. 
Since the support of R1n,6’&aijH+ (j- l)E) is contained in the surface S 
-more generally, the higher direct images of any (coherent) sheaf on P4 have 
support contained in the surface S, since n : lP4 + P4 is an isomorphism outside 
S-it has no third cohomology. Hence, the second condition is trivially satisfied 
for j= 4. It is also satisfied for ji2, since, as we have shown in lemma 4.2.2, 
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R’n,@p((j- l)E) =0 for these values of j. Now only one condition remains, 
namely condition (2) for j= 3. This condition is the first condition of the 
lemma. 0 
PROOF OF THE PROPOSITION 5.3.1. By the lemmas 5.3.3 and 5.3.4, Ei is sur- 
jective if mirr, m,+m,rr+5, mi+m,+mz25r+1 and H2(R’n*@p((m,+ 
m2 + mi - 4r - 5)H+ 2E)) = 0. One easily verifies that the conditions in proposi- 
tion 5.3.1 imply the first three conditions. It only remains to prove that the con- 
ditions of the proposition imply the last condition. 
It follows from lemma 4.2.2 that H’(R’n, dp((m, + m2 + mi - 4r - 5)H+ 
2E)) = H2(os((m, + m2 + mi - 4r)H)). This vanishes if m, + m2 + mi - 4r2 1 by 
Kodaira vanishing. This condition is implied by the conditions in proposition 
5.3.1. 0 
SECTION 6: CONCLUDING REMARKS 
In this paper we proved a Noether-Lefschetz theorem for linked surfaces in 
P4. As explained in section 3, our results are closely related to Ein’s work on 
Noether-Lefschetz theorems for vector bundles. However, Noether-Lefschetz 
theory for surfaces in P3 is much more elaborate. E.g., one has (sharp) bounds 
on the codimension of the components of the Noether-Lefschetz locus (see 
[Green]), one can describe the most special of these components (see [Green] 
and [Voisin]) and one can show that the components lie dense (see [Ciliberto, 
Griffiths, Harris]). One can ask the same questions in our or Ein’s case. In an- 
other paper “Noether-Lefschetz problems for vector bundles” (to appear) we 
hope to address some of these questions in an even more general setting. We 
prove a Noether-Lefschetz theorem for zero-loci of general sections of suffi- 
ciently ample vector bundles on projective manifolds as in Ein, but we do not 
assume that these loci are surfaces. We assume that they are even-dimensional. 
Ein’s result and Lefschetz’ Noether-Lefschetz theorem for even-dimensional 
complete intersections [Deligne, Katz, pp. 328/329] are special cases of our 
results. 
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