Consider the directed process (i S i ) i 0 where the second component is simple random walk on Z(S 0 = 0). De ne a transformed path measure by w eighting each n-step path with a factor exp P 1 i n (! i +h)sign(S i )]. Here, (! i ) i 1 is an i.i.d. sequence of random variables taking values 1 with probability 1 =2 (acting as a random medium), while 2 0 1) a n d h 2 0 1) are parameters. The weight factor has a tendency to pull the path towards the horizontal, because it favors the combinations S i > 0 ! i = +1 and S i < 0 ! i = ;1. The transformed path measure describes a`heteropolymer', consisting of hydrophylic and hydrophobic monomers, near an oil-water interface.
Introduction and main results
In this paper we solve a problem that was posed by Garel et al. (1989) and studied by Sinai (1993) . It involves a two-dimensional directed random polymer interacting with two solvents separated by a n i n terface. Depending on the interaction, the polymer either stays near the interface (`localization') or wanders away from it (`delocalization'). The main problem is to determine the phase transition curve.
A random walk model
To de ne the model we need two ingredients:
(1) S = ( S i ) i 0 : a simple random walk on Zstarting at the origin. P E denote its probability l a w and expectation.
(2) ! = ( ! i ) i 1 : an i.i.d. sequence of random variables taking values 1 with probability 1 =2. P E denote its probability l a w and expectation. and Z h ! n is the normalizing constant or partition sum. (In (0.2) we could put i = 0 if S i = 0. This would be a site rather than a bond model. ) We view Q h ! n as modelling the following situation. Think of (i S i ) n i=0 as a directed polymer on Z 2 , consisting of n monomers represented by the bonds in the path. The lower half plane is`water', the upper half plane is`oil'. The monomers are of two di erent t ypes, occurring in a random order indexed by !. Namely, ! i = ;1 means that monomer i`prefers water', ! i = +1 means that it`prefers oil'. Since i = ;1 when monomer i lies in the water and i = +1 when it lies in the oil, we see that the weight factor in (0.1)`encourages matches and discourages mismatches'. F or h = 0 both types of monomers interact equally strongly with the water and with the oil, being attracted by one and repelled by the other. However, for h 2 (0 1) the monomers prefering oil have a stronger interaction with both the solvents than the monomers prefering water. The parameter is the overall interaction strength and plays the role of inverse temperature.
REMARK: In (0.1) we could put the h-dependence in the probability l a w o f !, for instance, by p i c king P(! i = 1)= (1 h)=2 and writing P i ! i i in the exponent. This would describe a polymer where the two t ypes of monomers occur with di erent densities but interact equally strongly with the solvents. Alternatively, w e could make a mix of the two t ypes of h-dependence (or even allow for more general !-sequences with exponential moments). For the proofs in this paper it is a slight a d v antage that h enters into the exponent. Nevertheless, all results carry over with only minor changes in the proofs.
The way i n w h i c h the polymer behaves near the interface is the result of a competition between energy and entropy. The energy is minimal (i.e., the weight is maximal) when all the monomers are placed in their preferred medium, but this strategy has low e n tropy. On the other hand, the entropy is maximal when the polymer makes large excursions away f r o m t h e i n terface, but this strategy typically has high energy (i.e., the weight is small). What do we expect will happen under Q h ! n as n ! 1 ?
1. = 0 . The vertical motion of the polymer is free simple random walk. Since this is a null-recurrent process, the polymer will not stay near the interface, i.e., we h a ve delocalization.
2. > 0 h= 0 . The polymer will want t o s t a y close to the interface, so that it can place as many monomers as possible in their preferred solvent and produce low energy. Indeed, wandering away from the interface would result in a misplacing 3 of about half the monomers. The polymer can reduce this fraction by crossing the interface at a positive frequency. This lowers the entropy, but only by a small amount if the crossing frequency is small. The estimates in Sinai (1993) show that for this strategy the gain exceeds the loss, i.e., we h a ve localization.
3. > 0 h" 1. N o w w andering away is again the winning strategy, simply because the monomers prefering water barely interact with either the water or the oil. By moving away in the upward direction the polymer can match all the monomers that prefer oil, thereby producing almost the minimal energy and almost the maximal entropy, i.e., we h a ve delocalization.
The above i n tuitive picture seems to suggest that there is a critical curve i n t h e ( h)-plane separating the localized from the delocalized phase. It is the goal of the present paper to prove the existence of this critical curve and to derive some of its properties.
In order to give a precise de nition of the two phases, we need the following preliminary result (proved in Section 1).
Theorem 1 For every 2 0 1) and h 2 0 1)
exists P-a.s. and is non-random.
The function is the speci c free energy of the polymer. It is immediate from (0.1) and (0.3) that ( h) i s c o n tinuous, non-decreasing and convex in both variables. (Note that our model makes perfect sense for h 2 R. O b viously, in this larger parameter space ( h) i s e v erywhere nite, is symmetric and convex in both variables, and hence is also continuous and unimodal in both variables.) Moreover, it is easy to show that ( h) h:
= exp hn + o(n)] P; a:s:
where in the last step we use the strong law o f l a r g e n umbers for !. T h us we see that the lower bound in (0.4) corresponds to the strategy where the polymer wanders away in the upward direction. This leads us to the following de nition.
De nition 1 We say that the polymer is:
In case (a) the polymer is able to beat on an exponential scale the trivial strategy of moving upward. It is intuitively clear that this is only possible by crossing the interface at a positive frequency, w h i c h means that the path measure localizes near the interface in a strong sense. In case (b), on the other hand, the polymer is not able to beat the trivial strategy on an exponential scale. In principle it could still do better on a smaller scale, but we do not expect this (at least not in the interior of the region described by (b)). We shall not derive a n y properties of the path measure, The proof of Theorem 2 is given in Section 2. It will also provide upper and lower bounds on h c ( ), namely: 
A Brownian motion model
As # 0, the reward to stay close to the interface gets smaller and so the excursions of the polymer away from the interface will get longer. Therefore, intuitively we m a y expect to see a scaling behavior where both S and ! can be approximated by Brownian motions. To make this more precise, we rst de ne and describe the continuous analogue of the discrete model. As we shall see in Section 0.3, the scaling happens in a w ay which leads to a Brownian motion model. This model retains the full complexity of the random walk model, except that the Brownian scaling property g i v es rise to a simpler form of the phase separation curve.
The two ingredients of the continuous model are two standard Brownian motions on R, denoted by (1) B = ( B t ) t 0 (2) = ( t ) t 0 , both starting at the origin. We writeP Ẽ resp.P Ẽ to denote their probability l a w and expectation. Similarly as in (0.1-0.2), the transformed probability l a wQ h the rst integral is an Itô-integral, and the parameters h are both in 0 1). for all t 0 a n d a > 0: (0.13) Hence~ ( h) = 1 a 2~ (a ah) for all a > 0: (0.14)
It immediately follows from (0.14) that~ has the following scaling form:
for K 2 0 1) with K ! S (K) continuous, non-decreasing and convex, satisfying S(K) K: 
(0.16) By (0.15), Theorem 4 implies that~ ( h) = h for h K c and~ ( h) > h for h < K c , i.e., the phase separation curve is the straight l i n e ! K c .
Although the picture here looks fairly simple, the complexity of the model is hidden in the constant K c , w h i c h seems to be a very ungainly and complex object. We h a ve rough bounds on K c , but nothing like a sequence of bounds that could be expected to converge to K c .
Weak interaction limit
We are now ready to formulate our main results concerning the weak interaction limit of the random walk model and its relation to the Brownian motion model. Although (0.17) is intuitively plausible, the estimates needed for its proof are quite delicate. The reason is that our paths carry exponential weight factors, which are very sensitive to uctuations. One should keep in mind that, at least in the localized region, the path exhibits a behavior that has an exponentially small probability under the free path measure. It is therefore clear that the result cannot be proved by a routine application of invariance principles. We shall not prove Theorem 5 separately, as it is a consequence of the more powerful but more technical Theorem 6 below. A proof of Theorem 5 would be simpler (and more transparent) than that of Theorem 6 given in Section 4. However, the unfortunate fact is that Theorem 5 alone does not lead to a determination of the tangent at = 0 of the phase separation curve in the discrete model. In fact, it only yields lim inf In order to remedy this situation, we i n troduce the`excess' free energies
so that the delocalized region is characterized by = 0 resp.~ = 0. Our main result for the weak interaction limit is the following: for small enough a. N o w l e t a # 0 a n d # 0.
The idea behind Theorem 6 is that by slightly varying h we can dominate the errors that arise in the approximation of the random walk by the Brownian motion.
REMARK: (recall footnote 2) Theorem 6 can be shown to carry over to the model where the h-dependence sits in the probability l a w o f !. F or the Brownian motion model there is no distinction between the two v ersions. Apparently, the weak interaction limit is largely independent of the details of the model. This is essentially a stability result. Stability is crucial for our understanding of the localization problem, and typically hard to prove for path measures with exponential weight factors.
Open problems
Our distinction between the localized and the delocalized phase, as given in De nition 1, is in terms of the speci c free energy rather than the path measure itself. We w ould like to show that in the localized phase`(S i ) 0 i n truly localizes', in the sense that it stays close to the horizontal, while in the delocalized phase it does not. For instance, two questions are: No doubt the answer is`yes' in the localized phase and`no' in the delocalized phase, but this remains to be proven. Other interesting questions are: How does the free energy behave close to the critical curve? How large are the excursions of the path away from the horizontal?
Sinai (1993) proves that if > 0 h= 0, then the path localizes in the following sense: there exist numbers > 0 ( ) > 0 and random variables n 0 (!) k 0 (!) such that sup log n i n;log n Q 0 ! n (jS i j > k ) e ; ( )k for k k 0 (!) n n 0 (!) P; a:s:
We expect that Sinai's arguments can be extended to cover the whole localized region.
One could hope to make some progress on problems (1) and (2) above b y looking at the times when the path intersects the interface. In the localized region these times admit a Gibbsian description (in the limit as n ! 1 ). However, this leads to a Gibbs measure with a random long-range potential having both signs, which is a notoriously di cult object. Nevertheless, we expect that a limiting measure exists and that it has exponentially decaying correlations.
Even the delocalized region is not trivial. It seems intuitively clear that, at least in the interior of this region (i.e., for h > h c ( )), the path just behaves as a random walk conditioned to stay positive, which i s w ell known to have B r o wnian scaling with the so-called Brownian meander as limiting measure (see Bolthausen (1976) ). However, it appears to be di cult to exclude the possibility of rare returns to the interface. are of order log n as n ! 1 , which i s t ypical for a localized path. Grosberg et al. (1994) and Sinai and Spohn (preprint 1994) study an annealed version of the model in which Z h ! n is averaged w.r.t. P. The free energy and the critical curve can in this case be computed exactly. H o wever, the quenched version described in the present paper is qualitatively very di erent and considerably more complex.
Proof of Theorem 1
The proof consists of two parts. In Lemma 1 we p r o ve that the claim holds when the random walk is constrained to return to the origin at time 2n. In Lemma 2 we show how to remove this constraint.
Fix and h. De ne
where we recall the notation introduced in Section 0. E log Z ! 2n is bounded from above.
III. P(T !2 ) = P(! 2 ).
Property I follows from (1.1) by inserting an extra indicator 1fS 2m = 0 g and using the Markov property o f S at time 2m. P r o p e r t y II holds because
Property III is trivial. Thus, ! ! (log Z ! 2n ) n 0 is a superadditive process. It therefore follows from the superadditive ergodic theorem (Kingman (1973) Theorem 1) that lim n!1 1 2n log Z ! 2n converges P-a.s. and in mean, and is measurable w.r.t. the tail -eld of !. Since the latter is trivial, the limit is constant P-a.s.
Our original partition sum was
which is (1.1) but without the indicator. Thus, in order to prove Theorem 1 we m ust
show that this indicator is harmless as n ! 1 . S i n c e j log(Z ! 2n =Z ! 2n+1 )j (1 + h), it will su ce to consider n even.
Lemma 2 There exists C > 0 such that Z ! 2.1 Existence, continuity and monotonicity o f h c ( )
Proof. Since
, we h a ve the following equivalence (recall that 0 b y (0.4)):
Thus, to prove the claim we m ust show that if the r.h.s. of (2.3) holds for ( h) t h e n it also holds for ( + h + ). To see this, write
Since i 1 a n d ! i ; 1, the last sum is 0 w h e n (;1 + h) + 0. The rst equality is a direct consequence of the superadditivity (see Section 1). The r.h.s. is 0 a s s o o n a s t h e t e r m b e t ween square brackets is 1. Proof. The idea is to nd a strategy of the polymer for which the contribution to the free energy exceeds h (see De nition 1). The computations below are easy but a bit lengthy, due to a necessary ne-tuning of constants. The proof comes in three parts. which is the generating function for the probability of rst return to the origin of simple random walk. In order to bound (2.11) from below, we shall be looking for a strategy of the path in which the excursions have distribution
This corresponds to a random walk with drift towards the origin (i.e., S i+1 ;S i = 1 with probability Proof. Let P 0 n and P n denote the laws of the ordinary random walk resp. the random walk with drift restricted to n-step paths. Then from (2.13) In order to bound ( h) = l i m n!1 1 n E log Z ! n , it therefore remains to consider EE n H n (S !) = E n EH n (S !) E n
By stationarity of the !-sequence, the summands are functions of j ; j;1 only.
Applying the optional sampling theorem again we g e t (To handle the last excursion n+1 ; n , note that is linearly bounded and that the excursion times have an exponential moment under P n .) Putting the estimates together we obtain the claim.
The proof of
Step 4 can be completed as follows. Because 0 a n d is convex, we h a ve Proof. Recall Step 2(ii). The claim is proved as follows. As ! 1 , the path will tend to make short excursions. Therefore we bound the partition sum from below b y requiring all excursions to have length 2: 
Proof of Theorems and 4
Essentially, the same arguments as in the proofs of Theorems 1 and 2 carry over to the continuous case. We only indicate which points need modi cation.
Proof of Theorem 3
We cannot insert 1fB t = 0 g, since P(B t = 0) = 0 (compare with (1.1)). However, this problem is easily handled through a comparison argument. Recall the notation introduced in Section 0. 
Thus, ! (logZ t ) t 0 is a superadditive process.
In order to apply the superadditive ergodic theorem, we need an additional regularity condition that is absent in the discrete time setting, namely (see Kingman (1973 (jB t j 1jB s = x) > 0 for all T < 1 (3.6) 20 (use Jensen's inequality together withẼ u 0). Hence it su ces to prove (3. (3.10) In (3.9) we h a ve the LLN forZ t = i n f jxj 1Z t (x). The key estimates are now (i)Z t Z t (0) C( )Z t for all t and
(ii)Z t (0) Z t (0) CtZ t (0) for all t and : (3. 11)
The lower bounds are trivial. The upper bound in (ii) is obtained from an almost literal transcription of the proof of Lemma 2. The upper bound in (i) follows from a coupling argument. Indeed, since two Brownian motions starting at 0 resp. x hit each other after a nite time a.s., we h a ve sup jxj 1 jZ t (0)=Z t (x)j C( ) w i t h C( ) < 1 P-a.s.
The conclusion of (3.11) is that our original partition sumZ t =Z t (0) has the same (P-a.s. constant) growth rate asZ t in (3.1). where we reserve the index 0 for the interval between t and the last hitting time of the origin prior to time t. Then, using the up-down symmetry of B for each excursion, we can writeZ t =Ẽ exp X j2Jt ( I j + hjI j j) :
Proof of Theorem 4
(3.14)
Here, I denotes the increment o f over the set I, a n d was de ned in (2.9). The representation in (3.14) is the continuous analogue of (2.10-2.11). Fix > 0. LetP Ẽ denote the probability l a w and expectation of Brownian motion with drift towards the origin. Then it follows from the Cameron-Martin 22 formula (Chung and Williams (1990) Theorem 9.10) resp. the Tanaka f o r m ula (Revuz and Yor (1991) It remains to compute the r.h.s. of (3.16 ). This is essentially parallel to (2.18-2.22). In order to be able to`properly count' excursions, one rst has to cut away the excursions that have length smaller than and then let # 0. We l e a ve this to the reader.
By the law o f l a r g e n umbers for ! resp. , ( h) = ( h) + h ( h) =~ ( h) + h: (4. 3)
It su ces to consider the case = 1 .
Outline of the proof of Theorem 6
Theorem 6 is proved by a series of approximation steps. Our approximations will depend on two auxiliary parameters and , where 0 < < . Later on, we shall let t ! 1 , a # 0, # 0, # 0 (in this order). There will be no danger in assuming that t=a 2 , t= , =a 2 , = are all integers, which w e shall do in order to avoid a plethora of brackets.
Below w e shall make a n umber of quite similar comparisons. In order to write these in a compact form, we i n troduce the following notation:
De nition 2 Let f t (a h) and g t (a h) be r eal-valued functions. We write f g if for any 0 h 0 < h , > 0 satisfying (1 + )h 0 < h the following is true: there exists 0 such that for 0 < < 0 there exists 0 ( ) such that for 0 < < 0 there exists a 0 ( ) such that: 2 (a(1+ ) h 0 ) 0 for 0 < a < a 0 : (4.4) Here 0 , 0 , a 0 may depend on h, h 0 , . We write f ' g if f g and g f.
Note that is a transitive relation and therefore ' an equivalence relation.
The functions for which w e shall make s u c h comparisons will be of the form f t (a h) = 1 t E log E exp ;2aH t (a h)] (4.5) where the`Hamiltonian' H t (a h) is a random variable de ned on the product space of the random walk and medium (having as probability measure the product of P and P). Similar functions will be considered for the Brownian motion and medium. Now suppose that we w ant t o p r o ve f f 0 , where f 0 t (a h) has the Hamiltonian H 0 t (a h). We can do this in the following way: 24 with , , a chosen appropriately (in the sense of De nition 2).
Clearly, (4.6-4.9) imply f f 0 . Before we proceed, let us agree on some conventions about constants. A, B, C are generic positive constants, not necessarily the same at di erent occurences. They may depend on h, h 0 , , but not on the running parameters t, a, , . The proof of (4.11) comes in 4 Steps, organized as Sections 4.2-4.5. In order not to overburden notations, we shall often not explicitly express dependencies on a, , .
One of the crucial aspects of the proof is that the statement of Theorem 6 does not allow for error factors of the form exp( ( a )t) w i t h ( a ) tending to zero as a # 0. The reader should keep this in mind. .13) i.e., 1 2 : : :number the intervals in which t h e w alk returns to the origin leaving gaps of at least ( = ) ; 1 i n t h e n umbering. De ne
and put m t=a 2 = m a x fk : I k 6 = g = minfk : k t= g.
For 1 k < m t=a 2, w e s e t s k = 1 if the random walk is negative just prior to its rst zero in I k , and s k = 0 otherwise. For k = m t=a 2 , on the other hand, we s e t s k = 1 if the random walk is negative a t t=a 2 , a n d s k = 0 otherwise. Let
We can now de ne our rst intermediate quantity:
F Proof. The proof comes in six parts. and H 0(II) is that the second summand on the r.h.s. comes with a minus and h 1 h 2 interchanged. However, this obviously leads to the same type of estimate as (4.23). Therefore (recall (4.12-4.15)). We can de ne ! and! on a common probability space such that for any j 1 (see Komlos, Major and Tusnady (1975, 1976) Proof. This is quite parallel to Step 1 and we can therefore be brief. This implies (4.84).
Steps 1-4 combine to give (4.11) proving Theorem 6.
