Abstract. Let A be a generic hyperplane arrangement composed of r hyperplanes in an n-dimensional vector space, and S the polynomial ring in n variables. We consider the S-submodule D (m) (A) of the nth Weyl algebra of homogeneous differential operators of order m preserving the defining ideal of A.
Introduction
In the study of a hyperplane arrangement, its derivation module plays a central character; in particular, its freeness over the polynomial ring attracts a great interest (see, e.g., Orlik-Terao [6] ). Generalizing the study of the derivation module for a hyperplane arrangement to that of the modules of differential operators of higher order was initiated by Holm [4] , [5] . In particular, he studied the case of generic hyperplane arrangements in detail.
Let K denote a field of characteristic zero, and A a generic hyperplane arrangement in K n composed of r hyperplanes. Let S be the polynomial ring K[x 1 , . . . , x n ], and D (m) (A) the S-module of homogeneous differential operators of order m of the hyperplane arrangement A.
Among others, in [5] , Holm gave a finite generating set of the S-module D (m) (A). As to the freeness of D (m) (A), Holm [4] (cf. [9] ) proved the following:
• If n = 2, then D (m) (A) is free for any m.
• If n ≥ 3, r > n, m < r − n + 1, then D (m) (A) is not free.
• If n ≥ 3, r > n, m = r − n + 1, then D (m) (A) is free.
Holm also conjectured that if n ≥ 3, r > n, m > r − n + 1, then D (m) (A) is free. Snellman [9] computed the Hilbert series of D (m) (A), which supported Holm's conjecture when n ≥ 3, r > n, m > r − n + 1, and he conjectured the Poicaré-Betti series of D (m) (A) when n ≥ 3, r > n, m < r − n + 1.
In the derivation module case, when n ≥ 3, r > n, m < r − n + 1 with m = 1, RoseTerao [7] and Yuzvinsky [11] independently gave a minimal free resolution of D (1) (A). In the course of the proof, Rose-Terao [7] gave minimal free resolutions of all modules of logarithmic differential forms with poles along A. They also gave a minimal free resolution of S/J, where J is the Jacobian ideal of a polynomial defining A. Yuzvinsky's construction [11] is more straightforward and combinatorial than [7] .
In this paper, we prove Holm's conjecture, namely, we prove that if n ≥ 3, r > n, m > r−n+1, then D (m) (A) is free. Hence, for a generic hyperplane arrangement A, D (m) (A) is free unless n ≥ 3, r > n, m < r − n + 1. In the remaining case n ≥ 3, r > n, m < r − n + 1, we construct a minimal free resolution of D (m) (A) by generalizing [11] and a minimal free resolution of the transpose of the m-jet module generalizing that of S/J given by [7] .
After we fix notation on differential operators for a hyperplane arrangement in §2, we recall the Saito-Holm criterion in §3. It was proved by Holm, and it is a criterion for a subset of D (m) (A) to form a basis, which generalizes the Saito criterion in the case of m = 1.
From §4 on, we assume that r ≥ n and the hyperplane arrangement A is generic. In §4, we recall the finite generating set of D (m) (A) given by Holm [5] . Then we recall the case n = 2 in §5 and the case m = r − n + 1 in §6 for completeness. In §7, we consider the case m ≥ r − n + 1 and prove Holm's conjecture (Theorem 7.1).
From §8 on, we consider the case m < r − n + 1. In §8, we give a minimal generating set of D (m) (A) (Theorem 8.3). In §9, we generalize [11] to construct a minimal free resolution of D (m) (A) (Theorem 9.10). In §10, we generalize the minimal free resolution of S/J given in [7] (Theorem 10.7). In §11, we prove that the S-module considered in §10 is the transpose of the m-jet module Ω [1,m] (S/SQ) (Theorem 11.2), where Q is a polynomial defining A.
The Modules of Differential Operators for a Hyperplane Arrangement
Throughout this paper, let K denote a field of characteristic zero, A a central hyperplane arrangement in K n composed of r hyperplanes, and S the polynomial ring K[x 1 , . . . , x n ]. We assume that n ≥ 2.
For a hyperplane H ∈ A, we fix a linear form p H ∈ S defining H. Set (2.1)
Let D(S) = S ∂ 1 , . . . , ∂ n denote the nth Weyl algebra, where
, the maximum of |α| with f α = 0 is called the order of P , where
. . , α n ). If P has no nonzero f α with |α| = m, it is said to be homogeneous of order m. We denote by D (m) (S) the S-submodule of D(S) of differential operators homogeneous of order m.
We denote by * the action of D(S) on S. For an ideal I of S,
is called the idealizer of I. We set
We denote by D (m) (A) the S-submodule of D(A) of differential operators homogeneous of order m. Then Holm [5, Proposition 4.3] proved
A differential operator homogeneous of order 1 is nothing but a derivation. Hence D (1) (A) is the module of logarithmic derivations along A.
The polynomial ring S = ∞ p=0 S p is a graded algebra, where S p is the K-vector subspace spanned by the monomials of degree p. The nth Weyl algebra D(S) is a graded S-module with deg(
is said to be homogeneous of polynomial degree p, and denoted by pdegP = p, if f α ∈ S p for all α with nonzero f α .
Saito-Holm criterion
To prove that D
(1) (A) is a free S-module, the Saito criterion ([8, Theorem 1.8 (ii)], see also [6, Theorem 4.19] ) is very useful. Holm [4] generalized the Saito criterion to the one for D (m) (A). In this section, we briefly review Holm's generalization. Set
be the set of monomials of degree m. For operators θ 1 , . . . , θ sm , define an s m ×s m coefficient matrix M m (θ 1 , . . . , θ sm ) by 
Proof. Proposition 3.2 is the first statement, and Theorem 3.4 the second.
Generic arrangements
In the rest of this paper, we assume that r ≥ n and A is generic. An arrangement A is said to be generic, if every n hyperplanes of A intersect only at the origin.
For a finite set S, let S (k) ⊆ 2 S denote the set of T ⊆ S with ♯T = k. Given H ∈ A (n−1) , the vector space
is one-dimensional; fix a nonzero element δ H of this space. Note that
where P H := P {H} . Note that Theorem 4.1 (Theorem 4.22 in [5] ).
The following lemma will be used in Sections 7, 8, and 9.
Lemma 4.2.
(1) The set {δ
Proof. The dimensions of |α|=r−n+1 K∂ α and S r−n+1 are equal to
The assertions follow, since δ H * p H = 0 if and only if H ∈ H.
The case n = 2
In this section, we consider central arrangements with r ≥ 2 in K 2 , which are always generic. Note that s m = m + 1, and t m = m.
We may assume that there exist distinct a 2 , . . . , a r ∈ K such that
.
. . , r), and
Proposition 5.1 (Proposition 6.7 III in [4] , Proposition 4.14 in [9] ). The S-module D (m) (A) is free with the following basis:
6. The case m = r − n + 1
In this section, we consider the case m = r − n + 1. In this case,
In Sections 7, 8 , and 9, we use Lemma 4.2 in the case m = r − n + 1. Lemma 4.2 reads as follows in this case:
Proposition 6.2 (III Proposition 6.8 in [4]). The S-module D (m) (A) is free with a basis
{P H δ m H | H ∈ A (n−1) }. Corollary 6.3. If m = r − n + 1, then exp D (m) (A) = {m ( r m ) }.
7.
The case m ≥ r − n + 1
In this section, we assume that m ≥ r − n + 1, and we prove Holm's conjecture by giving a basis of D (m) (A). Setr := n + m − 1, and addr − r hyperplanes to A = {H 1 , . . . , H r } so that
Hence we have the assertion by Theorem 3.4.
8. The case m < r − n + 1
Throughout this section, we assume that m < r − n + 1.
Recall that D (m) (A) is generated by 
Lemma 8.1. For any H 1 , . . . , H m ∈ A (n−1) , the following hold:
It suffices to show that c
Let the operator (8.2) act on P H . Since
we have c H = 0.
. By Lemma 8.1,
Hence we obtain the assertion from (8.1).
The system of generators for D (m) (A) in Proposition 8.2 is still large. Next, we fix m hyperplanes H 1 , . . . , H m , and define an S-submodule
For H ∈ A (n−1) with H ∩ {H 1 , . . . , H m } = ∅, we have δ H * p H i = 0 for some i, and hence
Furthermore we have the following.
Next, we show the second equality. By Proposition 8.2, it suffices to show that
where
(By looking at polynomial degrees, we see c H ∈ K.) Multiplying q := H∈A\B p H from the left, we have
Let the operator (8.4) act on P H 0 . Since
we have c H 0 = 0. Hence, we have 9. Generalization of Yuzvinsky's paper [11] In this section, we assume m ≤ r − n + 1, and we construct a minimal free resolution of Ξ (m) (A) when m < r − n + 1 and n ≥ 3. We generalize the construction in [11] step by step, and basically we succeed Yuzvinsky's notation.
Let V := K n . Recall that, for H ∈ A (n−1) , δ H ∈ (V * ) * = V is the nonzero derivation with constant coefficients such that δ H * p H = 0 for all H ∈ H. Under the identification (V * ) * = V , Kδ H corresponds to the linear subspace [H] := H∈H H = H∈H (p H = 0) of V . Similarly, H ∈ A (n−j) corresponds to the linear subspace [H] = H∈H H ∈ L j , where L j is the set of elements of dimension j of the intersection lattice of A.
For H ∈ A (n−j) with 1 ≤ j ≤ n, set
,
Each ∆ H is a subspace of ∆ ∅ .
Example 9.1. Let m = 1. Then
Hence, under the identification (V * ) * = V , ∆ H corresponds to [H] = H∈H H = H∈H (p H = 0). Lemma 9.2. Let 1 ≤ j ≤ n, and let H ∈ A (n−j) . Take
Proof. By Lemma 6.1, 
Hence {δ
} forms a basis of ∆ H , and dim ∆ H = r−(n−j)
We define the complex C * (A) = C * as follows. For j = 1, 2, . . . , n, set
where e ∧H is just a symbol. In particular,
and
The differential ∂ j : C j → C j−1 is defined by
Lemma 9.3 (cf. Lemma 1.1 in [11] ). The sequence C * is exact.
Proof. As in [11, Lemma 1.1], we prove the assertion by induction. Let r = m + n − 1. Then by Lemma 6.1
Thus, in this case, with C n = 0,
whereS(H) is the augmented chain complex of the simplex with vertex set H. Hence C * is exact.
For n = 2, the sequence
is clearly exact. Suppose that n > 2 and r > m + n − 1. Consider the arrangements A \ {H r } and A Hr . Since r > m + n − 1, we have ∆ H (A) = ∆ H (A \ {H r }) for H ∈ (A \ {H r }) (n−j) by Lemma 9.2. Hence 0
is exact. We thus have the assertion by induction.
Let H ∈ A (n−j) with j = 1, 2, . . . , n, and let
Since we may identify δ 
∆ H∪H ′ e ∧H ′ e H for t = 1, 2, . . . , j, where e H is again a symbol. We put
(n−j) with j ≥ 2, and
(n−1) . Then we put
for j = 1, 2, . . . , n.
Remark 9.4 (cf. Remark 1.2 in [11] ). Let 1 ≤ j ≤ n and H ∈ A (n−j) . Then
Proof. By Lemma 9.3,
Then by Lemma 9.2 dim C
[H]
for 1 ≤ i ≤ n, 0 ≤ j ≤ n − 1 with i + j ≥ n, and
i+j−n , and hence ∆ i• =
• (−(n − i)).
As differentials of ∆ i• , we take (−1) i times the differentials of
• (−(n − i)). We define a linear map φ(j) i : ∆ ij → ∆ i−1j for 0 ≤ j ≤ n − 1 by
for H ∈ A (n−i) , H ′ ∈ (A \ H) (i+j−n) , and ξ ∈ ∆ H∪H ′ . We define ψ i : E i → E i−1 as the restriction of φ(n − 1) i . We add
Lemma 9.5 (cf. Lemma 1.3 in [11] ). The sequence
Proof. All rows of ∆ •• are exact by Lemma 9.3 and the argument in the paragraph just after the proof of Lemma 9.3. For 1 ≤ j < n, since we have
Ke ∧H ′ e H\H ′ ), the j-th column ∆ •j is the same as H∈A (j) ∆ H ⊗ KS (H), whereS(H) is the augmented chain complex of the simplex with vertex set H:
Thus the j-th columns (1 ≤ j ≤ n−1) are exact. The 0-th column has the unique nonzero term ∆ ∅ e ∅ (= E 0 ) at i = n. Hence by the spectral sequence argument we see that E * is exact.
Let σ ⊆ {1, 2, . . . , r} and σ = ∅. Put
We put
We also put 
Proof. We prove the assertion by induction on |σ|. If |σ| = 0, then the assertion is trivial.
When n = 2, we have
This is an isomorphism, since |σ| ≤ 2 + m − 1 (see Lemma 6.1). Now assume that |σ| ≥ 1 and n ≥ 3. Fix j ∈ σ and put τ := σ \ {j}. Then E * [τ ] and E * [{j}] = E * (A H j ) (by (9.5)) are subcomplexes of E * [σ], which are exact by the induction hypothesis and Lemma 9.5. Moreover there exists an exact sequence of complexes:
Note that
We define a morphism d 1 :
We have
The following is Theorem 8.3. Remark 9.9 (cf. Remark 2.2 in [11] ).
Under the above preparations, we can prove the following theorem. Since the proof is almost the same as that of [11, Theorem 2.3] , we omit it. Theorem 9.10 (cf. Theorem 2.3 in [11] ). Assume that n ≥ 3 and m < r − n + 1. Then the complex
Proof. We prove the assertion by induction on |β|. For all α, β ∈ N n ,
We define an S-module morphism
By definition, 
Proof. We prove the assertion by induction on |β|. We have β (γ k (P H δ k H )) is of order k − |β| and of polynomial degree greater than or equal to k. Therefore each term of the polynomial 1
is of degree greater than or equal to In the complex (10.6), the degrees of elements of bases are as follows:
Hence we have the following corollary:
Corollary 10.9 (cf. Corollary 4.5.4 in [7] ). Assume that n ≥ 3 and m < r − n + 1. Then there exists an exact sequence
were defined in Remark 9.9,
, and all maps are homogeneous of degree 0.
In particular, the Castelnuovo-Mumford regularity of Coker(δ 0 ) is equal to r − n − 2. 
Jet modules
In this section, we prove that Coker(δ 0 ) = S (
m−1 ) ) in Section 10 is the transpose of the m-jet module Ω [1,m] (S/SQ). For the basics of jet modules, see [2] , [3] , and [10] .
Let I := f 1 , . . . , f k be an ideal of S. Let R := S/I. Define jet modules
Then Ω ≤m (R) is the representative object of the functor M → D m R (R, M), i.e., there exists a natural isomorphism of R-modules:
where M is an R-module, and D , respectively) by da. Then, for f, g ∈ R, we have (11.2) d(f g) = f dg + g df + (df )(dg).
As an S-module
For f ∈ S, we have
We have a surjective S ⊗ S-module homomorphism
Lemma 11.1. As an S-module,
Proof. The inclusion '⊃' is clear. We prove the other inclusion. . Hence, to prove (11.4) , it is enough to show that (11.5) (I ⊗ S) ∩ J S = I dS.
Let k i k ⊗ g k ∈ J S with i k ∈ I, g k ∈ S. Then k i k g k = 0. We have
Hence we have proved (11.5) and in turn (11.4) . Thus as an S-module
To finish the proof, we only need to show that d(f i x α ) belongs to the right hand of the assertion for any α. This is done by (11.2):
Hence we have an S-free presentation of Ω [1,m] 
Hence the (β, γ)-component of the matrix of (11. 
