We determine all the ideals of the homological Goldman Lie algebra, which reflects the structure of an oriented surface.
Introduction
By a surface, we call an oriented compact connected two-dimensional smooth manifold with boundary. It is well known that the first homology group and the intersection form of a surface reflect the topological structure of the surface. For example, they have information about the genus and the boundary components of the surface.
To study them in details, we consider a Lie algebra coming from them. We call it the homological Goldman Lie algebra. Goldman introduced the Lie algebra for study of the moduli space of GL 1 (R)-flat bundles over the surface [G] p.295-p.297. We will define the Lie algebra later.
The homological Goldman Lie algebra is infinite dimensional and we can define this algebra only from algebraic information. So, it is interesting in an algebraic context. The homological Goldman Lie algebra comes from the first homology group and its intersection form. So, it is also interesting in a geometric context. For example, the homological Goldman Lie algebra is exactly the subalgebra of all Fourier polynomials in the Poisson algebra on the symplectic torus if the surface is closed. Moreover, we can consider a more complicated Lie algebra coming from free loops and the intersection form. Take two free loops α and β on the surface in general position. We define [α, β] := p∈α∩β ε(p; α, β)α · p β, where ε(p; α, β) is the local intersection number of α and β at p, and α · p β is the free homotopy class of the product in the fundamental group with base point p. The bracket induces a welldefined operator in the free module with basis the set of free loops, and it is easy to show that the bracket is skew and satisfies the Jacobi identity. We call this Lie algebra the Goldman Lie algebra. We have a surjective Lie algebra homomorphism from the Goldman Lie algebra onto the homological Goldman Lie algebra [G] p. 295-p.297. This algebra reflects the topological structure of the surface. The purpose of this paper is to study the algebraic structure of the homological Goldman Lie algebra. More precisely, we determine the ideals of the homological Goldman Lie algebra. The complexity of the Lie algebra depends on the number of the boundary components of the surface. If the surface is closed, the number of all the ideals of the homological Goldman Lie algebra is finite. Now, we will define the homological Goldman Lie algebra, and formulate our result. Let H be a Z-module, i.e., an abelian group, and −, − : H × H → Z; (x, y) → x, y an alternating Z-bilinear form. For example, we consider H is the first homology group, and −, − the intersection form on H of a surface. We define a Z-linear map µ : H → Hom Z (H, Z) by µ(x)(y) = x, y . Denote by QH the Q-vector space with basis the set H; 
. It is easy to see that this bracket is skew and satisfies the Jacobi identity [G] p.295-p.297. The Lie algebra (QH, [−, −] ) is called the homological Goldman Lie algebra of (H, −, − ).
For any subgroup A of H, the Lie algebra QH is a graded Lie algebra of type H/A [B] Chapter II §11. Namely, we have
The A-degree is the degree induced by grading of type H/A. For X ∈ Q(x + A), we denote A-deg X = x + A. In particular, The Lie algebra QH is graded by the groupH := H/kerµ. For x ∈ H, we denote
Let A be a subgroup of H, and V a subspace of QH. We say that V has the A-stability if T (A)(V ) ⊂ V .
Our main theorem is the following.
Theorem 1.1 (Classification of the ideals of QH). For any ideal h of QH, there exists a unique pair (V 0 , V ) such that (1) V 0 and V are subspaces of Q0 = Qkerµ, (2) V has the kerµ-stability, and
, which is well-defined by (2). If µ = 0,we define V = 0.
Conversely, a set h with (1), (2) and (3) is an ideal of QH.
2 Preparations for our main theorem Lemma 2.1 (Key lemma). If x 1 , · · · , x n ∈ H \ kerµ, there exists z ∈ H that satisfies x 1 , z = 0, · · · , and x n , z = 0.
Proof. We prove this by induction on n. It is clear in the case n = 1. Consider the case n > 1. Take u ∈ H satisfying the condition for i = 1, · · · , n − 1. If x n , u = 0, there is nothing to do. Suppose not. We can choose v ∈ H such that x n , v = 0, since x n ∈ kerµ. We shall prove that
is desired one. We have
Let h be an ideal of QH. Then we have Propositon 2.2 (Decomposition of an ideal with respect to kerµ-degree).
Proof. It is clear that the sum Σ(h ∩ Qx) is a direct sum and h includes ⊕x ∈H (h ∩ Qx). Let X ∈ h \ 0. Since X ∈ h ⊂ QH = ⊕x ∈H Qx, there exist n ≥ 1and x i ∈ H and X i ∈ (Qx i ) \ 0 for i = 1, · · · , n such thatx i =x j if i = j and X = X 1 + · · · + X n . It suffices to show X i ∈ h for all i = 1, · · · , n.
Step 1 Ifx i = 0 for all i = 1, · · · , n, then X i ∈ h for all i = 1, · · · , n. We show this case by induction on n, the number of the non-zero components.
Claim Suppose n > 1. For k = 1, · · · , n, there exist c 1 , · · · , and c n ∈ Q such that (1) c k = 0, (2) there exists some j = 1, · · · , n with c j = 0, and (3)
Proof of Claim. We may assume k = 1. First we consider the case x 2 , x 1 = 0.
Since x 2 , x 1 −x 2 , x 1 + x 2 = 0, x 2 , x 2 = 0, and Y ∈ h, this claim holds.
Second we consider the other case, i.e., x 2 , x 1 = 0. Sincex 1 =0,x 2 = 0, andx 1 =x 2 , by Lemma 2.1, we can choose z ∈ H that satisfies x 1 , z = 0, x 2 , z = 0, and x 1 − x 2 , z = 0.
z, x 2 − x 2 = 0, and Y ∈ h, this claim holds.
Proof of Step 1. Induction on n. If n = 1, X 1 = X ∈ h. Suppose n > 1. By the inductive assumption and the assertions (2) and (3) of Claim, we have c k X k ∈ h. By the assertion (1) of Claim, we have X k ∈ h. This proves Step 1.
Step 2 Ifx i =0 for some i = 1, · · · , n, then X j ∈ h for all j = 1, · · · , n.
Proof of Step 2. The index i withx i =0 is unique sincex i =0 if j = i.
We can assume i = 1. If n = 1, we have X 1 = X ∈ h. Suppose n > 1. Sincex 2 =0, · · · , andx n =0, by Lemma 2.1, there exists z ∈ H such that x 2 , z = 0, · · · , and x n , z = 0.
Since z, x 1 = 0, and Step 1, we have z, x j −z,
This proves Step 2.
Step 1 and Step 2 complete Proposition 2.2.
Propositon 2.3 (Homogeneity of an ideal). For x, y ∈ H \ kerµ,
Then there exists X ∈ h ∩ Qx with X ′ = T (−x)(X). Since X ′ = T (−y)(T (y − x)(X)) and kerµ-degT (y − x)(X) = y − x +x =ȳ, it is sufficient to prove T (y − x)(X) ∈ h. By x, y ∈ H \ kerµ and Lemma 2.1, we can choose z ∈ H with x, z = 0 and y, z = 0. We obtain T (y − x)(X) ∈ h because
Corollary 2.4 (kerµ-stability of an ideal). For x ∈ H \ kerµ and v ∈ kerµ,
Proof. We apply Proposition 2.3 to x and x − v. Then
3 Proof of Theorem 1.1
Proof. Existence: When µ = 0,0 = H. So we can define V 0 = h. Assume µ = 0. Then we can choose x 0 ∈ H \ kerµ. By Proposition 2.2, we have
Let V 0 := h ∩ Q0 and V := T (−x 0 )(h ∩ Qx 0 ). By Corollary 2.4, V has the kerµ-stability. And for all y ∈ H, we have h ∩ Qȳ = T (y)(T (−y)(h ∩ Qȳ)) = T (y)(T (−x 0 )(h ∩ Qx 0 )) = T (y)(V )
by Proposition 2.3. So we obtain
T (x)(V ).
Uniqueness: We assume that (V 0 , V ) and (W 0 , W ) satisfy (1), (2), and
T (x)(W ).
Then we obtain
T (x)(W )) = W 0 .
If µ = 0,V = 0 = W . Suppose not.Takex 0 ∈H \0. We obtain V = W because
T (x)(W )) = T (x 0 )(W ).
Converse: Assume that (V 0 , V ) satisfies (1) and (2), and let h be (3). It is clear that h is a subspace.
