Abstract. In this paper we consider a stronger property than the Bishop-Phelps-Bollobás property for various classes of operators on a complex Hilbert space. The Bishop-Phelps-Bollobás point property for some class A ⊂ L(H) says that if one starts with a norm one operator T belonging to A, which almost attains its norm at some norm one vector x 0 , then there is a new operator S, belonging to the same class A, which is close to T and attains its norm at the same vector x 0 . We study it for classical operators on a complex Hilbert spaces such as self-adjoint, anti-symmetric, unitary, compact, normal, and Schatten-von Neumann operators. We also solve analogous problems by replacing the norm of an operator by its numerical radius.
Introduction
Throughout this paper, H is a complex Hilbert space unless otherwise stated. We denote by B H and S H its unit ball and unit sphere, respectively. The symbol . stands for an inner product on H and we denote by L(H) the Banach space of all bounded linear operators from H into H. In 1918, O. Toeplitz [24] defined the numerical range for matrices, which could be naturally extended for bounded operators on H. The numerical range of T is defined by W (T ) = { T x, x : x ∈ S H } and its numerical radius by ν(T ) = sup{|λ| : λ ∈ W (T )} = sup{| T x, x | : x ∈ S H }.
Note that ν is a seminorm on L(H) satisfying ν(T )
T for every T ∈ L(H). These two definitions can be extended for a general Banach space (see [4, 21] ) and we refer the reader to the classical books [6, 7] for a complete background on the numerical range theory.
It is well-known that for a complex Hilbert space H with dimension greater than 1, we always have T 2ν(T ) for every T ∈ L(H) (see [17] , pg. 114). We say that T ∈ L(H) attains its numerical radius if there is x 0 ∈ S H such that ν(T ) = | T x 0 , x 0 |. B. Sims proved in his dissertation [23] that every selfadjoint operator on a Hilbert space can be approximated by self-adjoint operators each of which attains its numerical radius. In this paper, we are interested in this type of approximation for some classes of operators defined on complex Hilbert spaces. In order to do this, let us introduce the proper definitions and notations, giving also a brief account on this research.
Let X and Y be Banach spaces over a field K, which can be the real numbers R or the complex numbers C. We denote by L(X, Y ) the Banach space of all bounded linear operators from X into Y and, in particular, by L(X) when X = Y . Recall that T attains its norm if there is x 0 ∈ S X such that T (x 0 ) = T = sup x∈S X T (x) . In 2008, M. Acosta, R. Aron, D. García, and M. Maestre introduced the Bishop-Phelps-Bollobás property (see [1, Definition 1.1]): we say that the pair (X, Y ) has the Bishop-Phelps-Bollobás property (BPBp, for short) if given ε > 0, there is η(ε) > 0 such that whenever T ∈ L(X, Y ) with T = 1 and x 0 ∈ S X satisfy
there are S ∈ L(X, Y ) with S = 1 and x 1 ∈ S X such that S(x 1 ) = 1, x 1 − x 0 < ε and S − T < ε.
The study of this property was motivated by the Bishop-Phelps-Bollobás theorem [5] , which says that the pair (X, K) has the BPBp for every Banach space X. Since then, there has been a vast literature about this topic and we suggest the reader the following new references [2, 3, 10] . Notice that, in particular, the BPBp for a pair (X, Y ) implies that the set of all norm attaining operators of X into Y is dense in L(X, Y ). Just to mention some important results in [1] , they characterized a Banach space Y geometrically for the pair ( 1 , Y ) to have the BPBp, which includes a uniformly convex space, a finitedimensional space, C(K) for a compact Hausdorff space K and L 1 (µ) for a σ-finite measure µ. Further, it was shown that the pair (X, Y ) has the BPBp for finite dimensional spaces X and Y .
Recently, a stronger property than the BPBp was introduced in [13] , which is called the BishopPhelps-Bollobás point property (or the pointwise Bishop-Phelps-Bollobás property [11, 12] ). We say that the pair (X, Y ) satisfies the Bishop-Phelps-Bollobás point property (BPBpp, for short) if given ε > 0, there is η(ε) > 0 such that whenever T ∈ L(X, Y ) with T = 1 and x 0 ∈ S X satisfy
there is S ∈ L(X, Y ) with S = 1 such that S(x 0 ) = 1 and S − T < ε.
Note that for the BPBpp we do not change the initial point x 0 where T almost attains its norm. For this reason, the BPBpp implies the BPBp, but the converse is not true in general (see [13, Proposition 2.3] ): if a pair (X, Y ) satisfies the BPBpp, then the domain space X must be uniformly smooth. In both papers [11, 13] , the authors extended some known results about the BPBp to this new property, and presented a pair (X, Y ) to fail the BPBpp for some uniformly smooth Banach spaces X. In particular, they showed that if H is a Hilbert space, then the pair (H, Y ) always has the BPBpp for every Banach space Y (see also [12] for a more general result).
Motived by the Bishop-Phelps-Bollobás property, some authors studied the BPBp for numerical radius (see, for instance, [14, 15, 20] ) by considering the numerical radius of an operator instead of its norm. We say that a Banach space X has the Bishop-Phelps-Bollobás property for numerical radius (the BPBp-ν, for short) if given ε > 0, there is η(ε) > 0 such that whenever T ∈ L(X) with ν(T ) = 1 and (x, xAmong other results, a uniformly convex and uniformly smooth complex Banach space satisfies the BPBp-ν (see [20, Corollary 3.4] ). In particular, so are a complex Hilbert space and a complex L p space (1 < p < ∞). Actually, a real Hilbert space and an L 1 (µ) space for every measure µ also satisfy the BPBp-ν (see [14, Theorem 9] , [19, Theorem 3.2] , and [20, Theorem 4.1]). However, every infinite dimensional separable Banach space can be renormed to fail the BPBp-ν ( [20, Theorem 5.3] ). Here, we are interested in studying the BPBpp for numerical radius defined on a complex Hilbert space, i.e., we prove that when we start with a numerical radius one operator T ∈ L(H) which almost attains its numerical radius at x 0 ∈ S X , there is an operator S, which is close to T , and attains its numerical radius at the same point x 0 (see Definition 2.2.(b)). It is worth mentioning that the BPBp has been already studied for some classes of operators defined on a Hilbert space in [8, 16] such as self-adjoint, normal, and Schatten-von Neumann operators.
Let us now give the contents of this paper. In Section 2, we recall some properties of a resolution of the identity on a Hilbert space, and show a technical result which allows us to transfer the BPBp-ν (resp. the BPBp) to the BPBpp-ν (resp. the BPBpp). In Section 3, we combine all known results about the BPBp for some classes of operators on a complex Hilbert space, and obtain analogous results for the BPBpp. In Section 4, we consider similar problems for the BPBp-ν. We finish this paper with a table summarizing all the results that we know.
Preliminaries
In this section we show some technical results, which we need in discussing the problems that appear in Section 3-4. First, we start by recalling some properties of a resolution of the identity (or spectral measure). After this, we apply the fact that Hilbert spaces have transitive norms in order to transfer the BPBp-ν (resp. the BPBp) to the BPBpp-ν (resp. the BPBpp) (see Theorem 2.5).
Let M be a σ-algebra in a set Ω, and let H be a Hilbert space. In this setting, a resolution of the identity (on M) is a mapping E : M → L(H) with the following properties:
(5) For every x ∈ H and y ∈ H, the set function E x,y defined by E x,y (ω) = E(ω)x, y is a complex measure on M (see, for example, [22, Definition 12.17] ). Recall that if T ∈ L(H) is normal, then there exists a unique resolution of the identity E on the Borel subsets of σ(T ), which satisfies
Furthermore, every projection E(ω) commutes with every S ∈ L(H) which commutes with T (see, for example, [22, Theorem 12.23] ). Moreover, with the same hypothesis, if φ : σ(T ) → C is a bounded Borel-measurable map, δ > 0 and
This can be found, for example, in [8, Lemma 2.4] . We also need the following result. 
Definition 2.2. Let A ⊂ L(H).
(a) We say that H has the BPBp for A if given ε > 0, there is η(ε) > 0 such that whenever T ∈ A with T = 1 and x 0 ∈ S H satisfy T x 0 > 1 − η(ε), there are S ∈ A with S = 1 and x 1 ∈ S H such that Sx 1 = 1, x 1 − x 0 < ε and S − T < ε. If x 1 = x 0 , then we say H has the BPBpp for A ⊂ L(H).
(b) We say that H has the BPBp-ν for A if given ε > 0, there is η(ε) > 0 such that whenever T ∈ A with ν(T ) = 1 and
, there are S ∈ A with ν(S) = 1 and
In order to prove Theorem 2.5, we need the following two lemmas. The first one says the well-known fact that a Hilbert space has a transitive norm. If T ∈ L(H), we denote by T * the adjoint operator of T .
Let H be a real or complex Hilbert space. Given x and y in S H , there is a surjective isometry R ∈ L(H) such that R(x) = y and R − Id H = x − y .
Lemma 2.4. Let H be a complex Hilbert space. Given x, y ∈ S H , consider the surjective isometry
Now we are ready to prove the desired theorem that we will use in the next sections (for an extention of this result for the BPBp, we refer to the paper [12] , which is under preparation).
Theorem 2.5. Let H be a complex Hilbert space. Let A ⊂ L(H) be such that H has the BPB-ν (resp., the BPBp) for A and suppose that R x,y A ⊂ A for every x, y ∈ S H , where R x,y is defined as in Lemma 2.4. Then, H has the BPBpp-ν (resp., the BPBpp) for A.
Proof. We give a proof for numerical radius. Let ε > 0 be given and consider η(ε) > 0 such that whenever T ∈ A with ν(T ) = 1 and
there are S ∈ A with ν( S) = 1 and x 1 ∈ S H such that
x 1 − x 0 < ε and S − T < ε.
Define S := R x0,x1 ( S). By hypothesis, S ∈ A, and S 2ν( S) = 2, because the numerical index of a complex Hilbert space H is 1/2. It follows from Lemma 2.4 that | S(x 0 ), x 0 | = 1 = ν(S) and S − T S − S + S − T < 4ε + ε = 5ε.
The Bishop-Phelps-Bollobás point property for A ⊂ L(H)
Recall that T is self-adjoint if T = T * ; it is anti-symmetric if T * = −T ; it is normal if T * T = T T * ; it is unitary if T * T = T T * = Id H , where Id H is the identity operator on H and it is compact if T (B H ) is compact in H. For a compact operator T = 0 on a Hilbert space H, the operator |T | has the spectral representation
where n 0 ∈ N ∪ {∞} and if n 0 = ∞, then {λ j } is a decreasing sequence of eigenvalues converging to zero and {x j } is an orthonormal sequence of eigenvectors. We need the following generalization of the Hölder inequality. Suppose that 1 r, s, t
, R ∈ S r (H) and S ∈ S s (H). Then RS ∈ S t (H) and σ t (RS) σ r (R)σ s (S) (see, for example, [18, Theorem 2.3.10])). 
It remains to prove items (c), (h) and (i).
We prove first (c). In [16, Theorem 2.1], it was proved that for given 0 < ε < 1, a self-adjoint operator T with norm 1 and (x 0 , y 0 ) ∈ S H ×S H satisfying T x 0 , y 0 1−ε 2 /4, there exist a self-adjoint operator R and (x 1 , y 1 ) ∈ S H ×S H such that R = Rx 1 , y 1 = 1, R−T < ε, x 0 −x 1 < 4 √ ε and y 0 −y 1 < 4 √ ε by constructing the operator R explicitly as
where
B = {z ∈ σ(T ) : |z| 1 − ε}, and E is the spectral measure of (σ(T ), B(σ(T )), H)). We claim that this operator R is compact if T is compact. Indeed, by Lemma 2.1, we have that E(A + ) and E(A − ) are finite rank operators, because
In order to verify that B z dE(z) is compact, we let 0 < ε < 1 − ε be given. Now note that
It follows from (2) that
where ∆ = {z ∈ σ(T ) : |z| > ε }. Since 0 < ε < 1 − ε is arbitrary and ( B z dE(z))E(∆ ε ) is a finite rank operator, B z dE(z) is compact. Therefore, R is a compact operator. Finally, we apply Theorem 2.5.
(h) In the first part of the proof [8, Theorem 3.1], it was proved that if T is a normal operator with T = 1 and T x 0 > 1 − ε for some x 0 ∈ S H , then there exist a normal operator S with S = 1 and
. Actually, they defined the normal operator S explicitly by S = N 1 + N 2 ,
where B(r) denotes the closed disk centered at the origin with radius r > 0 in C and E is the associated spectral measure with T . We claim that S is compact whenever T is compact. Indeed, since ranN 1 ⊂ ran E(σ(T ) \ B(1 − √ 2ε)) and since T is compact, we conclude from Lemma 2.1 that N 1 is a finite rank operator. By the same argument as in (2) and (3), we can show that N 2 is also a compact operator. This shows that the operator S is compact, and the conclusion follows again from Theorem 2.5.
Finally, we give the proof of (i). Let ε ∈ 0, 1 2 be given. Set η(ε) = ε 2 /4 and β(ε) = 5 √ ε. Let T ∈ S p (H) be such that T = 1 and σ p (T ) M for some positive number M > 0, and pick x 0 ∈ S H satisfying T (x 0 ) > 1 − η(ε). By [16, Theorem 4.1] , there are S ∈ S p (H) and x 1 ∈ S H such that
By Lemma 2.3, there is a surjective isometry R such that R(x 0 ) = x 1 and
, we obtain that S = Sx 0 = 1. Finally, by using Hölder's inequality, we get that
The Bishop-Phelps-Bollobás point property for numerical radius for A ⊂ L(H)
In this section, we consider the analogue of Proposition 3.1 with the numerical radius of an operator. (b) It is enough to prove H has the BPBp-ν for self-adjoint operators due to Theorem 2.5. Let ε ∈ (0, 1) be given. Let T ∈ L(H) be a self-adjoint operator with ν(T ) = 1 and x 0 ∈ S H be such that
By [20, Corollary 7] , there are S ∈ L(H) with ν( S) = 1 and x 1 ∈ S H such that
Since T is self-adjoint, T x 0 , x 0 ∈ R. We may assume that T x 0 , x 0 > 0 (otherwise, we would work with −T ). For some θ ∈ R, we have
Set r := T x 0 , x 0 ∈ R + . We have that (e −iθ S)x 0 , x 0 = 1. Now since
Since S 2ν( S) = 2, we get
Note that the operator S := (e −iθ S) ∈ L(H) satisfies that
Then S is self-adjoint, ν(S) = S 1 and
Hence, ν(S) = | Sx 1 , x 1 | = 1. Finally, since T = T * , we have
which completes the proof.
(d) It is a consequence of (b).
(e) Let ε ∈ (0, 1) be given, and T ∈ L(H) be unitary with ν(T ) = 1. Now let x 0 ∈ S H be such that
so T (x 0 ) − x 0 < ε. Since T (x 0 ) = x 0 = 1, by Lemma 2.3 there is a surjective linear isometry R ∈ L(H) such that R(T (x 0 )) = x 0 and R − Id H < ε. Note that a rotation of T is also unitary if T is unitary.
(f) Following the proof of [20, Theorem 4] , it is possible to find η(ε) > 0 for a given ε ∈ (0, 1) such that whenever T ∈ L(H) is a compact operator with ν(T ) = 1 and
there are U ∈ L(H) also compact and u ∈ S H such that ν(U ) = | U u, u |, u − x 0 < ε and U − T < ε.
Then S is compact, ν( S) = 1 and | Su, u | = 1. Finally, since U 2ν(U ), we have that
Now, the conclusion follows again from Theorem 2.5.
For the proof of (c), let ε ∈ (0, 1) be given. By (e), there is η(ε) > 0 such that H has the BPBpp-ν for compact operators. Let T ∈ L(H) be a compact self-adjoint operator with ν(T ) = T = 1 and x 0 ∈ S H be such that
Since T is self-adjoint, we can use the same arguments as in the above proof of (f) to get a compact operator S with ν( S) = 1 such that Re S(x 0 ), x 0 = 1 and S − T < ε. Defining S := S+ S * 2 , by Schauder's theorem, S is a compact self-adjoint operator, which satisfies that ν(S) = | S(x 0 ), x 0 | = 1 and S − T < ε.
(g) Let ε ∈ (0, 1 2 ) be given. Suppose T ∈ L(H) is a normal operator with T = ν(T ) = 1 and
That is, T (e iθ x 0 ) − x 0 < √ 2ε. Let E be the corresponding spectral measure of T and consider the following orthogonal decomposition: x 0 = x 1 + x 2 , where
From [8, Theorem 3.1] we notice that
√ 2ε and moreover if we let
Let N 1 and N 2 be the normal operators defined in the proof of Proposition 3.1.(h). Note that 
) is a self-adjoint projection, we can observe that H = K ⊕ K , where K := ker(E(σ(T )\B(1− √ 2ε))). Let us define the operator R : H −→ H as R = R ⊕Id K , that is, R(x + y) =R(x) + y for x ∈ K and y ∈ K . Since R is an isometry, so is R. The adjoint R * of R is given by R * = ( R) * ⊕ Id K . We claim that the operator R * • N 1 is also a normal operator. To see this, note first that (R
This observation shows that
) and the claim is proved. We define the operator S : H −→ H by S = R * • N 1 + N 2 . To see that S is a normal operator, it suffices to check that R * • N 1 and N 2 commute with each other. Indeed, by observing the following inclusions ranN 2 ⊂ ker N 1 and ran(R * N 1 ) ⊂ ran(E(σ(T ) \ B(1 − √ 2ε))) ⊂ ker N 2 , we obtain that (R * N 1 )N 2 = 0 = N 2 (R * N 1 ). Moreover,
ran(R * N 1 ) ⊂ K and ranN 2 ⊂ K .
This implies that S 1. Now, note that
This shows that ν(S) 1; hence S = ν(S) = 1. To assert that S is the desired normal operator, it only remains to show that S is close to T . Indeed,
we conclude that
In summary, we construct the normal operator S and x ε ∈ S H satisfying: Now, the conclusion follows again from Theorem 2.5.
we obtain
Since the Schatten norms are isometrically invariant and σ p (U ) = σ p (U * ) for every U ∈ S p (H), we may apply Theorem 2.5.
Summary
We summarize the classes of operators on H for which H has the BPBpp and BPBpp-ν.
BPBpp BPBpp-ν operators self-adjoint operators compact self-adjoint operators anti-symmetric operators unitary operators compact operators normal operators compact normal operators schatten-von neumann operators
