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ABSTRACT

A u to m a tic C lustering an d Feedback in Inform ation R etrieval
by
Girish Venkatachaliah
Dr. Kazem Taghva, Examination Committee Chair
Professor of Computer Science
University of Nevada, Las Vegas
Clustering and feedback have been used in information retrieval to im
prove the effectiveness of retrieving relevant documents. In this thesis, we inves
tigate the retrieval effectiveness from various document collections in presence
of both clustering and feedback. More precisely, we apply a clustering algorithm
to an initial run of our queries to choose appropriate clusters for feedback. The
clustering and feedback are done automatically.
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CHAPTER 1
INTRODUCTION
Information Retrieval refers to algorithm s, software, and hardware th a t deal
with organizing, preserving, and accessing information th a t is primarily textual
in nature. Information Retrieval (IR) system s provide mechanisms for a user to
select a small set of relevant documents (or parts of documents like chapters,
authors, figures, tables, and so on) from a large document collection. ER systems
are capable of handling vaguely worded queries as opposed to a database system
where the queries have to be worded precisely.
A database system takes for granted th a t a query is precisely stated, and
the issue becomes how eflSciently th e query can be evaluated.

By contrast,

ER queries are not required to be precise and performance is measured in a
different manner. Effectiveness of an ER system, is purely a measure of the
ability of the system to satisfy the user in term s of the relevance of documents
retrieved [2]. An ideal information retrieval mechanism must not only capture
poorly expressed concepts, but also, ad ap t as ideas change. T he two most
common general measures of retrieval quality in ER research are called Recall
and Precision. Recall is the ratio of th e num ber of relevant documents retrieved
to th e total number of relevant documents (both retrieved and not retrieved) [2]
or the fraction returned out of all desirable documents. Precision is the ratio of
the num ber of relevant documents retrieved to the total number of documents
retrieved [2], or the useful fraction of w hat was actually retrieved.
Recall and precision are calculated assuming that categories assigned by
human experts are correct, complete, a n d well-specified. To further understand
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recall and precision the famous Relevance Contingency Table (Table 1.1) is given
below along with the mathematical definitions of recall and precision.

R e le v an t {Tot = A)

N o n -R e le v a n t {Tot = A)

R e trie v e d {Tot = B)

AnB

ÂnB

N o t R e trie v e d {Tot = B)

AOB

ÂnË

Table 1.1: Relevance Contingency Table

PRECISION =

\AnB\
\B \

RECALL =

|A n B |

|A|

Most commercial IR systems are based on the boolean model of relevance. The
other models include the probabilistic model and the vector space model. A
brief description of each of these models is provided below.
1.1

Boolean Model

Documents in a boolean model IR system are represented by arrays of key
words and identifiers usually stored in an inverted file, also called inverted in
dex [2]. Basically, the inverted file can be created as follows: first, the whole
document collection is parsed into an array, the rows of this array represent
documents, and columns represent keywords attached to these documents. In
the resulting m atrix, each row consists of all term s identified by a particular
document. Second, the rows and columns of the m atrix are interchanged (in
verted), i.e each row of the inverted document-term array now represents all the
documents in a collection identified by a particular term [3]. A third step could
be included in which the post-processing of these inverted files is done such
as adding weight to terms. Once such an inverted file is constructed, for any
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query given to the system, relevant documents can be retrieved based on the
boolean operations like AND, OR, etc., on the inverted index. The query terms
are matched to the keywords or words in the inverted index and relevance is
determined by the satisfaction of a boolean expression specified by the query. A
boolean search is called an exact search m ethod as the words or parts of words
from the query are exactly matched to the words in the document [23].
Consider a collection of three documents, D ocum enti, D ocum ent 2 , and
Documentz, where each document is represented by a set of four keywords,
A, B, C, D, as shown in Table 1.2. The presence or absence of a term is repre
sented by 1 or 0 respectively. The resulting inverted index is as shown in Table
1.3.
D ocumenti
Documentz
Documentz

A
0
1
1

B
1
0
1

c
0
1
1

D
1
0
1

Table 1.2: Document-Term M atrix

A
B
C
D

D ocum enti
0
1
0
1

Document 2
1
0
1
0

Documentz
1
1
1
1

Table 1.3: Inverted Term-Document Matrix

Once an inverted index is constructed a boolean query can be executed. For
example, to retrieve documents containing references to “information retrieval”
one would like to ensure th a t the retrieved documents at least contain the two
terms. The assumption being th a t a document containing both term s is, most
likely, related to “information retrieval”.
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To identify those documents containing both the term “information” , say
term ‘A’ in the matrices, and the term “retrieval” , say term ‘B ’ in the ma
trices, we need to process only th e information from th e inverted file instead
of the actual documents. Using boolean operators like AND, OR, NOT, etc.,
an appropriate query is constructed. In order to retrieve documents on “in
formation retrieval” , one query using boolean logic may be “information AND
retrieval” i.e A AND B’. Then th e retrieval system would com pute the set of
indexes from the inverted index corresponding to each term , and the documents
containing these terms. The intersection of these two sets will give the list of
documents containing both “information” and “retrieval” . In the example given
Documentz contains both term s ‘A ’ and ‘B’ and hence it is retrieved as rele
vant to the query. Similarly, the O R and NOT operations can be performed
by set union and set difference procedures [5]. The complexity of the query
can grow substantially as new operators are added like A D J i.e searching for
words adjacent to each other. A variety of parsing rules are necessary to ensure
that queries subm itted are interpreted correctly by the retrieval system. Many
techniques such as word stemming, truncation, thesauri and lexicons have been
used to extend this model [1].
1.2

Probabilistic Model

In the probabilistic model, a docum ent is retrieved in response to a query
whenever the keywords attached to the query appears, in some sense, similar
to the keywords in the query. This differs from a boolean system where an
exact match between the words in the query to the words in the document,
has to occur. Probabilistic systems assume th at the relevance of a document
with respect to a query is a m atter of degree, implying th a t when the document
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and the query vectors are sufficiently similar, the corresponding probability of
relevance is large enough to make it reasonable to retrieve the document in
response to the query [5].
In probabilistic retrieval, the m ajor param eter Pr is the probability of rele
vance of a document and Pnr, is the probability of non-relevance, which natu
rally is (1 - Pr). As in any typical retrieval, there are non-relevant documents
retrieved and there are relevant documents not retrieved. These are termed as
losses in the Probabilistic model. Let ki be the loss param eter associated with
retrieving a non-relevant document and kg be the loss param eter associated with
not retrieving a relevant document. Now, (P„r * fci) is the loss due to retriev
ing a non-relevant document and (p . * kg) is the loss due to not retrieving a
relevant document. T he loss minimization function is given by
(P r * kg) >

(P „ r * k i)

A Discrimination function(D) is now obtained as
^

_

( P r * kg) — (P n r * k j)

P n r * kg

A document is retrieved if D is positive. However, a more practical method is
based on Bayes theorem which takes into account the indexing process and other
design parameters. It assumes th a t the two loss param eters k%, kg are equal.
Also, it has two conditional probabilities P(7i|PeZ), the probability of term 7\
occurring in a document given th at the document is relevant to the query and
P{Ti\N otR el) the probability of term Ti occurring in a document given that
the document is not relevant to the query. The Discrimination function(D)
according to Bayes theorem now becomes
(Pr * P{Ti\Rel))
( P n r * P (Ti\N otR el)
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Again, a document is retrieved if the value of D is positive. The values of
P(T ilP el) and P [Ti\N otR el) are determined by choosing an appropriate method
either by taking into account interactions between the terms or disregarding
them totally. It is not feasible to calculate the term correlation probabilities
for all term subsets in a document collection and some reduction in calculation
can be achieved by considering some of the more im portant pairwise term re
lationships. This has the drawback th a t some of im portant correlation may be
excluded. Taking each term as independent, the probabilistic model becomes a
form of vector space model.
1.3

Vector Space Model

In contrast to boolean models, the vector space model uses a notion of rel
evance, similar to the probabilistic model, that a document has a degree of
relevance rather than simply being relevant or irrelevant. Documents are repre
sented as points in a multidimensional vector space. T he number of dimensions
are equal to the number of unique terms in the collection. One can then com
pare documents to each other as well as to queries using the vectors generated
by such a representation. One commonly used measure of similarity is the co
sine of the angle between vectors [I]. The vector space model assumes th at an
available term set is used to identify both the stored documents and user query.
B oth queries and documents can then be represented as “term vectors” of the
form
D{ — (Uilj Ui2, -..jUiji)
and
Qi ~ (Çilj Qi2i

Qin)

where the terms Oik and g,* represent the presence or absence of the term and.
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if a weighted scheme is used, the weight of th a t particular term in the document
or query. Each of the n terms can then be identified with a term vector “T",
and a vector space is defined whenever T vectors are linearly independent. In
this vector space the

document Dr can be written as
D r = Y ^ O r iT i

i=l
where OriS are interpreted as the components of Dr along the vector 7}.

Figure 1.1: Document Representation in Vector Space
In vector space model the similarity between the vectors x and y can be
measured by the product x . y

=

\x\\y\cosa, where |z | and |y| are the lengths of

X and y respectively, and a is the angle between the two vectors. The document-

query similarity for a document Dr and a query Q, can be given as
t
Dr-Qs

^-Qaj-Ti.Tj

=

ij= l
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The vector components are obtained by an indexing operation from which a
term-document m atrix is obtained.
While vector methods use probability and statistical m ethods to improve
retrieval effectiveness, they are the same as boolean methods in their reliance
on simple linguistic units, such as combinations of words or phrases, as the basis
for retrieval. Since fragments of natural language do not always communicate
a concept unambiguously for every combination of speaker, listener, writer or
reader, retrieval errors inevitably arise from irrelevant discourse. Consequently,
to improve retrieval effectiveness, some ER systems often label documents using
keywords or phrases th at may never appear in the document itself.
Moreover, relevance requires relative judgm ent; material irrelevant for cate
gorization m ay still be relevant for other user purposes. Retrieval th a t merely
matches against text in a document body presumes concepts can be completely
characterized by statistical correlations. Text statistics are best used to identify
patterns th a t depend on specialized words and phrases not obvious to casual
readers. Mechanisms th a t recognize complex ideas are better constructed by
human experts, whose understanding of a concept may transcend language.
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CH A PTER 2
THE SMART SYSTEM
SMART (System for Manipulation And Retrieval of Text) is an implementa
tion of the vector-space model of information retrieval proposed by Salton back
in the 60’s [4]. T he primary purpose of SMART is to provide a framework in
which to conduct information retrieval research. Standard versions of indexing,
retrieval, and evaluation are provided. The system is designed to be used for
on-line document collections, and offers reasonable speed and support for these
actual applications. SMART analyzes the collection of information and builds
indexes. It can th en be used to build natmral-lamguage based information re
trieval software. It facilitates the use of feedback to tighten its search. The
current version (version 11) of the SMART system is available via anonymous
ftp from Cornell.
2.1

Document Parsing

SMART basically works as follows. First, the documents are given as input
to the system and a collection is built. The documents can contain information
in several distinct classes like author, date of publication, list of documents
cited, list of keywords, etc. These classes are generally useful in a query and
are referred to as classification type or ctype in SMART. In order to index and
classify, the document is sent to a preparser (which can be modified as per
requirements) and converted to the desired format. High frequency function
words like o, an, is, etc., are removed at this stage. In Brown Corpus, there are
a set of about 250 such common words in English [22]. These words comprise of
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about half the number of text words and are not useful in discriminating between
any two documents and are, more likely, not indicative of the document content.
These are included in a dictionary, also called a negative dictionary or stop list.
After the removal of stop words, the number of unique words can be further
reduced by removing prefixes and/or sufiSxes of some words, thereby reducing
the words to their word stems. For example, words like ‘correct’, ‘corrected’,
‘correctly’, ‘correctness’, ‘corrects’, etc., can be reduced to a single word stem
‘correct’. Now the word stem ‘correct’ will have a higher frequency than any of
the various forms. There is a considerable reduction in the number of unique
index terms optimizing the vector space. This generation of word stems is
relatively easy and serves as a recall enhancing device. Several well known
algorithms exist for the removal of suffixes and prefixes [3].
2.2

Documents as Vectors

In the next stage, the number of occurrences of each word or word stems is
counted and this frequency distribution is stored. The documents in the collec
tion are automatically indexed with a document representative being assigned
to every document. This document representative contains SMART’S idea of
the important concepts found in the document. This representative consists of
a list of concepts, the ctype of each concept, and may also contain the weight
associated with concept depending on the indexing mode. If the indexing mode
is binary, a term th a t occurs in a document is given an implicit weight of 1,
irrespective of the num ber of occurrences of the word. If the indexing mode
is weighted, a term can have a weight associated with it based on the number
of occurrences and the weighting scheme used. Some of the popular weighting
schemes are described below.
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2.3

Term Frequency Weighting

A term which occurs a large number of times in a document (after the stop
words are eliminated) can be assumed to be a likely indicator of the document
content. Furthermore, the frequency of occurrences of these non-function words
may actually be used to indicate term importance for document content rep
resentation. So a simple weighting scheme would be to assign the number of
occurrence of a term as the weight of the term in the document. This has
the disadvantage that the number of occurrences is likely to increase in longer
documents. Thus, this weighting is partial to long documents. In order to
overcome this, some methods normalize term frequencies between 0 and 1. The
most common method divides each document term ’s frequency by the maximum
term frequency of th at document.
2.4

Collection Frequency Weighting

The term frequency weighting does not make any distinction between the
terms th at occur in every document of a collection and terms that occur only
in a few documents in the collection. It is evident from experimentation that
the usefulness of a term for content representation increases with the frequency
of the term in the document but decreases with the number of documents to
which the term is assigned [5]. This is often referred to as the inverse document
frequency. In SMART this frequency information over the entire document
collection is taken and used to magnify the term weights th at are concentrated
in a few documents in the entire collection. The thought behind this approach
is to discriminate such documents from rest of the collection [12]. Defining
weightk as the importance to be assigned to terrrik, one reasonable formula
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taking into account the entire collection is :
weightk = log^in) — log2 (freqk) + 1
where n is the num ber of documents in the collection, and freqk is the num
ber of documents in which ternik occurs (which is not necessarily the num ber
of total occurrences of tem ik)-

For example [5] : Let three term s “alpha” ,

“beta” , “gamma” , appear in 1000 documents (n = 1000). The term “alpha”
appears in 100 documents, the term “beta” occurs in 500 documents, and the
term “gamma” occurs in 900 documents. Approxim ating th a t lo^2(1000) = 10,
Zo^2 ( 1 0 0 ) = 6.5, 1o^2(500) = 9, and log2(900) = 9.8. So the weight of “alpha”
for the collection is 10 - 6.5 -I- 1 = 4.5, the weight of “b eta” for the collection
is 10 - 9 -I- 1 = 2, and the weight of “gamma” for the collection is 10 - 9.8
-h 1 = 1.2. Notice how the weighting is affected by the number occurrences
in the collection. Some of the other popular weighting schemes are term dis
crimination weighting, in which the weight is assigned to a term based on the
degree to which it reduces the average distance between the documents in the
collection and probabilistic weighting, in which the weight is assigned based on
the probability of the term appearing in relevant documents.
2.5

Vector Normalization

Vector Normalization is done to all the document vectors so th a t no advan
tage is given to vector representation for longer documents. This is not a factor
when all the documents in the collection are of uniform length. The most com
mon technique in vector normalization is the cosine normalization technique.
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2.6

SMART’S Weighting Param eters

SMART offers some standard weighting schemes which can be applied to
any document collection. The following is a list of weighting schemes in each of
the component classes described before. Param eters are symbolized by the first
character of the component.
• T e rm F re q u e n c y C o m p o n e n t Let t f denote term frequency of a term
t, then newJbf weights the term s as follows:
— “n o n e ” , in sy m b o l n: n e w J tf = t f
— “b in a ry ” , in sy m b o l b: new J^f = 1
— “m a x im u m n o rm a liz e d ” , in sy m b o l m : n e w J tf — t f / m a x Jtf
divide each term by m ax in vector 0 < new J^f < 1 . 0
— “a u g m e n te d n o rm a liz a tio n ” , in sy m b o l a:
n e w J f = 0.5 + 0.5 * ( t f / m a xJtf)
augmented normalized t f 0.5 < n e w tf < = 1.0
— “s q u a re ” , in sy m b o l s:

n e w -tf = t f * t f

— “log” , in sy m b o l 1: n e w J f = ln {tf) -H 1.0
• C o llectio n F re q u e n c y C o m p o n e n t Let nurrudocs denote the number
of documents in the collection, c o ll-freq ^o fJ erm denote the number of
documents to which term t is assigned, collJ^erm denote the total number
of occurrences of the term t in the collection, then new -w t is as follows:
— “n o n e ” , in sy m b o l n :

new jw t = n e w J f (No conversion is to be

done)
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— “tf*idT’, in sy m b o l t:
newjiut = n e w Jtf * log{num jdocs/coll-freqjofJterm )
Usual t f * id f weight (Note: Pure id f if n e w J tf = 1)
— “prob”, in sy m b o l p:
newjwt = n e w Jtf * log{{num -docs^olLfreq)/colLfreq))
Straight probabilistic weighting scheme
— “freq” , in sy m b o l f: new-wt = newJbf j n
—

“squared” , in sy m b o l s:
newjwt = n e w -tf * log{num jdocs/coll-freqjofJteTm Y

V ector N orm alization C om ponent
let m denote the number of entries in the vector, then norm jweight is
defined as follows:
— “none” , in sy m b o l n: norm jw eight = new jw t (No normalization
done)
— “sum ” , in sy m b o l s:

norm jw eight = new-wt/Timinew-wts) in

vector
— “cosine” , in sy m b o l c: norm jweight = newjwt/^T.m{newjwts'^)
This is the usual cosine normalization (i.e. an in n e r product function
of two cosine normalized vectors will yield the same results as a cosine
function on vectors (either normalized or not))
— “fo u rth ” , in sy m b o l f: norm jw eight = n e w j w t / y J (nem-u/ts^)
— “m a x ” , in sy m b o l m :

norm jw eight = new jw t/m ax{new jw t)
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2.7

SMART Queries

Users come to the SMART system w ith an information need and try to
convey this need to the system. Their initial statem ent of their need can be a
piece of natural language text, a list of keywords, an existing useful document,
etc. The system assigns a query representative for the need, either a simple list
of concepts and weights like the document representatives, or something a bit
more involved which gives more structure to the representative.
2.8 Similarity Measures
A retrieval function within the system then calculates the similarity of the
query representative to each of the document representatives. The documents
are presented to the user in order of their sim ilarity to the query. It is hoped
th a t the similarity order will have some correspondence to likelihood that the
user will judge the document useful. Some of the popular similarity methods are
listed below. Here, X and Y are binary vectors, x and y are weighted vectors,
and |%|, |Y|, |x| and \y\ are the lengths of X , Y x, and y respectively.
Inner produ ct Evaluation for Binary Vectors : \X n Y \
Evaluation for Weighed Vectors : 5Zi=i

* Vi

D ice coefficient Evaluation for Binary Vectors : 2{\X D
Evaluation for Weighed Vectors : 2(E,-=i

-h |F |)
+ E,-=i vf)

C osine coefficient Evaluation for Binary Vectors : (|% n V|)/(|AT|^/^ -f- \Y\^/^)
Evaluation for Weighed Vectors : 2(E!Li

* !/i)/(Ef=i a;- + E ‘=i vt)
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Jacard coefficient Evaluation for Binary Vectors : {\X n y |)(|% | -f- |y | — \ X n Y\)
Evaluation for Weighed Vectors : 2 ( E | = i * y i)/(E ,L ix] + E ‘=i Vi)

The study of information retrieval concerns itself with the numerous meth
ods which can be used to accomplish the above procedure. There have been
many models of the information retrieval process proposed over the years and
many different methods of implementing these models. The SMART system is
designed to experimentally evaluate these methods and models.
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CHAPTER 3
CLUSTERING
There exist m any situations in scientific and business investigations in which
the technique which has come to be called C lu s te r A n aly sis is applicable.
Clustering or classification cam be informally stated as the ordering of objects
by their similarities and the objects can be conceived in its the widest sense
to include processes, activities, documents etc. Let the set 0 =

01, 02, ...,O n

denote n individual objects. It is assumed th at there exists a set of features
or characteristics F = ( / i , / 2 , —, /fc) which are observable and are possessed by
each object in O. For a set of objects O, the set of vectors X = % i,% 2 , --,

is

available which describe the set 0 . The cluster problem can be formally defined
as follows.
"Let m be an integer less than n. Based on the d a ta contained in the set
X the cluster problem is to determine m clusters (subsets) of objects in 0 ,
say C i,C 2 ,

such th a t o, belongs to one and only one subset and those

objects which are assigned to the same cluster are similar yet objects from
different clusters are different (not similar).”
3.1 Classification of Cluster Analysis Techniques
Techniques for cluster analysis seek to separate a set of data into groups
or clusters. Ideal d a ta for such an analysis would yield clusters so obvious
th at they could be picked out, at least in small-scale cases, without the need
for complicated m athem atical techniques and without a precise definition of
the term cluster. In two or three dimensions, for instance, we could examine

17
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the data visually, and so identify any clusters present. In practice, however,
things are not so simple and consequently there has been a great proliferation
of clustering techniques. These techniques are classified into five types in the
literature.
1.

Hierarchical Techniques: in which the classes themselves are classified into
groups, the process being repeated at different levels to form a tree.

2. Optimization techniques: in which the clusters are formed by the opti
mization of a clustering criterion. The classes are mutually exclusive thus
forming a partition of the set of entities.
3. Density or mode-seeking techniques: in which clusters are formed by
searching for regions containing a relatively dense concentration of en
tities.
4. Clumping Techniques: in which the classes or clumps can overlap.
5. Others: methods which do not fall clearly into any of the above four types.
3.2

Cluster-Based Retrieval

How is cluster analysis applicable to documents? How are documents clus
tered? W hat is the advantage of clustering documents? These are some of the
questions one begins to ask when one talks about cluster-based retrieval. To
answer these questions. One needs to know the basis for cluster based retrieval
which is popularly called the cluster hypothesis.
The hypothesis may be stated as follows: closely associated documents tend
to be relevant to the same user query [2]. The prim ary assumption in information
retrieval is that relevant documents are distinct from non-relevant documents
for any query [2 ].
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For sutty collection, we take a set of requests and find the association between
all pairs of documents. Then, we sum the document associations over the en
tire set of requests and obtain the relative distributions of pairs of documents
in which both the documents are relevant and then another distribution where
one document is relevant and another documents is not relevant to the given
request, by plotting these document associations with the relative frequency.
By observing such a plot we can tell if the cluster hypothesis is satisfied. This is
by no means conclusive as it is heavily dependent on the set of requests chosen.
However, with a fair selection of requests one can get a good estim ation of the
distinction between the relevant documents and non-relevant documents. The
figure 3.1 given illustrates the same point. It consists of the Relevant-Relevant
(solid line) and Relevant-Non-relevant distributions (dotted line) for two hy
pothetical collections A and B. As can be seen in the figure, the collection A
shows a good separation between the relevant-relevant documents and relevantnon-relevant documents which means th at, in an average sense, the relevant
documents are closer to each other than to non-relevant documents. This sep
aration is not so distinct in the case of collection B. However there exists a
separation. This separation forms the crucial basis for document clustering. It
is solely on the basis of this is why document clustering is claimed to be more
effective than a linear search[2 ] given th a t the cluster hypothesis is satisfied.
A linear search ignores the relationship th a t exists between the documents.
On the other hand, using the relationship th a t exists between objects a collection
can be structured making it possible to group together documents closely asso
ciated w ith one another.This has the dual advantage of aiding in fast retrieval
and a t the same tim e making retrieval more effective as a class of clustered
documents once retrieved has, ideally, only the set of relevant documents and
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Collection A

Collection B
R-Nr
R-Nr '
R-R

cr

R-R

<■

Association

<■

Association

R-R : Relevant - Relavant pair (Distribution)
R-Nr : Relevant - Non-Relevant pair (Distribution)
Figure 3.1: Distributions
no non-relevant documents. Furthermore, a clustered set can be updated easily
as the new document can be treated as an incoming query and after the right
cluster is picked, the document can be incorporated into the same cluster.
Many of the techniques in information retrieval can be simply viewed as
procedures which aim at increasing the separation between the relevant - rel
evant and the relevant - non-relevant curves making the retrieval of relevant
documents more likely and the retrieval of non-relevant documents less likely.
3.3

Clustering in Information Retrieval

In information retrieval, clustering has been used in various contexts such
as term clustering, document clustering, etc. In general, there has been two
distinct methods of clustering with respect to information retrieval. In one,
clustering is based on a measure of similarity (like the ones dealt with in the
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previous chapter) between the objects to be clustered. In another approach, the
cluster method proceeds directly from object descriptions. Most of the m ethods
irrespective of the approach used are iterative in nature with clusters of one level
being considered as objects a t the next level.
Some of the points to be kept in mind in choosing a suitable cluster m ethod
is whether the method is stable under growth i.e produces a clustering which
is not altered dramatically with new objects being added. The method should
be independent of the initial ordering of the objects. Also, the efficiency of the
method in terms of speed and storage is im portant.
The first approach of clustering based on measures of similarity is similar
to the functioning of the SMART system. The popular methods which follow
this approach are the graph-theoretic methods. These methods define clusters in
term s of a graph derived from a m atrix constructed from the similarity measures.
To illustrate the graph theoretic approach, consider a set of documents a, b,
c, d, e, f. The similarity between each pair of documents are calculated using
any of the methods described in the previous chapter. Once the similarities
between the pairs of documents is found out the similarity m atrix between
these documents is constructed and the resultant m atrix is assumed to be the
one shown in the figure 3.2. Further, a suitable threshold value is assumed. A
graph is constructed first by designating one node for every document and then
two nodes are connected if the similarity between the documents corresponding
to the nodes exceeds the threshold value [2]. A cluster can then be defined in
terms of graph.
A few of the fundamental definitions with respect to graphs is as follows. A
string is a connected sequence of objects from some starting point. A connected
component is a set of objects where each object is connected to at least one other
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Objects : { a, b, c, d, e, f}

Similarity matrix :

a
b

.4

c

.4

.3

d

.4

.5

.7

e

.4

.5

.1

.1

f

3

.7

.2

.6

.4

a

b

c

d

e

f

Threshold : .45
Graph :
b

c

Figure 3.2: G raph Derived by Thresholding Similarity Coefficients at .45
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object in the set. A complete subgraph is a subgraph such the each node in the
graph is connected to every other node in the graph. A complete subgraph is
called maximal if adding one more node to the graph would violate the complete
subgraph property.
Several algorithms have been developed to generate these maximal complete
subgraphs of a graph. The algorithms also use a num ber of empirically deter
mined parameters like the number of clusters desired, a minimum and maximum
size for each cluster, a threshold value as described before, and control of over
lap between clusters. The two most popular algorithm s found in literature for
generating such maximal subgraph clusters and handling large d ata sets are
the Bierstone and Bonner algorithms [6 ]. In developing maximal complete sub
graphs, we first reduce the m atrix to its connected components. Since elements
in a graph must be interrelated to one another it would be wasteful to a ttem p t
to find clusters between terms in a separate connected components. Now, each
connected component can be treated as a separate graph and the complete sub
graph in these connected components can be found. T he Bierstone algorithm
[6 ] for finding maximal complete subgraph is described below.
3.4

Bierstone Algorithm

T he algorithm finds the complete subgraphs from the connected components.
The algorithm efiectively removes repeated subgraphs and subgraphs which are
contained in other subgraphs. Thereby, the complete subgraphs generated are
maximal.
The notations used in the algorithm are as follows;
Pk - The

node of the data set.

M j - An array containing all the nodes pk to which pj is connected such th a t
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k> j
Ci - a set of arrays in which the complete subgraphs are built, upon termination
these complete subgraphs will be maximal.
W - a tem porary storage location which contains those nodes of the M j being
processed which have not yet been put into some member of C,-.
5, T - tem porary storage locations.
• Step

1

:i=

0

, y = num ber of nodes in the input d a ta set.

• Step 2 ; j = J — 1
• Step 3 : if Afj- = 0, go to Step 2 ; otherwise, continue to Step 4.
• Step 4 ; For each pk G M j , set i = i-H 1 and define the complete subgraph
Ci

=

\puPj\.

• Step 5 : J = y — 1
• Step

6

: if y =

0

, all input sets My have been processed and the set of

arrays C represents the nodal sets of all m axim al complete subgraphs of
the input data set; i y 7 ^ 0 continue to Step 7.
• Step 7 ; if

M y

=

0

, go to Step 5 to get the next input array. Otherwise,

set PF" = M j, L = i ( th e number of complete subgraphs produced so far),
n = 0, and continue to Step 8 .
• Step

8

: n = n + l.

• Step 9 : if n > L, all complete subgraphs Ck have been searched: go to
Step 17; otherwise; continue to Step

10.
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• Step 10 ; Define the complete subgraph T = C„ n Mj. if T contains fewer
than

2

nodes, go to Step 8 , otherwise, delete from W all nodes contained

in T n W and go to Step 11.
• Step 11 : if T = C„ go to Step 15.
• Step 12 : if T = Mj, set i = i

1 and define the complete subgraph

Ci = T \J [pi], and go to Step 5 to get the next input array; otherwise,
continue to Step 13.
• Step 13 : if T is a subset of any complete subgraph C ,(g =

1 ,...,

n —1 , ...i)

that contains pj, ignore this subgraph as it is already contained in

and

go to Step 8 ; otherwise, set 5 = T U \pj] and continue to step 14.
• Step 14 : If some complete subgraph Cg(q = L + l, ...,i) is a subset of the
complete graph S ; otherwise, set i = z +

1

and define the new complete

subgraph Q = S. Go to Step 8 .
• Step 15 : Redefine the complete subgraph C„ as C„ U pj. Delete any
Cg{q = n + 1,

th a t is a subset of the altered C„. Continue to Step

16.
• Step 16 ; if T = Mj, go to Step 15 to get the next input array; otherwise,
go to Step 8 .
• Step 17 : For each pk remaining in W , set i = i + I and create the new
complete subgraph Q = \pi,Pk]- Go to Step 5 to get a new array.
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CHAPTER 4
CLUSTERED FEEDBACK
Judged as one of the m ost im portant and difficult operations in information
retrieval is generating useful query statem ents th a t can extract m aterials wanted
by the users and a t the same time prevent the retrieval of m aterial unwanted
by the user [18]. To generate such an ideal query a fair amount of knowledge
about the composition of the collection is needed. It is standard practice to
conduct searches in an iterative manner. First, a tentative query is given and
then based on the m aterial retrieved the query is reformulated and the collection
is searched again by feeding the reformulated query.
One of the popular methods of query reformulation is relevance feedback.
Once a set of documents is retrieved, the user has the option to examine some
of the top retrieved documents, and give a judgm ent of whether the documents
are relevant to their information needs. If the user desires more documents, a
new query representative can be automatically constructed from the old query
representative and some of the terms occurring in the documents chosen by
the user as relevant. This process is known as relevance feedback. T he new
feedback query can then be compared against the document collection and more
documents can be retrieved for the user. This process continues until the user
has as many documents as desired.
The setback in relevance feedback is th a t it is heavily dependent on user
behavior or rather the choice of documents made by the user. The user needs
to possess a fair degree of knowledge in the area or in the collection in order to
pick the correct documents for feedback. We aimed a t automating this step and
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providing results th a t would suitably minimize user interactions and thereby
making the retrieval independent of user involvement and more dependent on
the documents in the collection itself. We came up with a conjecture th a t once
we retrieve a set of documents, we cluster those documents based on content and
subsequently feedback the top ranked cluster to the retrieval system as a new
query. Then, we study the system and evaluate the system performance with
regard to the relevance of documents of the newly retrieved set w ith respect
to the relevance of documents retrieved before the feedback of the top ranked
cluster.
We chose the SMART system as it is one of the very popular models in
information retrieval research and it allows a lot a flexibility in respect of easily
changing system param eters and to add, modify or replace program modules for
experimental purposes. SMART, also, provides standard versions of indexing,
retrieval and evaluation. SMART, as described earlier, also has a simple yet
elegant m ethod of treating both documents and queries as vectors.
In order to cluster the documents based on the document vectors, Bierstone
approach seemed m ost suitable, primarily, because it was graph -theoretic based
clustering which lends itself to document vector clustering. One of the con
tributing factors was the previous research on the use of such an algorithm with
respect to concept clustering [14]
The classical m ethod for evaluation of a query in the vector-space model
is using the residual collection m ethod [5] which has been used extensively in
research [7]. In this method, an initial run is made and the feedback is made
by rebuilding the initial query. The new set of documents are then evaluated
for recall and precision assuming th a t the initial set of documents are treated
as separate and relevant to the query. However this method involved the user
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to judge the relevancy of the documents and these documents formed the part
of the residual collection. It would not be an appropriate m ethod of evaluation
for us as our conjecture was aiming a t removing the user involvement and/or
any user judgments before the feedback run. So no documents in the initial
run could be considered relevant or otherwise and thereby there was no residual
collection built.
4.1

The Experiment

The experiment involved setting up a suitable collection of documents in
order to test the conjecture. There are a few collections which can be down
loaded from the Internet and there are some available conunercially. We chose
to use two of the collections from Cornell. The appropriate pathnam es where
set and the collections where downloaded through ftp.
For experimental purposes, a standard set of widely used queries were taken.
These queries are designed in such a way as to cover the entire corpus of the col
lection. Subject experts go through the collection and judge which documents
are relevant to the particular query. These judgments are called relevancy judg
ments. The queries are called as canned queries, as the relevant documents
for each of the queries are known beforehand itself. The relevancy judgments
are extremely crucial in the measurement of the effectiveness of any IR system.
The following are the important sequence of steps that were followed in the
experiment.
• First the query were given to th e SMART system and the first set of
documents were retrieved along w ith their ranks.
• Then the document vectors for these retrieved set of documents was gen
erated using the SMART system.
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• The document vectors were converted to an appropriate normalized form
by using routines written in PERL [20].
• These normalized document vectors, along with their respective document
rankings were then given as input to the clustering program (written in
C language)
• The clustering program, clustered the document vector and output the
connected components, complete subgraphs, the document cluster along
with their cluster rankings.
• The cluster rankings are calculated by summing the ranking of each doc
ument in the complete subgraph and dividing it by the total number of
documents in th at complete subgraph.
• The top-ranked cluster is then picked and the documents in the cluster
are used to reformulate the query which is fed to the SMART system.
• The second set of documents are retrieved.
• The recall and precision of the second set of documents is calculated and
are compared against the recall and precision of the first set of documents.
• These recall and precision values are summed over the entire set of canned
queries.
This experiment was performed on a couple of different collections. We ini
tially started with the American Documentation Institute collection also known
as the ADI collection. The ADI collection consisted of 82 documents and 35
canned queries. We experimented with this collection and did not yield signif
icant differences. The reason for the absence of any changes was because the
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collection, was fairly small sized and the initial query itself retrieved most of the
relevant docum ents which was also small in number. Typically, 3-4 document in
the entire collection were judged as relevant to any given query. So feedback of
the right cluster did not retrieve any more relevant documents from the collec
tion as in m ost cases the relevant documents were retrieved in the initial query
itself or were too far apart to be retrieved even after clustered feedback.
We concluded th a t in order to get a fair measure we needed a large collection
and we decided to work with the Medlars collection. The Medlars collection
provided an ideal testing ground. It had a range of topics and a t the same time
was restricted to the field of medicine. This had the dual advantage th a t most
documents contained similar terms and a t the same time contained terms which
were sufficiently distinct from one document to another. If the documents are
from diverse subjects then it is fairly easy to retrieve relevant documents in a
particular subject as they are clearly distinct from documents in other subjects.
The Medlars collection consisted of 1033 documents in the field of medicine. It
had 30 canned queries.
4.2

Experiment with Binary weighting

We first started with no weighting to any term i.e all documents were treated
as binary vectors. The results of the run before clustered feedback are given. A
brief explanation of the results (based on the SMART on-line documentation)
is provided. Evaluation can be done on either of two types of retrieval output
files th at SMART produces. The first evaluation is based on all ranks of all
relevant documents called the relevant-ranked method of evaluation. This is the
standard evaluation method used on test collections, where it is feasible to get
a full ranking of all documents. The other basis for evaluation is based on the
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actual retrieved documents for each query. Relevant documents th a t are not
retrieved by a query are assumed to be retrieved at rank infinity for purposes
of evaluation. This evaluation basis is of great importance when a full ranking
of documents is not available, either because of the size of the collection or the
retrieval method. This method is called the top-ranked m ethod of evaluation.
4.2.1

Relevant-ranked Evaluation

The evaluation output got by using the relevant ranks is discussed below.
The other output form (from top-ranked m ethod of evaluation) is exactly the
same, but the numbers are different and m ay represent slightly different con
cepts. The im portant differences are discussed later.
R esu lts w ith no clu stered feedback
1. Without feedback (rum weighting)
Run number ;

1

Num_queries:

30

Total number of documents over all queries
Retrieved:

450

Relevant :

696

Rel_ret:

201

Trunc_ret:

450

Recall - Precision Averages:
at 0.00

0.7235

at 0.10

0.6389

at 0.20

0.5810

at 0.30

0.5204

at 0.40

0.4561
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at 0.50

0.3725

at 0.60

0.2887

at 0.70

0.2403

at 0.80

0.1956

at 0.90

0.1534

at 1.00

0.0875

Average precision for all points
11-pt Avg:

0.3871

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.3830

Recall:
Exact:

0.3161

at

5 docs:

0.1300

at 10 docs:

0.2318

at 15 docs:

0.3161

at 30 docs:

0.4563

Precision:
Exact :

0.4467

At

5 docs:

0.5067

At 10 docs:

0.4833

At 15 docs:

0.4467

At 30 docs:

0.3300

Truncated Precision:
Exact:

0.4467

At

5 docs:

0.5067

At 10 docs:

0.4833
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At 15 docs:

0.4467

At 30 docs:

0.3300

In the output shown, the first line corresponds to the run name followed by
the run number. Then, the number of queries with relevant documents i.e the
number of canned queries in the query file the total number of documents re
trieved for all the queries listed in the query file. Here, "retrieved” means having
a rank less than the specification param eter “nunuwanted” , we set this parame
ter to 15. The next line indicates the to ta l number of relevant documents for all
queries in the collection (whether retrieved or not), this figure is available be
cause, as discussed in the previous chapter, the number of relevant documents is
know beforehand itself. The next few lines indicate the total number of relevant
documents retrieved, total number of documents retrieved where the retrieval is
truncated at lower of num_wanted and rank of worst relevant document. This
number is used to calculate the truncated precision.
Then, the average of the precision over all queries at each of the

11

recall

points is listed. It is important to note th a t this is interpolated precision. For
a particular query, the precision a t 0.40 is the maximum of the precision at
any recall point greater than or equal to 0.40. Then the average of all eleven
recall-precision figures referred to as

1 1 -point

precision or

1 1 -point

average,

and the average of three representative recall-precision figures referred to as
the 3-point precision or 3-point average. The 3-point precision is sometimes
preferred as opposed to all

1 1 -point

since it ignores the extreme cases that

could happen at recall level 0.0 and 1.0. T he next line indicates the recall for
the entire retrieved set which is averaged over all the queries in the query file.
For this evaluation, recall is calculated as the number of relevant documents
with rank less than or equal to num_wanted divided by the number of relevant
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documents in the collection. In the subsequent lines, we have the recall after
exactly the given num ber of documents have been retrieved. The sam e applies
to the set of precision and truncated precision values. Truncated precision is an
experimental retrieval value which is defined as number of relevant documents
retrieved divided by th e m in im u m of num_wanted and rank of the last relevant
document in the collection. The aim is to define a precision value th at does
not decrease after all relevant documents for a query have been retrieved. For
example, if a query has two relevant documents, retrieved a t ranks

2

and 6 , the

truncated precision after 5 documents is 0.2000 and after 10,15, or 30 documents
is 0.3333. The truncated precision for the retrieved set. The truncated precision
after the given number of documents have been retrieved.
R e su lts w ith clu stered feedb ack
1. With Feedback (nnn weighting)
Run number :

1

Num_queries :

30

Totail number of documents over all queries
Retrieved:

450

Relevant :

696

Rel_ret:

168

Tminc_ret :

450

Recall - Precision Averages:
at 0.00

0.7024

at 0.10

0.6306

at 0.20

0.5195

at 0.30

0.4364

at 0.40

0.3632
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at 0.50

0.3007

at 0.60

0.2589

at 0.70

0.2279

at 0.80

0.1628

at 0.90

0.1166

at 1.00

0.0663

Average precision for all points
11-pt Avg:

0.3441

Averaige precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.3277

RecaJ.1 :
Exact :
at

0.2636

5 docs : 0.1206

at 10 docs:

0.2009

at 15 docs:

0.2636

at 30 docs:

0.3719

Precision:
Exact :

0.3733

At

5 docs:

0.4933

At 10 docs:

0.4233

At 15 docs:

0.3733

At 30 docs:

0.2722

Truncated Precision:
Exact :

0.3733

At

5 docs:

0.4933

At 10 docs:

0.4233
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At 15 docs:

0.3733

At 30 docs:

0.2722

4.2.2

Top-ranked Evaluation

In this method of evaluation only retrieved documents are used and the
ranks of relevant documents not retrieved are not known. As mentioned earlier,
the relevant documents not retrieved are assumed to be retrieved at infinity.
This difference in the definition of retrieved set makes the obvious difference in
the values. If a query does not retrieve a relevant document, then the precision
a t those affected recall levels is set to 0, affecting recall-precision figures. For
example, if a query retrieves one of its two relevant documents at rank 4 and does
not retrieve the other relevant documents, then the precision at recall points
0.00 through 0.50 is 0.5000, and the precision at recall points 0.60 through 1.00
is 0.0000. Different queries may have different numbers of retrieved documents.
For example, the retrieved set contains only documents with similarity greater
than 0. In a full ranked run where the user wants the top 15 documents, if only
6

documents have non-zero similarity the retrieved set for top-ranked evaluation

is only 6 , but the retrieved set for relevant-ranked evaluation remains at 15.
If a query does not retrieve as m any documents as a particular cutoff level
designates, then the missing documents are assumed to be non-relevant. For
example, if a query retrieves

8

documents of which 3 are relevant and retrieved

at ranks 1, 3 and 6 , the exact precision is 0.3750, the precision at 5 documents
is 0.4000, the precision at 10 documents is 0.3333 and the precision at 15 docu
ments is 0.2000. If th at query had more than 3 relevant documents overall, then
the truncated precision values would be the same. If those 3 relevant documents
were the only relevant documents for th at query, then the exact truncated pre
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cision would be 0.5000, at 5 documents is 0.4000, and a t 10 and 15 documents
is 0.5000.
T op-R anked E valuation W ith o u t C lu stered F eedb ack
1. Without Feedback (nnn weighting)
Run number:

1

Num_queries:

30

Toted, number of documents over all queries
Retrieved:

450

Relevant :

696

Rel_ret:

201

Trunc_ret:

450

Recall - Precision Averages:
at 0.00

0.7196

at 0.10

0.6152

at 0.20

0.4925

at 0.30

0.3588

at 0.40

0.2315

at 0.50

0.1223

at 0.60

0.0467

at 0.70

0.0000

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.2351

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
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3-pt Avg:

0.2049

Recall:
Exact:
at

5

0.3161
docs : 0.1300

at 10

docs:

0.2318

at 15

docs:

0.3161

at 30

docs:

0.3161

Precision:
Exact :
At

0.4467

5

docs:

0.5067

At 10

docs:

0.4833

At 15

docs : 0.4467

At 30 docs:

0.2233

Truncated Precision:
Exact :
At

0.4467

5

docs: 0.5067

At 10

docs: 0.4833

At 15

docs: 0.4467

At 30

docs: 0.2233

T op R anked E v alu ation W ith C lu stered F eedback
1. With Feedback (nnn weighting)
Run number :

1

Num_queries :

30

Total number of documents over all queries
Retrieved:

450

Re levault :

696
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Rel_ret:

168

Truiic_ret :

450

Recall - Precision Averages:
at 0.00

0.6933

at 0.10

0.6189

at 0.20

0.4731

at 0.30

0.3184

at 0.40

0.1438

at 0.50

0.0726

at 0.60

0.0482

at 0.70

0.0000

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.2153

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.1819

Recall:
Exact :

0.2636

at

5 docs:

0.1206

at

10 docs:

0.2009

at

15 docs:

0.2636

at

30 docs:

0.2636

Precision:
Exact :

0.3733
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At

5docs:

0.4933

At

10docs:

0.4233

At

15docs:

0.3733

At

30docs :

0.1867

Truncated Precision:
Exact :

0.3733

At

5docs:

0.4933

At

10docs:

0.4233

At

15docs:

0.3733

At

30docs :

0.1867

As we compare performances, without feedback and w ith clustered feedback,
we see th at there is actually some decrease in the retrieval effectiveness. One
of the main reasons for this, is because our conjecture is heavily dependent on
the initial ranking by the retrieval system. If at least few of the top ranked
documents are picked in the initial retrieval among the top, then, the clustered
set will contain the relevant top-ranked set. This cluster is the right relevant
cluster and feeding this cluster subsequently leads to a very significant increase
in the Recall-precision values. However on the same note if the initial retrieval
has a majority of non-relevant documents ranked at the top, the clustering of
such a set yields a cluster of non-relevant documents as the top-ranked cluster.
Feedback of this top-ranked cluster would naturally ham per the retrieval of
relevant documents. This has a negative effect on retrieval. We went further
with this experiment to find out if the same philosophy was applicable in the
case of weighted vectors.
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4.3

Experiment w ith ate Weighting

We applied the ate weighting to the documents and queries. This weighting
as explained in chapter

2

means term frequency component of the document

was “augmented normalization” and then the collection frequency was based
on tf*idf i.e term frequency multiplied by inverse document frequency. Then
cosine normalization was used as the vector normalization component.
4.3.1

Relevant-Ranked Evaluation

R e le v a n t-R a n k e d E v a lu a tio n W ith o u t C lu ste re d F e e d b ac k
1, Doc weight =

Query weight —

Run number :

1

Num_queries:

30

ate No feedback

Totaû. number of documents over all queries
Retrieved:

450

Relevant :

696

Rel_ret:

268

Trunc_ret:

450

Recall - Precision Averaiges:
at 0.00

0.9112

at 0.10

0.7971

at 0.20

0.7540

at 0.30

0.7054

at 0.40

0.6700

at 0.50

0.5885

at 0.60

0.5296

at 0.70

0.4306
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at 0.80

0.3780

at 0.90

0.2497

at 1.00

0.1121

Average precision for all points
11-pt Avg:

0.5569

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.5735

Recall:
Exact:

0.4291

at

5 docs:

0.1601

at 10 docs:

0.3045

at 15 docs:

0.4291

at 30 docs:

0.6402

Precision:
Exact :

0.5956

At

5 docs:

0.6600

At 10 docs:

0.6267

At 15 docs:

0.5956

At 30 docs:

0.4689

Truncated Precision:
Exact

0.5956

At

0.6600

5 docs:

At 10 docs :

0.6267

At 15 docs:

0.5956

At 30 docs:

0.4689
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R elevan t-R an k ed E valuation W ith C lu stered Feedback
1. Doc weight =

Query weight =

Run number:

1

Num_queries:

30

ate With clustered feedback

Total number of documents over all queries
Retrieved:

450

Relevant :

696

Rel_ret:

252

Trunc_ret:

450

Recall - Precision Averages:
at 0.00

0.8024

at 0.10

0.7416

at 0.20

0.6981

at 0.30

0.6437

at 0.40

0.6081

at 0.50

0.5520

at 0.60

0.4886

at 0.70

0.4154

at 0.80

0.3041

at 0.90

0.2146

at 1.00

0.1281

Average precision for all points
11-pt Avg:

0.5088

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.5181

Recall:
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Exact :

0.3988

at

5 docs:

0.1593

at

10 docs:

0.3003

at

15 docs:

0.3988

at

30 docs:

0.5779

Precision:
Exact :

0.5600

At

5 docs:

0.6600

At

10 docs:

0.6200

At

15 docs:

0.5600

At

30 docs:

0.4156

Truncated Precision:
Exact

0.5600

At

0.6600

5 docs :

At 10 docs:

0.6200

At 15 docs:

0.5600

At 30 docs:

0.4192

4.3.2

Top-Ranked Evaluation

T op-R anked E valuation W ith o u t C lustered F eedback
1. Doc weight =

Query weight == ate No feedback

Run number:

1

Num_queries:

30

Total number of documents over all queries
Retrieved:

450

Relevant :

696
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Rel_ret:

268

Trunc_ret:

450

Recall - Precision Averages:
at 0.00

0.9063

at 0.10

0.7859

at 0.20

0.6977

at 0.30

0.6141

at 0.40

0.3889

at 0.50

0.2731

at 0.60

0.1985

at 0.70

0.0194

at 0.80

0.0190

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.3548

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.3299

Recall:
Exact:

0.4291

at

5 docs:

0.1601

at 10 docs:

0.3045

at 15 docs:

0.4291

at 30 docs:

0.4291

Precision:
Exact :

0.5956
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At

5

docs:

0.6600

At 10

docs:

0.6267

At 15

docs:

0.5956

At 30

docs:

0.2978

Truncated Precision:
Exact :
At

0.5956

5

docs:

0.6600

At 10

docs:

0.6267

At 15

docs:

0.5956

At 30

docs: 0.2978

T op-R anked E valuation W ith C lu stered Feedback
1. Doc weight =

Query weight == ate With clustered feedback

Run number:

1

Num_queries:

30

Total number of documents over all queries
Retrieved:

450

Relevant :

696

Rel_ret:

252

Trunc_ret :

450

Recall - Precision Averages:
at 0.00

0.7978

at 0.10

0.7280

at 0.20

0.6658

at 0.30

0.5854

at 0.40

0.4253

at 0.50

0.3099
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at 0.60

0.1384

at 0.70

0.0501

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for aill points
11-pt Avg:

0.3364

Average precision for 3 intermediate
3-pt Avg:

0.3253

Recall:
Exact :

0.3988

at

0.1593

5 docs :

at 10 docs:

0.3003

at 15 docs:

0.3988

at 30 docs:

0.3988

Precision:
Exact:

0.5600

At

0.6600

5 docs :

At 10 docs:

0.6200

At 15 docs:

0.5600

At 30 docs:

0.2800

Truncated Precision:
Exact:

0.5600

At

0.6600

5 docs :

At 10 docs:

0.6200

At 15 docs:

0.5600
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At 30 docs:

0.2800

Again, when we look a t the results after ate weighting of the terms, there is
a decrease in both 11-point average and 3-point precision average in relevantranked evaluation. However, there is no significant difference in the top-ranked
evaluation. In order to understand the results better, we evaluated the collection
for a sample of canned queries, taking only a single query in the query file. A
couple of examples are given. The first example shows an improved

1 1 -point

and 3-point averages for both relevant-ranked and top>-ranked evaluation.
4.4
4.4.1

Ebcample

1

Relevant-Ranked Evaluation

E xam ple I - R elevan t-R ank ed E valuation W ith o u t C lu stered F eed
back
1. Example Query for Improved Precision ( m m weighting).
Run number:

1

Num_queries :

1

Total number of documents over all queries
Retrieved:

15

Relevant :

37

Rel.ret:

10

Trunc_ret:

15

Recall - Precision Averages:
at 0.00

0.6800

at 0.10

0.6800

at 0.20

0.6800

at 0.30

0.6800
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at 0.40

0.6800

at 0.50

0.5476

at 0.60

0.5476

at 0.70

0.4658

at 0.80

0.4658

at 0.90

0.4658

at 1.00

0.3491

Average precision for all points
11-pt Avg:

0.5674

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.5645

Recall:
Exact :

0.2703

at

5 docs:

0.0811

at 10 docs:

0.1622

at 15 docs:

0.2703

at 30 docs:

0.4595

Precision:
Exact :

0.6667

At

5 docs:

0.6000

At 10 docs:

0.6000

At 15 docs:

0.6667

At 30 docs:

0.5667

Truncated Precision:
Exact :

0.6667

At

0.6000

5 docs:
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At 10

docs:

0.6000

At 15

docs:

0.6667

At 30

docs:

0.5667

E xam p le 1 - R elevant-R anked E v a lu a tio n W ith C lu stered Feedback
1. Example Query for Improved Precision ( m m weighting).
Run number:

1

Num_queries:

1

Totaü. number of documents over all queries
Retrieved:

15

Relevant :

37

Rel_ret:

13

Trunc_ret :

15

Recall - Precision Averages :
at 0.00

1.0000

at 0.10

1.0000

at 0.20

0.9231

at 0.30

0.9231

at 0.40

0.8824

at 0.50

0.8696

at 0.60

0.6765

at 0.70

0.5652

at 0.80

0.4286

at 0.90

0.3736

at 1.00

0.1958

Average precision for aill points
11-pt Avg:

0.7125
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Average precision for 3 intermediate points (0.20,
3-pt Avg:

0.7404

Recadl :
Exact:

0.3514

at

0.1081

5 docs :

at 10 docs:

0.2432

at 15 docs:

0.3514

at 30 docs:

0.5676

Precision:
Exact:

0.8667

At

0.8000

5 docs :

At 10 docs:

0.9000

At 15 docs:

0.8667

At 30 docs:

0.7000

Truncated Precision:
Exact:

0.8667

At

0.8000

5 docs:

At 10 docs:

0.9000

At 15 docs:

0.8667

At 30 docs:

0.7000

4.4.2 Top-Ranked Evaluation

E xam ple 1- T op-R anked E valu ation W ith C lustered
1. Example Query for Improved PrecisionCnnn weighting).
Run number:

1

Num_queries;

1
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Total number of documents over all queries
Retrieved :

15

Relevant :

37

Rel_ret:

10

Trunc_ret:

15

Recall - Precision Averages :
at 0.00

0.6667

at 0.10

0.6667

at 0.20

0.6667

at 0.30

0.0000

at 0.40

0.0000

at 0.50

0.0000

at 0.60

0.0000

at 0.70

0.0000

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.1818

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.2222

Recall:
Exact :

0.2703

at

5 docs:

0.0811

at 10 docs:

0.1622

at 15 docs:

0.2703
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at 30 docs:

0.2703

Precision:
Exact :

0.6667

At

5 docs:

0.6000

At 10 docs:

0.6000

At 15 docs:

0.6667

At 30 docs:

0.3333

Truncated Precision:
Exact :

0.6667

At

5 docs:

0.6000

At 10 docs:

0.6000

At 15 docs :

0.6667

At 30 docs:

0.3333

E xam ple 1 - Top R an ked E valuation W ith C lu stered F eedback
1. Example Query for Improved PrecisionCnnn weighting).
Run number :

1

Num_queries:

1

Total number of documents over all queries
Retrieved:

15

Relevant :

37

Rel_ret:

13

Trunc_ret:

15

Recall - Precision Averages :
at 0.00

1.0000

at 0.10

1.0000

at 0.20

0.9231
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at 0.30

0.9231

at 0.40

0.0000

at 0.50

0.0000

at 0.60

0.0000

at 0.70

0.0000

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.3497

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.3077

Recall:
Exact:

0.3514

at

5 docs:

0.1081

at 10 docs:

0.2432

at 15 docs:

0.3514

at 30 docs:

0.3514

Precision:
Exact :

0.8667

At

5 docs:

0.8000

At 10 docs:

0.9000

At 15 docs:

0.8667

At 30 docs:

0.4333

Truncated Precision:
Exact :

0.8667

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

55
At

5

docs:

0.8000

At 10

docs:

0.9000

At 15

docs:

0.8667

At 30

docs:

0.4333

4.5
4.5.1

Example 2

Relevant Ranked Evaluation

E xam ple 2 - R elevan t R anked E valu ation W ith o u t C lu stered Feed
back
1.

Excunple Query for decreased Precision ( m m weighting).

Run number :

1

Num_queries:

1

Total number of documents over aü.1 queries
Retrieved:

15

Relevant :

23

Rel_ret:
Trunc_ret:

4
15

Recall - Precision Avera;
at 0.00

1.0000

at 0.10

0.6000

at 0.20

0.3929

at 0.30

0.3929

at 0.40

0.3929

at 0.50

0.2609

at 0.60

0.2025

at 0.70

0.1610
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at 0.80

0.1610

at 0.90

0.1603

at 1.00

0.0991

Average precision for eill points
11-pt Avg:

0.3476

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.2716

Recall:
Exact :

0.1739

at

5 docs:

0.1304

at 10 docs:

0.1739

at 15 docs:

0.1739

at 30 docs:

0.4783

Precision:
Exact :

0.2667

At

5 docs:

0.6000

At 10 docs:

0.4000

At 15 docs:

0.2667

At 30 docs:

0.3667

Truncated Precision:
Exact :

0.2667

At

0.6000

5 docs:

At 10 docs :

0.4000

At 15 docs:

0.2667

At 30 docs:

0.3667
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E xam ple 2 - R eleva n t R anked E v a lu a tio n W ith C lustered F eedback
1. Example Query for decreased PrecisionCnnn weighting).
Run number:

1

Num_queries:

1

Total number of documents over all queries
Retrieved:

15

Relevant :

23

Rel_ret:
Trunc_ret:

3
15

Recall - Precision Averages:
at 0.00

0.3000

at 0.10

0.3000

at 0.20

0.1449

at 0.30

0.1449

at 0.40

0.1449

at 0.50

0.1429

at 0.60

0.1288

at 0.70

0.1288

at 0.80

0.1124

at 0.90

0.0864

at 1.00

0.0329

Average precision for adl points
11-pt Avg:

0.1515

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.1334

Recall:
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Exact:

0.1304

at

0.0000

5 docs :

at 10 docs:

0.1304

at 15 docs:

0.1304

at 30 docs:

0.1739

Precision:
Exact :

0.2000

At

0.0000

5 docs :

At 10 docs:

0.3000

At 15 docs:

0.2000

At 30 docs:

0.1333

Truncated Precision:
Exact:

0.2000

At

0.0000

5 docs :

At 10 docs:

0.3000

At 15 docs:

0.2000

At 30 docs:

0.1333

4.5.2

Top-Ranked Evaluation

Example 2 - Top-Ranked Evaluation Without Clustered
1. Example Query for decreased Precision(nnn weighting)
Run number :

1

Num_queries:

1

Total number of documents over all queries
Retrieved :

15

Relevant :

23
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Rel_ret:
Tnmc_ret :

4
15

Recall - Precision Averages:
at 0.00

1.0000

at 0.10

0.6000

at 0.20

0.0000

at 0.30

0.0000

at 0.40

0.0000

at 0.50

0.0000

at 0.60

0.0000

at 0.70

0.0000

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.1455

Average precision for 3 intermediate points (0.20, 0.50, 0.80)
3-pt Avg:

0.0000

Recall:
Exact :

0.1739

at

5docs:

0.1304

at

10docs:

0.1739

at

15docs:

0.1739

at

30docs:

0.1739

Precision:
Exact :

0.2667
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At

5 docs:

0.6000

At 10 docs:

0.4000

At 15 docs:

0.2667

At 30 docs:

0.1333

Truncated Precision:
Exact :

0.2667

At

5 docs:

0.6000

At 10 docs:

0.4000

At 15 docs:

0.2667

At 30 docs:

0.1333

E xam ple 2 - T op-R anked E valu ation W ith C lu ster ed Feedback
1. Example Query for decreased PrecisionCnnn weighting).
Run number :

1

Num_queries:

1

Total number of documents over all queries
Retrieved:

15

Relevant :

23

Rel_ret:
Trunc_ret:

3
15

Recall - Precision Averages:
at 0.00

0.3000

at 0.10

0.3000

at 0.20

0.0000

at 0.30

0.0000

at 0.40

0.0000

at 0.50

0.0000
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at 0.60

0.0000

at 0.70

0.0000

at 0.80

0.0000

at 0.90

0.0000

at 1.00

0.0000

Average precision for all points
11-pt Avg:

0.0545

Average precision for 3 intermediate
3-pt Avg:

0.0000

Recall:
Exact:

0.1304

at

0.0000

5 docs :

at 10 docs:

0.1304

at 15 docs:

0.1304

at 30 docs:

0.1304

Precision:
Exact:

0.2000

At

0.0000

5 docs :

At 10 docs:

0.3000

At 15 docs:

0.2000

At 30 docs:

0.1000

Truncated Precision:
Exact:

0.2000

At

0.0000

5 docs :

At 10 docs:

0.3000

At 15 docs:

0.2000
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At 30 docs:

Example
and

1 1 -point

1

0.1000

shows that there is a significant increase in the average 3-point

precision values for both relevant ranked and top ranked precision.

Example 2 shows that there is a significant decrease in the average 3-point and
1 1 -point

precision values for both relevant ranked and top ranked precision.

In Example 1 , 37 documents in the entire collection were judged as relevant
to the query. In the initial run, 10 relevant documents were retrieved. On
clustering the documents retrieved, 9 complete subgraphs were formed and the
top-ranked cluster contained 5 documents, all which were relevant documents.
O n feedback of this cluster, we find a significant increase in average precision.
In Example 2, 23 documents in the entire were judged as relevant to the
query. In the initial run, only 4 relevant documents were retrieved. On clus
tering the documents from this run,

11

complete clusters were formed and the

top-ranked cluster contained only 2 relevant documents. On feedback of this
cluster, we find a significant decrease in the average precision.
There were also some queries where the top>-ranked cluster contained almost
the same percentage of relevant and non-relevant documents. These queries
m ade only a very small difference in the averages, some marginal increase or
decrease depending on the ranking of the relevant documents within th e cluster
itself.
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CHAPTER 5
CONCLUSIONS AND RECOMMENDATIONS
The objective of this thesis was to find out whether the combined clustering
with automatic feedback does improve the retrieval effectiveness. To investigate
this we created an experimental environment which included SMART retrieval
system, two collections, a clustering algorithm and we devised a m ethod for
choosing the top cluster. We, then, fine tuned SMART to accept clustered
vectors as queried feedback. Our method of going for the top-ranked cluster
would work extremely well if the initial search picks at least some of the relevant
documents in the top ranks. By the same token, decreases performance if th e top
ranks do not contain relevant documents. Thereby this method seems limited
by the initial performance of the retrieval system. We found the same to be
true when weighting for the terms was introduced.
One reason is th a t although it may be possible to cluster a retrieved set such
that all the relevant documents are brought together, there is no guarantee th at
any method will infallibly pick the cluster containing the relevant documents.
This seems to be the same result which people seem to have encountered in
other methods of document clustering, which seems the reason there are no
conclusive results in document clustering yet.
It is only a m atter of experimentation th at one can hope to design a search
strategy to do the job[2]. Our work has shown th at for certain queries, one can
achieve higher precision and recall, the question remains whether this can be
done in general. Modifying the method of choosing the top-ranked cluster is
one of the areas for future work.
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