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Exact explicit rogue-wave solutions of intricate structures are presented for the long-wave–short-wave
resonance equation. These vector parametric solutions feature coupled dark- and bright-field counterparts of
the Peregrine soliton. Numerical simulations show the robustness of dark and bright rogue waves in spite of the
onset of modulational instability. Dark fields originate from the complex interplay between anomalous dispersion
and the nonlinearity driven by the coupled long wave. This unusual mechanism, not available in scalar nonlinear
wave equation models, can provide a route to the experimental realization of dark rogue waves in, for instance,
negative index media or with capillary-gravity waves.
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Because of their dramatic and potentially devastating
manifestations, oceanic rogue waves have been the focus of
intense research for more than a decade [1,2]. The rogue-
wave terminology itself refers to the adverse surprise that is
experienced when a transient giant wave of extreme amplitude
or steepness is suddenly formed in the vicinity of a cruising
ship [3]. In addition to being deployed into the safer and
controllable environment of water tanks [4,5], rogue-wave
research is also spreading widely to other disciplines that share
general features of nonlinearity and complexity. These new
avenues for rogue-wave research include fluid dynamics [6–8],
nonlinear optics and lasers [9–12], plasma physics [13], and
Bose-Einstein condensation [14]. The possibility to accede
to a general understanding of rogue-wave formation is still
an open question [15]. Nonetheless, the debate stimulates
the comparison of predictions and observations between
distinct areas, such as hydrodynamics and nonlinear optics, in
situations where analogous dynamics can be identified through
a common equation model. So far, the nonlinear Schro¨dinger
(NLS) equation has played such a pivotal role.
The Peregrine soliton, predicted 30 years ago [16], is
the simplest rogue-wave solution associated with the NLS
equation and it has recently been observed experimentally
in a water-wave tank [4], a multicomponent plasma [13],
and an optical fiber [10]. It is of fundamental significance
because it is robust [17] and serves as the prototypical
rogue-wave profile in various experimental fields. Indeed, the
Peregrine soliton, as opposed to ordinary solitons that can be
traced over long propagation distances, is localized in both
transverse and propagation dimensions, thus reflecting the
seemingly unpredictable appearance of a rogue wave [4,18].
Mathematically, the Peregrine soliton and related rogue-wave
solutions of higher-order [5] are always expressed by rational
functions.
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While rogue-wave investigation is flourishing in several
fields of science, there is a necessity to go beyond the
standard NLS description in order to model important classes
of physical systems in a relevant way. One recent development
consists in including dissipative terms since a substantial
supply of energy—from the wind in oceanography to the pump
for laser cavities [19]—is generally required to drive rogue-
wave formations [12,20]. Considering the extreme amplitude
or steepness of a rogue wave, it also seems legitimate to include
higher-order terms such as in the Hirota and the Sasa-Satsuma
equations [21,22].
Another development of major importance consists in
the study of coupled-wave systems, as numerous physical
systems comprise interacting wave components of different
modes, frequencies, or polarizations. When compared to scalar
dynamical systems, vector systems generally allow energy
transfer between their additional degrees of freedom, which
potentially yields families of intricate vector rogue-wave solu-
tions. Indeed, rogue-wave families with complicated rational
forms have been recently found in the Davey-Stewartson
equation [23], the coupled Manakov system [24], and the
coupled Hirota equations [25]. Let us recall that the scalar NLS
equation does not admit single dark-rogue-wave solutions,
even in the case of a defocusing nonlinearity. Thus a major
motivation in the analysis of nonlinear coupled systems is to
find new rational solutions with a dark-rogue-wave counterpart
that are relevant to practical physical systems.
Among coupled-wave dynamics, the long-wave–short-
wave (LWSW) resonance is a general parametric process
that manifests when the group velocity of the short (high-
frequency) wave matches the phase velocity of the long (low-
frequency) wave. The LWSW resonance has been predicted
in plasma physics [26] and nonlinear optics [27,28]. For
example, in negative index media, it can be achieved through
a three-wave-mixing process where the two degenerate optical
waves (i.e., short waves) propagate in the negative index
branch while the generated difference-frequency wave (i.e.,
long wave) resides in the positive index branch [28]. In
hydrodynamics, the LWSW resonance can result from the
interaction between capillary and gravity waves [29–31].
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The fact that capillary rogue waves [6] were discovered in a
recent experiment stimulates further the investigation of rogue-
wave solutions for media manifesting LWSW resonance. This
is the aim of the present work.
We report here the analytical derivation of a family of
exact rogue-wave solutions of the LWSW generic model in an
explicit and concise form. The evolution of the vector solutions
along with the control parameter highlights original dark and
bright rogue waves, which do not have any counterpart in scalar
models such as the NLS equation. Finally, the robustness of
the solutions herein is confirmed numerically.
The nonlinear interaction of the short wave (SW) A and the
long wave (LW) U is modeled by the following two coupled
equations, expressed in a normalized form [28]:
i
∂A
∂ξ
+ 1
2
∂2A
∂τ 2
+ UA = 0,
∂U
∂ξ
− ∂|A|
2
∂τ
= 0, (1)
where ξ and τ are the propagation distance and the retarded
time, respectively. We have assumed that the complex envelope
A(ξ,τ ) and the LW field U (ξ,τ ) (which is a real field in
this model) are invariant in transverse space coordinates and
we have neglected the term resulting from the cascaded χ (2)
nonlinearity [28]. For physical discussion, the first of Eqs. (1)
is arranged into a form similar to the standard NLS equation,
making it clear that its nonlinearity is driven by the LW field
U rather than by the Kerr term |A|2.
We follow the standard Darboux dressing procedure as in
Ref. [32] and obtain after some manipulations the fundamental
rogue-wave solutions of Eq. (1) as
A(ξ,τ ) = A0
[
1 −
iξ + iτ2m−ω + 12(2m−ω)(m−ω)
(τ − mξ )2 + n2ξ 2 + 1/4n2
]
, (2)
U (ξ,τ ) = b + 2 n
2ξ 2 − (τ − mξ )2 + 1/4n2
[(τ − mξ )2 + n2ξ 2 + 1/4n2]2 , (3)
where the initial plane wave A0(ξ,τ ) is defined by its amplitude
a > 0, frequency ω, and wave number k:
A0(ξ,τ ) = a exp(−ikξ + iωτ ), (4)
with k = ω2/2 − b, and b ≥ 0 is an arbitrary constant defining
the background of the coupled LW field. The parameters m and
n are real, defined by
m = 16 [5ω −
√
3(ω2 +  + σ/)], (5)
n = ±
√
(3m − ω)(m − ω), (6)
with σ = 19ω4 + 6ωa2, ρ = 12ω6 − 154 (27a2 + 5ω3)2, and
 =
{−(ρ −√ρ2 − σ 3)1/3, ω ≤ −3ωn
(−ρ +
√
ρ2 − σ 3)1/3, −3ωn < ω ≤ 32ωn.
(7)
Here ωn ≡ (2a2)1/3 and the parameter  has been given in
piecewise form to avoid any ambiguity. Obviously, the allowed
regime of ω is ω ≤ 3ωn/2; otherwise  and n would be
complex, thereby invalidating the solutions (2) and (3). We
note from these rational solutions that the complex SW field
envelope A is characterized by a second-order polynomial of
ξ and τ , whereas the real LW field U involves a fourth-order
polynomial. They involve intricate rogue-wave structures
solely determined by m and n or, alternatively, by a and ω
(not by b).
Whereas the Peregrine soliton always has a central am-
plitude of 3a, the rogue waves (2) and (3) have variable
ω-dependent central amplitudes, given by
|A(0,0)| = a
∣∣∣∣4m − ω2m − ω
∣∣∣∣, U (0,0) = b + 8n2. (8)
As ω → −∞, the central amplitude of the SW field A reaches
a maximum value of 3a, but falls to zero as ω = 4m, i.e., ω =
(8a2/3)1/3 ≡ ω0. Correspondingly, we have U (0,0)|ω→−∞ =
b and U (0,0)|ω=ω0 = b + 2(3a4)1/3 for the LW field. The
maximum value of U (0,0) occurs at ω = 0 and is found to
be U (0,0)|ω=0 = b + 6a4/3. As ω increases up to 3ωn/2, both
rogue waves fade away into respective background reservoirs
and thus their central amplitudes equal a and b, respectively.
The evolution of |A(0,0)| and U (0,0) along with these
specific evolution characteristics has been depicted in Fig. 1.
In this figure we also highlight typical complex rogue-wave
profiles of the SW field A. Interestingly, as illustrated by the top
two insets in Fig. 1, for ω < ω0, the SW rogue wave possesses
two characteristic points (ξ0,τ0)
ξ0 = ±
√
2(4m − ω)(m − ω)
4n2(2m − ω) , τ0 = −(2m − ω)ξ0, (9)
which fulfill |A(ξ0,τ0)| = 0; we thereby term them the zero-
amplitude points [25]. They are also ω dependent and thus
different from the zeros of the Peregrine soliton, which are
invariably given by (0, ±
√
3
2a ) (here a is the background
height) [4,16]. It is clear from Eq. (9) that as ω = ω0, the
zero-amplitude points merge into a single point (0,0), but
FIG. 1. (Color online) Evolution of |A(0,0)| [dark gray (blue)
line normalized to a] and [U (0,0) − b] [light gray (green) line
normalized to a4/3] with ω (normalized to ωn). The insets (from top
to bottom) display the rogue-wave states of the SW field for ω = 0,
0.6ωn, and 1.2ωn, respectively, all with a = 1. The rogue waves are
forbidden in the region of ω > 3ωn/2.
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FIG. 2. (Color online) Rogue-wave states of the real LW field U
for specific ω values: (a) 0, (b) 0.6ωn, and (c) 1.2ωn, all with a = 1
and the same background b = 0.
as ω0 < ω < 3ωn/2, no zero-amplitude point will exist. As
illustrated by the lower inset in Fig. 1, the rogue wave without
zero-amplitude point features a single central hole and hence
can be termed a dark rogue wave. Hence the SW rogue
wave can be classified into bright, intermediate, and dark
states corresponding to the domains ω ≤ 0, 0 < ω < ω0, and
ω0 ≤ ω < 3ωn/2, respectively. We can dub the rogue wave
with a degenerate zero-amplitude point as a black rogue wave,
in reminiscence of the black soliton terminology [33].
The LW rogue-wave component (3) features a minimum
value of Umin = b − n2 occurring at (0, ±
√
3
2|n| ). Hence, if the
background height of the LW field, which does not affect the
structure of the SW rogue wave, is chosen such as b ≥ 3a4/3/4,
the nonlinearity induced by U in Eq. (1) will be totally positive
for all allowed ω. Figure 2 displays the rogue-wave states of the
LW field, each one corresponding to those shown in the insets
in Fig. 1. It can be clearly seen that the rogue-wave structure,
which is also independent of the value of b, always features a
central hump that decreases in amplitude as ω grows.
Let us now discuss the specific physical mechanisms at play.
We recall that in the scalar NLS equation, a self-defocusing
Kerr nonlinearity results in a rational solution becoming
singular, thus precluding a dark-rogue-wave solution. Here,
owing to the complex interplay between anomalous dispersion
and the nonlinearity resulting from the coupling between
A and U fields, we anticipate that the contribution part
of U integrated along with propagation would wipe out
the singularities, giving rise to an unusual dark-rogue-wave
solution. In an intermediate rogue-wave regime (pink region
in Fig. 1), the two characteristic zero-amplitude points can
eventually merge owing to this special type of nonlinearity.
Figure 3 illustrates the involved process through which a
black-rogue-wave solution forms, when the parameter ω is
varied. Specifically, as ω increases from 0 to ω0, the state of the
SW rogue wave manifests as bright [Fig. 3(a)], intermediate
[Figs. 3(b) and 3(c)], and black [Fig. 3(d)] structures, each
characterized by the relative position of the two zero-amplitude
points.
Field coupling provides a drastic change of the effective
nonlinearity characterized by U . It also favors strongly
asymmetric solutions. If we consider a symmetric bright pulse
formed at a given time, it has both temporally increasing
and decreasing intensity parts, initially symmetric. One can
infer from Eq. (1) that, due to the coupling with U , the
increasing intensity part of the pulse will induce an increase of
U with propagation, as in a self-focusing process, whereas the
FIG. 3. (Color online) Contour plots for intermediate rogue-
wave states with specific ω values: (a) 0, (b) 0.6ωn, (c) 0.9ωn, and
(d) ω0, all obtained under a = 1 and b = 0.
decreasing intensity part of the pulse will make a decrease of U
as in a self-defocusing process. This asymmetrizes the pulse in
a peculiar way. Eventually, the temporal asymmetrization will
give rise to a combination of bright and dark localized pulsed
solutions, depending on the magnitude of the normalized
frequency ω/ωn.
We have also performed extensive numerical simulations
to test whether the shapes of the analytical solutions (2) and
(3) are preserved in the presence of a small amount of random
noise. Specifically, we solved Eq. (1) numerically for initial
pulse inputs given by Eqs. (2) and (3) at ξ = −5. We first
checked that simulations reproduced exactly the ulterior be-
havior of the above analytical solutions. Then we perturbed the
initial conditions by multiplying the real and imaginary parts of
A and U by [1 + 
fn(τ )] (n = 1,2,3), respectively. Here fn are
three uncorrelated random functions uniformly distributed in
the interval [−0.5,0.5] and 
 is a small number characterizing
the strength of perturbations. The numerical results intended
for the black rogue wave are illustrated in Fig. 4, where we
−5 5ξ
τ
−5
5
(a)
−5 5ξ
τ
−5
5
(b)
−5 5ξ
τ
−5
5
(c)
−5 5ξ
τ
−5
5
(d)
FIG. 4. (Color online) Numerical results intended for the black
rogue wave |A| and the coupled LW field U by choosing a = 1,
b = 0, and ω = ω0 ≈ 1.1ωn: (a) and (c) unperturbed rogue waves
(
 = 0) and (b) and (d) perturbed situation with the noise strength

 = 0.002.
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FIG. 5. (Color online) Linear stability diagram for the plane-
wave solutions A = A0 and U = b with a = 1. The red dash-dotted
curves stand for the marginal stability defined by  = 0. The contour
plot shows the growth rate γ of the MI.
use a = 1, b = 0, ω = ω0, and 
 = 0 and 0.002. Figures 4(a)
and 4(c) correspond to the unperturbed numerical solutions
(i.e., 
 = 0), clearly showing a very precise coincidence with
our analytical solutions. When 
 = 0.002 [see Figs. 4(b)
and 4(d)], the numerical solutions begin as before, but the
modulational instability (MI) of the background grows expo-
nentially until it starts to interfere strongly with the localized
solutions.
In fact, the MI of the background can be readily cal-
culated [31,32]. We add small-amplitude Fourier modes to
the plane-wave solutions and express them as A = A0{1 +
p exp[i√μ(τ − κξ )] + q∗ exp[−i√μ(τ − κ∗ξ )]} and U =
b + δ exp[i√μ(τ − κξ )] + δ∗ exp[−i√μ(τ − κ∗ξ )], where
p, q, and δ are small amplitudes of the Fourier modes. The
propagation parameters μ and κ are assumed to be positive
and complex, respectively. A substitution of these perturbed
solutions into Eq. (1) followed by linearization yields the
dispersion relation
κ(κ − ω)2 − μκ/4 − a2 = 0. (10)
We know that the MI arises from a nonreal value of κ and
can be defined by the growth rate γ = √μIm(κ) > 0. Thus,
to initiate it, the discriminant of Eq. (10),
 = 116μ3 − 12ω2μ2 − ω(9a2 − ω3)μ − a2(27a2 − 4ω3),
should be negative, i.e.,  < 0. The marginal stability curves
can be calculated from  = 0 for given a. Figure 5 shows
the regime of MI for a = 1, which is surrounded by two red
dash-dotted curves and the line μ = 0. We also calculate the
growth rate γ in the whole (ω/ωn,μ1/2) plane, showing that the
MI occurs within the  < 0 region. It can be clearly seen that
within the existence region of our rogue waves, the growth
rate γ responsible for the MI can be very small for μ < 1.
However, due to its exponential growth, MI can still develop to
a large value after some distance and eventually interfere with
the spatiotemporally localized rogue waves, as in Figs. 4(b)
and 4(d). In addition, our analytical results for the MI exhibit
consistency with the numerical simulations; from Fig. 4(d)
the modulation period can be inferred to be around 10/5.5,
corresponding to a modulation frequency of √μ ≈ 3.5, and
the latter is almost the same frequency that the maximum γ
value at ω = ω0 would correspond to, as seen in Fig. 5.
In conclusion, we have presented the exact explicit rogue-
wave solutions of the LWSW equation governing the resonant
interaction between long and short waves. We have checked
numerically that the shapes of these rogue-wave solutions are
preserved in the presence of a small amount of random noise.
We showed that a dark rogue wave—the dark counterpart of
the Peregrine soliton—can be formed as a result of an interplay
between the anomalous dispersion and a positive nonlinearity
due to the two-wave coupling, in the special case where two
zero-amplitude points merge. This unusual mechanism, not
available in the most-studied scalar NLS-type equation models
[4,16,21,22], can provide a possible route to the experimental
realization of dark rogue waves in, for instance, negative index
media [28] or with capillary-gravity waves [6,7,29–31]. In
view of the universality of the LWSW resonance in many areas,
with a particular emphasis on fluid dynamics and nonlinear
optics, we anticipate that our work will open new research
opportunities and may impact significantly on experimental
design.
Note added. Recently, a mathematical derivation of similar
analytical rogue-wave solutions of the LWSW equation was
also obtained by Chow et al. using the Hirota bilinear method
[34].
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