We generalize a class of groups introduced by Herbert Abels to produce examples of virtually torsion free groups that have Bredon-finiteness length m − 1 and classical finiteness length n − 1 for all 0 < m ≤ n. The proof illustrates how Bredon-finiteness properties can be verified using geometric methods and a version of Brown's criterion due to Martin Fluch and the author. Let G n be the algebraic group of invertible upper triangular (n + 1)-by-(n + 1) matrices whose extremal diagonal entries are 1. The groups G n (Z[1/p]) where p is a prime were introduced by Abels because they have interesting finiteness properties. Namely, it was shown in [Abe79, Str84, AB87, Bro87] that G n (Z[1/p]) is of type F n−1 but not of type F n . Recall that a group Γ is of type F n if it admits a classifying space X whose n-skeleton X (n) is compact modulo the action of Γ. A classifying space is a contractible CW complex on which Γ acts freely. Closely related to these topological finiteness properties are the homological finiteness properties of being of type FP n : by definition Γ is of type FP n if the trivial ZΓ-module Z admits a projective resolution (P i ) i∈N with P i finitely generated for i ≤ n. It is not hard to see that F n ⇒ FP n . For a group Γ that has torsion it is sometimes more natural to consider a classifying space for proper actions for Γ. This is a CW complex on which Γ acts rigidly in such a way that the fixed point set of every finite subgroup is (nonempty and) contractible and the fixed point set of every infinite subgroup is empty. We say that Γ is of type F n if it admits a classifying space for proper actions whose n-skeleton is compact modulo the action of Γ. There is a homology theory developed by Glen Bredon [Bre67] and generalized by Wolfgang Lück [Lüc89] that describes the homological aspects of proper actions just as usual homology does for free actions. In particular, we get a notion of Bredon-finiteness properties FP n and again F n ⇒ FP n . For the definition we refer the reader to [FW12] . The lower finiteness properties have more concrete interpretations: a group is of type F 1 if and only if it is finitely generated, it is of type F 2 if and only if it is finitely presented, and it is of type FP 0 if and only if it has finitely many conjugacy classes of finite subgroups, [KMPN09, Lemma 3.1].
Let G n be the algebraic group of invertible upper triangular (n + 1)-by-(n + 1) matrices whose extremal diagonal entries are 1. The groups G n (Z[1/p]) where p is a prime were introduced by Abels because they have interesting finiteness properties. Namely, it was shown in [Abe79, Str84, AB87, Bro87] that G n (Z[1/p]) is of type F n−1 but not of type F n . Recall that a group Γ is of type F n if it admits a classifying space X whose n-skeleton X (n) is compact modulo the action of Γ. A classifying space is a contractible CW complex on which Γ acts freely. Closely related to these topological finiteness properties are the homological finiteness properties of being of type FP n : by definition Γ is of type FP n if the trivial ZΓ-module Z admits a projective resolution (P i ) i∈N with P i finitely generated for i ≤ n. It is not hard to see that F n ⇒ FP n . For a group Γ that has torsion it is sometimes more natural to consider a classifying space for proper actions for Γ. This is a CW complex on which Γ acts rigidly in such a way that the fixed point set of every finite subgroup is (nonempty and) contractible and the fixed point set of every infinite subgroup is empty. We say that Γ is of type F n if it admits a classifying space for proper actions whose n-skeleton is compact modulo the action of Γ. There is a homology theory developed by Glen Bredon [Bre67] and generalized by Wolfgang Lück [Lüc89] that describes the homological aspects of proper actions just as usual homology does for free actions. In particular, we get a notion of Bredon-finiteness properties FP n and again F n ⇒ FP n . For the definition we refer the reader to [FW12] . The lower finiteness properties have more concrete interpretations: a group is of type F 1 if and only if it is finitely generated, it is of type F 2 if and only if it is finitely presented, and it is of type FP 0 if and only if it has finitely many conjugacy classes of finite subgroups, [KMPN09, Lemma 3.1]. Note that v satisfies i v i = 0. By a partition of I := {1, . . . , n + 1} we mean a set I ⊆ P =∅ (I) of nonempty subsets, its blocks, that disjointly cover I. A partition {J + , J − } is called elementary admissible (relative to v 1 and v 2 ) if i∈J − v 1 i and i∈J − v 2 i are even. The trivial partition {I} is also considered elementary admissible. A partition is called admissible if it is the (coarsest) common refinement of elementary admissible partitions. We say that I is a partition of v if i∈J v i = 0 for every block J of I. The essential blocks of a partition of v are the blocks J on which v is not constant zero, that is, for which there is an i ∈ J such that v i = 0. The essential dimension of a partition of v is
Precise statement of Main Theorem
where the sum runs over the essential blocks of I. We can now define Remarks. (i) Since the trivial partition is admissible, we have m ≤ n. Since every essential block of a partition of v must have size at least 2, we have m ≥ 1.
(ii) Admissibility of a partition is not a strong restriction. In fact, if all entries of v 1 and v 2 are even, then every partition is admissible.
(iii) That the Main Theorem only shows the group to be of type FP m−1 instead of F m−1 is due to the fact that there is no version of Brown's criterion for F 2 . The reason is that [Bro84] does not directly translate to the context of proper actions. Once a criterion for F 2 is available, our method of proof should give type F m−1 .
(iv) The restriction to odd primes is due to the fact that involutions in the building associated to GL n+1 (Q 2 ) have larger fixed point set than they should, cf. Proposition 4.4. In the case p = 2 Lemmas 4.1 and 4.2 imply that the group is of type FP 0 . It is not clear to the author what the higher Bredon-finiteness properties are in that case. We give some examples which in particular allow us to recover the previous formulation of the Main Theorem. Denote the standard basis of Z n+1 by a 1 , . . . , a n+1 .
In this case v = a 1 − a n+1 and the elementary admissible partition into J + = {1, n + 1} and J − = {2, . . . , n} shows that m = 1. Therefore, the Main Theorem states that Γ is of type F n−1 but not of type FP n and is of type FP 0 but not of type FP 1 . The classical finiteness length was known by [AB87, Theorem A] and [Bro87, Theorem 6.1].
To prove the first part of the theorem we use metric versions of the methods used there. Part of the translation is done in Appendix A. Example 1.2. For 0 < m ≤ n, we may take v 1 = 2 i a i and
2 and every partition of v must contain {1, . . . , m, n + 1} in one block and therefore have essential dimension at least m. The partition into J + = {1, . . . , m, n + 1} and J − = {m + 1, . . . , n} is elementary admissible and has essential dimension m. Thus we get groups of Bredon-finiteness length m − 1 and classical finiteness length n − 1 and recover the original formulation of the Main Theorem. Example 1.3. As an example of how admissibility comes into play let n = 2k be even and consider the vectors
. A partition of v with the minimal essential dimension of k is into {1, n + 1}, . . . , {k, k + 2}. However, this partition is not admissible. If k is even, a partition of v of the minimal admissible essential dimension of 3/2 · k is into {1, 2, n, n + 1}, . . . , {k − 1, k, k + 2, k + 3}. If k is odd, the minimal admissible essential dimension is 3/2 · (k − 1) + 2 and realized by the partition {1, 2, n, n + 1}, . . 1 can be identified with the (non-extended) Bruhat-Tits building X in such a way that H 1 ∩ H 2 is identified with a horosphere in X. It is known that horospheres in X are (n − 2)-connected. More precisely, let β be the Busemann function whose 0-level is the horosphere. Then the maps β −1 ([0, s]) ֒→ β −1 ([0, s + 1]) induce isomorphisms in π k for k < n − 1 and epimorphisms that are infinitely often non-injective in π n−1 . With these ingredients, the classical finiteness length follows from Brown's criterion, which we state below. But first we have to recall some definitions. Recall that a space X is n-connected if π k (X) = 1 for k ≤ n and is n-acyclic ifH k (X) = 0 for k ≤ n. The action of a group Γ on a CW-complex Z is called rigid if the stabilizer of every cell fixes that cell pointwise. A system of groups (A s → A s+1 ) s∈N is called essentially trivial if for every s there is a t ≥ s such that the map A s → A t is trivial. 
is essentially trivial for k < n. The same statement holds with "(n−1)-connected" replaced by "(n − 1)-acyclic", "π k " replaced by "H k ", and "F n " replaced by "FP n ".
To determine the Bredon-finiteness length, we have to take torsion into account. The only torsion elements that Γ contains are of order 2. Moreover, every finite subgroup is conjugate to a group of diagonal matrices. The fixed point set of such a group is a product of extended Bruhat-Tits buildings. More precisely, it is the extended Bruhat-Tits building of the centralizer of the finite group. The products that can arise are described by admissible partitions. The horosphere in the fixed point set is a product of a horosphere in the essential factors, those corresponding to essential blocks, and of the remaining factors. Its connectivity is two less than the essential dimension. From this, the Bredon-finiteness length can be deduced using the following version of Brown's criterion from [FW12] : Theorem 1.5. Let Γ act rigidly on a CW-complex Z. Assume that for every finite subgroup F < Γ the fixed point set Z F is (n − 1)-acyclic. Assume also that the stabilizer of each k-cell is of type FP n−k . Let (Z s ) s∈N be a filtration of Z by Γ-invariant and Γ-cocompact subspaces. Then Γ is of type FP n if and only if for k < n the following holds: for every s there is an t ≥ s such that the mapsH
are trivial for all finite subgroups F .
Buildings
From now on we fix n, v 1 , v 2 , and p and write G for G v 1 ,v 2 and put Γ := G(Z[1/p]). To prove the theorem we have to exhibit a space Z 0 on which Γ acts cocompactly with good stabilizers. The finiteness properties of Γ will then correspond to the connectivity of Z 0 . The starting point for the construction of Z 0 is the Bruhat-Tits building X associated to GL n+1 (Q p ). Recall that X is a thick, irreducible, euclidean building of typeÃ n and in particular is a CAT(0)-space [AB08, Theorem 11.16]. We denote by X 1 the extended building X × L, where L is a euclidean line. The action of GL n+1 (Q p ) on X 1 is given by
Paragraphe 2]. We write pr 1 : X 1 → X for the projection onto the first factor. We will consider the following subgroups of GL n+1 : the group B of upper triangular matrices, the group T of diagonal matrices, and the group U of strict upper triangular matrices. Non-bold letters will denote the corresponding groups of Q p points, that is G = G(Q p ), B = B(Q p ) and so on. There is a unique apartment Σ 1 of X 1 that is invariant under the action of T . We can identify Σ 1 with R n+1 in such a way that the action of T is given by
With this identification the apartment Σ := Σ 1 ∩ X of X is the hyperplane ℓ ⊥ where ℓ = (1, . . . , 1). The boundary ∂Σ 1 is an apartment of the spherical building ∂X 1 that is fixed by T . The group B fixes a chamber C 1 of ∂Σ 1 . Making use of the above identification, we can describe the chamber C 1 as follows. The standard root system α i = a i − a i+1 , 1 ≤ i ≤ n of type A n defines a conē
in Σ 1 and C 1 is the boundary ofC 1 . As a last ingredient from the theory of buildings consider the morphism η : B → T that takes each matrix to its diagonal. Its kernel is U. There is a corresponding map ρ : X 1 → Σ 1 , the retraction onto Σ 1 centered at C 1 . It can be described by the property that it takes a ray γ : [0, ∞) → X 1 whose endpoint lies in C 1 to a ray ρ • γ : [0, ∞) → Σ 1 that coincides with the original ray on an infinite interval. Both maps are linked by the relation
for b ∈ B and x ∈ X 1 . The image under η of G is just G ∩ T (and similarly for Γ). As a consequence of (2.3) we observe that U not only fixes C 1 but for every point ξ ∈ C 1 leaves invariant every Busemann function centered at ξ.
Classical finiteness properties
It is time to shed some light on the seemingly mysterious notions of Section 1. Our group Γ is a subgroup of GL n+1 (Q p ) and therefore acts on the extended building X 1 . From (2.2) we see:
Assume in addition that w ∈ Z n+1 and write 
This discussion suggests that H 1 ∩ H 2 is the right space for Γ to act on. Condition (i) means that v 1 and v 2 point intoC 1 . This in turn implies that H 1 and H 2 are in fact horospheres. Indeed, let ξ j be the endpoint of the geodesic ray spanned by v j and let β j be the Busemann function corresponding to [0,
In fact, the intersection point is just v. As before, let ξ be the endpoint of the geodesic ray spanned by v and let β be the corresponding Busemann function.
Lemma 3.3. The restriction pr 1 | H 1 is a homeomorphism that takes horoballs centered at ξ 2 to horoballs centered at ξ.
We prove a more general statement: Proof. We identify L with R and write elements of X 1 as pairs (x, r) with x ∈ X and r ∈ R. We also let ∞ and −∞ denote the endpoints of L. Let β 1 be the Busemann function centered at ξ 1 so that
. For x ∈ X we may consider the euclidean half-plane spanned by the geodesic ray pr 1 ([x, ξ 1 ]) and the line L. In that half-plane it is easy to verify that β 1 (x, r) − β 1 (x, s) = cos θ 1 (r − s) (3.1)
where θ 1 = ∠(ξ 1 , ∞) (see Figure 1) . From this it follows that pr 1 | H 1 is a homeomorphism with inverse
x → x, − 1 cos θ 1 β 1 (x, 0) .
For the second statement set θ 2 = ∠(ξ 2 , ∞) and observe that (3.1) holds analogously. We define β := β 2 − (cos θ 2 )/(cos θ 1 )β 1 . Note that this is a positive combination of β 1 and β 2 by the assumption that [ξ 1 , ξ 2 ] ∩ ∂X = ∅. Therefore it is up to scaling a Busemann function centered at a point in [ξ 1 , ξ 2 ]. Moreover,
hence β is centered at ξ and we may in particular regard it as a reparametrized Busemann function on X. For (x, r) ∈ X 1 with β 1 (x, r) = 0 we clearly have β 2 (x, r) = β(x, r) which shows the second claim.
Our next goal is to show that the action of Γ on H 1 ∩ H 2 is cocompact. The first step is the following consequence of the cocompactness result of [AB87] . 
(ii) Γ acts cocompactly on
Proof. For the first part note that T(Z[1/p]) acts on Σ 1 through Z n and the intersection Γ ∩ T acts as the stabilizer in
⊥ ∩ Z n has rank n − 2, so the stabilizer acts cocompactly. Now let K ⊆ Σ 1 be compact such that its translates under Γ cover (
Therefore, by the first part, there is a t ∈ Γ ∩ T such that tsb.x ∈ K. Since tsb ∈ Γ this closes the proof.
Since X 1 is locally compact we get immediately:
The connectivity of horospheres in euclidean buildings has been established by Kai-Uwe Bux and Kevin Wortman [BW11]:
Theorem 3.8. Let X be a thick euclidean building and ζ ∈ ∂X. Let β be a Busemann function centered at ζ. Let X 0 be the least factor of X such that ζ ∈ ∂X 0 and let m be its dimension. Then for r ≤ s the set
Moreover there is a t ≥ s such that the map
is not injective. In particular
Since this is slightly stronger than [BW11, Theorem 7.7], we briefly sketch how their machinery gives our statement.
Proof sketch. Let β be a Busemann function centered at ζ. In general, if X = X 0 × X 1 with ζ ∈ X 0 , then β is constant on {x} × X 1 for every x ∈ X 0 . That is, 
is not injective for sufficiently large t. In the language of [BW11] this requires showing that there is a barycenter (τ 1 , . . . ,τ n ) of β-height greater than r so that Lk ↓ (τ 1 , . . . ,τ n ) is not (m − 1)-connected. But we can take each τ i to be a special vertex of the corresponding factor. Then Lk ↓ (τ i ) is an open hemisphere complex in an irreducible, thick spherical building. These are not contractible by [Sch10, Theorem B], cf. the proof of Lemma 6.6 in [BW11] . Therefore Lk ↓ (τ 1 , . . . ,τ n ) is not (m − 2)-connected which gives the desired statement.
With these preparations in place it is a routine matter to prove the first part of the Main Theorem:
Proof. By Lemma 3.3 the set Z = (β 2 ) −1 ([0, ∞)) ∩ H 1 is homeomorphic to a horoball in X which is contractible being a convex subset of a CAT(0) space. We want to apply Brown's criterion, Theorem 1.4. The filtration we consider is
The action on each of these spaces is cocompact by Corollary 3.7. The stabilizers are of type F ∞ by [AB87, Theorem B(b)]. By Lemma 3.3 the terms of the filtration are homeomorphic to the intersection of a horoball and a horoball complement in X. Since X is irreducible, Theorem 3.8 implies that they are (n − 2)-connected, so in particular the system (π k (Z i )) i is essentially trivial for k < n − 1. The theorem also implies that the system (H n−1 (Z i )) i not essentially trivial.
Bredon-finiteness properties
To determine the Bredon-finiteness properties of Γ we have to understand the torsion and its fixed point sets.
Lemma 4.1. Every torsion element of Γ has order (at most) 2. In fact the same is true of every torsion element of B(Z[1/p]).
Proof. Consider the homomorphism η|
n+1 and therefore contains only torsion of order 2. Thus if g ∈ Γ has finite order, then η(g 2 ) = 1 and hence g 2 = 1. We can now explain the significance of the remaining notions from Section 1. To understand torsion in Γ it suffices by Proposition 4.3 to understand torsion in T ∩ Γ. Every diagonal involution can be described by a partition into the indices with entry +1 and −1 respectively. This partition is admissible if and only if the involution is an element of Γ. The fixed point set of such an element will turn out to be the extended Bruhat-Tits building of its centralizer and in particular decomposes into a direct product of the extended buildings corresponding to the +1 and −1 eigenspace respectively. Clearly, the fixed point set Y of a finite group is the intersection of the fixed point sets of its generators and therefore decomposes as a product of buildings that correspond to blocks of an admissible partition. Each of these extended buildings is a direct product of a line and a building. If the least factor of Y that contains ξ in its boundary has a line as a direct factor, then Y ∩ H is contractible. If on the other hand ξ is contained in the boundary of the building factors, which happens if and only if the partition is a partition of v, then Theorem 3.8 implies that the connectivity of Y ∩ H is determined by the least factor that contains it. A building factor contributes if and only if its block is essential and therefore the Bredon-finiteness length of Γ is controlled by the essential dimension.
Fixed point sets of finite order automorphisms of X 1 are generally well-studied, see for example [PY02] . Inner involutions, that is automorphisms that come from involutions in GL n+1 (K) are particularly easy to understand. Their fixed point sets can be described as follows.
Proposition 4.4. Let K be a local field of residue characteristic = 2. Let σ ∈ GL n+1 (K) be an involution. Let V + and V − be the eigenspaces of σ to the eigenvalue +1 and −1 respectively. The fixed point set of σ on X 1 is equivariantly isometric to the extended building associated to the group GL(V + ) × GL(V − ) (which is the centralizer of σ in GL n+1 (K)).
We give two proofs that are essentially the same but refer to different models of X 1 . For the first recall that X 1 is a simplicial complex whose vertices are O-lattices in K n+1 , see Appendix A. Here O is the valuation ring of K.
We have to show that Λ is σ-fix if and only if Λ = Λ + + Λ − because the lattices meeting the second condition are the ones lying in the building associated to GL(V + ) × GL(V − ). Clearly if Λ = Λ + + Λ − , then σΛ = Λ + − Λ − = Λ, so Λ is σ-invariant. For the converse note that 2 ∈ O × by assumption. Assume that Λ is σ-invariant and let f ∈ Λ. Then
where 1/2(f ± σf ) ∈ Λ ± . This closes the proof.
For the second proof recall that the points of X 1 correspond to splitable norms on K n+1 , see [BT84, Théorème 2.11]. Here norms are understood additively as in [BT84, 1.1]: A norm on a K-vector space V is a map K → R ∪ {∞} such that for f, f ′ ∈ V and k ∈ K the following hold: A norm α is said to split over a decomposition
. This clearly gives a notion of when a norm splits over a decomposition into more than two summands and a norm on V is said to be splitable if there is a decomposition of V into one-dimensional subspaces over which it splits.
Proof 2. It suffices to show that a norm α is σ-invariant if and only if splits over
because α is σ invariant and 2 ∈ O × . This shows that α(f ) = inf{1/2(f +σf ), 1/2(f −σf )} as desired.
For diagonal matrices we get the following more explicit statement. For brevity we write ± to mean either + or − consistently in each expression.
Corollary 4.5. Assume that the residue characteristic of
± and L ± = i∈J ± a i . Proof. Let e 1 , . . . , e n+1 be the standard basis for K n+1 . The eigenspaces of σ are V ± = e i | i ∈ J ± . Let X ±1 be the extended building of GL(V ± ). Since the inclusion
-equivariant we can determine the factors by looking at the invariant subspaces. Moreover, since everything commutes with ρ, it suffices to look at the action of T on Σ 1 . We see that X ±1 ∩ Σ 1 is just the span of the a i , i ∈ J ± and that
As a consequence we get:
Proposition 4.6. Let F be a finite subgroup of Γ∩T . Then there is an admissible partition of I into blocks J 1 , . . . , J k such that the fixed point set Y of F decomposes as a direct product
is the common refinement of elementary admissible partitions I 1 , . . . , I r and σ 1 , . . . , σ r ∈ Γ are the corresponding involutions, then the partition arising above for F = σ 1 , . . . , σ r is I.
We are now ready to prove the second part of the Main Theorem. We will verify the following statements, which are stronger than the needed connectivity hypotheses: (ii) And that there is a finite F ≤ Γ such that the maps of the system (H m−1 (Z F i )) i∈N are infinitely often not injective.
From these assertions the result follows. The case F = 1 of (i) has already been verified in the proof of Theorem 3.9. So now we look at a nontrivial finite subgroup F . By Proposition 4.3 F is conjugate to a group of diagonal matrices and since conjugation does not change the homotopy type of the fixed point set, we may as well assume that F is diagonal.
The fixed point set Y = (X 1 ) F is described by Proposition 4.6 and decomposes according to an admissible partition I = {J 1 , . . . , J k } as a product of euclidean buildings X ℓ , 1 ≤ ℓ ≤ k and a euclidean space L 1 × . . . × L k . Proposition 3.4 implies that the map pr 1 identifies the intersection Y ∩ H 1 with Y ∩ X in such a way that horoballs around ξ 2 are mapped to horoballs around ξ. If ξ is not contained in the boundary of the product of the X ℓ , then it includes an acute angle with the endpoint of a direct factor of Y that is a euclidean line. In that case Proposition 3.4 implies that Y i is contractible. That ξ is contained in the boundary of the product of the X ℓ is equivalent to the condition that v is perpendicular to L ℓ for all ℓ, which is to say that I is a partition of v. If this is the case, then the minimal factor of Y that contains ξ in its boundary is the product of those X ℓ for which J ℓ is essential. Therefore Theorem 3.9 implies that Y ∩ H is (ed(I) − 2)-connected and in particular (m − 2)-connected. Finally we verify (ii). If m = n, the statement has been verified in the proof of Theorem 3.9 for F the trivial group. So assume m < n. Let I be an admissible partition of v with ed(I) = m. Then I is the coarsest common refinement of essentially admissible partitions I 1 , . . . , I r that correspond to diagonal involutions σ 1 , . . . , σ r ∈ Γ. Let F = σ 1 , . . . , σ r and let Y := (X 1 ) F be its fixed point set. Proposition 4.6 describes the structure of Y . In particular it implies that ξ lies in the boundary of a factor of Y that is a building of dimension m. Therefore Theorem 3.8 shows that the directed systemH m−1 (Y i ) is infinitely often not injective.
A. The extended building of GL n (K) as a simplicial complex
Let K be a field equipped with a discrete valuation, let O be its valuation ring, and let π be a uniformizing element. Let V = K n . By an O-lattice in V (or just a lattice) we mean an O-submodule Λ of V such that the map K ⊗ O Λ → V is an isomorphism. We denote by ∆ 1 the simplicial complex whose vertices are the O-lattices in V and whose simplices are flags
Clearly GL(V ) acts on ∆ 1 . Taking the quotient modulo the action of K × gives a projection
where ∆ has as vertices homothety classes [Λ] of lattices Λ. It is clear from the definition that ∆ is just the affine building associated to SL n (V ), see for example [Ron89, Chapter 9.2]. In particular, X can be regarded as the geometric realization of ∆. We want to see that similarly X 1 can be regarded as the geometric realization of ∆ 1 . We have to be a little careful because even though the projection X 1 → X of metric spaces as well as the projection ∆ 1 → ∆ of simplicial complexes admit splittings (by isometric Figure 2 : Part of the fundamental apartment of the extended building ∆ 1 for SL 2 (K). A simplicial subcomplex that is isomorphic to the fundamental apartment of ∆ is drawn in bold green. A subspace that is isometric to a fundamental apartment of X is dashed in bold red.
respectively simplicial embeddings) these splittings do not coincide under the identification we want to make (see Figure 2) . One way to deal with this would be to construct appropriate subdivisions of ∆ and ∆ 1 under which the metric splitting becomes simplicial. Instead, we exhibit an equivariant homeomorphism |∆ 1 | → |∆| × R that is not induced by a simplicial map. To do so we use the following definitions from [Gra82] where we choose the representatives Λ j so that ε(Λ j ) = j/n. Let further r ∈ R. The lemma exhibits an i ∈ Z and a β ∈ [0, 1) such that
+ βα i mod n (π i div n Λ i mod n ) + (1 − β)α i mod n (π (i+n) div n Λ i mod n ) satisfies ε(x) = r, δ(x) = x, andx is unique with these properties. To see that the map is closed, it suffices to consider sets of the form C = |σ| × The intervals [c i , c i + α i mod n ) with i ∈ Z and α i mod n > 0 disjointly cover R. In other words, for every r ∈ R there are i ∈ Z and β ∈ [0, 1) so that r = βα i mod n i n + n−1 1 α (i+j) mod n i + j n + (1 − β)α (i+n) mod n i + n n and these are unique if we require α i mod n = 0.
Proof. This amounts to saying c i+1 − c i = α i mod n , which is elementary.
