Abstract-Eigenvalue distributions of Wishart matrices are given in the literature as functions or distributions defined in terms of matrix arguments requiring numerical evaluation. As a result the relationship between parameter values and statistics is not available analytically and the complexity of the numerical evaluation involved may limit the implementation, evaluation and use of eigenvalue techniques using Wishart matrices. This paper presents analytic expressions that approximate the distribution of the largest eigenvalue of white Wishart matrices and the corresponding sample covariance matrices. It is shown that the desired expression follows from an approximation to the TracyWidom distribution in terms of the Gamma distribution. The approximation offers largely simplified computation and provides statistics such as the mean value and region of support of the largest eigenvalue distribution. Numeric results from the literature are compared with the approximation and Monte Carlo simulation results are presented to illustrate the accuracy of the proposed analytic approximation.
I. INTRODUCTION
The eigenvalue spectrum of noise covariance matrices plays an important role in such fields as principal component analysis (PCA) [1] , singular value decomposition (SVD), multipleinput multiple-output (MIMO) communication systems [2] and signal detection [3] , [4] . The behaviour of the largest eigenvalue can be used to predict the performance of MIMO systems in a fading channel and the performance of eigenvaluebased signal detection techniques. The exact distributions of individual eigenvalues can be obtained from the joint distribution, which is defined in terms of hypergeometric functions if the covariance matrix has a Wishart distribution [2] , [5] . The individual distributions are then expressed in terms of Laguerre polynomials [6] which can be simplified as matrix arguments [2] , [7] . These however require numerical evaluation which can be performed using extensive tables or special purpose software [8] . However, it was shown in [9] that the asymptotic distribution of the scaled largest eigenvalue of a white Wishart matrix can be described by the Tracy-Widom (TW) law [10] , [11] which can be evaluated numerically [12] - [14] or approximated using a logit transform [8] . The TW distribution was also shown to be reasonably accurate for non-asymptotic cases [8] , [9] . This paper presents a closed-form analytical expression to approximate the TW distribution in order to derive simple expressions for the largest eigenvalue distribution of the Wishart distributed covariance matrix and the associated sample covariance matrix, similar to an approximation given in [15] . Simple expressions describing the statistics and region of support of the largest eigenvalue distribution are also given. The rest of the paper is organised as follows. In Section II a mathematical background is given. Section III presents the approximation and Section IV the expression for the largest eigenvalue distribution. Section V provides a simulation study where numeric results from the literature are compared with Monte Carlo simulation results and finally Section VI summarises the main results and concludes the paper. The focus of this paper is on the TW law of order 1 and 2, denoted respectively by TW 1 and TW 2 . TW 4 is briefly considered in the appendix.
Likewise, each element of Y can be expressed from (1) as
which is the scalar product of the i th row of X H and the j th column of X. From (10) and (11) it is clear that
The largest eigenvalue of R denoted by l 1 is therefore related to λ 1 as
Note that both λ 1 and l 1 are always real and nonnegative since Y and R are always Hermitian (or symmetric if β = 1) and positive semidefinite.
C. Tracy-Widom law
The Tracy-Widom law [11] or distribution TW β refers to a family of CDFs F β and related probability density functions (PDFs) f β describing the limiting distributions of the largest eigenvalues of symmetric (β = 1), Hermitian (β = 2) or selfdual (β = 4) random matrices in the Gaussian ensembles 1 . The three TW CDFs are defined as [11] , [12] 
with q(w) the solution to the Painlevé II differential equation
with the boundary condition q(w) ∼ Ai(w) as w → ∞ where Ai(w) is the Airy function. Calculation of F β therefore requires evaluation of the Painlevé II differential equation which can be performed numerically and tabulated (see [14] for a review on the numerical evaluation of distributions defined in terms of Painlevé transcendents Figure 1 and are used in this paper to develop the approximation.
III. TRACY-WIDOM APPROXIMATION
In this section an approximation to TW β using the Gamma distribution is proposed and the goodness-of-fit of the approximation is evaluated against the double precision numeric values of [16] , which are exact to sixteen significant decimal digits. The numeric values of the PDF and CDF of TW β obtained from [16] are denoted respectively by f β and F β . Likewise, the PDF and CDF of the Gamma approximation are denoted by g β and G β . Whereas only β = 1 and 2 are considered in this section, β = 4 is considered in the appendix.
A. Proposed Gamma approximation
By observing the numeric solutions of f β in Figure 1 , the functions appear to resemble slightly asymmetric Gaussian density functions shifted on the x-axis. To incorporate the asymmetry, f β could therefore be approximated using the Gamma PDF given by
with x 0 the location or shift parameter, k the shape, θ the scale and Γ(k) the Gamma function. Values for these parameters (which are given in Table I ) were obtained by fitting g β to the numeric values of f β and minimising the sum of squared differences (SSD)
over the full range of x in [16] such that x 1 = −40 and x L = 200 with sample step size ∆x = 0.0625. The statistics of the resultant Gamma approximation are given in Table I , which resemble the TW statistics given in Table 1 of [11] , [14] . In addition to the numeric solutions, Figure 1 also shows the Gamma approximations using (18) with the parameter values from Table I . The SSD values obtained using (19) are also given in Table I . 
B. Support region
Although the support of TW β is not bounded, both left and right tails of f β exhibit exponential decay [9] . It is therefore possible to truncate the support region to certain
without losing much probability mass. This section proposes a truncated support region for TW β based on the Gamma approximation presented in Section III-A. The probability mass lost when using the truncated support region is also considered. The Gamma PDF given in (18) has support [x 0 , ∞) and the location parameter x 0 can therefore be used as the lower bound b − . The upper bound b + is chosen such that the mean value of the Gamma distribution is also the mean of the lower and upper bounds 2 . The support of the truncated Gamma approximation is then
which is also displayed in Figure 1 .
To illustrate the effect of the truncation, the PDFs and CDFs of TW β and the associated Gamma approximations are shown with logarithmic ordinate axes in Figures 2 and 3 . To quantify the loss in probability mass due to the truncation, values from Figure 3 for the mass of each tail in terms of the cumulative distribution outside the bounded region of (20) are given in Table II . Interpolated values of [16] are used as reference solutions for F β . The total probability mass lost in the truncation is the mass outside the support region. 
C. Goodness-of-fit
The approximation accuracy can also be measured using goodness-of-fit tests which indicate how close an empirical CDF is to a theoretical CDF. The difference or distance between the two CDFs is given for the purpose of this study as Total mass lost (reference)
Left tail mass (approximation)
Total mass lost (approximation) Two tests from [17] based on (21) are used in this paper to evaluate the approximation accuracy. The first test is the Smirnov-Cramér-Von-Mises (SCvM) test with test statistic
The second test is the Kolmogorov test with test statistic
Both the SCvM and Kolmogorov test statistics are indications of how well the numeric values from [16] fit the analytic expression in (18) . These statistics will approach zero as the goodness-of-fit improves. The values of (22) obtained through numerical integration with step size ∆x = 0.0625 and (23) are given in Table I . The values of the test statistics remain unchanged whether they are evaluated over [−40, 200] or (20), confirming that the truncation has a negligible effect on the accuracy of the approximation. Graphs depicting the absolute value of (21) over x and the associated Kolmogorov statistics are shown in Figure 4 . 
IV. AN EXPRESSION FOR THE LARGEST EIGENVALUE

DISTRIBUTION
This section provides expressions for the largest eigenvalue distributions of the noise matrix Y and the sample covariance matrix R based on the TW approximation presented in Section III. Other approximation methods are also briefly considered.
A. Noise matrix Y
Using (2) and (18) and linear random variable transformations [18] the PDF of λ 1 can be expressed as
which can be written in the form of (18) as
with updated parameters
The support of p λ1 (x) can then be written from (20) with the updated parameters given in (26) and (27) as
B. Sample covariance matrix R Using (13) the PDF of l 1 can be written from (24) as [18] 
which can also be written in the form of (18) or (25) as
with parameters updated again, giving
The support of p l1 (x) can then be written as (28) by replacing the updated parameters with the twice-updated parameters given in (31) and (32).
C. Other approximations
Other related approximations include the logit transform approximation to the TW law presented in [8] and a Gamma approximation describing the largest eigenvalue distribution in [15] . The logit transform approach considers only β = 1 and is computationally more complex than the approximation proposed in this paper. The approximation of [15] calculates the shape k and scale θ of the Gamma distribution by matching the first two moments of the largest eigenvalue and Gamma distributions using an equivalent of (2) and the TW law. The TW distribution is however not approximated directly and the shift parameter x 0 is not used. The focus of [15] is on spectrum sensing applicable to cognitive radio and only β = 2 is considered for matrix Y. The approximation of [15] is however evaluated in the simulation study in Section V against the approximation presented in this paper for both β = 1 and 2 using the same scaling parameters given in Section II-A and the values of the first two TW moments given in [14] .
V. SIMULATION STUDY AND RESULTS
A Monte Carlo computer simulation study was conducted with the aim of evaluating how accurate the proposed Gamma approximations can predict actual largest eigenvalue distributions. Empirical distributions of the largest eigenvalues of matrices Y and R for both β = 1 and 2 were obtained through simulation using 10 6 replications of these matrices for a given set of matrix dimensions (M, N ) with σ 2 x = 1. Every simulation set was started using identical random seed values. The empirical PDF for a given set was obtained from the simulated data by calculating the histogram over the support region given in (20) with the number of bins fixed to 100. To measure the approximation accuracy, the SCvM criterion given by (21) and (22) was used with F β (x) corresponding to the empirical CDF obtained through the Monte Carlo simulations. Likewise, G β (x) and g β (x) correspond to the Gamma approximations with densities defined by (25) or (30) depending on whether λ 1 or l 1 is concerned. Subsequently the SCvM results are presented. Section V-A considers an example set (M, N ) = (20, 40) and Section V-B a range of matrix dimensions. For the purpose of comparison, the SCvM statistics calculated for the approximation method given in [15] (see Section IV-C) are also given in Section V-B. The results are discussed in Section V-C. Figures 5 and 6 show the predicted and simulated distributions of the largest eigenvalues for β = 1 and (M, N ) = (20, 40). The predicted curves correspond to the Gamma approximations based on (18) and the simulated curves to the empirical data. Figure 5 shows the results for λ 1 using (25) as prediction and Figure 6 shows the results for l 1 using (30) as prediction. Table III shows parameter values for β = 1 (corresponding to Figures 5 and 6 ) and β = 2. The goodness-of-fit statistics are identical for λ 1 and l 1 for each case of β since the random seed values used are identical and the number of histogram bins used in determining the empirical CDF is constant. Table IV and plotted in Figure 7 . As in Table III , the SCvM statistics for λ 1 and l 1 are identical in Table IV . Figure 7 shows that as the matrix dimensions increase, the SCvM statistics decrease indicating an improvement in the approximation accuracy. For β = 1, the approximation given in (25) outperforms [15] up to a maximum SCvM difference of 9.2809 × 10 −5 at M = 200. For β = 2 the two approximation methods show similar accuracies though for smaller values of (M, N ) = (20, 40) . Figure 8 . Again it is evident that larger matrix dimensions result in improved approximation accuracy. Figure  8 also shows that the two methods (25) and [15] exhibit similar approximation accuracies, though [15] is slightly better for Table IV . The curves labelled (25) correspond to the Gamma approximation given in (25) and the curves labelled [15] correspond to the approximation method given in [15] .
A. Example set
β = 1 β = 2 Parameter λ 1 l 1 λ 1 l 1
TABLE IV SCVM STATISTICS FOR THE LARGEST EIGENVALUES WHEN
M = 20 and (25) is slightly better for M = 200.
C. Discussion of results
The presented results indicate that the Gamma approximation can provide an accurate prediction of the empiric distribution of the largest eigenvalue. It was also shown that the approximation accuracy improves as the matrix dimensions (25) correspond to the Gamma approximation given in (25) and the curves labelled [15] correspond to the approximation method given in [15] .
increase. This can be explained from (2) which is stated in terms of the edge scaling limits of the matrix dimensions. As the matrix dimensions increase, the TW law will provide a better prediction of the largest eigenvalue distribution. The approximation to the TW law will therefore also provide a more accurate prediction for larger matrix dimensions. Lastly, the approximation given by (25) is generally more accurate than [15] (especially for larger matrix dimensions). This can be ascribed to the different approximation methods. The method of [15] relies on matching moments (see Section IV-C) to find k and θ of the Gamma distribution. The method presented in this paper fits the Gamma distribution (k, θ and x 0 ) to the TW law directly and then uses (2) to derive the largest eigenvalue distribution. Using the shift parameter in the approximation provides a method to more accurately describe the TW law in terms of the Gamma distribution, which results in improved approximation accuracies.
VI. CONCLUSION
This paper presented an approximation to the Tracy-Widom law based on the Gamma distribution which was shown, through Monte Carlo computer simulation and an analysis of the distributions, to be able to accurately predict the largest eigenvalue distribution of white Wishart matrices and their corresponding sample covariance matrices. The approximation provides a tractable and closed-form solution and does not require numerical evaluation. Furthermore, simple equations were derived to accurately predict the statistics and support region of the principal component of a noise matrix directly from the matrix dimensions. The results of this paper can be used to develop analytic expressions where the TracyWidom law forms part of the argument. Such expressions will be useful in the analysis and application of detection receivers where decision thresholds in noisy environments are concerned, e.g. in MIMO, cognitive radio and signal detection systems.
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VIII. APPENDIX
This appendix considers two approximations to TW 4 . The first approximation (referred to as the indirect Gamma approximation) is based on the Gamma approximations to TW 1 and TW 2 developed in this paper. The second approximation (direct Gamma approximation) is obtained using the method presented in Section III-A.
A. Indirect Gamma approximation
The CDF F 4 given in (16) can be written in terms of F 1 and F 2 as
with
from (14) . The PDF f 4 can then be obtained by differentiation from (33) as
(35) It is required in (34) and (35) that F 1 (x) > 0 and F 2 (x) > 0. F 4 (x) = 0 and f 4 (x) = 0 wherever F 1 (x) = 0 or F 2 (x) = 0. By substituting the Gamma approximations g β and G β (β = 1 and 2) developed in Section III into f β and F β in (33) to (35), the indirect Gamma approximationΓ 4 is obtained. Using the double precision values obtained from [14] as reference (over x ∈ [−10, 10] and ∆x = 0.0625), the goodness-of-fit statistics (see Section III-C) are calculated as W 
B. Direct Gamma approximation
The direct Gamma approximation Γ 4 was obtained using the method described in Section III-A and the numeric values from [14] . The resultant parameter values are given in Table V . The PDFs and CDFs of TW 4 from [14] , Γ 4 andΓ 4 are displayed in Figure 9 . It is evident from Figure 9 and the goodness-of-fit statistics given in the previous section and [14] . Γ 4 andΓ 4 refer respectively to the direct and indirect Gamma approximations to TW 4 .
