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11 Introduction
Bayesian modeling through Gaussian processes (GP) is a widely used method in
statistics. It provides a excellent, flexible framework for probabilistic and smooth
interpolation of a noisy data through latent variable framework. In practice Gaussian
processes often lead to difficult inference tasks that are analytically impossible, which
is why an approximative inference is a necessity.
Gaussian approximation is a well studied approximation, that is justified with large
sample theory, more accurately central limit theorem (Durrett, 2011). The central
limit theorem says that the sum of random variables is approaching a Gaussian
distribution, regardless of the distribution of the random variables that are being
summed, as long as they are independent, have finite variance and similar enough
distributions in terms of moments higher than two. The details of different variations
of central limit theorem can be found in Billingsley (1995).
Large sample behavior and its theory has interested statisticians for decades in
order to justify results and approximations for addressing the real-world problems
(de Moivre, 1738). The digitalizing world generates data tirelessly and the data
is captured in increasing amounts. The amount of samples is therefore practically
approaching the infinity.
The theory of large sample statistics is often about answering the question whether
the convergence of a statistic happens or not, and if it does, then where is the
statistic converging to. However, the rate of convergence is less often addressed, but
in practice it is often as important aspect of statistics as the convergence itself.
Bayesian modeling has been increasingly popular from the 1980’s as the computa-
tional power increased to the point that scientists could actually start estimating
the hard integrals arising from the normalization of the posterior, see Robert &
Casella (2011) for a brief history of Markov chain Monte Carlo (MCMC) methods.
Bayesian models have gained attention due to their ability to produce probabilistic
predictions about the future as well as the ability to include prior information in
mathematical form to the inference.
The large sample theory of Bayesian statistics states, that all posterior distributions,
formed through a prior distribution and a likelihood function, converge towards a
Gaussian distribution, when the observed samples are independently and identically
distributed, see for example appendix B from Gelman et al. (2013). This result
only applies when the dimension of the posterior remains constant as more data is
observed. In Gaussian processes the dimension of the posterior remains constant
only in some special situations. Theoretically more suitable discussion for Gaussian
processes is presented for example in Rue et al. (2009), as it considers the case where
the number of parameters grow with the number of observations. The convergence
result of posterior normality holds, even if the number of parameters tend to infinity,
if the posterior density is converging to a degenerate Gaussian density. This is
indeed the case in many typical Gaussian process models. The mathematical details
of posterior and prior distribution along with the definition of observation model
2and likelihood function are presented later.
The prior in Gaussian processes is by assumption normally distributed. The poste-
rior distribution in Gaussian processes is analytically normally distributed, only if
the observation model (Gelman et al., 2013) is also normally distributed.
When the observation model is not normally distributed, the posterior will not
be normal, but will still approach it, as the number of observations grows. The
observation model can be reparametrized in multiple different ways. When the
parametrization is chosen so that the observation model is as close to a Gaussian
distribution as it can be, it is natural to think that also the convergence of posterior
distribution towards a Gaussian distribution is faster.
Motivated by the above discussion, I study the effect of two different parametriza-
tions of Weibull distribution observation model in Gaussian process regression to
the rate of convergence of the posterior towards the normal distribution. The
two parametrizations that are discussed are referred to original and orthogonal
parametrizations. Orthogonal, in the sense of the parameter space being equipped
with diagonal Fisher information matrix. The hypothesis is that the orthogonal
parametrization of the Weibull model will lead to faster convergence towards Gaus-
sian distribution (Hartmann & Vanhatalo, 2018) for which the intuition is given in
Cox & Reid (1987).
Sampling of the analytical posterior distribution via Markov chain Monte Carlo
methods can be very time consuming, as the dimension of the posterior can be high,
or even impossible due to the lack of convergence of the chains. When a closed form
approximation of the posterior is used, the computational burden reduces. The
accuracy of the closed form approximation changes by the parametrization and the
optimal goal is to find a parametrization that reduces the computational burden
and is still an accurate approximation.
This thesis relies heavily on the results of probability calculus and probability the-
ory. I assume that the reader has at least the basic knowledge of probability calculus
introduced, for example, in Stirzaker (2003). The deeper understanding of the con-
cepts will require knowledge from more theoretical works from for example Jaynes
et al. (2003), Billingsley (1995) and Durrett (2011). To understand the proofs, the
reader needs to be excellent on matrix algebra (Gentle, 2007) as well as (matrix)
calculus (Petersen & Pedersen, 2012). Also elementary knowledge of differential
equations (Tenenbaum & Pollard, 2012), and willingness to generalize it to partial
differential equations, is very helpful.
The rest of the thesis is organized as follows. Second chapter introduces the reader
to theoretical results of Gaussian processes in general context. Third chapter ties the
theory to practice through an example by choosing the Weibull distribution as an
observation model for the Bayesian model. Fourth chapter explains the experiments
that were done in order to compare the parametrizations. Fifth chapter presents the
results from the experiments described in the fourth chapter. Sixth chapter discusses
the results and debates their meaning and correctness in a self-critical way. Seventh
chapter outlines the thesis’ research question and results.
3Bayesian details and data for supervised learning The Bayesian modeling
and statistics are strongly binded to the Bayes’ theorem
p(φ|y) = p(φ)p(y|φ)
p(y)
, (1)
where φ and y are random variables with respective density functions p(·). The
Equation (1) is the foundation of Bayesian modeling and inference, and it will be
specified more carefully for the parameters of Gaussian processes in the upcoming
sections. For now, φ is a parameter for which there is uncertainty and y is a fixed
vector of values observed from the random variable Y . Apart from the theorem, it is
also a philosophical perspective where the uncertainty of the parameter is formulated
through probabilities. This kind of uncertainty is often defined as epistemic in
literature (O’Hagan, 2004). Another class of uncertainty is aleatory uncertainty,
which refers to the uncertainty of an event by nature, which y is a realization of,
for example result of a set of coin tosses. The goal of Bayesian inference is to
reduce one’s subjective uncertainty about the parameters by observing data. The
uncertainty is subjective, because the prior distribution p(φ) is always a subjective
choice of the modeler. The observation model p(y|φ) is also subjective description
of the stochastic phenomena, but it is often less controversial. Discussion on the
existence of these two uncertainties and their relationship is not treated in this thesis
and instead, the theory of Bayesian modeling in the context of Gaussian processes
is presented and studied.
The data in supervised machine learning is often formulated in the feature matrix
X ∈ RN×p and in a response vector y ∈ RN . The matrix X contains a row for
each observation of the features observed in the data. A feature is something that
describes one characteristic of that data point. The response variable y usually
contains one response value for each data point. However, vector y can also be a
response matrix, if more than one characteristic of a data point is the subject of
inference or prediction.
The notation of a feature matrix X and a response variable vector y will be used
throughout the thesis. This thesis is about supervised learning, which is a subfield of
machine learning. For readers not familiar with machine learning, an introductory
treatment of it is given by James et al. (2014).
2 Gaussian process
Gaussian process is a powerful statistical model, whose power lies in a covariance
function that uses distance measures to address a continuous scale of independence
within the observed data. First, the Gaussian process is presented in general con-
text, which means that no assumptions on the observation model has been made.
Afterwards a more applied approach will be taken, beginning from Section 3, where
the observation model will be defined.
4Definition 2.1. A collection of random variables is called Gaussian process if any
finite linear combination of those random variables follow a Gaussian distribution,
i.e. has a multivariate Gaussian distribution.
This definition provides a very general description of the Gaussian process. However,
it is equivalent, and usually more practical to provide valid mean and covariance
functions for a collection of random variables f(x). Validity here means that for
any discrete set of locations X, the covariance function produces a positive semi
definite covariance matrix, and that the mean function remains finite. Note that
this definition and the following notation follow closely the book by Rasmussen &
Williams (2005). The mean and covariance functions are denoted by
m(x) = E[f(x)]
k(x,x′) = cov[f(x), f(x′)] = E[(f(x)−m(x))(f(x′)−m(x′))T ]
respectively. Thus the notation
f(x) ∼ GP(m(x), k(x,x′))
means that f(x) follows a Gaussian process with a mean function m(x) and a
covariance function k(x,x′). In the literature, the mean function is often taken to
be zero to simplify the notation. The mean is also assumed to be zero in this thesis.
An example of widely used covariance function (Rasmussen & Williams, 2005) is
the squared exponential
k(x, x′) = σ2 exp
(
−(x− x
′)2
2l2
)
, (2)
which offers a smoothly varying prior for the latent vector f . The variables σ2 and l
act as hyperparameters. The hyperparameters in the case of the squared exponential
covariance function control the rate and the magnitude of fluctuation of the latent
function. An example of the effect of the the hyperparameters on the prior density
can be seen in Figure 1, where 9 plots show draws from a Gaussian process prior with
length scale and sigma varying within the Cartesian product {0.1, 0.5, 1}×{0.1, 1, 5}.
More careful treatment of how the hyperparameters can be chosen is presented in
Section 2.4.
The covariance function transforms the input locations X into a covariance matrix.
A notation K(X,X) is used to emphasize the covariance matrix that is formed by
calculating the covariance between the rows of X according to a given covariance
function to produce an N × N matrix, where N is the number of rows in X. The
shorter notation used for this is just K. A notation K(X,X∗) is abbreviated as
k∗, and it stands for an N × N∗ matrix, where N∗ is the row count of the matrix
X∗. Continuing the above pattern K(X∗,X∗), abbreviated as K∗∗, stands for the
same thing as K(X,X), but it is calculated between the rows of the matrix X∗.
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Figure 1: An example of hyperparameters’ effect on the latent process. The figure
shows a grid of plots where on each plot 5 latent vectors are drawn from a Gaus-
sian process equipped with squared exponential covariance function. Notice how σ2
controls the magnitude of the variation in the f(x) axis and the length parameter
controls the rate of variation in the x axis.
6The meaning of X∗ is to hold the features of the samples that are in the interest of
predictions.
Modeling with Gaussian process is much like any other supervised machine learning
problem. First, the model is fitted, after which the conclusions about the phenomena
can be drawn or unseen data points can be predicted. Again, the feature matrix is
denoted byX and the response variable as y, following the same notation introduced
in Chapter 1. Often, the observation model depends on more than one parameter.
In Gaussian process each of the parameters is assumed to follow a Gaussian process
prior distribution. For this reason, a model that has m parameters, also has m
Gaussian process priors. The parameters for which the priors are given are denoted
by f(X) = [f1(X), . . . ,fm(X)] and their uncertainty is being reduced by Bayes
theorem. For notational reasons the function argumentX is left out and the set ofm
latent vectors f(X) will be denoted by f . Note that f is formed by stacking together
vectors fi = [fi(x1), . . . , fi(xN)] where i ∈ {1, . . . ,m} and again for notational
purposes the arguments of the functions are dropped so that the ith vector of f
will be denoted as fi = [fi1, . . . , fiN ]. Finally, the vector of all latent vector values
spread out in one long vector is denoted by f˜ = [f11, . . . , f1N , . . . , fm1, . . . , fmN ].
Each response variable yi is assumed to be independent from other response variables
{yj}j 6=i given the parameters [f1i, . . . , fmi]. See Figure 2 where the variables that
are known are filled with gray color, and unknown variables are left white. The
bold line represents full dependence between all variables connected by the line and
arrows indicate conditional dependence to the direction of the arrow. For example
f11 depends on x1 but not the other way around, and f12 is dependent on every
latent vector value {f1i}i 6=∗ and the corresponding x2. Notice that the point of
predictive interest is denoted by x∗ whose treatment is covered in Section 2.3.
2.1 Fitting a Gaussian process
The terminology between statisticians and professionals coming from machine learn-
ing field cross in many cases. Sometimes one meaning has two terms and sometimes
they are interchanging the terms and meanings. In this thesis the terminology
tries to follow the machine learning literature. The inference in Gaussian processes
usually refers to the inference made from the posteriors of the parameters f and
hyperparameters θ. This terminology is somewhat common for both of the fields.
In statistics inference is sometimes used for two other meanings. Prediction, where
the inference is about the future observations, and to describe "the process of dis-
covering the posterior distribution". In this thesis the inference term is separated
from prediction and posterior fitting, and the meaning for it is about the conclusions
made from some parameter values, once they have been fitted. The inference part
is only mentioned here, as a possible application of Gaussian processes, where some
important conclusions can be made about the phenomena under research from the
posterior distribution of the parameters or the hyperparameters. In this thesis we
are mostly interested in predictions.
7Figure 2: Plate diagram of training set {xi, yi}Ni=1 and a point of predictive interest
x∗ to visualize the dependencies of Gaussian process. Thick black lines denote de-
pendence on both directions whereas arrows denote dependence only on the direction
of the arrow.
Fitting a Gaussian process to a dataset is equal to finding the posterior distribution
of latent vector f conditioned on the observations y and X. The posterior density
for the latent vector is given by Bayes formula
p(f |y,X) = p(f |X)p(y|f ,X)
p(y|X) , (3)
where p(f |X) is the prior information, p(y|f ,X) is the observation model, often
stated as a likelihood when considered as a function of f , and p(y|X) is the marginal
likelihood. Note that hyperparameters θ are left out from the notation and they
could be included by conditioning everything on θ. Hyperparameters and their
importance and selection is discussed later on in the chapter 2.4. For now they are
just parameters that characterize the covariance (and, if desired, the mean) function.
After the posterior distribution (3) is found it can be used for analysis of the phe-
nomena and prediction of the latent value f∗ of the new data points x∗. Finding
the posterior is not trivial because there are only rare situations when the poste-
rior matches some known distribution. The cause of this is usually the marginal
likelihood
p(y|X) =
∫
p(f |X)p(y|f ,X)df , (4)
which is analytically intractable and one needs to rely on different kind of approxi-
8mations for the posterior. Two possible approximations are Laplace approximation
and MCMC sampling and they will be discussed later on in chapters 2.2.1 and 2.2.2.
Modeling with Gaussian process is all about setting a Gaussian process prior for
the latent vector f , where the dependence of them is determined by the covariance
function. Also assumptions of the conditional independencies between y, X and
f explained in Figure 2 are required. Rest of the modeling, and mathematically
more challenging part, arises from the choice of the observation model. Different
kind of data require different observation models. In Rasmussen & Williams (2005)
a distinction between classification and regression model is presented. However
there are situations when the above distinction is not sufficient, for example semi-
bounded regression. The semi-bounded regression term is introduced for a regression
problem where the response variable is bounded from one end. In this thesis the
response is bounded to the range of [0,∞). In fact, the optimal approach would
be that any observation model could be used. Different likelihoods require different
kind of treatment, for example in the Laplace approximation the first and second
derivatives of the log-likelihood log p(y|f ,X) are required, and they vary for each
likelihood function. Thus, the derivatives are to be solved for each desired likelihood
separately, either analytically, or by using some numerical differentiation methods.
In this thesis, Weibull observation model is used as an example of a slightly more
challenging, semi-bounded regression model. Note that the observation model varies
depending on the application, and its only requirement is to be able to output a
probability or density of y as a function of θ and X.
2.2 Approximations
When the observation model is Gaussian, the posterior of the latent function can be
solved analytically as shown in Appendix B, where the treatment is for prediction,
but it is equivalent to the posterior when predicting at the observed points X.
This result will be useful especially in Laplace approximation where the posterior is
approximated with a Gaussian distribution.
When the observation model is not Gaussian, the Gaussian process prior will not
be conjugate to the likelihood. In those situations the normalizing constant will be
analytically intractable. For this reason, approximations are needed.
2.2.1 Laplace approximation
Laplace approximation is a Gaussian approximation for the posterior. It approx-
imates the posterior distribution with the second order Taylor expansion of the
9log-posterior log(p(f |y,X)) around the maximum a posteriori (MAP) estimate fˆ
(5)
log p(f |y,X) ≈ log p(fˆ |X,y) + (f − fˆ)T
=0︷ ︸︸ ︷
∇f log p(fˆ |,y)
−1
2
(f − fˆ)T
:=A︷ ︸︸ ︷
(−(∇∇)f log p(fˆ |X,y))(f − fˆ)
= log p(fˆ |X,y)− 1
2
(f − fˆ)TA(f − fˆ).
The fact that the derivative of a function is zero at the critical points was used
above. From the above equation it follows that
p(f |y,X) ≈ p(fˆ |X,y) exp(−1
2
(f − fˆ)TA(f − fˆ))
∝ exp(−1
2
(f − fˆ)TA(f − fˆ)),
from which it is easy to recognize the kernel of Gaussian distribution N (f |fˆ , A−1).
Since the kernel defines a distribution uniquely it can be concluded, that the pos-
terior is approximately normally distributed with mean fˆ := arg maxf p(f |y,X) and
covariance of A−1 := −
(
(∇∇)f log(p(ˆf |X,y)
)−1
. The Laplace approximation is
then denoted as
(6)f |y,X ∼˙ N (f |fˆ , A−1),
where the symbol ∼˙ translates to "is approximately distributed as".
When searching for the parameters fˆ and A for the Gaussian distribution given
by Laplace approximation, the normalizing constant p(y|X) from the posterior dis-
tribution p(f |y,X) can be forgotten, as it will not change the result of the maxi-
mization. Taking the logarithm of the unnormalized posterior will not change the
location of the maximum but it will simplify the mathematical operations, which is
why it is used. The unnormalized log-posterior is denoted by
Ψ(f) := log p(y|f) + log p(f |X)
= log p(y|f)− n
2
log(2pi)− 1
2
log |K| − 1
2
fTK−1f . (7)
For finding fˆ , the gradient is often required, which is achieved by differentiation
∇fΨ(f) = ∇f log p(y|f)−K−1f . (8)
The second derivative of the unnormalized posterior
∇∇fΨ(f) = ∇∇f log p(y|f)−K−1 = −W −K−1 (9)
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is required for the approximative covariance as well as for some optimization algo-
rithms such as Newton method presented below. Notice that the above calculation
defined W := −∇∇f log p(y|f) which is also known as the negative Hessian matrix
of the likelihood function.
In majority of the Bayesian modeling approaches it is essential to find the maximum
of the posterior distribution. The Laplace approximation requires the MAP estimate
of the posterior distribution as well. The desire to find the MAP estimate relates to
the fact that unimodal distributions’ probability masses are centered around their
MAP estimates. The optimization of a function, in this case the posterior, is usually
approached with gradient based methods, such as gradient ascent, Newton method
and conjugate gradient (Fletcher & Reeves, 1964), when the function is assumed
to be smooth. The standard implementation of finding the MAP estimate fˆ of
the latent vector, given in Rasmussen & Williams (2005), uses the Newton method.
Newton method is like gradient ascent, but with an optimal step size determined by
the inverse of second derivative of negative log posterior density and thus connecting
the information of second derivatives between the parameters.
The update rule for the Newton iteration is
fnew = f − (∇∇fΨ(f))−1∇fΨ(f)
= f + (K−1 +W )−1(∇f log p(y|f)−K−1f)
= (K−1 +W )−1(K−1 +W )f + (K−1 +W )−1(∇f log p(y|f)−K−1f)
= (K−1 +W )−1((K−1 +W )f +∇f log p(y|f)−K−1f)
= (K−1 +W )−1(Wf +∇f log p(y|f)). (10)
By knowing the step for one iteration, it is possible to start with an initial guess of
fˆ0 and iterate the above updating scheme until convergence. The covariance matrix
A−1 for Laplace approximation ends up in its final form A−1 = (K−1 +W (fˆ))−1 by
(9), where W (fˆ) = −∇∇f log p(y|fˆ) emphasizes that the Hessian is evaluated at
the fˆ .
Notice that the Laplace approximation is not always sufficient. When the posterior is
not unimodal the normal approximation performs poorly, as the example illustrates
in Figure 3. It illustrates a simple example where Laplace approximation is used to
approximate a mixture of two Gaussian distributions. Gaussian processes sometimes
face multimodal posterior distributions, and if possible the multimodality should
always be examined by some methods, for example MCMC convergence. In the
example it is trivial to search for the maximum of the posterior p(x), corresponding
to fˆ in the above discussion, but in higher dimensions it might not be the case
as every dimension increases the search space exponentially. This burden, often
stated as the curse of dimensionality is the reason why smarter optimization methods
than the grid search are required. A gradient based method called Newton method
was introduced above. Overall maximizing or minimizing a function over a high
dimensional search space is a well known task in machine learning that ties it closely
to the field of optimization.
Note that a normal distribution might not approximate the posterior distribution
11
−2 0 2 4 6 8 10
0.
0
0.
2
0.
4
0.
6
Laplace approximation on multimodal distribution
x
f(x
)
p(x)
q(x)
Figure 3: An example where Laplace approximation is not recommended. Here
the distribution p(x) that is being approximated is a multimodal mixture of two
Gaussian distributions. The approximation q(x) misses the probability mass of the
second Gaussian distribution completely and thus the approximation will yield to
overly confident approximation of the first peak.
very well, even if it was unimodal. Mismatch in skewness, kurtosis and higher mo-
ments can cause inaccurate predictions. It has been proposed, for example by Kass
& Slate (1994) and MacKay (1998), that reparametrization of the observation model
can make the model more accurate. More precise treatment of reparametrization
will be given in Chapter 3.2.
Natural gradient adaptation The Newton method assumes that the space that
is being explored is euclidean so that the inner product is defined as the standard dot
product. When the space that is being explored is not euclidean the inverse of the
second derivative of the log posterior (9) might not be the most effective direction to
move, as the Newton method suggests. In those cases optimizing with the Newton
method can lead to undesired result, slow convergence or computationally impossible
situations.
To overcome the difficulties with the standard Newton method, a method called nat-
ural gradient adaptation is used. The natural gradient adaptation is a method that
does not rely on the euclidean approximation of the parameter space, but encom-
passes information about the curvature of it through a matrix called Riemannian
metric tensor. In statistical models, the Riemannian metric tensor is typically de-
fined by the Fisher information (S.-I. Amari, 1998). While this is a nice result, it
does not completely define the curvature in the space where the posterior density
lies, as it does not contain the information about the curvature of the space of the
prior.
Thus, the Riemannian metric tensor that encompasses the posterior density space’s
curvature is the expectation of the second derivative of the unnormalized log poste-
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rior density
EY [∇∇fΨ(f)] = −EY [W ]− EY
[
K−1
]
= −EY [−∇∇f log p(y|f)]−K−1
= −I(f)−K−1, (11)
where I(f) is called the Fisher information. Thus, the only difference to the stan-
dard Newton method is that we replace the negative Hessian matrix W in (10) with
its expectation, that is, the Fisher information matrix I(f). The Fisher informa-
tion matrix’s elements are defined in (36), and an alternate form of them is also
presented in Appendix A. Now the matrix I(f) + K−1 which will be inverted, is
positive definite by definition and will remove the computational problems related
to the negative Hessian and slow convergence. Some motivation for using natural
gradient can be found from S. Amari & Douglas (1998).
In practice, this transition requires some mathematical treatment as the elements
of the Fisher information matrix are needed to be calculated. In the case of Weibull
distribution these elements are derived in appendix A.
2.2.2 MCMC
Another, and more traditional way to approximate the posterior distribution is
Markov Chain Monte Carlo (MCMC) methods. They are methods that do not
assume anything about the modality of the distribution, and hence can be useful in
multimodal cases, unlike the Laplace approximation described above.
MCMC methods are iterative and produce a chain of samples, whose sample fre-
quencies approximate the posterior distribution as the number of samples drawn
grows. Often there are multiple chains of samples generated to reduce the problem
where a single chain converges to a local distribution, such as one of the modes in
a multimodal distribution. Thus doing random restarts can help the sampling to
avoid local distributions. Multiple chains also give better information about the
convergence of the sampling overall, as then it is possible to compare the generated
samples between the chains. Longer chains produce better approximations. A key
assumption, called Markov property, is that the next element in the chain is only de-
pendent on the current element. In this thesis the theory of MCMC methods is not
presented and more comprehensive treatment of it can be found in Robert & Casella
(2005). Stan software by Carpenter et al. (2017) is used for MCMC sampling in this
thesis. The MCMC samples will be compared with the Laplace approximation and
thus measure the difference between the true posterior predictive distribution, ap-
proximated by the Stan, and the posterior predictive distribution produced by the
Laplace approximation.
Technical details Similar to this thesis’ research question, the rate of conver-
gence in MCMC sampling is an important factor. MCMC sampling produces sam-
pled chains of posterior distribution, and each sample is generated only using the
13
R^ Original
R^
D
en
si
ty
0.9990 1.0000 1.0010
0
10
00
20
00
R^  Orthogonal
R^
D
en
si
ty
0.9990 1.0000 1.0010
0
10
00
25
00
Figure 4: Histograms of Rˆ values fromMCMC sampling with original and orthogonal
parametrization andN = 100. Notice that the scale in the x-axis is very small so that
the values are practically 1, which implies that the MCMC sampling has converged
to the true posterior. In the literature a value of 1.1 is used as the upper limit of Rˆ
to declare convergence in the chain (Carpenter et al., 2017)
previous sample. The convergence of the chain answers the question if the chain
is actually producing samples from the true distribution or is it just sampling a
local part of it. The convergence is monitored through Rˆ-value (Gelman & Rubin,
1992), which compares the variance within and between MCMC chains started from
different locations, and that can be used to detect if the chain have not been con-
verged. To increase the rate of convergence and the sampling speed, a standard
normal distributed random variable z = L−1f is introduced, and Stan is guided to
sample its posterior instead of f ’s posterior. Notice that the L stands for Cholesky
decomposition’s lower triangular matrix for the prior covariance matrix K for f .
This trick in the implementation, described as Matt trick in the Stan manual, gave
a tremendous boost in the computation as well as increased the convergence of the
chains so that majority of the chains converged.
An example of one posterior sampling’s convergence analysis with N = 100 is visible
in Figure 4, where the two histograms of Rˆ values, one for both parametrization,
are presented. The parametrization refers to the parametrization of the observation
model of Gaussian process, mentioned in Chapter 1, and not to the parametrization
of the Matt trick introduced in previous paragraph. Notice that as the histograms
are very near to one, it means that the chains have converged, and there should be no
question whether or not the samples present the true distribution in this case. Also
a large amount of training samples is provided to convince the reader of convergence,
as the convergence is less likely to happen in higher dimensional posteriors.
2.3 Predictions
Suppose that there is a test point x∗ and that a probabilistic prediction for the
corresponding y∗ is desired. Notice that once the corresponding distribution for the
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predictive latent vector f∗|X,y,x∗ is known, it can be used to produce a distribu-
tion for y∗ by using the properties of the observation model. The posterior predictive
distribution combines the posterior information with the posterior predictive distri-
bution given f (see Appendix B) in the following way
p(f∗|X,y,x∗) =
∫
p(f∗,f |X,y,x∗)df
=
∫
p(f∗|X,y,f ,x∗)p(f |X,y,x∗)df
=
∫
p(f∗|X,f ,x∗)p(f |X,y)df , (12)
where the marginalization property of probability were used as well as the indepen-
dencies f∗ ⊥ y|f and f ⊥ x∗ assumed in Figure 2. Now that the distribution of f∗
is known, it is straightforward to produce point estimates such as E
[
y∗|fˆ∗
]
, where
fˆ∗ is the maximum a posterior estimate (MAP) of the latent predictive process.
Predictions given by E
[
y∗|fˆ∗
]
are called the MAP predictions. Conditioning on
the MAP estimate of f is less often used than marginalizing the latent predictive
process f∗ out from the joint distribution
p(y∗|X,y,x∗) =
∫
p(y∗,f∗|X,y,x∗)df∗
=
∫
p(y∗|f∗)p(f∗|X,y,x∗)df∗, (13)
and calculating some key statistic such as expectation from it.
Equation (13) is a continuous version of weighted average of different predictive
distribution for y∗|f∗ weighted by the probabilities of the latent predictive distribu-
tion f∗. Often the posterior predictive distribution for latent process (12) can be
analytically infeasible due to a mismatch between prior and likelihood in terms of
conjugancy, thus in that case, the (13) also becomes analytically infeasible from its
dependence on (12).
In most applications aiming for the full posterior predictive distribution is an overkill.
Instead, the response variable y’s posterior predictive mean and variance are usually
sufficient for the analysis. Especially the variance gives more information about the
uncertainty around the estimate. Posterior predictive mean for latent vector f∗
given y and X is
(14)E [f∗|X,y,x∗] = kT∗K−1E [f |X,y] .
The posterior predictive variance for latent vector f∗ given y is
(15)V ar [f∗|X,y,x∗] = k∗∗ − kT∗
(
K−1 −K−1V arf [f |X,y]K−1
)
k∗,
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see Appendix C for the derivation of the above Equations (14) and (15). The
previous results (14) and (15) are especially useful when predicting using Laplace
approximation introduced in chapter 2.2.1, where they will take a more convenient
form as the posterior mean E [f |X,y] and variance V ar [f |X,y] can be analytically
approximated. A way to predict the response variable y∗, is to derive the posterior
predictive mean and covariance for it and marginalizing out the latent process. The
posterior predictive mean for the response variable
(16)E [y∗|X,y,x∗] = E [E [y∗|f∗]]
is achieved through iterated expectation and the independence y∗ ⊥ x∗,X,y|f∗.
The posterior predictive variance for the response variable
(17)V ar [y∗|X,y,x∗] = E [V ar [y∗|f∗]] + V ar [E [y∗|f∗]]
is achieved through the law of total variance. Equations (16) and (17) suggest
conditioning on the random variable f∗, whose distribution is often unknown. To
overcome this problem, one can either rely on approximating the posterior distri-
bution analytically with Laplace approximation or rely on MCMC approximation.
From either one of the approximations of the posterior it is possible to produce ap-
proximations of posterior predictive distribution. Another possibility for predicting
the y∗ values is to use (14) and (15) to compute the expectation of y∗ given a partic-
ular value of f∗ and address the uncertainty with the knowledge about the variance
of f∗. Popular choices for the particular value of f∗ are the mean, mode and median
of the posterior predictive distribution. Anyhow, many terms in the above compu-
tation are analytically infeasible, and thus most of the times some approximations
are required.
2.3.1 Laplace predictions
Predictions with Laplace approximated posterior were implemented similarly as in
Algorithm 3.2 in the Rasmussen &Williams (2005). The difference to the Rasmussen
and Williams is that the standard Newton method were not used in the optimization
when finding the MAP estimate fˆ , but instead the natural gradient adaptation.
Under the Laplace approximation the latent predictive mean (14) is approximated
by
(18)
E [f∗|X,y,x∗] = kT∗K−1E [f |X,y]
≈ kT∗K−1fˆ
= kT∗∇ log p(y|fˆ)
:= µ∗.
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Here we assume that fˆ is a local maximizer for the unnormalized posterior Ψ(f),
thus the following equation holds
∇fΨ(fˆ) = 0
⇐⇒ K−1fˆ −∇f log p(y|fˆ) = 0
⇐⇒ K−1fˆ = ∇f log p(y|fˆ). (19)
The difference with variance again, is that the W matrix is not diagonal, and the
Algorithm 3.2 from Rasmussen & Williams (2005) cannot be implemented as such.
Notice also that the natural gradient adaptation is used instead of the Newton
method, and thus the Hessian matrix is replaced with a Fisher information ma-
trix, that is, replacing W with I(f) as stated in (11). Notice that in the Fisher
information is only used when searching for the MAP estimate. In predictive ap-
proximations the negative Hessian at the MAP estimate, denoted as Wˆ := W (fˆ),
is used. Relying on the Gaussian approximation of (15) and the result given in (9)
the predictive latent variance becomes
(20)
V ar [f∗|X,y,x∗] = k∗∗ − kT∗
(
K−1 −K−1V arf [f |X,y]K−1
)
k∗
≈ k∗∗ − kT∗
(
K−1 −K−1(Wˆ +K−1)−1K−1
)
k∗
= k∗∗ − kT∗K−1k∗ + kT∗K−1(Wˆ +K−1)−1K−1k∗
= k∗∗ − kT∗K−1k∗ + kT∗K−1(K −K(Wˆ−1 +K)−1K)K−1k∗
= k∗∗ − kT∗K−1k∗ + kT∗K−1KK−1k∗ − kT∗K−1K(Wˆ−1 +K)−1KK−1k∗
= k∗∗ − kT∗ (Wˆ−1 +K)−1k∗
:= Σ∗,
where the matrix inversion lemma, also known as Sherman-Morrison-Woodbury for-
mula (Higham, 2002a), was used on the fourth equality. With the mean and variance
known, a set of samples can be drawn from the approximative multivariate Gaussian
distribution f∗ ∼ N (µ∗,Σ∗). Once the samples are available, the predictions of the
response y∗ are produced by approximating the equations (16) and (17) with sample
mean and sample covariance.
2.3.2 MCMC predictions
Predicting with MCMC follows a similar routine as the Laplace approximation pre-
diction, but instead of Gaussian distribution, it gets its samples from MCMC sam-
pling. After acquiring the posterior samples we can produce posterior predictive
samples from them using (87) and again use the posterior predictive samples to ap-
proximate (16) and (17) to produce probabilistic predictions of the response variable
y∗. In order to produce posterior predictive samples from posterior samples {fi}Si=1
we need to derive S predictive means and one covariance from (87). Notice that only
one covariance matrix is required, as it does not depend on the sampled f values.
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After deriving the means and the covariance matrix, it is possible to sample {f∗i}Si=1
by setting
(21)f∗i = µ(fi) + Lz,
where µ(fi) is the mean related to ith posterior sample, L is the Cholesky decom-
position of the posterior predictive covariance and z ∼ N(0, I). This approach is
computationally efficient and approaches the posterior predictive distribution as the
number of samples sampled for both, posterior and posterior predictive distributions,
go to infinity.
2.4 Adaptation of hyperparameters
A common problem for many machine learning models is that they do not only
depend on the parameters, but also on some hyperparameters, which are difficult to
choose. They often define the frame within which the model can vary. For example
hyperparameters can be the number of layers and nodes in each layer in a neural
network, or they can be the number of trees in a random forest. Hyperparameters in
this thesis, and especially in a Gaussian process model equipped with squared expo-
nential covariance function, are the variables l and σ2 used in (2). Other covariance
functions could be used, and thus the hyperparameters and number of them could
change. In statistical modeling it is possible to infer the hyperparameters from the
data. Inferring them from the data in Bayesian modeling begins by conditioning the
posterior distribution (3) with the hyperparameters θ
p(f |y,X,θ) = p(f |X,θ)p(y|f ,X,θ)
p(y|X,θ) . (22)
From the above equation the density function to optimize with respect to the hy-
perparameters is the marginal likelihood
p(y|X,θ) =
∫
p(f |X,θ)p(y|f ,X,θ)df , (23)
which is the probability of the observed response variable given only the hyperpa-
rameters and the observed featuresX. When y is fixed, the marginal likelihood is a
function of hyperparameters θ and maximizing it with respect to the hyperparame-
ters leads to the set of hyperparameters that have most likely generated the observed
data. When the observation model is Gaussian, the marginal likelihood can be cal-
culated analytically. However, in most cases the marginal likelihood is intractable
due to non-Gaussian observation model, and approximations are the only way to
proceed, as the high dimensional integral of (23) is often analytically intractable.
Fortunately, Laplace approximation is again a way to approximate the hard density
function
(24)p(y|X,θ) =
∫
p(y|f ,θ)p(f |X,θ)df =
∫
exp (Ψ (f)) df ,
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for which the Taylor expansion at the fˆ is used again, similar to the treatment given
for (5). The Taylor expansion yields to approximation
(25)
p(y|X,θ) ≈
∫
exp
Ψ(fˆ) + (f − fˆ)T
=0︷ ︸︸ ︷
∇fΨ(fˆ)
−1
2
(f − fˆ)T
(
−(∇∇)fΨ(fˆ)
)
(f − fˆ)
 df
= exp(Ψ(fˆ))
∫
exp
−1
2
(f − fˆ)T
:=A︷ ︸︸ ︷(
−(∇∇)fΨ(fˆ)
)
(f − fˆ)
 df .
Thus the approximative log marginal likelihood log q(y|X,θ) can be written as
log p(y|X,θ) ≈ log q(y|X,θ)
= Ψ(fˆ) + log
(∫
exp
(
−1
2
(f − fˆ)TA(f − fˆ)
)
df
)
= log p(fˆ |X,θ) + log p(y|fˆ ,θ) + 1
2
log det(2piA−1)
= −1
2
log det(2piK)− 1
2
fˆTK−1fˆ + log p(y|fˆ ,θ) + 1
2
log det(2piA−1)
= −1
2
log 2pi − 1
2
log det(K)− 1
2
fˆTK−1fˆ + log p(y|fˆ ,θ) + 1
2
log 2pi − 1
2
log det(A)
= −1
2
fˆTK−1fˆ + log p(y|fˆ ,θ)− 1
2
log
(
det(K) det(W (fˆ) +K−1)
)
,
(26)
which leads to the possibility of adapting the hyperparameters that maximize the
marginal likelihood.
Optimizing the marginal likelihood is a reasonable approach to determine the hy-
perparameters as it produces very natural way of describing the data by the hy-
perparameters that most likely have generated it. However, with this approach one
winds up in the familiar discussion between frequentist and Bayesian statisticians.
Choosing the hyperparameters that maximize the marginal likelihood is called the
maximum likelihood estimate (MLE) for hyperparameters. Bayesians usually argue,
that there is some prior information, that is left out when choosing the parameters
by MLE. For example, in the squared exponential covariance function (2) some
knowledge about the hyperparameters θ = (σ, l) is known from the values of X and
y and their relationship. For example, if the values of x vary in the range of [0, 1],
then the length scale l should not be larger than 1, unless there is really strong
linear trend in y. If the y varies a lot within this short period of features, then the
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prior knowledge of σ2 is that it should be quite large depending on the magnitude
of variation.
The above discussion is steering the adaptation of hyperparameters towards a Bayesian
approach, often called hierarchical modeling, where the hyperparameters are given
a suitable prior distribution too. In hierarchical model, the depth of the hierarchy is
decided by the modeler, however, at some point he needs to set the top layer. The
problem here is that one could, for example, set some prior probability distribution
for the hyperparameters, which would again depend on some parameters, hyperhy-
perparameters. Then for these parameters it would again be possible to set another
prior distribution. This infinite loop is then not terminated until the modeler sets
some fixed parameters for the top level. In Gaussian process context we can extend
the hierarchy to cover the hyperparameters and even the models, that is, different
covariance functions. If the hierarchy is extended to cover only the hyperparameters
so that the model is assumed to be fixed, one should aim for the hyperparameters
θˆ that maximize the posterior distribution of the hyperparameters
θˆ = arg max
θ
p(θ|y,X), (27)
where
p(θ|y,X) ∝ p(y|X,θ)p(θ). (28)
The independence θ ⊥ X is assumed, and the prior knowledge is coded into the
prior distribution p(θ).
Optimizing the hyperparameters can be done in both ways, with marginal likeli-
hood or with hyperposterior, and they are in fact both being used in the literature.
Marginal likelihood approach is favored by Rasmussen & Williams (2005), whereas
hierarchical approach is used by Rue et al. (2009) and Vanhatalo et al. (2013). In
this thesis the optimization is done by maximizing the hyperposterior (28).
Maximum likelihood and maximum a posteriori estimates are both point estimates,
which carry problems in certain cases. Neither of the estimates accounts the uncer-
tainty around the maximum, and thus can be too strict, as the parameter values
close to the maximum are also plausible candidates to have generated the data.
In special situations it is possible that ML, MAP or other point estimates lead to
undesired behavior. For example in Figure 5, the maximum density of the MAP
estimate drops very fast. All of the probability mass in the left is left out of the
considerations, which then yields the model to ignore the possibility that the data
was generated differently, by the parameters located on the left in the plot. The
problematics of point estimates is brought up as it can become very suboptimal de-
pending on the focus of one’s approach. In the applications of Gaussian processes,
the multimodal distributions are rare when using some known likelihood function
(Vanhatalo et al., 2009). In local experiments the Weibull likelihood model that is
used in this thesis, was always log-concave, and when combined with log-concave
Gaussian prior, it is likely that the log-posterior that is being approximated is also
unimodal.
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Figure 5: Problem with the MAP estimates. A single point of high probability
density value is chosen, but the other possibilities on the left are left out. This
decision is strict as it does not consider other parameter values.
If one would like to be really coherent with the Bayesian hierarchical model, he
would integrate over the posterior of the hyperparameters to address the uncertainty
of them. In mathematical notation, one would then like to achieve the posterior
(29)p(f |y,X) =
∫
p(f ,θ|y,X)dθ
=
∫
p(f |y,X,θ)p(θ|y,X)dθ.
In this thesis the hyperparameters are considered to be fixed, but it should be
kept in mind that the most coherent way of modeling is to address the uncertainty
in the hyperparameters and integrate over the posterior of them. However, every
step increases the computational burden, and so tradeoffs between coherency and
computation time are often needed.
2.5 Details of technical implementation
Inverting Equation (10) is computationally instable for the Weibull observation
model, and it is implemented assuming that the W is diagonal with non-negative
elements in the case of classification in Rasmussen & Williams (2005). The natural
gradient adaptation is used, and thus, the W in Rasmussen & Williams (2005) and
(10) is replaced with the Fisher information matrix I = I(f). When theW matrix is
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replaced with the Fisher information matrix, then the Newton method becomes nat-
ural gradient adaptation as described in Section 2.2.1. The goal of the reparametriza-
tion was to make the I matrix diagonal to ease the calculation. However, with the
original parametrization of the Weibull observation model, the I matrix will still
contain two off diagonal bands, as the probability of a single observation yi depends
on two latent processes so that ∂2
∂αi∂αi+N
log p(y|α) = ∑Ni=1 log ∂2∂αi∂αi+N p(yi|α) 6= 0.
Notice that α here stands for the long vector of latent vectors’ elements ran through
and activation function, that is, α = [α(f11), . . . , α(f1N), . . . , α(f21), . . . , α(f2N)] :=
[α1, . . . , α2×N ]. Notice that the difference between 2N and 2×N is significant as the
first one indexes a pair of latent vectors with two indexes, first denoting the index
of the latent vector and the second one indicating the element of the corresponding
latent vector, and the second notation indexing a vector of α values of the length
2×N . In the implementation for the original parametrization coded for this thesis,
(10) is implemented as
(30)
fnew = (K−1 + I)−1(If +∇ log p(y|f)︸ ︷︷ ︸
:=b
)
= ((I + IK)K−1)−1b
= K (I + IK)−1b︸ ︷︷ ︸
:=a
,
where it is possible to rewrite the middle term as
(31)
(I + IK)−1 = (I + LLTK)−1
= (L(L−1 + LTK))−1
= (L−1 + LTK)−1L−1
= (L−1 + LTKLL−1)−1L−1
= ((I + LTKL)L−1)−1L−1
= L(I + LTKL︸ ︷︷ ︸
CCT
)−1L−1
= L(CT )−1C−1L−1,
where L and C are the lower triangular matrices of Cholesky decomposition for I
and (I + LTKL) respectively.
Positive definiteness The Newton method and natural gradient adaptation re-
quires inverting two matrices (stated above). The Cholesky decomposition stabilizes
the inversion. The problem is that term (I +LTKL) is not always positive definite,
and thus the Cholesky decomposition CCT is not possible. To overcome this prob-
lem an R library called Matrix ’s method nearPD() was used. This method searches
for the nearest positive definite matrix in terms of Frobenius norm. The details of
the algorithm can be found from Higham (2002b).
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Marginal likelihood Following the approximation introduced in (26), it is pos-
sible to get approximations of the marginal likelihood. The determinant term
det(K) det(K−1 + W (fˆ)) in terms of natural gradient adaptation can be written
as
(32)det(K) det(K−1 + Iˆ) = det(I +KIˆ)
= det(Iˆ−1 +K) det(Iˆ),
to avoid inverting the K matrix, which is usually computationally heavier than
inverting the Iˆ, as it is possible to benefit from the structure of the Iˆ. Notice that
Iˆ := I(fˆ). It can also be numerically more difficult to invert the K than it is
to invert the I. When optimizing the posterior distribution with natural gradient
adaptation, the W (fˆ) is replaced by Iˆ, which is positive definitive by definition.
Overshooting The Newton method and natural gradient adaptation (Hartmann
& Vanhatalo, 2018) is known to overshoot in spesific situations, and thus try to
diverge from the solution. For this reason the implementation has a fallback method,
that monitors that the objective log q(y|X, θ) increases at each step. Mathematically
this is implemented so, that if the log q(y|X, θ) did not increase, then we introduce
a new a-term by averaging over the current and the previous a-terms. Notice that
the a-term is defined in (30), and the point of the averaging is that if the method is
trying to overshoot, then it will not go as far as it first intended.
The reparametrization of the observation model will be discussed in Section 3.2, and
the motivation for it is to make the Fisher information diagonal. When the model is
reparametrized, the Laplace approximation using natural gradient adaptation, and
predictions can be implemented same way as in Rasmussen & Williams (2005), and
thus make the algorithms as fast as they can be. However the avoidance of overshoot
and the method of finding the nearest positive definite matrix are still implemented
as a fallback method.
Other tricks to enhance the numerical stability Numerical stability of Gaus-
sian processes is always a tricky part. The computation involves inversion, matrix
multiplication, product of large and small numbers, initialization and so on. For
these reasons I replaced the Inf values of the gradient and Fisher information with
numerical maximum of the computer and -Inf values with the negative counterpart.
The initialization of the hyperparameters were encircled with a try-catch statement
to try different initial values until convergence of the optimization.
3 Gaussian processes in scale and shape varying
Weibull models
Theoretical aspects of Gaussian processes were presented above in a very general
context in terms of the observation model. When modeling with Gaussian process,
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a decision about the observation model must be made. The choice can be clear by
the underlying phenomena, or it can be complicated due to different aspects of the
data and the nature that generated the data. Difficulties can arise from the fact
that there are many options for the observation model, and the decision on which
to choose is not clear. Another way the observations can cause difficulties to the
choice of the observation model is when there is some additional knowledge about
the phenomena, for example physical laws, that must be taken into account in the
observation model.
This thesis studies the Weibull distribution’s properties as an observation model, and
if the reparametrization of the model can yield to more effective approximations.
The Weibull observation model was chosen as it is asymmetrical and far away from a
normal distribution. It has been suggested that the Weibull observation model yields
to better approximations, when reparameterized to an orthogonal parameterization
(Hartmann & Vanhatalo, 2018). The following sections provide the definition of the
Weibull distribution and the orthogonal reparameterization.
3.1 Weibull distribution
Weibull distribution is a very flexible distribution being the generalization the expo-
nential distribution. Its support is in the range [0,∞), and it is typically parametrized
with two positive real parameters called shape and scale. The density function of a
Weibull distributed random variable Y ∼ Weibull(α1, α2) is
p(y|α) =
{
α1α2 (a2y)
α1−1 exp (−(α2y)α1) , if y ≥ 0
0 , otherwise.
(33)
Traditional way to parametrize the Weibull distribution is with α1 = α and α2 = 1β
(Gelman et al., 2013) but it is not used in this thesis. Weibull distribution is used in
many real life applications for example survival analysis and engineering, see Peltola
et al. (2014) and Kotilainen et al. (2018).
Observation model’s notation p(y|f ,X) include the dependence on the latent vector
f . What is meant by the dependence is that the Weibull distribution parameters
are dependent on the f . The dependence can be almost arbitrarily decided by the
modeler as will be demonstrated in the reparametrization case in Chapter 3.2. To
emphasize the dependence of the parameters on the latent vectors f1 and f2, the
parameters are denoted by
α1 = g(f1,f2)
α2 = h(f1,f2), (34)
as functions of the latent vectors. In the standard parametrization each of the
parameters depend only on one latent vector by α1 = g(f1) and α2 = h(f2). As the
differentiability of g and h is often desired, an obvious choice of function for α1 and
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α2 so that the parameters lie on the positive real line is (Vanhatalo et al., 2013)
α1 = exp(f1)
α2 = exp(f2). (35)
The above dependence of parameters α1 and α2 is just one way how the observation
model can depend on the latent vectors f1 and f2, and how the posterior is adjusted
by the data. This parametrization is referred as original parametrization throughout
the thesis.
3.2 Reparametrization
Weibull distribution acts as an perfect example for reparametrization study. The
parameters α1 and α2 are not naturally orthogonal, which would be beneficial for
the computations in natural gradient adaptation as the Fisher information matrix
would become diagonal, and the computation could be accelerated. Hypothesis of
this thesis is that the reparametrization also affects the asymptotical behavior of
Laplace approximation, yielding to a faster convergence towards normal distribu-
tion when the parametrization is chosen correctly. Derivation of the orthogonal
parametrization follows the papers by Huzurbazar (1956), Cox & Reid (1987) and
Hartmann & Vanhatalo (2018) for which the calculations are presented in detail.
Definition 3.1. Elements of a Fisher information matrix I of an observation model
p(y|α) are defined as the expectation
Iij = E
[
− ∂
2
∂αi∂αj
log p(y|α)
]
, (36)
where α = (α1, . . . αp).
The definition of orthogonal parameters is given next.
Definition 3.2. Parameters αi and αj are said to be orthogonal if and only if
Iij = 0,
for i 6= j.
The sufficient regularity conditions are assumed in the following calculations, yield-
ing to an orthogonal parametrization. The derivation starts by defining the new
parametrization as η = (η1, . . . , ηp) = F (α), where F : A → H is assumed to be
bijective function, and α ∈ A and η ∈ H. The logarithmic observation model of the
new parametrization can then be rewritten as
(37)log p∗(y|η) = log p(y|F−1(η)) = log p(y|α),
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where p∗(y|η) emphasizes the fact that p∗(y|η) 6= p(y|η). From the above equation
the first derivative of the log likelihood with respect to η, also called the score
function, is derived
(38)
∂
∂ηi
log p∗(y|η) = ∂
∂ηi
log p(y|α1(η), . . . , αp(η))
=
p∑
k=1
∂ log p(y|α)
∂αk
αk
ηi
.
From the first derivative, the second derivative is calculated by
(39)
∂2
∂ηi∂ηj
log p∗(y|η) =
p∑
k=1
∂
∂ηj
∂ log p(y|α1(η), . . . , αp(η))∂αk︸ ︷︷ ︸
:=g(α1(η),...,αp(η))
∂αk
∂ηi

=
p∑
k=1
(
∂g(α)
∂ηj
∂αk
∂ηi
+ g(α)
∂2αk
∂ηi∂ηj
)
=
p∑
k=1
((
p∑
l=1
∂g(α)
∂αl
∂αl
∂ηj
∂αk
∂ηi
)
+ g(α)
∂2αk
∂ηi∂ηj
)
=
p∑
k=1
p∑
l=1
∂2 log p(y|α)
∂αk∂αl
∂αl
∂ηj
∂αk
∂ηi
+
p∑
k=1
∂ log p(y|α)
∂αk
∂2αk
∂ηi∂ηj
.
Then taking the expectation of the negative second derivative of the log likelihood
yields to Fisher information for an arbitrary parametrization η = F (α)
(40)
E
[
− ∂
2
∂ηi∂ηj
log p∗(y|η)
]
=
p∑
k=1
p∑
l=1
E
[
−∂
2 log p(y|α)
∂αk∂αl
]
∂αl
∂ηj
∂αk
∂ηi
−
p∑
k=1
E
[
∂ log p(y|α)
∂αk
]
︸ ︷︷ ︸
=0
∂2αk
∂ηi∂ηj
,
which can be rewritten with the elements of the Fisher information parametrized by
the original parametrization as
(41)Iij(η) =
p∑
k=1
p∑
l=1
∂αl
∂ηj
∂αk
∂ηi
Ik,l(α).
Matrix notation of (41) is simply
(42)Iη(η) = J(α)TIα(α)J(α),
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where
(43)J(α) =

∂α1
∂η1
. . . ∂α1
∂ηp
... . . .
...
∂αp
∂η1
. . . ∂αp
∂ηp

is the Jacobian of the function α(η). Notice that E
[
∂ log p(y|α)
∂αk
]
= 0 because of
the regularity conditions that were assumed. Majority of the named probability
distributions fulfill these conditions, and the Weibull distribution is among them.
Now that the analytical form for the Fisher information in arbitrary parametrization
has been obtained, choices about the reparametrization to lead the way for the
diagonal Fisher information matrix can be made.
In the Weibull model p = 2, which combined with the goal that I1,2(η) = I2,1(η) = 0
and (41) leads to the equation
I1,2(η1, η2) = ∂α1
∂η1
∂α1
∂η2
I1,1(α) + ∂α1
∂η1
∂α2
∂η2
I1,2(α) + ∂α2
∂η1
∂α1
∂η2
I2,1(α) + ∂α2
∂η1
∂α2
∂η2
I2,2(α)
= 0.
(44)
Since (44) has more unknowns, α1 and α2, than equations, some decisions about
the unknown variables α1 and α2 can be freely made. A choice that α1 = h(η1) and
α2 = h(η1, η2) is then made. This choice is arbitrary and could be done in other
ways as well. By the above assumptions Equation (44) takes the form of
I1,2(η1, η2) = ∂α1
∂η1
∂α1
∂η2︸︷︷︸
=0
I1,1(α)+ ∂α1
∂η1
∂α2
∂η2
I1,2(α)+ ∂α2
∂η1
∂α1
∂η2︸︷︷︸
=0
I2,1(α)+ ∂α2
∂η1
∂α2
∂η2
I2,2(α)
=
∂α1
∂η1
∂α2
∂η2
I1,2(α) + ∂α2
∂η1
∂α2
∂η2
I2,2(α)
= 0.
(45)
A further assumption that α1(η1) = exp(η1) is made, and the values for I1,2 and I2,2
are derived in Appendix A to get Equation (45) in to the form of
exp(η1)
∂α2
∂η2
1
α2
(1 + Ψ(1))︸ ︷︷ ︸
:=c
+
∂α2
∂η1
∂α2
∂η2
α21
α22
= 0
⇐⇒ exp(η1) 1
α2
c+
∂α2
∂η1
α21
α22
= 0
⇐⇒ c∂η1 exp(−η1) = −∂α2
α2
, (46)
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where Ψ(·) is the digamma function. Continuing by solving the above partial differ-
ential equation for α2 yields to an orthogonal reparametrization
c∂η1 exp(−η1) = −∂α2
α2
⇐⇒ c
∫
exp(−η1)∂η1 = −
∫
1
α2
∂α2
⇐⇒ −c exp(−η1)− cz(η2) = − logα2 − a(η1)
⇐⇒ α2 = exp (c exp(−η1) + cz(η2)− a(η1)) . (47)
It is typical to differential equations, that they have infinite amount of solutions if
no initial value is provided. To make the above solution unique, a choice needs to
made since all of the solutions of the above form (47) solve the partial differential
equation (46). If initial values z(η2) = η2 and a(η1) = 0 are given, then the solution
becomes unique
α1 = exp(η1)
α2 = exp(c exp(−η1) + cη2), (48)
and the orthogonal parametrization is complete.
Notice that the Gaussian process prior is assumed for the η in the reparametrization
case.
4 Experiments
The theory of Gaussian processes and its application to the Weibull model was intro-
duced in the previous chapter. The data used for the research and how it is acquired
is presented next. After the introduction of the data the research question is studied
and the methods of comparisons are presented in detail. The research question of
this study is to compare original and orthogonal parametrizations of Gaussian pro-
cesses with Weibull likelihood model. The comparison is done with respect to the
computational times as well as the accuracy of the posterior predictive distribution
of f∗. The key hypothesis is that the orthogonal parametrization outperforms the
original parametrization in both categories, posterior predictive accuracy as well as
in computational time.
4.1 Data
The data used in this thesis is simulated one dimensional data. The aim is to study
two different kind of datasets, one where the latent processes are smooth and another
one where the latent processes are formed so that the response is changing rapidly
in location and in the magnitude of variation. The former will be called smooth
data and the latter step data from now on. The step data is short for step function
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generated data, where the data is formed so that the other generating latent function
follows a step function. Both of the Weibull distribution’s parameters are modeled
with a Gaussian process, and thus, two latent posterior distributions are learned.
The data is produced by first limiting the x-axis to the range of [0, 1] and then divided
into 200 equally spaced locations. For each of the 200 location xi the corresponding yi
value is generated by drawing one sample from theWeibull(exp(f1(xi)), exp(f2(xi)))
distribution, where f1 and f2 are from either the smooth or step function. From
the 200 {xi, yi}200i=1 pairs, N randomly chosen pairs are provided for the inference of
the latent vectors’ posteriors with varying N . Both of the parametrizations use the
same exact data.
4.1.1 Hyperparameters for data
Hyperparameters are optimized with respect to hyperposteriors that use the approx-
imative marginal likelihood (26) as a likelihood and a prior that prefers short length
scales l and large variance parameter σ2. For a fixed variation in the shape parame-
ter of Weibull distribution, the variation of η2 is much higher than the variation of
f2. If the GP hyperparameters were given the same prior, the prior would restrict
the adaptation of hyperparameters more in the latter case than in the former case.
For this reason the hyperpriors for η2 and f2 were chosen so that the marginal prior
for the variation in scale parameter of the Weibull distribution were the same in both
parametrizations. A Gamma prior was chosen for all of the hyperparameters, using
l1, l2 ∼ Gamma(20, 0.03) and σ21, σ22 ∼ Gamma(5, 1) for original parametrization,
and l1, l2 ∼ Gamma(20, 0.03), σ21 ∼ Gamma(5, 1) and σ22 ∼ Gamma(5.8, 3.25) for
the orthogonal parametrization. There are two different pairs of hyperparameters
for each parametrization as there are two processes being modeled. Notice that the
Gamma distribution is parametrized with shape parameter k and scale parameter φ,
having a density function fGamma(x) = 1Γ(k)φkx
k−1 exp(−x
φ
)1{x>0}. In order to find
the MAP estimate of the hyperparameters, the hyperposterior is optimized using
optim() method from stats library (R Core Team, 2018), and especially the con-
jugate gradient method. More on the conjugate gradient method for optimizing is
given by Fletcher & Reeves (1964). Should the prior be the same for both of the
parametrizations, then the basis for comparison is not fair and one parametrization
would be doomed to perform badly. When there is no possible mapping between
the hyperparameters to yield to the same probability distribution for the latent pro-
cesses, one needs to rely on optimization. This is also what I did in the thesis,
choose a hyperprior for original parametrization and then optimized the orthogonal
hyperprior σ22 parameters k and φ so that the (tested empirically) cumulative prob-
abilities at the absolute maximum value of the respective generating process would
be as close to each other as possible.
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Figure 6: A figure of the generating processes for the smooth data ran through
the functions α1(x) = α2(x) = exp(x). Notice that this plot is about the genera-
tive process of the training data, so it is independent from the assumptions of the
parametrization and modeling in general.
4.1.2 Smooth data
The smooth data is formed through functions
f1(x) = 1.2 sin(4x) + 0.2 and
f2(x) = 1.3 cos(5x), (49)
and the plots for these ran through the exponential activation functions α1(x) =
exp(x) and α2(x) = exp(x) are visible in Figure 6.
The smooth latent processes will still give rise to non smooth response variable y
because of the random draws from a Weibull distribution and the large variance at
the region where x ' 0.8, where ' stands for "approximately greater than". An
example of how a smooth data, and one dataset randomly selected for training with
N = 30, can look like is visible in Figure 7.
4.1.3 Step data
Step data is produced by taking random draws from a Weibull distribution given
two latent functions, same way as the smooth data. The only exception is that
the underlying latent functions differ so that the data generated by the process has
sharply alternating magnitude both in mean and variance. The latent functions are
f1(x) = 0 and
f2(x) =
{
0.2, if 0.4 ≤ x ≤ 0.6
3, otherwise.
(50)
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Figure 7: One dataset drawn from the Weibull distribution given the smooth latent
processes. The black dots show the simulated data in each of the discretized x
location and the red dots show one possibility of training data size N = 30.
Similarly to the smooth data, the latent functions ran through an exponential acti-
vation function are visible in Figure 8 and one dataset that is generated by them is
shown in Figure 9.
4.2 Methods to validate and compare the goodness of the
posterior approximations
Comparison of posterior predictive distribution of f∗|y indicates how well does
Laplace approximation interpolate the latent function in unseen regions of the fea-
ture space. The baseline distribution that Laplace approximated predictive distribu-
tion is compared to is the MCMC predictive distribution. In this thesis the compar-
ison methods are done with respect to the posterior predictive mean and covariance,
as well as with Kullback-Leibler divergence (Kullback & Leibler, 1951) between the
two predictive distributions. The posterior predictive distribution f∗|y is evaluated
at N∗ = 101 points x∗ equally spread in the range of [0, 1]. The analysis is repeated
100 times for each N . All of the comparative measures will have two different ap-
proaches, one comparing the performance in the native space of the parametrization,
that is original posterior is in f -space, and orthogonal in η-space. The second way
to compare these measures is to map the posterior predictive distributions to the
same space and do the comparison. In this thesis, the orthogonal parametrization’s
posterior predictive distribution is mapped to original parametrization’s space and
the comparison is done there. Details of the comparisons are presented next.
Covariance function used for the calculations of the comparisons was the squared
exponential covariance function (2). Squared exponential was chosen as it is a
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Figure 8: Step data’s latent functions ran through exponential activation function,
that is, α1(x) = α2(x) = exp(x). Notice that this is again emphasizing the genera-
tion of the training data.
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Figure 9: A dataset generated by the step data’s latent process and an example how
could a 30-point sample from it look like.
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smooth and widely used kernel function.
4.2.1 Mean and covariance differences
Mean of the posterior predictive distribution is a N∗-dimensional vector, and given
two of the possible mean vectors µLaplace and µMCMC , the mean squared error (MSE)
of them is computed. Notice that since there are two parametrizations, there will be
one pair of mean vectors for each of the parametrizations. Because the posterior pre-
dictive distributions f and η of different parametrizations do not represent the same
phenomena, two different kind of approaches are taken in order to compare them.
In first approach they are mapped to the same space and compared there without
any normalization. Second approach keeps the posterior predictive distributions
in their native spaces, that is, original parametrization in f -space and orthogonal
parametrization in η-space, and then normalizes the difference between MCMC and
Laplace approximation by the magnitude of the MCMC posterior predictive sam-
ples. When the two comparisons are written in formulas, the first approach in terms
of original parametrization becomes
MSEoriginal1(f
∗
MCMC ,f
∗
Laplace) =
∥∥M(f ∗MCMC)− E[f ∗Laplace]∥∥2 , (51)
where f ∗MCMC stands for the predictive sample distribution of f∗ for MCMC and
similarly f ∗Laplace for Laplace. As described above, the original parametrization’s
posterior predictive distribution is not mapped to anywhere. The first approach for
the orthogonal parametrization is
MSEorthogonal1(η
∗
MCMC ,η
∗
Laplace) =
∥∥M(h(η∗MCMC))−M(h(η∗Laplace))∥∥2 , (52)
where h(η1, η2) = (η1, c exp(−η1) + cη2) is the inverse mapping from η-space to f -
space and c = 1 + Ψ(1). M(·) stands for sample mean. Notice that in the above
notation, both of the functions h(·) and M(·) operate over matrices. Here η∗ is a
matrix of posterior predictive samples and the function h is applied for each (η1, η2)
pair, resulting in the same size matrix as η∗Laplace (or η∗MCMC). For the matrix
h(η∗Laplace) function M(·) computes the column-wise mean, resulting in a vector of
length N∗. Similarly M(·) is applied to different matrices, with or without the
mapping h(·).
The second approach in terms of equations is
MSEoriginal2(f
∗
MCMC ,f
∗
Laplace) =
∥∥M(f ∗MCMC)− E[f ∗Laplace]∥∥2
‖M(f ∗MCMC)‖2
, (53)
for the original parametrization and
MSEorthogonal2(η
∗
MCMC ,η
∗
Laplace) =
∥∥M(η∗MCMC)− E[η∗Laplace]∥∥2
‖M(η∗MCMC)‖2
, (54)
for the orthogonal parametrization.
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The covariance matrices are compared in same two ways, except that the (sample)
mean is changed to (sample) covariance and the element-wise difference of matrices
are compared with matrix version of squared euclidean distance, often stated as
squared Frobenius norm. Similarly to the mean comparison, the posterior predictive
samples are mapped back from the orthogonal parametrization space to the same
space with the original parametrization in the first approach. The normalization is
done with respect to the Frobenius norm of posterior predictive sample covariance
of MCMC in the second approach.
4.2.2 Kullback-Leibler divergence from the true conditional posterior to
the Gaussian approximations
Kullback-Leibler divergence (hereafter KL-divergence) is a traditional and robust
way to compare two probability distributions. The scale of KL-divergence goes
from zero to infinity, zero standing for a situation comparing a distribution with
itself. KL-divergence from q to p is defined as
(55)KL(p||q) =
∫
p(x) log
(
p(x)
q(x)
)
dx.
The idea is to calculate the KL-divergence between the true posterior density p and
the Laplace approximated density q. However the density function p is unknown
in this thesis, and an approximation of it is required. MCMC methods’ ability to
produce infinite amount of samples from the posterior is not enough. The approxi-
mation that was done in this thesis was another Gaussian approximation since the
KL-divergence between two Gaussian distribution is analytical.
The goal of the approximation is to find a normal distribution with a density function
pN which minimizes the KL divergence between the true distribution’s density p
and the approximative density pN . Notice that as the parameters of the normal
distribution identify the normal distribution, it is equivalent to look for a normal
distribution or its parameters µ and Σ, that fulfill the minimization goal. For this
approximation a theorem is introduced.
Theorem 1. A normal distribution pN(θ) ∼ N(µ,Σ) that minimizes the Kullback-
Leibler divergence for a density function p(θ) is such that
µ = E [θ]
Σ = Cov [θ] .
Proof. The definition of KL-divergence states that
(56)KL(p(θ)||pN(θ)) =
∫
p(θ) log
(
p(θ)
pN(θ)
)
dθ
=
∫
p(θ) log (p(θ)) dθ −
∫
p(θ) log (pN(θ)) dθ,
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where only the second term depends on the approximative distribution, and it should
be maximized with respect to the µ and Σ to minimize the KL-divergence, as the
sign of it is negative. The pN(θ) is normally distributed so that the second term can
be written as∫
p(θ) log (pN(θ)) dθ =
∫
p(θ)
(
−d
2
log(2pi)− 1
2
log det(Σ)
− 1
2
(θ − µ)TΣ−1(θ − µ)
)
dθ
= −d
2
∫
p(θ) log(2pi)dθ
+
∫
p(θ)
(
−1
2
log det(Σ)− 1
2
(θ − µ)TΣ−1(θ − µ)
)
dθ︸ ︷︷ ︸
:=U
,
(57)
where again only U depends on the µ and Σ. After this, it is possible to maximize
U with respect to µ, by setting its first partial derivative to zero, and get
∂U
∂µ
=
∫
−1
2
p(θ)(−2Σ−1(θ − µ))dθ
=
∫
p(θ)(Σ−1(θ − µ))dθ = 0
⇐⇒
∫
p(θ)Σ−1θdθ =
∫
p(θ)Σ−1dθµ
⇐⇒
∫
p(θ)θdθ =
∫
p(θ)dθµ
⇐⇒ µ = E [θ] . (58)
Similarly the differentiation of U with respect to Σ yields that
∂U
∂Σ
=
∫
p(θ)
(
−1
2
Σ−1 +
1
2
Σ−1(θ − µ)(θ − µ)TΣ−1
)
dθ
= −1
2
∫
p(θ)dθΣ−1 +
1
2
Σ−1
∫
p(θ)
(
(θ − µ)(θ − µ)T ) dθΣ−1 = 0
⇐⇒ −Σ−1 + Σ−1Cov [θ] Σ−1 = 0
⇐⇒ −I + Cov [θ] Σ−1 = 0
⇐⇒ Cov [θ] Σ−1 = I
⇐⇒ Σ = Cov [θ] . (59)
Notice that in the above calculations Equations (86), (57) and (61) were used from
Petersen & Pedersen (2012)
In order for these critical points to maximize the U , the second derivatives of them
need to be negative definite at the critical point. First the second derivative of U
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gives
d2U
dµ2
=
(∫
p(θ)Σ−1θdθ − Σ−1µ
)
= −Σ−1.
The second derivative of U with respect to Σ is
d2U
dΣ2
=
1
2
Σ−1Σ−1 +
1
2
d2
dΣ2
(Σ−1CΣ−1)
1
2
Σ−1Σ−1 +
1
2
(−Σ−1Σ−1CΣ−1 + Σ−1C(−Σ−1Σ−1))
1
2
Σ−1Σ−1 − Σ−1Σ−1CΣ−1,
where C =
∫
p(θ)
(
(θ − µ)(θ − µ)T ) and the result is obtained by using symmetry
of Σ and C. Now substituting the Σ with critical point Cov(θ) = C the above
equation becomes
1
2
C−1C−1 − C−1C−1CC−1 = 1
2
C−1C−1 − C−1C−1
= −1
2
C−1C−1,
from which it is possible to conclude that both of the second derivatives are negative
definite by using the symmetry, positive definiteness of C and substituting Σ with
C. Notice that above calculations used Equations (37) and (59) from Petersen &
Pedersen (2012).
The point of Theorem 1 is to discover the best Gaussian approximation for the pos-
terior distribution in terms of KL-divergence. This approximative density function
is denoted as pN . When the approximation pN has been discovered, the Laplace
approximations are compared to the distribution pN in terms of KL-divergence. No-
tice that since there are two parametrizations, all of the approximations will be
doubled, that is, there will be two approximations pNoriginal and pNorhtogonal , and the
Laplace approximations for the respective parametrizations. This point requires
some attention, as often in literature, a similar kind of approach is taken when com-
paring two approximations of the same posterior. These comparisons are possible
because the parametrizations do not change. An example of the approach taken in
literature is when there are two approximations qLaplace and qV B, and the desire is
to compare these to the true distribution p. In this thesis the parametrization of
posterior p changes, and therefore it is not possible to directly compare the Laplace
approximations qLaplaceoriginal and qLaplaceorthogonal .
With the help of Theorem 1 and the knowledge that KL-divergence between two
normal distributions is analytical (see Appendix D), it is easy to approximate the
KL-divergence between the Laplace approximation and the Gaussian approximation
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of MCMC sampled posterior. Notice that µ and Σ are approximated by the sample
mean and covariance from the MCMC samples respectively.
Notice that also in KL-divergence comparison two approaches are taken. They
follow the similar tracks as was described in Section 4.2.1. First approach is to map
the posterior predictive samples of each method, that is Laplace and MCMC, to
the same space and compute the approximative KL-divergence from those samples.
Again, the orthogonal posterior predictive samples are mapped from η-space to f -
space before the comparison is done. Another approach is not to map the posterior
predictive samples to the same space and just compare their divergences calculated
in different spaces. No normalization is done in the KL-divergence comparison.
4.2.3 Mapping reparametrized posterior back to the original space
The above comparisons uses mapping η to f -space. To be more precise the original
parametrization produces posterior distributions for f1 and f2, while orthogonal
parametrization produces posterior distributions for η1 and η2. If they would not
be mapped to the same space, the results would only be directional and not accu-
rate as the magnitude of variation in η2 is much higher than what it is with f2.
Motivation for this is that closeness of Laplace approximation is computed to the
MCMC posterior statistics in f -space for original parametrization and in η-space
for orthogonal parametrization, the closenesses of Laplace approximations would
not be comparable between the different parametrizations. In order to make the
parametrizations comparable, posterior predictive distribution for latent variables
η1 and η2 are mapped back to the same space with the original parametrized process
f1 and f2. The mapping from η back to the f can be recovered from Equation (48)
to give
f1 = η1, and
f2 = c exp(−η1) + cη2, (60)
where c = 1 + Ψ(1), where Ψ(·) is again the digamma function. Notice that this
mapping was earlier denoted as h(·) for notational purposes and to emphasize the
difference between two parametrizations. The above mapping was done for orthog-
onal Laplace and MCMC posterior predictive sample distributions before doing the
comparison in the first approach. For the Laplace case the sampling was done
from the posterior predictive distribution given in Section 2.3.1 and then each of
the samples were transformed back to the f -space using the above transformation.
Same procedure was done for the MCMC posterior predictive distribution with the
exception that the samples are coming from Stan, instead of analytical Gaussian
distribution.
4.2.4 Computing times
The orthogonal parametrization with natural gradient adaptation affects the algo-
rithm for finding the MAP estimate of the posterior distribution required for Laplace
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approximation introduced in Chapter 2.2.1. For this reason the computational times
for finding the MAP estimate were recorded and the difference will be emphasized in
the next chapter. Notice that the optimization of the hyperparameters requires the
location of the MAP, and therefore the advantage given by the orthogonalization will
multiply in each iteration of conjugate gradient method used for the optimization.
4.2.5 Convergence of the MCMC chains
The convergence of the MCMC chains was monitored by the Rˆ-values. Each pos-
terior having any of the dimensions’ Rˆ-value above 1.05 led to the disqualification
of the corresponding MCMC samples and posterior approximation. Most of the
posterior sampling repetitions for sample sizes had no problems in converging and
had zero discarded samplings. Maximum number of discarded posterior samplings
were 4 for one sample size, where then there were 96 comparisons done instead of
100. Orthogonal parametrization seemed to have problems with converging more
often than the original one.
5 Results
The following experiments study the question whether or not the specific orthogo-
nal parametrization increases the rate that the posterior distribution approaches the
limiting normal distribution or is it better to stay in the original parametrization.
The results include comparative plots for the measures introduced in the previous
section as well as some example plots of the posterior predictive distribution’s char-
acteristics for illustrative purposes. For each comparative measure, two approaches
are taken. Label (a) is used when the posterior predictive distribution of orthogonal
parametrization is mapped to the f -space before doing the comparison. Label (b) is
used, when there is no mapping of orthogonal parametrization, and the difference is
normalized with a statistic of MCMC posterior predictive distribution. Notice that
the solid line in the upcoming performance comparing plots denotes the median of
the corresponding measure over ∼100 posterior predictive distribution comparisons
on different datasets. Notice that some of the comparisons were dropped because
of convergence issues as explained above. The confidence interval around the line
denotes the region between 2.5% and 97.5% quantiles, unless otherwise stated. In
the plots for posterior predictive distributions the solid line denotes mean value for
Laplace approximated distribution and the median value for MCMC predictive dis-
tribution. Notice that Laplace approximation’s mean equals to the median since the
predictive distribution is normally distributed.
5.1 Smooth data
The mean squared error of the posterior predictive distribution means for concate-
nated latent processes f = [f1,f2] in Figure 10(a) shows only marginally better
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Figure 10: (a) Mean squared errors of the smooth data for latent processes posterior
predictive means. The different colors correspond to different parametrization’s
differences. Notice that the orthogonal parametrization is transformed back to f -
space in order for the means to be comparable without the need for scaling. Notice
also that there are two processes and their MSE is compared by concatenating the
two processes f1 and f2 into a long vector f . (b) Scaled mean squared errors of
the predictive mean of Laplace approximation and MCMC predictive sample mean.
Each MSE is normalized by the squared L2-norm of the respective parametrization’s
MCMC predictive sample mean vector.
performance for the original parametrization than for the orthogonal one. When N
is sufficiently modest, then median of the mean squared errors, denoted as line, is
visually smaller when the parameters are original. When N grows, the differences
become impossible to detect. Therefore, both of the parametrizations’ differences
seem to converge to a same small value. Orthogonal parametrization has wider
confidence interval at every sample size, whereas original parametrization’s confi-
dence interval becomes so narrow that it is impossible to detect it from the plot
when the sample size is large. Figure 10(b), is otherwise similar to 10(a) except the
comparison is done in the parametrizations’ own spaces. The MSE of mean vectors
is normalized with the squared L2-norm of the MCMC mean vector. Interestingly
in this comparison the orthogonal parametrization performs better in terms of rate
of convergence and stability. The major difference is at low sample sizes in favor
of the orthogonal parametrization. However both of the parametrizations’ MSE of
means still converge to a same region around zero. Notice that the formulas for the
comparisons were presented in Equations (51)-(54).
In Figure 11(a), the squared Frobenius norm of the elementwise difference between
Laplace approximated posterior predictive sample covariance and sample covari-
ance of MCMC drawn posterior predictive samples is being compared in both
parametrizations. In the figure the decreasing trend is present, meaning that as
more and more data is observed, then the Laplace approximation’s covariance ap-
proaches the MCMC sample covariance in both parametrizations. However it is
evident that the original parametrization performs better than orthogonal at least
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Figure 11: (a) Squared Frobenius norm of the difference between Laplace approxi-
mation’s posterior predictive covariance and posterior predictive sample covariance
of MCMC samples. Orthogonal samples are first projected back to the f -space be-
fore the comparison. Different colors denote different parametrizations. Notice that
when N = 10 the value of the measure is beyond the margins of this plot, however
the behavior is similar as in the plot otherwise, that is, orthogonal parametriza-
tion having larger median value of the Frobenius norm of the differences and wider
confidence interval. (b) Squared Frobenius norm of the difference between Laplace
approximated posterior predictive covariance and MCMC posterior predictive sam-
ple covariance normalized by the squared Frobenius norm of the MCMC posterior
predictive sample covariance. Notice that in this comparison the parametrizations
are compared in their native parameter space and no mapping is done.
when the number of observations is modest. Both parametrization’s median of co-
variance differences converge close to the same number, orthogonal parametrization
having slightly wider confidence interval. Notice that the comparison is not visible
when N = 10 as the change in scale is so big. However the orthogonal parametriza-
tion performs worse also when N = 10. Figure 11(b) is the squared Frobenius
norm of the difference between the posterior predictive sample covariance between
Laplace approximation and MCMC normalized by the squared Frobenius norm of
the MCMC posterior predictive sample covariance. The plot is very similar to the
plot in 11(a) with the exception that the differences are actually visible for N = 10
as well. Notice that the change in y-scale is huge. See also Equations (51)-(54) and
the discussion after them for mathematical intuition for the comparison.
The final measure of predictive accuracy is the KL-divergence, presented in Figure
12. In Figure 12(a) the KL-divergence shows that onwards from when N = 20 the
orthogonal parametrization actually performs better. The orthogonal parametriza-
tion has narrower confidence intervals and lower median divergence than the original
parametrization. When N = 10 the median of the orthogonal parametrization is
higher and the confidence interval is wider and the results for that are not visible in
the plot. Figure 12(b) shows contradictory behavior from 12(a) as the orthogonal
parametrization is performing worse at all samples sizes. Notice that the parameters
40
20 40 60 80 100 120
0
10
0
20
0
30
0
40
0
50
0
KL divergence
N
KL
 d
ive
rg
en
ce
0
10
0
20
0
30
0
40
0
50
0
Original
Orthogonal
(a)
20 40 60 80 100 120
0
10
0
20
0
30
0
40
0
50
0
KL divergence
N
KL
 d
ive
rg
en
ce
0
10
0
20
0
30
0
40
0
50
0
Original
Orthogonal
(b)
Figure 12: (a) Approximative KL-divergence between the Laplace approximation
and MCMC sampling with the smooth data. The approximative KL-divergence was
presented in Chapter 4, and the approximation is done for both parametrizations,
denoted with different colors. Before the approximation is done the orthogonal
parametrization’s posterior predictive distributions are projected from η-space to
the original parametrization’s f -space. (b) Approximative KL-divergence between
the Laplace approximation and the Laplace approximated and MCMC posterior
predictive distributions. Notice that in this comparison both of the parametrizations
are kept in their native spaces.
are kept in their native space. The performance of the orthogonal parametrization
is also less stable as it has wider confidence intervals.
The computing times of the MAP estimate using the natural gradient adaptation,
introduced in Section 2.2.1, are plotted in Figure 13. As expected, when the Fisher
information is diagonal, the computational complexity decreases, and thus the or-
thogonal parametrization is faster than the original parametrization in wall clock
time. All of the comparisons were computed with a single Intel i7-4770 processor,
and the computation times were recorded from the iterations of the actual computa-
tions used for the predictive accuracy comparisons. Notice that the computing times
were saved for both of the approaches mentioned above, the one where the posterior
predictive distribution samples are mapped back to the same space (labelled as (a))
and the one where they are not (labelled as (b)). The mapping does not affect the
computing times of the posterior MAP as the procedure is done after finding the
MAP. For completeness and robustness, the times for both of the approaches are
plotted.
To give the reader more insight about what is actually being compared above in the
(a) plots, an example plots of posterior predictive distribution for latent processes
for the smooth data are provided in Figure 14. Notice that in the figure the two
processes f1 and f2 are in separate plots, separated to different columns by the pro-
cess and different rows by the parametrization. Each plot have three lines to denote
the generating function of the response variable from equations in (49), posterior
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Figure 13: Wall clock times of finding the maximum of posterior distribution using
natural gradient adaptation with the smooth data. Different colors denote the dif-
ferent parametrizations. Notice that (a) and (b) show the same computing times of
the same data and the only difference is the stochastic nature of computing. Both
of the plots are included for coherency to other result plots and to provide more
confidence on the result.
predictive mean for Laplace and posterior predictive median for MCMC. The dashed
lines correspond to the 95% confidence interval. These predictive distributions are
then computed and compared for each varying N and for each repetition of N. No-
tice also that the whole posterior predictive covariance matrix is not presented in
the aforementioned figure which rather shows a marginal variance of each predictive
location. An example of what is being compared in the covariance comparison, the
full covariance matrices are visualized in Figure 15. The Frobenius norm is calcu-
lated from the elementwise difference of the covariance matrices. As each row of the
figure represents one parametrization, the comparison takes place row-wise. Notice
that all of the example visualizations discussed in this paragraph are taken from a
single run with sample size N = 30 and their purpose is to clarify the meaning of the
comparative measures. The difference in these plots is really marginal and if looked
accurately enough one can spot some differences in the latent posterior predictive
distributions depending on the parametrization.
In the (b) plots the comparison is done in the native spaces of the parametrizations.
That is, MCMC statistics in f -space are compared to Laplace statistics in f -space
for original parametrization and same thing is done for orthogonal MCMC and
Laplace posterior predictive distributions that lie in the η-space. Comparing these
disrtibutions in their native spaces in a same plot would not be informative, which
is why there is no corresponding plots for the (b) comparisons.
Finally an example of how Gaussian process predictions on the response variable can
look like is visible in Figure 16(a) for original parametrization and Figure 16(b) for
orthogonal parametrization, when the data is generated by the smooth processes.
Both parametrizations seem to fit the data well and almost equally. MAP prediction
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Figure 14: A plot of posterior predictive distributions for smooth data. First
row denoting the original parametrization and second row denoting the orthogo-
nal parametrization. The columns stand for different processes. The dashed lines
stand for 2.5% and 97.5% percent quantiles for respective posterior distributions.
The process that generated the data is plotted in black. Notice that these distribu-
tions are only compared in the (a) plots of Results section. In the (b) plots the η2
differs largely from the f2 and a plot showing both of them is not informative.
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Figure 15: A plot of posterior predictive covariance matrices for smooth data for
latent processes f . Notice that the covariance matrix is block diagonal, where
first diagonal block determine the amount of dependence within the first process.
Similarly second element in the diagonal of the block diagonal matrix stands for the
covariance matrix for posterior of the second process. The thing to notice is that they
also share information between the two processes. Even that they are independent a
priori, they become dependent in posterior distribution. The covariance comparison
in Figure 11 is formed by comparing these covariance matrices row-wise for each N
and for each iteration with N . The color scale goes from blue to white in ascending
order. Again the (a) plots in Results section are the plots where these kind of
matrices are compared. The (b) plots both of the parametrizations stay in their
native spaces and a comparison between them is not meaningful.
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Figure 16: (a) Posterior predictive distribution for the response variable y in original
parametrization. An example with N = 30 shows the median as a solid line and the
95% quantiles of the distribution. MAP predictions are plotted to emphasize the fact
that many different kind of predictions are plausible, and in this case it agrees with
the median of the MCMC and the mean of the Laplace approximation. (b) Posterior
predictive distribution for the response variable in Orthogonal parametrization.
stands for a point estimate made through the expectation E[y∗|fˆ ] and is presented
here as a alternative method to produce points predictions. Laplace predictions
and MCMC predictions are produced as described in Section 4.2. The two dashed
lines represent the 95% quantile of posterior predictive distribution p(y∗|X,y, x∗)
for each x∗. Notice that these plots are not compared in the thesis and they are
presented for the readers interested in the applications of Gaussian processes.
5.2 Step data
The same comparisons and examples that were given for the smooth data are also
given for the step data. The first comparison is again the mean squared errors of
the posterior predictive means. Figure 17 shows the comparison between the two
parametrizations. In Figure 17(a) the means are compared in the f -space and it
appears that the original parametrization achieves lower MSE measured by the me-
dian of the errors across the 100 repetitions. The confidence interval of the original
parametrization is also narrower at all sample sizes N . Both of the parametrizations
converge to the same region. However in Figure 17(b) the means are compared in
their native spaces, and the MSE is normalized with the squared L2-norm of the
MCMC posterior predictive mean. The plot shows that the orthogonal performs
slightly better from N = 30 onwards at least in terms of narrower confidence inter-
val. However the performances are practically equivalent.
The squared Frobenius norms of covariance matrices’ elementwise difference are vis-
ible in Figure 18. In Figure 18(a) the orthogonal parametrization achieves lower dif-
ferences between the MCMC and Laplace approximated covariance than orthogonal
parametrization in terms of median differences apart from whenN = 10. Orthogonal
parametrization confidence intervals also seem to shrink faster than the confidence
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Figure 17: (a) Mean squared errors of the posterior predictive means of the step
data for latent processes. The different colors correspond to different parametriza-
tion’s differences. Notice that the orthogonal parameters are transformed to f -space
before comparison is done. (b) Same statistic as in the (a) with the exception that
orthogonal posterior predictive distribution is not mapped to f -space, and instead
is compared in η-space. The difference is then normalized with squared L2-norm of
the MCMC mean.
intervals for original parametrization. As the N grows, both of the parametrizations
seem to converge close to each other. In Figure 18(b) orthogonal parametrization
performs worse. The confidence interval is wider at most sample sizes and the me-
dian is above the original parametrization’s counterpart.
The posterior predictive distributions’ KL-divergence comparison is presented in
Figure 19. In Figure 19(a) the behavior is slightly different from the smooth data
as neither parametrization seems to outperform the other significantly in terms of
median of the divergences. However the confidence intervals of divergences are wider
in the orthogonal parametrization until when N = 90 after which the performance
is almost identical. If the plot is examined very precisely, then the orthogonal
median is lower after N = 10 and the quantiles are also lower with large sample size.
However these remarks are only marginal and probably reveal more about the nature
of randomness than the posterior predictive accuracy. In Figure 19(b) the KL-
divergence is computed in the native space of the parametrization and no mapping
is done for the orthogonal posterior predictive distribution. The KL-divergence here
is much worse in the orthogonal parametrization. The median is higher and the
confidence intervals are much wider.
Finally, the computing times of the posterior MAP estimate in the aforementioned
comparisons are presented in Figure 20. The figure supports the theoretical result
that the orthogonal parametrization should perform faster due to its diagonal Fisher
information matrix in natural gradient adaptation. However the difference is not
as clear as it was with the smooth data, and the confidence intervals cross each
other with the majority of N . Median values still favor orthogonal parametriza-
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Figure 18: (a) Squared Frobenius norm of the difference between Laplace approxima-
tion’s posterior predictive covariance and posterior predictive sample covariance of
MCMC samples. The orthogonal parametrization’s posterior predictive distribution
is transformed from η to f -space before the comparison is done. (b) The squared
Frobenius norm of the difference between MCMC and Laplace approximated poste-
rior predictive covariances. The value is then normalized with the squared Frobenius
norm of the MCMC posterior predictive covariance.
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Figure 19: (a) Approximative KL-divergence between the Laplace approximation
and MCMC posterior predictive distributions with the step data. The approxima-
tive KL-divergence was presented in Chapter 4, and the approximation is done for
both parametrizations, denoted with different colors. The orthogonal posterior is
mapped back to the original parametrization’s space before the comparison. (b) KL-
divergence between the Laplace approximated and MCMC approximated posterior
predictive distributions. Notice that the orthogonal parametrization is not mapped
to f -space and instead the comparison is done in η-space.
47
20 40 60 80 100 120
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Computing times for
 posterior MAP estimate
N
tim
e 
in
 s
ec
on
ds
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Original
Orthogonal
(a)
20 40 60 80 100 120
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Computing times for
 posterior MAP estimate
N
tim
e 
in
 s
ec
on
ds
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Original
Orthogonal
(b)
Figure 20: Wall clock times of finding the maximum of posterior distribution using
natural gradient adaptation with the step data. Different colors denote the different
parametrizations. Again (a) and (b) just show different passes over the same data
set, where in (a) the posterior predictive is mapped to the same space with original
parameters. However the procedure does not affect the computing times of posterior
MAP and hence these plots are showing the trend of computing times over two
computations of the same thing.
tion as being faster than the original parametrization. Notice that there are two
saved computing times, one for each comparison method. Actually only the or-
thogonal parametrization was computed again, so the computing times for original
parametrization should be the same.
For completeness, the example plots of posterior predictive distribution of latent
processes are presented in Figure 21 for the predictive distribution quantiles, and in
Figure 22 for the full covariance matrix. Notice that in these plots the η-space is
transformed to f -space for the orthogonal parametrization.
Finally the posterior predictive distributions for the response variable are visi-
ble in Figure 23(a) for original parametrization and Figure 23(b) for orthogonal
parametrization. Like before, the solid lines in Laplace and MCMC denote for the
median values and the dashed lines denote the central 95% confidence interval of
the posterior predictive distribution.
6 Discussion
The hypothesis of this thesis was that diagonalizing the Fisher information would
not only increase the speed of computation, but also the rate of convergence to-
wards a normal distribution. Hence, the Laplace approximation would achieve more
accurate results in orthogonal case where the posterior would be a product of two
almost normally distributed distributions. Because Laplace approximation is a nor-
mal approximation, and thus the predictive distributions for latent process and for
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Figure 21: A plot of posterior predictive distributions for the step data. The first
process is flat and the posterior predictive distribution is not fitting very well as it
would require very large length scale to locally approximate the straight line. For
the second process the length scale should be very small for posterior predictive
distribution to be able to follow sharp fluctuations. However the hyperprior for
the length scale is discouraging both of these values for length scale and thus the
posterior predictive is trying to balance with the fit.
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Figure 22: An example plot of posterior predictive covariance matrices for the step
data when N = 30. The block diagonal structure comes from the fact that the
processes f1 and f2 are treated as concatenated vector f = [f1,f2]. The color scale
goes from dark blue to white.
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Figure 23: (a) Original parametrization’s posterior predictive distributions for the
step data. Notice how the variance gets higher in the middle, but in a continuous
nature, whereas the applications would wish for more accurate step in the middle
to avoid misinterpretations of the situation. (b) The same predictions as made in
(a) but in orthogonal parametrization.
the response variable are also normal, then having an observation model as close to
normal distribution as possible would seem like an attractive approach for accurate
predictions.
The question of the effect of reparametrization was studied in this thesis in empir-
ical way, focusing only on two different kind of specific data generating processes.
The smooth data having a smooth generative processes, and the step data having
a constant function and a step function as a generative processes were used for the
generation of the data. For both of these generative processes, a large amount of
different datasets was generated by drawing samples from a Weibull distribution.
The Weibull distribution was also chosen to be the observation model for the Gaus-
sian process as well. The accuracy of the Laplace approximation was examined in a
number of ways. The key concept behind the comparisons was to compare how close
the Laplace approximation is to the true posterior distribution. Since the posterior
distribution is not formed through conjugate prior and likelihood, it does not match
any familiar distribution with a closed form probability density function. The true
posterior distribution was therefore approximated by the most accurate way known,
Markov chain Monte Carlo approximation. Then the comparison measures were the
mean, covariance and the KL-divergence between Laplace approximated posterior
predictive distribution and MCMC approximated posterior predictive distribution.
All of the comparison measures were compared in two different ways, one where the
comparison of the posterior predictive distributions is done in the same parameter
space, having orthogonal posterior predictive samples mapped to original parameter
space before the comparison. Another way was to compare the posterior predictive
distributions of different parametrization in their native parameter spaces and nor-
malize the comparison to be comparative. A smaller difference between the MCMC
and the Laplace approximation would then denote a better approximation by the
51
Laplace method since it would be closer to the approximation of the truth, that is,
the MCMC approximation.
In the example cases that were examined in this thesis, the orthogonal parametriza-
tion’s effect on the accuracy is debatable. Different datasets and different comparison
methods produced different kind of behavior. For example with the smooth data,
the performance of the orthogonal parametrization was worse measured in mean
and covariance difference, but better measured in KL-divergence when the compar-
ison was done in the same parameter space. When the comparison was done in the
native parameter spaces, the mean was better in orthogonal parametrization, but
the covariance and KL-divergence was worse. When the data was generated by the
process having the step function and the comparison was done in the same param-
eter space, the orthogonal mean was worse, orthogonal covariance was better and
KL-divergence showed no significant difference. When the comparison was done in
the native parameter spaces, the mean showed no significant difference but orthog-
onal covariance and KL-divergence were worse. One thing is sure, the accuracy of
the Laplace approximation was not significantly reduced by the orthogonalization in
terms of KL-divergence when the comparison was done in the same space, so in the
context of predictive accuracy, the two parametrizations seemed to perform at least
equivalently. When the parametrizations were compared in their native spaces, the
orthogonal parametrization performed worse in the case of step data.
The computing times on the other hand were decreased significantly by the or-
thogonalization. This result was of course very anticipated, as the natural gradient
method requires an inversion of a matrix and if the matrix is diagonal the inversion
process is O(N) instead of O(N3). Looking at the results for the computing times,
the improvement does not seem to be as radical as going from O(N3) to O(N). The
reason for this is that the bottleneck of the computation is not only the inversion
of the matrix, but also the matrix multiplications involved in the algorithm. There-
fore, the improvement one gets from the orthogonal parametrization limits to the
improvement by constant factors of the time complexity analysis. In practice this
improvement might be significant, but in theory the improvement is considered to
be marginal.
The overall conclusion of this theis is that one would get a faster algorithm by
orthogonalizing the observation model’s parameters, with reduction of predictive
performance only on hard datasets. In fact it is possible that the accuracy can get
better at least with modest sample sizes. However it appears that the orthogonal-
ization could lead to instability of predictions at least with non-smooth generating
processes. One should also note that the above conclusions are only made from
empirical study and they should not be generalized without further examination in
more general context.
The hypothesis of this thesis relied on a proposition that the orthogonalization of
the parameters would improve the "normality" of the posterior and therefore the
accuracy of the Laplace approximation (Hartmann & Vanhatalo, 2018). The propo-
sition can be somewhat justified through the asymptotic behavior of the maximum
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likelihood estimator. In my opinion there is a more important factor to the discus-
sion which is rather optimization based: with a lot of freedom when making the
assumptions when deriving the orthogonal parameters, one should study the pos-
sibility of making these choices so that they would be optimal in the sense of the
normality of the posterior distribution. The choices that are being targeted here are
for example that α1(η1) = exp(η1) and the initial value for the differential equation.
If these choices have an effect on the normality of the posterior, they should indeed
be chosen to increase the normality.
Overall, comparing the parametrization to each other seems like a hard task. The
Bayesian hierarchical framework does not ease the problem, as for example the choice
of hyperparameter prior seemed to have a huge effect on the accuracies. Certainly
the same hyperprior is not sufficient as different parametrization’s latent processes
require different properties in order to fit to the data. For example in this thesis
the orthogonal parametrization required much larger variance parameter as the data
favored large fluctuation in the y-axis.
The effect of the hyperparameters and parametrization is an interesting area of
research that could play a role in increasing accuracy of the approximations and
decreasing the numerical issues and computation times. This area of research should
not be overlooked, but seen as a possibility for easy improvements without the need
for new data or other costly procedures.
The comparison measures of this work can be criticized. The differences between
means and covariances might not reveal the accuracy of the posterior predictive
distribution especially in high dimensions where the distributions can vary even if
the mean and covariances match. For this reason the KL-divergence should be the
measure to focus on, but since the KL-divergence treated in this thesis is approxi-
mative, one could argue about its accuracy. How well does the normal distribution
parametrized with sample mean and covariance of the MCMC chains present the
actual posterior? Both of these are valid points and they should indeed be studied
in more detail and in a context not as empirical as in this thesis. To address this,
other diagnostics were looked into in local experiments. The diagnostics were the
non-normality measures from Kass & Slate (1994). However, these diagnostics were
dropped as they were computationally so heavy that the computations would have
taken way too long. The computing of the results for this thesis took two days for
the smooth data and three days for the step data, which were not optimal for many
iterations that obtaining the results required.
7 Conclusions
The aim of this study was to answer the question if reparametrization affects the
performance of Laplace approximation in the Weibull observation model. The hy-
pothesis was tested on two different generative processes by comparing the closeness
of Laplace approximated posterior predictive distribution and the true posterior
distribution. The true posterior distribution also required an approximation itself,
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which was done by Markov chain Monte Carlo sampling. The conclusion of this
thesis is that the reparametrization of the observation model decreases the comput-
ing time required for the Laplace approximation. The predictive preformance of the
orthogonal parametrization showed mixed performance, having better accuracy in
some measures and worse in others. Therefore, it is not possible to conclude that
the orthogonalization would improve the Laplace approximation’s accuracy in all
cases.
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Appendixes
A Fisher information for Weibull distribution
Consider the density function of a random variable X that follows a Weibull distri-
bution with parameters α1 and α2
fX(x) =
{
α1α2 (a2x)
α1−1 exp (−(α2x)α1) , if x ≥ 0
0 , otherwise.
Then the Fisher information I with elements
Ii,j = E
[(
∂
∂αi
log(p(y|α))
)(
∂
∂αj
log(p(y|α))
)]
= E
[
− ∂
2
∂αi∂αj
log(p(y|α))
]
,
(61)
can be denoted by matrix notation with
I =
[
a11 a12
a21 a22
]
. (62)
In order to achieve the analytical solutions of the Fisher information matrix’s terms
some intermediate results are needed. First, the moment generating function of the
logarithm of Weibull distribution is required, which is
E
[
Xk
]
= E [exp (k logX)] =
Γ
(
k
α1
+ 1
)
αk2
. (63)
Then, two more detailed results are required. First one of these is that
E
[
log(X)Xk
]
=
∫ ∞
0
log(x)xkα1α2(α2x)
α1−1 exp(−(α2x)α1)dx
=
∫ ∞
0
log
(
µ
1
α1
α2
)
µ
k
α1
αk2
α1α2
(
µ
1
α1
)α1−1
exp(−µ)µ
1
α1
−1
α1α2
dµ
=
∫ ∞
0
log
(
µ
1
α1
α2
)
µ
k
α1
αk2
exp(−µ)dµ
=
1
α1αk2
∫ ∞
0
µ
k
α1 exp(−µ) log
(
µ
αα12
)
dµ
=
1
α1αk2
∫ ∞
0
µ
k+α1
α1
−1
exp(−µ) (log µ− log(αα12 ))) dµ
=
1
α1αk2
(
Γ(1)
(
k + α1
α1
)
− log (αα12 ) Γ(0)
(
k + α1
α1
))
, (64)
where on the second equality we used the change of variables with
µ = (α2x)
α1 ⇐⇒ x = µ
1
α1
α2
:= φ(µ)
=⇒ φ′(µ) = µ
1
α1
−1
α1α2
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and on the last equality the property of derivatives of the gamma function
∂n
∂xn
Γ(x) =
∫ ∞
0
tx−1e−t(log t)ndt
were used.
The second result is similar to the first result, but the logarithm in the expectation
is squared, yielding to the result
(65)
E
[
log2(X)Xk
]
=
∫ ∞
0
log2(x)xkα1α2(α2x)
α1−1 exp(−(α2x)α1)dx
=
∫ ∞
0
log2
(
µ
1
α1
α2
)
µ
k
α1
αk2
α1α2
(
µ
1
α1
)α1−1
exp(−µ)µ
1
α1
−1
α1α2
dµ
=
1
α21α
k
2
∫ ∞
0
µ
k
α1 exp(−µ) log2
(
µ
αα12
)
dµ
=
1
α21α
k
2
∫ ∞
0
µ
k+α1
α1
−1
exp(−µ) (log2 µ− 2 log(αα12 ) log(µ)
+ log2(αα12 ))
)
dµ
=
1
α21α
k
2
(
Γ(2)
(
k + α1
α1
)
− 2 log(αα12 )Γ(1)
(
k + α1
α1
)
+ log2 (αα12 ) Γ
(0)
(
k + α1
α1
))
,
which is achieved with the same treatment as the first one.
With these results, the elements of the Fisher information matrix for Weibull dis-
tribution are straightforward to calculate.
Starting the calculations with a11, the log-density is differentiated twice and the first
derivative is given by
∂
∂α1
log fX(x) =
1
α1
+ logα2 + log x− log(α2x)(α2x)α1 . (66)
Differentiating the first gradient again will lead the second derivative to take the
form of
(67)
∂2
∂α21
log fX(x) = − 1
α21
− (logα2 + log x)2 (α2x)α1
= − 1
α21
− (log2 α2 + 2 logα2 log x+ log2 x)αα12 xα1
= − 1
α21
− αα12
(
log2(α2)x
α1 + 2 logα2 log(x)x
α1 + log2(x)xα1
)
.
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Now taking the expectation of the negative second derivative will lead to the final
form of the first top left element of the Fisher information matrix
a11 = E
[
− ∂
2
∂α21
log fX(x)
]
=
1
α21
+ αα12
(
log2(α2)E [xα1 ] + 2 logα2E [log(x)xα1 ] + E
[
log2(x)xα1
])
=
1
α21
+ αα12
(
log2(α2)
Γ(2)
αα12
+ 2 logα2
1
α1α
α1
2
(Γ′(2)− log(αα12 )Γ(2))
+
1
α21α
α1
2
(
Γ(2)(2)− 2 log(αα12 )Γ(1)(2) + log2(αα12 )Γ(2)
))
=
1
α21
+ αα12
(
log2 α2
αα12
+
2 log(α2)Γ
(1)(2)
α1α
α1
2
− 2α1 log
2(α2)
α1α
α1
2
+
Γ(2)(2)
α21α
α1
2
− 2 log(α
α1
2 )Γ
(1)(2)
α21α
α1
2
+
log2(αα12 )
α21α
α1
2
)
=
1
α21
+log2 α2 +
2 log(α2)Γ
(1)(2)
α1
−2 log2 α2 + Γ
(2)(2)
α21
− 2 log(α2)Γ
(1)(2)
α1
+log2 α2
=
1
α21
(
1 + Γ(2)(2)
)
=
1
α21
(
1 + Ψ(1)(2) + Ψ2(2)
)
=
1
α21
(
1 + Ψ(1)(1)− 1 + Ψ2(2))
=
1
α21
(
Ψ(1)(1) + Ψ2(2)
)
.
(68)
Notice that on the third equality we used the results (63), (64) and (65) defined
above. The 4th equality follows from the fact that Γ(1) = Γ(2) = 1. The 7th equality
arises from the relationship between Gamma function and Digamma function Ψ(x)
Ψ(x) =
∂
∂x
log Γ(x) =
Γ(1)(x)
Γ(x)
=⇒ Ψ(1)(x) = Γ
(2)(x)
Γ(x)
−Ψ2(x)
⇐⇒ Γ(2)(x) = Γ(x) (Ψ(1)(x) + Ψ2(x)) ,
and the 8th equality follows from the property of the trigamma function Ψ(1)(z+1) =
Ψ(1)(z)− 1
z2
.
The second term a12 = a21 follows from the similar straightforward, but laborious
calculations. The first derivative is already derived in (66) and taking the derivative
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with respect to α2 yields to the following equation
∂2
∂α1∂α2
log fX(x) =
1
α2
− xα1
(
1
α2x
xαα12 + log(α2x)α1α
α1−1
2
)
=
1
α2
− xα1 (αα1−12 + (log(α2) + log(x))α1αα1−12 )
=
1
α2
− xα1 (αα1−12 + log(α2)α1αα1−12 + log(x)α1αα1−12 )
=
1
α2
− αα1−12 xα1 − α1αα1−12 log(α2)xα1 − α1αα1−12 log(x)xα1
=
1
α2
+
(−αα1−12 − α1αα1−12 log(α2))xα1 − α1αα1−12 log(x)xα1 .
(69)
Taking the expectation of the above partial derivative multiplied by −1 will lead to
the solution of non-diagonal elements of the Fisher information matrix
(70)
a12 = E
[
− ∂
2
∂α1∂α2
log fX(x)
]
= − 1
α2
− (−αα1−12 − α1αα1−12 log(α2))E [xα1 ] + α1αα1−12 E [log(x)xα1 ]
= − 1
α2
− (−αα1−12 − α1αα1−12 log(α2)) Γ(2)αα12
+ α1α
α1−1
2
1
α1α
α1
2
(
Γ(1)(2)− log(αα12 )Γ(2)
)
= − 1
α2
+
1
α2
+
α1 log(α2)
α2
+
1
α2
(
Γ(1)(2)− log(αα12 )
)
=
α1 log(α2)
α2
+
Γ(1)(2)
α2
− α1 log(α2)
α2
=
Γ(1)(2)
α2
=
Ψ(2)
α2
=
Ψ(1) + 1
α2
,
which again uses the properties of digamma function and the results (63) and (64)
presented at the beginning of this appendix.
The third and last element of the Fisher information matrix follows a similar proce-
dure as the ones before it, first taking a derivative of the log density function with
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respect to α2
(71)
∂
∂α2
log fX(x) =
1
α2
+
α1 − 1
α2
− α1 (α2x)α1−1 x
=
1
α2
+
α1 − 1
α2
− α1xα1αα1−12 ,
and then the second derivative
(72)
∂2
∂α22
log fX(x) = − 1
α22
− α1 − 1
α22
− α1xα1 (α1 − 1)αα1−22
= −α1
α22
− αα1−22 α21xα1 + α1αα1−22 xα1 .
After this taking the negative expectation of the above equation will lead to the
final form of bottom right element of the Fisher information matrix
a22 = E
[
− ∂
2
∂α22
log fX(x)
]
=
α1
α22
+ αα1−22 α
2
1
1
αα12
− αα1−22 α1
1
αα12
=
α21
α22
.
These results were presented in Gupta & Kundu (2006) and they are revised with
calculations in this thesis. With the justification of the above calculations, the
analytical forms for elements of the Fisher information matrix (62) for Weibull
distribution are
a11 =
1
α21
(
Ψ(1)(1) + Ψ2(2)
)
(73)
a12 =
Ψ(1) + 1
α2
(74)
a22 =
α21
α22
. (75)
B Predictive distribution given f
Consider that a set of training inputs f at locations X ∈ Rn×p have been obtained
and the future interest is in the values of f∗ at test locations X∗ ∈ RN∗×p. The
probabilistic predictions’ target is to solve the posterior distribution of the test values
p(f∗|X∗,f). To achieve this, the focus is to first take a look of the joint distribution
as it is just constant away from the posterior, when f∗ is thought as the argument of
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the joint density function. Prior belief is, that the distribution is normal regardless
of the split between training and test points, the joint distribution is then
(76)
[
f
f∗
]
∼ N
[µfµf∗
]
,
[
K(X,X) K(X,X∗)
K(X∗,X) K(X∗,X∗)
]
︸ ︷︷ ︸
:=Σ
 .
Before jumping in to the result of the posterior predictive p(f∗|X∗,f), some results
are presented.
Lemma 2. With all vectors u and v and for symmetric matrix Z, that is Z = ZT ,
we have the following result
uTZu− 2uTZv + vTZv = (u− v)TZ(u− v)
= (v − u)TZ(v − u).
Proof.
(77)
uTZu− 2uTZv + vTZv = uTZu− uTZv − uTZv + vTZv
= uTZ(u− v)− (uT − vT )Zv
= uTZ(u− v)− (u− v)TZv
= uTZ(u− v)− vTZ(u− v)
= (uT − vT )Z(u− v)
= (u− v)TZ(u− v),
and the last equality of the lemma follows if the middle term in the beginning is
rearranged as −2uTZv = −2vTZu, which is fine, because both are the same real
number, and then doing the same steps of the proof with this term.
Lemma 3. For any block matrix Z =
[
Z11 Z12
Z21 Z22
]
the determinant has the following
property
det(Z) = det(Z11) det(Z22 − ZT12Z−111 Z12).
Proof. Block matrix can be written as
(78)
[
Z11 Z12
Z21 Z22
]
=
[
Z11 0
ZT12 I
] [
I Z−111 Z12
0 Z22 − ZT12Z−111 Z12
]
.
Then, with the properties of determinant it is possible to write that the determinant
of Z is
(79)
det
([
Z11 Z12
Z21 Z22
])
= det
([
Z11 0
ZT12 I
] [
I Z−111 Z12
0 Z22 − ZT12Z−111 Z12
])
= det
([
Z11 0
ZT12 I
])
det
([
I Z−111 Z12
0 Z22 − ZT12Z−111 Z12
])
= det(Z11) det(Z22 − ZT12Z−111 Z12).
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The following calculations will take up a lot of space and for that reason abbrevi-
ations for Σ−1 =
[
A˜ C˜
C˜T B˜
]
and Σ =
[
A C
CT B
]
are made. Deriving the posterior
predictive distribution starts by rewriting the joint density function of f and f∗
pf ,f∗(f ,f∗)
= (2pi)−n/2 det(Σ)−1/2 exp
(
−1
2
([
f
f∗
]
−
[
µf
µf∗
])T [
A˜ C˜
C˜T B˜
]([
f
f∗
]
−
[
µf
µf∗
]))
= (2pi)−n/2 det(Σ)−1/2 exp
(
−1
2
[
(f − µf )T (f∗ − µf∗)T
] [ A˜ C˜
C˜T B˜
] [
f − µf
f∗ − µf∗
])
: = (2pi)−n/2 det(Σ)−1/2 exp
(
−1
2
Q(f ,f∗)
)
.
(80)
The term Q(f ,f∗) can be presented in the form of
Q(f ,f∗) = (f − µf )T A˜(f − µf ) + (f∗ − µf∗)T C˜T (f − µf )
+ (f − µf )T C˜(f∗ − µf∗) + (f∗ − µf∗)T B˜(f∗ − µf∗)
= (f −µf )T A˜(f −µf ) + 2(f −µf )T C˜(f∗−µf∗) + (f∗−µf∗)T B˜(f∗−µf∗),
(81)
where last equality follows from the fact that
(82)
(f∗ − µf∗)T C˜T (f − µf ) =
(
C˜(f∗ − µf∗)
)T
(f − µf )
=
(f − µf )T C˜(f∗ − µf∗)︸ ︷︷ ︸
∈R
T
= (f − µf )T C˜(f∗ − µf∗).
From inverse of partitioned matrices results (Gentle, 2007) we know that
A˜ = A−1 + A−1CMCTA−1
C˜ = −ATCM
C˜T = −MCTA−1
B˜ = M = (B − CTA−1C)−1,
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which yields to Q(f ,f∗) to take the form of
Q(f ,f∗) = (f − µf )T
[
A−1 + A−1CMCTA−1
]
(f − µf )
− 2(f − µf )TA−1CM(f∗ − µf∗) + (f∗ − µf∗)TM(f∗ − µf∗)
= (f − µf )TA−1(f − µf )T + (f − µf )TA−1C︸ ︷︷ ︸
uT
M CTA−1(f − µf )︸ ︷︷ ︸
u
−2(f − µf )TA−1CM (f∗ − µf∗)︸ ︷︷ ︸
v
+(f∗ − µf∗)TM(f∗ − µf∗)
= (f − µf )TA−1(f − µf )T
+
[
(f∗ − µf∗)− CTA−1(f − µf )
]T
M
[
(f∗ − µf∗)− CTA−1(f − µf )
]
= (f − µf )TA−1(f − µf )T︸ ︷︷ ︸
:=Q1(f)
+
[
f∗ − (µf∗ + CTA−1(f − µf ))
]T
M
[
f∗ − (µf∗ + CTA−1(f − µf ))
]︸ ︷︷ ︸
:=Q2(f ,f∗)
= Q1(f) +Q2(f ,f∗).
(83)
Notice that on the third equality we used Lemma 2, and to emphasize it, the under-
braces are used to state the correspondence in notation for u and v in the lemma.
Finally, the joint probability density function can be written as
(84)
pf ,f∗(f ,f∗)
= (2pi)−n/2 det(Σ)−1/2 exp (Q1(f) +Q2(f ,f∗))
= (2pi)−nf/2(2pi)−nf∗/2 det(A)−1/2 det(M−1)−1/2 exp(Q1(f)) exp(Q2(f ,f∗))
= (2pi)−nf/2 det(A)−1/2 exp(Q1(f))(2pi)−nf∗/2 det(M−1)−1/2 exp(Q2(f ,f∗))
= N (f |µf , A)N (f∗|b,M−1),
where Lemma 3 was used on the second equality, and the mean of the second term
is defined as b := µf∗ + CTA−1(f − µf ). Now it is possible to derive the posterior
from this by first noticing that the marginal of f is
(85)
pf (f) =
∫
pf ,f∗(f ,f∗)df∗
=
∫
N (f |µf , A)N (f∗|b,M−1)df∗
= N (f |µf , A).
With the above results, the posterior predictive distribution for latent process can
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be written as
(86)
pf∗|f (f∗|f) =
pf∗,f (f∗,f)
pf (f)
=
N (f |µf , A)N (f∗|b,M−1)
N (f |µf , A)
= N (f∗|b,M−1).
Rewriting b andM−1 in the terms from covariance matrix from (76), and setting the
prior means to µf = 0 and µf∗ = 0, the analytical solution of posterior predictive
distribution for latent process becomes
(87)f∗ |X∗,X,f ∼ N
(
K(X∗,X)K(X,X)−1f ,
K(X∗,X∗)−K(X∗,X)K(X,X)−1K(X,X∗)
)
.
C Predictive statistics given y
Posterior predictive mean for latent variable given the observations y is achieved by
using Fubini’s theorem and the analytical solution of posterior predictive of latent
process given the latent process (87)
(88)
E [f∗|X,y,x∗] =
∫
f∗p(f∗|X,y,x∗)df∗
=
∫
f∗
∫
p(f∗,f |X,y,x∗)dfdf∗
=
∫ ∫
f∗p(f∗|X,f ,x∗)p(f |X,y)df∗df
=
∫ (∫
f∗p(f∗|X,f ,x∗)df∗
)
p(f |X,y)df
=
∫
E [f∗|f ,X,x∗] p(f |X,y)df
=
∫
kT∗K
−1fp(f |X,y)df
= kT∗K
−1
∫
fp(f |X,y)df
= kT∗K
−1E [f |X,y] .
The posterior predictive variance for latent is achieved through the law of total
variance
(89)
V ar [f∗|X,y,x∗] = Ef [V ar [f∗|X,x∗,f ]] + V arf [E [f∗|X,x∗,f ]]
= Ef
[
k∗∗ − kT∗K−1k∗
]
+ V arf
[
kT∗K
−1f |X,y]
= k∗∗ − kT∗K−1k∗ + kT∗K−1V arf [f |X,y]K−1k∗
= k∗∗ − kT∗
(
K−1 −K−1V arf [f |X,y]K−1
)
k∗.
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D Kullback-Leibler divergence between two multivariate Gaus-
sian distributions
Theorem 4. Given two Gaussian distributions p(x) ∼ N(µ1,Σ1) and q(x) ∼
N(µ2,Σ2), the KL-divergence is analytical, given by
KL(p||q) = 1
2
(
log
det Σ2
det Σ1
− d+ Tr(Σ−12 Σ1) + (µ1 − µ2)TΣ−12 (µ1 − µ2)
)
, (90)
where d is the dimension of the Gaussian distributions.
Proof. The proof follows from matrix algebra by the following steps
(91)
KL(p||q) =
∫
p(x) log
p(x)
q(x)
dx
=
∫
p(x) log
(
det(Σ2)
1
2
det(Σ1)
1
2
· exp(−
1
2
(x− µ1)TΣ−11 (x− µ1))
exp(−1
2
(x− µ2)TΣ−12 (x− µ2))
)
dx
=
1
2
log
det(Σ2)
det(Σ1)
− 1
2
∫
(x− µ1)TΣ−11 (x− µ1)p(x)dx
+
1
2
E
[
(x− µ2)TΣ−12 (x− µ2)
]
=
1
2
log
det(Σ2)
det(Σ1)
− 1
2
E
[
(x− µ1)TΣ−11 (x− µ1)
]
+
1
2
E
[
(x− µ2)TΣ−12 (x− µ2)
]
=
1
2
log
det(Σ2)
det(Σ1)
− 1
2
E
[
Tr
[
(x− µ1)TΣ−11 (x− µ1)
]]
+
1
2
E
[
(x− µ2)TΣ−12 (x− µ2)
]
=
1
2
log
det(Σ2)
det(Σ1)
− 1
2
E
[
Tr
[
(x− µ1)(x− µ1)TΣ−11
]]
+
1
2
E
[
(x− µ2)TΣ−12 (x− µ2)
]
=
1
2
log
det(Σ2)
det(Σ1)
− 1
2
Tr[E[
∼N(0,Σ1)︷ ︸︸ ︷
(x− µ1)(x− µ1)T ]Σ−11 ]
+
1
2
E
[
(x− µ2)TΣ−12 (x− µ2)
]
=
1
2
log
det(Σ2)
det(Σ1)
− 1
2
Tr
[
Σ1Σ
−1
1
]
+
1
2
(
(µ1 − µ2)TΣ−12 (µ1 − µ2) + Tr(Σ−12 Σ1)
)
=
1
2
(
log
det(Σ2)
det(Σ1)
− d+ Tr(Σ−12 Σ1) + (µ1− µ2)TΣ−12 (µ1− µ2)
)
,
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where on the 7th equality the equations (377) and (380) from Petersen & Pedersen
(2012) were used. Notice also that the trace is linear operation and hence it is
possible to change the order of expectation and trace.
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