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Abstract
This paper discusses the convergence rates of genetic algorithms by using the minorization
condition in the Markov chain theory. We classify genetic algorithms into two kinds: one with
time-invariant genetic operators, another with time-variant genetic operators. For the former case,
we have obtained the bound on its convergence rate on the general state space; for the later case,
we have bounded its convergence rate on the nite state space. c© 1999 Published by Elsevier
Science B.V. All rights reserved.
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1. Introduction
One fundamental question about genetic algorithms (GAs in short) [3, 6, 7, 10] is
their convergence rates: how quickly can the populations come to include the individ-
uals with the highest tness value? In theory, we should give an estimation on the
bounds of the convergence rates of GAs.
A few results about the convergence rate of the GAs are obtained. Back [2] and
Muhlenbein [13] made the rst steps in this direction, Suzuki [20] derived a low-bound
of the convergence rate for the simple GAs and Simulated Annealing-like (SA-like in
short) GAs, but his approach focused on the eigenvalue analysis of the transition
matrix. Rudolph [17] analyzed the convergence rate of GAs for the convex problem.
And recently, some more work regarding the eciency of evolutionary algorithms has
been reported in Rudolph’s book [18].
In mathematics, a theory about the convergence rates of Markov chains has been
developed [14, 15] and is applied to analyze the convergence rates of stochastic algo-
rithms [11, 12]. For the Markov chain on the nite state space, the convergence rate
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can be obtained by analyzing the eigenvalue of its transition matrix; for the Markov
chain on the general state space, its convergence rate can be bounded by the coupling
and minorization condition method.
In this paper we apply the minorization method to GAs and give some answers
to the question of the convergence rates of GAs. Our main results are that: for the
GAs with time-invariant genetic operators, their convergence rate can be bounded by
kt−k6(1−)[t=t0]−1, where t is the probability distribution of the population at time
t,  is an invariant probability distribution and  is a positive with 61. For the GAs
with time-variant operators, their convergence rate is that: kt − k6inft06l<t f(1 −
)[l=t0]−1 +
P1
k=1 ak=g, where t is the probability distribution of the population at
time t,  is an invariant probability distribution,  is a positive with 61 and
P1
k=1 ak
converges.
This paper is organized as follows: In Section 2 we establish the Markov chain
models for GAs. In Section 3 we introduce some results about convergent rates of
Markov chains. In Section 4 we apply these results to GAs and get some bounds of
the convergent rates of GAs. We come to our conclusions in Section 5.
2. Markov chain model for genetic algorithms
In this paper we classify the GAs into two kinds: GAs-I, whose mutation, crossover
and selection operators are time-invariant; GAs-II, whose genetic operators are time-
variant. This section will show that the mathematical model of GAs-I is a stationary
Markov chain, and the mathematical model of GAs-II is a non-stationary Markov chain.
We list some properties and if a GA satises these properties, then it converges to the
global optimal set and its convergence rate can be bounded.
2.1. Markov chain model for GAs-I
Consider the optimization problem:
maxff(x); x2X g (1)
where X is a measurable space, and we assume it is bounded and compact. f(x) is
the tness function with jf(x)j<1. We assume that the above problem always has at
least one solution and denote the global optimal set by Sopt= fx; jf(x)− fmaxj=0g.
Let () is a measure in the space X , usually Sopt consists of a few points and its
measure is (Sopt)= 0, but it is not easy to analyze a set with zero measure. So for the
exibility of analysis, if (Sopt)= 0, we consider an enlarged set Sopt−= fx; jf(x)−
fmaxj6g, where  is a small positive. Sopt− is a set with a positive measure and we use
it instead of the set Sopt. Under this meaning, we assume that (Sopt)>0 in this paper.
GAs-I for solving the above problem is briey descried as follows:
(i) choose an initial population
(ii) determine the tness of each individual
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(iii) perform selection
(iv) REPEAT
(a) perform mutation
(b) perform crossover
(c) determine the tness of each individual
(d) perform selection
(v) UNTIL some stopping criterion holds
Let us dene some terms used in GAs.
Denition 1. The space X is called the individual space, where each point x in X is
called an individual. The product space XN =X X    X is called the population
space, where x in XN is called a population consisting of N individuals, denoted by
x= fx1; : : : ; xNg. The tness of a population is: f(x)= maxff(xi); xi 2 xg, and the
global optimal set is: SNopt= fx; 9xi 2 x; xi 2 Soptg.
We can dene a product measure for the space XN from the measure (), with-
out any confusion, we still denote the product measure as (), and then we have
(SNopt)>0.
Markov chain theory has been used to analyze the GAs [5, 7, 8, 16], now we describe
the Markov chain Model of GAs-I.
Assume that (t) is the population state at time t, M (t) the population state after
mutation, C(t) the population state after crossover, S(t) the population state after
selection, and (t+1)= S(t), then (t); M (t), C(t); S(t) and (t+1) are all random
variables on the state space XN .
The evolution of the population states is
(t)! M (t)! C(t)! S(t)! (t + 1)
In GAs-I, every operator is not changed with time, so the transition probability
function is invariant with time.
Mutation operator can be described by a mutation transition probability function:
PM (x; A)=PM (M (t)2A j (t)= x)
where AXN is a subset.
Crossover operator can be described by a crossover transition probability function:
PC(x; A)=PC(C(t)2A j M (t)= x)
Selection operator can be described by a selection transition probability function:
PS(x; A)=PS(S(t)2A j C(t)= x)
Then GAs-I is modeled by a stationary Markov chain f(t) ; t 2Z+g on the state
space XN , whose transition probability is given by Kolmogorov-Chapman equation:
P(x; A)=
Z
y
Z
z
PM (x; dy)PC(y; dz)PS(z; A): (2)
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In this paper, we do not pay more attention on the detail of genetic operators but
assume the operators satisfy some properties. Under these properties, GAs-I converges
to the global optimal set and we also can bound its convergence rate.
By our intuition, we see that if a GA converges to the global optimal set, it should
satisfy the following properties:
(1) Starting from any initial population (1)= x, it is possible for the GA to visit
the global optimal set after nite transitions, that means, the global optimal set is
accessible.
(2) If we have found an individual with the highest tness value, we had better
to reserve it, otherwise we will lose it again, that means, the global optimal set is
absorbing.
Let us express the above intuitive ideas in more details. We assume GAs-I satises
the following properties.
The mutation operator is assumed to satisfy the following property.
Property 1. For any time t; if (t)2 SNopt ; then
M (t + 1)2 SNopt
Remark. Property 1 is called the elitist strategy, that means, the individual with the
highest tness value is always kept.
We assume the crossover operator satises the following property:
Property 2. For any time t; if M (t)2 SNopt ; then
C(t + 1)2 SNopt
The selection operator is assumed to satisfy the following property:
Property 3. For any time t; if C(t)2 SNopt then
S(t + 1)2 SNopt
We assume the transition probability function satises the following property:
Property 4. There exists some time t0; for any initial population (1)= x; any mea-
surable subset A SNopt and some (x)>0; the transition probability function
satises:
P(1; t0; x; A)>(x)(A)
Remark. Property 4 is called the accessibility, that means, starting from any initial
population x, the global optimal set is accessible after nite probability transitions.
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2.2. Markov chain model for GAs-II
Let us consider the optimization problem on the nite state space:
maxff(x); x2X g (3)
where X is a nite state space, f(x) is the tness function and jf(x)j<+1.
GAs-II for solving the problem (3) is described briey as follows:
(i) choose an initial population
(ii) determine the tness of each individual
(iii) perform selection
(iv) REPEAT
(a) change mutation, crossover and selection operator
(b) perform mutation
(c) perform crossover
(d) determine the tness of each individual
(e) perform selection
(v) UNTIL some stopping criterion holds
Diering from GAs-I, the mutation, crossover and selection operators in GAs-II will
be changed with the time.
GAs-II can be modeled by a non-stationary Markov chain. We still denote (t) as
the population state at time t, M (t) the population state after mutation, C(t) the
population state after crossover, S(t) the population state after selection, and (t +
1)= S(t), then (t); M (t); C(t); S(t) and (t + 1) are all random variables on the
state space XN .
In the nite state space, the probability transition can be described by a transition
matrix.
Mutation operator is described by a mutation transition probability matrix PM (t)
whose element is
PM (t; x; y)=PM (M (t)= y j (t)= x)
Crossover operator is described by a crossover transition probability matrix PC(t) whose
element is
PC(t; x; y)=PC(C(t)= y j M (t)= x)
Selection operator is described by a selection transition probability matrix PS(t) whose
element is
PS(t; x; y)=PS(S(t)= y j C(t)= x)
where PM (t), PC(t) and PS(t) in GAs-II depend on t.
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So GAs-II can be described by a non-stationary Markov chain f(t); t 2Z+g on
the state space XN , whose transition matrix is given by the Kolmogorov{Chapman
equation:
P(t; x; y) = P((t + 1)= y j (t)= x)
=
P
u2XN
P
v2XN
PM (t; x; u)PC(t; u; v)PS(t; v; y) (4)
and denoted in the matrix form:
P(t)=PM (t)  PC(t)  PS(t):
In the similar way, we assume that GAs-II satises some properties, which guarantee
GAs-II to converge to the global optimal set.
Mutation operator is assumed to satisfy the following properties:
Property 5. (a) For any time t; if (t)2 SNopt ; then
M (t + 1)2 SNopt
(b) For the matrix sequence fPM (t); t=1; 2; : : :g; there exists some matrix PM ; such
that:
lim
t!1 kPM (t)− PMk=0
where k k is taken as the norm k k1; and
P1
t=1 supm>0 kPM (m+ t)−PMk converges.
Remark. Property 5(a) is the elitist strategy, that means, the individuals with the high-
est tness value will always be kept in the mutation. 5(b) is the asymptotic convergence
of the transition probability matrix, that means, the mutation transition matrix sequences
will converge.
Crossover operator is assumed to satisfy the following properties:
Property 6. (a) For any time t; if M (t)2 SNopt ; then
C(t + 1)2 SNopt
(b) For the matrix sequence fPC(t); t=1; 2; : : :g; there exists some matrix PC; such
that
lim
t!1 kPC(t)− PCk=0
and
P1
t=1 supm>0 kPC(m+ t)− PCk converges.
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The selection operator is assumed to satisfy the following properties:
Property 7. (a) For any time t; if C(t)2 SNopt ; then
S(t + 1)2 SNopt
(b) For the matrix sequence fPS(t); t=1; 2; : : :g; there exists some matrix PS; such
that:
lim
t!1 kPS(t)− PSk=0
and
P1
t=1 supm>0 kPS(m+ t)− PSk converges.
We assumed the probability transition function satises the following property:
Property 8. There exists some time t0; for any population x and any population
y2 SNopt ; there is some positive (x; y)>0; for any time m; it holds:
P(m;m+ t0; x; y)>(x; y)
Remark. Property 8 is the accessibility of the GA-II the nite state space XN .
2.3. Convergence of genetic algorithms
In this section we only list some results about the convergence of GAs, which are
the corollaries of the results about their convergence rate discussed in the later section.
In this paper GAs-I is dened on the general state space, so we use the total variation
distance to discuss the convergence of Markov chain on the measurable space. We give
some denitions rst.
Suppose 1 and 2 are two probability measures dened on a measurable space XN ,
dene their total variation distance [15] as
k1 − 2k= sup
A XN
j1(A)− 2(A)j
where A is any measurable set in XN .
Suppose that  is a probability distribution on XN , it is invariant for the Markov
chain f(t); t=1; 2; : : :g with transition function P(x; A) [1] if and only if
(A)=
Z
XN
P(x; A)(dx) for all measurable sets AXN
The convergence of a Markov chain under the total variation distance is given as
follows [1, 15]:
Denition 2. For a Markov chain f(t); t 2Z+g with the transition probability function
P(x; A), denote 1 as the initial probability distribution of (1) and t the probability
distribution of (t). If there is an invariant probability distribution  of P such that
lim
t!1 kt − k=0
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then t is called to converge to . Furthermore if there is a set AXN , such that
(A)= 1, then t is called to converge to the set A globally.
For the GAs-I, we have following result about its convergence, which is a corollary
of Theorem 5 in the next section. So we do not prove it here.
Theorem 1. Assume XN is a measurable space. If the Markov chain f(t); t 2Z+g
is given by (2) and satises Properties 1; 2; 3 and 4; then starting from any popula-
tion (1)= x; the chain converges to the global optimal set; that is; there exists an
invariant measure  of P; such that
(SNopt)= 1
and
lim
t!1 kt − k=0
where t is the probability distribution of (t).
In this paper, GAs-II is dened on the nite state space, so we use the norm k  k1
as distance to discuss the convergence of the Markov chain on the nite state space.
For GAs-II, we have the following result about its convergence, which is a corollary
of Theorem 6 in the next section. So here we do not prove it too.
Theorem 2. Suppose XN is a nite state space; if the Markov chain f(t); t 2Z+g
is given by (4) and satises Properties 5; 6; 7 and 8; then starting from any starting
population (1)= x; the chain converges to the global optimal set; that is; there is
an invariant distribution  of P where P,PM  PC  PS; such that:
(SNopt)= 1
and
lim
t!1 kt − k=0
where t is the probability distribution of (t).
3. Convergence rates for Markov chains
There are various mathematical techniques which are used to bound the convergence
rates of Markov chains, such as, the eigenvalue analysis of the transition matrix, the
approach based on the coupling and minorization condition [15]. Suzuki [20, 21] have
used the former approach to analyze GAs and SA-like GAs and get their convergence
rate, but our paper will use the later technique to discuss the convergence rate of GAs.
Compared with the eigenvalue analysis, the minorization method has an advantage,
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which uses probability ideas directly and can deal with Markov chains on the general
state space.
Let us rst consider the stationary Markov chain in the general space XN .
A Markov chain with the transition function P(x; A) on the space XN is said to
satisfy a minorization condition on a subset RXN , if there is a probability measure
 on XN , some positive integer t0 and some positive >0, such that:
P(1; t0; x; A)> (A) for all x2R (5)
for all measurable subsets AR.
If the minorization condition holds on the entire state space, i.e. R=XN , then the
minorization condition is also called the Doeblin’s condition.
For the stationary Markov chain, we have the following result on the bounds of its
convergence rate [15].
Theorem 3. For any Markov chain f(t); t 2Z+g dened on the measurable space
XN with transition probability function P(x; A); if the chain satises Doeblin’s
condition; that is; there exists a probability measure  () and some >0; some time
t0>0 such that:
P(1; t0; x; A)> (A)
then there exists a unique invariant probability distribution ; for all time t :
kt − k6(1− )[t=t0]−1 (6)
where t is the probability distribution of (t); and [t=t0] is the maximum integer not
more than t=t0.
The above theorem refers to Theorem 3 in Athreya [1], and its proof can be found
in Doob [4] and Rosenthal [15].
Now we turn to the case when XN is a nite state space and consider the non-
stationary Markov chain on it. For the non-stationary Markov chain, we have the
following result about its convergence rate [9]:
Theorem 4. Assume the space XN is a nite state space. If f(t); t 2Z+g is a non-
stationary Markov chain on the space XN with transition matrix fP(t); t 2Z+g and
satises the following conditions:
(1) for any time t>0; dene
at, sup
m′>0
sup
m′′>0
kP(m0 + t)− P(m00 + t)k (7)
then
P1
t=1 at converges;
(2) the chain satises the Doeblin’s condition; that is; there exists some time t0>0
and some positive ; for some state y2 SNopt and for any time m=1; : : : ; such that:
P(m;m+ t0; x; y)>>0
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then the non-stationary Markov chain f(t); t 2Z+g is convergent; and there is an
invariant probability distribution  of the transition matrix P; where P= limt!1 P(t);
for any time m=1; 2; : : : ; t>t0; it holds:
km+t − k6 inf
t06l<t

(1− )[l=t0]−1 +
1P
k=l
ak=

(8)
where m+t is the probability distribution of (m+t) and [t=t0] is the maximum integer
not more than t=t0.
The proof of the theorem refers to Theorem 19 of Chapter 5 in Shi [19] with a
small change of notations.
4. Convergence rates for genetic algorithms
Section 2 has shown that the Markov chain can be used as the mathematical model
of GAs, and Section 3 has given some theorems on the bounds of the convergence rate
of Markov chain, therefore it is nature to combine these results together and derive
some conclusions about the convergence rate of GAs.
4.1. Convergence rate of GAs-I
Assume f(t); t 2Z+g is the stationary Markov chain given by (2), which is the
mathematical model of GAs-I. Our result about its convergence rate is that:
Theorem 5. Assume XN is a bounded and compact measurable space; for the Markov
chain f(t); t 2Z+g given by (2); if it satises Properties 1; 2; 3 and 4; then it con-
verges and there exists some positive >0 and some time t0>0; and an invariant
probability distribution  of P such that
(SNopt)= 1
and starting from any initial population (1)= x; it holds for all time t>0
kk − k6(1− )[t=t0]−1
where t is the probability distribution of (t).
Before we prove the theorem, we rst give some lemmas and then use these lemmas
to prove Theorem 5.
The following lemma shows that the chain f(t); t 2Z+g satises Doeblin’s condi-
tion.
Lemma 1. Assume XN is a measurable space; bounded and compact; f(t); t 2Z+g
is the Markov chain given by (2). If the chain satises Properties 1{4; then the
chain satises the Doeblin’s condition; that is; there is a probability measure  () on
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the space XN ; and some time t0>0 and some positive >0; such that; for any set
AXN ; it holds:
P(1; t0; x; A)> (A) (9)
Proof. Dene the probability measure  () on the space XN as follows:
 (A)=
(A\ SNopt)
(SNopt)
for all measuable subsets A
The above denition is valid because we have assumed that (SNopt)>0.
For any initial population (1)= x, and any measurable subset AXN , let us con-
sider the two cases of the set A:
(1) If (A\ SNopt)= 0, then  (A)= 0, so we always have:
P(1; t0; x; A)> (A)= 0:
(2) If (A\ SNopt)>0, then  (A)>0, from Property 4, we get
P(1; t0; x; A)> P(1; t0; x; A\ SNopt)
> (x)(A\ SNopt)
= (x)(SNopt) (A)
Since XN is a bounded compact space, then we have
= inff(x)(SNopt); x2XNg>0:
Considering the above two case together, we have: for the time t0 and the positive
>0, starting from any initial population x, it holds:
P(1; t0; x; A)> (A) (10)
This proves the chain satises the Doeblin’s condition.
Remark. The time t0 can be thought as the rst-visit time to set SNopt starting from
any initial population x2XN , and the positive  can be regarded as the rst-visit
probability to set SNopt starting from any x2XN .
Lemma 2. Assume f(t); t 2Z+g is the Markov chain given by (2); if it satises
Properties 1{4; then for any invariant probability distribution  of P; it holds:
(SNopt)= 1
Proof. Suppose that (SNopt)= 1 is false, that means
(XN − SNopt)>0:
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From Properties 1{3, for any population x2 SNopt and the set XN − SNopt , we have
P(x; X N − SNopt)= 0: (11)
Since  is an invariant probability distribution of P, we have for any measurable set A:
(A)=
Z
XN
P(x; A)(dx)
and then
(A)=
Z
XN
P(1; t0; x; A)(dx)
we denote it in short form: (A)=
R
XN P
t0 (x; A)(dx).
Take A=XN − SNopt , then we have
(XN − SNopt)=
Z
XN
Pt0 (x; X N − SNopt)(dx)
and from (11), we get
(XN − SNopt) =
Z
XN
Pt0 (x; X N − SNopt)(dx)
=
Z
XN−SNopt
Pt0 (x; X N − SNopt)(dx)
From Property 4, we know that Pt0 (x; SNopt)>0, we have P
t0 (x; X N − SNopt) < 1, then
we have
0<(XN − SNopt)=
Z
XN−SNopt
Pt0 (x; X N − SNopt)(dx)
<
Z
XN−SNopt
(dx)= (XN − SNopt)
This is a contradiction, we must have (SNopt)= 1:
Now we can prove Theorem 5.
Proof. From Lemma 1 and Theorem 3, we know f(t); t 2Z+g converges in the rate
kt − k6(1 − )[t=t0]−1, and from Lemma 2, we get (SNopt)= 1, so f(t); t 2Z+g
converges to SNopt :
This theorem gives the bound on the convergence rate of GAs-I, and also shows
that the convergence rate is controlled by the rst-visit time t0 and the rst-visit prob-
ability . So there are two ways to improve the convergence rate: one is to increase
the rst-visit probability , another is to decrease the rst-visit time t0.
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Remark. Given any preciseness >0, if we want kt − k6, it only needs that
(1− )[t=t0]−16, that means when the time t
t>t0

ln 
ln(1− ) + 1

(12)
the GA will arrive at the demanded preciseness.
4.2. Convergence rate of GAs-II
Assume f(t); t 2Z+g is the Markov chain given by (4), which is the mathematical
model of GAs-II, our result about its convergence rate is that:
Theorem 6. Assume XN is a nite state space and f(t); t 2Z+g is the non-stationary
Markov chain given by (4). If it satises Properties 5{8, then there is an invariant
probability distribution  of P where P=PM PC PS such that
(SNopt)= 1
and starting from any initial population x; for any time t>t0 and m=1; 2; : : : ; it
holds
km+t − k6 inf
t06l<t

(1− )[l=t0]−1 +
1P
k=l
ak=

(13)
where m+t is the probability distribution of (m + t) and [t=t0] is the maximum
integer not more than t=t0.
We rst prove some lemmas and then prove Theorem 6 by using these lemmas.
Lemma 3. Assume XN is a nite state space and f(t); t 2Z+g is the Markov chain
given by (4); if it satises Properties 5(b), 6(b) and 7(b), and dene
at = sup
m′>0
sup
m′′>0
kP(m0 + t)− P(m00 + t)k
then
P1
t=1 at converges.
Proof. From Properties 5(b), 6(b) and 7(b), we have limt!1 kPM (t) − PMk=0;
limt!1 kPC(t) − PCk=0 and limt!1 kPS(t) − PSk=0, then from the Kolmogorov{
Chapman equation: P(t)=PM (t) PC(t)  PS(t), we have
lim
t!1 kP(t)− Pk=0
where P=PM PC PS .
Let us consider kP(m0 + t)− Pk, we have
kP(m0 + t)− Pk
= kPM (m0 + t) PC(m0 + t) PS(m0 + t)− PM PC PSk
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6kPM (m0 + t) PC(m0 + t) PS(m0 + t)− PM PC(m0 + t) PS(m0 + t)k
+kPM PC(m0 + t) PS(m0 + t)− PM PC PS(m0 + t)k
+kPM PC PS(m0 + t)− PM PC PSk
6kPM (m0 + t)− PMk+ kPC(m0 + t)− PCk+ kPS(m0 + t)− PSk
and then
sup
m′>0
kP(m0 + t)− Pk
6 sup
m′>0
kPS(m0 + t)− PSk+ sup
m′>0
kPC(m0 + t)− PCk+ sup
m′>0
kPM (m0 + t)− PMk
From Properties 5(b), 6(b) and 7(b), we know:
P
t supm′>0 kPM (m0 + t) − PMk,P
t supm′>0 kPC(m0 + t) − PCk and
P
t supm′>0 kPS(m0 + t) − PSk all converge, soP
t supm′>0 kP(m0 + t)− Pk converges.
sup
m′>0
sup
m′′>0
kP(m0 + t)− P(m00 + t)k
6 sup
m′>0
kP(m0 + t)− Pk+ sup
m′′>0
kP(m00 + t)− Pk (14)
From (14) we have that
P1
t=1 at converges.
Lemma 4. Assume that XN is a nite state space and f(t); t 2Z+g is the Markov
chain given by (4), if the chain satises Properties 5{8; then there exits some integer
t0>0 and some positive >0; for all integer m>0; any population x2XN and any
y2 SNopt ; such that
P(m;m+ t0; x; y)>
Proof. From Property 8, we know, for any x2XN and any y2 SNopt , there exists some
time t0>0 and some (x; y)>0, such that
P(m;m+ t0; x; y)>(x; y)>0
Since XN is a nite state set, so we have
= minf(x; y); x2XN ; y2 SNoptg>0
For the above given time t0>0 and >0, we have for any x2XN and any y2 SNopt
and all integer m>0, it holds:
P(m;m+ t0; x; y)>>0
Lemma 5. Assume XN is a nite state space and f(t); t 2Z+g is the Markov
chain given by (4), if it satises Properties 5{8; then for any invariant probability
distribution  of P where P=PM PC PS; such that:
(x)=
(
>0 if x2 SNopt ;
=0 if x =2 SNopt :
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Proof of the lemma refers to Lemma 2. In fact, Lemma 5 is the special case when
the space XN in Lemma 2 is a nite state space.
Now we can prove the Theorem 6.
Proof. From Lemma 3, Lemma 4 and Theorem 4, it is easy to prove the chain
f(t); t 2Z+g converges to the invariant probability distribution  of P and satis-
es:
km+t − k6 inf
t06l<t

(1− )[l=t0]−1 +
1P
k=l
ak=

(15)
And from Lemma 5, we know (SNopt)= 1 and complete the proof.
Theorem 6 gives the bounds of the convergence rate of GAs-II. Dierent from the
convergence rate of GAs-I, the rate of GAs-II is not only dependent on the rst-visit
time t0 and rst-visit probability , but also dependent on
P1
t=1 at .
Remark. On
P1
t=1 a(t). If the Markov chain is stationary, then P(m
0+ t)=P(m00+ t),
so we always have at =0, and then
P
t at =0; if the Markov chain is non-stationary,
but if the change of P(t) becomes very slowly as the time t increases, that is,
Property 5(b), 6(b) and 7(b) holds, then
P
t at will converge.
5. Conclusions and discussions
We classify GAs into two kinds: one (GAs-I) with time-invariant mutation, crossover
and selection operators, whose mathematical model is a stationary Markov chain; an-
other (GAs-II) with time-variant variable genetic operators, whose mathematical model
is a non-stationary Markov chain.
By using the minorization condition in the Markov chain, we give the bounds of
convergence rate for both cases. Our main conclusions are that:
For GAs-I, if it satises Property 1{4, then it converges to the global optimal set
with the rate:
kt − k6(1− )[t=t0]−1:
For GAs-II, if it satises Properties 5{8, then it converges to the global optimal set
with the rate:
kt − k6 inf
t06l<t

(1− )[l=t0]−1 +
1P
k=l
ak=

:
There are some questions which are worth discussing further:
(1) The bounds on the convergence rate of GAs given in this paper are for the
general case. For some special problem and its GA, can we make a more subtle
estimation on its convergence rate than that given in the general case?
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(2) Our discussions are restricted to GAs with the elitist strategy, that means, the
individuals with the highest tness value will be kept in the evolution, but some work
should be done for the GAs without the elitist strategy. Can we still make some
estimations on the bounds of convergence rates of GAs without the elitist strategy?
(3) Can we weaken the properties of GAs provided in this paper, and still make
some estimations on the bounds of the convergence rates of GAs?
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