Fault prognostic based on AR-LSSVR for electrolytic capacitor by Ming Yin et al.
Ming Yin i dr.                                                                                                                                          Predviđanje greške primjenom AR-LSSVR za elektrolitički kondenzator 
Tehnički vjesnik 24, 3(2017), 783-789                                                                                                                                                                                                             783 
ISSN 1330-3651 (Print), ISSN 1848-6339 (Online) 
DOI: 10.17559/TV-20160517081755 
 
FAULT PROGNOSTIC BASED ON AR-LSSVR FOR ELECTROLYTIC CAPACITOR 
 
Ming Yin, Yanyi Xu, Xiaohui Ye, Shaochang Chen, Hongxia Wang, Feng Xie 
 
Original scientific paper 
This paper puts forward a method of fault prognostic based on Autoregressive - Support Vector Regression Method (AR-LSSVR) for electrolytic 
capacitor. Because the electrolytic capacitor is low in cost and large in volume, it is widely used in power electronic circuits. Firstly it introduces the basic 
model and the fault prognostic algorithm of the AR, LSSVM and AR-LSSVR. The AR-LSSVR prediction model combines the prediction algorithm 
advantage of the LSSVR and the AR model and complements the two to enhance prediction accuracy. It introduces the flow chart of fault trend prediction 
based on AR-LSSVR. Finally, the AR-LSSVR model is applied to the Buck circuit. The results indicate that the AR-LSSVR model performs better in 
trend prediction of electrolytic capacitor. 
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Predviđanje greške primjenom AR-LSSVR za elektrolitički kondenzator 
 
Izvorni znanstveni članka 
U radu se opisuje metoda predviđanja greške na osnovu Autoregressive - Support Vector Regression Metode (AR-LSSVR) za elektrolitički kondenzator. 
Budući da je elektrolitički kondenzator jeftin, a velik, uveliko se primjenjuje u elektroničkim krugovima. Najprije se daje osnovni model i algoritam za 
predviđanje greške za AR, LSSVM i AR-LSSVR. Model AR-LSSVR kombinira  prednosti algoritma LSSVR-a i modela AR te ih dopunjuje kako bi se 
povećala točnost predviđanja. Daje se dijagram toka predviđanja pojave greške na temelju AR-LSSVR. Konačno se AR-LSSVR model primjenjuje na 
Buck strujni krug. Rezultati pokazuju da je predviđanje greške elektrolitičkog kondenzatora bolje primjenom modela AR-LSSVR. 
 





At present, various methods are applied to failure 
prediction of electronic devices. They can be grouped into 
three kinds according to complexity, prediction 
performance, and scope of application: methods based on 
statistical distribution, methods based on data driving and 
methods based on models. Among the three methods, 
their complexity and prediction accuracy increase with 
themselves, while the scope of application decreases. 
Among them, methods based on models are mostly 
applied to electromechanical systems such as aircrafts and 
rotation bodies. In comparison to the study on 
complicated electronic system, the study on failure 
prediction still lags behind as the failure mode and the 
failure mechanism are intricate. Fan Geng et al. [3] 
proposed an adaptive correlation based on artificial fish 
swarm algorithm, and verified the performance of the 
method through the fault prediction of high voltage power 
supply and duo klystron of radar transmitter. Zhu et al. 
[17] proposed a prediction method of gas in power 
equipment oil based on vector regression. Qi Tao [4] 
proposed an analogous circuit fault prediction method 
based on PSO optimized LSSVM penalty factor and 
nuclear parameter. Jiang Y. Y. et al. [5] proposed the fault 
prediction of power electronic circuit-level based on 
LSSVM method. Zhang A. H. et al. [6] proposed a robust 
LSSVR simulation circuit performance online evaluation 
strategy, and realized the output prediction of analog 
circuit. According to the characteristics of electronic 
equipment fault, based on SVR algorithm, supplemented 
with other intelligent algorithms, the fault prediction of 
electronic equipment can be solved.  
The block diagram based on data-driven prediction is 
shown in Fig. 1. First of all, accede to the historical data 
of equipment or system, and select suitable prediction 
model algorithms, and pre-process the data in order to 
input to the prediction model. Then use the equipment or 
system state to predict the future state of equipment or 
system, at the same time according to its life cycle model 

















Figure 1 Prediction based on data driving  
 
Distinguished from mechanical equipment, failure 
prediction of electronic devices may be affected by 
various factors, which brings difficulty to the prediction.  
(1) High integration level. Built-in data check can be 
difficult. As the degradation and failure of electronic 
devices is a micro physical-chemical process, it is almost 
impossible to perform built-in data check. 
(2) Complex failure mechanism and damage model. 
Physical and mathematical models are hard to build up. 
Electronic system failure results from the comprehensive 
interaction of load. As failure mechanisms are multi-fold 
and the time stress damage is intricate, single physical 
failure model is not enough to describe electronic system 
failure. Existing studies focus much on the correlation 
between the single load intensity and the damage while 
making light of the superposed damage. 
(3) Difficult collection of life-cycle characteristic 
parameters. At present, dominant research methods for 
failure prediction of electronic devices such as neural 
network, rely much on the collection of life-cycle 
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characteristic parameters. Usually, they seek for 
premonitory signals, such as the migration of voltage. 
 
2  AR-LSSVR model 
2.1 AR prediction model 
 
The Autoregressive model (AR model) is a typical 
time series signal model. It is featured by linear 
prediction, where data before or after the Nth data is 
deduced according to N given data. 
 
2.1.1 Fundamental principle 
 
AR model presumes that time series are produced 
from the rational transfer function driven by white noise. 
The correlation between input and output of AR(p) model 
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where x(n) is the output sequence, ak is the auto-regressive 
parameter, w(n) is zero mean, the power of white noise is 
2
wσ  and Y(t) = y(t) + ε(t) is the order. The system transfer 
function of AR(p) is: 
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2.1.2 Parameter solving method 
 
Parameter solving methods of AR model include the 
least square method, the Yule-Walker method and the 
Burg method. The least square method uses model 
parameters obtained from simulation based on AR model. 
This paper selects Yule-Walker method and Burg method 
as samples to instruct on how to solve AR model 
parameters. 
(1) Yule-Walker method  
The Yule-Walker method is also named 
autocorrelation method. The Yule-Walker equation 
confirms the correlation between AR model parameters 
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where, Rxx(p) is the autocorrelation function; ap,i (i = 1, 2, 
..., p) is the ith parameter of p-order AR model. When i = 
p, ap,p is called partial correlation coefficient (PARCOR) 
or reflection coefficient. 
This thesis employs the Levinson-Dubin recursive 
algorithm. According to the Yule-Walker equation, AR 
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(2) Burg method  
The Burg method does not need autocorrelation 
function. It is different from the Lebinson-Dubin method 
in that when calculating the reflection coefficient, the 
former not only ensures that the mean square error of 
forward prediction is the minimum, but also makes the 
sum of mean square error of forward and backward 
prediction the minimum. According to the Burg method, 
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where, bp(n) is x(n) forward error of n point sequence and 
ep(n) is x(n) backward error of n point sequence. 
 
2.2  LSSVR prediction algorithms 
 
When there are too many samples, the standard 
support vector regression algorithm is no longer suitable 
to solve quadratic programming, dragging the computing 
speed. But the Least Squares Support Vector Regression 
(LSSVR) is well applied to make a change. It succeeds 
many advantages of SVM, and thus is widely applied to 
prediction of time series. 
The LSSVR regression function is: 
 
( ) ( ) ,T nf x w x b w R b Rf= + ∈ ∈                            (6) 
 
where, f(x) is the prediction output, φ(x) is the non-linear 
function, x is the input, w is the weight, wT is the 
transposition of w, b is the deviation, Rn is N-dimensional 
space of real numbers and R is real numbers. 
The optimal regression function of Support Vector 
Machine (SVM) follows the principle of minimizing the 
structural risk. The regression problem is turned to a 
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where, ei is the error, γ is the constant number, xi is the ith 
component of training samples inputting X = (x1, …, xi, …, 
xn), yi is the ith component of Y = (y1, …, yi, …, yn). 
Ming Yin i dr.                                                                                                                                          Predviđanje greške primjenom AR-LSSVR za elektrolitički kondenzator 
Tehnički vjesnik 24, 3(2017), 783-789                                                                                                                                                                                                             785 
Establishing the Lagrange equation according to the 
duality theorem and introduce the Lagrange factor ai, 
there is: 
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According to the Karush-Kuhn-Tucker theorem, 
LSSVR regression function is obtained： 
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Space mapping is realized through kernel functions. 
Common kernel functions include the linear kernel 
function, the polynomial kernel function, kernel of radial 
basis function, the Sigmoid Kernel function, etc. Results 
show that the radial basis function support vector machine 
possesses favourable generalization and learning ability, 
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In Eq. (7), the regular parameter γ determines the 
penalty on samples that go beyond the accepted error and 
the complexity of the model. In Eq. (10), parameter σ is 
the width of the kernel of radial basis function. The larger 
the value is, the less accuracy the fitting will be but the 
stronger the generalization will be. Therefore, to select the 
correct parameter γ and σ is significant to the accuracy of 
the model. 
 
3  Flow chart of AR-LSSVR model 
 
To put it simple, the AR-LSSVR prediction model 
combines the prediction algorithm advantage of the 
LSSVR and the AR model and makes complementary of 
the two to enhance prediction accuracy. 
As time goes by and with the accumulation of stress 
damage, electronic devices inevitably present non-linear 
regression in their life span. Moreover, affected by 
tolerance, current drift and noises, failure samples possess 
linear stochastic characteristics. The LSSVR model has a 
preeminent non-linear tendency in terms of prediction 
performance and the AR Model performs well in stable 
linear random sequence. If the two are combined, the 
accuracy of failure prediction of electronic devices can be 
largely enhanced theoretically. 
As a result, this thesis combines two models together. 
Firstly, it applies the least square support vector 
regression to non-stationary time series to obtain trend 
term y(t). Then, it erases the trend term of the original 
sequence and obtains stochastic term εt which is stable 
and normally distributed and of zero mean. Last but not 
the least, the trend term model and the stochastic term 
model are superposed to get the non-stationary time series 
LSSVR-AR model, as shown in Eq. (11). Fig. 2 shows its 
basis flow. 
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Figure 2 Flow chart of fault trend prediction based on AR-LSSVR 
 
4 Regression prediction of electrolytic capacitor 
performance based on the AR-LSSVR model 
 
In response to this, the thesis studies performance 
regression of electrolytic capacitor with typical power 
electronic circuits Buck circus as the research object. It 
verifies the failure prediction ability of the AR-LSSVR 
model on electronic devices. 
 
4.1  Reasons for failure 
 
In power electronic circuits, the electrolytic capacitor 
mainly serves as smoothing, accumulating energy and 
filters alternating voltage. Despite the abnormal failure 
due to some occasional causes, most failures of 
electrolytic capacitor are caused by the gradual 
evaporation and exhaustion of electrolyte as time goes by, 




Figure 3 Equivalent circuit of electrolytic capacitor 
 
ESR is the equivalent series resistance of the 
capacitor, C is the equivalent series capacitor, ESL is the 
equivalent series inductance, and R is the equivalent 
leakage parallel resistance. In application, since the figure 
of R and ESL is small, the series of C and ESR can be 
regarded as the circuit model of the electrolytic capacitor. 
The working environment of the electrolytic capacitor has 
a great influence on measuring its circuit parameters, 
especially the working temperature and frequency. 
As many studies show, in the equivalent electrolytic 
capacitor circuit model, a rational way to evaluate the 
performance of the electrolytic capacitor is to measure the 
equivalent series resistance. As time goes by, the 
electrolyte evaporates, and the equivalent series resistance 
also changes. Reference [14] concluded the trend of the 
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In Eq. (12), ESR(t) is the ESR figure at time t in T 
temperature, T is the internal temperature of the capacitor 
(unit is Celsius degree), ESR(0) is the ESR figure at the 
initial moment in T temperature, and k is the constant 
determined by design and structural parameter of the 
capacitor. Influenced by some occasional factors, the 
trend of the ESR of the equivalent series resistance in its 
life cycle is not a smooth curve, and thus the figure should 
be: 
 
( ) ( ) ( )* cESR i t ESR t tε= +                                          (13) 
 
ε(t) is the random sequence number at time t. Thus, 
according to the above analysis, by putting T, ESR(0), K 
and ε(t) into Eq. (13), the researcher can get the trend in 
this working environment. 
 
4.2 Characteristic parameter extraction 
 
ESR of the equivalent series resistance is the best 
parameter to evaluate the performance of electrolytic 
capacitor. However, when the circuit is operating, ESR 
cannot be measured directly. Therefore, if the ESR is 
chosen as the failure feature parameter to evaluate the 
performance of the electrolytic capacitor, right detection 
signals need to be selected and the relation between the 
detection signals and ESR needs to be found out, and then 
ESR can be calculated indirectly.  
Extracting the failure feature parameter of the 
electrolytic is a key part for failure diagnosis and 
prediction of electrolytic capacitor. This sector uses time 
domain analysis as the example to study the failure 
feature detection method for electrolytic capacitor. Based 
on the equivalent electrolytic capacitor circuit model, its 
circuit equation is shown in Eq. (14): 
 
( ) ( ) ( )* c c oESR i t u t u t+ =                                           (14) 
 
In the equation, ic(t) is the current through the 
capacitor at time t, uc(t) is the voltage of the equivalent 
series capacitor, and uo(t) is the output voltage of the 
capacitor. According to the equation for capacity charge, 
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In Eq. (16), uc(0) is the voltage of the equivalent 
series capacitor at the initial moment. 
 
( ) ( ) ( )*0 0 0c o cu u ESR i= −                                              (16) 
 
The relation between the ESR and the output voltage 
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If the output voltage uo and the capacitive current ic at 
the two sides of the capacitor are selected as monitor 
signals, both the figure of detection signals at the initial 
moment and at any other moment, the integral figure of 
the capacitive current at the corresponding moment, can 
be calculated. Through the linear equation group, the 
parameter of the equivalent capacitor circuit can be got. 
For example, if signals at t1, t2 are extracted, the equation 
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4.3  Setting Buck circuit and simulation parameter 
 
In this section, Multisim is used to simulate the 
circuit to show the performance of the circuit influenced 
by electrolytic capacitor in different conditions. Matlab 
time domain analysis is used to extract the characteristic 
parameter of the electrolytic capacitor. 
 
 
Figure 4 Theory chart of Buck circuit 
 
Fig. 4 shows the basic principle of buck circuit. The 
switching tube is IRF151, frequency f = 50 kHz, duty 
ratio is 0,22, inductance is 43 Μh with 5 % tolerance, 
electrolytic capacitor C = 220 μF with 5 % tolerance, load 
R1 is 1,25 Ω with 5 % tolerance, D1 is fly back diode, 
and the voltage drop is 0,5 V. This circuit can realize the 
transformation of DC-DC with the input V1 of 25 V to 
the steady state output of 5 V. 
According to the requirement of the circuit for the 
electrolytic capacitor, electrolytic capacitor is set as C = 
220 μF, the rated making-capacity voltage is 35 V and 
temperature T is 40 °C. In certain temperature and 
frequency, ESR(0) is 0,45 Ω，k is 4,35×104. Based on Eq. 
(12), if the life cycle is set as 50, the ESR of the 
electrolytic capacitor in the simulation will change as Fig. 
5 shows. The horizontal axis shows the life time, and the 
vertical axis shows the ESR practicality trend of the 
electrolytic capacitor. 
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Figure 5 ESR practicality trend of electrolytic capacitor 
 
If buck circuit goes through the transient analysis, 
with the sampling time of 1 ms, the trend of uo and ic can 


















Figure 6 Transition voltage of fan-out 
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Figure 7 Transition current of ESR 
 
The horizontal axis shows the lifetime, and the 
vertical axis shows the ESR practicality trend of 
electrolytic capacitor in Fig. 6. The horizontal axis shows 
the running time, and the vertical axis shows the transition 





















Figure 8 ESR practicality trend sampled from Buck circuit 
 
At every point, if the simulation figure of ESR is put 
into the circuit, the trend of ESR figure of the series 
resistance is shown in Fig. 8 according to Eq. (18). The 
horizontal axis shows the lifetime, and the vertical axis 
shows the practicality trend of ESR sampled from Buck 
circuit. The ESR figure is distributed randomly with 
certain trend for the influence of the circuit tolerance is 
regarded as that caused by some occasional factors in 
application. Therefore, the sample needed for prediction 
is obtained. 
4.4  The prediction for the performance regression of AR-
LSSVR 
 
Analyse the above samples. The former 30 are 
training samples, and the latter 20 are testing samples. 
These samples are modelled and simulated according to 











































Figure 10 Random samples of training data 
 
The training samples fit the LSSVR model. Trend 
term got in LSSVR model is shown in Fig. 9. The 
horizontal axis shows the lifetime, and the vertical axis 
shows the prediction results based on LSSVR method. 
The stochastic term is obtained after the trend term of 
training samples is omitted in Fig. 10. The horizontal axis 
shows the lifetime, and the vertical axis shows the random 
samples of training data. They fit stochastic term in AR 
model. Parameter estimation and autocorrelation is done 
for the stochastic term, and the results are shown in Fig. 
11 and Fig. 12. The horizontal axis shows the estimate 
value, and the vertical axis shows the approximate 
estimate distribution in Fig. 11. The horizontal axis shows 
the lifetime, and the vertical axis shows the auto 
collection in Fig. 12. It can be perceived that stochastic 
tern is almost of zero mean normal distribution, and is 
correlated, and thus it can be fitted in AR model. For 
samples with complex change, one-step prediction is 
better than multistep one. Thus, one-step prediction AR 























Estimate value  
Figure 11The chart of approximate estimate 
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Figure 13 Prediction results based on AR-LSSVR 
 
Combine the adapted trend term LSSVR model and 
AR model, and obtain the non-stationary time series AR-
LSSVR prediction model. Predict testing samples by AR-
LSSVR model and results are shown in Fig. 13. The 
horizontal axis shows the lifetime, and the vertical axis 
shows the prediction results based on AR-LSSVR 
method. 
 
4.5  Result analysis 
 
The mean absolute percentage error is chosen as the 
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where Yi is the actual value, îY  is the prediction value, n 
is the number of testing samples. According to Eq. (19), 
the mean absolute error of AR-LSSVR model to 
electrolytic capacitor for condition trend prediction is 
5,387 %. The results of LSSVR prediction model are 
obtained, whose mean absolute percentage error is 11,229 
%. The AR model is not discussed in this thesis, as it 
























Figure 14 Training results 
 
Results indicate that the AR-LSSVR model performs 
better than simple LSSVR model with regard to condition 
trend prediction of electrolytic capacitor. Fig. 14 shows 
the prediction results of full-life cycle samples. The 
horizontal axis shows the lifetime, and the vertical axis 




The paper puts forward a method of fault prognostic 
based on AR-LSSVR for electrolytic capacitor. Because 
the electrolytic capacitor is low in cost and large in 
volume, it is widely used in power electronic circuits. 
Firstly it introduces the basic model and the fault 
prognostic algorithm of the AR, LSSVR and AR-LSSVR. 
The AR-LSSVR prediction model combines the 
prediction algorithm advantage of the LSSVR and the AR 
model and makes complementary of the two to enhance 
prediction accuracy. It introduces the flow chart of fault 
trend prediction based on AR-LSSVR. Finally, the AR-
LSSVR model is applied to the Buck circuit. The results 
indicate that the AR-LSSVR model performs better than 
simple LSSVR model with regard to condition trend 
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