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in Decision Theory 
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Raytheon Research Division , Wallham, Massachusetts 02154 
It is shown that in the estimation ofan arbitrary signal corrupted 
by additive Gaussian oise, the optimum inimum-variance esti- 
mator is always a simple linear transformation f the logarithmic 
gradient of the average likelihood ratio which is obtained in the 
optimum detection of the same signal. Conversely, the average 
likelihood ratio can always be expressed in a simple functional form 
containing only the minimum-variance estimator of the unknown 
signal. 
1. INTRODUCTION 
It is well known tha~ problems of detection and estimation of signals 
in the presence of noise can be conveniently formulated and analyzed 
according to the concepts and techniques ofdecision theory (Middleton 
and Van Meter 1955, 1956). The two decision processes, however, have 
generally been considered as distinct operations and very few results 
are available on the relations between the processing procedures corre- 
sponding to detection and estimation. Perhaps the first explicit and im- 
portant connection between the two operations was noted by Price 
(1956), who pointed out that, in the case of detection of Gaussian sig- 
nals in additive Gaussian noise, the optimum (average-likelihood) 
detector can be synthesized as an estimator-correlator, the estimator 
being minimum-variance and designed for the hypothesis H1 (signal 
present with probability one in the observation i terval). Subsequent 
work on this problem includes a paper by Kailath (1963), who dis- 
cussed the estimator-correlator receiver extensively and emphasized its 
importance in the context of adaptive detection, and a paper by Esposito 
(1967), who discussed some restrictions of the Price-Kailath model 
concerning the quality of the estimator. Of related interest also is a 
recent paper by Middleton and Esposito (1967), who have constructed 
a Bayes theory for joint detection and estimation, and investigated 
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optimum strategies for a class of one- and two-stage decision processes 
involving both operations. 
In this context, he purpose of the present note is to point out a new 
relation between the signal processing structures corresponding to detec- 
tion and estimation. Specifically, it is shown that in the case of estima- 
tion of an arbitrary signal corrupted by additive Gaussian noise, the 
optimum minimum-variance estimator is linearly related to the loga- 
rithmic gradient of the average likelihood ratio. Conversely, the average 
likelihood ratio can be expressed only in terms of the mimimun-variance 
estimator. The main result is proved in Section 2, while Section 3 con- 
tains an example illustrating this simple relation. 
2. THE MAIN RESULT 
We consider, for simplicity, the same "on-off" problem of a previous 
paper (Esposito, 1967), also retaining the same notation. The problem, 
briefly stated, consists in deciding on the presence or absence of a signal 
S C ~2 perturbed by a noise process N, on the basis of observations of a 
resulting waveform V C F. Let w(S) be the d.d. of S under hypothesis 
H1. The noise process N is here assumed additive and Gaussian with 
zero mean and covariance matrix KN. 
The average likelihood ratio is in this case 
f exp [-- ½(V ~)K~vl(V S)]w(S) dS 
A = (1 )  
exp ( -  1 ~ -1  ~VKN V) 
If the signal is present with probabihty one in the observation i terval, 
the minimum variance estimator S has the expression (Middleton and 
Van 5~[eter, 1956) 
f s [-½(~¢ g)K;I(v S)]w(S) dS exp  
= (2) 
f exp [--½(re ~)KTvl(V S)]w(S) dS 
If we define a function W(V) equal to the numerator of (1), it is easy to 
verify, with the use of (2), that it satisfies the stochastic differential 
equation 
W-IVW = -K#(V -- 8). (3) 
The gradient appearing on the left side of (3) can now be explicitly 
evaluated from (1) yielding 
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VW = (-K~IVA ÷ V i )  exp (-½VKT~IV), (4} 
or, equivalently, dividing both sides of (4) by W with the use of (1), 
W-IvW = -K;lV ÷ i-irA. (5) 
Then, from (5) and (3) it follows that 
= KNA-IVA = K~V log i .  (6} 
This is the main result: the optimum minimum-variance estimator can 
be obtained by a linear transformation of the logarithmic gradient of the 
average likelihood ratio, and the transformation matrix is the covariance 
matrix of the Gaussian oise. Conversely, it is easy to verify from (6) 
that the average likelihood ratio can always be written as 
A--exp (K;1 f ~ dV ÷ C), (7) 
where C is a constant independent of V. The form of (7) is of some 
interest. On integrating by parts, (7) can be written as 
A= exp (~/K~IS - f + c) (8) 
Equation (8) shows that the average likelihood ratio can always be 
synthesized as an estimator-correlator (the first term in the exponen- 
tiM), and as an additional bias term depending on the estimate and on 
the data. 
This result was partly suggested by a recent result of T. Kailath 
(July 1967) 1 , who has proven that for an arbitrary second-order p ocess 
s(t), in pure white Gaussian oise, the likelihood ratio can be written as 
(fo" Jo" ) A_ = exp ~(t)v(t) dt --½ ~2(t) dt (9} 
where ~(t) is the causal minimum-variance estimate of s(t) ~ven the 
observation v(t) up to t (and assuming that signal is present) and the. 
correlation integral ~0 ~ is interpreted as an It5 stochastic integral. Ir~ 
other words the likelihood ratio for the random signal problem is exactly 
the same as in the known signal problem, with ~(t) being used in place 
of the unavailable random signal. Note, however, that the estimator 
used in the present analysis is noncausal since the process S is estimated 
as a whole given all data V. 
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3. AN EXAMPLE 
Here we present a very simple one-dimensionM example to illustrate 
the relation described in the previous section. Let a be a random vari- 
able which is observed after having been corrupted by a Gaussian vari- 
able with zero mean and variance crn ~. Let x be the observed variable. 
Assume that the d.d. of a is Mso Gaussian with mean a and variance 
~a 2. Then, from (1), the average likelihood ratio is, 
+~ 
1 
(a -- a) 2] da 1 (x -- a)21exp [ - -  2-~a 2 exp I - -  2-~ 2
A= 
l 
1 oxp( 
(10) 
The explicit evaluation of the quantity A-IOA/Ox, i.e., the logarithmic 
derivative of A(x), yields quite readily 
2 2-  1 0A ~a + ~n a d 
- - ( i i )  
i 0X {Tn2(O'n 2 + 0"a 2) grn2' 
since, as it can be verified by direct calculation [see (2)], 
2 
d - o'ax + o',/a (12) 
0"n 2 -~- O-a 2 " 
The relation (6) is therefore verified for our one-dimensional problem, 
as is clear from (12). 
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