In light verb constructions, such as Henry gave Elsa a kiss, Henry is the kisser, and Elsa the 'kiss-ee' , even though the main verbal predicate is give, not kiss. In these constructions, argument linking results from joint predication between give and a kiss, which reveals mismatching syntactic and semantic structures.
An enduring challenge to research in the mental lexicon is modeling the representation and processing of phrasal expressions such as idioms, which have a many-to-many correspondence between their semantic representation and corresponding syntactic structure. Whereas there has been much work on so-called noncompositional idioms (Sprenger, Levelt, & Kempen, 2006; Swinney & Cutler, 1979; Tabossi, Fanari, & Wolf, 2008) , less is known about constructions that are not idiomatic, yet are also non-compositional in a Fregean sense: Expressions that fail to show a one-to-one correspondence between their syntactic and semantic representations. 1 This kind of phrasal expression is manifested in light verb constructions. Compare a non-light sentence like Henry gives Elsa a rose to a light verb construction like Henry gives Elsa an order. In the non-light sentence, Henry is the 'giver' (the Agent), Elsa the Recipient, and a rose is the entity that undergoes transfer (the Theme). In the light verb construction, the noun complement contributes additional semantic roles in the event representation: Henry is the orderer, and thus the Agent of ordering, and Elsa is the person ordered to do something. However, the order, in addition to being a participant in the event representation of the sentence, is part of a complex predicate that licenses semantic roles to the other participants in the sentence. With these observations in mind, two of the questions posed by light verb constructions are : 1) what is the lexical representation of the verbs that engage in this kind of construction ? and 2) what are the principles of combination that enable the kind of joint predication exhibited here? Building on previous work by others and by our lab we present two views of light verbs that address these questions and that make processing predictions that we then proceed to test.
Two main approaches have been proposed to model the representation of light verbs in the lexicon. In one approach, the light verb has a lexical entry distinct from its non-light counterpart (e.g., [ give +NP deverbal arg ] light vs. [give NP theme -PP goal ] nonlight ). Lexical retrieval of the light version is independent from the lexical retrieval of the nonlight counterpart. In the other approach, the light verb interpretation arises from the composition of a semantically underspecified verb and its (deverbal) noun complement (e.g., [ give ±light NP theme -NP goal ]. Lexical retrieval of the noun complement triggers the specification of either the light or nonlight version of the verb.
An example of the first approach, which we term the Separate Entry approach, is found in Goldberg (2003) in the context of Construction Grammar, and in Hale & Keyser (1993 in the context of the Minimalist Program. We briefly discuss each in turn.
Lacking a distinction between syntax and the lexicon, Construction Grammar proposes that multi-word expressions are stored as units. The lexical items entering these expressions are either stored with the construction, as in idioms, or connect to the construction through "variable slots". Accordingly, in this approach, light verb constructions are stored in the mental lexicon as separate entries with each verb and noun fully specified (e.g., take a walk/guess/shower…). Support for such an approach is found, for example, in the observation that light verb constructions can be idiosyncratic, and can exhibit a high co-occurrence frequency (see Goldberg, 2003 , for a discussion of Persian light verbs along these lines).
Although by different reasoning, Keyser (1993, 2002) converge on a similar representation. Their approach takes all non-light verbs, for example, to order, to originate from a light-verb construction, for example, to give an order. The verbal form to order is connected to the nominal form order by syntactic derivation, which crucially for present purposes takes place within the lexicon. Accordingly, and just like in the constructional view, light verbs are stored in the mental lexicon with their noun complements as a single entry, so joint predication is achieved through the syntactic representation of the expression that is stored as a fixed, dedicated structure: order in to give an order has a position on the syntactic tree from which it can license semantic roles to the participants in the sentence.
Examples of the second approach, which we term the Underspecification approach, are found in various guises throughout the literature (e.g., Butt, 2003; Butt & Lahiri, 2002; Culicover & Jackendoff, 2005; Grimshaw, 1997; Müller, 2010; Pustejovsky, 1995; Wiese, 2004) . These approaches derive light verb constructions by semantic composition as sentence formation takes place. As the sentence unfolds, syntactic and semantic structures get composed in parallel and synchronized through linking rules, guided by the particular semantic and syntactic information deployed with each lexical item in the sentence.
This view proposes that the light semantic representation is a subset of the non-light counterpart (see Butt & Lahiri, 2002 , for extensive discussion of the semantic contributions which light verbs bring to the event representation, e.g., perfectivity). In this model, the verb, underspecified for argument structure, is retrieved from the lexicon and its semantic resolution (light or non-light) is defined by the noun complement. If the complement does not have an argument structure of its own (e.g., orange), the semantics of the verb (e.g., take) will be disambiguated towards the non-light version, resulting in a non-light interpretation for the given sentence (take an orange). By contrast, if the complement does have an argument structure of its own (e.g., order/walk/shower), then the semantics of the verb will be disambiguated towards the 'light' semantic representation, which will then be composed with the argument structure of the complement noun, creating a light interpretation (e.g., take a shower). Thus, on this view, light and non-light verbs are only different 'levels of resolution' of the same lexico-semantic representation, which gets disambiguated during the sentence composition process. 2
Psycholinguistics of light verb constructions
One of the most interesting challenges in linguistic and cognitive science research is how to connect representational proposals of linguistic structure to psychological and neurological models that then allow for testable predictions at the experimental level (e.g., Phillips & Lewis, to appear; Piñango, 2006; Townsend & Bever, 2001) . Even though neither Keyser's (1993, 2002) nor the constructional approach make any explicit predictions about how light verb constructions might be processed, both models conceive of light verb constructions as lexical units with their own dedicated entry; thus, a determining factor in their processing load is frequency of use, which would then be the determining factor to calculate the retrieval cost of these complex lexical items. As it turns out, light verb constructions are extremely frequent, not only in English (Piñango, Mack, & Jackendoff, in press) but also in German (see Methods section). This allows for a straightforward prediction: light verb constructions should be retrievable faster than their non-light counterparts. Thus, all else being equal, the Separate Entry approach predicts decreased processing costs at the licensing point (i.e., right at the offset of the object noun) for light verb constructions as compared to nonlight verb+object counterparts.
The Underspecification Approach makes a different prediction: When the verb is retrieved from the mental lexicon, it is still underspecified. Retrieval of an underspecified verb predicts less processing costs for the verb (see Briem et al., 2009 , for experimental evidence to this effect, and Shapiro, Zurif & Grimshaw, 1989 , for the general observation that argument structure complexity modulates cost during lexical retrieval). Yet, once the deverbal noun complement is retrieved, triggering the light interpretation processing, cost is induced. The source of the cost is the (real-time) composition of joint predication between the argument structure the verb and the noun complement. For the sentence 'Sue gives a lecture" joint predication would result from: give <agent, theme, goal> + lecture <agent, recipient> yielding the following semantic role assignment:"Sue" as the agent of both give and lecture, "the (content of the) lecture" as a (kind of) theme, and "the audience" a combination of goal+recipient. On this view then, joint predication is an extrasyntactic semantic computation that must be implemented incrementally (i.e., in parallel with syntactic composition). 3 Accordingly, the comprehension process of light verb constructions is expected 1) to be more costly than that of non-light phrases, where semantic roles are assigned canonically, in line with syntactic composition and 2) the cost is non-immediate, since it should take some time for the joint predication to be implemented.
In sum, we seek to adjudicate between two approaches to light verb representation by testing their corresponding processing predictions: the Separate Entry approach, which predicts less cost for the light condition at the licensing point, and no difference anywhere else; and the Underspecification approach, which predicts more cost for the light condition but only some time after licensing, because the semantic nature of the joint predication formation requires time to fully implement itself. In what follows, we present previous experimental work, Piñango et al. (in press) , which our present effort builds on, as a way of introducing the general experimental design and task that we also use here.
In Piñango et al. 's (in press ) study, participants listened to three types of sentences: Mr. Olson gave an order/gave an orange/typed an order to the produce guy. The first construction (gave an order) was a light verb construction; the second (gave an orange) was non-light, but used the same verb as the light verb construction; the third (typed an order) was non-light, using the same noun as the light verb construction. After the noun complement was heard, a visual probe, on which the participants were asked to make a lexical decision, appeared on the computer screen. This methodology assumes that the load incurred by hearing and processing a sentence will interfere with executing the lexical decision task. Accordingly, the higher the processing load on the primary task (sentence comprehension), the longer it takes to press the 'yes' button to make the lexical decision (secondary task). Piñango et al. 's (in press ) results show that when comprehension is probed right at the offset of the object head noun (e.g., order), participants were equally fast at simultaneously making a secondary lexical decision in the light context give an order as well as in the non-light context type an order. However, when the lexical decision probes are placed 300ms after the offset of the object head noun, reaction times to the lexical decision were significantly increased for the light give an order context, compared to the non-light type an order context. This difference in reaction times was interpreted as the effect of the semantic processing required by the additional integration of the argument structure of the verb and noun. 4 English: "Because the student to his fellow student before class a pen gave, she bought him coffee last week. "
English word order:
"Because the student gave/copied an abstract/pen to his fellow student before class, she bought him coffee last week. "
Building on these findings, the present study takes advantage of the SubjectObject-Verb (SOV) word order in German, which is the default word order in subordinate clauses. Crucially, SOV word order allows us to obtain reaction times at the verb (an order give vs. an orange give) instead of at the object head noun (give an order or give an orange). Since the choice of verb determines whether the argument structures of noun complement and verb need to be integrated, joint predication is expected to be observable after the verb has been retrieved (i.e., the licensing position is right at the offset of the verb). Table 1 shows example sentences of the experimental conditions used in this experiment.
In the first example (1), the combination of summary and give results in a light verb interpretation. Non-light interpretations using the same noun (2) and the same verb (3), respectively, require only the deployment of the argument structure associated with the verb. As can be seen, in all three conditions, the syntactic structure is the same. In what follows, we present the methods in detail.
Methods

Task and Procedure
Following Piñango et al. ( in press), we used the cross-modal lexical decision task in the interference paradigm. 5 As explained, the premise of this task is that the load incurred by interpreting the Light, Same Noun, and Same Verb sentences (primary task) will interfere with executing the lexical decision (secondary task). The greater the computational complexity of a given condition, the longer it should take to perform the corresponding lexical decision. Hence, the reaction time (RT) to the lexical decision is an indicator of the processing load of a given sentential condition.
The sentences were presented auditorily. RTs were obtained at two positions for each sentence at a given time, either immediately (right at the offset), or 300ms after the verb was heard. We call the two positions "LC" (Licensing Condition) and "LC+300" (300 ms after the Licensing Condition), respectively.
At either LC or LC+300 positions, a letter-string (probe) was flashed on a computer screen for 400ms. The participants then had to decide whether the probe was a German word or not. The time it took the participants to make this decision was recorded and constitutes the RT, our dependent measure of processing load.
Materials
In order to minimize confounding factors, we controlled for frequency of the critical verbs and nouns used (McDonald, Pearlmutter, & Seidenberg, 1994) . To this end, we used the German COSMAS II Corpus, which is a collection of written documents from Germany, Austria and Switzerland. We restricted the corpus to about 19 million words, excluding anything but newspapers from the past twenty years. The newspapers sample represented all regions of Germany.
Our corpus analysis of the selected verbs and nouns showed that overall the nouns of the Light and Same Noun condition occurred more often than those used in the Same Verb condition (see Table 2 ). Also, the verbs in the Light or Same Verb condition were much more frequent than the verbs in the Same Noun condition. In addition, the verbs were checked for numeric frequency and for sense frequency. The selected verbs occurred significantly more often in the light sense than in the literal sense (manually counted): Mean Light = 127, Mean SameVerb = 20.3, Pearson correlation = .829, p = .04. Moreover, the noun-verb co-occurrence frequency in the light interpretation was significantly higher than that of the other object-verb combinations: on average, the light verb interpretation occurred 51 times in the corpus, the Same Verb and Same Noun combination never or just once (p = .001). We conclude that in line with the findings for English, for German frequency of the Light condition was significantly higher than the Same Noun or Same Verb counterparts, both for the noun complement and verb separately, and in co-occurrence of the object and the verb.
For our experimental stimuli and to control for differences in cost of the noun complements and verbs, we pre-tested all verbs and nouns in isolation in an auditory lexical decision task. 214 letter strings, half of them existing German lexical items -among those all the verbs and nouns employed in the three conditions -, half of them non-words that respected German morpho-phonological restrictions, were recorded and presented to twenty native German speakers. The subjects were between 18 and 25 years of age with self-reported normal hearing. Reaction times for the lexical decision were measured from the onset of the word, using TEMPO (Motta, Rizzo, Swinney, & Piñango, 2000) . Wrong answers and outliers more than Note. While the differences in frequencies were significant, the differences in reaction times were not.
three standard deviations from each subject's individual mean reaction time were removed from the data set, resulting in a 2.1% loss. Table 2 shows the mean reaction times to the lexical decision to nouns and verbs across conditions. An ANOVA revealed that the difference between mean reaction times to verbs in the Light or Same Verb conditions compared to verbs in the Same Noun condition was not significant (F(1, 19) = .21, p = .65) and neither was the difference between the mean reaction times to objects in the Light or Same Noun condition compared to verbs in the Same Verb condition (F(1, 48) = 1.04, p = .32). These results thus show that reaction times for the relevant noun complements and verbs did not correlate with frequency measures across conditions (noun complements: Pearson correlation = 0.116, p = .321; verbs: Pearson correlation = 0.119, p = .311). Given that our experimental task is based on lexical retrieval, lack of correlation with frequency measures reassures us that any potential difference to be found between sentential conditions from the cross-modal lexical decision task cannot be attributed to unintended co-occurrence frequency, sense frequency, or morpho-phonological frequency factors.
The experimental sentences were composed into a script of 25 sentence triplets, as in (1), (2), and (3). (A full list of the stimuli can be found in the Appendix). For each triplet, verbs and noun complements were selected on the basis of the word pretest and the corpus analysis. Pretest reaction times of verb and noun complement were added to get an approximation of an accumulated processing load. If the conditions in a triplet were to differ in terms of this composed RT this difference was always in favor of the light condition (RT-light < RT-nonlight), and never greater than 40ms. This was done to avoid a potential confound created by differences in reaction time from the object noun and or from the verb in isolation, rather than from the compositional process itself of building the light verb interpretation.
To maximize homogeneity within the light verb condition, all sentences had to meet the following criteria: a) the sentences could undergo passivization, b) the noun complement could be modified by adjectives or adverbs, and c) the verb phrase could undergo negation by the word kein ('none'). Additionally, all light verb sentences had to have a direct verbal counterpart (e.g. Zusammenfassung geben -zusammenfassen; 'give a summary' -'summarize'). Meeting these requirements showed that the specific sentences chosen were minimally different syntactically from their non-light counterparts (Helbig & Buscha, 2001; van Pottelberge, 2001; Zifonun, 1997) .
Once constructed, the experimental stimuli were subjected to an acceptability test. Ten German native speakers judged them acceptable in a randomized questionnaire (acceptance rate: 98%, with no significant difference between construction types; p > .05).
Each sentence appeared with a different probe word. The probe words, which were matched within triplets, were German words for which reaction times based on lexical decision had already been obtained (Wiese & Piñango, 2001 ). For each triplet, the probes were matched for reaction time within each set, and selected in a way that they were not semantically related to the sentence. Lack of semantic relatedness was confirmed to 99% by 15 German native speakers in a separate test (see stimuli list in the Appendix for all experimental sentence-probe pairings).
Approximately half of the probes presented were words (including those created for the filler sentences) and half were nonwords that were created according to the phonotactics of German. Altogether this resulted in a final script of 250 sentences, half of which was paired with words (experimental sentences and filler sentences) and half with non-words (filler sentences).
Based on the final script, two pseudo-randomized lists for each position were constructed. The lists were created based on the following constraints: (a) for each list, sentences of the Same Verb/Same Noun conditions preceded the Light condition only half of the time; (b) three filler sentences were placed at the beginning of the list (to give the subject time to adjust to the rhythm of the task); (c) no more than three consecutive sentences were followed by a filler with a nonword probe, and (d) at least one filler sentence appeared between any two experimental sentences.
Twenty comprehension questions were inserted into the script, each querying the immediately preceding filler sentence. Before and after each question there was at least one filler sentence.
In the LC position, the probes to the experimental sentences were placed at the offset of the verb. In the LC+300 position, the probes to the experimental sentences were placed 300ms after the offset of the verb. For all other sentences (fillers), the probes (word and nonword) were placed at various random points including the offset of the verb. Probes were triggered using TEMPO (Motta et al. 2000 (Motta et al. -2004 .
A male native speaker of standard German recorded the sentences. All sentences were digitized at 22,000 samples per second.
Participants
44 native speakers of German between the ages of 18 and 35 participated in this study. Twenty-two of them were randomly assigned to the LC list (where probes appeared at position LC), and twenty-two of them were assigned to the LC+300.
Eight of the subjects were tested in one position only, either LC or LC+300. Sixteen of them were tested twice, i.e. in both positions; half of these were presented with the LC position first, and half of them with the LC+300 position. For those subjects who were tested for both positions, at least three weeks passed between the two sessions. Each session lasted about 45 minutes.
Analysis
Participants were allowed a maximum of two seconds to respond to the probes. Two participants had to be excluded from the data analysis because their performance in word probes and comprehension questions was lower than 60% (suggesting that they were not paying the required attention to the task). Eight data sets were also excluded due to problems with the word probes. the LC position, no difference in RT is found for Light, Same Noun, and Same Verb: F(34,784) = 11.61; p SameNoun = .65; p SameVerb = .69). At the LC+300 position, however, there was a statistically significant effect showing that the Light condition resulted in significantly slower reaction times than the Same Noun and the Same Verb conditions, RTs to which were similar to each other, F(34,766) = 7,15; p SameNoun = .015; p SameVerb = .013. 6 The interaction between probe positions for the Light condition was significant (albeit marginally), which suggests that the difference in reaction times between LC and LC+300 is robust, F(40, 661) = 6.86; p = .06. No such effect was found for the Same Verb, F( 40, 661) = 7.12; p = .99, or the Same Noun conditions, F(40, 661) = 6.61, p = .38. This confirms that the reaction times to light verb constructions were significantly different between LC and LC+300, but not those to Same Verb or Same Noun constructions.
Summary and Discussion
In this paper, we explored the processing costs associated with the interpretation of light verb constructions, as compared to non-light counterparts. Two representational analyses were considered: a Separate Entry approach and an Underspecification approach. These two approaches share the notion that the light verb representation is a variant of the non-light one. They differ however in how the variants come about and are stored in the mental lexicon: the Separate Entry approach treats the two variants as two distinct lexical entries (Goldberg, 1995 (Goldberg, , 2003 Hale & Keyser, 1993 . The Underspecification approach, in contrast, treats the light variant as a lexical subset of the non-light, resulting in only one lexical entry for both interpretations (e.g., Pustejovsky, 1995; Butt, 2003; Butt & Lahiri, 2007; Culicover & Jackendoff, 2005; Grimshaw, 1997; Müller, 2010; Wiese, 2004) . From these lexical storage implications, two distinct psycholinguistic claims follow: for the Separate Entry approach, access to the light verb construction interpretation is a function of frequency, which makes the non-light interpretations immediately more costly. It also predicts no difference between conditions at a later point (LC+300ms), since at this point all necessary lexical retrieval for that interpretation has already taken place.
For the Underspecification approach, access to the light verb interpretation is a function of composition, which might be less costly immediately upon licensing, since the verb is retrieved semantically underspecified. As comprehension unfolds, however, the composition of verbal and nominal argument structures is expected to take up additional processing resources. This predicts cost for the light interpretation, which would only be detectable sometime after the deverbal noun and verb have been combined. Consistent with the Underspecification approach and replicating the findings already observed for English (Piñango et al., in press ), our results show that comprehension of light verb constructions is correlated with longer reaction times 300ms after the verb is heard. The results are not consistent with the Separate Entry approach, because there was no difference between conditions at the LC position. At LC+300, the longer RTs for Light went against the Separate Entry approach.
One factor that could be claimed to contribute to the increased reaction times for the light condition is the ambiguity observed in many such constructions: give an order, for instance, is ambiguous between 'handing over a physical object' (nonlight reading), such as The general gives the soldiers a secret order that must be shredded, and 'uttering a request to do something' , such as The general gives the soldiers a secret order that must be obeyed. Indeed, in many instances of light verb constructions, the deverbal noun complement (order, promise, speech, presentation etc.) is used to refer simultaneously to the piece of content and the physical object that holds that content. An ambiguity approach would predict greater load for one of two reasons: either (a) the two interpretations would be built simultaneously, or (b) one interpretation would be built (nonlight) which would later on have to be revised (to the light version).
In reference to (a) we note that independent experimental evidence has already shown that multiplicity of senses will only elicit increased processing load if there is insurmountable inconsistency between the interpretation of current material and the interpretation of material already processed (e.g., Frazier & Rayner, 1990; Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982; Swinney, 1979) . That is not the case for the light verb constructions tested here. That is, all of the experimental noun complements tested that have this duality of reference (order/ promise/sermon…) allow an interpretation where the noun complement can refer simultaneously to content and physical entity. This predicts sense consistency and therefore no load (see Appendix for a complete list of items).
In reference to (b) we point out that for the light verb constructions tested, the light interpretation was the preferred interpretation. This predicts that for the sentences of the light condition, the light interpretation would be the one retrieved first, trumping any possibility for a garden-path.
More generally, it has been shown in this respect that the presence of a biasing context eliminates or reduces processing difficulty for homophones and homographs for lesser and equally likely senses (e.g., Kambe, Rayner, & Duffy, 2001; Pirog Revill, Tanenhaus, & Aslin, 2008) . Given the pre-existing preference for the light interpretation we expect that this would be the interpretation first built by the processor thus eliminating any potential cost arising from any potential senseambiguity alone.
Finally, our results connect in an interesting way to the magnetoencephalography (MEG)-based findings reported in Briem et al. (2009) . Those data show that at the point of the verb (verb onset), light verbs in isolation as well as in disambiguating contexts (OVS order) elicit less activation than non-light counterparts. 7 In contrast to the present work, Briem and colleagues reported only on the processing of the light verb itself, not on the implications of the semantic composition with the complement noun.
Nevertheless, even though their findings do not tell us about any delayed effects associated with joint predication, they support a depiction of the time-course of composition for light verb construction interpretation, consistent with our findings, which is rooted in the characterization of the lexical representation for light verbs and the compositional nature of the joint predication that they elicit. Such a time-course would proceed as follows: at the onset of the potentially light verb (e.g., "give" in "an order give"), semantic underspecification of the verb prevents immediate combinatorial computation. This results in no observable cost (or even less cost) as compared to the non-light counterpart (e.g., "an order type") for which full argument structure representation is already specified, paralleling our findings at LC (and also consistent with Piñango et al., in press ). However, sometime after the deverbal noun and the light verb have combined, joint predication is fully observable. Being purely extra-syntactic (that is, not fully supported by syntactic composition), this process increases the computational demands on the comprehension system over and above the cost provided by syntactic composition alone. Such semantic composition is observed here as delayed cost at LC+300.
Initial ERP findings suggest that this chart of the time course may be on the right track. Those findings, which are also based on German with the same sentential structure as the one used here, show sustained increased negativity for the light condition as compared to non-light counterparts (Wittenberg, Paczynski, Wiese, Jackendoff & Kuperberg, 2011) .
In conclusion, our results show that interpreting light verb constructions is correlated with higher processing cost, even though light verb interpretation is preferred and very frequent. This suggests that the process by which this light interpretation is generated is combinatorial and built in real-time, not the retrieval of an idiomatic or otherwise fixed expression. We have provided here a model that roots this effect in an independently motivated lexical underspecification approach to the light verbs themselves.
Altogether, our results contribute to the understanding of the encoding and processing of argument structure as semantic in nature, and lend support to a linguistic architecture with partly independent "tracks": one that allows lexicosemantic storage and computation to be at least partly independent from those processes underlying syntactic composition.
3.
The sentence "Bill got the order from Sue to finish the proposal" illustrates joint predication at a greater level of complexity; one that crucially appears at odds with (syntactic) word order expectations: What we see in the structure above is the (minimal) description of the various layers of representation involved in joint predication and their correspondence. The latter is denoted by the specific lexical items involved. For instance the phrase "an order" is syntactically a NP, semantically it is the theme for the predicate "get" and contains the head for the second predicate "order".
The predicate "order" licenses in turn a SUBJECT "Sue" (the agent for "order") and an infinitival complement "to finish the proposal" (the theme for "order"). At minimum, joint predication demands that these correspondences be established for the light interpretation to obtain. And it is this, the process claimed to be observable as computational cost during the comprehension process.
4.
This finding gives support to a psycholinguistic generalization of semantic composition whereby semantic processing is isolable in the form of increased processing cost within a time window around 300ms after licensing (e.g., Boland, 1996; Downey, 2006; McElree & Griffith, 1995; Piñango, Zurif, & Jackendoff, 1999; Piñango, Winnick, Ullah, & Zurif, 2006) . So this does not appear to be an isolated phenomenon. Instead, the compositional processes underlying its interpretation could be viewed as part and parcel of potentially related principles of semantic combination (see Piñango & Deo, 2010, and Piñango, 2011 , for analyses seeking to bring about this connection in an approach that unifies model-theoretic and conceptual semantics).
5.
The cross-modal lexical decision task (interference paradigm) has been claimed to have limitations that may be thought to compromise the validity of the data that it generates (see Pickering, McElree, Frisson, Chen, & Traxler, 2006 , for a critique). One important criticism raised is that on this task, naturalistic sentence comprehension might be disturbed due to the secondary task. Two arguments have been brought to address this claim: first, experimental results have shown that subjects are able to compartmentalize the two tasks in a way that each does not unpredictably impact the other (Nicol, Fodor, & Swinney, 1994) . Second, even if the task disrupted naturalistic comprehension, it should do so equally for both conditions. But what is observed is an asymmetric reaction to probes such that longer RTs are systematically observable for the experimental condition predicted to elicit greater processing cost (see also Shapiro, Brookins, Gordon, & Nagel, 1991 , for discussion on the factors that play a role in bringing about an interference effect.) This said, no task is able to offer a complete picture. The goal is therefore to find converging results from a variety of complementary tasks. In this respect, the findings that we report here already find support from ERP-and MEG-based evidence (see Summary and Discussion section).
6.
Including log frequency (as in the logarithmic transformation of the added frequency of noun and verb) as a predictor did not change the outcome of the regression, as seen by the identical R 2 for the regression with and without frequency as a predictor (both 30.35) . The density function of the residuals remained the same, too. Thus, including frequency as a predictor does not make the regression model a better fit for our data. This is confirmed by the high p-value of Frequency (.987).
7.
Specifically, Briem et al. (2009) report that "whenever 'light' verbs were presented in sentence context, the disambiguating context modulated left temporal activity around 300 ms (270ms-340ms) after the onset of the verb. This strengthens the hypothesis that disambiguating context changes the verb's feature despite of identical morphological form: context-induced 'heavy reading' specified a 'light' verb sufficiently to evoke similar responses as a specific 'heavy' verb. " (p. 177).
