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Abstract
This paper explores the need for asynchronous iteration algorithms as smoothers in multigrid methods. The hard-
ware target for the new algorithms is top-of-the-line, highly parallel hybrid architectures – multicore-based systems
enhanced with GPGPUs. These architectures are the most likely candidates for future high-end supercomputers. To
pave the road for their eﬃcient use, we must resolve challenges related to the fact that data movement, not ﬂoating-
point operations, is the bottleneck to performance. Our work is in this direction — we designed block-asynchronous
multigrid smoothers that perform more ﬂops in order to reduce synchronization, and hence data movement. We show
that the extra ﬂops are done for “free,” while synchronization is reduced and the convergence properties of multigrid
with classical smoothers like Gauss-Seidel can be preserved.
Keywords: Block-asynchronous Iteration, Multigrid Smoothers, GPU
1. Introduction
Classical relaxation methods such as Gauss-Seidel and Jacobi require a synchronization between each iteration,
which implies a severe restriction for parallel implementations. An asynchronous iteration method removes this
synchronization barrier, updating components using the latest available values. It allows a large freedom in the update
order and the number of updates per component, while every component update uses the latest available values for
the other components. In the end, the obtained algorithm is neither deterministic nor does it imply convergence for
all systems that can be solved by the classical Jacobi approach. In fact, it requires the linear equation system to
fulﬁll additional conditions. While due to the restrictive convergence properties, an asynchronous iteration method
may seem to be unattractive from a mathematical point of view, in contrast to most other iterative methods, it is able
to exploit the high computational power of modern hardware platforms. The high parallelization potential and the
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high tolerance to communication and synchronization latencies make it a perfect candidate for computing systems
that consist of a large number of parallel computing cores that provide excellent performance as long as they run
independently, but suﬀer severely from data transfers and synchronization points. For linear equation systems fulﬁlling
the required additional conditions, an asynchronous iteration is often able to more than compensate for the inferior
convergence rate by leveraging the computational power of the available hardware resources. This leads to the fact
that, for many problems, an asynchronous iteration outperforms the classical synchronized relaxation methods like
Gauss-Seidel and Jacobi [1].
While iterative methods based on matrix splitting are nowadays seldom applied directly to solve a problem, they
are often used in multigrid methods, to smooth the error terms related to the eigenvectors having large eigenvalues on
the distinct grid levels [2, 3]. The superiority of an asynchronous iteration method has been shown for many linear
equation problems, but it is an open question whether it is suitable to replace the classical smoothers in multigrid
methods. Since the parallelization of smoothers is usually crucial when optimizing multigrid solvers [4], it may have
a huge impact on the overall multigrid performance.
Targeting this topic we split this paper into diﬀerent parts: We start with an introductory section providing the
mathematical background of geometric multigrid methods and asynchronous iteration. In the second part we give
details about the implementation we used for the numerical tests and the hardware conﬁguration. We then report
numerical results of multigrid implementations using asynchronous iteration smoothers and compare them to Jacobi
and Gauss-Seidel schemes. In the last section we conclude and provide ideas about which topics could be interesting
to address in this research ﬁeld.
2. Mathematical Background
2.1. Multigrid Methods
Multigrid methods may be formulated as an error correction method that attempts to ﬁnd a solution approximation
by using a sequence of problems that are similar with respect to their structure, but diﬀer in having successively
decreasing dimension [3, 5, 6]. They are usually applied to elliptic partial diﬀerential equations discretized using
ﬁnite elements or ﬁnite diﬀerence discretizations. In this case, diﬀerent discretizations with decreasing dimension of
the continuous problem can be used for the sequence of discretized problems, as in Figure 1a. This enables splitting
the approximation error into high and low frequency terms that can then be treated with diﬀerent eﬃciency on the
distinct grid levels. A basic multigrid algorithm is given in Algorithm 1.
Using an optimal combination of problem sequence and operators, one can obtain a solver with optimal complexity
O(n). Hence, multigrid solvers are among the most eﬃcient solvers for the discretized partial diﬀerential equations.
1: MultiGrid(xl, bl, l)
2: if l = 0 then
3: Solve Alxl = bl {exact solution on coarsest grid}
4: else
5: xl = Sν1l (xl, bl) {pre-smoothing}
6: rl−1 = rl−1l (bl − Alxl) {restriction}
7: vl−1 = 0
8: for j = 0; j < γ; j + + do
9: MultiGrid(vl−1, rl−1, l − 1) {coarse grid correction}
10: end for
11: xl = xl + pll−1(vl−1) {prolongation of coarse grid correction}
12: xl = Sν2l (xl, bl) {post smoothing}
13: end if
Algorithm 1: Basic multigrid method recursively solves Alxl = bl at each level l, using restriction rl−1l (·), prolongation
pll−1(·) and smoother Sνl (·) operations [3].
In the case of using only two grids and solving the error correction equation exact on the grid Ω n
2
, the method
is called the “Two-Grid Iteration Method.” Usually, the process is recursively applied to successively coarser grids,
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(a) Sequence of successively coarser grids. (b) Visualizing V-cycle, W-cycle and F-cycle.
Figure 1: Basic Multigrid Principles.
creating a “Multigrid Method.” In this case there exist diﬀerent schemes for how to organize the multigrid process.
The structure is determined by the number R of error correction computations on every grid level. Implementations
usually choose R = 1 or R = 2. The resulting multigrid iteration schemes are called “V-cycle” and “W-cycle,”
respectively. While the V-cycle is usually very eﬃcient in terms of computational cost, it can be unstable with respect
to the properties of the problem. The W-cycle is computationally more expensive, but at the same time more robust
in terms of the problem. For R ≥ 3, the multigrid iteration method becomes ineﬃcient. A trade oﬀ between V-cycle
and W-cycle is the “F-cycle,” shown in Figure 1b.
2.2. Smoother in Multigrid Methods
One critical component of multigrid methods is the smoother. Usually, a simple relaxation method such as Gauss-
Seidel or Jacobi is used for pre- and post-smoothing the solution approximations on the distinct grid levels. The
idea of applying the smoother is to make the underlying error smooth so that it can be approximated eﬃciently on a
coarser grid. From the analytical point of view, if the error is expressed in terms of the eigenvectors of the system,
the smoother must eliminate the error components associated with the eigenvectors associated with large eigenvalues,
while the coarse-grid correction eliminates the remaining error contribution [3].
The typically applied smoothers, such as Gauss-Seidel, usually do not parallelize well. Therefore, much eﬀort
is put into developing parallel smoothers that scale on multicore architectures. A possible approach is to use a set
of local smoothers that exchange boundary values in a Jacobi-like manner [7, 8]. The performance of these hybrid
smoothers may then be enhanced furthermore by using weights [9].
Still, the synchronization necessary to exchange boundary values may be detrimental to the performance on highly
parallel architectures. Therefore, it may be worthwhile to consider a block-asynchronous iteration, which lacks any
synchronization and therefore scales optimally on any architecture, for the smoother in multigrid methods.
2.3. Asynchronous Iteration
The motivation for an asynchronous iteration is modern hardware, which provides a large number of cores that
achieve excellent performance when running in parallel, but suﬀer when synchronizing or exchanging data. There-
fore, algorithms that lack any synchronization achieve outstanding performance on these devices, while most of the
relaxation methods are poorly parallel and require regular data exchange. For computing the next iteration in relax-
ation methods, one usually requires the latest values of all components. For some algorithms, e.g., Gauss-Seidel [10],
even the already computed values of the current iteration step are used. This requires a strict order of the component
updates, limiting the parallelization potential to a stage, where a component cannot be updated again until all the other
components are updated.
If this order is not adhered to, i.e., the individual components are updated independently and without considera-
tion of the current state of the other components, the resulting algorithm is called a chaotic or asynchronous iteration
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method. In the 1970s, Chazan and Miranker analyzed some basic properties of these methods and established con-
vergence theory [11, 12, 13, 14, 15]. For the last 30 years, these algorithms went out of favor due to the superior
convergence properties of synchronized iteration methods. Today, due to the complexity of heterogeneous hardware
platforms and the large number of computing units in parallel devices like GPUs, these schemes may become inter-
esting again for applications like multigrid methods, where highly parallel smoothers are required on the distinct grid
levels. While traditional smoothers like the sequential Gauss-Seidel obtain their eﬃciency from their fast convergence,
an asynchronous iteration scheme may compensate for its inferior convergence behavior by superior scalability.
The chaotic or asynchronous relaxation scheme deﬁned by Chazan and Miranker [11] can be characterized by two
functions, an update function u(·) and a shift function s(·, ·). For each non-negative integer ν, the component of the
solution approximation x that is updated at step ν is given by u(ν). For the update at step ν, the mth component used
in this step is s(ν,m) steps back. All the other components are kept the same. This can be expressed as:
xν+1l =
⎧⎪⎪⎨⎪⎪⎩
∑N
m=1 bl,mx
ν−s(ν,m)
m + dl if l = u(ν)
xνl if l  u(ν).
(1)
Furthermore, the following conditions can be deﬁned to guarantee the well-posedness of the algorithm [16]:
1. The update function u(·) takes each of the values l for 1 ≤ l ≤ N inﬁnitely often.
2. The shift function s(·, ·) is bounded by some s¯ such that 0 ≤ s(ν,m) ≤ s¯ ∀ ν ∈ {1, 2, . . . },∀ m ∈ {1, 2, . . . ,N}.
For the initial step, we additionally require s(ν,m) ≤ ν.
3. The shift function s(·, ·) is independent of m.
If these conditions are satisﬁed and ρ(|M|) < 1 (i.e., the spectral radius of the iteration matrix, taking the absolute
values of its elements, is less than one), the convergence of the asynchronous method is guaranteed [16].
3. Numerical Experiments
3.1. Experimental Setup
The numerical problem we target is the ﬁnite diﬀerence discretization of the diﬀerential equation
−Δu + εu = f ,
where u : Ω → R and Ω ⊂ R. For Dirichlet boundary condition equal to zero, the 1D discretization for this problem
on a grid of size h can be written as a system of linear equations of the form Ax = b where b = h2 f and
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 + h2ε −1 0 . . . 0
−1 2 + h2ε . . . . . . ...
0
. . . 2 + h2ε
. . . 0
...
. . .
. . .
. . . −1
0 . . . 0 −1 2 + h2ε
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2)
Although this may seem to be a very basic problem, it contains many essential aspects necessary to analyze the
convergence behavior of the multigrid method. It can be shown that the condition number of the matrix A can be
estimated by κ = 4 · 1h2ε [17]. In the considered experiments, we vary ε ∈ [10−6, 10−1] in order to investigate the
inﬂuence of the condition number on the solver performance.
The geometric multigrid method we apply to this system is implemented according to the Algorithm 1, where
we use the Conjugate Gradient method for the solution of the coarse grid system. To analyze the performance of a
GPU-based block-asynchronous iteration as smoother, we compare it with a CPU implementation of Gauss-Seidel
performing smoothing iteration.
For all smoothers, we use a stencil implementation of the corresponding linear equation system, updating the
distinct components by using the adjacent components. This reduces the computational cost, since we do not have
to perform a sparse matrix vector multiplication, as well as the memory requirements, which are usually daunting
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Figure 2: Visualizing the asynchronous iteration in block description used for the GPU implementation.
when performing GPU-based kernels. Still, we utilize the explicit matrix to compute the error term on each grid level.
Utilizing stencils for this may be beneﬁcial for the overall performance as well, but we refrain from doing so since
this is not the main target of this paper.
In general, it is challenging to analyze the performance of a smoother within a multigrid framework. The reason
is that the smoothers’ properties depend on tunable parameters, e.g., related to the linear system characteristics, the
applied multigrid scheme, the solver used on the coarsest grid, etc. We therefore split the numerical tests into two
parts, where we ﬁrst analyze the two-grid iteration and then extend it to a complete multilevel V-cycle.
Enhancing the asynchronous iteration method by local component updates in every thread block (see the CUDA
terminology [18]) has led to the development of a block-asynchronous iteration [1]. While the motivation for this
scheme is the design of graphics processing units and the CUDA programming language, it is equivalent to a two-
staged asynchronous iteration [19]. We split the linear system into blocks of rows, and then assign the computations for
each block to one thread block on the GPU. Between these thread blocks, an asynchronous iteration method is used,
while within each thread block, multiple Jacobi-like iterations are performed, instead of a single iteration. During
these local iterations, the x values used from outside the block are kept constant, equal to their values at the beginning
of the global iteration. After the local iterations, the updated values are communicated. This approach is inspired
by the well know hybrid relaxation schemes [4, 20]. In other words, using domain-decomposition terminology, our
blocks correspond to subdomains and thus we iterate locally on every subdomain. We denote this scheme by async-(i),
where the index i indicates that we use i Jacobi-like updates on the subdomain. As the subdomains are relatively small
and the data needed largely ﬁts into the multiprocessor’s cache, these additional iterations on the subdomains come
for almost free. The obtained algorithm, visualized in Figure 2, can be written as a component-wise update of the
solution approximation:
x(m+1)k + =
1
akk
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
bk −
TS∑
j=1
ak jx
(m−ν(m+1, j))
j
︸︷︷︸
global part
−
TE∑
j=TS
ak jx
(m)
j
︸︷︷︸
local part
−
n∑
j=TE
ak jx
(m−ν(m+1, j))
j
︸︷︷︸
global part
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3)
where TS and TE denote the starting and the ending indexes of the matrix/vector part in the thread block. Furthermore,
for the local components, the antecedent values are always used, while for the global part, the values from the begin-
ning of the iteration are used. The shift function ν(m + 1, j) denotes the iteration shift for the component j, which can
be positive or negative, depending on whether the respective other thread block has already conducted more or less
iterations. Note that this gives a block Gauss-Seidel ﬂavor to the updates. It should also be mentioned that the shift
function may not be the same in diﬀerent thread blocks.
We can identify three parameters that can be used to adjust the smoother. These are the number of global iterations
that correspond to the number of iterations of a synchronized iterative method like Jacobi or Gauss-Seidel, the number
of local iterations on the subdomains, and the size of the subdomains. The number of global iterations is usually
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daunting concerning the execution time of a block-asynchronous iteration on GPUs, which is still small compared to
synchronized Gauss-Seidel on the CPU. Adding local iterations on the GPU, due to the data locality and the GPU
architecture, basically comes for free [1]. But at the same time, adding local iterations may not trigger the same
improvement to the solution approximation. Since in general the factor between the convergence rate of Gauss-
Seidel and Jacobi equals to two, we always merge two global block-asynchronous iterations into one smoothing
step. The local iterations may then be used to compensate for the convergence loss due to the chaotic behavior.
Without investigating the trade-oﬀ between global and local iterations, we set the latter one to the ﬁxed number of
ﬁve, and denote the obtained block-asynchronous iteration with async-(5). We also want to neglect the issue of the
non-deterministic behavior of async-(5), and refer to all further results as average.
In the second part of the numerical experiment section we then extend the Two-Grid iteration to a full V-cycle.
We analyze the impact of adding grid levels, and report the smoother run times for diﬀerent problem sizes. Finally,
we provide a detailed time-to-solution comparison between block-asynchronous iteration and Gauss-Seidel smoothed
multigrid for a 10-level implementation using diﬀerent numbers of smoothing steps.
3.2. Hardware and Software Issues
The experiments were conducted on a heterogeneous GPU-accelerated multicore system located at the Engi-
neering Mathematics and Computing Lab (EMCL) at the Karlsruhe Institute of Technology, Germany. The system
is equipped with two Intel XEON E5540 @ 2.53GHz and 4 Fermi C2070 (14 Multiprocessors x 32 CUDA cores
@1.15GHz, 6 GB memory). The GPUs are connected to the host through a PCI-e×16.
For the CPU parts of the multigrid method, 4 cores are used. Due to the inherently sequential Gauss-Seidel im-
plementation, only the grid operations, such as restriction and prolongation, can leverage this parallelism provided
by the CPU cores. The Intel compiler version 11.1.069 [21] is used with optimization ﬂag “–O3”. The GPU imple-
mentations of block-asynchronous iteration and Jacobi are based on CUDA [18], while the respective libraries used
are from CUDA 4.0.17 [22]. The component updates were coded in CUDA, using thread blocks of size 512. The
kernels are then launched through diﬀerent streams. The thread block size, the number of streams, along with other
parameters, were determined through empirically based tuning.
3.3. Numerical Experiments
In the ﬁrst experiment, we analyze the impact of the condition number of the linear equation system on the per-
formance of multigrid methods smoothed by block-asynchronous iteration, Jacobi and Gauss-Seidel. We choose a
dimension of n = 10, 000, 000 and compare the convergence with respect to the iterations for diﬀerent condition num-
bers κ. Figure 3a shows numerical results using one smoothing step of Gauss-Seidel, Jacobi or block-asynchronous
iteration, while the results in Figure 3b are for two smoothing steps. First, we observe that the number of necessary
multigrid steps to convergence can be considerably decreased by performing two instead of one smoothing iteration.
Second, the Jacobi smoother is not able to provide similar smoothing improvement: the convergence of the Jacobi-
smoothed method is considerably slower than for the other methods. Furthermore, the block-asynchronous smoother
has smoothing properties similar to the Gauss-Seidel, so the convergence behavior of the multigrid is almost not af-
fected when replacing Gauss Seidel by async-(5). For very small condition numbers, the block-asynchronous iteration
performs even better than the Gauss-Seidel smoother. The only diﬀerence is the accuracy of the ﬁnal solution: The
Gauss-Seidel method allows a higher approximation quality than the block-asynchronous iteration. But the variations
are small and the more crucial factor determining the accuracy of the ﬁnal solution approximation are the limitations
of the ﬂoating point format. Still, if very accurate solution approximations are requested, it may also be reasonable to
switch to a Gauss-Seidel method for the last V-cycles.
Motivated by the results of these experiments we refrain from including the Jacobi smoother in the further compar-
ison. The considerably higher number of V-cycles necessary to converge cannot be compensated for by the parallelism
of the Jacobi method.
In the next experiment we investigate the impact of the problem size on the ﬁnest grid level. For this purpose
we choose problem sizes between 104 and 108 and analyze the convergence behavior. The results shown in Figure 4
reveal that the problem size has almost no inﬂuence on the convergence rate.
While the convergence rate with respect to iteration number is interesting from the theoretical point of view, the
more relevant factor is the convergence with respect to time. This depends not only on the convergence rate, but also
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Figure 3: Two-level convergence for n = 10, 000, 000 and diﬀerent condition numbers using one or two smoothing
steps, respectively. Dashed green lines are block-asynchronous, dotted blue lines are Jacobi, and solid red lines are
Gauss-Seidel.
2 levels 3 levels 4 levels 5 levels
dim G.-S. async-(5) transfer G.-S. async-(5) transfer G.-S. async-(5) transfer G.-S. async-(5) transfer
10k 0.00398 0.00085 0.01193 0.00621 0.00181 0.02243 0.00805 0.00242 0.03289 0.00957 0.00338 0.04102
100k 0.03613 0.00602 0.02571 0.05539 0.00913 0.04267 0.06621 0.01044 0.05673 0.07181 0.01156 0.06866
1,000k 0.36815 0.05397 0.10779 0.54973 0.08433 0.16522 0.64393 0.09654 0.20734 0.69662 0.10531 0.23634
10,000k 3.62690 0.53082 0.85057 5.60806 0.80394 1.29404 6.48827 0.92531 1.53345 6.95943 1.00858 1.64843
Table 1: Average smoother runtime [s] for Gauss-Seidel (G.-S.) on CPU, block-asynchronous iteration (async-(5)) on
GPU and the data transfer time performing 2 Pre- and 2 Post-smoothing steps on the respective grid levels.
on the eﬃciency of the respective algorithm on the available hardware resources. While the Gauss-Seidel smoother
requires a strict update order, the block-asynchronous iteration is tolerant to varying update orders and synchronization
latencies, and therefore enables a highly parallel and synchronization free GPU implementation. In Table 1 and Figure
5, we report run times of the respective smoothers for diﬀerent problem sizes. We also extend the analysis from a
two-grid method to multiple levels.
The run times are the aggregated smoother times for the multigrid to converge. Since we usually obtain higher
accuracy approximations for the Gauss-Seidel smoother, we choose a stopping criterion for the multigrid iteration
that can be achieved for both methods. Additionally we provide the data transfer time for the GPU implementation of
the block-asynchronous iteration smoother. This also contains the overhead of the GPU initialization. Note that we
report only the run times for the smoother, which increase for multiple levels due to additional smoother calls. The
total runtime for the multigrid iteration may still decrease with more levels due to the smaller linear equation system
solved on the lowest grid level.
We observe in Table 1 that for Gauss-Seidel on the CPU, linearly increasing the problem size on the ﬁnest grid
corresponds to a linear run time increase for the smoother. This is also true for the block-asynchronous iteration
on the GPU, except for small problem sizes, where calling the GPU kernels triggers some overhead. Also the data
transfer is also inﬂuenced by the GPU initialization. For all problem sizes and grid sequences, the async-(5) smoother
outperforms the Gauss-Seidel smoother. While for small problems the improvement is at least a factor of three, it rises
to 7 for larger dimensions. Since the multigrid framework is often implemented on the host of the system, we should
also take the data transfer time into account. Then, for small problem sizes, the async-(5) smoother suﬀers from this
overhead due to the GPU initialization and expensive data transfer. This eﬀect can be observed in Figure 5 where we
visualized the runtime results of Table 1 for the case of a two- and ﬁve-level multigrid method. For larger problem
sizes, the async-(5) smoother outperforms the Gauss-Seidel smoother at least by a factor of two, independent of the
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Figure 4: Two-level convergence using two smoothing step for diﬀerent problem sizes. Dashed green lines are block-
asynchronous and solid red lines are Gauss-Seidel.
Figure 5: Average smoother runtime for the two- and ﬁve-level multigrid method using Gauss-Seidel (GS) or async-(5)
smoother with two Pre- and 2 Post-smoothing steps on the respective grid levels.
number of grid levels.
The question is how this corresponds to an acceleration of the multigrid method, since the smoother usually
accounts for a small part in the overall execution time. To investigate this issue, we apply a 10-level multigrid method
to problems of size 10,000,000 and diﬀerent condition numbers, and provide detailed analysis on the execution time
of the smoother, the grid operations like restriction, prolongation and residual computation, and the direct solver on
the coarsest grid level.
Analyzing the results, we realize that applying more smoothing steps reduces the number of V-cycles in the
multigrid method, which again reduces the number of solver calls on the coarsest grid level and the number of grid
operations. This eﬀect can easily be seen in the runtime of the grid operations which directly corresponds to the
number of multigrid iterations. Considering the trade-oﬀ between V-cycles and smoothing steps, there is a point for
maximal performance. This can usually be determined only heuristically. In our case, it even diﬀers not only for dif-
ferent condition numbers, where more smoothing steps are beneﬁcial for higher condition numbers, but also between
the block-asynchronous smoother and the Gauss-Seidel smoother. The reason is that the block-asynchronous iteration
is not only considerably faster than Gauss-Seidel, but is also dominated by the data transfers between host and CPU.
The component updates using a stencil for the block-asynchronous iteration come almost for free. Therefore, increas-
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(a) Problem size n=10, 000, 000, condition number estimate κ ≈ 103.
(b) Problem size n=10, 000, 000, condition number estimate κ ≈ 106.
Figure 6: 10-level multigrid V-cycle runtime analysis for diﬀerent numbers of Pre- and Post-smoothing steps using
Gauss-Seidel and async-(5), respectively. The async-(5) smoother includes data transfer times to and from the GPU.
ing the number of iterations does not cause a linear increase of the computation time. Hence, for large numbers of
smoothing steps, the speedup factor between Gauss-Seidel and the block-asynchronous iteration smoothed multigrid
rises. Comparing the results for smaller and larger condition numbers (see Figure 6a and Figure 6a, respectively) one
might conclude that higher condition numbers have almost no impact on the multigrid performance. This is true for
the time-to solution, but neglects the fact, that the accuracy of the solution approximation depends on the condition
number and is lower for ill-conditioned systems.
Since the smoother accounts in our experiments for a high percentage of the overall multigrid time, replacing
the Gauss-Seidel smoother leads to considerable acceleration. While for more complex problems the ratio between
smoother and overall multigrid time is often smaller, the necessity of more smoothing steps rises at the same time,
making the block-asynchronous smoother even more attractive. Note that this analysis also takes the data transfer
time into account. Implementing the multigrid framework on the GPU could result in even higher speedups.
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4. Conclusion
We have shown that asynchronous iteration may be a suitable replacement for Gauss-Seidel or Jacobi smoothers
in multigrid methods when targeting highly parallel implementations. Not only for two-grid methods but also for
multigrid methods, the convergence of the multigrid solver is not aﬀected by the chaotic behavior of the asynchronous
smoother. For most test problems we were able to outperform the CPU-based Gauss-Seidel smoother by an asyn-
chronous iteration smoother that utilized the computing power of a graphics processor. Only for small problem sizes,
where the overhead of the GPU calls is crucial, was the Gauss-Seidel smoother superior. While for sequential CPU-
based smoothers like Gauss-Seidel, a large number of smoothing steps directly corresponds to increased computation
time, there is not this linear trade-oﬀ for GPU-based block-asynchronous iteration. Hence, choosing a larger number
of smoothing steps may be reasonable and improve the overall multigrid performance. Also, adjusting the number of
local iterations may have a positive impact. Since the improvement for local and global iterations depends on charac-
teristics of the respective system, more research is necessary at this point. Further investigation will be conducted in
order to analyze the performance of the proposed approach to problems in higher dimensions. Another research topic
may be the ﬁeld of algebraic multigrid methods. There, depending on the type, asynchronous iteration can even be
adapted to the structure of the multigrid method.
References
[1] H. Anzt, S. Tomov, J. Dongarra, V. Heuveline, A block-asynchronous relaxation method for graphics processing units, Tech. rep., Innovative
Computing Laboratory, University of Tennessee (UT-CS-11-687, 2011).
[2] W. Hackbusch, Multigrid Methods and Applications, Wolfgang Hackbusch: Multigrid Methods and Applications, Springer, 1985, 1985.
[3] U. Trottenberg, Multigrid, Academic Press, 2000.
[4] A. H. Baker, R. D. Falgout, T. V. Kolev, U. Meier Yang, Multigrid smoothers for ultra-parallel computing, lLNL-JRNL-435315 (2011).
[5] P. Wesseling, An introduction to multigrid methods, John Wiley & Sons Inc, 1992.
[6] S. F. M. William L. Briggs, Van Emden Henson, A multigrid tutorial, SIAM, 2000.
[7] V. E. Henson, U. M. Yang, Boomeramg: a parallel algebraic multigrid solver and preconditioner, Applied Numerical Mathematics 41 (2000)
155–177.
[8] A. T. Are Magnus Bruaset (Ed.), Numerical solution of partial diﬀerential equations on parallel computers, Birkha¨user, 2006.
[9] U. M. Yang, On the use of relaxation parameters in hybrid smoothers, Numerical Linear Algebra With Applications 11 (2004) 155–172.
[10] C. T. Kelley, Iterative Methods for Linear and Nonlinear Equations, SIAM, 1995.
[11] D. Chazan, W. Miranker, Chaotic Relaxation, Linear Algebra and Its Applications 2 (7) (1969) 199–222.
[12] A. U¨resin, M. Dubois, Generalized asynchronous iterations, in: CONPAR, 1986, pp. 272–278.
[13] U. Aydin, M. Dubois, Suﬃcient conditions for the convergence of asynchronous iterations, Parallel Computing 10 (1) (1989) 83–92.
[14] D. P. Bertsekas, J. Eckstein, Distributed asynchronous relaxation methods for linear network ﬂow problems, Proceedings of IFAC ’87.
[15] A. Frommer, D. B. Szyld, On asynchronous iterations, Journal of Computational and Applied Mathematics 123 (2000) 201–216.
[16] J. C. Strikwerda, A convergence theorem for chaotic asynchronous relaxation, Linear Algebra and its Applications 253 (1-3) (1997) 15–24.
[17] R. S. Varga, Gersˇgorin and his circles, Springer, 2004.
[18] NVIDIA Corporation, NVIDIA CUDA Compute Uniﬁed Device Architecture Programming Guide, 2nd Edition (August 2009).
[19] Z.-Z. Bai, V. Migallo´n, J. Penade´s, D. B. Szyld, Block and asynchronous two-stage methods for mildly nonlinear systems, Numerische
Mathematik 82 (1999) 1–20.
[20] A. H. Baker, R. D. Falgout, T. Gamblin, T. V. Kolev, S. Martin, U. Meier Yang, Scaling algebraic multigrid solvers: On the road to exascale,
Proceedings of Competence in High Performance Computing CiHPC 2010.
[21] Intel C++ Compiler Options, Intel Corporation, document Number: 307776-002US.
[22] NVIDIA Corporation, CUDA TOOLKIT 4.0 READINESS FOR CUDA APPLICATIONS, 4th Edition (March 2011).
