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A family of separability criteria based on correlation matrix (tensor) is provided. Interestingly, it
unifies several criteria known before like e.g. CCNR or realignment criterion, de Vicente criterion
and derived recently separability criterion based on SIC POVMs. It should be stressed that, unlike
the well known Correlation Matrix Criterion or criterion based on Local Uncertainty Relations, the
new criteria are linear in the density operator and hence one may find new classes of entanglement
witnesses and positive maps. Interestingly, there is a natural generalization to multipartite scenario
using multipartite correlation matrix. We illustrate the detection power of the above criteria on
several well known examples of quantum states.
I. INTRODUCTION
Quantum entanglement is one of key features of quan-
tum theory and provides a crucial resource for mod-
ern quantum technologies like quantum communication,
quantum cryptography, and quantum calculations [1, 2].
One of the tasks of the theory of quantum entanglement
is to derive criteria which enables to distinguish separa-
ble and entangled states [1, 3]. Recall, that a state of
a bipartite system living in HA ⊗ HB represented by a
density matrix ρ is separable if [4]
ρ =
∑
k
pkρ
A
k ⊗ ρBk , (1)
where pk is a probability distribution and ρAk (ρ
B
k ) are
density operators of subsytem A (B). For low dimen-
sional bipartite systems 2 ⊗ 2 (qubit-qubit) and 2 ⊗ 3
(qubit-qutrit) this problem is completely solved by the
celebrated Peres-Horodecki criterium: a state is separa-
ble if and only if it is positive partial transpose (PPT),
that is, ρΓ := (id ⊗ T)ρ ≥ 0 [5, 6]. However, for higher
dimensional systems and systems composed of more than
two parties the problem is notoriously difficult (actually,
it belongs to the class of so called NP-hard problems [7]).
There are several separability criteria developed in the
last 20 years of activity (see the reviews [1, 3]). Any en-
tangled state ρ of a bipartite system can be detected a
suitable entanglement witness, that is, a Hermitian op-
erator W acting in HA ⊗ HB such that for all separa-
ble states Tr(Wρsep) ≥ 0 but Tr(Wρ) < 0 [1, 3, 8, 9].
The well known criterion based on positive maps states
that IA ⊗ Φ)ρ ≥ 0 for all positive maps Φ (it recovers
PPT criterion if one takes Φ = T ). These two criteria
are necessary and sufficient and related to each other via
Choi-Jamiołkowski isomorphism. While classification of
entanglement witnesses (equivalently: positive maps) is
not known (except the lowest dimensional cases), there
is a number of other criteria [1, 3] which are not univer-
sal, i.e. do not allow to detect all entangled states, but
are easily applicable and in particular allow to detect
many PPT entangled states. The prominent example
is realignment or computable cross-norm (CCNR) crite-
rion [10–12]. There are also separability criteria which
are nonlinear in the state of the system like for example
criteria based on local uncertainty relations (LURs) [13],
extensions of realignment criterion [14] or covariance ma-
trix criterion (CMC) [15–17] (see also [18] for the unifying
approach).
In this paper we propose a unification of several bipar-
tite separability criteria based on correlation matrix (or
correlation tensor). In this category apart from CCNR
one finds e.g. de Vicente criterion (dV) [19], separabil-
ity criterion derived in [20] and recent criterion based on
SIC POMVs (ESIC) [21]. This new criterion in general
is not stronger that CMC but we provide an example of
PPT state which is not detected by filtered CMC [15, 16]
(LFCMC) but is detected by the new one. Our result is
then generalized to multipartite scenario. We stress that
the new criteria are linear in the density operator and
hence may be used to construct new classes of entangle-
ment witness and positive maps.
II. BIPARTITE SYSTEMS
Consider a bipartite system living in HA ⊗ HB with
dimensions dA and dB , respectively (in what follows
we assume dA ≤ dB). Let GAα and GBβ denote arbi-
trary orthonormal basis in B(HA) and B(HB), that is,
the 〈GAµ |GAν 〉HS = δµν , and the same for GBβ (where
〈X|Y 〉HS := Tr(X†Y ) is a Hilbert-Schmidt inner prod-
uct). Now, given a bipartite state ρ one defines the fol-
lowing correlation matrix
Cαβ = 〈GAα ⊗GBβ 〉HS = Tr(ρGAα ⊗GBβ ). (2)
If ρ is separable, then the CCNR criterion gives the fol-
lowing bound for the trace norm of C:
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2‖C‖tr ≡ Tr
√
CC† ≤ 1. (3)
The norm ‖C‖tr does not depend upon the particular
orthonormal basis GAα and GBβ . Let us take a particular
basis consisting of Hermitian operators such that GA0 =
1lA/
√
dA and GB0 = 1lB/
√
dB (we call it canonical basis).
It is clear that GAα and GBβ are traceless for α, β > 0. The
canonical basis gives rise the following generalized Bloch
representation
ρ =
1lA
dA
⊗ 1lB
dB
+
∑
i>0
rAi G
A
i ⊗
1lB
dB
+
∑
j>0
rBj
1lA
dA
⊗GBj
+
∑
i,j>0
tij G
A
i ⊗GBj =
d2A−1∑
α=0
d2B−1∑
β=0
Ccanαβ G
A
α ⊗GBβ , (4)
where rAi and rBj are generalized Bloch vectors corre-
sponding to reduces states ρA and ρB , respectively, and
tij is usually called a correlation tensor, that is, one finds
for the reduces states
ρA = TrBρ =
1lA
dA
+
∑
i>0
rAi G
A
i ,
and
ρB = TrAρ =
1lB
dB
+
∑
j>0
rBj G
B
j .
We denote Cαβ defined by the canonical basis by Ccanαβ .
Clearly ‖Ccan‖tr = ‖C‖tr. Let us introduce two square
diagonal matrices:
DAx = diag{x, 1, . . . , 1}, DBy = diag{y, 1, . . . , 1},
where DAx is d2A × d2A and DBy is d2B × d2B , and the real
parameters x, y ≥ 0. Now comes the main result
Theorem 1 If ρ is separable, then
‖DAx CcanDBy ‖tr ≤ NA(x)NB(y), (5)
where
NA(x) =
√
dA − 1 + x2
dA
NB(y) =
√
dB − 1 + y2
dB
, (6)
for arbitrary x, y ≥ 0.
Proof: separability implies that ρ is a convex combination
of product states and hence (due to the triangle inequal-
ity for the norm) it is enough to check (5) for a product
state ρA ⊗ ρB . One finds for the correlation matrix
(Ccan)αβ = R
A
αR
B
β ,
where RA0 = 1/
√
dA, RAi = rAi (i ≥ 1), and similarly
for RBβ . It implies ‖Ccan‖tr = |RA||RB |, where |RA|2 =
1
dA
+ |rA|2 (and the same for RB). Let us observe that
(DAx C
canDBy )αβ = (R
A
x )α(R
B
y )β ,
with RAx = (x/
√
dA, r
A) and RBy = (y/
√
dB , r
B). It im-
plies
‖DAx CcanDBy ‖tr =
√
x2
dA
+ |rA|2
√
y2
dB
+ |rB |2.
Finally, positivity of ρA and ρB requires that
Trρ2A ≤ 1 , Trρ2B ≤ 1 ,
which imply that the corresponding Bloch vectors rA and
rB satisfy
|rA|2 ≤ dA − 1
dA
, |rB |2 ≤ dB − 1
dB
,
and hence formula (5) easily follows. 
Note, that using well known inequality [22]
‖DAx CcanDBy ‖tr ≤ ‖DAx ‖∞‖Ccan‖tr‖DBy ‖∞, (7)
where ‖X‖∞ = σmax(X) (maximal singular value of
X), one finds for separable state ‖DAx CcanDBy ‖tr ≤
‖DAx ‖∞‖DBy ‖∞, and hence if x, y > 1 it implies
‖DAx CcanDBy ‖tr ≤ xy. Note, however, that this condi-
tion is much weaker than (5).
III. RELATION TO OTHER SEPARABILITY
CRITERIA
Clearly (x, y) = (1, 1) reproduces CCNR criterion. In-
terestingly, (x, y) = (0, 0) reproduces separability crite-
rion derived by de Vicente [19]. If dA = dB , then CCNR
criterion is stronger than dV criterion. However, for bi-
partite states ρ such that ρA = 1lA/dA and ρB = 1lB/dB ,
dV criterion is stronger than CCNR if dA 6= dB , and
they are equivalent if dA = dB [19]. Interestingly, we
found another example of such criterion in [20]. After
suitable renormalization the result of [20] corresponds to
(x, y) = (
√
2/dA,
√
2/dB).
In a recent paper [21] authors proposed an interest-
ing separability criterion based on symmetric informa-
tionally complete positive operator valued measure (SIC
3POVM). Recall, that a family of d2 rank-1 operators
Πi =
1
d |ψi〉〈ψi| in d-dimensional Hilbert space defines
SIC POVM iff
|〈ψi|ψj〉|2 = dδij + 1
d+ 1
,
d2∑
i=1
Πi = 1ld.
There is an old conjecture by Zauner that SIC POVM
exists for any d [25] (see also [26]). So far these objects
have been found for several dimensions (see [23] and [24]
for the recent progress). It is, therefore, clear that the
result of [21] was restricted to specific dimensions only.
Here we show that this criterion is universal (valid for any
dA and dB). Moreover, it belongs to our class (5) with
(x, y) = (
√
dA + 1,
√
dB + 1). The separability criterion
(so called ESIC criterion) derived in [21] states that if ρ
is separable, then
‖P‖tr ≤ 2√
dA(dA + 1)dB(dB + 1)
, (8)
where Pαβ = 〈ΠAα⊗ΠBβ 〉, and ΠAα and ΠBβ are elements of
SIC POVMs in HA and HB , respectively. It was conjec-
tured in [21] that ESIC criterion is stronger than CCNR
criterion. This conjecture is supported by several exam-
ples and numerical analysis (cf. [21]).
Let us observe that if Πα define SIC POVM in d-dim.
Hilbert space, then
G(∓)α :=
√
d (d+ 1) Πα −
√
d+ 1∓ 1√
d3
1ld, (9)
defines on orthonormal basis in B(H), that is,
〈G(∓)α |G(∓)β 〉HS = δαβ . Note, that this is not a canonical
basis. Indeed, G(∓)0 is not proportional to 1ld. However,
it enjoys the following properties
TrG(∓)α = ±
1√
d
,
∑
α
G(∓)α = ±
√
d1ld. (10)
In what follows we take Gα := G
(−)
α (but the final result
applies for G(+)α as well). Direct calculation shows
√
dA(dA + 1)dB(dB + 1)P = ACB, (11)
where Cαβ = 〈GAα ⊗GBβ 〉 is a correlation matrix defined
in terms of Gα = G
(−)
α , and
A = 1lA ⊗ 1lA + a JA ⊗ JA,
B = 1lB ⊗ 1lB + b JB ⊗ JB ,
where JA is dA × dA matrix such that [JA]ij = 1 (and
similarly for JB). Finally
a =
√
dA + 1− 1
d2A
, b =
√
dB + 1− 1
d2B
. (12)
This way we reformulated ESIC criterion (8) in terms of
the correlation matrix Cαβ as follows: if ρ is separable,
then
‖ACB‖tr ≤ 2. (13)
It should be stressed that here Cαβ is not a canonical
matrix and hence (13) cannot be immediately related to
(5). Note, however, that due to the fact that the trace
norm is unitarily invariant one has
‖ACB‖tr = ‖UAU†(UCV †)V BV †‖tr,
for arbitrary unitary matrices U and V . Taking U and
V such that they diagonalize A and B, respectively, one
obtains
‖ACB‖tr = ‖DAx CcanDBy ‖tr,
with (x, y) = (
√
dA + 1,
√
dB + 1). It proves that the
original assumption about the existence of two SIC
POVMs {ΠAα} and {ΠBβ } is not essential and the ESIC
criterion universally holds for arbitrary dA and dB .
Finally, the covariance matrix criterion (CMC) [15,
16] supplemented by the procedure of local filtering
(LFCMC) turned out to be very powerful criterion. In-
terestingly, for dA ≤ dB (but dB − dA is not to big, cf.
[16]) this criterion is equivalent to (supplemented by a lo-
cal filtering) dV criterion [19]. Now, in our case if rA = 0
and rB = 0, one finds
‖DAx CcanDBy ‖tr =
xy√
dAdB
+ ‖DA0 CcanDB0 ‖tr,
and hence one may wonder whether is it possible to ob-
tain a stronger result than dV criterion. One easily finds
that the function NA(x)NB(y) − xy√dAdB realizes mini-
mum for x
√
dB − 1 = y
√
dA − 1 which reproduces dV
[19]. Hence, it proves that within a class of states with
maximally mixed marginals (and dB − dA is not too big)
dV condition is the strongest one.
IV. A CLASS OF ENTANGLEMENT WITNESS
Now, we show that the new separability criterion gives
rise to the whole class of entanglement witnesses. Let us
recall that for any m×n matrix X its trace norm is given
by the following formula
‖X‖tr = max
O∈O(m,n)
〈O|X〉HS, (14)
4where the maximum is performed over all isometry m×n
matrices O. Let ρ be a separable state in HA⊗HB . One
has therefore for any fixed (x, y)
‖DAx CcanDBy ‖tr ≤ NA(x)NB(y)
and hence
0 ≤ NA(x)NB(y)− ‖DAx CcanDBy ‖tr
= NA(x)NB(y)Tr(ρ1lA ⊗ 1lB)
− max
O∈O(d2A,d2B)
〈O|DAx CcanDBy 〉HS (15)
= NA(x)NB(y)Tr(ρ1lA ⊗ 1lB)
+ min
O∈O(d2A,d2B)
〈O|DAx CcanDBy 〉HS
Therefore for an arbitrary isometry O
Tr(W xyO ρ) ≥ 0, (16)
where
W xyO = NA(x)NB(y) 1lA ⊗ 1lB +
∑
α,β
O˜αβG
A
α ⊗GBβ(17)
and the ‘deformed’ isometry O˜αβ reads
O˜αβ = (DAx )ααO
αβ(DBy )ββ .
Finally, W xyO has the following structure
W xyO =
∑
α,β
wαβGAα ⊗GBβ (18)
with
w00 =
√
(dA − 1 + x2)(dB − 1 + y2) + xyO00,
and
w0β =
x√
dA
O0β , wα0 =
y√
dB
Oα0 , wαβ = Oαβ
for α, β > 0. This way one obtains a big class of wit-
nesses parameterized by d2A × d2B isometry O and two
nonnegative parameters x, y.
V. MULTIPARTITE CRITERION
Our separability criterion (5) may be generalized for
the multipartite scenario: consider N partite system liv-
ing inH1⊗. . .⊗HN , and let G(k)αk denotes an orthonormal
basis in B(Hk). Given a state ρ define a correlation (hy-
per)matrix
CNα1...αN = 〈G(1)α1 ⊗ . . .⊗G(N)αN 〉ρ.
In order to derive generalization of (5), let us reformulate
the definition of the trace norm (14)
‖X‖tr = sup
M
|〈M |X〉HS|
‖M‖∞ , (19)
where the supremum is taken over all matrices of appro-
priate size. It is well known that supremum is always
realized by some isometry (as in (14)). Now, we general-
ize (19) to an arbitrary N -tensor XNi1...iN , where
〈MN |XN 〉HS =
∑
i1,...,iN
MNi1...iNX
N
i1...iN ,
and the spectral (operator) norm is defined as follows
‖MN‖∞ := sup
|x(1)|=···=|x(N)|=1
|
∑
i1,...,iN
MNi1...iNx
(1)
i1
. . . x
(N)
iN
|.
The N -partite CCNR criterion reads
Proposition 1 If N -partite state is fully separable, then
‖CN‖tr ≤ 1.
Proof: again it is enough to check it for a product state
ρ1⊗. . .⊗ρN . Since the trace norm does not depend upon
the basis let us take the canonical one. One finds for the
correlation hypermatrix
CNα1...αn = R
1
α1 . . . R
N
αN ,
where the vector Rk ∈ Rdk reads
Rkαk = 〈G(k)αk 〉ρk = Tr(ρkG(k)αk ) = (1/
√
dk, r
k)
and rk is a Bloch vector of ρk. One has:
〈MN |CN 〉HS ≤ ‖MN‖∞|R1α1 | . . . |RNαN | ≤ ‖MN‖∞
and hence ‖CN‖tr ≤ 1. 
To generalize (5) let us define N diagonal d2k × d2k ma-
trices
Dkxk = diag{xk, 1, . . . , 1},
and CN (x1, . . . , xN ) defined as follows
CNi1...iN (x1, . . . , xN ) = C
N
i1...iN (D
1
x1)i1i1 . . . (D
N
xN )iN iN .
One proves
5Theorem 2 If ρ is fully separable, then
‖CN (x1, . . . , xN )‖tr ≤ N1(x1) . . .NN (xN ), (20)
where
Nk(xk) =
√
dk − 1 + x2k
dk
,
for k = 1, . . . , N .
The proof is similar to that of Theorem 1. Indeed, taking
again a product state ρ1 ⊗ . . .⊗ ρN one finds
〈MN |CN (x1, . . . , xN )〉HS ≤ ‖MN‖∞|R1(x1)| . . . |RN (xN )|,
where Rk(xk) = (xk/
√
dk, r
k), and hence
‖CN (x1, . . . , xN )‖tr ≤ |R1(x1)| . . . |RN (xN )|.
Finally, note that |Rk(xk)|2 = x2k/dk + |rk|2 ≤ Nk(xk)
due to |rk|2 ≤ (dk − 1)/dk, which ends the proof. 
Actually, the trace-norm (or more generally Ky-Fan
norm) was generalized for N -tensors using a procedure of
so called unfoldings [28]: given an XN ∈ Cd1 ⊗ . . .⊗CdN
one defines an n-unfolding (or an n-mode matricization
of XN ) X(n) which is a dn × dn matrix with dn =
(d1d2 . . . dN )/dn (see [28] for a precise definition). Now,
the Ky-Fan norm of XN is defined as follows
‖XN‖t˜r := maxn ‖X
N
(n)‖tr. (21)
Using the same arguments one easily derives
Proposition 2 If ρ is fully separable, then
‖CN (x1, . . . , xN )‖t˜r ≤ N1(x1) . . .NN (xN ). (22)
Note, however that due to ‖XN‖tr ≤ ‖XN‖t˜r the sep-
arability criterion based on (22) is weaker than (20).
The procedure of unfolding gives rise to a family of
matrices each of which only controls bipartite entangle-
ment in dn × dn system. Interestingly, criterion (22) for
xk = 0 (k = 1, . . . , N) was already derived in [29], and
for xk =
√
2/dk (k = 1, . . . , N) it was derived in [20].
It should be clear that if each Hk allows for the exis-
tence of SIC POVM, then for xk =
√
dk + 1 one obtains
a multipartite generalization of ESIC criterion from [21].
However, as we already observed, the existence of SICs
is not essential.
VI. DETECTION POWER
In [12] Rudolph constructed an example of two qubit
state which is entangled (and hence NPT) but it is not
detected by CCNR criterion. It turns out that such state
is always detected by our criterion for sufficiently big x
and y (cf. Appendix for details). However, contrary to
CMC it does not detect all NTP qubit-qubit states.
Let us consider two one-parameter families of two-
qutrit states constructed from unextendable product ba-
sis (UPB) [32, 33]. The first family contains states of
the form ρPPp = pρPP + (1 − p)1l3 ⊗ 1l3/9, where ρPP is
a bound entangled state constructed by use of the Pen-
tagon Pyramid (PP) construction. The second family
contains states of the form ρTip = pρTi+(1−p)1l3⊗1l3/9,
where ρTi is a bound entangled state constructed by use
of the Tiles (Ti) construction. We compare detection
thresholds in this families w.r. to dV, CCNR, ESIC, and
LFCMC criterion:
dV CCNR ESIC LFCMC
PP .9371 .8785 .8739 .8639
Ti .9493 .8897 .8845 .8722
whereas our criterion detects entanglement in the PP
family for p ≥ 0.8721 (x = y = 4059.7) and in Ti family
for p ≥ 0.8822 (x = y = 2442.1). Our criterion detects
more than linear criteria (dV, CCNR and ESIC) but less
than non-linear LFCMC.
Now, we provide an example of a qutrit-qutrit state
which is detected neither by CCNR nor by ESIC but
it is detected by (5). Consider a chessboard state [31]
defined in terms of four orthogonal vectors in C3 ⊗ C3:
|V1〉 = |m, 0, s; 0, n, 0; 0, 0, 0〉
|V2〉 = |0, a, 0; b, 0, c; 0, 0, 0〉
|V3〉 = |n∗, 0, 0; 0,−m∗, 0; t, 0, 0〉
|V4〉 = |0,−b∗, 0; a∗, 0, 0; 0, d, 0〉
giving rise to ρ = N∑i |Vi〉〈Vi|, with N being a normal-
ization factor. Let us consider the mixture with white
noise ρp = pρ+ (1− p)1l3 ⊗ 1l3/9. It is shown in the Ap-
pendix that by taking a suitable parameters we may con-
struct a PPT state ρp that is detected neither by CCNR
nor by ESIC, nor by filter CMC [21] but it is detected by
(5) for (x, y) = (5.5, 5.9) (cf. the Figure).
VII. CONCLUSIONS
In this paper we provide a new family of separability
criteria. Interestingly, it unifies several criteria known
before like e.g. CCNR or realignment criterion, de Vi-
cente criterion and derived recently separability criterion
based on SIC POVMs. All these criteria are based on the
universal object – correlation matrix defined in terms of
Hermitian orthonormal basis in the operator space. It
should be stressed that, unlike the well known CMC or
LUR, the new criteria are linear in the density operator.
This property enables us to provide new classes of entan-
glement witnesses and positive maps. Interestingly, there
6Figure 1. Contour levels of the function f(x, y) =
NA(x)NB(y) − ‖DAx CcanDBy ‖tr. In the detecting area
f(x, y) < 0, since the state is detected according to our crite-
rion (5) with parameters (x, y) as in Eq. (6). Three character-
istic points on the xy plane which restore well-known criteria:
(0, 0) – dV; (1, 1) – CCNR, and (2, 2) – ESIC.
is a natural generalization to multipartite scenario using
multipartite correlation matrix and multipartite gener-
alizations of matrix norms. This approach generalizing
multipartite setting analyzed in [20, 29, 30] and it is es-
sentially different from original CCNR proposed to multi-
partite setting in [27]. It would be interesting to compare
two multipartite criteria based on (20) and (22) analyz-
ing various multipartite states [3, 34, 35]. Another in-
teresting point would be to analyze which entanglement
witnesses corresponding to the above separability criteria
are optimal [36].
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Appendix A: Two qubit example of Rudolph [12]
Consider a qubit-qubit density operator
ρ =
1
2

1 + r 0 0 t
0 0 0 0
0 0 s− r 0
t 0 0 1− s
 , (A1)
where the real parameter {r, s, t} are taken such that ρ ≥ 0. This state is NPT (entangled) iff |t| > 0. One finds for
the correlation matrix
Ccan =
1
2

1 0 0 r
0 t 0 0
0 0 −t 0
s 0 0 1 + r − s
 , (A2)
and hence ‖Ccan‖tr = |t|+ g(r, s) [12], and in general ‖Ccan‖tr ≤ 1 even if |t| > 0.
Now, using our criterion one finds
DAx C
canDBy =
1
2

xy 0 0 xr
0 t 0 0
0 0 −t 0
ys 0 0 1 + r − s
 , (A3)
and hence for a separable (PPT) state
‖DAx CcanDBy ‖tr = |t|+ f(x, y; r, s),
f(x, y, r, s) =
√
λ+(x, y; r, s) +
√
λ−(x, y; r, s),
7λ±(x, y; r, s) =
1
8
(
(1 + r − s)2 + s2x2 + r2y2 + x2y2
±
√
((1 + r − s)2 + s2x2 + r2y2 + x2y2)2 − 4(1 + r)2(1− s)2x2y2
)
.
Note, that in the limit x, y →∞
λ+(x, y; r, s)→ x
2y2
4
, λ−(x, y; r, s)→ 0 , f(x, y; r, s)→ xy
2
,
and hence for PPT (separable) state our criterion
|t|+ f(x, y; r, s) ≤
√
1 + x2
2
√
1 + y2
2
,
gives in the limit x, y →∞ the condition |t| ≤ 0 which recovers PPT condition for (A1).
Appendix B: Chessboard state [31]
Taking the following parameters
a = 0.3346 b = −0.1090 c = −0.6456
d = 0.8560 m = 0.4690 n = −0.3161
s = −1.0178 t = −0.6085 p = 0.8062
one obtains the following PPT density matrix (whose entanglement is not detected by realignment, CMC criterion
and ESIC criterion):
ρp =

0.0964 0 −0.1118 0 0 0 0.0450 0 0
0 0.0505 0 0 0 −0.0506 0 −0.0218 0
−0.1118 0 0.2641 0 0.0753 0 0 0 0
0 0 0 0.0505 0 0.0165 0 −0.0671 0
0 0 0.0753 0 0.0964 0 0.0668 0 0
0 −0.0506 0 0.0165 0 0.1191 0 0 0
0.0450 0 0 0 0.0668 0 0.1082 0 0
0 −0.0218 0 −0.0671 0 0 0 0.1931 0
0 0 0 0 0 0 0 0 0.0215

(B1)
We calculate the quantity: √
2 + x2
3
√
2 + y2
3
− ‖DAx CcanDBy ‖tr (B2)
for (x, y) = (5.8, 5.9). It should be nonegative for separable states. We get ≈ −5.45 × 10−5 and hence we detect
entanglement in the state. On the other hand performing a local filtering of ρp:
ρLF =
A⊗BρpA† ⊗B†
Tr(A⊗BρpA† ⊗B†) (B3)
with operators:
A =
 1.2970 0 −0.07700 1.4374 0
−0.0892 0. 1.2698
 , B =
 0.9171 0 0.11260 0.7412 0
0.1126 0 0.6961
 (B4)
8one obtains a state ρLF with maximally mixed partial traces:
ρLF =

0.0962 0 −0.0717 0 0.0067 0 0.0466 0 0.0113
0 0.0497 0 −0.0028 0 −0.0480 0 −0.0334 0
−0.0717 0 0.1878 0 0.0718 0 0.0113 0 −0.0131
0 −0.0028 0 0.0980 0 0.0522 0 −0.0827 0
0.0067 0 0.0718 0 0.1095 0 0.0821 0 0.0052
0 −0.0480 0 0.0522 0 0.1259 0 −0.0069 0
0.0466 0 0.0113 0 0.0821 0 0.1391 0 0.0194
0 −0.0334 0 −0.0827 0 −0.0069 0 0.1740 0
0.0113 0 −0.0131 0 0.0052 0 0.0194 0 0.0198

(B5)
Calculating quantity: √
2
3
√
2
3
− ‖DA0 CcanDB0 ‖tr (B6)
one gets ≈ 5.41×10−3, hence the state is not detected by the Covariance Matrix Criterion after local filtering making
its partial traces maximally mixed.
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