Optimizing the placement of two emergency facilities  by Barrett, Robert et al.
Yarhrmorical Modellinq. Vol. 7. pp. 627-652. 1986 
FYI.%& in the U.S.A. AlI n$xs reserved. 
02704255386 53.M) * .W 
Copyright C 1986 Pcrgamon Journals Ltd. 
OPTIMIZING THE PLACEMENT OF TWO EMERGENCY 
FACILITIES 
TEAM: ROBERT B.-IRRETT, JONATHAN CAULKINS, ANDREW YATES 
FKULTY ADVISOR: D. L. ELLIOTT 
Department of Systems Science & Mathematics 
Washington university 
St. Louis, MO 63130 
Abstract-The optimal locations for two emergency facilities within a hypothetical 
township are determined in several ways. Exhaustive searches are sufficient to solve 
the simpler versions of the problem. Arguments are given that extend these results to 
more general cases. An analytical approach is presented which allows the optimal lo- 
cations to be found in closed form; these expressions are solved numerically by an 
efficient computer algorithm which is based on LeChgtelier’s Principle. A full sensitivity 
analysis is performed with respect to the problem parameters and suboptimal solutions. 
SUMMARY 
We chose to answer problem 6: Given a street grid labeled with the number of emer- 
gencies that occurred in one year on each block, determine where two emergency facilities 
should be located so that the total response time is minimized. 
The first part of the problem required that the facilities be located at intersections and 
the demand for services was assumed to be concentrated at the center of each block. 
These restrictions allowed us to implement a computer program that enumerated all of 
the possible solutions. The optimal locations were found to be the intersections (3, 2) and 
(3, 6), and the minimum total response time was 4577 sec. (Our Introduction contains a 
diagram of our grid numbering scheme.) 
For the second part of the problem the demand was assumed to be distributed uniformly 
along the streets surrounding each block and the emergency facilities could be located 
anywhere on a street. A minor modification to the program showed that the same solution 
was still optimal for uniformly distributed demand if the facilities were still restricted to 
intersections. 
Next, the restriction on the facilities’ placement was relaxed. This made an exhaustive 
search impossible. Further analysis of the properties of the problem and another computer 
program led us to the conclusion that this is still the optimal solution even if the facilities 
can be placed anywhere on a street. 
We also found a more general solution technique by approaching the problem analyt- 
ically. A few assumptions allowed us to obtain a closed-form expression that could be 
solved for the optimal positions. We found that the two facilities should be located on 
the streets adjacent to blocks[3, 21 and [3, 71. This includes the solution we found by 
computational methods. Hence, we would recommend that the township build its emer- 
gency facilities at intersections (3, 2) and (3, 6). 
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INTRODUCTION 
We approached the emergency facilities location problem in several ways. Each has its 
own strengths and weaknesses, and as a result each gives different insights into the solution 
of the problem. Our general plan was to use a divide and conquer strategy: reduce the 
problem to a simple form, solve it, and then gradually restore the original complexity. 
More specifically, we solved problem (i) with an exhaustive search algorithm. This 
simplistic approach gave us a general idea of the correct solution and laid a foundation 
for further work. Next, we allowed the demand to be continuously distributed along the 
streets but still restricted the facilities to intersections. The ten best solutions found for 
this case were then used as starting points for the next step, allowing one facility to be 
placed anywhere on a street while restricting the other one to an intersection. Analyzing 
these results led us to the conclusion that for almost all possible street grids, the optimal 
solution would be to place both facilities on intersections. Finally, a completely different 
approach was taken to find the optimal facilities’ positions with no restrictions. This 
analytical approach converted the problem into its continuous analog. 
One major assumption is implicit in every solution. Since there were only 109 emer- 
gency calls in 1985 (an average of approximately one per week per facility), the chance 
of more than one dispatch being necessary at one time is small. Therefore, each emergency 
call can be treated as an isolated event. Each call is independent of the calls before and 
after it, and no competition for the facilities’ resources will occur. 
In discussing all of our solution methods we refer to the coordinate system shown 
below in Fig. 1. It numbers the intersections starting with (0, 0) in the northwest with .r 
increasing to the east and ): increasing to the south. The blocks are numbered beginning 
with [l, I] in the northwest corner of the grid, with increasing coordinates toward the 
southeast. 
The problem as given is already a simplification of the real world. Because the full 
description of the township being modelled was not given, our modelling alternatives were 
limited. Instead, we “modelled the model”. In addition to analyzing the given problem, 
we made simplifying assumptions and considered several extensions in the same way that 
we would attack any complex physical or economic problem. 
co,01 tr.01 (2.0) (5.0) fJ,OJ (5 .oj 
(X.X) = 
[X,X1 = 
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block 
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Fig. I. Coordinate syam. 
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I. DISCRETE DEM.GID MODEL 
The first part of the problem asks for the facilities’ locations that minimize the total 
response time, given two simplifying assumptions. The first is that demand is concentrated 
at the center of each block. We assumed that the time required to go from the corner of 
a block to its center is the same for all four corners. Furthermore, this constant is the 
same for every block. Consequently, the total response time for a given block is just the 
time required to reach its closest corner plus this constant. 
The second simplifying assumption is that the facilities will be located at intersections. 
This makes an exhaustive search of all possible pairs of locations for the two facilities 
feasible. Thus part (i) can be solved by a simple algorithm that enumerates all possible 
combinations of locations and then records which one has the minimum total response 
time. 
The time to get to any corner is a simple function of how far the corner is from the 
station in the north-south and east-west directions. To illustrate this, consider the time 
required to reach the southeast corner of the block with zero demand immediately north 
of the pond from a facility at the bottom right corner of the street grid. Clearly, it is three 
blocks north (45 set) and two blocks west (40 set), so the time to reach the corner is just 
85 sec. The program computes the response time from each facility. The smaller of these 
two numbers is the “corner time” for that intersection. The general method for calculating 
the corner time is 
2 
corner time = min (ns X D, + ew x D,) 
i= I 
where 
D, = /yi - y/ 
D, = / xi - x 1 
(x, .v) is the location of corner 
(xi, yi) is the location of facility i 
ns = 15 set 
ew = 20 set 
The obstacle and the pond create three exceptions to this general rule. These exceptions 
are easily handled because the obstacles are only obstructions in very limited circum- 
stances. For example. the pond affects the corner times only ifthe station is on the east- 
west street that is cut by the pond and it has to service a call on the same street on the 
other side of the pond. If this is the case, the time to reach the corner must be corrected 
by the amount of time it takes to drive around the pond. Thus the actual corner time is 
the corner time found by the general method plus two times the length of a north-south 
street. The other obstacle is treated in the same manner, except that it affects two streets. 
After all of the corner times have been calculated, the time to respond to each block’s 
emergencies can be found. This is simply the block’s demand multiplied by the time 
required to reach the block. Consistent with the first assumption discussed above, this 
time is the smallest of the block’s four corner times. The total response time of a particular 
facilities configuration is the sum of all of the block times. 
The complete algorithm calculates the total response time for most of the possible pairs 
of facility locations. Some locations were proved to be suboptimal, and they can be re- 
moved from the search (see Appendix A). 
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Table 1. Ten best locations (discrete demand) 
Time I (secj Time 2 (set) IX,. Y, 1 (X2.Y:) 
3215 
3275 
3180 
3290 
3295 
3300 
3315 
3320 
3335 
33% 
4577 (3.2) 
4637 (3.1) 
1&Z 12.‘) 
1632 (32) 
4657 tl.1) 
4662 (3.2) 
4677 (3.1) 
468’ (32) 
4697 (3,l) 
3717 (I,4) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(2.7) 
(3.6) 
(3,7) 
(3,s) 
Cl,% 
The optimal combination is the one with the minimum total response time. The algo- 
rithm found that the optimal locations were (3, 2) and (3, 6). One interesting feature of 
this result is that the facilities are not affected by the obstacles; they can service any 
block without a detour. 
Table 1 shows the ten pairs of locations with the lowest response times. “Timel” is 
the time to reach the comers of each block. “Time2” is the time to reach the centers of 
the blocks. We assumed that there are alleys so that the additional time per block can be 
computed by the Pythagorean theorem, so the difference between time1 and time2 is just 
(total number of calls) x ((7.5)’ + 10’)“2. 
II. PROBLEM PART (ii) 
Part (ii) of the problem was considerably more difficult. The goal was still to find the 
facilities configuration that minimizes the total response time. Now, however, demand 
was assumed to be uniformly distributed over the streets instead of concentrated at the 
centers of the bIocks and the facilities were allowed to be placed anywhere on a street 
instead of being confined to intersections. 
We interpreted “uniformly distributed on the streets bordering each block” to mean 
that each street accounts for one quarter of that block’s requests for emergency facilities. 
Another possible reading would be that the demand is distributed in proportion to the 
streets’ travel times. However, the street grid on the problem sheet implied that the city 
blocks are square; hence we assumed the differences in travel times are attributable to 
the condition and width of the streets, or perhaps to the way the traffic lights are set, but 
not to their length. 
We tried two basic approaches to problem (ii). The first was essentially computational 
and is described in this section. The second was primarily analytical; it is described in 
the next section. 
For the computational approach we chose to attack the problem in parts. First we kept 
the facilities fixed at intersections but distributed the demand uniformly over the streets. 
Next we let one facility be placed anywhere on a street. From the results of these two 
subcases, we drew conclusions about the solution to the complete problem. 
Uniformly distributed demand with both facilities restricted to intersections 
Part (i) was relatively easy to solve for three reasons. (1) All of the possible solutions 
could be enumerated and compared. (2) The property that no optimal solution would have 
a facility on the edge of the city reduced the size of the search. (3) The time to service 
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a block’s demand could be computed from its comer times. All three properties hold for 
this subcase of problem (ii). The possible solutions can still be enumerated, and the search 
need not include solutions with a facility on the edge of the city (see Appendix A). This 
section describes how block service times can be computed from corner times. 
For uniformly distributed demand, the total response time is the integral of the response 
time multiplied by the density of demand, with the integral taken over all the streets in 
the city. 
I r(x) x density(r) dx 
where T(X) = travel time between x and the nearest facility. 
The demand density’s units are the inverse of those of the integration variable, so they 
cancel leaving time. Because of this cancellation, distance can be measured in terms of 
time. 
The limits of integration must include the whole city. An easier way to express this is 
with the sum 
g Avi’ K1 ; K2 & lBL r(x) dK (vertical streets) 
i=O j=iJ 
BL 
r(x) du (horizontal streets) 
where 
M = the number of north-south streets 
N = the number of east-west streets 
K, , Kz = number of calls made in 1985 from the adjacent blocks 
BL = block length 
where each integral is taken along a single street. 
T(X) can take on one of two forms. If one end of the street can be reached more quickly 
than the other, and the quickest way to get the far end is no faster than going across the 
given street from the other end, then 
r(x) = t 1 -!- s 
where rl = the time to get to the near end, and that street’s contribution to the total 
response time is just 
The other possibility is that the far end of the street can be reached in r, set in some 
way such that tZ < tl + BL. In this case the street is divided into two parts, and its 
contribution to the total response time is 
631 
where 
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Ki and K2 can be computed routinely. ti and tl are available from the discrete demand 
program used for problem (i). The continuous demand program uses the algorithm above 
to compute the total response time for all possible facility configurations. 
Results 
Table 2 shows the ten best locations found by the continuous demand model’s program. 
Again, the optimal locations for the facilities are (3, 2) and (3, 6). 
Uniformly distributed demand \cYth one facilie fixed at an intersection 
Most of the additional complexity in part (ii) of the problem is a result of letting the 
facilities be placed anywhere on a street. This is because enumerating every solution is 
no longer possible. We decided to look next at another subcase of problem (ii): optimizing 
the facility placement with one facility restricted to an intersection. In other words, we 
chose to let just one facility’s position vary before considering the full problem. 
Our approach was based on a simple observation. Any configuration with one facility 
fixed at an intersection can be obtained from a solution to the previous subcase by sliding 
one facility part way along a block. Hence, we did not need to find the total response 
time, but only its variation as one facility is moved away from an intersection by less 
than one block. 
Ignoring the obstacles for the moment. when one facility is varied from an intersection, 
demand can be divided into four categories: demand more than one block ahead of the 
initial location, demand from streets behind the facility’s initial location, demand along 
the facility’s own street, and demand on the same block from streets parallel to the fa- 
cility’s street. (See Fig. 2.) The change in response time per unit demand for each of these 
categories can be described by a simple equation. Furthermore, the obstacles’ effects on 
response time can always be described by these or similar equations (see Appendix B). 
For ease of explanation, assume the variation dy is in the positive )’ direction. 
(X, Y) = coordinates of facility’s initial location 
(x,. _v,) = coordinates of the emergency 
BL = block length in seconds 
dy = the distance the facility is moved away from (X, y) 
Car 1 
Fig. 2. Demand categories. 
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Table 2. Ten best locations (continuous 
demand) 
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LY,.Y,) IX:. YJ) 
13.2) (3.6) 
13.11 13.5) 
13.1) 13.71 
(3.2) (3.8, 
(3.3, (3.7) 
I2 ‘) ._ (2.6) 
13.1) (3.6) 
11.7) (3.6) 
13.3) (3.9, 
(3.4) (3.8) 
Case 1: Demand is ahead of the facility’s original location by more than a block, i.e. 
ye 2: Y + BL. At least one of the shortest routes from the facility to the emergency passes 
through the intersection (X, Y + BL) for all dy. Hence, the response time is reduced by 
exactly dy. Note that this holds for ye = Y - BL as well. 
Case 2: Demand behind the facility’s original location, i.e. y, % Y. By an analogous 
argument, the response time is increased by dy. 
Case 3: Demand along the facility’s street, i.e. (JS, = X) and (Y < yr < Y + BL). 
The average response time is 
1 
BLO IBL 1 dy - ye ( dy, 
1 =- 
[J BL o 
dy (dy - Y,) dx, + L,’ (ye - dy) dy, 
I 
dy2 + 4 BL” - dy - BL = 
BL 
The average response time for dy = 0 is 
BL 
ye dy, = ;BL 
so the change in average response time is just 
dy (dy - BL) 
BL 
Case 4: Demand on parallel streets, i.e. (.yp f X) and ( Y < ye < Y + BL). The distance 
is 
min{dy + k + (y, - I’), (BL - dy) i k + BL f (y, - Y)} 
where the constant k is just the east-west travel time. So the average response time is 
distance x dy,. 
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Shifting the facility linearly so that Y = 0 gives 
BL 
min{(dy + k + ye), (BL - dy f k f BL - ye)} dy, 
1 [J 
BL-dy 
=K'+BL o (dy - y,) dy, + 
I 
BL 
BL-dy 
(2BL - dy - xr) dy, 1 
= K’ + dy (BL - dy) + (BL - dy)’ + (2BL - dy) d) BL’ - (BL - dy)’ 
BL 2BL BL - 2BL 
= K' + & 
For dy = 0 the average response time is 
so the change in average response time is just 
dy (BL - dy) 
BL ’ 
The quantities given by the four equations above are termed average response times 
because they do not yet reflect the density of the emergency calls on each block. 
The flexible facilities location program 
Although these equations are simple, applying them can be difficult because the total 
demand in each category must be found. The regions corresponding to each category are 
determined by the city limits, the limits on (ye, , e v ) given in the equations above, and the 
boundary between the parts of the city covered by each facility. The first two are easy 
to handle. The third is not, primarily because the boundary moves as the facility’s position 
varies. 
Hand calculating the change in response time that results from moving a facility along 
a block takes about 5 min. Determining the limits of integration for streets that are on 
one side of the boundary between the two facilities for small dy and on the other side for 
large dy is the most difficult part. Fortunately, the full calculations are not alLcays nec- 
essary because in some cases inspecting the demand on streets not close to the boundary 
shows that response time will not be improved. 
To make our algorithm more efficient for repetitive application, we tried to program 
the computer to do this “dirty work.” Unfortunately, writing a program that is “smart” 
enough to handle a varying boundary and the obstacles is not easy; and it proved to be 
too time consuming to complete. In its present form, the flexible facilities placement 
program works, but it does not include these two effects. We ran the program anyway 
to get approximate results for moving either facility in any of the four directions for each 
of the ten best solutions found by the continuous demand program described above. 
We noticed that the program almost never indicated that moving a facility away from 
an intersection would reduce the response time. We hand calculated the change in response 
time for each exception, including the effects of the varying boundary. the obstacle, and 
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the pond. In all but one of these cases. the hand calculations revealed that only the 
program’s inaccuracies led it to suggest moving the facility away from the intersection. 
In the remaining case. facility configuration (3, l)-(3, 61. the program indicated that the 
southern facility should be moved north one full block. Hovvever, the continuous demand 
program found (3, l)-(3, 5) to be a better suboptimal solution than (3. 1143. 6). Hence 
even in this case, the program did not find an optimal solution with a facility not on an 
intersection. 
Analysis 
At first these results were surprising, so we reviewed our analysis and derivation of 
the four categories and their corresponding equations. In all cases, when one facility is 
moved a distance dy away from an intersection, the equation for the change in response 
time is quadratic in dy. Also. the constant’s coefficient is 0, except for one very specific 
case caused by the obstacle, and then the constant is positive-that is. the change in 
response time = a dy2 + b dq’ f c. Furthermore, with one minor qualification, the 
coefficient of the dr’ term is guaranteed to be negative. 
This can be seen from the equations for each of the four categories described above. 
Only the demand along the facility’s own street contributes positive dy’ terms, and only 
the parallel streets contribute negative dy’ terms. But the parallel streets always have at 
least as much demand as the facility’s own street. This is because the two blocks that 
create the demand on the facility’s street also create an equal demand on the parallel 
streets to either side. and other blocks usually add still more demand on the parallel streets. 
For all “reasonable” facilities configurations, the facility in question will be closer than 
the other facility to enough of these parallel streets to make the dy’ term’s coefficient 
negative. Appendix B shows that this holds even if the obstacles’ effects are considered. 
The immediate implication of the negativity of the d$ term’s coefficient is that the 
optimal solution will have both facilities at intersections. The equation for the change in 
response time will always have the form a dp’ + b dy + c, with a < 0. Since this is an 
upside-down parabola, it will only achieve a minimum on a boundary, i.e. at an inter- 
section. If the varying boundary is included this may not still hold, but in our experience 
with this problem, its effect is usually quite small. 
Results 
Thus even if one facility could be positioned anywhere on a street, the optimum position 
will still have both facilities at intersections. Intersections are the intuitively logical place 
to put an emergency facility; both the analysis and the program confirm this. 
If when either facility is allowed to move by itself the optimal solution still has both 
of them on intersections, it seems likely that they should both stay on intersections even 
if they could both be moved independently to any point on a street. We cannot prove 
this, but our analysis indicates that it is very probable that the best place to build the 
emergency facilities is at intersections (3, 2) and (3, 6), and that 5123 set is the minimum 
total response time that can be achieved for problem (ii). The results of our analytical 
approach to the problem lend further credence to this conclusion. 
III. AN ANALYTICAL APPROACH 
An analytic solution to the emergency facilities placement problem was sought. This 
approach requires a piecewise continuous definition of all of the problem’s parameters. 
First, a functional description of the distance between two points on the map must be 
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optimal 
boundary 
0 
0 A 
Fig. 3. Boundary between service regions 
defined. The most convenient and accurate of these is the metric derived from the one 
norm: 
It accurately describes distances between points that are separated by at least one block 
in both the x and y directions. No compensation is made for the obstacles. However, the 
results of the exhaustive search procedures showed that the obstacles will not influence 
the optimal solution of this problem. Hence, they may be ignored. 
The next step is to determine the boundary between the regions serviced by facilities 
A and B. This boundary divides the township into two areas, the locus of points which 
are closer to A and those which are closer to B. Using the one metric, it is seen that this 
boundary is piecewise linear with two horizontal or vertical segments and one segment 
of slope plus or minus 1 (see Fig. 3). Appendix C describes the derivation of this result. 
Each of the analytical methods described in this section depend on two approximations. 
First, the demand data must be smoothed to be represented by a continuous function. 
Thus the solutions obtained will not necessarily be optimal for the original data per se. 
However, this smoothing may actually help describe the true demand since the given data 
is only for a single year, and it is not known whether it is an accurate predictor for future 
years. Smoothing the data tends to emphasize patterns in the demand and produces a 
consistent description of its overall form. 
Second, the one metric does not restrict travel to streets. That is, it allows emergency 
vehicles to travel along any vertical or horizontal line. These approximations become 
negligible as the size of the township increases because it is exact for travel of more than 
one street horizontally and one street vertically. Also, the one metric will not force fa- 
cilities to be positioned on streets. However, assuming the continuous approximation to 
the demand is a fairly regular surface, the optimal locations should be near those found 
analytically. 
Finally, an analytical method had to be developed to determine the optimal locations 
for the facilities. This involved evaluating the distance and density functions across the 
surface and minimizing the resulting product as a function of the positions of the facilities. 
We considered four methods, but only examined the last one in detail. 
METHOD 1 
The response time may be determined as follows. Represent the demand distribution 
as a two-dimensional function u(x, y) which is defined along the streets. Locate facilities 
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A and B arbitrarily and determine their respective coverage areas. Integrate the product 
of density and travel time along all of the streets (see Fig. 4). The resulting function of 
the facilities’ positions (A,, A,, B,r, and B,) represents the total response time. The optimal 
locations for A and B can be determined by setting the partial derivatives equal to zero. 
T = 2 j- a(.~, y) t(x, y) dy + c 1 a(.~, y) t(.r, y) d.K, 
I ? 
az- dT aT dT 
-=- 
(MI dA, = aB, = dB, = 
0 
where 
T = total response time 
a(.~, y) = demand density 
t(.u, y) = travel time from (x, y) to closest facility 
A, = x coordinate of facility A 
A, = _s coordinate of facility A 
B, = .K coordinate of facility B 
B, = y coordinate of facility B. 
This method has one major problem. The integrals and sums cannot be described by 
elementary functions because the distance function changes depending upon which station 
is servicing the call. Thus the solution cannot be found in closed form using this method. 
METHOD 1 
The above-mentioned problem may be resolved by changing the form of the integration. 
Integrating over the entire surface of the township, instead ofjust along the streets, makes 
the procedure workable. This distributes the demand throughout the tovvnship, including 
between streets, but it should give a similar result, assuming a good fit to the demand 
function. 
Unfortunately, the number and complexity of the integrals makes the problem quite 
difficult; having four special cases depending on the orientation of A and B further com- 
plicates things (see Fig. 5). 
One additional approximation simplifies the problem somewhat. By assuming that the 
optimal locations of the facilities are close to being on a north-south line. the optimal 
boundary becomes a straight east-west line (see Appendix C). This approximation is fairly 
reasonable because the city is twice as long in the north-south direction as it is from east 
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Fig. 5. Special cases for orientation of A and B. Fig. 6. Quadrants for each placement of A and B. 
to west. This appears to make the problem feasible, but vve did not have time to address 
it because a simpler and more elegant procedure was developed. 
METHOD 3 
We considered one more idea along this line without pursuing it in depth. Approximating 
the surface integral by a series of line integrals diminishes the complexity of the problem. 
This may be accomplished by integrating along north-south strips and summing the re- 
sults. This method has a couple of advantages. First, the functional description of demand 
need only be one dimensional. Several of these calculations are easier than fitting the 
demand with a two-dimensional surface. Second, the line integrals are much simpler to 
compute. One disadvantage is that to avoid integrating over absolute values. the east- 
west position of the facilities must be guessed within the separation of the line integrals. 
4gain this method was not explored further due to time constraints. 
LeCHATELIER’S METHOD 
LeChatelier’s principle states that a system under stress will react so as to relieve that 
stress. This principle can be used to determine the optimal locations for the facilities. A 
simple thought experiment will illustrate. Assume the two facilities A and B are placed 
arbitrarily on the street grid. If there is more demand to the east of A than to the west 
(within its coverage area), it should be moved to the east. Likewise for the north and 
south directions. When the demand is balanced, the facilities are at their optimal locations. 
This concept was tested for the discrete facilities positioning problem by modifying the 
exhaustive search program. The facilities were placed at arbitrary starting points and the 
demand-time product was computed for each of the four quadrants around both A and 
B. The facilities were then moved one block in the direction that would relieve the stresses. 
Amazingly, for any two starting points, the procedure found the same optimal points we 
obtained previously within several iterations. After reaching the optimal points, it oscil- 
lated about them. This oscillation occurred because no pair of corner positions completely 
balances the stresses. 
This confirmed that the optimal solution lies where the demand stresses are at equi- 
librium. Thus a general algorithm for finding the optimal solution is as follows. First, 
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determine the stress on each facility from demands in each of the four quadrants (see Fig. 
6). Equating east-west and north-south demands yields four optimality conditions for 
the positions of A and B. 
These imply 
AI + AllI = An f AIV Bl + Bill = BII + BIV 
AI + Au = Am + Arv BI + BII = B,ll c B,v. 
AI = Am BI = Bill 
Au = Arv l?f = B,v. 
Solving these equations gives the optimal locations for facilities A and B. 
APPLYING THE PRINCIPLE 
To use this principle, it is necessary to describe the demand density as a continuous 
distribution, a(x, y). The best fit we found for given density data was a two-dimensional, 
fourth-degree polynomial (see Appendix D). 
a(x, y) = i i: j i-j CXijS y . 
iso j=O 
The stress in each quadrant can be determined by integrating the demand, a(~, v), times 
the distance over the quadrant. Equation (3. I) gives the general form of this integral. 
U(X, Y) = 2 C O.ijXjY'-j, 
1 i 
DA = 1 A, - I j + ) A, - y 1 = wl(A, - x) + w2(Ay - y), 
x bi-j-1 _ ci-j-l 
_A j- I 
i-j+ 1 
jyI(d 
_ ci_ ,) bi-;.” ;i;+*} . 
The parameters for each quadrant are as follows: 
for AI a =L c=A, w,= -1 
b = A, d = x’ w, = + 1 
for An a =L c=o W] = 1 
b = A, d = A, 1L’z = 1 ,: ~ A, + B, 
for AIn a = A, c=o 1= I 
E2 = - 1 
2 
b = y’ d = A, 
for AIv a = A, c = A, IV1 = -1 
b = y’ d = x’ wz = -1. 
(3.1) 
MO ROBERT BARRETT er al. 
Performing the appropriate integrations and equating the stresses yields Eqs. (3.2)-(3.5). 
AI - AIII = 03 
Tr: .-{ 
1 
1 j 
% (j - 3)(i -j t 1) 
[Xfj-?(A;-I- 1 _ I’-‘- 1) 
+ Ayc-?(yi-j-’ _ a;,-j” f v’i-j-l)] 
AA, 
- 
(j f 1) (i - j + 1) 
[x’j- ‘(A’-‘- ’ y - -i-j_,) 
+_ Ai-“(vi-i” _ 2A1-“1 + ,v’i-i-l)] 
- 
(_i + 
1) (1 _ j + 2) [.r’j+‘(A;.-j-’ - -‘-“2) 
+ A;-l(L’-i‘? _ 2A;-“2 + Y’i-j-“)] 
A IV - AI1 = 0 3 
cc ..{ 1 %’ (j + 2) (i - j + 1) [,ytj-Z (.v 
,j-j- 1 _ Ai,-j- I 
> ) 
1 J 
f A;-z(2A;-j- ! _ 4’f;-JL 1 _ _‘-j- I)] 
Ax - A, 
- 
(j + 1) (i - j + 1) [.“j- ‘0 
<i-j- I - A;,-‘- ‘) 
f A;tz(2A;-j- I _ yti-j- 1 _ j?-j- I)] 
1 
+ (j + 1) (i - j f 2) 
[_ycj-Z(yri-j-2 _ Ai,-‘“2) 
(3.2) 
(3.3) 
Similarly for B: 
(j + 2) (i - j + 1) 
[.r,j-2B_(-j-l + ~<-2(‘i-j-I _ 2Bf,-j-‘)] 
B., - B, - 
(j + 
1) (i _ j + ,) [yJ-lB;,-j-l + B<-‘(~-‘-’ - 2Bi.-J-‘)] 
“- ‘B’-“’ ,-I y--i--2 _ ? + B.r (J zB,c_-‘-‘)] = 0 (3.1) 
B,v - BI, = 0 3 
_j + l)L~“-‘(-i-j-’ 
_ B.;-‘- 1) + B;-‘(ZB;,-‘-1 - l’-‘-‘)I 
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B, f B, [rpj- l(jC-j- 1 _ B;,-j- i) _+ B:- l(zB;,-j- 1 _ ,t;i-j-l)] 
_(j+ I)(i-j+ 1). 
I 
+ (j f 1) (i - j + 2) 
[<r”-‘(~j-2 _ &-‘-2) + B’,- ‘(28;,-‘-2 _ -‘-‘-‘)I = () (3.5) 
The procedure was tested for two relatively simple surfaces. Computations were done 
by hand for a constant demand surface and one proportional to the product XV. Next. 
Eqs. (3.2)-(3.5) were implemented on a computer. To test our program, the solution for 
these two simple surfaces was obtained by selecting appropriate values for the CL’S. An 
iteration scheme was implemented using a gradient search algorithm: by examining how 
far and in what direction the equations were off, the facilities could be moved closer to 
the correct solution. This procedure worked very lvell and rapidly converged to the so- 
lution independent of the starting positions of the facilities. 
The moment of truth arrived when the best-fit fourth-degree surface was implemented. 
One slight modification normalized the surface to account for unequal speeds in the east- 
west and north-south directions. The program surpassed all expectations by rapidly con- 
verging to solutions very close to the predicted (3. 2) and (3, 6) optimal locations. The 
actual roots of the four equations are (2.18, 1.77) and (2.43, 6.61). Figure 7 shows sample 
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Fis. 7. Convergence paths for analytical approach. 
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trajectories from different starting locations. Of course the facilities must actually be 
located on streets. The closest points on streets are (2.48, 2.00) and (2.43, 7.00). 
This algorithm finds the best location for the facilities subject to the following simpli- 
fying assumptions. (1) The demand may be adequately represented as an analytical func- 
tidn. (2) The streets are dense enough so that the one norm is accurate. (3) The optimal 
solution may be determined by placing the facilities on the streets closest to the calculated 
solution. (4) The obstacles only affect the solution to a small degree and may be used to 
interpret the solution. That is, if a choice needs to be made between two streets, place 
the facility on the one least affected by the obstacles. 
One nice property of this method is that it can be appIied easily to other situations. 
Exhaustive search methods may become too expensive if the size of the city increases 
significantly. The accuracy of the analytical solution improves as the size of the city 
increases (leading to denser streets) but, the magnitude of the computations stays relatively 
constant. The LeChstelier Method gives very good results with a minimum amount of 
searching. In fact, for the discrete demand case it makes the other methods almost obsolete 
since it arrives at the same conclusion in a fraction of the time. 
IV. SENSITIVITY ANALYSIS 
Potential optimal solutions must be evaluated for their sensitivity to small changes in 
the system’s parameters, such as demand and street traversal time change. We tested 
variations in demand first. Changing demand was simulated by adding 1, 0, or - 1 to each 
block’s demand according to the following probability distribution: 
P(adding 1) = 0.5 - (original demand)/10 
P(subtracting 1) = (original demand)/lO. 
Table 3 shows the results for the discrete demand model. Forty percent of the time 
the perturbation had no effect, and only one of the trials produced a solution that was 
not one of the original ten best solutions. 
The continuous demand model’s solution was even more stable. Every trial indicated 
that the optimal locations were still intersections (3, 2) and (3, 6). (See Table 4.) Thus 
even with random shifts in demand the optimal solution for the 1985 data performed well. 
Next, street travel times were varied. Fifteen different ratios of north-south and east- 
west travel times were tested. A subset of these are shown in Table 5. It was only necessary 
to change one travel time (the north-south time) because only the relative length of the 
north-south and east-west travel times is important for stability purposes, not their 
magnitudes. 
Table 3. Effects of demand changes on optimal solutions 
(discrete demand model) 
Trial # Total response time Csec) Facility 1 Facility 2 
I 3645 
2 3600 
3 3130 
1 3555 
: 3465 35
7 3160 
8 3470 
9 3195 
IO 3330 
(2.2) (3,7) 
(3.7) (3.6) 
(3 21 
(3::) 
(2,7) 
(2,7) 
(3.2) (2.7) 
(3.2) (3,6) 
(3.2) (3.6) 
(1 2) 
(3:2) 
(3.6) 
(3.6) 
Optimizing the placement of two emergency facilities 
Table 4. Effects of demand changes on optimal solutions 
(continuous demand model) 
Trial # Total response time tsec) Facility I Facility ‘_ 
643 
I 
2 
3 
1 
5, 
7 
8 
9 
IO 
5773 
5x3 
5883 
5385 
5305 
5460 
5105 
5870 
5788 
5773 
(3.1) 
(3 2) 
(3:2) 
(3.2) 
(32) 
(3.2) 
(3.2) 
(3.2 
(3.2) 
(3.2) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
(3.6) 
Table 5. Effect of street travel time on optimal 
solution (discrete demand model) 
NS travel Response 
time time Facility 1 Facility 1 
12.5 2853 (1 .?I (4.5) 
2863 (4.4) (I .J) 
2915 (4.3) (1.5) 
2918 (I.31 (4.5) 
2928 ( I A) (-1.1) 
13 2953 (1.4) (4.5) 
2966 (4.4) (1.5) 
3018 (4.3) (I.51 
3029 (3.2) (3.6) 
303 I (1.3) (4.5) 
13.5 3054 (I .A) (-1.S) 
3067 (4.4) (I.5) 
3076 (3.2) (3.6) 
3121 (4.3) (1.5) 
3130 (3.1) (3.6) 
I4 3122 (3.2) (3.6) 
3154 ( I .-I) (4.5) 
3168 (4.4) (1.5) 
3178 (3.1) (3.6) 
3180 (2.2) (3.6) 
18 3494 13.2) (3.61 
3566 (3.1) (3.6) 
3580 (2 ‘1 (3.6) 
3586 (2:;) (3.6) 
3600 13.1) (2.7) 
11 3866 (3.2) (3.6) 
395-t (3.1, (3.6) 
3966 (2.2) (3.6) 
397-I (2.1) (3.6) 
399-t (3.1) (2.6) 
Interestingly, when the north-south travel time was reduced by only 1.5 set, to 13.5 
set, the optimal locations for the discrete model changed from (3, 2) and (3, 6) to (1, 4) 
and (4, 5). This oriented the facilities on an east-west line instead of a north-south one. 
This discontinuous jump is easily explained by considering a map of the township nor- 
malized by travel time. As the north-south time is decreased, this normalized grid be- 
comes shorter in the north-south direction. At some point, it becomes so short that it is 
advantageous to separate the two facilities along an east-west line. 
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If the continuous demand and analytical approaches had shown a similar sensitivity, 
Rio Rancho’s policy makers would have been well advised to reconsider the accuracy of 
their assumptions about street travel times. However, this was not the case. In fact, the 
optimal solution for the continuous demand model only shifted after the north-south travel 
time was decreased by 33%. (See Table 6.) Increasing the north-south travel time had 
no effect on the optimal solution of either model. 
Optimal solutions for the analytical approach were found using the fourth-degree de- 
mand approximation for three different ratios of north-south to east-west travel times. 
(See Table 7.) The results show that the optimal solution is insensitive to this type of 
variation. 
The implications of this sensitivity data are quite important. Apparently street travel 
time has more effect on the optimal solutions than changing demand does. Fortunately, 
it is reasonable to assume that demand will be the more volatile parameter. Travel time 
vvill probably remain the same in the near future due to the inherent restrictions imposed 
by the physical contruction of the streets. On the other hand, it would be unreasonable 
to assume the exact same people will be sick in the years to come. 
This argument justifies the continuous approximation to the demand density used by 
the analytical approach. Smoothing reduces the noise that will inevitably appear in any 
one year’s data. The only criticism of smoothing the demand is that nonzero demand can 
be assigned to the regions that include the two obstacles. 
Table 6. Effect ot’ street ~rzdvel time on optimal 
solution (continuous demand model) 
ns travrl Rsspone 
time Iime Facilit) I Facility 2 
I 0 4016 
10'S 
-II I I 
4131 
1216 
I2 4681) 
174s 
4718 
1776 
47x1 
16 5270 
5398 
SM 
5510 
“IO 
20 i860 
5950 
5960 
5980 
6000 
21 6110 
6612 
6690 
6711 13.1, (3.71 
6810 r3.2, (3.X1 
(4.3) 
Cl.31 
I I.41 
f 1.1) 
I I.21 
13.21 
t I.41 
(3.4) 
(3.1) 
Il.5, 
13.7, 
13.1, 
(3.1) 
13.2, 
(3.3, 
(3.21 
(3.1) 
(3.11 
r2.21 
(3.21 
(3.2, 
13.2, 
12.1) 
13.1) 
(2.2, 
13.2, 
(7.1) 
(2.2, 
11.5) 
i-l.Sl 
15.6) 
(4.6) 
11.1) 
13.6) 
(3.41 
( I .-I) 
(3.5) 
13.5, 
(3.6) 
l3.5) 
(3.7, 
13.5) 
(3.71 
(3.6) 
(3.5, 
13.7) 
12.6, 
13.8) 
13.6) 
(2.7) 
(7.6) 
13.6) 
(3.7, 
(3.6, 
13.5) 
11.6, 
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Table 8. Ten best locations 
(discrete demand, time 
squared) 
645 
Rank MI,YI) (X2, Y2) 
Table 7. Effect of street travel time on optimal 
solution (analytical method) 
Ratio travel times Optimal placement 
NSiEW Facility 1 Facility 1 
1.0 (X49,6.67) (2.43.1.83) 
0.2 (2.54,2.05) (2.38~294) 
S.0 (2.47.1.66) (2.45,6.533 
13.2) 
(2.2) 
(3.2) 
(1 2) 
(3::) 
(2.1) 
(2.1) 
(3.2) 
(3,31 
(3.1) 
12.7) 
(3.7) 
(3.7) 
(3.6) 
(3.6) 
(3.6) 
0.7) 
(3.8) 
(3.7) 
(3.7) 
Our final sensitivity test for the discrete model was finding the locations that minimized 
the sum of the squares of the response times. A victim might well perceive that the cost 
of a delay is proportional to the square of the response time. The ten best locations for 
this objective function are listed in Table 8. Although (3, 2) and (3, 6) are no longer the 
optimal points, they still perform quite well even when the objective function is varied. 
Our definition of response time ignores the time lag between a request for service and 
the dispatch of an emergency vehicle. This lag is probably about the same for each call, 
so in the linear model it does not affect the optimal point. The delay simply increases the 
total response time by adding a constant to each response. With a time-squared objective 
function, however, it has a definite effect, but we did not have any data on typical time 
lags so we could not include it. 
Our conclusion is that (3, 2) and (3, 6) are the optimal points even when the problem’s 
parameters vary. However, the average response time for these points is only a few 
seconds shorter than it is for the suboptimal points. This suggests that the other points 
should not be ignored. The community may want to consider secondary criteria when the 
final choice of locations is made. 
Another area of sensitivity concerns the number of facilities. Changing this number is 
departing from the stated problem, but the question must be addressed if the algorithms 
and procedures developed are to be applied more generally. In most real-life situations, 
the problem of locating two facilities would be a subtask within the overall question of 
how many should be built in the first place. The local government would undoubtably be 
trading off response time and budget constraints. If getting to the emergency quickly were 
the only criteria, why not put a facility on each corner? With this in mind, the discrete 
demand model was modified to handle one and three facilities. Table 9 shows the results. 
Now a complete assessment of the emergency facilities location problem can be made. 
The average response time is 45.2 set with one facility. This can be improved to 29.5 set 
Table 9. Effect of more facilities 
Number of stations Location(s) Total response time (set) Average response time (set) 
#l (3.4) 1925 43.2 
#2 (3.2) 3115 29.5 
(3.6) 
#3 (3,l) 2030 18.6 
(I.5) 
14.7) 
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by adding another facility. Is this 35% improvement in response time worth a 100% in- 
crease in cost? This question can only be answered by the individual community. Note 
that adding a third facility decreases the average response time to 18.6 sec. A well-endowed 
township may well feel that this is worth the increased cost. 
V. FURTHER WORK 
For the analytical solution method, we had to decide how to fit a continuous function 
to the given demand data. A simple two-dimensional polynomial surface was selected to 
make the integrals tractable. However, because of the number of approximately equally 
spaced peaks and valleys, a Fourier series might be able to represent the demand more 
accurately with fewer terms. Several other series representations, such as Bessel functions 
and Legendre polynomials. should also be tried. 
One concern is that demand data was given for only one year; yet we wanted to find 
locations that would provide optimal service in the future. A good test of our solution 
would be to use data from earlier years and compare the results with those obtained with 
the 1985 data. Alternately, city officials could be asked to project future population and 
crime growth. 
Several ideas were not pursued because we lacked the requisite data. One was the 
possibility of more than one call for one facility’s services occurring simultaneously so 
that the other facility would have to service one of the calls. How would this possibility 
affect the optimal locations? Perhaps this would favor more central positions. but it is 
difficult to make predictions. Specialized data would be needed to simulate this effect. 
Similarly, the possibility of emergencies that require the services of both facilities could 
be considered. Again data for modelling this situation was not available. 
Different travel times for individual streets is more realistic than uniform times. Despite 
the additional complexity, it would be valuable to study this case for at least a few cities 
to see if the assumption of uniform times affects the optimal solution. Also, the effect of 
traffic lights and traffic conditions could be investigated. 
It was implicitly assumed in the models that each emergency was of the same type. In 
reality police, fire, and ambulance service are of distinct nature, and the parameters for 
each type of call would be different. For example, police calls are usually answered by 
units already on patrol; therefore, fire and ambulance calls should have a greater impact 
on the facility’s location than police calls. 
VI. CONCLUSIONS 
For subcases of the general problem. our computational methods found that the optimal 
locations for the emergency facilities are intersections (3. 3 ) and (3. 6). Our analysis of 
these algorithms sho\ved that the optimal solution will have both facilities at intersections 
for almost any street grid. including the given one. Therefore LC’C conclude that this solution 
is optimal even when the facilities are free to be located anywhere on a street. 
The analytical approach yielded a solution of(Z.18. 1.77) and (2.33. 6.61). This method 
ignored street locations. so the true solution lies on one of the streets surrounding that 
block. This agrees with the computational approach’s results since the corners 13, 2) and 
(3, 6) are on these streets. 
The obstacles do not play an important role in determining the optimal solution. so 
there is no reason for Rio Ranch0 to remove the obstacle or bridge the pond to decrease 
response time. If they were more significant. then the analytical method bvould have had 
to include them, and as a result. \r.ould have been more complex. 
The solution is quite insensitive to changes in the parameters of the problem. Small 
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changes in street travel times and demand densities did not affect the answer at all. 
Likewise the total response time is fairly insensitive to moving the facilities to a suboptimal 
solution. The tenth best solution only increases the average response time by 67%. 
We noticed that the total demand for the entire year of 1985 amounted to just one call 
per facility per week. and the number of streets indicates that the towxship is rather small. 
This fact made the computational methods reasonably efficient and let certain second- 
order effects (such as simultaneous calls) be ignored. However. it weakened the accuracy 
of the analytical approach. The analytical approach becomes exact in the limit of high 
street density. which is when the computational methods become impractical. Further- 
more, the effort required to get accurate results from the analytical methods does not 
increase with the size of the city. Thus. the methods discussed in this paper for determining 
the optimal locations for emergency facilities may be applied to a Lvide spectrum of similar 
problems. 
APPENDIX A 
PROOFS OF PROPERTIES THAT ECONOMIZE EXHAUSTIVE SE.-\RCHES 
For problem (i), provided that none of the edge blocks are obstacles. there exists an optimal 
solution that does not have a facility on the perimeter of the city. 
Proof. Let facility A be on the perimeter, for example at intersection (0. 6). Another facility. 
call it B, located at ( I. 6). is at least as close to any block as facility A is. The travel times between 
A and the intersection (0. A’). and B and the intersection (I. N) are equal. because the time to 
traverse a block in the north-south direction is constant and. by assumption. none of the north- 
south streets to the east of the first column of blocks is interdicted. Hence. the two facilities are 
equidistant to blocks in the first column since reaching any corner of a block is equivalent to reaching 
the block. It is clear that for blocks in any other column. facility B is closer. This proves the 
statement. 
For problem (ii), provided that none of the edge blocks are obstacles. there exists an optimal 
solution that does not have a facility on the perimeter of the city. 
Proof’. Let facility A be located on the perimeter. A facility located directly across the block 
from A will always have a shorter response time. Suppose A is located on the west side of block 
(I. I), and B is on the east side. They can each service the north and sourh sides of any block in 
column I in equal timec. They can also reach points on the west and east sides of any block in 
column I in equal times. Hobvever. the demand on the east side of these blocks is always at least 
as great as the demand on the west side because it includes contributions from blocks in column 
2. Hence. facility B is closer to the streets with the greatest demand density. Also. facility B services 
demand originating from blocks in columns 2-j faster than A does. so the average response time 
is never increased by relocating a facility from position il to position B. 
For problem (ii), provided that none of the edge blocks are obstacles, there exists an Optimal 
solution that does not have a facility on a street which has one end on the perimeter of the city. 
Proof: Consider for example a facility A located at (1 -t (1. 7). Lvith 0 < rc c: I. and a facilit). 
B located at (1. 7). Facility B is closer to all demand originatin, 0 from all blocks except those in 
column 5. A can reach all points on streets with s-coordinate 5 faster by (I sec. But B can reach 
all points on streets with .r-coordinate 4 faster by the same amount of time. and the demand densit! 
on these streets is at least as great as the density for the points with .r-coordinate 5. So unless the 
effect of east-west streets betbveen s = 4 and .Y = 5 overcomes this difference, facility B will have 
the shorter total response time. 
By the results of the body of the paper, facility A can reach points on its own street faster by 
ew x ~(1 - (0 sec. bvhere ew is the time to traverse a street in the east-west direction. Facility B 
can reach corresponding points on all parallel streets faster by the same amount. But the parallel 
streets will always have at least as much demand because the blocks on either side of facility As 
street contribute exactly the same amount of demand to the parallel streets as they do to AS own 
street. Consequently. for all streets running between .c = 4 and .r = 5 summed together, 8 is faster 
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by (sum of demand for all blocks not adjacent to As street) ew x n( 1 - a) which is always positive 
since 0 < a < I. Since 5 can service calls from points with .r-coordinates less than 4 faster than 
,-! can. a facility at 5 will always have the smaller total response time. 
For problem (ii), there exists an optimal solution that does not have a facility on either street 
(7 2)-(2 3) or (2, 3)-(3.3). -7 I 
Proof. Consider the case for street ( 2. 2)-(2. 3). Analoaous arguments hold for the other street. 
Let facility A be on the street ( 2, 2)-(2. 3). Let 5 be on-the street (2, 3)-(3, 2) so that the travel 
times from each facility to the point (_ 1. 2) are equal. Both service demand from block (3, 2) in equal 
time. Facility 5 services demand originating to the northeast of (3, 3) faster than facility il can. 
Both can reach intersections C 2, 2) and (3, 3) in equal time, so facility 5 can service all other demand 
at least as quickly as facility il. Hence, for any given street grid. as least one of the optimal solutions 
does not have a facility on street (2, 2)-Q. 3). 
APPENDIX B 
EFFECT OF THE POND AND OBSTACLE ON THE CHANGE IN RESPONSE TIME 
WHEN A FACILITY IS iMOVED AWAY FROM AN INTERSECTION 
In the body of the paper we showed that when a facility is perturbed away from an intersection 
by a distance dy, the change in the total response time is quadratic in dy, and the constant term is 
0. That is 6RT = a dy’ + b dy, where SRT is the change in response time. Furthermore, a 4 0, 
and for all “reasonable” facilities configurations, a < 0. In this Appendix we prove that this result 
holds true even when the effects of the obstacle and the pond are considered, except for one very 
specific case for which a positive constant term must be added. The notation used is: 
(X, Y) are the coordinates of the intersection the facility is moved away from 
dy is the distance the facility is moved from (X, v) 
(.r,, y,.) are the coordinates of the emergency 
6RT is the change in response time per unit demand 
ns. ew are the travel times for north-south and east-west streets. 
The change in response time including the obstacles’ effects can be found by applying the equa- 
tions in the body of the paper; finding the demand in the regions affected by the pond and obstacle; 
subtracting off its contribution to 6RT as calculated with the original equations; and, finally, adding 
its adjusted contribution as calculated from the equations derived below. The sum and difference 
of terms quadratic in dy is also quadratic in dy because addition and subtraction are closed over 
polynomials of any given finite order. Thus, even when the effects of the obstacle and pond are 
considered, the change in response time as one facility is moved away from an intersection is 
quadratic in dy. Furthermore, the negativity of the dy’ term’s coefficient is preserved. 
The pond’s effect 
Consider first the case with Y = 7. and the facility on the opposite side of the pond as the 
emergency. 
If ye = 7 or ye = 9, then the pond has no effect. 
If 7 < y, G 8 6RT is just dy because the shortest path passes through (2, 7). 
If 8 < _vc < 9 the situation is similar to that of a parallel street (case 4 as discussed in the body 
of the paper). This can be seen by considering the rectangle (2, 7)-(3, 7)-(3, 9)-(2, 9). For all dy and 
all ye., the emergency vehicle must traverse at least one full north-south block. This constant 
contribution can be subtracted out by “removing” streets (2. 8)-(2, 9) and (3, 7)-(3, 8) from the 
rectangle. leaving a square. The square has the same form as the parallel streets case explained in 
the body of the paper, for which 6RT is dp - (Ins) dy’. Adding the constant factor back in gives 
the correct SRT. 2 dv - (lins) dy’. 
Hence for Y = 7, the effect of the pond is always quadratic. For Y = 8 and dy < 0 (i.e. perturbing 
the facility to the north), Y = 8 and dy > 0, and Y = 9 and dy < 0, the equations for the pond’s 
effect are the same modulo sign changes in dy and interchanging the equations which apply for 7 
< _vr < 8 and 8 CC ye < 9 if 8 < Y + d; < 9. 
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The pond has no effect if th2 facility is to its north or south, that is. 2 < X < 3, because the 
equation for the response times for parallel streets is still valid. Henc2. the pond’s effect on the 
change in response tim2 that results from moving a facility away from an intersection can be de- 
scribed by an equation that is quadratic in dy. 
The obstacle’s effect 
If the obstacle were a 1 x 2 block square, it would have the same sffect on response time as 
the pond does because the additional block of width separating the facility and the location of the 
emergency adds the same amount to the travel time whether or not the obstacle is there. Therefore. 
only the indented region of streets (_ 1. 2)-(2. 3) and (1, 3)-(3, 3) might lead to terms that are not 
quadratic in dy. 
By symmetry, there are only two cases to consider. The first is when the facility is to the north 
or east of the obstacle [(I < X < 3) and (0 < Y < 3) or (3 < X < 5) and (2 < Y < 4)l. The second 
is when the facility is to the south or west of the obstacle [(O < X < I) and (2 < Y < 4) or (I < X 
< 3) and (1 < Y cc IO)]. 
In Appendix A it is proved that no optimal solution will have a facility on either street (2. I)- 
(2. 3) or (1. 3)-(3. 3). So if the facility is to the north or east, the obstacle is effectively reduced to 
a Z x 2 block pond. 
Now it only remains to be proved that if the facility is to the south or west, streets (2. I)-(?. 3) 
and (2, 3)-(3. 3) do not add nonquadratic terms to the equation for the change in response time. 
Consider the case when the facility is to the west. The results hold equally if the facility is to the 
south by symmetry. 
First consider 2 < Y + dg < 3, The change in response time for both thr horizontal street (7, 
3).(3, 3) and the vertical street (2, 3)-Q, 3) is d!: because the shortest path is always through in- 
tsrsection (I. 2). 
Now consider 3 < Y + dv < 1. For the horizontal street. the equation for the change in response 
time is complicated by the fact that the shortest route might be either to the north or the south of 
the obstacle. For the northern route the distance is ‘_ ns + ew + dy + xc, where IC, equals the 
distance east of intersection (7, 3) along the horizontal street the emergency occurs. For the southern 
route the distance is ns + Zew -C (ns - dy) + (ew - I,.). The northern rout2 is shorter if .t, < 
(2w - dy). so the equation for the change in response time is 
i 
w-d, 
II 
(Zns + ew + dy + x,.) dr, + 
I 
.y_,V (ns + 22w + ( ns - dy) + (ew - s,) d\-, 
= (2ns + ew i dy)(ew - dy) + 
(ew - dy)’ 
2 
+ (ns + 7ew + (ns - d_v) 2 ew) d? 
eu.’ - (ew - dv)? 
- 
1 
which gives a change in respons2 time of 
6RT = - Z dv’ + 2w dx + (Ins + y) ew 
Since th2 north-south str22t travel time is always less than the east-west time. the shortest 
route for the vertical street is always th2 northern route. so the change in response time is just dy. 
Thus the obstacle’s effects on the change in response time are similar to those of the pond. except 
that (I 1 a positive constant might br added and (2) th2 dy’ term’s coefficient might be mad2 more 
negative. 
Cot7cirrsion 
The body of the paper shovvs how to calculate the changs in response time as a facility is moved 
away from an intersection. nsglscting the effects of the obstacle and the pond. Ths rssulting eupres- 
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sion is always of the form quadratic in ds, the distance moved. and the quadratic term’s coefficient 
is always nonpositive. This Appendix shows that even when the effects of the pond and the obstacle 
are included the expressions still have this form. although a positive constant might be added. 
APPENDIX C 
FINDING THE REGIONS SERVICED BY EACH FACILITY 
Consider an area that has been normalized to equal travel speeds in the east-west and north- 
south directions. It is desired to find the contour that divides the area into two regions: the IONS 
of points that are closer to A than B. and the locus of points that are closer to B than A. These 
two regions define the coverage areas for facilities located at points A and B. 
This contour is the locus of points for which the distance to A and the distance to B are equal. 
Equation (Cl) defines the contour where the distance to .-t is equal to the distance to B. using the 
one metric: 
t A, - -r ) + ] A,v - y ) = 1 B, - I / + / B,. - _Y 1 3 (A, - ,r)’ + (A, - y)’ 
+ h*,(A, - x)(A, - _v) = (B., - .r)’ + (B, - _v)’ + 2w2(B, - .r)(B, - y) (Cl) 
where II’ , = +- I N’7 = k I Solving this yields Eq. (CZ): 
i 
- .r I f(A, i A,. + B, + B,.) when \I’, = II’: = I 
;(-A, + A, A B, + B,) when it‘, = - 1 tt‘2 = I .v= 
.v + 4 (--Ar + A, - B, + B,.) when i\‘, = ~1’~ = - I 
(Cl) 
1 (Ar + A, - B, + B,) when it’, = I 1~‘~ = - 1. 
When A and B are on the same are vertical line. the contour becomes a horizontal straight line at 
Y = (A,. + B,)/2 (the midpoint of A and B). 
APPENDIX D 
APPROXIMATING DEAMAND WITH 4 CONTINUOUS FUNCTION 
The least-squares approximation to the discrete demand data was found for a two-dimensional 
polynomial. The nth-order distribution function a(.r. y) can be expressed in the form 
a(.r, y) = E i aii.rjyi-‘. 
,D.V j=r 
The object is to find the coefficients. a(;.;), that give the best approximation of the actual demand 
data. The system is overdetermined: there are 50 equations (one for each block) and only iV = f(ft 
+ I)(n + 2) unknowns (the a’s). In matrix form, the equations are 
where A is a 50 x V matrix. a is an I\‘-element column vector. and D is a jO-element column vector 
containing the demand at every block. starting from the upper left and proceeding across one row 
at a time. The least-squares solution is 
CL = (ATA)-‘A’D. 
This method was used to evaluate third-. fourth-. fifth-. and sixth-order surfaces. Displaying 
three-dimensional plots of each surface with CTRL-C. a control systems analysis package. and 
checking the error term 
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Table IOa. u(x.).) 
x 
Y I 2. 3 4 5 
Table lob. Actual block demand 
X 
Y 1 2 3 4 5 
1 3.01 1.83 1.44 3.95 1.36 
1- 2.60 1.47 I .78 1.72 2.39 
3 2.79 1.81 1.99 2.62 1.87 
3 3.03 ’ _.- ‘3 Z.-l0 2.91 2.04 
ii 2.58 99 2.35 02 2.31 57 3.13 00 2.37 53
7 I .92 1.32 1.64 2.50 2.45 
8 1.37 0.55 0.80 1.83 2.27 
9 I.52 0.25 0.18 1.12 2.37 
10 3.19 1.18 0.79 1.91 3.35 
I 3 I 4 2 5 
z 3 2 3 3 ? 
3 z 0 3 3 1 
‘I - 
2 ; 2 
0 0 3 I 
1 3 4 3 4 3 ii 
7 I 2 0 I 3 
8 0 z 0 T 
9 3 0 0 i 
’ 
; 
IO 3 I 0 4 2 
.,- ____- -.-- ~ -. 
t 
.’ 
-__-‘__ ----: ,__ < i \ 
:__.I _- -‘. 7 ‘, 
North 
_.- .. ._ ___ .- ~ ‘-. 
.-.._: _:.-c . . -.zT ‘. _ --- 
-.. _; .___ . ;___.- j
_, 
-.:_._ _.. , 
Fig. 8. (A) Density function u. (B) Block demand. 
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Table 11. The a’s (ad. n = -t) 
(1.4) (4,3) (4.2) (4.1) (4*0) 
-0.458 0.0146 0.0211 -0.0089 0.0095 
(3,3) (3.2) (3,1) (3.0) 
0.2944 -0.3298 0.0332 -0.1791 
(2.2) C,l) (2,O) 
0.4970 0.7171 1.1384 
(1,l) (l,O) 
-3.9666 -3.2221 
(030) 
8.0400 
showed that the fourth-order surface was the best approximation. The third-order surface did not 
have enough structure. For the higher-order surfaces, CTRL-C lacked the precision necessary to 
invert the matrices without substantial round-off error. Table 10 shows the actual demand data and 
the values of o(x, y) (with n = 4) for each block. Table 11 gives the values of the a’s for this case. 
In Fig. 8, a plot of the actual demand surface is shown with a plot of u(.r. y). While it is not an 
exact match, a(~, y) has the same important features as the actual demand. 
