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RESUMEN 
 
Estabilidad Exponencial y Polinomial de un Sistema Bresse Elástico con dos 
Realimentaciones Distribuidas Localmente 
 
Joaquín Omar Pérez Ortiz 
 
2019 
 
Asesor   : Dr. Alfonso Pérez Salvatierra 
Titulo obtenido  : Magister en Matemática 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  - - - - -  
En este trabajo estudiaremos un Sistema de Bresse con dos Realimentaciones 
Distribuidas Localmente, que se emplean en la mecánica de solidos deformables. En 
este trabajo obtendremos la existencia, unicidad de solución y el decaimiento 
exponencial y polinomial de la energía asociada al Sistema de Bresse Amortiguados 
por dos realimentaciones localmente distribuidas. Utilizaremos la teoría de semigrupos 
y del resolvente de un generador infinitesimal para analizar la existencia y unicidad de 
la solución, además cuando las velocidades de onda sean iguales se demostrará la 
estabilidad exponencial y si son distintas no será exponencialmente estable, pero será 
polinomialmente estable. 
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polinomial.  
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ABSTRACT 
 
 
Exponential and Polynomial Stability of an Elastic Bresse System with two Locally 
Distributed Feedback 
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In this work we will study a Bresse System with two Locally Distributed Feedback, 
which are used in the mechanics of deformable solids. In this work we will obtain the 
existence, uniqueness of the solution and the exponential and polynomial decay of the 
energy associated with the Bresse System, damped by two locally distributed 
feedback. We will use the theory of semigroups and the resolver of an infinitesimal 
generator to analyze the existence and uniqueness of the solution, also when the wave 
velocities are equal, the exponential stability will be demonstrated and if they are 
different, it will not be exponentially stable, but it will be polynomially stable. 
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CAPITULO 1 
 
Introducción 
 
En los últimos años se tiene un creciente interés a entender las teorías termo mecánicas 
no clásicas de materiales micromorfos, materiales porosos, etc., que se obtienen al 
mezclar por ejemplo la introducción de moléculas de gas en materiales no porosos, o en 
el ensamblaje de iones metálicos o cúmulos y ligantes orgánicos, así se obtienen nuevos 
materiales con importantes propiedades físicas como conductividad, porosidad y otros. 
Para varias teorías de mezcla de materiales, se utiliza la descripción espacial y las 
variables independientes son las gradientes de desplazamiento y la velocidad relativa, y 
es ampliamente aceptada en la comunidad científica y tiene un amplio campo de 
aplicaciones como en la mecánica de materiales. 
Para su estudio y análisis se emplean el sistema de Navier – Bresse (denominadas 
también fórmulas vectoriales de Navier-Bresse) que se emplean en la rama de 
la mecánica de sólidos deformables con el objetivo de describir el comportamiento de 
las partículas del sólido deformable. 
Desde los años 1990, se vienen estudiando problemas con amortiguamiento localmente 
distribuidas ver [11, 20, 24, 29, 30 y 34], para problemas lineales y no lineales. 
Problemas de estabilización exponencial y/o polinomial podemos ver en [2, 3, 4, 5, 6, 
15 y 16]. 
En el presente trabajo de tesis desarrollaremos en forme didáctica y explicita la 
existencia, unicidad de solución como también el decaimiento exponencial y polinomial 
de la energía asociada a un Sistema de Bresse (Jacques Antoine Charles Bresse 1822 – 
1883, Francia) amortiguados por dos realimentaciones localmente distribuidas, 
estudiado por Ali Wehbe et al [5], representado por el sistema, 
 
|ߩଵ߮௧௧ − ܩℎሺ߮� + ߰ + ݈߱ሻ� − ݈ܧℎሺ߱� − ݈߮ሻ = Ͳ      ݁݊ ሺͲ, ܮሻ × ሺͲ,+∞ሻ                  ሺͳ.ͳሻߩଶ߰௧௧ − ܧܫ߰�� + ܩℎሺ߮� + ߰ + ݈߱ሻ + ܽଵሺݔሻ߰௧ = Ͳ      ݁݊ ሺͲ, ܮሻ × ሺͲ,+∞ሻ             ሺͳ.ʹሻߩଵ߱௧௧ − ܧℎሺ߱� − ݈߮ሻ� + ݈ܩℎሺ߮� + ߰ + ݈߱ሻ + ܽଶሺݔሻ߱௧ = Ͳ  ݁݊ ሺͲ, ܮሻ × ሺͲ,+∞ሻ ሺͳ.͵ሻ 
 
Haciendo uso de las leyes del movimiento rotacional, longitudinal y vertical se deduce 
el sistema (1.1) – (1.3). 
El sistema consiste de 3 ecuaciones de onda acoplados en cierto patrón y amortiguada 
por dos realimentaciones localmente distribuidos. La ecuación de onda acerca del 
ángulo de rotación (1.2) y la ecuación de desplazamiento longitudinal (1.3) son 
efectivamente amortiguadas por los dos realimentaciones localmente distribuidos, la 
ecuación de onda del desplazamiento vertical (1.1) es solo indirectamente amortiguada. 
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Las funciones continuas positivas ܽ௜ሺݔሻ, ݅ = ͳ,ʹ satisfacen, 
 
 ܽ௜ሺݔሻ ൒ ܽ > Ͳ, ∀ݔ א Θ = ]Ͳ, ܿ[ ׫ ]݀, ܮ[, Ͳ < ܿ < ݀ < ܮ         (1.4) 
 
   Con las condiciones de frontera: { ߮ሺݐ, Ͳሻ = ߮ሺݐ, ܮሻ = ߰ሺݐ, Ͳሻ = ߰ሺݐ, ܮሻ = ߱ሺݐ, Ͳሻ = ߱ሺݐ, ܮሻ = Ͳ, ݐ א ሺͲ,∞ሻ߮ሺݐ, Ͳሻ = ߮ሺݐ, ܮሻ = ߰�ሺݐ, Ͳሻ = ߰�ሺݐ, ܮሻ = ߱�ሺݐ, Ͳሻ = ߱�ሺݐ, ܮሻ = Ͳ, ݐ א ሺͲ,∞ሻ       ሺͳ.ͷሻሺͳ.͸ሻ 
Y las condiciones iniciales:  
       { ߮ሺͲ, ݔሻ = ߮଴ሺݔሻ,   ߮௧ሺͲ, ݔሻ = ߮ଵሺݔሻ, ݔ א ሺͲ, ܮሻ ߰ሺͲ, ݔሻ = ߰଴ሺݔሻ,   ߰௧ሺͲ, ݔሻ = ߰ଵሺݔሻ , ݔ א ሺͲ, ܮሻ ߱ሺͲ, ݔሻ = ߱଴ሺݔሻ,   ߱௧ሺͲ, ݔሻ = ߱ଵሺݔሻ, ݔ א ሺͲ, ܮሻ             (1.7) 
Estas tienen variable temporal (ݐ ൒ Ͳ) y espacial (ݔ א [Ͳ, ܮ]), además en el sistema (1.1) 
– (1.3) tenemos que ߩଵ, ߩଶ, ܩ, ℎ, ݈, ܧ son constantes positivas, que caracterizan 
propiedades físicas de la viga y el filamento, por ߱, ߮ y ߰ estamos denotando, 
respectivamente, el desplazamiento longitudinal, desplazamiento vertical y ángulo de 
rotación, las funciones ܽ௜ሺݔሻ, ݅ = ͳ,ʹ son funciones positivas y los términos ܽଵሺݔሻ߰௧ y ܽଶሺݔሻ߱௧, son términos disipativos locales. 
 
1.1 Formulación del Problema 
El Sistema de Bresse es un caso más general que el Sistema de Timoshenko 
(considerando en sistema ݈ = Ͳ), esto es, no considerando el desplazamiento 
longitudinal ߱. 
Las velocidades de propagación de las ondas son dadas, respectivamente por ݒଵ = ܩℎߩଵ , ݒଶ = ܧܫߩଶ , ݒଷ = ܧℎߩଵ  
Existen varias publicaciones sobre la estabilización del sistema de Timoshenko con 
diferentes tipos de amortiguación (véanse la Ref. [26]). En particular, en el caso en el 
que solo la ecuación de onda alrededor del ángulo de rotación es amortiguada 
eficazmente por una fuerza de realimentación localmente distribuida en la vecindad de 
la frontera. Entonces la ecuación de onda sobre el desplazamiento transversal solo se 
amortigua indirectamente a través del acoplamiento. La eficacia de este 
amortiguamiento depende del tipo de acoplamiento y de las velocidades ݒଵ y ݒଶ. 
Además, en la Ref. [39], Soufyane et al, demostraron que la energía ܧሺݐሻ del sistema de 
Timoshenko (sin considerar ߮ሻ sometida a la condición de frontera de Dirichlet 
correspondiente, tenía una tasa de decaimiento exponencial cuando ݒଵ = ݒଶ y la tasa de 
decaimiento no exponencial cuando ݒଵ ≠ ݒଶ. Haciendo uso de las leyes del movimiento 
rotacional, longitudinal y vertical se deduce el sistema (1.1) – (1.3). 
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1.2 Justificación de la Investigación. 
Otros autores han analizado variantes del sistema (1.1) – (1.3). Cuando ݒଵ ≠ ݒଶ métodos 
dados por Soufyane et Al [39] no funciona, este fenómeno se ha observado para la 
evolución de segundo orden parcialmente amortiguada.  
En Ref. [22] Liu et al, consideraron un sistema Bresse Termoelástico que consiste en 
tres ecuaciones de onda y dos ecuaciones de calor acopladas en cierto patrón. Las dos 
ecuaciones de onda sobre el desplazamiento longitudinal y el desplazamiento del ángulo 
de corte son efectivamente amortiguadas globalmente por la disipación de las dos 
ecuaciones de calor. La ecuación de onda sobre el desplazamiento vertical está sujeta a 
un amortiguamiento térmico débil y amortiguado indirectamente a través del 
acoplamiento. Establecen la tasa de decaimiento de energía exponencial cuando la onda 
vertical y longitudinal tiene la misma velocidad de propagación. De lo contrario, se 
produce un decaimiento del tipo polinomial. 
 
1.3 Objetivos de la investigación. 
1.3.1 Objetivo General. 
Nuestro principal objetivo es obtener la estabilidad exponencial del semigrupo 
asociado al sistema (1.1) – (1.3) con 2 amortiguamiento localizado; siguiendo los 
resultados de Huang [15] y Prüss [33] para el decaimiento exponencial y la tasa de 
decaimiento polinomial del semigrupo, siguiendo los resultados de Liu y Rao [22]. 
 
1.3.2 Objetivo Específico. 
Nuestro objetivo específico es mostrar la existencia y unicidad de la solución mediante 
la teoría de los semigrupos lineales mediante el Teorema de Lummer Philips, el 
problema este bien puesto y con los mismos resultados de los semigrupos ver la 
estabilidad exponencial y polinomial.  
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CAPÍTULO 2 
 
Preliminares 
 
2.1.Análisis Funcional y Espacios de Sobolev 
A través de este capítulo, los espacios de Banach definidos sobre el cuerpo de los reales 
o complejos lo denotaremos con X, Y a los espacios de Hilbert con H, salvo 
especificaciones en su debido momento. 
Análisis Funcional 
Definición 2.1: Sea   ܣ:�ሺܣሻ ⊂ ܺ → ܻ un operador lineal con dominio �ሺܣሻ. 
1. Diremos que ܣ es acotado, si existe un número positivo ܥ ൒ Ͳ tal que ‖ܣݒ‖௒ ൑ܥ‖ݒ‖௑, ∀ݒ א �ሺܣሻ. 
Caso contrario, diremos que ܣ es “no acotado”. 
2. Diremos que ܣ es “densamente definido” sobre ܺ, si se cumple que �ሺܣሻ̅̅ ̅̅ ̅̅ ̅ = ܺ. 
3. Llamaremos “cerrado” al operador ܣ si su grafico ܩሺܣሻ = {ሺݑ, ܣݑሻ א ܺ ×ܻ: ݑ א �ሺܣሻ} es un subespacio cerrado en ܺ × ܻ, siendo ܺ × ܻ un espacio de 
Banach mediante la norma ‖. ‖௑×௒ = ሺ‖. ‖௑ଶ + ‖. ‖௒ଶሻଵ/ଶ. 
4. Sea ܺ e ܻ dos espacios normados. Definimos el conjunto, ℒሺܺ, ܻሻ = {ܣ: ܺ → ܻ ∶ ܣ es un operador lineal y acotado} 
Y en ella definimos la norma del supremo dado por ‖ܣ‖ℒሺ௑,௒ሻ = sup‖௩‖�ஸଵ‖ܣݒ‖௒ 
Se verifica que. ‖ܣ‖ℒሺ௑,௒ሻ = sup‖௩‖�=ଵ‖ܣݒ‖௒ = sup‖௩‖�<ଵ‖ܣݒ‖௒ = sup‖௩‖�≠଴ ‖ܣݒ‖௒‖ݒ‖௑  
En algunos casos usaremos una u otra definición de norma dependiendo del caso 
que desarrollemos, además, se cumple que ℒሺܺ, ܻሻ es un espacio de Banach, si ܻ 
es un espacio de Banach. 
Denotaremos por ℒሺܺሻ al conjunto ℒሺܺ, ܺሻ. 
Teorema 2.2 (Teorema de la Aplicación Abierta): Sea, ܣ: ܺ → ܻ un operador lineal, 
acotado y sobreyectivo. Entonces, ∃ݎ > Ͳ tal que ܤ௒ሺͲ; ݎሻ ⊂ ܣ(ܤ௑ሺͲ; ͳሻ). 
Prueba: Revisar [9] ∎ 
Corolario 2.3: Sea ܣ: ܺ → ܻ un operador lineal, biyectivo y acotado; se cumple que ܣ−ଵ también es acotado. 
Prueba: Revisar [9] ∎ 
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Teorema 2.4 (Teorema del Grafico Cerrado): Sea  ܣ: ܺ → ܻ un operador lineal y 
cerrado, entonces ܣ es acotado. 
Prueba: Revisar [9] ∎ 
“Teorema 2.5 (Operador Cerrado): Sean ܺ e ܻ dos espacios normados, ܣ:�ሺܣሻ ⊂ܺ → ܻ un operador lineal y acotado. 
1. Si �ሺܣሻ es cerrado en ܺ, entonces ܣ es cerrado. 
2. Si ܻ es un espacio de Banach y ܣ es cerrado, entonces �ሺܣሻ es cerrado en ܺ.” 
Prueba: Revisar [19] ∎ 
“Teorema 2.6 (Teorema de la Acotación Uniforme): Sea  ܻ un espacio normado y {ܣ௜}௜אூ una familia en ℒሺܺ, ܻሻ.  
Si   sup௜אூ ‖ܣ௜ݑ‖௒ < ∞, ∀ݑ א ܺ, entonces   sup௜אூ ‖ܣ௜‖ℒሺ௑,௒ሻ < ∞” 
Prueba: Revisar [14] ∎ 
“Teorema 2.7: Sea ܺ un espacio normado, ܻ ⊂ ܺ  subespacio.  
1. Si ܺ es reflexivo, entonces ܺ es completo. 
2. Si ܺ es un espacio de Banach. Entonces, ܻ es completo ⟺ ܻ es cerrado en ܺ. 
3. Si el dual de ܺ (ܺ′) es separable, entonces ܺ es separable. 
4. Si ݀݅݉ሺܻሻ < ∞ , entonces ܻ sería reflexivo, completo y cerrado en ܺ.” 
Prueba: Revisar [19] ∎ 
“Teorema 2.8: Sea  ܻ ⊂ ܪ subespacio.  
1. Si ܪ es de Hilbert, entonces ܪ es reflexivo. 
2. Si ܪ es separable, entonces ܻ también es separable. 
3. Si ܻ es cerrado en ܪ, entonces ܻ = ሺܻ⊥ሻ⊥ y ܪ = ܻ⨁ܻ⊥. 
4. ܻ es denso en ܪ ⟺ ܻ⊥ = {Ͳ}.” 
Prueba: Revisar [19] ∎ 
“Proposición 2.9: Sea ܺ un espacio de Banach, ܻ un subespacio de ܺ y Ͳ < ݎ < ͳ. 
Si ܻ̅ ≠ ܺ, entonces ∃ݕ଴ א ܺ tal que ‖ݕ଴‖ = ͳ y ‖ݕ − ݕ଴‖ ൒ ݎ, ∀ݕ א ܻ̅” 
Prueba: Revisar [27] ∎ 
Teorema 2.10: Sea ܣ א ℒሺܺሻ. 
Si ‖ܣ‖ < ͳ, entonces ሺܫ − ܣሻ−ଵ א ℒሺܺሻ y ሺܫ − ܣሻ−ଵ = ∑ ܣ௜∞௜=ଵ .   
Prueba: Revisar [19] ∎ 
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“Definición 2.11: Sea ܺ un espacio de Banach complejo y ܣ:�ሺܣሻ ⊂ ܺ → ܺ un 
operador lineal. 
1. Se define el Conjunto Resolvente de �, denotado por �ሺܣሻ, como: �ሺܣሻ:= {ߣ א ℂ ∶  ሺߣܫ − ܣሻ−ଵ א ℒሺܺሻ y tiene dominio denso en ܺ} 
Además, para cada ߣ א �ሺܣሻ, el operador ܴሺߣ; ܣሻ ≔ ሺߣܫ − ܣሻ−ଵ es llamado el 
Resolvente de �. 
2. Se define el Espectro de �, denotado por �ሺܣሻ, al conjunto �ሺܣሻ:= ℂ\�ሺܣሻ.” 
 
“Proposición 2.12 (Dominio de �ሺ�;�ሻ): Sean ܺ  de Banach complejo, ܣ: ܺ → ܺ lineal 
y ߣ א �ሺܣሻ. Si ܣ es cerrado o acotado, entonces �(ܴሺߣ; ܣሻ) = ܺ.” 
Prueba: Revisar [19] ∎ 
Teorema 2.13 (Representación del Resolvente): Sean ܺ y ܣ:�ሺܣሻ ⊂ ܺ → ܺ como en 
proposición 2.12. Si ߤ א �ሺܣሻ y |ߣ − ߤ| = ‖ܴሺߣ; ܣሻ‖−ଵ, entonces ߣ א �ሺܣሻ y ܴሺߣ; ܣሻ = ∑ ሺߤܫ − ܣሻ௜ܴሺߤ; ܣሻ௜+ଵ∞௜=଴ . 
Prueba: Revisar [27] ∎ 
Corolario 2.14 (Resolvente y Espectro): Con las mismas hipótesis dadas en 
proposición 2.12, para X y A se tiene:  
1. �ሺܣሻ es un conjunto abierto en ℂ y ܴሺߣ; ܣሻ es una función continua en �ሺܣሻ. 
2. Si ܣ es un operador acotado (o continuo) en ܺ, entonces �ሺܣሻ es un conjunto 
compacto (cerrado y limitado) no vacío en ℂ. 
Además, �ሺܣሻ ⊂ {ߣ א ℂ ∶  |ߣ| ൑ ‖ܣ‖}. 
Prueba: Revisar [27] ∎ 
“Teorema 2.15 (Ecuación Resolvente y Conmutatividad): Sea ܺ un espacio de 
Banach complejo, ܣ, ܵ א ℒሺܺሻ y ߣ, ߤ א �ሺܣሻ.  
1. Entonces, ܴሺߣ; ܣሻ − ܴሺߤ; ܣሻ = ሺߣ − ߤሻܴሺߣ; ܣሻܴሺߤ; ܣሻ , que es llamada 
Ecuación Resolvente 
2. Si ܣܵ = ܵܣ entonces ܴሺߣ; ܣሻ ܵ = ܵ ܴሺߣ; ܣሻ. 
3. Entonces ܴሺߣ; ܣሻܴሺߤ; ܣሻ = ܴሺߤ; ܣሻܴሺߣ; ܣሻ.” 
Prueba: Revisar [27] ∎ 
“Teorema 2.16: Sea ܺ un espacio de Banach complejo, ܣ א ℒሺܺሻ y ߤ א �ሺܣሻ.  
1. Entonces, ܴሺߣ; ܣሻ es analítico en �ሺܣሻ. 
2. Entonces, ଵௗሺఓሻ ൑ ‖ܴሺߤ; ܣሻ‖, donde ݀ሺߤሻ = ݀݅ݏݐ(ߤ, �ሺܣሻ) ≔ infఒא�ሺ஺ሻఒ≠ఓ ‖ߤ − ߣ‖. 
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Además, si  ݀ሺߤሻ → Ͳ entonces ‖ܴሺߤ; ܣሻ‖ → ∞.” 
Prueba: Revisar [28] 
“Definición 2.17: Sea ܺ un espacio de Banach complejo y ܣ א ℒሺܺሻ. 
Se define el Radio Espectral de ܣ, denotado por ܴ�ሺܣሻ, como el número real  ܴ�ሺܣሻ = supఒא�ሺ஺ሻ|ߣ|.” 
“Proposición 2.18: Para ܣ א ℒሺܺሻ, se cumple que, ܴ�ሺܣሻ = lim௞→∞‖ܣ௞‖ଵ/௞.” 
Prueba: Revisar [19] ∎ 
Teorema 2.19 (“Teorema de la Representación de Riesz”): Sea ሺܪ, ۃ. , . ۄுሻ un 
espacio de Hilbert y ݂ א ܪכ. Entonces ∃! ݒ௙ א ܪ tal que ݂ሺݑሻ = ۃݑ, ݒ௙ۄு, ∀ݑ א ܪ.  
Además, ‖݂‖ுכ = ‖ݒ௙‖. 
Por otro lado, para cada ݒ א ܪ, la aplicación ݃௩ሺݑሻ = ۃݑ, ݒۄு, ∀ݑ א ܪ pertenece a ܪכ. 
Además, ‖݃௩‖ுכ = ‖ݒ‖. 
Prueba: Revisar [37] ∎ 
Definición 2.20: Sea ܺ un espacio de Banach normado, ܤሺ. , . ሻ: ܺ × ܺ → � y ݂: ܺ → ℂ 
dos aplicaciones 
1. ܤሺ. , . ሻ es llamado Forma Sesquilineal, si ∀ݑ, ݒ, ݓ א ܺ y ∀ߙ, ߚ א � se verifican  
a. ܤሺߙݑ + ߚݓ, ݒሻ = ߙܤሺݑ, ݒሻ + ߚܤሺݓ, ݒሻ 
b. ܤሺݑ, ߙݒ + ߚݓሻ = ̅ߙܤሺݑ, ݒሻ + ̅ߚܤሺݑ,ݓሻ 
2. Si � es ℝ, entonces ܤሺ. , . ሻ es llamado Forma Bilineal. 
3. Llamaremos a ݂ Antilineal, si ݂ ሺߙݑ + ݒሻ = ̅ߙ݂ሺݑሻ + ݂ሺݒሻ, ∀ݑ, ݒ א ܺ, ∀ߙ א ℂ. 
Observación 2.21: Si ݂ es antilineal y ݃ א ܺכ, entonces ݂̅ א ܺכ y ݃̅ es antilineal, donde ܺ es un espacio normado sobre los complejos. 
Definición 2.22: Sea ܺ un espacio de normado, y ܤሺ. , . ሻ: ܺ × ܺ → � una forma 
sesquilineal. 
1. ܤሺ. , . ሻ es continuo y acotado, si ∃ܯ > Ͳ tal que |ܤሺݑ, ݒሻ| ൑ ܯ‖ݑ‖‖ݒ‖, ∀ݑ, ݒ א ܺ. 
2. ܤሺ. , . ሻ es coercivo, si ∃ܿ > Ͳ tal que ܤሺݑ, ݑሻ ൒ ܿ‖ݑ‖ଶ, ∀ݑ א ܺ. 
Teorema 2.23 (“Teorema de Lax – Milgram”): Sea ܪ un espacio de Hilbert, ܤሺ. , . ሻ 
una forma sesquilineal, coerciva y continua. Entonces ∃! ܶ:ܪ → ܪ isomorfismo tal que  ܤሺݑ, ݒሻ = ۃݑ, ܶݒۄு, ∀ݑ, ݒ א ܪ. 
Prueba: Revisar [37] ∎ 
Corolario 2.24 (Caso Real): Sean ܪ de Hilbert sobre ℝ y ܤሺ. , . ሻ  bilineal, coerciva y 
continua. Si ݂ א ܪכ, entonces ∃! ݑ א ܪ tal que ܤሺݑ, ݒሻ = ݂ሺݒሻ, ∀ݒ א ܪ. 
Prueba: Revisar [9] 
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∎ 
“Corolario 2.25 (Caso Complejo): Sea ܪ un espacio de Hilbert sobre ℂ, ܤሺ. , . ሻ una 
forma sesquilineal, coerciva y continua. Si ݂:ܪ → ℂ es una aplicación antilineal, 
entonces ∃! ݑ א ܪ tal que ܤሺݑ, ݒሻ = ݂ሺݒሻ, ∀ݒ א ܪ.” 
Prueba: Revisar [37] ∎ 
Espacios de Sobolev 
En esta sección, usaremos las siguientes notaciones: 
“ℕ = {݊ א ℤ ∶ ݊ ൒ ͳ}. ↪ : inmersión continua. ஼→ : inmersión continua y compacta.” 
Teorema 2.26 (“Du – Bois – Raymond”): Sea Ω ⊂ ℝ௡ un abierto y ݑ א ܮ௟௢௖ଵ ሺΩሻ. 
Si ׬Ωݑሺݔሻ߮ሺݔሻ݀ݔ = Ͳ, ∀߮ א ܥ଴∞ሺΩሻ, entonces ݑ = Ͳ casi siempre en Ω. 
Prueba: Revisar [10] ∎ 
Teorema 2.27 (Desigualdad de Poincaré): Sea Ω ⊂ ℝ௡ un conjunto acotado y abierto 
con  ͳ ൑ ݌ < +∞. Entonces ∃ ܥ௣ > Ͳ, que depende de Ω y p, tal que ‖ݑ‖��ሺΩሻ ൑ ܥ௣‖׏ݑ‖��ሺΩሻ, ∀ݑ א ଴ܹଵ,௣ሺΩሻ, donde: ‖׏ݑ‖��ሺΩሻ = ቆ∑ |డ௨డ�೔|��ሺΩሻ௣௡௜=ଵ ቇଵ/௣ 
Prueba: Revisar [9] ∎ 
“Teorema 2.28 (Regularidad Elíptica): Sean Ω ⊂ ℝ௡ un abierto regular, ܮ un 
operador diferencial elíptico de orden ʹ݉ con ݉ א ℕ y ݂ א ܮଶሺΩሻ. 
Si ݒ es una solución de ܮݑ = ݂ en el sentido distribucional, entonces ݒ א ܪଶ௠ሺΩሻ.” 
Prueba: Revisar [1] ∎ 
Corolario 2.29: Sea Ω ⊂ ℝ௡ un abierto regular y ݂ א ܮଶሺΩሻ. 
Si ݒ es solución de {−∆ݑ = ݂  ݁݊ Ωݑ = Ͳ  ݁݊ Ω , entonces ݒ א ܪଶሺΩሻ y ‖ݒ‖ுమሺΩሻ ൑ ܥ‖݂‖�మሺΩሻ, 
para algún ܥ > Ͳ. 
Prueba: Revisar [1] ∎ 
Teorema 2.30 (Inmersión Continua): Se cumple lo siguiente, 
1. Caso: ݊ א ℕ  con ݊ ൒ ʹ,݉ א ℕ y ͳ ൑ ݌ < +∞. Se verifican 
a. Si ݉݌ < ݊ y ݌ ൑ ݍ ൑ ௡௣௡−௠௣, entonces ܹ௠,௣ሺℝ௡ሻ ↪ ܮ௤ሺℝ௡ሻ. 
b. Si ݉݌ = ݊ y ݌ ൑ ݍ < +∞, entonces ܹ௠,௣ሺℝ௡ሻ ↪ ܮ௤ሺℝ௡ሻ. 
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c. Si ݉݌ > ݊, y ݇ < ݉ − ௡௣ ൑ ݇ + ͳ, ݇ es un entero no negativo, entonces ܹ௠,௣ሺℝ௡ሻ ↪ ܥ௞,ఒሺℝ௡ሻ, donde 
i. Ͳ < ߣ ൑ ݉ − ݇ − ௡௣ si ݉− ݇ − ௡௣ < ͳ, 
ii. Ͳ < ߣ < ͳ si ݉ − ݇ − ௡௣ = ͳ. 
2. “Caso: ݊ = ͳ, ݉ א ℕ y ͳ ൑ ݌ < +∞. Se verifican: 
a. Si ݌ = ͳ, entonces ܹ௠,ଵሺℝሻ ↪ ܥ௕௠−ଵሺℝሻ. 
b. Si ͳ < ݌ < +∞ y Ͳ < ߣ ൑ ͳ − ଵ௣, entonces ܹ௠,௣ሺℝሻ ↪ ܥ௠−ଵ,ఒሺℝሻ.” 
3. “Caso: ݊ ,݉ א ℕ y ݌ = +∞. Entonces, ܹ௠,+∞ሺℝ௡ሻ es isomorfo a ܥ௠−ଵ,ଵሺℝ௡ሻ.” 
Prueba: Revisar [25] ∎ 
Teorema 2.31 (Inmersión Continua): Se cumple lo siguiente, 
1. Caso: ݊ א ℕ  con ݊ ൒ ʹ,݉ א ℕ y ͳ ൑ ݌ < +∞. Sea Ω ⊂ ℝ௡ un conjunto 
abierto y acotado de clase ܥ௠. Se verifican: 
a. Si ݉݌ < ݊ y ͳ ൑ ݍ ൑ ௡௣௡−௠௣, entonces ܹ௠,௣ሺΩሻ ↪ ܮ௤ሺΩሻ. 
b. Si ݉݌ = ݊ y ͳ ൑ ݍ < +∞, entonces ܹ௠,௣ሺΩሻ ↪ ܮ௤ሺΩሻ. 
c. Si ݉݌ > ݊, y ݇ < ݉ − ௡௣ ൑ ݇ + ͳ, ݇ es un entero no negativo, entonces ܹ௠,௣ሺΩሻ ↪ ܥ௞,ఒሺΩ̅ሻ, donde 
i. Ͳ < ߣ ൑ ݉ − ݇ − ௡௣ si ݉− ݇ − ௡௣ < ͳ, 
ii. Ͳ < ߣ < ͳ si ݉ − ݇ − ௡௣ = ͳ. 
2. “Caso: ݊ = ͳ, ݉ א ℕ y ͳ ൑ ݌ < +∞. Sea ܫ ⊂ ℝ un intervalo abierto y acotado. 
Se cumple que: 
a. Si ݌ = ͳ, entonces ܹ௠,ଵሺܫሻ ↪ ܥ௕௠−ଵሺܫሻ̅. 
b. Si ͳ < ݌ < +∞ y Ͳ < ߣ ൑ ͳ − ଵ௣, entonces ܹ௠,௣ሺܫሻ ↪ ܥ௠−ଵ,ఒሺܫሻ̅.” 
3. “Caso: ݊ ,݉ א ℕ y ݌ = +∞. Sea Ω ⊂ ℝ௡ un conjunto abierto y acotado de clase ܥ௠. Entonces, ܹ௠,+∞ሺΩሻ es isomorfo a ܥ௠−ଵ,ଵሺΩ̅ሻ.” 
Prueba: Revisar [25] ∎ 
Corolario 2.32: Sea Ω ⊂ ℝ௡ un conjunto abierto y acotado. Entonces ܹ௠,+∞ሺΩሻ es 
isomorfo a ܥ௠−ଵ,ଵሺΩ̅ሻ para todo ݉ א ℕ. 
Prueba: Revisar [25] ∎ 
Definición 2.33: Sea Ω ⊂ ℝ௡ un conjunto abierto y M ⊂ ℝ௡. Diremos que M esta 
“Fuertemente Incluido en Ω, denotado por ࡹ ⊂⊂ �”, si se cumple que ̅ܯ ⊂ Ω y ̅ܯ es 
compacto en ℝ௡. 
Teorema 2.34 (“Fréchet – Kolmogorov”): Sea Ω ⊂ ℝ௡ un conjunto abierto y ℱ ⊂ܮ௣ሺΩሻ un conjunto acotado, con ͳ ൑ ݌ < +∞. Si se cumple que, 
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1. ∀߳ > Ͳ, ∃Λ ⊂⊂ Ω: ‖݂‖��ሺΩךΛሻ < ߳, ∀݂ א ℱ. 
2. ∀߳ > Ͳ y ∀Λ ⊂⊂ Ω, existe ߜ > Ͳ con ߜ < disሺΛ,ℝ௡ ך Ωሻ  tal que 
 
‖�ℎ݂ − ݂‖��ሺΩךΛሻ < ߳, ∀݂ א ℱ y ∀ℎ א ℝ௡ con |ℎ| < ߜ. 
Entonces ℱ es relativamente compacto en ܮ௣ሺΩሻ, es decir, ℱ̅ es compacto en ܮ௣ሺΩሻ. 
Prueba: Revisar [9] ∎ 
Teorema 2.35 (“Rellich – Kondrachov”): Sea ݊ א ℕ, ͳ ൑ ݌ ൑ +∞ y Ω ⊂ ℝ௡ un 
conjunto abierto y acotado de clase ܥଵ. Se cumple que, 
1. Si ݌ < ݊ y ͳ ൑ ݍ < ௡௣௡−௣, entonces ܹଵ,௣ሺΩሻ ஼→ ܮ௤ሺΩሻ. 
2. Si ݌ = ݊ y ͳ ൑ ݍ < +∞, entonces ܹଵ,௣ሺΩሻ ஼→ ܮ௤ሺΩሻ. 
3. Si ݊ < ݌ ൑ +∞, entonces ܹଵ,௣ሺΩሻ ஼→ ܥ଴ሺΩ̅ሻ. 
Prueba: Revisar [9] ∎ 
Corolario 2.36: Sea ݊,݉ א ℕ, ͳ ൑ ݌ ൑ +∞ y Ω ⊂ ℝ௡ un conjunto abierto y acotado 
de clase ܥ௠. Se cumple que, 
1. Si ݌ < ݊ y ͳ ൑ ݍ < ௡௣௡−௣, entonces ܹ௠,௣ሺΩሻ ஼→ܹ௠−ଵ,௤ሺΩሻ. 
2. Si ݌ = ݊ y ͳ ൑ ݍ < +∞, entonces ܹ௠,௣ሺΩሻ ஼→ܹ௠−ଵ,௤ሺΩሻ. 
3. Si ݊ < ݌ ൑ +∞, entonces ܹ௠,௣ሺΩሻ ஼→ ܥ௠−ଵሺΩ̅ሻ. 
Prueba: Revisar [25] ∎ 
Corolario 2.37: Sea ݊,݉ א ℕ, ͳ ൑ ݌ ൑ +∞ y Ω ⊂ ℝ௡ un conjunto abierto y acotado 
de clase ܥ௠. Se cumple que, 
1. Si Ω es de clase ܥ௠+ଵ, entonces ܹ௠+ଵ,௣ሺΩሻ ஼→ܹ௠,௣ሺΩሻ. 
2. ଴ܹ௠+ଵ,௣ሺΩሻ ஼→ ଴ܹ௠,௣ሺΩሻ. 
Prueba: Revisar [25] ∎ 
Teorema 2.38 (Inmersión Compacta): Sea ݊,݉ א ℕ, ͳ ൑ ݌ < +∞ y Ω ⊂ ℝ௡ un 
conjunto abierto y acotado de clase ܥ௠. Se cumple que, 
1. Si ݉݌ < ݊ y ͳ ൑ ݍ < ௡௣௡−௠௣, entonces ܹ௠,௣ሺΩሻ ஼→ ܮ௤ሺΩሻ. 
2. Si ݉݌ = ݊ y ͳ ൑ ݍ < +∞, entonces ܹ௠,௣ሺΩሻ ஼→ ܮ௤ሺΩሻ. 
3. Si ݉݌ > ݊, y ݇ < ݉ − ௡௣ ൑ ݇ + ͳ, ݇ es un entero no negativo, entonces ܹ௠,௣ሺΩሻ ஼→ ܥ௞ሺΩ̅ሻ. 
Prueba: Revisar [25] ∎ 
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2.2.Semigrupos 
“Definición 2.39: Diremos que la familia {ܵሺݐሻ}௧ஹ଴ ⊂ ℒሺܺሻ, es un Semigrupo en X si: 
1. ܵሺͲሻ = ܫ, 
2. ܵሺݐ + ݏሻ = ܵሺݐሻܵሺݏሻ, ∀ݐ, ݏ ൒ Ͳ, 
donde ܫ es el operador identidad de ℒሺܺሻ.” 
Definición 2.40: Sea  {ܵሺݐሻ}௧ஹ଴ un semigrupo en ܺ. Definimos el operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ por, 
1. �ሺܣሻ = {ݑ א ܺ ∶  ∃ lim௧→଴ ௌሺ௧ሻ௨−௨௧ }, 
2. ܣݑ = lim௧→଴ ௌሺ௧ሻ௨−௨௧ , ∀ݑ א �ሺܣሻ, 
es llamado el “Generador Infinitesimal” del semigrupo {ܵሺݐሻ}௧ஹ଴. 
Observación 2.41: Se tiene: 
1. �ሺܣሻ = {ݑ א ܺ ∶  ܣݑ א ܺ}. 
2. Para ܣ א ℒሺܺሻ, se cumple que, {ܵሺݐሻ}௧ஹ଴ = {݁௧஺}௧ஹ଴ es un semigrupo en  ܺ y su 
generador infinitesimal es ܣ. 
 
Semigrupos Uniformemente Continuos. 
Definición 2.42: Diremos que, el semigrupo {ܵሺݐሻ}௧ஹ଴ es Uniformemente Continuo 
en ℒሺܺሻ, si lim௧→଴‖ܵሺݐሻ − ܫ‖ℒሺ௑ሻ = Ͳ. 
Proposición 2.43: El semigrupo {ܵሺݐሻ}௧ஹ଴ en X es Uniformemente Continuo ⟺ lim௧→௥‖ܵሺݐሻ − ܵሺݎሻ‖ℒሺ௑ሻ = Ͳ. 
Prueba: Revisar [32] ∎ 
Teorema 2.44: Sean {ܵሺݐሻ}௧ஹ଴ y {ܶሺݐሻ}௧ஹ଴ dos semigrupos en ܺ. 
Si lim௧→଴ ்ሺ௧ሻ−ூ௧ = ܣ = lim௧→଴ ௌሺ௧ሻ−ூ௧ , entonces ܶሺݐሻ = ܵሺݐሻ, ∀ݐ ൒ Ͳ. 
Prueba: Revisar [28] 
Teorema 2.45:  {ܵሺݐሻ}௧ஹ଴ es uniformemente continuo, si y solo si, ܵሺݐሻ = ݁௧஺, ∀ݐ ൒ Ͳ, para algún ܣ אℒሺܺሻ. 
Prueba: Revisar [27] ∎ 
Corolario 2.46: Sea {ܵሺݐሻ}௧ஹ଴ un semigrupo uniformemente continuo en ܺ. Se cumple 
que, 
1. ∃ ߱ ൒ Ͳ tal que ‖ܵሺݐሻ‖ℒሺ௑ሻ ൑ ݁ఠ௧, ∀ݐ ൒ Ͳ. 
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2. La función ݐ ↦ ܵሺݐሻ es diferenciable y ௗௗ௧ ܵሺݐሻ = ܣܵሺݐሻ = ܵሺݐሻܣ, en [Ͳ, +∞⟩. 
Prueba: Revisar [32] ∎ 
Semigrupos de Clase �૙ o �૙ – Semigrupos. 
Definición 2.47:  
1. Diremos que {ܵሺݐሻ}௧ஹ଴ es un Semigrupo de clase �૙ o también llamado �૙ – 
Semigrupo, si lim௧→଴ ܵሺݐሻݑ = ݑ, ∀ݑ א ܺ 
2. {ܵሺݐሻ}௧ஹ଴ es llamado fuertemente continuo, si lim௧→௥ ܵሺݐሻݑ = ܵሺݎሻݑ, ∀ݑ א ܺ. 
Proposición 2.48:  
1. {ܵሺݐሻ}௧ஹ଴ es un  ܥ଴ – Semigrupo ⟺ {ܵሺݐሻ}௧ஹ଴ es fuertemente continuo. 
2. Si {ܵሺݐሻ}௧ஹ଴ es uniformemente continuo, entonces {ܵሺݐሻ}௧ஹ଴ es un semigrupo de 
clase ܥ଴. 
Prueba: Revisar [32] ∎ 
Teorema 2.49: Sea {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ en ܺ. Se cumple que, 
1. lim௧→+∞ ௟௡‖ௌሺ௧ሻ‖௧ = inf௧>଴ ௟௡‖ௌሺ௧ሻ‖௧ ≔ ߱଴. 
2. ∀߱ > ߱଴, existe una constante ܯ ൒ ͳ tal que ‖ܵሺݐሻ‖ ൑ ܯ݁ఠ௧, ∀ݐ ൒ Ͳ. 
Prueba: Revisar [27] ∎ 
“Corolario 2.50: Sea  {ܵሺݐሻ}௧ஹ଴ como en teorema 2.49. Entonces existen constantes ߱ ൒ Ͳ y ܯ ൒ ͳ tal que ‖ܵሺݐሻ‖ ൑ ܯ݁ఠ௧, ∀ݐ ൒ Ͳ.” 
Prueba: Revisar [32] ∎ 
Corolario 2.51: Sea  {ܵሺݐሻ}௧ஹ଴ con las hipótesis del corolario 2.50. Entonces para cada ݑ א ܺ, la aplicación ݐ ↦ ܵሺݐሻݑ es continua en [Ͳ, +∞⟩. 
Prueba: Revisar [32] ∎ 
Definición 2.52: Sea {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ en ܺ. 
Se dice que {ܵሺݐሻ}௧ஹ଴ es Uniformemente Acotado, si ∃ ܯ ൒ ͳ tal que ‖ܵሺݐሻ‖ ൑ ܯ, ∀ݐ ൒ Ͳ. 
Si ܯ = ͳ, es llamado un �૙ – semigrupo de contracciones. 
Teorema 2.53: Sea ܣ el generador infinitesimal del semigrupo  {ܵሺݐሻ}௧ஹ଴. Entonces, 
1. ∀ݑ א ܺ, se tiene limℎ→଴ ଵℎ ׬ ܵሺݎሻݑ݀ݎ௧+ℎ௧ = ܵሺݐሻݑ. 
2. ∀ݑ א ܺ, se tiene ׬ ܵሺݎሻݑ݀ݎ௧଴ א ܦሺܣሻ y ܣ ቀ׬ ܵሺݎሻݑ݀ݎ௧଴ ቁ = ܵሺݐሻݑ − ݑ. 
3. ∀ݑ א �ሺܣሻ, se tiene ܵሺݐሻݑ א ܦሺܣሻ, ∀ݐ ൒ Ͳ y ௗௗ௧ ܵሺݐሻݑ = ܣܵሺݐሻݑ = ܵሺݐሻܣݑ. 
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4. ∀ݑ א �ሺܣሻ, se tiene ܵሺݐሻݑ − ܵሺݏሻݑ = ׬ ܵሺݎሻܣݑ௧௦ ݀ݎ = ׬ ܣܵሺݎሻݑ௧௦ ݀ݎ. 
Prueba: Revisar [32] ∎ 
Corolario 2.54: Sea ܵሺݐሻ de clase ܥ଴ ݁݊ ܺ con generador infinitesimal ܣ. Entonces �ሺܣሻ es denso en ܺ y el operador lineal ܣ es cerrado. 
Prueba: Revisar [32] ∎ 
Teorema 2.55: Sea ܺ un espacio de Banach, {ܵሺݐሻ}௧ஹ଴ y {ܶሺݐሻ}௧ஹ଴ dos semigrupos de 
clase ܥ଴ en ܺ con sus generadores infinitesimales ܣ y ܤ respectivamente. 
Si ܣ = ܤ, entonces ܵሺݐሻ = ܶሺݐሻ, ∀ݐ ൒ Ͳ. 
Prueba: Revisar [32] ∎ 
Definición 2.56: Sea {ܵሺݐሻ}௧ஹ଴ semigrupo de clase ܥ଴ en ܺ con generador infinitesimal ܣ. Se simbolizará por ܣ଴ = ܫ y ܣଵ = ܣ. 
Suponiendo que ܣ௡−ଵ esta bien definido, entonces podemos definir ܣ௡ como, �ሺܣ௡ሻ = {ݑ א ܺ ∶  ݑ א �ሺܣ௡−ଵሻ ݕ ܣ௡−ଵݑ א �ሺܣሻ}, ܣ௡ݑ = ܣሺܣ௡−ଵݑሻ, ∀ݑ א �ሺܣ௡ሻ. 
Proposición 2.57: Sea {ܵሺݐሻ}௧ஹ଴ semigrupo de clase ܥ଴ en ܺ con generador 
infinitesimal ܣ. Se cumple que, 
1. �ሺܣ௡ሻ es “un subespacio vectorial de ܺ y ܣ௡ es un operador lineal.” 
2. Para todo ݑ א �ሺܣ௡ሻ, se tienen: 
a. ܵሺݐሻݑ א �ሺܣ௡ሻ, ∀ݐ ൒ Ͳ. 
b. ௗ೙ௗ௧೙ ܵሺݐሻݑ = ܣ௡ܵሺݐሻݑ = ܵሺݐሻܣ௡ݑ. 
3. Formula de Taylor: Si ݑ א �ሺܣ௡ሻ, entonces ܵሺݐሻݑ = ∑ ሺݐ − ݐ଴ሻ௞݇! ܵ௞ܵሺݐ଴ሻݑ௡−ଵ௞=଴ + ͳሺ݊ − ͳሻ!∫ ሺݐ − ݎሻ௡−ଵܣ௡ܵሺݎሻݑ௧௧బ ݀ݎ. 
4. ⋂ �ሺܣ௡ሻ∞௡=ଵ  es denso en ܺ. 
Prueba: Revisar [27] ∎ 
Proposición 2.58: Sea {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ en ܺ con generador infinitesimal ܣ. Si ∃ܯ > Ͳ tal que ‖ܵሺݐሻ‖ ൑ ܯ, ∀ݐ ൒ Ͳ entonces ‖ܣݑ‖ଶ ൑ Ͷܯଶ‖ܣଶݑ‖‖ݑ‖, ∀ݑ א �ሺܣଶሻ. 
Prueba: Revisar [32] ∎ 
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“Proposición 2.59: Sea ܺ un espacio de Banach, ܣ:�ሺܣሻ ⊂ ܺ → ܺ un operador lineal 
y cerrado. El funcional ‖. ‖௡: �ሺܣ௡ሻ → ℝ tal que ‖ݑ‖௡ = ∑ ‖ܣ௞ݑ‖௡௞=଴  es una norma 
sobre �ሺܣ௡ሻ. Con dicha norma, �ሺܣ௡ሻ en un espacio de Banach.” 
Prueba: Revisar [27] ∎ 
“Definición 2.60: Sea ܺ un espacio de Banach, ܣ:�ሺܣሻ ⊂ ܺ → ܺ un operador lineal y  
cerrado. La norma ‖. ‖௡: �ሺܣ௡ሻ → ℝ tal que ‖ݑ‖௡ = ∑ ‖ܣ௞ݑ‖௡௞=଴  es llamada la Norma 
del Gráfico.” 
Proposición 2.61: Sea {ܵሺݐሻ}௧ஹ଴ de  clase ܥ଴ en ܺ con generador infinitesimal ܣ. 
Entonces, para cada ݑ א �ሺܣ௡ሻ, se tiene que, ܵሺݐሻݑ א ܥ௡−௞ቀ[Ͳ, +∞⟩;�ሺܣ௞ሻቁ, ∀݇ = Ͳ,ͳ,ʹ, … , ݊ con la norma del gráfico. 
Prueba: Revisar [27] ∎ 
Teorema de Hille – Yosida 
Definición 2.62: Sean ܺכ espacio dual de  ܺ  y ܣ:�ሺܣሻ ⊂ ܺ → ܺ  operador lineal. Para 
cada ݑ א ܺ, se define el conjunto dualidad ܨሺݑሻ ⊂ ܺכ, como ܨሺݑሻ = {ݑכ א ܺכ ∶  ۃݑ, ݑכۄ௑×௑כ = ‖ݑ‖ଶ = ‖ݑכ‖ଶ}. 
Diremos que ܣ es disipativo, si para cada ݑ א �ሺܣሻ, se cumple que, ܴ݁ۃܣݑ, ݑכۄ௑×௑כ ൑ Ͳ, ∀ݑכ א ܨሺݑሻ. 
“Observación 2.63: Si ܺ = ℋ es un espacio de Hilbert, aplicando el teorema de 
representación de Riesz, se obtiene que: ܣ será disipativo  ⟺  ܴ݁ۃܣݑ, ݑۄℋ ൑ Ͳ, ∀ݑ א �ሺܣሻ.” 
Teorema 2.64: Sea  ܣ:�ሺܣሻ ⊂ ܺ → ܺ un operador lineal. ܣ será disipativo  ⟺  ‖ሺߣܫ − ܣሻݑ‖ ൒ ߣ‖ݑ‖, ∀ݑ א ܦሺܣሻ, ∀ߣ > Ͳ . 
Prueba: Revisar [32] ∎ 
“Teorema 2.65: Sea ℋ un espacio de Hilbert, y {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ en ℋ con generador infinitesimal ܣ. {ܵሺݐሻ}௧ஹ଴ es un semigrupo de contracción de clase ܥ଴ ⟺ ܣ es disipativo.” 
Prueba: Revisar [28] ∎ 
Lema 2.66: Sea ܣ:�ሺܣሻ ⊂ ܺ → ܺ un operador lineal. 
Si ∃{ܣ௠}௠ஹଵ ⊂ ℒሺܺሻ sucesión, tal que, 
1. ܣ௠ݑ → ܣݑ en ܺ, ∀ݑ א �ሺܣሻ, 
2. {݁௧஺೘}௠ஹଵ → ܵሺݐሻ en ℒሺܺሻ, ∀ݐ ൒ Ͳ, 
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entonces {ܵሺݐሻ}௧ஹ଴ es un semigrupo de clase ܥ଴ con generador infinitesimal ܣ. 
Prueba: Revisar [28] ∎ 
Lema 2.67: Sea ܣ:�ሺܣሻ ⊂ ܺ → ܺ operador lineal no acotado. Si se verifica que, 
1. “ܣ es cerrado y �ሺܣሻ̅̅ ̅̅ ̅̅ ̅ = ܺ. 
2. ℝ+ ⊂ �ሺܣሻ y ‖ܴሺߣ; ܣሻ‖ ൑ ଵఒ, ∀ߣ > Ͳ, donde ܴሺߣ; ܣሻ = ሺߣܫ − ܣሻ−ଵ. 
entonces limఒ→+∞ߣܴሺߣ; ܣሻݑ = ݑ, ∀ݑ א ܺ.” 
Prueba: Revisar [32] ∎ 
“Definición 2.68: Sea ܺ un espacio de Banach y un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ. 
Para cada ߣ > Ͳ, se define la Aproximación de Yosida de ܣ, como la aplicación lineal 
acotada ܣఒ: ܺ → ܺ tal que ܣఒ ≔ ߣܣܴሺߣ; ܣሻ = ߣଶܴሺߣ; ܣሻ − ߣܫ.” 
“Lema 2.69: Sea ܺ un espacio de Banach, y un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ no 
acotado. Si el operador ܣ verifica las condiciones del lema 2.67, se cumple que, limఒ→+∞ܣఒݑ = ܣݑ, ∀ݑ א �ሺܣሻ.” 
Prueba: Revisar [32]      ∎ 
“Lema 2.70: Sea ܣ:�ሺܣሻ ⊂ ܺ → ܺ  un operador lineal no acotado. Si ܣ verifica las 
condiciones del lema 2.67, se cumple que, {݁௧஺ഊ}௧ஹ଴ es un semigrupo de contracciones, uniformemente continuo, tal que ‖݁௧஺ഊݑ − ݁௧஺ഋݑ‖ ൑ ݐ‖ܣఒݑ − ܣఓݑ‖, ∀ߣ, ߤ > Ͳ.” 
Prueba: Revisar [32] ∎ 
“Teorema 2.71 (Hille – Yosida): Sea ܺ un espacio de Banach, y un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ no acotado. Se cumple lo siguiente: ܣ será el generador infinitesimal de un semigrupo de contracciones de clase ܥ଴, si y solo 
si, 
1. ܣ es cerrado y su dominio es denso en ܺ, es decir, �ሺܣሻ̅̅ ̅̅ ̅̅ ̅ = ܺ. 
2. ℝ+ ⊂ �ሺܣሻ y ଵఒ ൒ ‖ܴሺߣ; ܣሻ‖, ∀ߣ > Ͳ.” 
Prueba: Revisar [32] ∎ 
“Corolario 2.72: Sea {ܵሺݐሻ}௧ஹ଴ semigrupo de contracciones de clase ܥ଴, con generador 
infinitesimal ܣ. Entonces ܵሺݐሻݑ = limఒ→+∞ ݁௧஺ഊݑ, ∀ݑ א ܺ.” 
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Prueba: Revisar [32] ∎ 
“Corolario 2.73: Sea ܺ un espacio de Banach, y {ܵሺݐሻ}௧ஹ଴ un semigrupo de 
contracciones de clase ܥ଴, con generador infinitesimal ܣ. Entonces {ߣ א ℂ ∶ ܴ݁ሺߣሻ > Ͳ} ⊂ �ሺܣሻ y para tal ߣ se cumple que ‖ܴሺߣ; ܣሻ‖ ൑ ଵோ௘ሺఒሻ.” 
Prueba: Revisar [32] ∎ 
“Corolario 2.74: Sea ܺ un espacio de Banach, y un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ. 
Se cumple que, ܣ es el generador infinitesimal de un semigrupo de clase ܥ଴, {ܵሺݐሻ}௧ஹ଴, tal que ‖ܵሺݐሻ‖ ൑݁ఠ௧, ∀ݐ ൒ Ͳ y algún ߱, si y solo si, 
1. ܣ es cerrado y su dominio es denso en ܺ, es decir,  �ሺܣሻ̅̅ ̅̅ ̅̅ ̅ = ܺ. 
2. {ߣ א ℂ ∶ ܫ݉ሺߣሻ = Ͳ, ߣ > ߱} ⊂ �ሺܣሻ, además, para tal ߣ se cumple que ‖ܴሺߣ; ܣሻ‖ ൑ ଵఒ−ఠ.” 
Prueba: Revisar [32] ∎ 
“Proposición 2.75: Sea ܺ un espacio de Banach, un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ, ܤ א ℒሺܺሻ y {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴. 
Si ܣܤ = ܤܣ, y ܣ es el generador infinitesimal de {ܵሺݐሻ}௧ஹ଴, entonces ሺܣ + ܤሻ es el 
generador infinitesimal del semigrupo {ܵሺݐሻ݁௧஻}௧ஹ଴ de clase ܥ଴.” 
Prueba: Revisar [28] ∎ 
 
 
El Teorema de Lummer – Phillips 
“Teorema 2.76 (Lummer – Phillips): Sea ܺ  un espacio de Banach, y un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ densamente definido. 
1. Si ܣ es disipativo y ∃ߣ଴ > Ͳ tal que ܫ݉ሺߣ଴ܫ − ܣሻ = ܺ, entonces ܣ es un 
generador infinitesimal de un semigrupo de contracciones de clase ܥ଴. 
2. Si ܣ es un generador infinitesimal de un semigrupo de contracciones de clase ܥ଴, entonces ܣ es disipativo y ܫ݉ሺߣܫ − ܣሻ = ܺ, para todo ߣ > Ͳ.” 
Prueba: Revisar [28] ∎ 
“Corolario 2.77: Sea ܺ un espacio de Banach, y sea un operador lineal ܣ:�ሺܣሻ ⊂ ܺ →ܺ cerrado y densamente definido. 
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Si ܣ y ܣכ son disipativos, entonces ܣ es el generador infinitesimal de un semigrupo de 
contracciones de clase ܥ଴.” 
Prueba: Revisar [28] ∎ 
Lema 2.78: Sean ܤ, ܵ א ℒሺܺሻ y  con inversa acotada. 
Si ‖ܤ‖ < ଵ‖ௌ−భ‖, entonces ሺܵ + ܤሻ es lineal, acotado e inversible. 
Prueba: Revisar [28] ∎ 
“Teorema 2.79: Sea ܺ un espacio de Banach, y un operador lineal ܣ:�ሺܣሻ ⊂ ܺ → ܺ 
densamente definido y disipativo. 
Si Ͳ א �ሺܣሻ, entonces ܣ es el generador infinitesimal de un semigrupo de contracciones 
de clase ܥ଴.” 
Prueba: Revisar [28] ∎ 
Teorema 2.80: Sea ܣ:�ሺܣሻ ⊂ ܺ → ܺ  lineal disipativo con ܫ݉ሺܫ − ܣሻ = ܺ. Si ܺ es 
reflexivo, entonces ܣ es densamente definido, es decir,   �ሺܣሻ̅̅ ̅̅ ̅̅ ̅ = ܺ. 
Prueba: Revisar [28] ∎ 
2.3.El Problema de Cauchy Abstracto 
Sea ܣ:�ሺܣሻ ⊂ ܺ → ܺ  un operador lineal y ݔ଴ א ܺ. 
Definición 2.81: El Problema de Cauchy Abstracto o PVI (Problema de Valor 
Inicial), es una ecuación de primer orden de la forma, { ௗௗ௧ܷሺݐሻ = ܣܷሺݐሻ, ݐ > ͲܷሺͲሻ = ܷ଴ . 
Teorema 2.82: Sean {ܵሺݐሻ}௧ஹ଴ un ܥ଴ – semigrupo con generador infinitesimal ܣ:�ሺܣሻ ⊂ ܺ → ܺ, y el problema de Cauchy Abstracto: { ௗௗ௧ܷሺݐሻ = ܣܷሺݐሻ, ݐ > ͲܷሺͲሻ = ܷ଴ , 
Si ܷ଴ א ܺ, el problema de Cauchy Abstracto tiene una única solución débil ܷ tal que ܷ א ܥሺ[Ͳ;∞⟩, ܺሻ y ‖ܷሺݐሻ‖௑ = ‖ܵሺݐሻܷ଴‖௑ ൑ ܥ‖ܷ଴‖௑ 
Si ܷ଴ א �ሺܣሻ, el problema de Cauchy Abstracto tiene una única solución fuerte ܷ tal 
que ܷ א ܥ([Ͳ;∞⟩, �ሺܣሻ) ת ܥଵሺ[Ͳ;∞⟩, ܺሻ y ‖ܷሺݐሻ‖�ሺ஺ሻ + ‖ ௧ܷሺݐሻ‖௑ ൑ ‖ܵሺݐሻܣܷ଴‖௑ ൑ܥ‖ܷ଴‖�ሺ஺ሻ. 
Prueba: Revisar [38] ∎ 
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2.4.Estabilidad Exponencial 
Presentaremos a continuación resultados importantes para la obtención de la estabilidad 
exponencial del semigrupo ܵሺݐሻ de clase ܥ଴  sobre un espacio de Hilbert. 
“Definición 2.83: Sea {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ , con generador infinitesimal ܣ. 
Diremos que {ܵሺݐሻ}௧ஹ଴ es Exponencialmente Estable, si existen constantes ߤ > Ͳ y ܯ ൒ ͳ tales que ‖ܵሺݐሻ‖ℒሺ௑ሻ ൑ ܯ݁−ఓ௧, ∀ݐ ൒ Ͳ.” 
“Definición 2.84: Sea ܶ:�ሺܶሻ ⊂ ܺ → ܺ  un operador lineal  
Se define la Cota Superior del Espectro de  ܶ, denotado por ߱�ሺܶሻ, como, ߱�ሺܶሻ ≔ sup{ܴ݁ሺߣሻ ∶  ߣ א �ሺܶሻ}.” 
“Definición 2.85: Sea ܺ un espacio de Banach, y {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ 
con generador infinitesimal ܣ. Se define el Tipo del Semigrupo generado por ܣ, 
denotado por ߱଴ሺܣሻ, como, ߱଴ሺܣሻ:= lim௧→+∞ ௟௡‖ௌሺ௧ሻ‖௧ = inf௧>଴ ௟௡‖ௌሺ௧ሻ‖௧ .” 
Proposición 2.86: Sea  {ܵሺݐሻ}௧ஹ଴  de clase ܥ଴ y ܣ su generador infinitesimal. Entonces, 
se cumple, 
1. ߱଴ሺݐܣሻ = ݐ߱଴ሺܣሻ, ∀ݐ > Ͳ. 
2. ∀߳ > Ͳ, existe ܯఢ ൒ ͳ tal que ‖ܵሺݐሻ‖ℒሺ௑ሻ ൑ ܯఢ݁ሺఠబሺ஺ሻ+ఢሻ௧, ∀ݐ > Ͳ. 
Prueba: Revisar [28] ∎ 
Proposición 2.87: Sea {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ y de contracciones con generador 
infinitesimal ܣ. 
Si ߱଴ሺܣሻ = Ͳ, entonces ‖ܵሺݐሻ‖ℒሺ௑ሻ = ͳ, ∀ݐ > Ͳ. 
Prueba: Revisar [28] ∎ 
Lema 2.88: Sea {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ con generador infinitesimal ܣ. Se cumple lo 
siguiente, 
1. ߱�ሺܣሻ ൑ ߱଴ሺܣሻ. 
2. ܴ�(ܵሺݐሻ) = ݁ఠబሺ஺ሻ௧, ∀ݐ > Ͳ. 
Prueba: Revisar [28] ∎ 
Teorema 2.89: Sean ܺ un espacio de Banach, ݂ א ܥሺ[Ͳ,ͳ]; ܺሻ y {ܵሺݐሻ}௧ஹ଴ un ܥ଴ – 
semigrupo con generador infinitesimal ܣ. La ecuación { ݀݀ݐ ݑሺݐሻ = ܣݑሺݐሻ + ݂ሺݐሻ,  en [Ͳ,ͳ]ݑሺͲሻ = ݑሺͳሻ  
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tiene una única solución periódica de periodo 1, si y solo si, ͳ א �(ܵሺͳሻ). 
Prueba: Revisar [28] ∎ 
“Teorema 2.90: Sea ܺ un espacio de Banach, y {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ con 
generador infinitesimal ܣ.  ͳ א �(ܵሺͳሻ)  ⟺  { ʹ݇ߨ݅ א �ሺܣሻ,    ∀݇ א ℤsup௞אℤ‖ሺʹ݇ߨ݅ܫ − ܣሻ−ଵ‖ < ∞.” 
Prueba: Revisar [28] ∎ 
Corolario 2.91: Sean ߣ א ℂ y {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ con ܣ su generador infinitesimal. 
Se cumple lo siguiente, 
݁ఒ௧ א �(ܵሺݐሻ), si y solo si, { ቀߣ + ଶ௞గ௜௧ ቁ א �ሺܣሻ‖(ቀߣ + ଶ௞గ௜௧ ቁ ܫ − ܣ)−ଵ‖ < ∞,    ∀݇ א ℤ. 
Prueba: Revisar [28] ∎ 
Lema 2.92: Con las hipótesis del corolario 2.91 
Si ‖ܵሺݐሻ‖ℒሺ௑ሻ < ݁ఒ௧, ∀ݐ ൒ Ͳ, entonces ݁ఒ א �(ܵሺͳሻ). 
Prueba: Revisar [28] ∎ 
Teorema 2.93: Sean {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ y  ܣ su generador infinitesimal. 
Se cumple lo siguiente, ߱଴ሺܣሻ = inf{ߤ א ℝ ∶  ‖ሺ ߣܫ − ܣሻ−ଵ‖ℒሺ௑ሻ < ∞,   ∀Reሺߣሻ ൒ ߤ}. 
Prueba: Revisar [28] ∎ 
“Corolario 2.94: Con las hipótesis del corolario 2.93. 
Si {ߣ א ℂ ∶  Reሺߣሻ ൒ Ͳ} ⊂ �ሺܣሻ y ‖ሺ ߣܫ − ܣሻ−ଵ‖ℒሺ௑ሻ < ∞, ∀Reሺߣሻ ൒ Ͳ, entonces ∀Reሺߣሻ ൒ −߳, ∃߳ > Ͳ tal que {ߣ א ℂ ∶  Reሺߣሻ ൒ −߳} ⊂ �ሺܣሻ y ‖ሺ ߣܫ − ܣሻ−ଵ‖ℒሺ௑ሻ <∞.” 
Prueba: Revisar [28] 
 
Corolario 2.95: Considerando las mismas hipótesis del corolario 2.94. 
Si {ߣ א ℂ ∶  Reሺߣሻ ൒ Ͳ} ⊂ �ሺܣሻ y ‖ሺ ߣܫ − ܣሻ−ଵ‖ℒሺ௑ሻ < ∞, ∀Reሺߣሻ ൒ Ͳ, entonces, el ܥ଴ – semigrupo {ܵሺݐሻ}௧ஹ଴ tiene una estabilidad exponencial. 
Prueba: Revisar [28] 
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∎ 
“Definición 2.96: Sean {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ con ܣ su generador infinitesimal. Diremos 
que {ܵሺݐሻ}௧ஹ଴ tiene la Propiedad de Crecimiento Determinado por el Espectro, si ߱଴ሺܣሻ = ߱�ሺܣሻ.” 
“Proposición 2.97: Sea ℋ un espacio de Hilbert, y {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴  
con generador infinitesimal ܣ. Se cumple lo siguiente: {ܵሺݐሻ}௧ஹ଴ tiene la Propiedad de Crecimiento Determinado por el Espectro, si y solo si, ∀߳ > Ͳ, ∃ܯఢ > Ͳ tal que ‖ሺ ߣܫ − ܣሻ−ଵ‖ℒሺ௑ሻ ൑ ܯఢ, ∀Reሺߣሻ ൒ ߱�ሺܣሻ + ߳.” 
Prueba: Revisar [28] ∎ 
Teorema 2.98 (Gearhart): Sea ℋ un espacio de Hilbert, {ܵሺݐሻ}௧ஹ଴ un semigrupo de 
contracción de clase ܥ଴, y ܣ su generador infinitesimal. Se cumple lo siguiente: {ܵሺݐሻ}௧ஹ଴ tiene una estabilidad exponencial, si y solo si,  { ݅ℝ ⊂ �ሺܣሻlim|ఒ|→+∞ sup‖ሺ ݅ߣܫ − ܣሻ−ଵ‖ℒሺℋሻ < ∞. 
Prueba: Revisar [13] ∎ 
Teorema 2.99 (Pruss – Huang – Renardy): Sea ℋ un espacio de Hilbert, {ܵሺݐሻ}௧ஹ଴ 
un semigrupo de clase ܥ଴ y ܣ su generador infinitesimal. Se cumple lo siguiente: 
El semigrupo {ܵሺݐሻ}௧ஹ଴ es exponencialmente estable, si y solo si, { ݅ℝ ⊂ �ሺܣሻ∃ܥ > Ͳ tal que ‖ሺ ݅ߣܫ − ܣሻ−ଵ‖ℒሺℋሻ ൑ ܥ, ∀ߣ א ℝ . 
Prueba: Revisar [33] ∎ 
Observación 2.100: Gracias a Gearhart y al trabajo en conjunto de Pruss, Huang y  
Renardy hay dos maneras de determinar la estabilidad exponencial para semigrupos de 
contracciones clase ܥ଴ sobre un espacio de Hilbert. Para una demostración de dicha 
equivalencia se puede revisar Liu – Zheng [23]. 
Ahora, si no se puede determinar la estabilidad exponencial del semigrupo, entonces se 
debe buscar otra forma de determinar la estabilidad del sistema. En tal caso, otra manera 
de estabilizar el sistema es mediante la estabilidad polinomial de las soluciones. 
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2.5.Estabilidad Polinomial 
Para determinar la estabilidad polinomial de semigrupos de contracciones de clase ܥ଴ 
veremos los resultados de Liu – Rao y Borichev – Tomilov. Ellos determinaron 
condiciones suficientes para poder estabilizar polinomialmente un sistema. 
“Definición 2.101: Sea ℋ un espacio de Hilbert, y {ܵሺݐሻ}௧ஹ଴ un semigrupo de clase ܥ଴ 
con generador infinitesimal ܣ. Diremos que {ܵሺݐሻ}௧ஹ଴ es Polinomialmente Estable si ∃ܥ, ߛ > Ͳ tales que ‖ܵሺݐሻݔ‖ℋ ൑ ஼௧� ‖ݔ‖஽ሺ஺ሻ, ∀ݔ א ܦሺܣሻ.” 
 
Teorema 2.102 (Liu – Rao): Sea ℋ un espacio de Hilbert, {ܵሺݐሻ}௧ஹ଴ un semigrupo 
uniformemente acotado de clase ܥ଴ con generador infinitesimal ܣ  tal que ݅ℝ ⊂ �ሺܣሻ. 
Suponga que ∃ߙ > Ͳ tal que ଵ|ఒ|� ‖ሺ ݅ߣܫ − ܣሻ−ଵ‖ℒሺℋሻ ൑ ܥ, ∀ߣ א ℝ. 
Entonces, para cada ݇ א ℕ, existe una constante ܥ௞ > Ͳ tal que ‖ܵሺݐሻ߱‖ℋ ൑ ܥ௞ ቆ݈݊ሺݐሻݐ ቇ௞ �⁄ ݈݊ሺݐሻ‖߱‖�(஺ೖ). 
Prueba: Revisar [22] ∎ 
Observación 2.103: En el teorema anterior, de Liu – Rao, el termino ݈݊ሺݐሻ hace que el 
decaimiento polinomial tenga un mayor grado, por lo que el decaimiento se atrasa. Esa 
deficiencia fue mejorada por Borichev – Tomilov (2009) mediante el siguiente teorema. 
“Teorema 2.104 (Borichev – Tomilov): Sea ℋ un espacio de Hilbert, {ܵሺݐሻ}௧ஹ଴ un 
semigrupo acotado de clase ܥ଴ con generador infinitesimal ܣ. 
Si ݅ℝ ⊂ �ሺܣሻ, se cumple lo siguiente, ଵ|ఒ|� ‖ሺ ݅ߣܫ − ܣሻ−ଵ‖ℒሺℋሻ ൑ ܥ, ∀ߣ א ℝ, si y solo si, ‖ܵሺݐሻܣ−ଵ‖ℒሺℋሻ ൑ ஼௧భ �⁄ , donde ߙ >Ͳ.” 
Prueba: Revisar [7] ∎ 
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CAPITULO 3 
 
Existencia y unicidad 
 
En esta sección vamos a transformar el sistema (1.1) – (1.3) a un sistema de Cauchy 
Abstracto, donde veremos que tiene solución y es única. Determinaremos primero la 
energía asociada al sistema (1.1) – (1.3), luego la existencia del semigrupo asociado al 
mismo sistema, y, por último, que el operador que se defina sea un generador 
infinitesimal de un semigrupo de contracciones de clase ܥ଴. 
 
3.1. La energía del sistema 
 
La energía de las soluciones del sistema (1.1) – (1.3) sujeta a la condición inicial (1.7) 
y cualquiera de las condiciones de frontera (1.5) o (1.6) es definido por: ܧሺݐሻ = ଵଶ׬ ሺߩଵ|߮௧|ଶ + ߩଶ|߰௧|ଶ + ߩଵ|߱௧|ଶ + ܧܫ|߰�|ଶ + ܩℎ|߮� + ߰ + ݈߱|ଶ +�଴ܧℎ|߱� − ݈߮|ଶሻ ݀ݔ                           (3.1) 
Un cálculo directo muestra que, ௗௗ௧ ܧሺݐሻ = −׬ ሺܽଵሺݔሻ|߰௧|ଶ + ܽଶሺݔሻ|߱௧|ଶሻ�଴ ݀ݔ < Ͳ              (3.2) 
Prueba: 
Multiplicando (1.1), (1.2) y (1.3) por ߮௧, ߰௧ y ߱௧ respectivamente: ߮௧[ߩଵ߮௧௧ − ܩℎሺ߮� + ߰ + ݈߱ሻ� − ݈ܧℎሺ߱� − ݈߮ሻ] = Ͳ ߰௧[ߩଶ߰௧௧ − ܧܫ߰�� + ܩℎሺ߮� + ߰ + ݈߱ሻ + ܽଵሺݔሻ߰௧] = Ͳ ߱௧[ߩଵ߱௧௧ − ܧℎሺ߱� − ݈߮ሻ� + ݈ܩℎሺ߮� + ߰ + ݈߱ሻ + ܽଶሺݔሻ߱௧] = Ͳ 
Sumando e integrando: 
∫ߩଵ߮௧௧߮௧�଴ ݀ݔ + ∫ߩଶ߰௧௧߰௧�଴ ݀ݔ + ∫ߩଵ߱௧௧߱௧�଴ ݀ݔ − ∫ܩℎሺ߮� + ߰ + ݈߱ሻ�߮௧�଴ ݀ݔ⏟                
+∫ܩℎሺ߮� + ߰ + ݈߱ሻ߰௧�଴ ݀ݔ − ∫ܧܫ߰��߰௧�଴ ݀ݔ⏟        +∫݈ܩℎሺ߮� + ߰ + ݈߱ሻ߱௧�଴ ݀ݔ
−∫ ݈ܧℎሺ߱� − ݈߮ሻ߮௧�଴ ݀ݔ − ∫ܧℎሺ߱� − ݈߮ሻ�߱௧�଴ ݀ݔ⏟              +∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ + ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ = Ͳ
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Ahora por el teorema de Green para ݊ = ͳ, y las condiciones iniciales: 
o −׬ ܩℎሺ߮� + ߰ + ݈߱ሻ�߮௧�଴ ݀ݔ = −ܩℎሺ߮� + ߰ + ݈߱ሻ߮௧|�=଴�=�⏟                ௖௘௥௢ + ܩℎ ׬ ሺ߮� + ߰ +�଴݈߱ሻ߮�௧ ݀ݔ 
o −׬ ܧܫ߰��߰௧�଴ ݀ݔ = −ܧܫ߰�߰௧|�=଴�=�⏟        ௖௘௥௢ + ܧܫ ׬ ߰�߰�௧�଴ ݀ݔ 
 
o −׬ ܧℎሺ߱� − ݈߮ሻ�߱௧�଴ ݀ݔ = −ܧℎሺ߱� − ݈߮ሻ߱௧|�=଴�=�⏟              ௖௘௥௢ + ܧℎ ׬ ሺ߱� − ݈߮ሻ߱�௧�଴ ݀ݔ 
Luego: 
∫ߩଵ߮௧௧߮௧�଴ ݀ݔ + ∫ߩଶ߰௧௧߰௧�଴ ݀ݔ + ∫ߩଵ߱௧௧߱௧�଴ ݀ݔ + ܩℎ∫ሺ߮� + ߰ + ݈߱ሻ߮�௧�଴ ݀ݔ+∫ܩℎሺ߮� + ߰ + ݈߱ሻ߰௧�଴ ݀ݔ + ܧܫ ∫߰�߰�௧�଴ ݀ݔ + ∫ ݈ܩℎሺ߮� + ߰ + ݈߱ሻ߱௧�଴ ݀ݔ−∫ܧℎ݈ሺ߱� − ݈߮ሻ߮௧�଴ ݀ݔ + ܧℎ∫ሺ߱� − ݈߮ሻ߱�௧�଴ ݀ݔ + ∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ + ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ = Ͳ
 
Entonces: 
∫ߩଵ߮௧௧߮௧�଴ ݀ݔ +∫ߩଶ߰௧௧߰௧�଴ ݀ݔ + ∫ߩଵ߱௧௧߱௧�଴ ݀ݔ + ܧܫ ∫߰�߰�௧�଴ ݀ݔ+∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ + ∫ܩℎሺ߮� + ߰ + ݈߱ሻሺ߮� + ߰ + ݈߱ሻ௧�଴ ݀ݔ+∫ܧℎሺ߱� − ݈߮ሻሺ߱� − ݈߮ሻ௧�଴ ݀ݔ = Ͳ
 
Ahora notamos que: 
o ׬ ߩଵ߮௧௧߮௧�଴ ݀ݔ = ଵଶ ௗௗ௧ ׬ ߩଵ|߮௧|ଶ�଴ ݀ݔ 
o ׬ ߩଶ߰௧௧߰௧�଴ ݀ݔ = ଵଶ ௗௗ௧ ׬ ߩଶ|߰௧|ଶ�଴ ݀ݔ 
o ׬ ߩଵ߱௧௧߱௧�଴ ݀ݔ = ଵଶ ௗௗ௧ ׬ ߩଵ|߱௧|ଶ�଴ ݀ݔ 
o ܧܫ ׬ ߰�߰�௧�଴ ݀ݔ = ଵଶ ௗௗ௧ ׬ ܧܫ|߰�|ଶ�଴ ݀ݔ 
o ׬ ܩℎሺ߮� + ߰ + ݈߱ሻሺ߮� + ߰ + ݈߱ሻ௧�଴ ݀ݔ = ଵଶ ௗௗ௧ ׬ ܩℎ|߮� +߰ + ݈߱|ଶ�଴ ݀ݔ 
o ׬ ܧℎሺ߱� − ݈߮ሻሺ߱� − ݈߮ሻ௧�଴ ݀ݔ = ଵଶ ௗௗ௧ ׬ ܧℎ|߱� − ݈߮|ଶ�଴ ݀ݔ 
Entonces: 
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ͳʹ ݀݀ݐ ∫[ߩଵ|߮௧|ଶ + ߩଶ|߰௧|ଶ + ߩଵ|߱௧|ଶ + ܧܫ|߰�|ଶ + ܩℎ|߮� + ߰ + ݈߱|ଶ�଴ + ܧℎ|߱� − ݈߮|ଶ] ݀ݔ = −∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ − ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ⏟                        ௗௗ௧ாሺ௧ሻ  
Por lo tanto ௗௗ௧ ܧሺݐሻ < Ͳ ∎ 
Entonces la energía es decreciente. 
 
3.2. Existencia del Semigrupo 
 
 
Para verificar la existencia de la solución del sistema, usaremos la teoría de semigrupos, 
para tal efecto redefiniremos el sistema (1.1) – (1.3) como un sistema en el tiempo de 
primer orden.  
Sea ܷ:= ሺ߮,߰, ߱, ݑ, ݒ, ݖሻ′, donde ′ representa la transpuesta del vector fila ܷ, es asi 
que, el sistema (1.1) – (1.3) es equivalente al problema de Cauchy abstracto, 
  | ௗௗ௧ܷሺݐሻ = ܣ௝ܷሺݐሻܷሺͲሻ = ܷ଴      (3.3) 
 
donde ܷ଴: = ሺ߮଴, ߰଴, ߱଴, ݑ଴, ݒ଴, ݖ଴ሻ′ , ݑ଴ = ߮ଵ, ݒ଴ = ߰ଵ, ݖ଴ = ߱ଵ y ܣ௝ es el operador 
diferencial que se asocia al sistema (1.1) – (1.3) dado por 
 
ܣ௝: =
( 
   
   
Ͳ Ͳ Ͳ ܫ Ͳ ͲͲ Ͳ Ͳ Ͳ ܫ ͲͲ Ͳ Ͳ Ͳ Ͳ ܫܩℎ߲�ଶ − ݈ଶܧℎߩଵ ܩℎ߲�ߩଵ ܩℎ݈߲� + ݈ܧℎ߲�ߩଵ Ͳ Ͳ Ͳ−ܩℎ߲�ߩଶ ܧܫ߲�ଶ − ܩℎߩଶ −ܩℎ݈ߩଶ Ͳ −ܽଵሺݔሻߩଶ Ͳ−ܧℎ݈߲� − ݈ܩℎ߲�ߩଵ − ݈ܩℎߩଵ ܧℎ߲�ଶ − ݈ଶܩℎߩଵ Ͳ Ͳ −ܽଶሺݔሻߩଵ ) 
   
   
 
 ܣ௝ , ݆ = ͳ,ʹ correspondiendo a las condiciones de frontera (1.5) y (1.6) respectivamente. 
Utilizando la definición de la energía, definimos los espacios de fase ℋ௝ , ݆ = ͳ,ʹ de la 
siguiente forma ℋଵ = (ܪ଴ଵሺΩሻ)ଷ × (ܮଶሺΩሻ)ଷ ℋଶ = ܪ଴ଵሺΩሻ × (ܪכଵሺΩሻ)ଶ × ܮଶሺΩሻ × (ܮכଶሺΩሻ)ଶ 
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 donde:   ܮכଶሺΩሻ = {݂ א ܮଶሺΩሻ; ׬ ݂ሺݔሻ�଴ ݀ݔ = Ͳ} ܪכଵሺΩሻ = {݂ א ܪଵሺΩሻ;∫݂ሺݔሻ�଴ ݀ݔ = Ͳ} Ω = [Ͳ, ܮ] 
Equipamos a estos espacios con el producto interno que induce la norma de la energía. 
Sea |ܷଵ = (߮ଵ, ߰ଵ, ߱ଵ, ߮̃ଵ, ߰̃ଵ, ߱̃ଵ)ܷଶ = (߮ଶ, ߰ଶ, ߱ଶ, ߮̃ଶ, ߰̃ଶ, ߱̃ଶ), definimos el producto interno, ሺܷଵ, ܷଶሻℋభ = ߩଵሺ߮̃ଵ, ߮̃ଶሻ + ߩଶ(߰̃ଵ, ߰̃ଶ) + ߩଵሺ߱̃ଵ, ߱̃ଶሻ + ܧܫሺ߰�ଵ, ߰�ଶሻ+ ܩℎሺ߮�ଵ + ߰ଵ + ݈߱ଵ, ߮�ଶ +߰ଶ + ݈߱ଶሻ + ܧℎሺ߱�ଵ − ݈߮ଵ, ߱�ଶ − ݈߮ଶሻ ሺܷଵ, ܷଶሻℋభ = ∫[ߩଵ߮̃ଵ߮̃ଶ + ߩଶ߰̃ଵ߰̃ଶ + ߩଵ߱̃ଵ߱̃ଶ + ܧܫ߰�ଵ߰�ଶ�଴+ ܩℎሺ߮�ଵ + ߰ଵ + ݈߱ଵሻሺ߮�ଶ + ߰ଶ + ݈߱ଶሻ + ܧℎሺ߱�ଵ − ݈߮ଵሻሺ߱�ଶ − ݈߮ଶሻ] ݀ݔ 
Y para ܷ = ሺ߮,߰,߱, ݑ, ݒ, ݖሻ א ℋ௝ , ݆ = ͳ,ʹ definimos su norma inducida como, ‖ܷ‖ℋೕଶ = ߩଵ‖ݑ‖ଶ + ߩଶ‖ݒ‖ଶ + ߩଵ‖ݖ‖ଶ + ܧܫ‖߰�‖ଶ + ܩℎ‖߮� + ߰ + ݈߱‖ଶ + ܧℎ‖߱� − ݈߮‖ଶ  
Donde ‖. ‖ denota la norma en ܮଶሺΩሻ, observamos que con esta norma, el espacio ℋ௝  es 
un espacio de Hilbert. 
 
Proposición 3.1: La norma ‖ܷ‖ℋೕ es equivalente a la norma, ‖ܷ‖ଵଶ = ‖ݑ‖ଶ + ‖ݒ‖ଶ + ‖ݖ‖ଶ + ‖߰�‖ଶ + ‖߮� + ߰ + ݈߱‖ଶ + ‖߱� − ݈߮‖ଶ 
Prueba: Revisar [26] ∎ 
 
 
Ahora faltaría definir completamente el operador ܣ, para eso debemos establecer 
formalmente su dominio como un conjunto sobre el cual este bien definido, al que 
llamaremos Espacio de Fase, es decir, 
 ܦሺܣሻ = {ܷ א ℋ ∶ ܣܷ א ℋ} 
Ahora, como 
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ܣ௝ܷ =
( 
    
  
ݑݒݖܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ݒܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ݖ) 
    
  א ℋ 
tenemos  
{  
  ܦሺܣଵሻ = (ܪ଴ଵሺΩሻ ת ܪଶሺΩሻ)ଷ × (ܪ଴ଵሺΩሻ)ଷܦሺܣଶሻ = {  
  ܷ א ℋଶ ∶  ߮ א ܪ଴ଵ ת ܪଶ߰,߱ א ܪכଵ ת ܪଶݑ, ߰�, ߱� א ܪ଴ଵݒ, ݖ א ܪכଵ }  
  
    
Aquí y en adelante asumiremos ݈ ≠ ௡గ�   ∀݊ א ℕ cuando ݆ = ʹ 
Teorema 3.2: El operador ܣ௝ genera un C0 – semigrupo { ௝ܵሺݐሻ}௧ஹ଴ de contracciones 
sobre ℋ௝  para ݆ = ͳ,ʹ. 
Prueba: 
La prueba lo desarrollaremos mediante cuatro afirmaciones, y utilizaremos al final el 
teorema 2.79 
Afirmación 1: ܣ es disipativo 
Es decir, veamos que ܴ݁ሺܣܷ,ܷሻ ൑ Ͳ 
Sea |ܷଵ = (߮ଵ, ߰ଵ, ߱ଵ, ߮̃ଵ, ߰̃ଵ, ߱̃ଵ)ܷଶ = (߮ଶ, ߰ଶ, ߱ଶ, ߮̃ଶ, ߰̃ଶ, ߱̃ଶ), y el producto interno, ሺܷଵ, ܷଶሻℍభ = ߩଵሺ߮̃ଵ, ߮̃ଶሻ + ߩଶ(߰̃ଵ, ߰̃ଶ) + ߩଵሺ߱̃ଵ, ߱̃ଶሻ + ܧܫሺ߰�ଵ, ߰�ଶሻ+ ܩℎሺ߮�ଵ + ߰ଵ + ݈߱ଵ, ߮�ଶ +߰ଶ + ݈߱ଶሻ + ܧℎሺ߱�ଵ − ݈߮ଵ, ߱�ଶ − ݈߮ଶሻ ሺܷଵ, ܷଶሻℍభ = ∫[ߩଵ߮̃ଵ߮̃ଶ + ߩଶ߰̃ଵ߰̃ଶ + ߩଵ߱̃ଵ߱̃ଶ + ܧܫ߰�ଵ߰�ଶ�଴+ ܩℎሺ߮�ଵ + ߰ଵ + ݈߱ଵሻሺ߮�ଶ + ߰ଶ + ݈߱ଶሻ+ ܧℎሺ߱�ଵ − ݈߮ଵሻሺ߱�ଶ − ݈߮ଶሻ] ݀ݔ ܴ݁ሺܣܷ,ܷሻ = ሺܣܷ,ܷሻ 
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=
( 
    
   
( 
   
   
߮̃߱̃߰̃
ܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ߰̃ܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� +߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ߱̃) 
   
   ,(  
 ߮߱߰߮̃߱̃߰̃)  
 
) 
    
   
 
= ∫[ߩଵ߮̃ (ܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻ)�଴ + ߩଶ߰̃ ቆܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ߰̃ቇ+ ߩଵ߱̃ ቆܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ߱̃ቇ + ܧܫ߰̃�߰�+ ܩℎ(߮̃� + ߰̃ + ݈߱̃)ሺ߮� + ߰ + ݈߱ሻ + ܧℎሺ߱̃� − ݈߮̃ሻሺ߱� − ݈߮ሻ]݀ݔ 
= ∫ [  
 ߩଵ߮௧ (ܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻ)⏟                              ככ
�
଴ + ߩଶ߰௧ ቆܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ߰௧ቇ⏟                              ##+ ߩଵ߱௧ ቆܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ߱௧ቇ⏟                                    $$ + ܧܫ߰௧�߰�+ ܩℎሺ߮௧� +߰௧ + ݈߱௧ሻሺ߮� + ߰ + ݈߱ሻ + ܧℎሺ߱௧� − ݈߮௧ሻሺ߱� − ݈߮ሻ]  
 ݀ݔ 
Integrando por separado: 
o ככ= ׬ ߩଵ߮௧ ቆீℎఘభ ሺ߮�� + ߰� + ݈߱�ሻ + ௟ாℎఘభ ሺ߱� − ݈߮ሻቇ�଴ ݀ݔ = 
= ∫(ܩℎ߮௧ሺ߮�� +߰� + ݈߱�ሻ + ݈ܧℎ߮௧ሺ߱� − ݈߮ሻ)�଴ ݀ݔ = ∫(ܩℎ߮௧ሺ߮�� +߰� + ݈߱�ሻ)�଴ ݀ݔ + ∫(݈ܧℎ߮௧ሺ߱� − ݈߮ሻ)�଴ ݀ݔ 
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= ܩℎ߮௧ሺ߮� + ߰ + ݈߱ሻ|�=଴�=� −∫ܩℎ߮௧�ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ + ∫(݈ܧℎ߮௧ሺ߱� − ݈߮ሻ)�଴ ݀ݔ = ܩℎ߮௧ሺ߮� + ߰ + ݈߱ሻ|�=଴�=� −∫ܩℎ߮௧�ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ + ∫(݈ܧℎ߮௧ሺ߱� − ݈߮ሻ)�଴ ݀ݔ = −∫ܩℎ߮௧�ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ + ∫ ݈ܧℎ߮௧ሺ߱� − ݈߮ሻ�଴ ݀ݔ 
o ## = ׬ ߩଶ߰௧ ቀாூఘమ߰�� − ீℎఘమ ሺ߮� + ߰ + ݈߱ሻ − ௔భሺ�ሻఘమ ߰௧ቁ�଴ ݀ݔ = = ∫ሺܧܫ߰௧߰�� − ܩℎ߰௧ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻ߰௧߰௧ሻ�଴ ݀ݔ = ∫ሺܧܫ߰௧߰�� − ܩℎ߰௧ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻ߰௧߰௧ሻ�଴ ݀ݔ = ܧܫ߰௧߰�|�=଴�=� −∫ܧܫ߰௧�߰��଴ ݀ݔ − ∫ܩℎ߰௧ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ − ∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ = −∫ܧܫ߰௧�߰��଴ ݀ݔ − ∫ܩℎ߰௧ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ − ∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ 
o $$ = ׬ ߩଵ߱௧ ቀாℎఘభ ሺ߱�� − ݈߮�ሻ − ௟ீℎఘభ ሺ߮� + ߰ + ݈߱ሻ − ௔మሺ�ሻఘభ ߱௧ቁ�଴ ݀ݔ = = ∫ሺܧℎ߱௧ሺ߱�� − ݈߮�ሻ − ݈ܩℎ߱௧ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻ߱௧߱௧ሻ�଴ ݀ݔ = ∫ܧℎ߱௧ሺ߱�� − ݈߮�ሻ�଴ ݀ݔ − ∫ ݈ܩℎ߱௧ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ −∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ = ܧℎ߱௧ሺ߱� − ݈߮ሻ|�=଴�=� −∫ܧℎ߱௧�ሺ߱� − ݈߮ሻ�଴ ݀ݔ − ∫ ݈ܩℎ߱௧ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ− ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ = −∫ܧℎ߱௧�ሺ߱� − ݈߮ሻ�଴ ݀ݔ − ∫ ݈ܩℎ߱௧ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ − ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ 
 
Reemplazando:  
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ܴ݁ሺܣܷ,ܷሻ = −∫ܩℎ߮௧�ሺ߮� + ߰ + ݈߱ሻ�଴ ݀ݔ⏟                  ### +∫݈ܧℎ߮௧ሺ߱� − ݈߮ሻ݀ݔ
�
଴⏟              כככ  −∫ܧܫ߰௧�߰��଴ ݀ݔ⏟          $$$ −∫ܩℎ߰௧ሺ߮� +߰ + ݈߱ሻ
�
଴ ݀ݔ⏟                  ### −∫ܽଵሺݔሻ߰௧߰௧
�
଴ ݀ݔ 
−∫ܧℎ߱௧�ሺ߱� − ݈߮ሻ�଴ ݀ݔ⏟                כככ −∫݈ܩℎ߱௧ሺ߮� + ߰ + ݈߱ሻ
�
଴ ݀ݔ⏟                  ### −∫ܽଶሺݔሻ߱௧߱௧
�
଴ ݀ݔ 
+∫[ܧܫ߰௧�߰�⏟    $$$ + ܩℎሺ߮௧� + ߰௧ + ݈߱௧ሻሺ߮� + ߰ + ݈߱ሻ⏟                      ###�଴ + ܧℎሺ߱௧� − ݈߮௧ሻሺ߱� − ݈߮ሻ⏟                כככ ] ݀ݔ = −∫ܽଵሺݔሻ߰௧߰௧�଴ ݀ݔ − ∫ܽଶሺݔሻ߱௧߱௧�଴ ݀ݔ = −∫ሺܽଵሺݔሻ|߰௧|ଶ + ܽଶሺݔሻ|߱௧|ଶሻ�଴ ݀ݔ ൑ Ͳ 
Luego, ܴ݁(ܣ௝ܷ,ܷ) = −∫ሺܽଵሺݔሻ|߰௧|ଶ + ܽଶሺݔሻ|߱௧|ଶሻ�଴ ݀ݔ ൑ Ͳ                             ሺ͵.Ͷሻ ∴ ܴ݁(ܣ௝ܷ,ܷ)ℋೕ ൑ Ͳ 
Por lo tanto, ܣ௝ es un operador disipativo.  
El siguiente paso es demostrar que Ͳ א ߩ(ܣ௝), es decir, que el operador ܣ௝ es invertible 
y que su inversa ܣ௝−ଵ:ℋ௝ → ܦ(ܣ௝) es acotada. 
Afirmación 2: ܣ es invertible 
Vamos a probar que para cualquier ܨ = (݂, ݃, ℎ, ݂̃, ݃̃, ℎ̃) א ℋ, existe un único ܷ =ሺ߮, ߰, ߱, ݑ, ݒ, ݖሻ א ܦሺܣሻ  tal que ܣܷ = ܨ. 
Resolvemos la ecuación:  ܣ௝ሺ߮, ߰, ߱, ݑ, ݒ, ݖሻ′ = (݂, ݃, ℎ, ݂̃, ݃̃, ℎ̃)′   (3.5) 
Luego,  
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ܣ௝ܷ =
( 
    
  
ݑݒݖܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ݒܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ݖ) 
    
  = (  
 ݂݃ℎ݂݃̃̃
ℎ̃) 
  
 
 
De las primeras tres ecuaciones de (3.5) tenemos, ݑ = ݂, ݒ = ݃, ݖ = ℎ 
También ||
ீℎఘభ ሺ߮�� + ߰� + ݈߱�ሻ + ௟ாℎఘభ ሺ߱� − ݈߮ሻ = ݂̃ாூఘమ߰�� − ீℎఘమ ሺ߮� + ߰ + ݈߱ሻ − ௔భሺ�ሻఘమ ݒ = ݃̃ாℎఘభ ሺ߱�� − ݈߮�ሻ − ௟ீℎఘభ ሺ߮� + ߰ + ݈߱ሻ − ௔మሺ�ሻఘభ ݖ = ℎ̃ 
Multiplicando estas tres ecuaciones por ߮̃, ߰̃, ߱̃ respectivamente, usando Green, 
tenemos: 
| ۃܩℎሺ߮�� + ߰� + ݈߱�ሻ, ߮̃ۄ + ۃ݈ܧℎሺ߱� − ݈߮ሻ, ߮̃ۄ = ۃߩଵ݂̃, ߮̃ۄۃܧܫ߰��, ߰̃ۄ − ۃܩℎሺ߮� + ߰ + ݈߱ሻ, ߰̃ۄ − ۃܽଵሺݔሻݒ, ߰̃ۄ = ۃߩଶ݃̃, ߰̃ۄۃܧℎሺ߱�� − ݈߮�ሻ, ߱̃ۄ − ۃ݈ܩℎሺ߮� + ߰ + ݈߱ሻ, ߱̃ۄ − ۃܽଶሺݔሻݖ, ߱̃ۄ = ۃߩଵℎ̃, ߱̃ۄ 
| −ܩℎۃሺ߮� + ߰ + ݈߱ሻ, ߮̃�ۄ − ܧℎۃሺ߱� − ݈߮ሻ,−݈߮̃ۄ = ۃߩଵ݂̃, ߮̃ۄ−ܧܫۃ߰� , ߰̃�ۄ − ܩℎۃሺ߮� + ߰ + ݈߱ሻ, ߰̃ۄ − ۃܽଵሺݔሻݒ, ߰̃ۄ = ۃߩଶ݃̃, ߰̃ۄ−ܧℎۃሺ߱� − ݈߮ሻ, ߱̃�ۄ − ܩℎۃሺ߮� + ߰ + ݈߱ሻ, ݈߱̃ۄ − ۃܽଶሺݔሻݖ, ߱̃ۄ = ۃߩଵℎ̃, ߱̃ۄ 
Sumando las tres ecuaciones, tenemos, |−ܩℎۃ߮� + ߰ + ݈߱, ߮̃� + ߰̃ + ݈߱̃ۄ − ܧℎۃ߱� − ݈߮, ߱̃� − ݈߮̃ۄ − ܧܫۃ߰�, ߰̃�ۄ−ۃܽଵሺݔሻݒ, ߰̃ۄ − ۃܽଶሺݔሻݖ, ߱̃ۄ = ۃߩଵ݂̃, ߮̃ۄ + ۃߩଶ݃̃, ߰̃ۄ + ۃ, ߱̃ۄ  |ܩℎۃ߮� + ߰ + ݈߱, ߮̃� + ߰̃ + ݈߱̃ۄ + ܧℎۃ߱� − ݈߮, ߱̃� − ݈߮̃ۄ + ܧܫۃ߰�, ߰̃�ۄ == ۃ−ߩଵ݂̃, ߮̃ۄ + ۃ−ߩଶ݃̃ − ܽଵሺݔሻݒ, ߰̃ۄ + ۃ−ߩଵℎ̃ − ܽଶሺݔሻݖ, ߱̃ۄ  (3.6)  
Se define la forma sesquilineal: ܽሺ. , . ሻ: (ܪ଴ଵሺͲ, ܮሻ)ଷ × (ܪ଴ଵሺͲ, ܮሻ)ଷ⟶ℝ como, ܽ ቀሺ߮, ߰,߱ሻ, (߮̃, ߰̃, ߱̃)ቁ = { ܩℎۃ߮� + ߰ + ݈߱, ߮̃� + ߰̃ + ݈߱̃ۄ ++ܧℎۃ߱� − ݈߮, ߱̃� − ݈߮̃ۄ + ܧܫۃ߰�, ߰̃�ۄ 
Donde ۃ. , . ۄ es el producto interno en ܮଶ �ሺ. , . ሻ es ቀࡴ૙૚ሺ૙, ࡸሻቁ૜ – coerciva, simétrico y continúa. 
 ܽሺ. , . ሻ es simétrico, se verifica por definición de ۃ. , . ۄ 
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 ܽሺ. , . ሻ es continuo por definición de ۃ. , . ۄ, o usar también las equivalencias de ‖. ‖ଵଶ 
y ‖. ‖ℋೕଶ  
 ܽሺ. , . ሻ es (ܪ଴ଵሺͲ, ܮሻ)ଷ – coerciva, por demostrar, ܽ(ሺ߮, ߰, ߱ሻ, ሺ߮, ߰, ߱ሻ) ൒ ܥ ቀ‖߮‖ுబభଶ + ‖߰‖ுబభଶ + ‖߱‖ுబభଶ ቁ 
En efecto, ∀ሺ߮, ߰,߱ሻ א (ܪ଴ଵሺͲ, ܮሻ)ଷ, luego ܽ(ሺ߮, ߰, ߱ሻ, ሺ߮, ߰, ߱ሻ) = ܩℎ‖߮� + ߰ + ݈߱‖�మଶ + ܧℎ‖߱� − ݈߮‖�మଶ + ܧܫ‖߰�‖�మଶ  
Como ‖. ‖ଵଶ y ‖. ‖ℋೕଶ  son equivalentes, existen ܿ, ܿ̃ > Ͳ tal que ܿ̃‖. ‖ଵ ൑ ‖. ‖ℋೕ ൑ܿ‖. ‖ଵ, luego: ܽ(ሺ߮, ߰, ߱ሻ, ሺ߮, ߰, ߱ሻ) = ܩℎ‖߮� + ߰ + ݈߱‖�మଶ + ܧℎ‖߱� − ݈߮‖�మଶ + ܧܫ‖߰�‖�మଶ + +ሺߩଵ‖ݑ‖ଶ + ߩଶ‖ݒ‖ଶ + ߩଵ‖ݖ‖ଶሻ − ሺߩଵ‖ݑ‖ଶ + ߩଶ‖ݒ‖ଶ + ߩଵ‖ݖ‖ଶሻ ܽ(ሺ߮, ߰, ߱ሻ, ሺ߮, ߰, ߱ሻ) = ‖ሺ߮, ߰,߱, ݑ, ݒ, ݖሻ‖ℍೕଶ − ሺߩଵ‖ݑ‖ଶ + ߩଶ‖ݒ‖ଶ + ߩଵ‖ݖ‖ଶሻ ܽ(ሺ߮, ߰, ߱ሻ, ሺ߮, ߰, ߱ሻ) ൒ ܿ̃ଶ‖ሺ߮, ߰,߱, ݑ, ݒ, ݖሻ‖ଵଶ − ሺߩଵ‖ݑ‖ଶ + ߩଶ‖ݒ‖ଶ + ߩଵ‖ݖ‖ଶሻ = ܿ̃ଶሺ‖ݑ‖ଶ + ‖ݒ‖ଶ + ‖ݖ‖ଶ + ‖߮�‖ଶ + ‖߰�‖ଶ + ‖߱�‖ଶሻ− ሺߩଵ‖ݑ‖ଶ + ߩଶ‖ݒ‖ଶ + ߩଵ‖ݖ‖ଶሻ = ሺܿ̃ଶ − ߩଵሻ‖ݑ‖ଶ + ሺܿ̃ଶ − ߩଶሻ‖ݒ‖ଶ + ሺܿ̃ଶ − ߩଵሻ‖ݖ‖ଶ+ ܿ̃ଶሺ‖߮�‖ଶ + ‖߰�‖ଶ + ‖߱�‖ଶሻ 
Sea ሺ߮, ߰, ߱ሻ = ሺݑ, ݒ, ݖሻ, ܥ = ݉݅݊{ܿ̃ଶ − ߩଵ, ܿ̃ଶ − ߩଶ, ܿ̃ଶ} tal que ܿ̃ଶ − ߩଵ, ܿ̃ଶ − ߩଶ > Ͳ ܽ(ሺ߮, ߰,߱ሻ, ሺ߮, ߰, ߱ሻ) ൒ ܥሺ‖߮‖ଶ + ‖߰‖ଶ + ‖߱‖ଶ + ‖߮�‖ଶ + ‖߰�‖ଶ + ‖߱�‖ଶሻ ܽ(ሺ߮, ߰,߱ሻ, ሺ߮, ߰, ߱ሻ) ൒ ܥ ቀ‖߮‖ுబభଶ + ‖߰‖ுబభଶ + ‖߱‖ுబభଶ ቁ 
Por tanto, ܽሺ. , . ሻ es coerciva en (ܪ଴ଵሺͲ, ܮሻ)ଷ.     
Definamos el operador ܶ א [(ܪ଴ଵሺͲ, ܮሻ)ଷ]כ = {ܨ: (ܪ଴ଵሺͲ, ܮሻ)ଷ → ℝ:ܨ ݁ݏ ݑ݊ܽ ݐݎܽ݊ݏ݂݋ݎ݉ܽܿ݅�݊ ݈݈݅݊݁ܽ} ܶ = ଵܶ × ଶܶ × ଷܶ: (ܪ଴ଵሺͲ, ܮሻ)ଷ → ℝ, definido por, ۃܶ, (߮̃, ߰̃, ߱̃)ۄ = ۃ ଵܶ, ߮̃ۄு−భ×ுబభ + ۃ ଶܶ, ߰̃ۄு−భ×ுబభ + ۃ ଷܶ, ߱̃ۄு−భ×ுబభ ۃܶ, (߮̃, ߰̃, ߱̃)ۄ = ۃ−ߩଵ݂̃, ߮̃ۄ + ۃ−ߩଶ݃̃ − ܽଵሺݔሻݒ, ߰̃ۄ + ۃ−ߩଵℎ̃ − ܽଶሺݔሻݖ, ߱̃ۄ de (3.6) 
Dado que ݂̃, ݃̃, ℎ̃ א ܮଶ, ܪ଴ଵ ↪ ܮଶ, ܮଶ = [ܮଶ]כ ↪ [ܪ଴ଵ]כ = ܪ−ଵ 
Se tiene que ܶ esta bien definida, por tanto ܶ א [(ܪ଴ଵሺͲ, ܮሻ)ଷ]כ 
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Tenemos el problema | ܽ ቀሺ߮, ߰, ߱ሻ, (߮̃, ߰̃, ߱̃)ቁ = ۃܶ, (߮̃, ߰̃, ߱̃)ۄ(߮̃, ߰̃, ߱̃) א (ܪ଴ଵሺͲ, ܮሻ)ଷ  
Entonces tenemos: (ܪ଴ଵሺͲ, ܮሻ)ଷ es Hilbert, ܽሺ. , . ሻ es (ܪ଴ଵሺͲ, ܮሻ)ଷ sesquilineal, continua 
y coerciva y ܶ א [(ܪ଴ଵሺͲ, ܮሻ)ଷ]כ , entonces por el Teorema de Lax – Milgram, ሺ߮, ߰, ߱ሻ 
es único para cualquier (߮̃, ߰̃, ߱̃) א (ܪ଴ଵሺͲ, ܮሻ)ଷ, asi ܣ es invertible. 
Afirmación 3: El operador ܣ−ଵ:ℋ → ܦሺܣሻ es acotado. 
Por demostrar que ‖ܣ−ଵܨ‖ℋ ൑ ܥ‖ܨ‖ℋ ⇔ ‖ܷ‖ℋ ൑ ܥ‖ܨ‖ℋ 
Dado ܨ = (݂, ݃, ℎ, ݂̃, ݃̃, ℎ̃) א ℋ, existe ܷ = ሺ߮, ߰, ߱, ݑ, ݒ, ݖሻ א ܦሺܣሻ tal que ܣܷ = ܨ. 
Luego tenemos 
ܣ௝ܷ =
( 
    
  
ݑݒݖܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ݒܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ݖ) 
    
  = (  
 ݂݃ℎ݂݃̃̃
ℎ̃) 
  
 
De donde, 
|
|
| ݑ = ݂           ሺ͵.͹ሻݒ = ݃           ሺ͵.ͺሻݖ = ℎ           ሺ͵.ͻሻܩℎߩଵ ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎߩଵ ሺ߱� − ݈߮ሻ = ݂̃           ሺ͵.ͳͲሻܧܫߩଶ ߰�� − ܩℎߩଶ ሺ߮� + ߰ + ݈߱ሻ − ܽଵሺݔሻߩଶ ݒ = ݃̃           ሺ͵.ͳͳሻܧℎߩଵ ሺ߱�� − ݈߮�ሻ − ݈ܩℎߩଵ ሺ߮� + ߰ + ݈߱ሻ − ܽଶሺݔሻߩଵ ݖ = ℎ̃           ሺ͵.ͳʹሻ
 
 
Multiplicando (3.10), (3.11) y (3.12) con ߮̅, ߰̅ y ߱̅ que pertenecen a ܪ଴ଵ respectivamente 
| ܩℎ߮̅ሺ߮�� + ߰� + ݈߱�ሻ + ݈ܧℎ߮̅ሺ߱� − ݈߮ሻ = ߩଵ݂߮̅̃ܧܫ߰̅߰�� − ܩℎ߰̅ሺ߮� +߰ + ݈߱ሻ − ܽଵ߰̅ݒ = ߩଶ߰̅݃̃ܧℎ߱̅ሺ߱�� − ݈߮�ሻ − ݈ܩℎ߱̅ሺ߮� + ߰ + ݈߱ሻ − ܽଶ߱̅ݖ = ߩଵ߱̅ℎ̃ 
 
Sumando e integrando de 0 a L, tenemos, 
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∫[ܩℎ|߮� + ߰ + ݈߱|ଶ + ܧℎ|߱� − ݈߮|ଶ + ܧܫ|߰�|ଶ]�଴ ݀ݔ = = ∫[ߩଵ݂߮̅̃ + ߩଶ߰̅݃̃ + ߩଵ߱̅ℎ̃ + ܽଵ߰̅ݒ + ܽଶ߱̅ݖ]�଴ ݀ݔ ൑ ߩଵ‖߮̅‖‖݂̃‖ + ߩଶ‖߰̅‖‖݃̃‖ + ߩଵ‖߱̅‖‖ℎ̃‖ + ∫ሺܽଵ߰̅ݒ + ܽଶ߱̅ݖሻ݀ݔ�଴  ൑ ߩଵ‖߮̅‖‖݂̃‖ + ߩଶ‖߰̅‖‖݃̃‖ + ߩଵ‖߱̅‖‖ℎ̃‖ + ݉ܽݔ {∫ܽଵ݀ݔ�଴ , ∫ ܽଶ݀ݔ�଴ }⏟                ஼భ ∫ሺ߰̅݃ + ߱̅ℎሻ݀ݔ
�
଴  ൑ ߩଵ‖߮̅‖‖݂̃‖ + ߩଶ‖߰̅‖‖݃̃‖ + ߩଵ‖߱̅‖‖ℎ̃‖ + ܥଵ(‖߰̅‖‖݃‖ + ‖߱̅‖‖ℎ‖) ൑ ߩଵ‖߮̅‖‖݂̃‖ + ߩଶ‖߰̅‖‖݃̃‖ + ߩଵ‖߱̅‖‖ℎ̃‖ + ܥଵ(‖߰̅‖‖݃‖ + ‖߱̅‖‖ℎ‖) ൑ ܥଶ‖ܨ‖ℋ(‖߮̅‖ + ‖߰̅‖ + ‖߱̅‖ + ‖߰̅‖ + ‖߱̅‖) ൑ ܥଷ‖ܨ‖ℋሺ‖߮‖ + ‖߰‖ + ‖߱‖ሻ  ൑ ܥଷ‖ܨ‖ℋ‖ܷ‖ଵ ൑ ܥସ‖ܨ‖ℋ‖ܷ‖ℋ 
entonces,  
∫[ܩℎ|߮� + ߰ + ݈߱|ଶ + ܧℎ|߱� − ݈߮|ଶ + ܧܫ|߰�|ଶ]�଴ ݀ݔ ൑ ܥ‖ܨ‖ℋ‖ܷ‖ℋ             ሺ͵.ͳ͵ሻ 
Por otro lado, tenemos de (3.7), (3.8) y (3.9) respectivamente, 
∫ߩଵ|ݑ|ଶ݀ݔ�଴ = ∫ߩଵ|݂|ଶ݀ݔ�଴  ∫ߩଶ|ݒ|ଶ݀ݔ�଴ = ∫ߩଶ|݃|ଶ݀ݔ�଴  ∫ߩଵ|ݖ|ଶ݀ݔ�଴ = ∫ߩଵ|ℎ|ଶ݀ݔ�଴  
sumando lado a lado tenemos, 
∫[ߩଵ|ݑ|ଶ + ߩଶ|ݒ|ଶ + ߩଵ|ݖ|ଶ]݀ݔ�଴ = ∫[ߩଵ|݂|ଶ + ߩଶ|݃|ଶ + ߩଵ|ℎ|ଶ]݀ݔ�଴ ൑ ܥହ‖ܨ‖ℋଶ ሺ͵.ͳͶሻ 
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entonces, de (3.13) y (3.14) se obtiene, 
‖ܷ‖ℋଶ = ∫[ܩℎ|߮� + ߰ + ݈߱|ଶ + ܧℎ|߱� − ݈߮|ଶ + ܧܫ|߰�|ଶ + ߩଵ|ݑ|ଶ + ߩଶ|ݒ|ଶ + ߩଵ|ݖ|ଶ]�଴ ݀ݔ ൑ ሺܥସ‖ܨ‖ℋሻ‖ܷ‖ℋ + ܥହ‖ܨ‖ℋଶ  ൑ ሺܥସ‖ܨ‖ℋሻଶʹ + ‖ܷ‖ℋଶʹ + ܥହ‖ܨ‖ℋଶ  
Así se concluye que, ‖ܷ‖ℋଶ ൑ ሺܥସଶ + ʹܥହሻ‖ܨ‖ℋଶ  
Haciendo ܥ = ሺܥସଶ + ʹܥହሻଶ tenemos que, ‖ܷ‖ℋ ൑ ܥ‖ܨ‖ℋ 
Por lo tanto ܣ−ଵ:ℋ → ܦሺܣሻ es acotado. 
 
De las afirmaciones 2 y 3 se tiene que ૙ א �ሺ�ሻ 
 
Afirmación 4: ܦ(ܣ௝) es denso en ℋ௝  
Como ߣ଴ܫ − ܣ = ܣሺߣ଴ܣ−ଵ − ܫሻ, siendo la composición de dos operadores ܣ:ܦሺܣሻ →ℋ௝  y ሺߣ଴ܣ−ଵ − ܫሻ: ܦሺܣሻ → ܦሺܣሻ, donde ߣ଴ܫ − ܣ:ܦሺܣሻ → ℋ௝ . 
Siendo ܣ−ଵ acotado, por el lema 2.78 tomando ܤ = ߣ଴ܣ−ଵ y ܵ = −ܫ, para |ߣ଴| <ͳ/‖ܣ−ଵ‖, tenemos que ሺߣ଴ܣ−ଵ − ܫሻ es invertible, por lo tanto ሺߣ଴ܫ − ܣሻ también es 
invertible ya que es la composición de dos operadores invertibles. Luego ሺߣ଴ܫ − ܣሻ es 
sobreyectivo, para ߣ଴ > Ͳ, en particular ߣ଴ = ͳ. Como ܣ௝ es disipativo y ℋ௝  es Hilbert 
se sigue del teorema 2.80 que ܦ(ܣ௝) es denso en ℋ௝ . 
Luego de las afirmaciones demostradas, se sigue del teorema 2.79 que ܣ௝ es el generador 
infinitesimal de un semigrupo de contracciones {ܵሺݐሻ}௧ஹ଴ de clase ܥ଴ en ℋ௝  para ݆ =ͳ,ʹ que sería ܵሺݐሻ = ݁−௧஺ೕ , ݆ ൒ Ͳ. ∎ 
 
Teorema 3.3 (Existencia y Unicidad): Para cualquier condición inicial ܷ଴ א ℋ௝ , el 
problema (3.3) tiene una única solución débil, es decir, ܷሺݐሻ א ܥ([Ͳ,∞⟩,ℋ௝) 
Más aún, si ܷ଴ א ܦ(ܣ௝), entonces ܷሺݐሻ es una solución fuerte de (3.3) 
ie: ܷሺݐሻ א ܥଵ([Ͳ,∞⟩,ℋ௝) ת ܥ([Ͳ,∞⟩, ܦ(ܣ௝)) 
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Prueba: 
El sistema (1.1) – (1.3) es equivalente al sistema { ௗௗ௧ܷሺݐሻ = ܣ௝ܷሺݐሻܷሺͲሻ = ܷ଴     
Como ܣ௝ es el generador infinitesimal de un semigrupo de contracciones {ܵሺݐሻ}௧ஹ଴ de 
clase ܥ଴, entonces por el teorema 2.82, existe una única solución fuerte ܷሺݐሻ = ܵሺݐሻܷ଴ 
del problema de Cauchy Abstracto tal que ܷ א ܥ ቀ[Ͳ,∞⟩; �(ܣ௝)ቁ ת ܥଵ([Ͳ,∞⟩;ℋ௝) 
Además, si ܷ଴ א  �(ܣ௝௡), por la proposición 2.61 se obtiene que ܷ אܥ௡−௞ ቀ[Ͳ, +∞⟩;�(ܣ௝௞)ቁ, ∀݇ = Ͳ,ͳ,ʹ, … , ݊ 
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CAPITULO 4 
 
Estabilidad Exponencial 
 
Utilizaremos los resultados de Prüss que indica que un semigrupo {ܵሺݐሻ}௧ஹ଴ es 
exponencialmente estable si, y solo si, verifica las siguientes condiciones: 
a. ݅ℝ ⊂ ߩ(ܣ௝) 
b. lim|ఒ|→+∞ sup‖ሺ ݅ߣܫ − ܣሻ−ଵ‖ℒሺℋሻ < ∞ 
Proposición 4.1: El operados ܣ௝ , ݆ = ͳ,ʹ verifica la siguiente propiedad: ݅ℝ ⊂ ߩ(ܣ௝)      (4.1) 
Prueba: 
Como ሺܫ − ܣሻ−ଵ es denso en ℋ௝ , para verificar (4.1) es suficiente verificar que ܣ௝ no 
tiene valor propio imaginario puro para ݆ = ͳ,ʹ 
Suponemos que existe ߣ଴ א ℝ+ tal que ݅ߣ଴ es un valor propio, y ܷ = ሺ߮, ߰, ߱, ݑ, ݒ, ݖሻ 
es la función propia normalizada (‖ܷ‖ = ͳ), i.e. ܣ௝ܷ = ݅ߣ଴ܷ      (4.2) 
De (3.4) y (4.2) obtenemos: 
∫ሺܽଵሺݔሻ|ݒ|ଶ + ܽଶሺݔሻ|ݖ|ଶሻ�଴ ݀ݔ = = −ܴ݁ۃܣܷ,ܷۄℋೕ = −ܴ݁ۃ݅ߣ଴ܷ, ܷۄℋೕ = −ܴ݁ ቀ݅ߣ଴‖ܷ‖ℋೕଶ ቁ = Ͳ           (4.3) 
 
Junto a la condición (1.4) implica que: ܽଵሺݔሻݒ = ܽଶሺݔሻݖ = Ͳ en Ω y ݒ = ݖ = Ͳ en Θ    (4.4) 
Recordar que ߰,߱ א ܪଶሺͲ, ܮሻ ⊂ ܥଵሺ[Ͳ, ܮ]ሻ y usando (4.4) y (4.2) obtenemos: ߰ = ߱ = Ͳ en Θ, y ߰|଴,� = ߱|଴,� = Ͳ    (4.5) 
Resulta que: ߰� = ߱� = Ͳ en Θ, y ߰�|଴,� = ߱�|଴,� = Ͳ    (4.6) 
Entonces podemos escribir (4.2) como: ݑ = ݅ߣ଴߮, ݒ = ݅ߣ଴߰, ݖ = ݅ߣ଴߱    (4.7) ܩℎ߮�� + ܩℎ߰� + ሺ݈ܩℎ + ݈ܧℎሻ߱� + (ߩଵߣ଴ଶ − ݈ଶܧℎ)߮ = Ͳ en Ω  (4.8) ܧ݈߰�� − ܩℎ߮� + (ߩଶߣ଴ଶ − ܩℎ)߰ − ܩℎ݈߱ = Ͳ en Ω   (4.9) ܧℎ߱�� − ሺܧℎ݈ + ܩℎ݈ሻ߮� − ܩℎ݈߰ + (ߩଵߣ଴ଶ − ݈ଶܩℎ)߱ = Ͳ en Ω  (4.10) 
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߮|଴,� = ߰|଴,� = ߰�|଴,� = ߱|଴,� = ߱�|଴,� = Ͳ   (4.11) 
 
Insertando (4.5) y (4.6) en (4.9) obtenemos: ߮� = Ͳ en Θ y ߮�|଴,� = Ͳ     (4.12) 
Sea ܺ = ሺ߮, ߮� , ߰, ߰�, ߱, ߱�ሻ, entonces podemos escribir los sistemas (4.8) – (4.12) 
como sigue: ܺ′ = ܯܺ y ܺሺͲሻ = ܺሺܮሻ = Ͳ    (4.13) 
Donde ܯ es una matriz cuadrada de orden 6, es fácil ver que el sistema diferencial 
ordinario (4.13) tiene solución única ܺ = Ͳ, esto combinado con (4.7), implica que ܷ =ሺ߮, ߰, ߱, ݑ, ݒ, ݖሻ = Ͳ, esto es una contradicción, ya que ܷ ≠ Ͳ 
 ∎ 
 
Tasa de Decaimiento Exponencial de la Energía: el caso de ࡳ��૚ = �ࡵ�૛ 
En esta sección estableceremos la estabilidad uniforme de la ecuación (3.3) 
Teorema 4.2: Si ீℎఘభ = ாூఘమ, entonces el semigrupo ܵ ௝ሺݐሻ es exponencialmente estable, i.e., 
existe una constante ܯ, ߳ > Ͳ independientes de ܷ଴ tal que ‖ ௝ܵሺݐሻܷ଴‖ℋೕ ൑ ܯ݁−ఢ௧‖ܷ଴‖ℋೕ, ݐ ൒ Ͳ, ݆ = ͳ,ʹ   (4.14) 
Prueba: 
Aplicando el teorema 2.99 para verificar el decaimiento uniforme de la energía de (4.14) 
es suficiente demostrar: ݅ℝ ⊂ ߩ(ܣ௝)      (4.15) ݏݑ݌ఒאℝ ‖(݅ߣܫ − ܣ௝)−ଵ‖ < +∞, ݆ = ͳ,ʹ    (4.16) 
La condición (4.15) se verifico en la proposición 4.1. Estableceremos (4.16) por 
contradicción. 
Suponemos que la condición (4.16) es falsa. Entonces existe una sucesión real ሺߣ௡ሻ y 
una sucesión ܷ௡ = ሺ߮௡, ߰௡, ߱௡, ݑ௡, ݒ௡, ݖ௡ሻ א ܦ(ܣ௝) tal que |ߣ௡| → +∞      (4.17) ‖ܷ௡‖ℋೕ = ͳ, ∀݊     (4.18) (݅ߣ௡ܫ − ܣ௝)ܷ௡ = ሺ ଵ݂௡, ଶ݂௡, ଷ݂௡, ସ݂௡, ହ݂௡, ଺݂௡ሻ → Ͳ ݁݊ ℋ௝  , ݆ = ͳ,ʹ  (4.19) 
 
i.e. en ܪଵሺͲ, ܮሻ tenemos la siguiente convergencia: 
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݅ߣ௡߮௡ − ݑ௡ = ଵ݂௡ → Ͳ     (4.20) ݅ߣ௡߰௡ − ݒ௡ = ଶ݂௡ → Ͳ     (4.21) ݅ߣ௡߱௡ − ݖ௡ = ଷ݂௡ → Ͳ     (4.22) 
luego en ܮଶሺͲ, ܮሻ tenemos la siguiente convergencia: ݅ߣ௡ݑ௡ − ீℎఘభ ሺ߮��௡ +߰�௡ + ݈߱�௡ሻ − ௟ாℎఘభ ሺ߱�௡ − ݈߮௡ሻ = ସ݂௡ → Ͳ  (4.23) ݅ߣ௡ݒ௡ − ாூఘమ߰��௡ + ீℎఘమ ሺ߮�௡ + ߰௡ + ݈߱௡ሻ + ௔భሺ�ሻఘమ ݒ௡ = ହ݂௡ → Ͳ  (4.24) ݅ߣ௡ݖ௡ − ாℎఘభ ሺ߱��௡ − ݈߮�௡ሻ + ௟ீℎఘభ ሺ߮�௡ + ߰௡ + ݈߱௡ሻ + ௔మሺ�ሻఘభ ݖ௡ = ଺݂௡ → Ͳ (4.25) 
A continuación, verificaremos la condición (4.16) encontrando una contradicción con 
(4.18), para mayor claridad dividamos la prueba en varios pasos: 
Paso 1: Tomando el producto interno de (4.19) con ܷ௡ en ℋ௝  obtenemos: ܴ݁ۃ(݅ߣ௡ܫ − ܣ௝)ܷ௡, ܷ௡ۄℋೕ = ׬ ሺܽଵሺݔሻ|ݒ௡|ଶ + ܽଶሺݔሻ|ݖ௡|ଶሻ�଴ ݀ݔ → Ͳ (4.26) 
Gracias a (1.4) deducimos que: ܽଵݒ௡, ܽଶݖ௡ → Ͳ ݁݊ ܮଶሺΩሻ y ݒ௡, ݖ௡ → Ͳ ݁݊ ܮଶሺΘሻ   (4.27) 
Además, usando (4.18) vemos que ݑ௡, ݒ௡ y ݖ௡ están limitados en ܮଶሺͲ, ܮሻ. Luego 
tomando la suma del producto interno de (4.20) con ߩଵݑ௡̅̅̅̅ , (4.21) con ߩଶݒ௡̅̅̅̅ ,  (4.22) con ߩଵݖ௡̅̅ ̅ en ܮଶሺͲ, ܮሻ, obtenemos 
{  
  ݅ߣ௡∫ߩଵ߮௡ݑ௡̅̅̅̅�଴ ݀ݔ + ݅ߣ௡∫ߩଶ߰௡ݒ௡̅̅̅̅�଴ ݀ݔ + ݅ߣ௡∫ߩଵ߱௡ݖ௡̅̅ ̅�଴ ݀ݔ−∫ሺߩଵ|ݑ௡|ଶ + ߩଶ|ݒ௡|ଶ + ߩଵ|ݖ௡|ଶሻ�଴ ݀ݔ }  
  → Ͳ            ሺͶ.ʹͺሻ 
 
Del mismo modo, usando (4.18) y la desigualdad de Poincaré tenemos que ߮௡, ߰௡ y ߱௡ son limitados en ܮଶሺͲ, ܮሻ. Observando (4.26) y tomando la suma del producto 
interno de (4.23) con ߩଵ߮௡̅̅ ̅̅ , (4.24) con ߩଶ߰௡̅̅ ̅̅ , (4.25) con ߩଵ߱௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, obtenemos 
{  
  ݅ߣ௡∫ߩଵݑ௡߮௡̅̅ ̅̅�଴ ݀ݔ + ݅ߣ௡∫ߩଶݒ௡߰௡̅̅ ̅̅�଴ ݀ݔ + ݅ߣ௡∫ߩଵݖ௡߱௡̅̅ ̅̅�଴ ݀ݔ+∫ሺܧܫ|߰��௡ |ଶ + ܩℎ|߮�௡ + ߰௡ + ݈߱௡|ଶ + ܧℎ|߱�௡ − ݈߮௡|ଶሻ�଴ ݀ݔ}  
  → Ͳ            ሺͶ.ʹͻሻ 
 
Finalmente, usando el valor real de la suma de (4.28) y (4.29) en (4.18) obtenemos 
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׬ ሺܧܫ|߰��௡ |ଶ + ܩℎ|߮�௡ + ߰௡ + ݈߱௡|ଶ + ܧℎ|߱�௡ − ݈߮௡|ଶሻ�଴ ݀ݔ → ଵଶ   (4.30) 
y ׬ ሺߩଵ|ݑ௡|ଶ + ߩଶ|ݒ௡|ଶ + ߩଵ|ݖ௡|ଶሻ�଴ ݀ݔ → ଵଶ    (4.31) 
Entonces, para obtener una contradicción con (4.18), solo necesitamos deducir que 
(4.30) tiende a cero cuando ݊ tiende a +∞, eso haría que ‖ܷ௡‖ℋೕ → Ͳ que contradice 
el hecho que ‖ܷ௡‖ℋೕ = ͳ 
Paso 2: Aplicando (4.27) en (4.21) y (4.22) respectivamente, obtenemos ߣ௡߰௡ , ߣ௡߱௡ → Ͳ en ܮଶሺΘሻ      (4.32) 
De (4.18) vemos que ݑ௡, ݒ௡ y ݖ௡ están limitados en ܮଶሺͲ, ܮሻ. Luego usando (4.20) – 
(4.22) y el hecho que  |ߣ௡| → +∞ obtenemos ߮௡, ߰௡, ߱௡ → Ͳ en ܮଶሺͲ, ܮሻ     (4.33) 
Paso 3: Ahora y después, designamos un numero ߝ real positivo fijo tal que ܿ − ߝ > Ͳ 
y ݀ + ߝ < ܮ. Definimos la función de corte � א ܥଵሺ[Ͳ, ܮ]ሻ por � ≡ {ͳ,   ݁݊ [Ͳ, ܿ − ߝ]Ͳ,   ݁݊ [ܿ, ܮ] , y Ͳ ൑ � ൑ ͳ en otra parte 
 
 
 
 
 
 
 
 
Tomando el producto interno de (4.24) con ߩଶ�߰௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ e integrando por partes, 
obtenemos ܴ݁ {݅ ∫ ߩଶ�ߣ௡ݒ௡߰௡̅̅ ̅̅ ݀ݔ௖଴ + ܧܫ ∫ �|߰�௡|ଶ݀ݔ௖଴ + ܧܫ ∫ �߰�௡|߰௡̅̅ ̅̅ |݀ݔ௖଴−ܧܫ[�߰�௡߰௡̅̅ ̅̅ ]�=଴�=� + ܩℎ∫ ሺ߮�௡ + ߰௡ + ݈߱௡ሻ�߰௡̅̅ ̅̅ ݀ݔ௖଴+∫ ܽଵሺݔሻݒ௡�߰௡̅̅ ̅̅௖଴ ݀ݔ} = ܴ݁ {∫ ߩଶ� ହ݂௡߰௡̅̅ ̅̅௖଴ ݀ݔ} |
|                   ሺͶ.͵Ͷሻ 
Es fácil ver que el término en el lado derecho de (4.34) converge a cero. Además, el 
límite de los términos en (4.34) desaparece debido a la condición de frontera en ߰௡para 
ܿ ܿ − ߝ 0 ܮ ݀ ݀ + ߝ 
1 
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݆ = ͳ y ߰�௡ para ݆ = ʹ. Además ߰�௡, ߮�௡ + ߰௡ + ݈߱௡ y ݒ௡ son los limites en ܮଶሺͲ, ܮሻ 
debido a (3.5). Entonces, usando (4.27), (4.32) y (4.33) en (4.34), obtenemos ∫ |߰�௡|ଶ௖−ఌ଴ ݀ݔ → Ͳ 
De la misma manera, mostramos que ∫ |߰�௡|ଶ�ௗ+ఌ ݀ݔ → Ͳ 
Entonces, obtenemos ׬ |߰�௡|ଶ௖−ఌ଴ ݀ݔ → Ͳ  y  ׬ |߰�௡|ଶ�ௗ+ఌ ݀ݔ → Ͳ    (4.35) 
Similar, usando (4.25), podemos establecer la siguiente convergencia ׬ |߱�௡|ଶ௖−ఌ଴ ݀ݔ → Ͳ y ׬ |߱�௡|ଶ�ௗ+ఌ ݀ݔ → Ͳ    (4.36) 
Paso 4: 
(i) Eliminando ݑ௡ en (4.23) por (4.20), aplicando el producto punto en la ecuación con ߩଵݔ߮�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, y luego integramos por partes, obtenemos 
{  
  
    ܴ݁ {
ߩଵʹ∫ |ߣ௡߮௡|ଶ�଴ ݀ݔ − ߩଵʹ [ݔ|ߣ௡߮௡|ଶ]�=଴�=� + ܩℎʹ∫ |߮�௡|ଶ�଴ ݀ݔ−ܩℎʹ ܮ|߮�௡ሺܮሻ|ଶ − ܩℎ∫ ݔ߰�௡߮�௡̅̅ ̅̅�଴ ݀ݔ − ݈ܩℎ∫ ݔ߱�௡߮�௡̅̅ ̅̅�଴ ݀ݔ−݈ܧℎ∫ ݔ߱�௡߮�௡̅̅ ̅̅�଴ ݀ݔ − ݈ଶܧℎʹ ∫ |߮௡|ଶ�଴ ݀ݔ + ݈ଶܧℎʹ [ݔ|߮௡|ଶ]�=଴�=�}= ܴ݁ {ߩଵ∫ ସ݂௡ݔ߮�௡̅̅ ̅̅�଴ ݀ݔ + ݅ߩଵ∫ ଵ݂௡ߣ௡ݔ߮�௡̅̅ ̅̅�଴ ݀ݔ}
                       ሺͶ.͵͹ሻ 
 
Primero, es fácil ver  ∫ ଵ݂௡ߣ௡ݔ߮�௡̅̅ ̅̅�଴ ݀ݔ = −∫ ଵ݂௡ߣ௡߮௡̅̅ ̅̅�଴ ݀ݔ − ∫ ሺ ଵ݂௡ሻ�ߣ௡ݔ߮௡̅̅ ̅̅�଴ ݀ݔ + [ ଵ݂௡ߣ௡ݔ߮௡̅̅ ̅̅ ]�=଴�=�   ሺͶ.͵ͺሻ 
 
El límite de los términos en (4.38) desaparece debido a la condición de frontera en ߮௡. Además, ଵ݂௡ converge a cero en ܪ଴ଵሺͲ, ܮሻ y ߣ௡߮௡ es cerrado en ܮଶሺͲ, ܮሻ debido 
a (4.20), entonces (4.38) tiende a cero cuando ݊ → +∞. Además, ସ݂௡ converge a 0 
y ߮�௡ es cerrado en ܮଶሺͲ, ܮሻ debido a (4.18); esto implica que el término en el lado 
derecho de (4.37) converge a 0. Siguiendo, el límite del termino en (4.37) 
desaparece debido a la condición de frontera en ߮௡. Entonces, usando (4.33), (4.35) 
y (4.36) en (4.37), obtenemos 
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{   
   ߩଵʹ∫ |ߣ௡߮௡|ଶ�଴ ݀ݔ + ܩℎʹ∫ |߮�௡|ଶ�଴ ݀ݔ − ܩℎʹ ܮ|߮�௡ሺܮሻ|ଶ+ܴ݁ {−ܩℎ∫ ݔ߰�௡߮�௡̅̅ ̅̅ௗ+ఌ௖−ఌ ݀ݔ − ݈ܩℎ∫ ݔ߱�௡߮�௡̅̅ ̅̅ௗ+ఌ௖−ఌ ݀ݔ−݈ܧℎ∫ ݔ߱�௡߮�௡̅̅ ̅̅ௗ+ఌ௖−ఌ ݀ݔ} → Ͳ
                      ሺͶ.͵ͻሻ 
(ii) Dejar ߜ > Ͳ tal que ܿ − ߝ − ߜ > Ͳ y ݀ + ߝ + ߜ < ܮ. Definimos la función de corte ߞ א ܥଵሺ[Ͳ, ܮ]ሻ por ߞ ≡ { ͳ ݁݊ [ܿ − ߝ, ݀ + ߝ]Ͳ ݁݊ [Ͳ, ܿ − ߝ − ߜ] ׫ [݀ + ߝ + ߜ, ܮ] , ݕ Ͳ ൑ ߞ ൑ ͳ 
 
 
 
 
 
 
 
 
Ahora, eliminando ݒ௡ en (4.24) por (4.21), aplicando el producto punto en la 
ecuación resultante con ߩଶߞݔ߰�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, y entonces integramos por partes y 
obtenemos 
{   
   ܴ݁ {ߩଶʹ∫ ሺݔߞሻ�|ߣ௡߰௡|ଶௗ+ఌ+ఋ௖−ఌ−ఋ ݀ݔ + ܧʹܫ ∫ ሺݔߞሻ�|߰�௡|ଶௗ+ఌ+ఋ௖−ఌ−ఋ ݀ݔ+ܩℎ∫ ݔߞ߮�௡߰�௡̅̅ ̅̅ௗ+ఌ+ఋ௖−ఌ−ఋ ݀ݔ + ܩℎ∫ ሺ߰௡ + ݈߱௡ሻݔߞ߰�௡̅̅ ̅̅�଴ ݀ݔ+∫ ܽଵሺݔሻݔݒ௡ߞ߰�௡̅̅ ̅̅�଴ ݀ݔ} = ܴ݁ {ߩଶ∫ ݔ ହ݂௡ߞ߰�௡̅̅ ̅̅�଴ ݀ݔ + ݅ߩଶ∫ ଶ݂௡ߣ௡ݔߞ߰�௡̅̅ ̅̅�଴ ݀ݔ}
ሺͶ.ͶͲሻ 
 
De (4.21) y (4.24), las sucesiones ଶ݂௡ y ହ݂௡ convergen a 0 en ܪଵሺͲ, ܮሻ y ܮଶሺͲ, ܮሻ 
respectivamente. Ya que ߰�௡ y ߣ௡߰௡ están limitados en ܮଶሺͲ, ܮሻ debido a (4.18) y 
(4.21) y la función ݔߞ desaparece en el limite entonces, por una manera similar a 
(4.38), el termino en el lado derecho de (4.40) converge a 0. Finalmente, usando 
(4.26), (4.32) y (4.35) en (4.40), obtenemos 
 ߩଶʹ∫ |ߣ௡߰௡|ଶௗ+ఌ௖−ఌ ݀ݔ + ܧʹܫ ∫ |߰�௡|ଶௗ+ఌ௖−ఌ ݀ݔ + ܴ݁ {ܩℎ∫ ݔ߮�௡߰�௡̅̅ ̅̅ௗ+ఌ௖−ఌ ݀ݔ} → Ͳ    ሺͶ.Ͷͳሻ 
 
(iii) Del mismo modo, eliminando ݖ௡ en (4.25) por (4.22), aplicando el producto punto 
en la ecuación resultante con ߩଵߞݔ߱�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, y entonces integramos por partes 
y obtenemos 
1 
ܮ ܿ ݀ ܿ − ߝ − ߜ 0 ݀ + ߝ ݀ + ߝ + ߜ ܿ − ߝ 
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 ߩଵʹ∫ |ߣ௡߱௡|ଶௗ+ఌ௖−ఌ ݀ݔ + ܧℎʹ∫ |߱�௡|ଶௗ+ఌ௖−ఌ ݀ݔ + ܴ݁ {݈ܩℎ∫ ݔ߮�௡߱�௡̅̅ ̅̅ௗ+ఌ௖−ఌ ݀ݔ} → Ͳ     ሺͶ.Ͷʹሻ 
 
(iv) Luego tomando la suma de (4.39), (4.41) y (4.42), obtenemos 
 
{   
   ߩଵʹ∫ |ߣ௡߮௡|ଶ�଴ ݀ݔ + ߩଶʹ∫ |ߣ௡߰௡|ଶௗ+ఌ௖−ఌ ݀ݔ + ߩଵʹ∫ |ߣ௡߱௡|ଶௗ+ఌ௖−ఌ ݀ݔ+ܩℎʹ∫ |߮�௡|ଶ�଴ ݀ݔ − ܩℎʹ ܮ|߮�௡ሺܮሻ|ଶ+ܧʹܫ ∫ |߰�௡|ଶௗ+ఌ௖−ఌ ݀ݔ + ܧℎʹ ∫ |߱�௡|ଶௗ+ఌ௖−ఌ ݀ݔ → Ͳ
                   ሺͶ.Ͷ͵ሻ 
Ahora, para encontrar la contradicción deseada, tenemos que mostrar que la 
secuencia numérica ߮�௡ሺܮሻ converge a 0. 
Paso 5: 
Considerar el caso ݆ = ͳ. Definimos la función de corte ߯ א ܥଵሺ[Ͳ, ܮ]ሻ por ߯ ≡ { Ͳ,   ݁݊ [Ͳ, ݀ + ߝ]ͳ,   ݁݊ [݀ + ʹߝ, ܮ] y Ͳ ൑ ߯ ൑ ͳ 
 
 
 
 
 
 
 
Eliminando ݒ௡ en (4.25) por (4.21), tomando el producto interno de la ecuación 
resultante con ߯߰�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, y entonces integrando por partes, obtenemos 
{   
   ܴ݁ {ͳʹ∫ ߯�|ߣ௡߰௡|ଶ�ௗ+ఌ ݀ݔ + ܧܫʹߩଶ∫ ߯�|߰�௡|ଶ�ௗ+ఌ ݀ݔ − ܧܫʹߩଶ |߰�௡ሺܮሻ|ଶ+ܩℎߩଶ ∫ ߯ሺ߮�௡ + ߰௡ + ݈߱௡ሻ߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ͳߩଶ∫ ܽଵሺݔሻݒ௡߯߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ}= ܴ݁ {∫ ହ݂௡߯߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ݅ ∫ ߣ௡ ଶ݂௡߯߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ}
                   ሺͶ.ͶͶሻ 
De (4.21) y (4.24), las sucesiones ଶ݂௡ y ହ݂௡ convergen a 0 en ܪଵሺͲ, ܮሻ y ܮଶሺͲ, ܮሻ 
respectivamente. Ya que ߰�௡ y ߣ௡߰௡ están limitados en ܮଶሺͲ, ܮሻ debido a (4.18) y (4.21) 
y ߰௡ desaparece en el limite luego, por una manera similar de (4.38), el termino en el 
݀ 0 ܮ 
1 
݀ + ߝ ݀ + ʹߝ 
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lado derecho de (4.44) converge a 0. Además, ሺ߮�௡ + ߰௡ + ݈߱௡ሻ y ݒ௡ son limitados en ܮଶሺͲ, ܮሻ debido a (4.18) entonces, usando (4.32) y (4.35) en (4.44), obtenemos ߰�௡ሺܮሻ → Ͳ     (4.45) 
Paso 6: 
(i) Eliminando ݑ௡ en (4.23) por (4.20) y tomando el producto interno de la ecuación 
resultante ߯߰�௡̅̅ ̅̅ , obtenemos 
{   
  
   ܴ݁ {∫ ߯ߣ௡ଶ߮�௡߰௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ∫ ߯�ߣ௡߮௡ߣ௡߰௡̅̅ ̅̅�ௗ+ఌ ݀ݔ − [߯ߣ௡ଶ߮௡߰௡̅̅ ̅̅ ]�=଴�=�+ܩℎߩଵ ∫ ߯�߮�௡߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ܩℎߩଵ ∫ ߯߮�௡߰��௡̅̅ ̅̅ ̅�ௗ+ఌ ݀ݔ − ܩℎߩଵ [߯߮�௡߰�௡̅̅ ̅̅ ]�=଴�=�−ܩℎ݈ߩଵ ∫ ߯߱�௡߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ − ܧℎ݈ߩଵ ∫ ߯߱�௡߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ܧℎ݈ଶߩଵ ∫ ߯߮௡߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ−ܩℎߩଵ ∫ ߯|߰�௡̅̅ ̅̅ |ଶ�ௗ+ఌ ݀ݔ} = ܴ݁ {∫ ସ݂௡߯߰�௡̅̅ ̅̅�଴ ݀ݔ + ݅∫ ߣ௡ ଵ݂௡߯߰�௡̅̅ ̅̅�଴ ݀ݔ}
              ሺͶ.Ͷ͸ሻ 
 
Primero, de una manera similar usada en (4.38) podemos mostrar que el término en 
el lado derecho de (4.46) converge a 0. A continuación, el primer termino de limite 
en (4.46) desaparece debido a la condición de frontera de ߮௡ y usando (4.43) 
deducimos que la sucesión ߮�௡ሺܮሻ es acotado, entonces usando (4.45) tenemos, para ݆ = ͳ, [߯߮�௡߰�௡̅̅ ̅̅ ]�=଴�=� → Ͳ. Además, en el caso ݆ = ʹ, tenemos [߯߮�௡߰�௡̅̅ ̅̅ ] = Ͳ debido 
a la condición de frontera de ߰�௡. Finalmente, la sucesión ߮௡, ߮ �௡ y ߣ௡߮௡ es acotado 
en ܮଶሺͲ, ܮሻ debido a (4.18) y (4.20), entonces usando (4.32) y (4.35) en (4.46), 
obtenemos ܴ݁ {∫ ߯ߣ௡ଶ߮�௡߰௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ܩℎߩଵ ∫ ߯߮�௡߰��௡̅̅ ̅̅ ̅�ௗ+ఌ ݀ݔ} → Ͳ                      ሺͶ.Ͷ͹ሻ 
 
(ii) Eliminando ݒ௡ en (4.24) por (4.21) y aplicando el producto punto en la ecuación 
resultante con ߯߮�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, obtenemos 
{   
   ܴ݁ {−∫ ߯ߣ௡ଶ߰�௡߮௡̅̅ ̅̅�ௗ+ఌ ݀ݔ − ܧܫߩଶ∫ ߯߮�௡̅̅ ̅̅ ߰��௡�ௗ+ఌ ݀ݔ + ܩℎߩଶ ∫ ߯߮�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ+ܩℎ݈ߩଶ ∫ ߯߮�௡̅̅ ̅̅ ߱௡�ௗ+ఌ ݀ݔ + ͳߩଶ∫ ߯߮�௡̅̅ ̅̅ ܽଵሺݔሻݒ௡�ௗ+ఌ ݀ݔ} + ܩℎߩଶ ∫ ߯|߮�௡|ଶ�ௗ+ఌ ݀ݔ= ܴ݁ {∫ ହ݂௡߯߮�௡̅̅ ̅̅�଴ ݀ݔ + ݅ ∫ ߣ௡ ଶ݂௡߯߮�௡̅̅ ̅̅�଴ ݀ݔ}
         ሺͶ.Ͷͺሻ 
Usando (4.38) deducimos que el termino en el lado derecho de (4.48) converge a 0. 
La sucesión ߮�௡ es limitada en ܮଶሺͲ, ܮሻ debido a (4.18), entonces usando (4.27) y 
(4.33) en (4.48), obtenemos ܴ݁ {−∫ ߯ߣ௡ଶ߰௡߮�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ − ܧܫߩଶ∫ ߯߮�௡̅̅ ̅̅ ߰��௡�ௗ+ఌ ݀ݔ} + ܩℎߩଶ ∫ ߯|߮�௡|ଶ�ௗ+ఌ ݀ݔ → Ͳ       ሺͶ.Ͷͻሻ 
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(iii) Entonces note que ீℎఘభ = ாூఘమ y tomando la suma de (4.47) y (4.49), obtenemos ∫ |߮�௡|ଶ�ௗ+ఌ ݀ݔ → Ͳ                                                              ሺͶ.ͷͲሻ 
Paso 7: 
Definimos la función de corte ߯ଵ א ܥଶሺ[Ͳ, ܮ]ሻ por ߯ଵ ≡ {Ͳ   ݁݊ [Ͳ, ݀ + ʹߝ]ͳ   ݁݊ [݀ + ͵ߝ, ܮ], y Ͳ ൑ ߯ଵ ൑ ͳ 
 
 
 
 
 
 
 
 
Eliminando ݑ௡ en (4.23) por (4.20), aplicando el producto punto en la ecuación 
resultante con ߯ଵ߮௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, y entonces integrando por partes, obtenemos 
{   
   −∫ ߯ଵ|ߣ௡߮௡|ଶ�ௗ+ଶఌ ݀ݔ + ܩℎߩଵ ∫ ߯ଵ|߮�௡|ଶ�ௗ+ଶఌ ݀ݔ − ܩℎʹߩଵ∫ ߯ଵ��|߮௡|ଶ�ௗ+ଶఌ ݀ݔ−ܴ݁ {+ܩℎߩଵ ∫ ߯ଵ߰�௡߮௡̅̅ ̅̅�ௗ+ଶఌ ݀ݔ + ܩℎ݈ߩଵ ∫ ߯ଵ߱�௡߮௡̅̅ ̅̅�ௗ+ଶఌ ݀ݔ + ܧℎ݈ߩଵ ∫ ߯ଵ߱�௡߮௡̅̅ ̅̅�ௗ+ଶఌ ݀ݔ}+ ݈ଶܧℎߩଵ ∫ ߯ଵ|߮௡|ଶ�ௗ+ଶఌ ݀ݔ = ܴ݁ {∫ ସ݂௡߯ଵ߮௡̅̅ ̅̅�଴ ݀ݔ + ݅∫ ߣ௡ ଵ݂௡߯ଵ߮௡̅̅ ̅̅�଴ ݀ݔ}
    ሺͶ.ͷͳሻ 
 
Es fácil ver que el término del lado derecho de (4.51) converge a 0. Entonces, al usar 
(4.33), (4.35) y (4.50) en (4.51), obtenemos ∫ |ߣ௡߮௡|ଶ�ௗ+ଷఌ ݀ݔ → Ͳ                                                          ሺͶ.ͷʹሻ 
 
Paso 8: 
Definimos la función de corte ߯ଶ א ܥଵሺ[Ͳ, ܮ]ሻ por ߯ଶ ≡ {Ͳ   ݁݊ [Ͳ, ݀ + ͵ߝ]ͳ   ݁݊ [݀ + Ͷߝ, ܮ], y Ͳ ൑ ߯ଶ ൑ ͳ 
݀ 0 ܮ 
1 
݀ + ʹߝ ݀ + ͵ߝ 
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Eliminando ݑ௡ en (4.23) por (4.20) y aplicando el producto punto de la ecuación 
resultante con ߯ଶ߮�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, obtenemos 
{  
  
    ܴ݁ {
ͳʹ∫ ߯ଶ�|ߣ௡߮௡|ଶ�ௗ+ଷఌ ݀ݔ − ͳʹ [߯ଶ|ߣ௡߮௡|ଶ]�=଴�=� + ܩℎʹߩଵ∫ ߯ଶ�|߮�௡|ଶ�ௗ+ଷఌ ݀ݔ− ܩℎʹߩଵ [߯ଶ|߮�௡|ଶ]�=଴�=� − ܩℎߩଵ ∫ ߯ଶ߰�௡߮�௡̅̅ ̅̅�ௗ+ଷఌ ݀ݔ − ܩℎ݈ߩଵ ∫ ߯ଶ߱�௡߮௡̅̅ ̅̅�ௗ+ଷఌ ݀ݔ−ܧℎ݈ߩଵ ∫ ߯ଶ߱�௡߮�௡̅̅ ̅̅�ௗ+ଷఌ ݀ݔ + ݈ଶܧℎߩଵ ∫ ߯ଶ߮௡߮�௡̅̅ ̅̅�ௗ+ଷఌ ݀ݔ}= ܴ݁ {∫ ସ݂௡߯ଶ߮�௡̅̅ ̅̅�଴ ݀ݔ + ݅ ∫ ߣ௡ ଵ݂௡߯ଶ߮�௡̅̅ ̅̅�଴ ݀ݔ}
        ሺͶ.ͷ͵ሻ 
El límite del primer término en (4.53) desaparece debido a la condición de frontera en ߮௡. Además, usando (4.38) deducimos que el termino en el lado derecho de (4.53) 
converge a 0. Entonces usando (4.33), (4.35), (4.36), (4.50) y (4.52) en (4.53) obtenemos ߮�௡ሺܮሻ → Ͳ      (4.54) 
Paso 9: 
Insertando (4.35), (4.36) y (4.54) en (4.43) obtenemos ߮�௡, ߰�௡, ߱�௡ → Ͳ,       ܮଶሺͲ, ܮሻ 
Por consiguiente, ‖ܷ௡‖ℍೕ = ∫ ሺܧܫ|߰�௡|ଶ + ܩℎ|߮�௡ + ߰௡ + ݈߱௡|ଶ + ܧℎ|߱�௡ − ݈߮௡|ଶሻ�଴ ݀ݔ → Ͳ 
Contradicción ya que ‖ܷ௡‖ℋೕ = ͳ, ∀݊ 
Por lo tanto, obtenemos la contradicción con (4.18), con lo que la prueba está completa. ∎ 
 
 
 
 
݀ 0 ܮ 
1 
݀ + ͵ߝ ݀ + Ͷߝ 
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CAPITULO 5 
 
Estabilidad Polinomial 
 
Tasa de Decaimiento Polinomial de la Energía: el caso de ࡳ��૚ ≠ ���૛ 
En este capítulo, consideremos el sistema (1.1) – (1.3) sujeto a la condición inicial (1.7) 
y para las condiciones de contorno (1.5) o (1.6) en el caso ݒଵ ≠ ݒଶ, es decir, ீℎఘభ ≠ ா௟ఘమ. 
Sabemos que la energía ܧሺݐሻ del sistema (1.1) – (1.3) y (1.5) decae exponencialmente 
cuando ݒଵ = ݒଶ como se vio en el capítulo 3. A continuación, estableceremos la tasa de 
decaimiento polinomial del sistema (1.1) – (1.3), (1.5) o (1.6), pero antes, veamos el 
siguiente teorema. 
Teorema 5.1: si ࡳ��૚ ≠ ா௟ఘమ, entonces el sistema (1.1) – (1.3), sujeto a la condición de 
frontera (1.6), no es exponencialmente estable. 
Prueba: 
Basta demostrar la existencia de sucesiones ሺߣ௡ሻ ⊂ ℝ con ݈݅݉௡→+∞|ߣ௡| = +∞, { ௡ܸ} ⊂ܦሺܣଶሻ, tal que ሺ݅ߣ௡ܫ − ܣଶሻ ௡ܸ es acotado en ℋଶ y ݈݅݉௡→+∞| ௡ܸ| = +∞. Sea ܨ =ሺͲ,Ͳ,Ͳ, ସ݂, ହ݂, Ͳሻ א ℋଶ con 
ସ݂ሺݔሻ = ݏ݁݊ሺߜߣݔሻ,    ହ݂ሺݔሻ = ܿ݋ݏሺߜߣݔሻ, donde ߜ = √ఘభீℎ ,    ߣ = ௡గఋ� .    ݊ א ℕ 
Denotamos por ߚ = ாℎఘభ y ߙ = ீℎఘమ y resolvemos las siguientes ecuaciones: ݅ߣ߮ − ݑ = Ͳ,      (5.1) ݅ߣ߰ − ݒ = Ͳ,      (5.2) ݅ߣ߱ − ݖ = Ͳ,      (5.3) ݅ߣݑ − ݒଵሺ߮�� + ߰� + ݈߱�ሻ − ݈ߚሺ߱� − ݈߮ሻ = ସ݂,   (5.4) ݅ߣݒ − ݒଶ߰�� + ߙሺ߮� + ߰ + ݈߱ሻ = ହ݂,   (5.5) ݅ߣݖ − ߚሺ߱�� − ݈߮�ሻ + ݈ݒଵሺ߮� + ߰ + ݈߱ሻ = Ͳ,   (5.6) 
Eliminando ݑ, ݒ y ݖ en (5.4) – (5.6) por (5.1) – (5.3), obtenemos −ߣଶ߮ − ݒଵሺ߮�� + ߰� + ݈߱�ሻ − ݈ߚሺ߱� − ݈߮ሻ = ସ݂,  (5.7) −ߣଶ߰ − ݒଶ߰�� + ߙሺ߮� + ߰ + ݈߱ሻ = ହ݂,   (5.8) −ߣଶ߱ − ߚሺ߱�� − ݈߮�ሻ + ݈ݒଵሺ߮� + ߰ + ݈߱ሻ = Ͳ,   (5.9) 
Esto puede ser resuelto por las  ߮ሺݔሻ = ܣݏ݁݊ሺߜߣݔሻ,    ߰ሺݔሻ = ܤܿ݋ݏሺߜߣݔሻ,    ߱ሺݔሻ = ܥܿ݋ݏሺߜߣݔሻ,  (5.10) 
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Donde ܣ, ܤ y ܥ dependen de ߣ estando determinado. Darse cuenta que ݒଵߜଶ − ͳ = Ͳ, e 
insertamos (5.10) dentro de (5.7) – (5.9), logramos esto ݈ଶߚܣ + ݒଵߜߣܤ + ߜ݈ሺݒଵ + ߚሻߣܥ = ͳ,    (5.11) ߙߜߣܣ + [ሺݒଶߜଶ − ͳሻߣଶ + ߙ]ܤ + ߙ݈ܥ = ͳ,    (5.12) ߜ݈ሺݒଵ + ߚሻߣܣ + ݈ݒଵܤ + [ሺߚߜଶ − ͳሻߣଶ + ݈ଶݒଵ]ܥ = Ͳ,   (5.13) 
Eliminando ܥ en (4.11) y (4.12) por (4.13) obtenemos �ଵሺߣሻܣ + �ଶሺߣሻܤ = ͳ,     (5.14) �ଷሺߣሻܣ + �ସሺߣሻܤ = ͳ,     (5.15) 
Donde �ଵ, �ଶ, �ଷ y �ସ son dados por �ଵሺߣሻ = ݈ଶߚ − ߜଶ݈ଶሺݒଵ + ߚሻଶߣଶሺߚߜଶ − ͳሻߣଶ + ݈ଶݒଵ ,    �ଶሺߣሻ = ݒଵߚߣ − ߜ݈ଶݒଵሺݒଵ + ߚሻߣሺߚߜଶ − ͳሻߣଶ + ݈ଶݒଵ �ଷሺߣሻ = ߙߜߣ − ߙߜ݈ଶሺݒଵ + ߚሻߣሺߚߜଶ − ͳሻߣଶ + ݈ଶݒଵ , �ସሺߣሻ = ሺݒଶߜଶ − ͳሻߣଶ + ߙ − ߙ݈ଶݒଵሺߚߜଶ − ͳሻߣଶ + ݈ଶݒଵ 
 
Deducimos ܣ = �ସ − �ଶ�ଵ�ସ − �ଶ�ଷ ,    ܤ = �ଵ − �ଷ�ଵ�ସ − �ଶ�ଷ 
Ya que ܩ = ாଶሺଵ+௩ሻ, donde ݒ א ሺͲ,ͳ/ʹሻ, entonces ߚߜଶ − ͳ ≠ Ͳ y deja ܽ = ݈ଶߚߜଶ − ͳ ,    ܾ = ߜሺݒଵ + ߚሻ 
Los �௜ሺߣሻ tienen las siguientes expansiones asisntóticas �ଵሺߣሻ = ݈ଶߚ − ܾܽଶ + ݒଵܽଶܾଶߣଶ +�ሺͳሻߣସ ,    �ଶሺߣሻ = ݒଵߚߣ − ݒଵܾܽߣ + �ሺͳሻߣଷ  �ଷሺߣሻ = ߙߜߣ − ߙܾܽߣ + �ሺͳሻߣଷ ,    �ସሺߣሻ = ሺݒଶߜଶ − ͳሻߣଶ + ߙ + �ሺͳሻߣଶ  
Esto implica que ܣ = ݒଶ − ݒଵݒଵ݀ + �ሺͳሻߣ ,    ܤ = −ߙߜ݀ߣ + �ሺͳሻߣଶ ,    ܥ = −ܾܽሺݒଶ − ݒଵሻ݈ݒଵ݀ߣ + �ሺͳሻߣଶ          ሺͷ.ͳ͸ሻ 
Donde ݀ = ሺ݈ଶߚ − ܾܽଶሻሺݒଶߜଶ − ͳሻ − ߙ. Ahora, sea ௡ܸ = ሺ߮,߰,߱, ݅ߣ߮, ݅ߣ߰, ݅ߣ߱ሻ், 
donde ߮, ߰ y ߱ son dados por (5.10) y (5.16). Es fácil verificar que ‖ ௡ܸ‖ℋଶ ൒ ߩଵߣଶܣଶ ׬ ݏ݁݊ଶሺߜߣݔሻ�଴ ݀ݔ = ߩଵߣଶܣଶ �ଶ → +∞ cuando ߣ → +∞ 
 
Por otro lado, usando (5.1) – (5.6) deducimos que 
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‖ሺ݅ߣܫ − ܣଶሻ ௡ܸ‖ℋଶ ൑ ݉ܽݔሺߩଵ, ߩଶሻܮ + ߩଶߣଶܤଶ∫ ܽଵሺݔሻଶܿ݋ݏଶሺߜߣݔሻ�଴ ݀ݔ + +ߩଵߣଶܥଶ∫ ܽଶሺݔሻଶܿ݋ݏଶሺߜߣݔሻ�଴ ݀ݔ 
De (5.16), deducimos que ‖ሺ݅ߣܫ − ܣଶሻ ௡ܸ‖ℋଶ  esta limitado cuando ߣ tiende a +∞. La 
prueba es así completada. ∎ 
Veamos los resultados de tipo polinomial de la tasa de decaimiento. 
 
Teorema 5.2: Si ࡳ��૚ ≠ ா௟ఘమ, entonces, para cualquier entero positivo ݉ ൒ ͳ , existe una 
constante ܥ௠ > Ͳ independiente de ܷ଴ tal que ‖ ௝ܵሺݐሻܷ଴‖ℋೕଶ ൑ ܥ௠ ቀ௟௡௧௧ ቁ௠ ݈݊ଶݐ‖ܷ଴‖஽ቀ஺ೕ೘ቁଶ ,    ∀ݐ > Ͳ   (5.17) 
para todo dato inicial ܷ଴ א ܦ(ܣ௝௠),    ݆ = ͳ,ʹ 
Prueba: 
Por el teorema 2.102, las siguientes condiciones son suficientes para la tasa de 
decaimiento polinomial de la energía (5.17): ݅ℝ ⊂ ߩ(ܣ௝)       (5.18) 
Y ݈݅݉ఒ→+∞ ଵఒమ ‖(݅ߣܫ − ܣ௝)−ଵ‖ < +∞     (5.19) 
La condición (5.18) ha sido verificada en el capítulo 4. Estableceremos la condición 
(5.19) por contradicción. 
Si (5.19) es falso, existe entonces una sucesión {ߣ௡}௡ en ℝ y una sucesión ܷ௡ =ሺ߮௡, ߰௡ , ߱௡, ݑ௡, ݒ௡, ݖ௡ሻ א ܦ(ܣ௝) tal que |ߣ௡| → +∞,    ‖ܷ௡‖ℋೕ = ͳ     (5.20) 
Y ߣ௡ଶ(݅ߣ௡ܫ − ܣ௝)ܷ௡ = ሺ ଵ݂௡, ଶ݂௡, ଷ݂௡, ସ݂௡, ହ݂௡, ଺݂௡ሻ → Ͳ ݁݊ ℋ௝ ,    ݆ = ͳ,ʹ (5.21) 
i.e., en ܪଵሺͲ, ݈ሻ tenemos la siguiente convergencia: ߣ௡ଶ [݅ߣ௡߮௡ − ݑ௡] = ଵ݂௡ → Ͳ     (5.22) ߣ௡ଶ [݅ߣ௡߰௡ − ݒ௡] = ଶ݂௡ → Ͳ     (5.23) ߣ௡ଶ [݅ߣ௡߱௡ − ݖ௡] = ଷ݂௡ → Ͳ     (5.24) 
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Y en ܮଶሺͲ, ܮሻ tenemos la siguiente convergencia: ߣ௡ଶ [݅ߣ௡ݑ௡ − ீℎఘభ ሺ߮��௡ + ߰�௡ + ݈߱�௡ሻ − ௟ாℎఘభ ሺ߱�௡ − ݈߮௡ሻ] = ସ݂௡ → Ͳ  (5.25) ߣ௡ଶ [݅ߣ௡ݒ௡ − ாூఘమ߰��௡ + ீℎఘమ ሺ߮�௡ + ߰௡ + ݈߱௡ሻ + ௔భሺ�ሻఘమ ݒ௡] = ହ݂௡ → Ͳ  (5.26) ߣ௡ଶ [݅ߣ௡ݖ௡ − ாℎఘభ ሺ߱��௡ − ݈߮�௡ሻ + ௟ீℎఘభ ሺ߮�௡ + ߰௡ + ݈߱௡ሻ + ௔మሺ�ሻఘభ ݖ௡] = ଺݂௡ → Ͳ   (5.27) 
Desde el paso 1 en el capítulo 4, podemos ver que la siguiente convergencia es 
verdadera: ∫ ሺܧܫ|߰�௡|ଶ + ܩℎ|߮�௡ + ߰௡ + ݈߱௡|ଶ + ܧℎ|߱�௡ − ݈߮௡|ଶሻ�଴ ݀ݔ → ͳʹ                      ሺͷ.ʹͺሻ 
 
A continuación, verificaremos la condición (5.19) encontrando una contradicción con 
(5.28), i.e., mostraremos que (5.28) tiende a cero. Para mayor claridad, ideamos la 
prueba en varios pasos. 
 
Paso 1: 
Tomando el producto interno de (5.21) con ܷ௡ en ℋ௝ , obtenemos ܴ݁{ߣ௡ଶ ۃܣ௝ܷ௡, ܷ௡ۄ} = ∫ ߣ௡ଶሺܽଵሺݔሻ|ݒ௡|ଶ + ܽଶሺݔሻ|ݖ௡|ଶሻ�଴ ݀ݔ → Ͳ,    ݆ = ͳ,ʹ         ሺͷ.ʹͻሻ 
De (1.2), obtenemos ܽଵߣ௡ݒ௡, ܽଶߣ௡ݖ௡ → Ͳ en ܮଶሺΩሻ y ߣ௡ݒ௡, ߣ௡ݖ௡ → Ͳ en ܮଶሺΘሻ (5.30) 
Entonces, usando (5.30) en (5.23) y (5.24), respectivamente, obtenemos ߣ௡ଶ߰௡ , ߣ௡ଶ߱௡ → Ͳ en ܮଶሺΘሻ     (5.31) 
Por otra parte, ݑ௡, ݒ௡ y ݖ௡ son limitados en ܮଶሺͲ, ܮሻ debido a (5.20). Entonces, 
dividiendo (5.22) – (5.24) por ߣ௡ଷ , respectivamente, obtenemos ߮௡, ߰௡, ߱௡ → Ͳ en ܮଶሺͲ, ܮሻ     (5.32) 
 
Paso 2: 
Definimos la función de corte: � ≡ {ͳ ݁݊ [݀ + ߝ, ܮ]Ͳ ݁݊ [Ͳ, ݀] , Ͳ ൑ � ൑ ͳ en otra parte 
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Tomando el producto interno de (5.26) por �߰௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ e integrando por partes, 
obtenemos 
{   
   ܴ݁ {݅ ∫ �ߣ௡ݒ௡ߣ௡ଶ߰௡̅̅ ̅̅�ௗ ݀ݔ + ܧܫߩଶ∫ ߣ௡ଶ�|߰�௡|ଶ�ௗ ݀ݔ − ܧܫߩଶ [�ߣ௡ଶ߰�௡߰௡̅̅ ̅̅ ]�=଴�=�+ܧܫߩଶ∫ ��ߣ௡ଶ߰௡̅̅ ̅̅ ߰�௡�ௗ ݀ݔ + ܩℎߩଶ ∫ ሺ߮�௡ + ߰௡ + ݈߱௡ሻ�ߣ௡ଶ߰௡̅̅ ̅̅�ௗ ݀ݔ+ ͳߩଶ∫ ܽଵሺݔሻݒ௡�ߣ௡ଶ߰௡̅̅ ̅̅�ௗ ݀ݔ} = ܴ݁ {∫ ହ݂௡�߰௡̅̅ ̅̅�଴ ݀ݔ}
             ሺͷ.͵͵ሻ 
Primero es fácil ver que el término en el lado derecho de (5.33) tiende a cero. Luego el 
termino limitado en (5.33) se desvanece debido a la condición de frontera de ߰௡, para ݆ = ͳ, y ߰�௡, para ݆ = ʹ. Además, ߰�௡ y ሺ߮�௡ +߰௡ + ݈߱௡ሻ son limitados en ܮଶሺͲ, ܮሻ 
debido a (5.20). Luego usando (5.31) y (5.32) en (5.33), obtenemos ∫ |ߣ௡߰�௡|ଶ�ௗ+ఌ ݀ݔ → Ͳ                                                     ሺͷ.͵Ͷሻ 
Paso 3: 
Considerar el caso ݆ = ͳ. Eliminando ݒ௡ en (5.26) por (5.23) y aplicando el producto 
interno en la ecuación resultante con ଵఒ೙ ߯߰�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, entonces integrando por partes, 
obtenemos 
{   
   ܴ݁ {ͳʹ∫ ߣ௡ଷ߯�|߰௡|ଶ�ௗ+ఌ ݀ݔ + ܧܫʹߩଶ∫ ߣ௡߯�|߰�௡|ଶ�ௗ+ఌ ݀ݔ − ܧܫʹߩଶ ߣ௡|߰�௡ሺܮሻ|ଶ+ܩℎߩଶ ∫ ߣ௡߯ሺ߮�௡ + ߰௡ + ݈߱௡ሻ߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ͳߩଶ∫ ߣ௡ܽଵሺݔሻݒ௡߯߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ}= ͳߣ௡ ܴ݁ {∫ ହ݂௡߯߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ݅ ∫ ߣ௡ ଶ݂௡߯߰�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ}
               ሺͷ.͵ͷሻ 
Donde ߯ está definida la función de corte en el Paso 5 del capítulo 4. Entonces usando 
el Paso 5 del capítulo 4 deducimos que el término en el lado derecho de (5.35) converge 
a cero. Por otra parte, ሺ߮�௡ + ߰௡ + ݈߱௡ሻ es limitado en ܮଶሺͲ, ܮሻ debido a (5.20), 
entonces usando (5.30), (5.31) y (5.34) en (5.35) obtenemos ߣ௡|߰�௡ሺܮሻ|ଶ → Ͳ    (5.36) 
݀ 0 
1 
ܮ ݀ + ߝ 
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Tomando nota de que en el caso ݆ = ʹ, tenemos ߰�௡ሺܮሻ = Ͳ. 
Paso 4: 
Eliminando ݒ௡ en (5.26) por (5.23) luego aplicando el producto interno en la ecuación 
resultante con ଵఒ೙మ ߯߮�௡̅̅ ̅̅  en ܮଶሺͲ, ܮሻ, luego integrando por partes, obtenemos 
{   
  
   ܴ݁ {−∫ ߣ௡ଶ߯߰௡߮�௡̅̅ ̅̅�ௗ+ఌ ݀ݔ + ܧܫߩଶ∫ ߯ߣ௡−ଵ߮��௡̅̅ ̅̅ ̅ߣ௡߰�௡�ௗ+ఌ ݀ݔ+ܧܫߩଶ∫ ߯�߮�௡̅̅ ̅̅ ߰�௡�ௗ+ఌ ݀ݔ − ܧܫߩଶ [߯߮�௡̅̅ ̅̅ ߰�௡]�=଴�=� + ܩℎߩଶ ∫ ߯߮�௡̅̅ ̅̅ ߰௡�ௗ+ఌ ݀ݔ+ܩℎ݈ߩଶ ∫ ߯߮�௡̅̅ ̅̅ ߱௡�ௗ+ఌ ݀ݔ + ͳߩଶ∫ ߯߮�௡̅̅ ̅̅ ܽଵሺݔሻݒ௡�ௗ+ఌ ݀ݔ+ܩℎߩଶ ∫ ߯|߮�௡|ଶ�ௗ+ఌ ݀ݔ} = ͳߣ௡ଶ ܴ݁ {∫ ହ݂௡߯߮�௡̅̅ ̅̅�଴ ݀ݔ + ݅ ∫ ߣ௡ ଶ݂௡߯߮�௡̅̅ ̅̅�଴ ݀ݔ}
              ሺͷ.͵͹ሻ 
Primero, usando la parte (ii) del Paso 6 del capítulo 4, deducimos que el término en el 
lado derecho de (5.37) converge a cero. Luego, el término limitado en (5.37) converge 
a cero en el caso ݆ = ͳ y desaparece en el caso ݆ = ʹ. Por otra parte, ya que ߮௡, ߰�௡ y ߱�௡ son limitados en ܮଶሺͲ, ܮሻ debido a (5.20) luego dividiendo (5.25) por ߣ௡ଷ  obtenemos 
esto ߣ௡−ଵ߮��௡̅̅ ̅̅ ̅ = ݅ ఘభீℎ ݑ௡ + �ሺͳሻ    (5.38) 
La ecuación (5.38) es un resultado directo de la división de la ecuación (5.25) por ߣ௡ଷ . 
Finalmente, ya que ߮�௡ es limitado en ܮଶሺͲ, ܮሻ debido a (5.20) luego usando (5.30), 
(5.31), (5.34) y (5.38) en (5.37), obtenemos ∫ |߮�௡|ଶ�ௗ+ଶఌ ݀ݔ → Ͳ                                                                    ሺͷ.͵ͻሻ 
Paso 5: 
Repitiendo el proceso de los Pasos 7 y 8 del capítulo 4, obtenemos la contradicción con 
(5.28) ∎ 
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CAPITULO 6 
 
Conclusiones 
 
 En el presente trabajo se demostró la estabilidad exponencial del Sistema (1.1) 
– (1.3) cuando las velocidades de propagación de onda del desplazamiento 
vertical ݒଵ y del ángulo de rotación ݒଶ son iguales, y si dichas velocidades son 
distintas no hay estabilidad exponencial, pero existe una estabilidad polinomial 
sobre el espacio de fase. 
 
 La Teoría de Semigrupos es una gran herramienta matemática para demostrar la 
estabilidad exponencial y polinomial, y mejorada gracias a los trabajos de Pruss 
y Liu. 
 
 En este trabajo se utilizó un sistema de Bresse de tres ecuaciones de onda con 
dos términos disipativos sobre las ecuaciones de onda del ángulo rotación y del 
desplazamiento longitudinal respectivamente, demostramos la existencia y la 
unicidad mediante el teorema de Lummer – Phillips, luego se probó la 
estabilidad exponencial mediante el teorema de Prüss y la estabilidad polinomial 
se verificó con el teorema de Liu. 
 
 La contribución de este trabajo fue la utilidad de los términos de 
amortiguamiento en dos ecuaciones (de tres) del sistema de ecuaciones 
diferenciales parciales, con condiciones sobre la igualdad o diferencia entre las 
velocidades del desplazamiento vertical y del ángulo de rotación, para obtener 
la estabilidad exponencial o la estabilidad polinomial respectivamente.  
 
 Otra contribución, que es justamente lo que la matemática realiza en otras áreas 
como una poderosa herramienta, es la utilización de estos resultados de 
estabilidad para mejorar o alterar las constantes positivas ߩଵ, ߩଶ, ܩ, ℎ, ݈, ܧ, que 
caracterizan las propiedades físicas de la viga y el filamento del sistema de 
Bresse (1.1) – (1.3), que se aplican, por ejemplo, en Mecánica de Materiales para 
mezclar elementos de distinta naturaleza. 
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