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Abstrakt
Kontrola rˇ´ızen´ı vozidla se stala vy´znamny´m proble´mem v automatizacˇn´ıch aplikac´ıch v au-
tomobilove´m pr˚umyslu. Ta se stala rea´lnou d´ıky zaveden´ı r˚uzny´ch ”by-wire” subsyste´mu˚,
jako je naprˇ. ”steer-by-wire,” ”break-by-wire,” atd. Tyto subsyste´my reprezentuj´ı elek-
tronicke´ ekvivalenty jizˇ existuj´ıc´ıch mechanicky´ch a hydraulicky´ch subsyste´mu˚. Prˇedevsˇ´ım
pak mu˚zˇe by´t zavedeno cˇ´ıslicove´ rˇ´ızen´ı, urcˇene´ na za´kladeˇ vzorkova´n´ı dynamiky vozidla.
Vy´hodou periodicke´ho sn´ıma´n´ı vstupn´ıch velicˇin je vyvarova´n´ı se urcˇity´ch poruch spo-
jite´ho rˇ´ızen´ı.
Summary
Attitude vehicle control has become an important problem in automotive control appli-
cations. Such a control is made possible thanks to the introduction of various ”by–wire”
subsystems, such as steer–by–wire, break–by–wire, etc. These represent the electronic
equivalent of existing mechanical and hydraulic subsystems. In particular, digital controls
determined on the basis of the vehicle sampled dynamics can be determined. The ad-
vantage of determining a digital control is the avoidance of performance deterioration
of the continuous control law when implemented with zero order holders.
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1 INTRODUCTION
1 Introduction
The basic task in vehicle attitude control is to ensure stability of the state variables
when tracking desired references, namely tracking errors must be bounded. This task
is an important issue for providing more secure transportation. The use of modern ac-
tuators gives more flexibility for designing the control algorithms and makes possible
the implementation of more effective control schemes.
The goal of this thesis is to design a digital controller which ensures the tracking of a de-
sired trajectory imposed by a driver. The target is to focus our attention on the discrete
time attitude control, but the continuous time attitude control is also presented.
The thesis is divided into four chapters. Some fundamental facts about the theory
used for designing the controller are presented in chapter 1. The mathematical model
of the ground vehicle dynamics is described in chapter 2. The control problem is formu-
lated and solved in chapter 3. The proposed controller was also implemented into a com-
puter program in Matlab and Simulink software. The construction of the program is
described in details also in the chapter 3. The results of the simulation with a real-life
parameters are listed at the end of the thesis, in chapter 4.
1
2 Introduction to the theory
2.1 Attitude Control
The attitude control is a control over the orientation of an object with respect to an iner-
tial frame of reference. Sensors, actuators and algorithms are used to control the vehicle
attitude. Sensors measure the vehicle attitude, actuators apply the torques needed and
algorithms command the actuators on the base of sensor’s measurements. The integrated
field that studies the combination of sensors, actuators and algorithms is called Guidance,
Navigation and Control (GNC)[16].
2.1.1 Sensors
Sensor is a device that measures a physical quantity and converts it into a signal that can
be read by an observer or by an instrument.
There are different types of sensors and they are split into many different groups. But
this is not in the interest of this thesis.
2.1.2 Actuators
There are different kinds of actuators used for the control systems. Let mention some of
them only.
Thrusters and spin stabilization actuators are used for the stabilizing of the orientation
of the vehicle in three dimensional space. Control moment gyros is an actuator used
to provide the attitude control of the movement, specially about the movement around
the two axes orthogonal to the gyro spin axis. A solar sail uses an incident light. This ac-
tuator can make small corrections but it is useful for the long time controlling. Magnetic
torque is an actuator which works on the base of electromagnetism. It creates a mo-
mentum against the local magnet field. Momentum wheel is an actuator which create
a momentum in the direction opposite to the required one. It is an electric motor driven
rotor which works on the base of the magnetism. It is computer controlled and so it is
quite precise.
2.1.3 Algorithms
Control algorithms are computer programs that receive data from vehicle sensors and de-
rive the appropriate commands to the actuators to rotate the vehicle to the desired at-
titude. The algorithms range from very simple, e.g. proportional control, to complex
nonlinear estimators or many in-between types, depending on mission requirements. Typ-
ically, the attitude control algorithms are part of the software running on the hardware
which receives commands from the ground and formats vehicle data Telemetry for trans-
mission to a ground station.
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2.2 Attitude Control of a vehicle
Attitude control of a vehicle is on control of the orientation of the vehicle with respect
to a defined frame. The reference refers to the observational frame where we measure
the movements of the vehicle. It also refers to a coordinate system or system of axes
where we can measure the position and orientation of the vehicle.
Figure 2.1: The coordinate frame of reference of a vehicle
The reference in Figure 2.1 is attached to the vehicle in a center of mass C. The X-axis
is a longitudinal axis pointing to the front of the car. The Y-axis is a lateral axis and
goes to the right of the car from the driver’s point of view. The Z-axis points to the top
of the car. It is perpendicular to the ground if the car is parked on the flat horizontal road.
To express the position and orientation of the vehicle, a ground fixed frame of refer-
ence is used. Generally, it is called a ground frame. Figure 2.2 shows that the motion
of the vehicle is described as a motion of the vehicle’s frame of reference B in the ground
reference G.
More precisely, we use a roll angle ϕ, pitch angle θ and yaw angle ω to express the ve-
hicle’s orientation. And we use a change of the position of the vehicle’s frame of reference
in the ground frame to express the position of the vehicle.
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Figure 2.2: Illustration of the moving vehicle in the global coordinate frame G
The vehicle dynamics is expressed by the vehicle force system. It is generated by
the forces and moments acting on the vehicle through the ground and environment. In
the system reference it means:
F = Fxi + Fyj + Fzk
M = Mxi + Myj + Mzk
2.2.1 Drive-by-wire systems
The attitude control of the ground vehicle takes an important part in automotive industry
nowadays. Development of new actuators brings a progress in development of new more
effective control methods and increase the safety of the traffic significantly.
Various drive-by-wire components are replacing mechanical, hydraulic and pneumatic
ones. There is no mechanical back up anymore but sensors, networks, actuators and
energy supplies are added. The most important systems are brake-by-wire and steer-by-
wire which have the largest concern in increasing security of the vehicle transport.
Increasing of the security is definitely the biggest advantage of the drive-by-wire tech-
nologies. Furthermore, utilization of this kind of technology provides a huge flexibility in
the location of the systems and so the ergonomics of the car can be improved too. But
on the other hand, the cost of the drive-by-wire technologies is greater. It is caused by
the development cost mainly. Moreover, utilization of auxiliary elements, which ensure
the additional safeness, increase the price also.
Take a better look at the systems used in this thesis now, it means on the steer-by-wire
and brake-by-wire systems.
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Steer-By-Wire (SBW)
Steer-by-wire systems were proposed for improving a yaw stability. Such a controller is
designed as an angle control system. Input of the controller is a steering wheel angle im-
posed by a driver. Output of the system is a front wheel steering angle, which is designed
as a sum of the driver’s input and an additional input of the SBW controller. There
is no mechanical linkage between the steering wheel and front wheels. The relationship
between them is electronically controlled by dual servomotors. According to results of
many researches, the SBW systems can improve the stability of the vehicle significantly.
Utilization of the SBW systems allows us to remove a steering column. This fact brings
several advantages to us. Steering column is one of the heaviest components in the vehicle,
so its removal brings significant decrease of the vehicle’s weight and cause reduction
of the fuel consumption. Another relevant advantage is that the danger of the column
entering the cockpit during a front crush disappear.
Break-By-Wire (BBW)
Brake-by-wire systems increase the braking quality in various ways. The controller is
implemented with one microcontroller and one actuator on each wheel of the vehicle so
the hydraulic pressure is applied independently on each wheel. Active use of the brakes
impose negative longitudinal forces and could be used to determine a yaw momentum.
Development of this system is quite advanced nowadays and the utilization brings a lot
of advantages. It brings higher security to the driver with increase of the reaction time
to 0.5 s. This is really significant value and it could decrease the probability of the collision
by 30−50%. The possibility to impose a yaw momentum increases options of the stability
control. BBW also provides more precise braking by adapting to the pressure the driver
puts on the pedal [ICT]. As for the SBW holds, removal of the hydraulic braking system
decrease the weight of the vehicle significantly. And we can also mention that there is
no need to use hydraulic brake fluid anymore which brings another savings because we
don’t need to change the fluid anymore and it brings a concession to the environment.
First brake-by-wire technology ever used was electrohydraulic braking. The hydraulic
pressure is applied on each wheel independently. But the classic hydraulic circuit is still
used on the front wheels for safety reasons. The utilization of this kind of technology is
becoming a common part of the modern car’s production.
Several drive-by-wire systems have been implemented and used in vehicles nowa-
days (throttle-by-wire, gas-by-wire). But steer-by-wire and brake-by-wire systems are
not widely commercialized yet. It is caused by the safety-critical nature of brake prod-
ucts. The disfunction of those systems would endanger the safety of a driver. For this
reason a mechanical backup will always be on the vehicle. Another obstruction is a driver
himself. He doesn’t believe new technology and cannot see its advantages, instead he see
a higher price. But the advantage of this technology is evident.
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2.3 Control Systems
The control system is a device or a system of devices which manages, regulates or directs
the behavior of other devices or systems. The part of such a control system which controls
and manages is called a controller.
Control theory is the discipline between engineering and mathematics which deals
with the behavior of the dynamical systems. The desired output of the system is called
the reference and the goal of the control theory is that one or more outputs of the system
follow a certain reference. The main work is done by the controller which manipulates
the inputs of the system to obtain the desired characteristics of the outputs [16].
2.3.1 Dividing
The control systems could be divided into the different groups due to a different aspects
[15], [16]. We can distinguish manual and automatic control systems. The manual control
systems are usually actuated by hand by an operator, while the automatic control systems
include series of the mechanical actuators to perform the task.
The control systems could be also divided into direct and indirect due to the energy
supplies.
Another dividing depends on the fact, if the control systems use a feedback. Feedback
is used to minimize the difference between the reference and the real output of the sys-
tem. The control loop includes sensors, actuators and control algorithms. We distinguish
the open-loop and the closed-loop control systems. We can see a difference between them
in schema bellow (Figure 2.3).
Figure 2.3: A block diagram of the open-loop control system and the feedback control
system
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There are different technical ways how to apply the control theory over the dynamical
system:
• Logic control
• Continuous linear control
• Discrete control
• Fuzzy control
Logic control is using the binary values which are represented by the values 0 and 1.
These control systems are called the logical control systems because the values correspond
to the variables of the Propositional calculus. The Boolean algebra is used for some as-
pects of this control.
Continuous linear control is a control over the functions and variables all continu-
ous in time. The continuous control systems create a continuous connection between
the input and the output functions. Laplace transformation is used to solve the continu-
ous control system’s problems.
Discrete control compiles signals discrete in time. The system is creating the connec-
tion between the inputs and the outputs as the connection between the time sequences.
These sequences are sampled in time with so-called sampling period. Inputs and out-
puts are known at these moments only, there are any other information about the system
in the meantime. Discrete control usually uses the Z-transformation to solve the problems.
Fuzzy control is a control system based on the fuzzy logic. This mathematical branch
analyzes the analog input values in terms of logical variables and deals with continuous
values between 0 and 1. Fuzzy control systems are appropriate for systems which cannot
be easily described. Nevertheless, we can control them without knowing the pattern be-
tween the input and the output.
2.3.2 The continuous control and the Laplace transformation
The Laplace transformation is a useful tool for analyzing a dynamical systems. It was
successfully used by the French mathematician Pierre-Simon Laplace for the first time.
Laplace transformation is largely used to transform the differentiation to the multipli-
cation by s and the integration to the division by s. It means that the system becomes
a system of polynomial equations which can be solved much easier. Afterwards we can
use the inverse Laplace transformation and find the solution of the dynamical system
in the real time domain. Those transformations are made with the use of bellow intro-
duced definitions of the Laplace transformation and the inverse Laplace transformation
and with the use of the following properties.
The Laplace transformation and inverse Laplace transformation are defined in the book
Funkce komplexn´ı promeˇnne´ [3] in the following way:
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Definition 1. Let f(t), t ≥ 0 be a complex function of a real variable and let s be
an arbitrary complex number. Define
F (s) = L[f(t)] =
∫
∞
0
f(t)e−stdt. (2.1)
Call the set of all the functions f(t) for which the integral (4.7) converges at least for one p
as Λ0.
The set of all the complex functions of the complex variable F (s) which satisfy the inte-
gral (4.7) for the f(t) ∈ Λ0 is denoted as K0.
The projection L : Λ0 → K0 defined by the equation (4.7) is called the Laplace trans-
formation.
Function F = L(f) is called the Laplace image of the function f(t).
¥ Example 2.1. Find the Laplace transformation of the function f(t) = eat, where a is
an arbitrary constant.
Function f(t) is a complex function of the real variable t, f(t) ∈ Λ0
F (s) = L[f(t)] = L[eat] =
∫
∞
0
eate−stdt =
∫
∞
0
e(a−s)tdt =
1
a− s
[
e(a−s)t
]
∞
0
=
1
s− a
Function 1
s−a
is a Laplace image of the function eat.
Definition 2. The inverse projection of L : Λ0 → K0 is called the Inverse Laplace
transformation and is denoted as L−1.
The equation of the inverse Laplace transformation could be found in the different
sources (see (#)) but its using is quite difficult. Furthermore, it is always better to use
the theory of the residues (see [komplex-druck]).
The most frequently solved functions F (s) ∈ K0 are the rational functions and the in-
verse Laplace transformation of them can be done in an easier way. The description
follows:
Theorem 1. Let
R(s) =
Pn(s)
Qm(s)
(2.2)
is a rational function. Pn is a polynomial of the degree n and Qm is a polynomial of the de-
gree m. If n < m, the polynomial R ∈ K0.
Every rational function can be expanded into the sum of the partial fractions. It is
enough to know how to do the inverse Laplace transformation of the partial fractions
and the several properties of the Laplace transformation explained afterwards.
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The partial fractions have the form:
F (s) =
a
(s− α)k
, (2.3)
where a, α ∈ C, α is a root of the polynomial Qm(s) and k ∈ R is smaller or equal
to the multiplicity of the root α. The following formula of the inverse Laplace transfor-
mation takes place:
L
[
tk−1eαt
(k − 1)
]
=
1
(s− α)k
(2.4)
¥ Example 2.2. Find the inverse Laplace transformation of the function F (s) = 1
s+2
.
Function F (s) is a rational function. Degree of the numerator is n = 0, degree
of the denominator is m = 1. The solvability condition of the rational function is satisfied
(n < m).
f(t) = L−1
[
F (s)
]
= L−1
[
1
s + 2
]
Use the equation (4.8): k = 1, α = −2.
f(t) = e−2t
Theorem 2 (Linearity of the Laplace transformation). Have functions f1, f2, . . . fn ∈ C.
The following holds:
L
( n∑
j=1
cjfj
)
=
n∑
j=1
cjL(fj). (2.5)
Specify f = c1f1 + · · ·+ cnfn, the domain of mapping of the Laplace image is then:
Kf = Kf1 ∩ Kf2 ∩ . . .Kfn . (2.6)
¥ Example 2.3. Find the Laplace transformation of the function f(t) = sin ωt.
F (s) = L{f(t)} = L{sin ωt} = L
{
1
2ı
(
eıωt + e−ıωt
)}
Use the Theorem 2 and the Example 2.1:
F (s) =
1
2ı
[
L
{
eıωt
}
+ L
{
e−ıωt
}]
=
1
2ı
[ 1
s + ıω
+
1
s− ıω
]
=
ω
s2 + ω2
Definition 3. Have a set of the complex functions of the real variable f(t) which satisfies
the following conditions and title it with Λn:
• f, f ′, f ′′, . . . , f (n) ∈ Λ0
• f, f ′, f ′′, . . . , f (n−1) are continuous functions on the interval 〈0,∞).
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The previous definition is the basis of the definition of the Laplace transformation
of the differentiation and the integration:
Theorem 3. Suppose that f ∈ Λ1. The following takes place then:
L(f ′) = sL(f)− f(0). (2.7)
More generally, for n = 1, 2, 3, . . . and f ∈ Λn:
L
(
f (n)
)
= snL(f)−
n∑
j=0
sn−j−1f (j)(0). (2.8)
Theorem 4. Suppose that f ∈ Λ0. The following takes place then:
L
( ∫ t
0
f(τ) dτ
)
=
1
s
L(f). (2.9)
More generally, if a > 0 and f ∈ Λ0:
L
( ∫ t
a
f(τ) dτ
)
=
1
s
L(f)−
1
s
∫ a
0
f(τ) dτ. (2.10)
¥ Example 2.4. Find the solution of the differential equation y′′+5y′+6y = 1, y(0) = 2,
y’(0) = 0.
Use the Theorem 3 and derive the equation in the following way:
L{y′′ + 5y′ + 6y} = L{1}
s2Y (s)− y′(0)− s y(0) + 5sY (s)− 5y(0) + 6Y (s) =
1
s
Y (s) =
2
s
Use the inverse Laplace transformation then:
L−1{Y (s)} = L−1
{
2
s
}
y(t) = 2
Sometimes, it would take a long time to solve the equations of the Laplace transforma-
tion and even much longer to solve the equations of the inverse Laplace transformation.
The transformation tables of the Laplace transformation are usually used when it is possi-
ble. See a short example on Table 2.1. The functions in a real time domain are in the first
column and the Laplace images of them are in the second one.
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f(t) F (s)
a a
s
t 1
s2
t2 2
s3
eat 1
s+a
1
a
(1− e−at) 1
s(s+a)
sin bt b
s2+b2
cos bt s
s2+bs
e−at − e−bt b−a
(s+a)(s+b)
Table 2.1: Table of the Laplace transformation
2.3.3 The discrete control and the Z-transformation
The discrete control systems have at least one discrete component.
The discrete component works with the information in the discrete time intervals. It
means, that at least one signal in the control loop is a discrete function f(kT ), where
t = kT denotes the equidistant time steps, T is a sampling period and k = 0, 1, 2, . . . .
The sampling period is defined from the equation of the sampling frequency:
ω =
2pi
T
.
The length of the sampling period differs for a different control systems. It is natural
to choose a longer sampling period for a slow control processes and a shorter sampling
period for a fast control processes. There are several ways how to choose the best length
of the sampling period. For more details see another sources([15]).
The Z-transformation is a mathematical tool which is used to solve the discrete time
domain control problems. It is said to be the discrete form of the Laplace transformation.
It is obvious from the following notation:
L{f(t)} = F (s) =
∫
∞
0
f(t) e−stdt
Z{f(kt)} =
∞∑
0
f(kt) e−sktdt (2.11)
If we define a new parameter z = e−st and apply it into equation (2.11), we ob-
tain the Z-image of a discrete function f(kt):
F (z) = Z{f(kt)} =
∞∑
0
f(kt) z−k = f(0) + f(T ) z−1 + f(2T ) z−2 + . . . (2.12)
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Show the more precise mathematical definition of the Z-transformation and the inverse
Z-transformation. It uses the sequence notation for the discrete function {xn}
∞
n=0.
Definition 4. Suppose to have a causal discrete-time signal {xn}
∞
n=0.
The Z-transformation of the sequence is defined as follows:
F (z) = Z
[
{xn}
∞
n=0
]
=
∞∑
n=0
xn z
−n, (2.13)
where F (z) is the Z-image of the function {xn}
∞
n=0
Theorem 5. Have the Z-image F (z) of the sequence {xn}
∞
n=0 defined in the region
of the convergence R < |z|. The inverse Z-transformation xn is given by the for-
mula:
x(n) = Z−1[F (z)] =
1
2piı
∮
C
F (z)zn−1dz, (2.14)
where C is any positively oriented simple closed curve that lies in the region of the con-
vergence R < |z| and encircle the origin.
Sometimes, it is needed to do the Z-transformation of the continuous function. This
process can be done in the way:
Z
{
F (s)
}
= Z
{
V
{
L−1
{
F (s)
}}}
, (2.15)
where V denotes the sapling of a continuous function f(t) with a sampling period T .
Sampling is done by a special device called the Sampler.
As was said before, the Laplace and the Z-transformation is in close connection.
The last comment confirms it again and even provides a great instrument to solve all
kind of control problems, even if they are defined in the continuous or the discrete time
domain.
As for the Laplace transformation holds, the table of the most frequently used terms
is used for the Z-transformation (see table 2.2).
We can see from the table that the most of the Z-images are the rational functions.
Hence, the decomposition of the Z-image to the partial fractions before doing the in-
verse Z-transformation is necessary. Otherwise, the numerical division of the numerator
by the denominator of the Z-image is possible. One obtains a Laurent series afterwards:
X(z) =
∞∑
n=0
xn z
−n, (2.16)
where the coefficients xn are the very values of the discrete function f(kT ).
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f(t) F (s) f(kT ) F (z)
a
t
T
1
s− ln a
T
ak z
z−a
t 1
s2
kT zT
(z−1)2
t2
2
1
s3
(kT )2
2
z(z+1)T 2
2(z−1)3
e−at 1
s−a
e−akT z
z−e−aT
te−at 1
(s−a)2
kT e−akT zT e
−aT
(z−e−aT )2
sin bt b
s2+b2
sin bkT z sin ωT
z2−2z cos ωT+1
cos bt s
s2+bs
cos bkT z
2
−z cos ωT
z2−2z cos ωT+1
Table 2.2: Table of the Laplace and the Z-transformation
¥ Example 2.5. Find the original f(kT ) to the Z-image F (z) = z−3
z2+z−3
Divide numerically the numerator by the denominator:
(z − 3) / (z2 + z − 3) = z−1, residuum : (−4 + 3 z−1)
(−4 + 3 z−1) / (z2 − z + 2) = −4 z−2, residuum : (− z−1 + 8 z−2)
(− z−1 + 8 z−2) / (z2 − z + 2) = − z−3, residuum : (7 z−2 + 2 z−3)
. . .
The original is in the form of the sequence 4.6 and shows the values of the original
function f(kT ):
F (0) = 0, F (T ) = 1, F (2T ) = −4, F (3T ) = −1, . . .
2.3.4 Controllers
The controller is a special device whose main goal is to control the whole control system.
It is the most important part of the system.
It is acting on the system in the way that the behavior of the controlled plant is
close to the behavior of a desired model, despite uncertainties and variation in the plant’s
parameters.
More formally, a reference model is given by the system of the equations, with the in-
put r and the output yr. The plant is also given by the system of the equations,
with the input u and the output y. The control aim of the controller is to design the
input u in the way that the output of the plant y asymptotically tracks the output
of the reference model yr.
The controller consists of several components. It is the Driver Evaluator, the Vehicle
State Observer and the Vehicle Feedback Controller. The Driver Evaluator is a com-
ponent, which detects measurable inputs of the system r, creates the reference signal yr
13
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and establishes the control error er = y−yr. The Vehicle state Observer estimates a non-
measurable signals of the system. A Vehicle Feedback Controller is the main component
of the controller. It converts the control error er in order to minimize its value.
The controller magnifies, integrates or derives the control error in the continuous time
domain. Such a control is called
P Proportional - gains the error values simply
I Integral - determines the reaction based on the sum of recent errors
D Derivative - works with the rate-of-change of the error in time
The discrete controller is called the digital controllers. The basis of its work is the same
as for the continuous controller but in the discrete time domain. There are these types
of the digital controller:
P Proportional
I Summing
D Differential
All of these fundamental controllers can be combined to a PI, PD or a PID controllers.
2.3.5 Stability
The stability of the control process ensures the correct function of the control system.
In general, the stable process is able to stabilize the signals to the same magnitude
as before the deflection of the disturbances or to a new desired magnitude after the de-
flection of the controller.
The stability of the control system is always ensured by the controller.
Mathematically, the stability of the control system is determined from its transfer
function. All of the poles of this function must satisfy some criteria:
• In continuous time, the system is stable if all the poles of the transfer function lie
strictly in the closed left half of the complex plane (i.e. the real part of all
the roots is less than zero).
• In discrete time, the system is stable if all of the poles of the transfer function lie
strictly inside the unit circle (i.e. the magnitude of the poles is less than one)[16].
When the appropriate conditions above are satisfied a control system is said to be
asymptotically stable.
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Figure 2.4: The stability of the control system - for the continuous and the discrete time
domain
The transfer function of a control system is defined as the ration between the input
of a system and the output of a system, defined in the Laplace domain for the continuous
time problems or the Z-domain for the discrete time problems.
H(s) =
L{u(t)}
L{y(t)}
=
U(s)
Y (s)
H(z) =
Z{u(kT )}
Z{y(kT )}
=
U(z)
Y (z)
It can be difficult to evaluate all the poles of the transfer function in some cases.
Therefor several mathematical procedures that determine the characteristics of the poles
were created, e.g. Routh-Schur criterion, Michajlov-Leonhard criterion and other.
Another criterion used sometimes is based on the Hurwitz matrix.
A square matrix A is said to be Hurwitz if all of its eigenvalues have strictly negative
real parts. The matrix A is also called a stability matrix, because the differential equation
x˙ = Ax is stable then. (x(t) → 0 as t →∞).
Naturally, this holds for a continuous time. The criterion can also be used for the dis-
crete time equation xk+1 = Axk. The square matrix A is said to be the stability matrix
if the magnitude of all the eigenvalues are less then one.
2.4 Frequently Used Technical Terms
2.4.1 Tire-road Friction Coefficient
The friction is a phenomenon which originates from the movement of two solids close
to each other. It is a force resisting to the lateral movement of the solids. Friction is not
a fundamental force, it is created by the electromagnetic force acting between the particles
of the solids. This means that the value cannot be derived from the Newton’s law of motion
but is found empirically[14].
Sliding friction is a friction between two bodies in advance motion. It is governed
by the equation:
Ff = µN, (2.17)
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where µ is the friction coefficient and N is the normal force extended between the solids.
The value of the sliding force is almost constant during the motion, except the moment,
when the solid is set in the motion. Then the value increase a bit. The friction coefficient
is a dimensionless physical quantity which describes the ratio between the friction force Ff
and the normal force N .
Figure 2.5: The friction force acting on the body on the flat surface
SURFACE FRICTION COEFFICIENT
Ice 0.10− 0.20
New snow 0.20− 0.25
Old snow 0.25− 0.30
Refrozen snow 0.30− 0.40
Chloride-treated snow 0.35− 0.45
Sand-treated snow 0.30− 0.40
Chloride-sand mixture 0.30− 0.50
Puddles (water depth approx. 2mm) 0.25− 0.50
Heavy rainfall (water depth approx. 1mm) 0.40− 0.55
Wet asphalt (water depth approx. 0.2mm) 0.50− 0.65
Dry asphalt 0.85− 1.00
Table 2.3: Different values of the friction coefficient due to the different surface conditions.
The tire-road friction coefficient values depend on the road surface characteristics,
the type of the tire used and the presence of the other elements between the tire and the road.
If the rubber tires are in contact with a dry asphalt, the coefficient of friction is quite
high so the tires have a good traction. If the tires are in contact with a wet asphalt,
the coefficient of friction is lower. The smallest coefficient of friction arises when the tires
are in contact with an ice, the value is around 0.1 only. Values of the friction coefficient
due to the different road surface characteristics are in table 2.3.
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2.4.2 Tire Stiffness
In general, the stiffness is a resistance of an elastic material to a deformation. It is an ex-
tensive material property, it means that the value depends on the amount of the material
in the system. The stiffness is expressed by the equation:
k =
F
δ
,
where F is the steady force applied on the body and δ is the displacement produced by
the force.
The tire stiffness provides a support for the vehicle and so its values are needed
for the dynamics model creation. It is expressed from the following equation:
ki =
Fi
δi
where i signs x, y and z direction.
Figure 2.6: Longitudinal, lateral and vertical tire stiffness curves [10]
The values of the tire stiffness are calculated from the wheel load deflection measure-
ments. Experimental stiffness curves are illustrated on figure 2.6. The slope of the curve
at zero is equal to:
ki = tan θ = lim
i→0
∂f
∂δi
.
This term is used for the experimental determination of the tire stiffness. Force is
applied on the tire in certain direction and the appropriate displacement is measured
then (figure 2.7).
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The stiffness curve for the load in the vertical direction is constant all the time because
the normal tire deflection δz is directly proportional to the vertical tire force.
The lateral and longitudinal tire stiffness are influenced by many parameters. The lat-
eral and the longitudinal forces are limited by the sliding force between the tire and
the ground. The stiffness curves are constant till the sliding force is equal to zero.
In general, the highest tire stiffness curve is for the load in the longitudinal direction
and the smallest for the load in the lateral direction:
kx > kz > ky
Figure 2.7: Applied forces and the tire deformation of the tire in lateral and longitudinal
direction [10]
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3 Mathematical model of the vehicle
dynamics
The mathematical model of a ground vehicle can be obtained considering a vehicle
to be a rigid body connected with the ground by tires.
Consider three degrees of freedom. We neglect rolling and pitching and consider that
the motion takes place on a horizontal surface. The essence of the vehicle dynamics can
be summarized by the yaw and lateral dynamics only.
Figure 3.1: Top view of a car with the main characteristics
Consider the SBW and the BBW as actuators. SBW forces the incremental steer an-
gle δc on the top of the drivers input δd. BBW imposes the negative longitudinal force Fb
which determines the yaw momentum Mz.
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The mathematical model used to design the attitude controller consists of two equa-
tions describing the lateral and yaw velocity dynamics:
m(v˙y + vx ωz) = µ[Ffy(αf )− Fry(αr)] (3.1)
Jz ω˙z = µ[Ffy(αf ) lf − Fry(αr) lr] + Mz (3.2)
with the following nomenclature:
vx longitudinal velocity of the center of the mass (m/s)
vy lateral velocity of the center of the mass (m/s)
ωz yaw rate (rad/s)
Mz yaw momentum resulted by the BBW (Nm)
lf , lr front and rear vehicle length (m)
Ff lateral force acting on the front tires (N)
Fr lateral force acting on the rear tires (N)
Jz inertia momentum (kg m
2)
m vehicle’s mass (kg)
µ maximum tire-road friction coefficient (-)
The lateral acceleration of the vehicle v˙y is influenced by the longitudinal velocity vx,
the yaw rate ωz and also by the lateral forces acting on the tires Ff and Fr.
The vehicle’s yaw rate ωz depends on the lateral forces Ff , Fr acting on the vehicle.
There is also an influence of breaking of the BBW controller acting on tires what cre-
ates a negative longitudinal force Fb. This force imposes the resulting yaw momentum Mz.
The dynamics of the tire-road interaction can be described through the front and rear
tire slip angles αf , αr.
The front tire slip angle αf is defined as the sum of the driver’s road wheel angle δd
added by the driver through the steering wheel, the road wheel angle due to the con-
troller δc and the angle due to the yaw momentum acting on the front tire of the vehicle.
The equation for the front tire slip angle is:
αf = δd + δc −
vy + lf ωz
vx
(3.3)
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Figure 3.2: Top view of a car and the definition of the tire slip angle
The rear tire slip angle is caused by the angle due to the yaw momentum acting
on the rear tire of the vehicle and has the form:
αr = −
vy − lr ωz
vx
(3.4)
The dependence of the lateral force on the tire slip angle is nonlinear. The non-
linearities arise from the characteristics of the tires. Many different models to describe
the longitudinal and lateral forces exist.
Consider the longitudinal velocity vx as a piecewise constant. The longitudinal tire
forces may be neglected in that case. Consider a model of the rear tire force in the following
form:
Fry = Dr sin Cr arctan Br αr, (3.5)
where Dr, Cr and Br represent different characteristics of the tire (see figure 3.3).
The similar equation defines the front tire force:
Ffy = Df sin Cf arctan Bf αf (3.6)
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Figure 3.3: Tire experimental curve. (Parameter S is a shape factor)
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4 Controller structure
Our goal is to control the attitude of a ground vehicle. This control should ensure
the tracking of the desired trajectory imposed by the driver in presence of variations
in the parameters. It means variations and uncertainties in the tire-road friction coeffi-
cient, lateral velocity and the lateral tire stiffness which are caused by the sudden change
of the properties of the ground.
Figure 4.1: Simple control block diagram
The commonly used controller structure is shown in figure 4.1. The functions involved
are:
DE Driver Evaluator
VSO Vehicle State Observer
VC Vehicle Feedback Controller
The Driver evaluator is a component which detects the scheduled road-wheel angle
added by a driver and forms the appropriate yaw rate target ωz,r. The Vehicle state
observer is a component which estimates a non-measurable signals, namely lateral veloc-
ity vy and friction coefficient µ. The Vehicle feedback controller is a component which
fulfils our assignment and which is in the main interest of this work.
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The control problem is stated by the equations of the vehicle dynamics:
ω˙z =
µ
Jz
[Ffy(αf ) lf − Fry(αr) lr] +
1
Jz
Mz
v˙y =
µ
m
[Ffy(αf ) + Fry(αr)]− vx ωz, (4.1)
where
Ffy = Df sinCf arctan Bf αf (4.2)
Fry = Dr sinCr arctan Br αr. (4.3)
Front and rear vehicle length lf , lr, the inertia momentum Jz and the vehicle mass m
are known parameters. The friction coefficient µ and the lateral tire stiffness Cαf and Cαr
are known with uncertainties.
The control input vector of the problem is the road wheel angle δc and the yaw mo-
mentum Mz. The control output vector is the yaw rate ωz and the lateral velocity vy.
The control goal of this work is to design a controller which in presence of uncertainties
fulfil the main demand, that the yaw rate ωz globally tracks the reference yaw rate ωz,r
and the lateral velocity vy tends asymptotically to the reference lateral velocity vy,r.
4.1 Reference model
The reference model has the form:
ω˙zr =
µ
Jz
[Ffyr(αfr) lf − Fryr(αrr) lr]
v˙yr =
µ
m
[Ffyr(αfr) + Fryr(αrr)]− vx ωzr, (4.4)
where
Ffyr = Df sinCf arctan Bf αfr (4.5)
Fryr = Dr sinCr arctan Br αrr (4.6)
and
αfr = δd −
vyr + lf ωzr
vx
(4.7)
αrr = −
vyr − lr ωzr
vx
. (4.8)
It defines the desired trajectory of a driver, who is imposing the longitudinal veloc-
ity vx and the steering wheel angle. The steering wheel angle defines the one sixteenth
of the road wheel angle δd.
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Figure 4.2: Reference model from the continuous model - angle δd is shaped in the Delta
Driver component
The main structure of the reference model is illustrated in figure 4.3. There are three
main parts. One block is forming the front tire slip angle αfr in reference to equa-
tion (4.7). In order to work in the linear part of the experimental curve of the tire slip
angle (see figure 3.3), we limit the range of the values. We use the saturation values
between −0.16 and 0.16. Another block is forming the rear tire slip angle αrr in reference
to equation (4.8). We use the saturation for its values in the range between−0.13 and 0.13.
The main part of the model is forming the reference lateral velocity vyr and the ref-
erence yaw momentum ωzr. See the construction in figure 4.4. First, the reference front
and rear tire forces are processed in reference to equations (4.5) and (4.6). These values
are used for forming the reference signal of the yaw momentum and the lateral velocity
in reference to the equation (4.4). The signals of the outputs generated during the simu-
lation are displayed by the Scope blocks, which are located after the main reference block
(see figure 4.2).
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Figure 4.3: Construction of the reference model
Figure 4.4: Construction of the vehicle dynamics equations in the reference model
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4.2 Continuous controller
We work with the equations (4.1), (4.2) and (4.3).
For our purposes, we simplify the equations (4.2) and (4.3) and linearize them:
Ffy = Df Cf Bf αf = Cαf αf
Fry = Dr Cr Br αr = Cαr αr.
The structure of the continuous model is illustrated in figure 4.5. There are three
main parts in the model: Reference model, Controller and Vehicle model. The Reference
model was described before.
Figure 4.5: The structure of the continuous model
The dynamics of the vehicle is formed by the Vehicle Model subsystem. The main
structure is illustrated in figure 4.6. It has two inputs, the control inputs - the incremental
yaw momentum Mz and the lateral force acting on the front tires Ffy.
Figure 4.6: The structure of the Vehicle Model
As was presented before, δc is considered as the input of the control system. But
we can consider a hypothesis about invertibility of Ffy with respect to δc in the contin-
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uous time domain. Since we can determine an angle δc to impose a desired force Ffy
from the following equation:
δc = −δd +
vy + lfωz
vx
+ F−1fy ,
the function Ffy can be regarded as the input here.
The Vehicle Model subsystem is based on the system of the equations (4.1). The main
idea of this component is based on the change of its structure. Modify it to the matrix
form:
(
ω˙z
v˙y
)
=
(
− µ
Jzvx
(Cαr l
2
r)
µ
Jzvx
(Cαr lr)
µ
mvx
(Cαr lr)− vx −
µ
mvx
(Cαr)
)(
ωz
vy
)
+
(
1
Jz
µ
Jz
lf
0 µ
m
)(
Mz
Ffy
)
or in the simple form:
x˙ = As x + Bs u
y˙ = C x + D u, (4.9)
where C is a 2x2 identity matrix and D is a 2x2 zero matrix. We use the State-Space
component to implement this system in the model. The output signal x˙ is integrated by
the continuous integrator.
The output of the Vehicle Model subsystem is the two component column vector
of the yaw rate ωz and the lateral velocity vy. The resulted signal is displayed by the
Scope block located after the subsystem.
The next one subcomponent of the programme is the Controller. The construction
is based on the error dynamics:
e˙ = x˙− x˙r. (4.10)
e = x−xr is the variable of the error dynamics and the target is to minimize the error,
e˙ → 0, in order to minimize the difference between the behavior of the reference model
and the behavior of the plant.
Solve our original problem (4.9) by the Laplace transformation and obtain:
x = eAs tx0 +
∫ t
0
et−τBs u(τ)dτ = Ads x0 + Bds u (4.11)
where:
Ads = e
As t
Bds =
∫ t
0
et−τBs u(τ)dτ = A
−1
s (Ads − I) Bs
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The error dynamics is equal to:
e˙ = Ads x + Bds u− Ar xr
Define the input of the plant u:
u = B−1ds [Ar xr − As xr] + Kd (x− xr) (4.12)
in order to simplify the error dynamics to the form:
e˙ = (Ads + Kd Bds) e.
Matrix (Ads + Kd Bds) is supposed to be the stability matrix. In order to gain that
requirement, Kd is chosen appropriately on the basis of the stability theory of the control
systems. Hence, the eigenvalues with the negative real part must be chosen:
Re (σ(Ads + Kd Bds)) < 0
The construction of the Controller is illustrated in figure (4.7). There are two inputs,
the error variables eω and evy. They are obtained by the difference between the reference
and the vehicle signal x− xr. The subtraction of these signals is constructed by the Sum
component and represents the feedback of the system (figure 4.5).
Figure 4.7: The structure of the continuous Controller
The inputs of the Controller are compiled on the base of the equation (4.12). The out-
puts of the system are yaw momentum Mz and the lateral force Ffy. They are represented
by the two component vector and the final signal is displayed by the Scope block located
after the Controller subsystem (figure 4.5).
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4.3 Discrete controller
We work with the equations (4.1), (4.2) and (4.3).
Simplify the equations (4.2) and (4.3) and linearize them to the form:
Ffy = Df Cf Bf αf = Cαf αf (4.13)
Fry = Dr Cr Br αr = Cαr αr. (4.14)
Figure 4.8: The structure of the discrete controller
The structure of the discrete controller is illustrated in figure 4.8. Reference model
of this problem has four outputs - the reference lateral velocity vyr, the reference yaw
rate ωzr, the differentiation of the lateral velocity v˙yr and the differentiation of the ref-
erence yaw rate ω˙zr. All of these outputs have to be sampled to obtain the discrete
sequence of the values ωzr,k, vyr,k, vyr,k+1 and ωzr,k+1. The sampling of the signals is done
by the Unit Delay Block, which delays the input by the specified sampling period T .
Because the signal is sampled and so described by a discrete functions, the continuous
mathematical model must be changed to the discrete form. Use the Z-transformation
for that and the equation mentioned before:
Z
{
F (s)
}
= Z
{
V
{
L−1
{
F (s)
}}}
. (4.15)
Change the structure of the equations 4.1 into the matrix form:
(
ω˙z
v˙y
)
=
(
− µ
Jzvx
(Cαf l
2
f + Cαr l
2
r)
µ
Jzvx
(−Cαf lf + Cαr lr)
µ
mvx
(−Cαf lf + Cαr lr)− vx −
µ
mvx
(Cαf + Cαr)
)(
ωz
vy
)
+
+
(
1
Jz
µ
Jz
Cαf lf
0 µ
m
Cαf
)(
Mz
δc
)
+
(
µ
Jz
Cαf lf
µ
m
Cαf
)
δd,
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or in a simple form:
x˙ = Ax + B u + P δd. (4.16)
Use the equation (4.15), apply the Z-transformation and obtain the expression:
xk+1 = Ad xk + Bd uk + Pd δd,k (4.17)
yk = xk, (4.18)
where:
Ad = e
AT
Bd =
∫ T
0
eAzdzB = A−1(Ad − I) B
Pd =
∫ T
0
eAzdzP = A−1(Ad − I) P.
The dynamics of the vehicle is formed by the Plant subsystem. The main structure
is illustrated in figure 4.9. It has three inputs: the road wheel angle δd,k and the control
inputs - the incremental yaw momentum Mz,k, and the control steering angle δc,k. This
component is based on the equation (4.18).
We use the Discrete State-Space component to implement the system in the model:
xk+1 = Ad xk + Bd uk
yk = C xk + D uk, (4.19)
where C is a 2x2 identity matrix and D is a 2x2 zero matrix. The road wheel angle
term of the equation (4.18) is computed separately and added by the Sum component.
The output of the Plant component is the two component column vector of the yaw
rate ωz,k and the lateral velocity vy,k. The resulted signal is displayed by the Scope block
located after the Plant subsystem.
The next one large subcomponent of the programme is the Controller. The con-
struction is based on the error dynamics:
ek+1 = xk+1 − xr,k+1. (4.20)
ek = xk − xr,k is the variable of the error dynamics and the target is to minimize
the error, ek+1 → 0, in order to minimize the difference between the behavior of the ref-
erence model and the behavior of the plant.
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Figure 4.9: Plant of the discrete system
Estimate the term xr,k+1 by the Euler method:
x˙r ≃
xr,k+1 − xr,k
T
= f(xr,k, δd,k)
xr,k+1 = xr,k + T f(xr,k, δd,k)
With that, the error dynamics is equal to:
ek+1 = Ad xk + Bd uk − [xr,k + T f(xr,k, δd,k)]
Define the input of the plant uk:
uk = B
−1
d [xr,k + T f(xr,k, δd,k)− Ad xr,k] + Kd (xk − xr,k) (4.21)
in order to simplify the error dynamics to the form:
ek+1 = (Ad + Kd Bd) ek.
Matrix (Ad + Kd Bd) is supposed to be the stability matrix. In order to gain that
requirement, Kd is chosen appropriately on the basis of the stability theory of the control
systems. Hence, the magnitude of all the eigenvalues is less then one:
σ(Ad + Kd Bd) ⊂ 1
It means, in general, that arbitrary eigenvalues λ∗1, λ
∗
2 from the inside of the unit circle
could be chosen:
σ∗ = {λ∗1, λ
∗
2}
p∗ = (λ− λ∗1)(λ− λ
∗
2) = λ
2 − (λ∗1 + λ
∗
2) λ + (λ
∗
1 λ
∗
2).
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The values of the matrix Kd are computed from the equations:
|λI− (Ad + Kd Bd)| = λ
2 + a λ + b = λ2 − (λ∗1 + λ
∗
2) λ + (λ
∗
1 λ
∗
2)
a = −(λ∗1 + λ
∗
2)
b = (λ∗1 λ
∗
2)
Figure 4.10: The structure of the discrete controller
The construction of the Controller is illustrated in figure 4.10. There are five different
inputs. Two of them are the reference longitudinal acceleration v˙yr and the differentiation
of the reference yaw rate ω˙zr. They represent the differentiation terms of the Euler method.
The error variables ek are another two inputs of the Controller (represented by the two
component vector). They are obtained by the difference between the reference and the ve-
hicle signal xk − xr,k. The subtraction of these signals is constructed by the Sum compo-
nent and represents the feedback of the system (figure 4.8).
All the inputs of the Controller are compiled on the base of the equation (4.21).
The outputs of the system are yaw momentum Mz and the road wheel angle δc. They are
represented by the two component vector and the final signal is displayed by the Scope
block located after the Controller subsystem (figure 4.8).
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Previously introduced digital controllers are elaborated in four files. Two of them
are prepared in the Simulink, they are called AutoModelContinuous.mdl and AutoMod-
elDiscrete.mdl. They are working on the basis of the files AutomodelDiscrete.m and
AutomodelDiscrete.m, prepared in Matlab. These files include values of the required
quantities and some additional calculations.
The designed digital controllers can be used under the following hypothesis:
• roll and pitch dynamics are neglected
• the motion takes place on a horizontal surface
• the longitudinal velocity vx is a piecewise constant
• the system is rigid
Use this model and apply a real-life problem accordant with these conditions.
Choose a passenger front-wheel motor car. The nominal parameters are the following:
• m0 = 1480 Kg
• lf0 = 1.53 m, lr0 = 1.38 m
• Jz0 = 2010 Kg m
2
• Cαr0 = Dr Cr Br, where Dr = 8394, Cr = 1.68, Br = 11
• Cαf0 = Df Cf Bf , where Df = 8854, Cf = 1.82, Bf = 7.2
In order to show that the model can be used in the real applications, where uncertain-
ties might be significant, consider a real vehicle parameters:
• m = 1.27 m0 Kg
• lf0 = lf = 1.53 m, lr0 = lr = 1.38 m
• Jz = 1.41 Jz0 Kg m
2
• Cα,f = 0.93 Cα,f0
• Cα,r = 0.94 Cα,r0
We choose a double steer maneuver for testing. It means that the driver goes straight
with the constant speed vx = 28 kmh
−1. After 2 seconds, he turns 100◦ left for 1 second.
Then he turns −100◦ right for one second and sets the zero angle again then.
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Figure 5.1: The road wheel angle δd
δd =


100◦ pro x ∈ (2, 3)
−100◦ pro x ∈ (3, 4)
0 pro else.
(5.1)
The driver’s steering wheel angle is converted by the model to a road wheel angle
in radians. The final time behavior is displayed in figure 5.1.
The properties of the environment are chosen randomly. The environment properties
are represented by the tire-road friction coefficient µ in our case.
Assume that the motion takes place on a dry surface and choose the friction coefficient
for the nominal vehicle:
µ0 = 0.9.
We are working with the same value of the tire-road friction coefficient during all simu-
lation. See the signal of the reference yaw rate ωz,r and the reference lateral velocity vyr
in figures 5.2, 5.3.
We can see that the reference yaw rate and also the reference lateral velocity of the car
is changing rapidly right after the driver changes the direction of the car. The magnitudes
have an opposite sign and both of them steady at zero after the driver sets the zero road
wheel angle again.
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Figure 5.2: The signal of the reference yaw rate ωzr
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Figure 5.3: The signal of the reference lateral velocity vyr
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• µ0 = µ = 0.9
Show the function of the model on the easiest case, i. e. that we consider the same
value of the tire-road friction coefficient for the reference model and for the vehicle model.
Use the continuous model first. Choose the eigenvalues on the border of the sta-
bility: λ∗1 = −10
−10, λ∗2 = −10
−10 and evaluate the gains of the controller:
kd1 = 60136.9
kd2 = −7652.61.
See the final signal of the controller in figures 5.4, 5.5. The yaw rate ωz follows the ref-
erence signal practically precisely. The lateral velocity vy is also very close to the reference
signal.
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Figure 5.4: The final signal of the yaw rate ωz controlled by the continuous controller -
choice of the eigenvalues λ∗1 = −10
−10, λ∗2 = −10
−10
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Figure 5.5: The final signal of the lateral velocity vy controlled by the continuous controller
(λ∗1 = −10
−10, λ∗2 = −10
−10)
Use the discrete controller now. Set the sampling period T = 10−4 s. Evaluate
the gains of the controller. Choose both eigenvalues equal to zero: λ∗1 = 0, λ
∗
2 = 0.
The values of the gains of the controller are:
kd11 = −26767.3
kd22 = 0.0616005.
See the simulation results of the vehicle in figures 5.6, 5.7. The yaw rate signal ωz has
a higher magnitudes then the reference one ωzr. The highest difference is at the moment
of change of the angle imposed by the driver. The difference between the magnitude
of the lateral velocity signal vy and the reference signal vyr is smaller, but the shape
of the curves is different. The biggest difference is at the point of change of the road
wheel angle δd again.
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Figure 5.6: The final signal of the yaw rate ωz controlled by the discrete controller (λ
∗
1 = 0,
λ∗2 = 0)
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Figure 5.7: The final signal of the lateral velocity vy controlled by the discrete controller
(λ∗1 = 0, λ
∗
2 = 0)
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• µ0 = 0.9, µ = 0.6
Show the function of the model on another case. Consider the different values of the fric-
tion coefficient for the reference model and for the vehicle model.
Use the continuous model first. Use the same choice for the eigenvalues on the bor-
der of the stability: λ∗1 = −10
−10, λ∗2 = −10
−10. Values of the gains of the controller are:
kd1 = 242883
kd2 = 390.7.
See the final signal of the controller in figures 5.8, 5.9. The yaw rate ωz follows the ref-
erence signal practically precisely. The lateral velocity vy is very close to the reference
signal again, the magnitude is slightly higher.
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Figure 5.8: The final signal of the yaw rate ωz created by the continuous controller
(λ∗1 = −10
−10, λ∗2 = −10
−10)
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Figure 5.9: The final signal of the lateral velocity vy created by the continuous controller
(λ∗1 = −10
−10, λ∗2 = −10
−10)
Use the discrete controller then. Choose both eigenvalues equal to zero: λ∗1 = 0,
λ∗2 = 0. The values of the gains of the controller are:
kd1 = −21287.7
kd2 = 0.0423916.
The simulation results of the discrete controller are illustrated in figures 5.10, 5.11.
The magnitude of the yaw rate signal ωz is higher then the reference one. See the mag-
nitude of the error in figure 5.12. The lateral velocity vy is closer to the reference signal.
See the error in figure 5.13.
The magnitudes of the control errors of a discrete controller are quite hight. The track-
ing of the reference trajectory is not accurate mainly due to the control stability computa-
tions. The choice of the eigenvalues is not ideal, better choice would be closer to the bor-
der of the stability. The characteristics of the signals of controlled variables is also quite
different for a discrete controller. This is caused mainly due to a model inaccuracies,
i.e. the choice of the shape of the road wheel angle input δd because the step change
of the angle is not possible in real life.
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Figure 5.10: The final signal of the vehicle created by the discrete controller (λ∗1 = 0,
λ∗2 = 0)
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Figure 5.11: The final signal of the vehicle created by the discrete controller (λ∗1 = 0,
λ∗2 = 0)
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Figure 5.12: Error ωz − ωzr of the discrete controller (λ
∗
1 = 0, λ
∗
2 = 0)
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Figure 5.13: Error vy − vyr of the discrete controller (λ
∗
1 = 0, λ
∗
2 = 0)
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6 Conclusions
This thesis was interested in the design of the digital controller which would ensure
the tracking of a desired trajectory imposed by a driver.
We focused our attention on the design of the discrete time controller but the controller
in the continuous time domain was also presented. Bases of the work were the actual
papers from the scientific sources mainly, in order to use the innovative approach.
The proposed digital controllers were also set up in the computer program. The real-
life problem was applied in order to interpret the accuracy of the design. We have tested
the behavior of the passenger front wheel car in a double steer maneuver. The simulations
are introduces and analyzed in chapter 4.
The results of the simulations are slightly inaccurate for the discrete controller. The main
problem is the poor estimation of the eigenvalues for the stability calculations. More ef-
fort could be applied to this part of the problem in the future. Another improvements
of the model could be devoted to better specification of the disturbances acting on a ve-
hicle.
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