



Despite any recent downturn in telecoms 
markets, in both wireless and opto applica- 
tions, technically challenging industry tran- 
sitions are underway. These include moves to 
next-generation 3G mobile telecoms and 
40 Gb/s OC-768 SONET fibre-optic data rates. 
Material choices for 40 Gb/s: 




go times that of 
silicon but low 
hole mobility, so 
IT is limited by 
hole injection 
ehgciency. 
The demand for greater bandwidth  is driving 
technical ly chal lenging industry transitions: 
in wireless from second-generat ion (2G) technol- 
ogy, through 2.5G to next-generat ion 3G mobi le 
telecoms; and in fibre-optic ommunicat ions from 
SONET data rates of 622 Mb/s (OC-12) through 
2.5 Gb/s (OC-48) to 10 Gb/s (OC-192), wh ich  is 
now reaching mainstream status. Suppliers and 
carriers are now working to develop commercia l  
technology for 40 Gb/s  (OC-768) data rates, par- 
ticularly as fibre is now permeat ing from long- 
haul networks to the burgeoning metro access 
networks, ever nearer  to the consumer. 
However, to boost  per formance some semicon- 
ductor  manufacturers  are consider ing not  just 
existing GaAs ICs but  InP (for h igher  data rates) 
or SiGe and even sil icon (for the s lower data 
rates), w i th  the choice depending to some extent 
on cost versus time-to-market. 
The advantages of III-Vs for 40 Gb/s  data rates 
include speed, reliability, t ime-to-market and 
semi-insulating substrates. However, GaAs has 
e lectron mobil ity nearly 10 t imes that of sil icon 
but low hole mobil ity so the threshold f requency 
fT is l imited by hole inject ion efficiency. 
AIGaAs/GaAs HBTs wi th  an over-doped base (to 
reduce its bandgap)  make it easier to generate 
minority carriers and have the potent ia l  to reach 
40Gb/s,  but have yet to be demonstrated.  By
comparison,  SiGe's electron and hole mobil it ies 
are both  h igher  than sil icon and roughly equal. 
However, the advantage of InP is its h igh speed. 
Theoretically, the bit rate of the electronics 
should be at least three t imes that of the trans- 
mission line, i.e. a threshold f requency fT of 
120 GHz for 40 Gb/s. 
InP HBTs can have an fT of 150-250 GHz, ample 
for 40 Gb/s  ICs. 
InP for microelectronics 
Most high-volume manufactur ing of InP (using 2" 
and more recently 3" wafers) has been for opto- 
electronic devices such as long-wavelength 1.3 ~m 
and 1.55 ~rn lasers and detectors  in transceivers 
for long-haul fibre-optic ommunicat ions.  In con- 
trast, for microelectronics,  InP has mainly been  
used for small-volume manufactur ing of special- 
ist, advanced military and satellite communica-  
t ions applications. 
But now high-volume manufacturers of GaAs 
microelectronics for consumer  appl icat ions are 
gearing up for the next stage in their  roadmaps 
to include manufactur ing using InP. 
According to RF Micro Devices' executive vp of 
strategic deve lopment  Jerry Neal, InP has major 
advantages compared to GaAs: 
• it is easier to design with, due to its greater sta- 
bility (in terms of gain versus temperature) ,  so
engineers can more accurately predict  final 
device performance;  
• it can run at h igher current  densities, so the 
same funct ions can be per formed on  a smaller 
chip "footprint" because of InP's good heat dissi- 
pat ion (providing a low-voltage option); 
• it has h igher f requency response (fT). 
According to Dan Wilt of Lucent Technologies'  
Microelectronlcs business (now Agere Systems) 
"At 40 Gb/s, we can see appl ications for both  
[GaAs and InP]; above 40 Gb/s, InP is the better  
performer". InP allows higher-frequency and 
higher-eff iciency components  wi th  lower thresh- 
old voltages and smaller form factors.This al lows 
lower operat ing voltages and h igher  levels of 
integration, for example of optoelectronic  com- 
ponents  w i th  microelectronic components  - 
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Table 1. Comparison of 40 Gb/s IC processes for threshold frequency fT, maxtmum osollatlon frequency fmax and breakdown voltage (BV) (Courtesy OMMIC) 
waveguides and interconnects,  t rans impedance 
amplif iers (TIAs), ultra-high-speed clock-and-data 
recovery circuits and multiplexers/demultiplexers. 
In particular, InP modulators are only a few mil- 
l imetres long (significantly smaller than 5-10 cm 
l i thium niobate LiNbO 3 modulators),  require 
lower-voltage drivers (3 V versus 6-7 V) and can be 
integrated wi th  a laser in a transceiver package. 
However, microelectronic ICs take up a larger 
area than discrete opto devices such as lasers. 
For larger die, it is more economical  to use larger 
wafers (since a smaller proport ion  of the wafer 
area is wasted at the edge). So interest for InP 
microelectronics is transforming it from a small- 
volume manufactur ing technology on 2" wafers 
for n iche appl icat ions to high-volume manufac- 
tur ing on 4" wafers for consumer  applications. 
"In theory InP is the most attractive solut ion in 
terms of electronics," says Stan Lumish of JDS 
Uniphase. However, "there's never  been  anyone 
who 's  demonstrated manufacturabil i ty.The mate- 
rial is more britt le than GaAs, the growth is more 
complex, and the materials are more difficult to 
handle .The technology is simply not  as mature 
as that of GaAs". 
According to Phil Wallace,VP Fiber 
Communicat ion Products forANADIGICS 
(Warren, NJ, USA), "InP is capable of excel lent 
low-voltage operation, but  the biggest advantage 
is very-high-frequency operat ion of the transis- 
tors made in InlW'.The InP substrate also has the 
same advantages for passive component  as GaAs. 
"This will have t remendous  signif icance to 
OC-768 products  both  for long-haul and 
metro access fibre-optic applications," he adds. 
"InGaP in general has better  b reakdown voltages, 
but  cannot  achieve the high-frequency perform- 
ance that InP devices can." But InP processing is 
much less mature than GaAs. "For example, 
InGaP HBT is presently available on  6" wafers at 
ANADIGICS, but  InP is just now moving to 4" 
substrates". 
"Compare InP to GaAs about 10 years ago, w i th  a 
faster ramp to volume". There are concerns  over 
cost concerns,  substrate size, design tools, and 
yield, "all of wh ich  will be solved as design wins 
drive product ion  volumes." He adds that some of 
the remaining concerns  of OC-768 are over  the 
design and implementat ion of the electronics for 
operat ing the modulator  drivers, receiver drivers 
and chip-sets at 40 GHz and higher (rather than 
just about  InP). 
Wallace suspects that, when InP chips start hit- 
t ing product ion volumes, they may eventually 
replace SiGe in some applications. "Until then," 
he concludes, "it will be preferred in very-high- 
f requency appl ications for moderate integrat ion 
levels." 
lnP manufacturing 
For many years TRW (Redondo Beach, CA, USA) 
has fabricated high-frequency InP microelectronic 
ICs for military and satellite appl icat ions (with 
TRW Space & Electronics Group last December  
demonstrat ing a f requency divider w i th  a clock 
f requency of 69 GHz).TRW uses 3" InP wafers, 
but  late last year it completed  a high-volume line 
wh ich  will use 4" InP from second-half  2001 
(see Issue 6, page 19) for microelectronics for 
OC-192 (10 Gb/s) and OC-768 (40 Gb/s) data rates. 
"At 4o Gb/s, 
we con see  
applications for 
both [6aAs and 
InP]; above 
40 6b/s, lnP is 
the better 
performer" 
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InP devices con." 
Phil Wallace, VP Fiber 
Communication 
Products, ANADIGICS 
Meanwhile,  existing GaAs manufacturers are 
looking at adding potential ly more lucrative InP 
technology, e i ther  through outsourcing to con- 
tract manufacturers w i th  InP capabil it ies or con- 
vert ing some of their  4" GaAs HBT fab capacity 
(one concern  is breakage of the more fragile InP 
wafers - a l though convert ing from 6" sil icon to 
the more fragile GaAs wafers proved less of a 
concern  than expected) .These include: 
• RF Micro Devices Inc (Greensboro,  NC, USA), 
wh ich  announced last September  that it is 
"enhancing its Opt imum Technology Matching 
strategy of designing with mult iple process tech- 
nologies (GaAs HBTs, MESFETs, SiGe and sil icon 
BiCMOS) by developing and manufactur ing InP 
HBTs" (see Issue 6, page 17). RFMD already has 
in place most of the infrastructure needed for 
making InP ICs, says vp of wafer fabrication oper- 
ations Art Geissberger. "We believe CoAs HBT and 
InP are very complementary  process technolo- 
gies", adds executive vp of strategic deve lopment  
Jerry Neal. Samples are expected in late 2001 
and product ion volumes in first-half 2002 (first 
for fibre-optics products,  then wireless). 
• Epiwafer foundry IQE has also just introduced 
MBE-grown InP HBT wafers wi th  bases berylli- 
um-doped to a concentrat ion of 4xlO 19 cm -3 or 
carbon-doped to 8x1019 cm -3 (see page 22). 
• Instead of Be-doped InP HBTs of 4x1019 cm -3 
grown by MBE, in January Kopin Corp (Taunton, 
MA, USA) began to sample carbon-doped InP-based 
HBTs grown in its product ion MOCVD systems. 
These have achieved active doping levels of more 
than lx l019 cm -3 (a critical threshold for many 
appl icat ions).The doping level is being increased 
for even higher-speed circuits (see Issue 2, page 8), 
says director of transistor technology Dr Roger E 
Welser.Also, in February a Joint Development  
Agreement was announced in wh ich  Kopin will 
develop InP-based HBT structures and Rockwell  
Science Center  (Thousand Oaks, CA, USA) will 
create processing technologies for devices and 
circuits, as well as establishing the long-term reli- 
ability of InP HBTs.The aim is to move InP-based 
HBTs into commercia l  readiness with in  a year, 
says RSC Director Dr Derek Cheung. 
• Vitesse Semiconductor Corp (Camarillo, CA, USA) 
is developing InP chip-sets for telecoms (having 
already invested in 40 Gb/s  optoelectronics man- 
ufacturer CyOptics - see Issue 1, p22), a l though it 
is using an epi-wafer foundry whi le it converts 
its 4" fab in Camarii lo to a 1 prn InP process. 
Vitesse will start shipping InP chip-sets in late 2001. 
'q~ne only viable alternative [for 40 Gb/s  drive 
electronics] is going to be InP," says Ken Jones, 
vp and general manager  of the advanced trans- 
mission products  division. 
However, as the per formance of systems is 
extended to a new generat ion and the applica- 
t ions for InP are extended to h igher  frequencies 
(where  it is uncontended) ,  so the latest genera- 
t ions of SiGe are able to contend at the existing 
lower speeds up to 10 Gb/s. But of more con- 
tent ion is the suitability of SiGe for 40 Gb/s  fibre- 
optic data rates. 
InP vs SiGe for to-4o Gb/s 
In the panel  session on an "Industry Roadmap 
to 40 Gb/s" at last November 's  GaAs IC 
Symposium in Seattle,WA, USA moderatorAI lan 
Armstrong of Vitesse commented  that, whereas 
components  for 10 Gb/s  data rates use different 
packages,40 Gb/s  components  will be integrated 
into a chip-set (for example, from five or more to 
three or less: two transmit and one receive). 
Indeed, SiGe is compatib le with the CMOS 
process flow, so devices can be manufactured 
wh ich  integrate high-bandwidth, igh-gain and 
low-noise SiGe HBTs wi th  dense CMOS function- 
ality logic arrays (as well as capacitor and induc- 
tor passives) in SiGe BiCMOS. 
After p ioneer ing SiGe, IBM now offers SiGe 
BiCMOS as a foundry service, open ing  up possi- 
bilities such as single-chip multi-Gb/s trans- 
ceivers to fabless IC design companies.  
More recently, SiGe has also been adopted by 
other  leading sil icon-based IC makers, including 
Motorola (in the form of SiGe:C) and, significant- 
ly, the biggest manufacturers both  by revenue: 
• Intel (wh ich  wants  to diversify from PC chips 
to communicat ions  chips, through investing in 
new SiGe'C foundry start-up Communicant) ;  
and by wafer starts ( lm 8" wafers per  year), 
• Taiwanese foundry TSMC (which  has l icensed 
SiGe process technology from Conexant  - see 
Issue 2, page 13). 
Adding the epitaxial equ ipment  needed to grow 
a graded layer of germanium-doped sil icon in an 
existing sil icon processing line would cost 
US$2.5m, it is reckoned (compared to the whole  
new generat ion of process equ ipment  costing 
over US$750m that is needed to shr ink the 
geometry of sil icon devices to achieve the same 
increase in speed). 
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IBM's first-generation 5HP SiGe BiCMOS process 
integrated fT=47 GHz SiGe HBTs with 3.3 V, 0.5 pm 
CMOS, which is "more than adequate" for all 
10 Gb/s ICs (in both discrete and integrated form). 
A 10 Gb/s SONET chip-set is now available, mak- 
ing it possible to replace several GaAs chips with 
one SiGe chip. IBM Research as demonstrated an
integrated, single-chip 10Gb/s serialiser/deserialis- 
er (mux, demux, PLL, control ogic) which oper- 
ates at 50 GHz and about 3.5 W.Alcatel has also 
been using a IBM SiGe chip in their 10 Gb/s tele- 
corns system products ince 1996 (giving better 
performance than O. 18/am silicon). 
Maxim Integrated Products (Sunnyvale, CA, USA) 
has introduced two SiGe analogue fibre-optic ICes: 
the 5 V MAX3930 10.7 Gb/s laser driver (with 
modulation current of up to 100 mA) and the 
3.3 V MAX3950 10 Gb/s 1:16 deserlalizer. In June 
last yearVitesse also agreed access to IBM's SiGe 
technology. 
In June 1999 IBM launched its 6HP BiCMOS 
process, which integrates 2.5 V, 0.25 pm CMOS 
with fT=47 GHz SiGe HBTs.The HBTs have the 
same vertical profile as 5HP but with the lateral 
profile scaled to a 0.28 lam emitter width to allow 
power scaling. Preliminary R&D results have pro- 
duced a 10 Gb/sTIA and a laser driver able to 
run at over 20 Gb/s. IBM has since processed 
over 75 wafers per day for 0.25/am SiGe at its 
200 mm silicon wafer fab in Burlington, VT, USA 
(with yields above 90%). 
The capabilities of the 47 GHz HBTs are illustrat- 
ed by Alcatel announcing experimental results of 
40 Gb/s demonstrations u ing 5HP technology. 
Even so, the performance achieved through sim- 
ple scaling of a "conservative" HBT design and 
CMOS compatibility is relatively modest com- 
pared to what can be obtained by adopting a
technology approach similar to that in III-Vs, says 
Dave Ahlgren, senior engineering manager at 
IBM's communications R&D center. 
IBM's Microelecronics Division has therefore 
recently started making customer 40 Gb/s ICs 
(for early-access partners) at Burlington using 
its copper-interconnected 7HP0.18/am 
SiGe BiCMOS process.This nitially featured a
second-generation SiGe HBT with fT=90 GHz, but 
this has since been increased to 120 GHz. IBM's 
7HP 120 GHz, 0.18/am process has a re-engi- 
neered HBT, specifically to make sure it is ade- 
quate for "all 40 Gb/s functions, except he high- 
voltage modulator drivers" (whereas drivers for 
lower-voltage modulators - e.g. 1.5-2.5 V InP- 
based electro-optic modulators - are no problem 
and are being designed now). 
In addition, an "experimental" fT of 130 GHZ has 
been attained (without he use of double-self- 
alignment or carbon doping). "Minimal effort" 
has so far been made to reduce the thermal cycle 
and transient-diffusion effects, and to take advan- 
tage of tile true HBT-type design for base-resist- 
ance reduction (and fmax improvement). Also, the 
lack of a semi-insulating substrate can be com- 
pensated by the use of deep-trench isolation and 
heavily doped buried layers tbr shielding. 
Meanwhile, IBM has been working on its third 
generation of SiGe HBTs, which gives its 7HP 
0.18/am SiGe BiCMOS process an fT and fmax of 
greater than 150 GHz.The speed of SiGe transis- 
tors is therefore now approaching that of InP- 
based HBTs, it is claimed.Also, using newly devel- 
oped simulation technology, profiles with 
fT/fma x= 180/130 GHZ have been designed. 
A transferred-substrate approach could increase 
fmax further. 
However, one of the problems of SiGe is that, to 
achieve the best fT and speed of operation, it
runs at a higher current density than silicon 
(therefore generating more hea0. When quizzed 
if an fT/fma x of 150 GHz would be enough for 
40 Gb/s, Modest M Oprysko (senior manager of 
communicaton technology at IBM'sTJ Watson 
Research Center) says that, though IBM's first- 
generation SiGe will be power hungry (with a 
currem density of 8 mA/pm2), the thermal con- 
ductivity is three times that of GaAs.Also, by 
reduchtg the emitter width (through lithography) 
the thermal resistance can be reduced. 
Other than IBM, Hitachi has used a mixture of 
SiGe and CMOS to build a single-chip 10 Gb/s 
transceiver (to ship by end-2001).The 5.6 x 5.3 
mmx die consumes 2.6W from a 3.3/2.5V supply, 
according to assistant senior engineer Satoshi Ueno. 
"The market demands a part with 2 W dissipa- 
tion now, but SiGe demands relatively high 
voltage," Ueno said. "It's a big problem. In the 
next release we will have lower power," he said. 
Meanwhile, Lucent Technologies Inc's 
Microelectronics group (now Agere Systems) has 
optimised a SiGe process for 10 Gb/s that aUows 
designers to combine memory- blocks, DSP cores, 
and other CMOS-based intellectual-property 
cores with high-speed SiGe interfaces. 
"But at 5 W, the power consumption is not where 
it should be", says Mario Reinhold, member of 
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technical staff for Lucent's optical group in 
Nuremberg, Germany. "Starting this project in 
1999, we didn't work to deliver low power  con- 
sumption, but just to show that this is possible". 
However, high speed can be traded off for lower 
power (a SiGe device running at 20 GHz would 
require only 10-20% of the power for silicon).This 
gives improved linearity (reducing the amount of 
noise generated and increasing reliability). 
Applied Micro Circuits Corp (San Diego, CA, USA) 
has used IBM's 120 GHz 7HP SiGe technology to 
launch the "world's first TIA for 40 Gb/s" at 
March's Optical Fiber Communications confer- 
ence in San Diego, CA, USA.AMCC says that its 
$76800 has low power  dissipation of just 0.6 W 
and up to 45 GHz of bandwidth (see page 16). 
AMCC has also launched SiGe-based 40 Gb/s and 
transmitter and receiver chips and plans modulator- 
driver chips, mux/demux devices and framers. 
IBM says the higher performance from 150 GHz 
SiGe HBTs should provide lower-power 40 Gb/s 
operation, and potentially 80 Gb/s circuits. 
However, as fT rises, breakdown voltage drops. 
According to Dan Wilt (product-development 
director for high-speed long-haul products at 
Lucent) even though SiGe offers high-speed 
operation, the breakdown voltage of SiGe is well 
below the 6-7 V needed to drive l ithium niobate 
(LiNbO3) modulators, and perhaps lower than 
the 3 V needed for InP electro-absorption modu- 
lators. It is therefore l imited to low-voltage appli- 
cations and is best used in the digital rather than 
the analogue circuitry, he says. 
Herman Will iamson of Nortel Networks points 
out that, as networks move to being all-optical, 
their  reach is increasing.Also, above a data rate 
of 10 Gb/s, error correct ion becomes economi- 
cal for long-haul fibre l inks.The quality of an 
optical link is therefore determined by the ana- 
logue circuitry (i.e. fT and voltage), so Nortel will 
use III-Vs components  operating at 5 V. For other 
circuitry, they don't  want  lots of power and will 
hence use CMOS. 
CMOS vs SiGe for 2.5-a0 Gb/s 
For the lower gigabit data rates, GaAs and even 
SiGe are being challenged by standard CMOS sili- 
con, which offers lower power  and lower cost, as 
well as easier integration. 
Newport  Communicat ions - which was recently 
acquired by Broadcom Corp (Irvine, CA, USA) - 
has made a 2.5 Gb/s OC-48 transceiver in 0.18 prn 
Timing of move to 40 Gb/s 
At February's Intemational Solid- marketed within a year from 
State Circuits Conference, Lucent now. However, initial deploy- 
said it had already shipped pro- ments for 40 Gbls could be via 
totype 40 Gbls Time-Division running four channels at 10 Gbls 
Mult iplexing systems to MCI rather than going to OC-768 
Worldcom. By the end of 2001 it directly. 
expects to ship production 40 
WorldCom's chief technology 
Gbls TDM and WDM systems officer Ron Beaumont reckons 
based on all-SiGe clock and data 
that by end-2002 its networks 
recovery device. will have increased capacity from 
Lucent was left behind by Ciena 160 channels at 10 Gbls to 80 
on 2.5 Gbls OC-48. Then, 18 channels at 40 Gbls (followed 
months ago Lucent decided that shortly by 160 channels). 
there was no demand for OC-192 However, he reckons that by 
and chose instead to achieve 10 2004 speeds may have risen to 
Gbls transmission via four chan- 160 Gbls (increasing capacity 80- 
nels operating at 2.5 Gbls OC-48 fold in five years). 
data rates (despite Lucent's Bell Stephen Montgomery of 
Labs being first to demonstrate a ElectroniCast (San Mateo, CA, 
100-wavelength 10 Gbls DWDM USA) says "When you have better 
system giving I Tbls capacity), fiber, then you can start looking 
However, Nortel deployed a at [OC-768]". "The cost model 
whole suite of OC-192 products, doesn't pan out to go to 40 Gbls 
leading to market dominance at right now." A 32-channel system 
10 Gbls. Lucent is therefore said operating at 10 Gbls provides 
to be determined not to left data transmission comparable to 
behind again on 40 Gbls OC-768. an eight-channel system operat- 
Its 40Gbls TDM technology ing at 40 Gbls, without present- 
(designed for both long-haul and ing nearly the cost or complexity 
metro networks) was trialed last issues". 
year by Global Crossing Ltd across 
Most suppliers predict that de- 
a 71 km fibre link connecting 
ployrnent of true OC-768 systems 
Brussels and Antwerp, Belgium. 
will not take place for 12-18 
Meanwhile, Nortel's OC-768 sys- months, with widespread imple- 
tern (which has been tested by mentation lagging by a year or 
WorldCom and others) will be more. 
CMOS which dissipates just 500 mW from a 1.8V 
supply.According to principal design engineer 
Afshin Momtaz "the power  is much lower com- 
pared to parts in bipolar or GaAs so there is less 
heat - you can get it into a small package". 
Ultimately 16 of the transceivers could be put on 
a processor to support  40 Gb/s throughput  (i.e. 
16 x 2.5 Gb/s). 
Broadcom is claiming the world's first CMOS 
single-chip OC-192 (9.953Gb/s) SONET/SDH 
transceiver (BCM8150) - part of the Broadcom 
X-PHY very-low-power 10 Gb/s CMOS optical 
transport  product  family. 
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Big Bear Networks 
"As the optical networking equipment market 
transitions from a low-volume market o a high- 
volume market, our CMOS transceivers present 
distinct advantages over GaAs or SiGe trans- 
ceivers," says Marry Colombatto, network busi- 
ness vp and general manager. "CMOS is a widely 
available, proven process technology that uses 
less expensive packaging, giving our customers 
the ability to deliver lower-cost systems in high- 
volume quantities. It also allows for higher levels 
of integration with lower power  consumption, 
enabling operators to decrease their operating 
equipment costs while maximising their band- 
width capacity." 
Also, UCLA (Los Angeles, CA, USA) has made a 
10 Gb/s clock and data recovery circuit in 
O. 18 ~nn CMOS (for transceivers shipping later 
this year). In addition, one company is even 
working with them to design a 40 Gb/s CMOS 
part, which is possible with O. 13 pm CMOS, says 
professor of electrical engineering Behzad 
Razavi. 
While system providers trying to get to market 
quickly will not go with CMOS, ultimately parts 
needing high levels of integration will not go 
with SiGe. "Power dissipation and integration 
favour CMOS, so you can put multiple trans- 
ceivers on a chip". 
However, Ramin Shirani, vp of engineering for 
Big Bear Networks (Milpitas, CA, USA) reckons 
that SiGe is "not a show stopper, you can inte- 
grate all the way [to 40 Gb/s]". However, 
"0.16 ~rn SiGe processes have no more than a 
10% overhead over standard CMOS" he adds. 
But, "by mixing CMOS and SiGe, you can have 
blocks of 1.8 V and 1.5 V power  supply on parts; 
that keeps power dissipation under control," he 
concludes. 
Meanwhile, Rick Walker (principal project engi- 
neer with Agilent Technologies Inc) reckons that 
devices using SiGe will have an edge because 
CMOS parts will show significant jitter on fibre 
lengths of 40km and beyond, where much of the 
10 and 40 Gb/s systems will ultimately be 
deployed. 
So, although much debate rages about 
whether  SiGe can challenge InP for 40 Gb/s, 
it seems that GaAs faces strong competit ion 
from SiGe at 10 Gb/s, while even CMOS silicon 
is capable of encroaching, especially at lower 
data rates. 
I '.+! NA-MB E 1 i ° 
rth A 
USA 
RES No.126 - USE THE FAST NEW ENQUIRY SERVICE @ www.three-fives.com 
III-Vs REVIEW THE ADVANCED SEMICONDUCTOR MAGAZINE VOL 14 - NO 4" MAY 2oot 
