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1 Introduzione
Tra i problemi del Calcolo delle Variazioni che hanno tra le incognite un'iper-
superficie K di }Rn (n ~ 2), uno tipico è stato proposto, nell'ambito della
Visione Computerizzata, da Mumford & Shah nella seconda metà degli an-
ni ottanta ([MS1] e [MS2]) come approccio variazionale al problema della
segmentazione di immagini. Si tratta di un modello continuo e determi-
nistico ed è un'estrapolazione continua di precedenti formulazioni discrete
date indipendentemente da Geman & Geman (1984) in [GG] e da Blake &
Zisserman (1987) in [BZ].
Il problema della segmentazione di immagini consiste, assegnata un'im-
magine g, nel dividere l'immagine in regioni in cui alcune proprietà del-
la stessa sono relativamente uniformi (la proprietà che qui consideriamo è
l'intensità dei livelli di grigio di ogni pixel). L'approccio variazionale al
problema della segmentazione di immagini richiede la minimizzazione del
funzionale
Nel caso n == 2, 9 rappresenta appunto l'immagine di un gruppo di oggetti e
n lo schermo su cui tale immagine appare. Minimizzando il funzionale MS
cerchiamo di eliminare il rumore presente in un'immagine per un migliora-
mento della qualità della stessa, distinguendo nello stesso tempo le discon-
tinuità di 9 dovute agli spigoli o alle ombre (discontinuità che si vogliono
evidenziare) dalle discontinuità dovute al rumore di fondo o alle piccole
irregolarità (discontinuità che si vogliono eliminare).
La segmentazione di immagini è interessante perché la percezione visiva
ha luogo "sostanzialmente" in base ai contorni (degli oggetti), che forniscono
molte informazioni rilevanti sull'immagine stessa: infatti essi individuano
dove sono gli oggetti, la loro forma e grandezza.
1 In questa nota ho riportato alcuni risultati ottenuti in collaborazione con M. Carriero
e L Sgura. I risultati in forma completa sono esposti in [CFS].
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Il lavoro si articola nei seguenti punti: nella seconda sezione introdu-
ciamo il funzionale di Mumford & Shah e descriviamo le idee essenziali pre-
senLi nella dimosLra:liione del Leorema di esisLenza del minimo del funzionale
stesso; nella terza sezione ci interessiamo al problema di trovare metodi nu-
merici opportuni per la determinazione di una coppia minimizzantej poiché
il trattamento numerico del funzionale MS è difficile a causa deJla presenza
del termine di misura in questa sezione esponiamo l'approssimazione del
funzionale M S con una successione di funzionali quadratici ellittici definiti
in spazi di Sobolev (cfr [AT]). L'approssimazione variazionale è nel senso
della r-collvergemm di De Giurgi [DGF]. Nell'ultima seziOIle iufille descri-
viamo l'algoritmo numerico utilizzato per risolvere il problema di minimo e
presentiamo alcuni esperimenti numerici su immagini digitali, sintetiche o
reali.
2 Il modello variazionale di Mumford & Shah per la
segmentazione di immagini
Un 'immagine digitale in bianco e nero, corrisponde ai livelli di grigio discreti
e costanti a tratti (a causa della digitalizzazione) della proiezione nel piano
di una scena reale tridimensionale vista da una telecamera. Sostanzial-
mente un'immagine digitale monocromatica si può rappresentare mediante
una matrice di numeri interi compresi tra Oe 255 (o di numeri compresi tra
O e 1 nel caso in cui i livelli di grigio vengano normalizzati). Ogni numero
ui 4ue~ta matrice rappre~eIlta il livellu di grigiu del pixel CULTi~pUIldeIlte;
il valore °è a~~ociato ad un pixel nero, mentre il valore 255 (o 1 per im-
magini llormalizzate) è a:;~ociato al pixel bianco. Più granue è il numero
dei pixel, e quindi la dimensione della matrice, più elevata è la definizione
dell'immagine, e quindi la qualità della stessa.
Segmentare un 'immagine vuoi dire regolarizzare l'immagine stessa, ossia
eliminare il rumore, e simultaneamente determinare i bordi degli oggetti
presenti nell 'immagine stessa.
La segmentazione di immagini è ritenuta il primo livello nella elabo-
razione delle le immagini, a cui seguono livelli di elaborazioni superiori,
quali ad esempio il riconoscimento della profondità degli oggetti a partire
dai bordi degli stessi. Tecniche di elaborazione delle immagini sono neces-
sarie in diversi campi, tra i quali l'analisi di immagini mediche, radar e
satellitari, la cartografia e la catalogazione di impronte digitali.
Come detto in precedenza, nella versione discreta un 'immagine si può
rappresentare come una matrice di numeri. Che cosa è invece un 'immagine
monocromatica nella versione continua?
Nella versione continua un'immagine è una funzione assegnata g : n -4
[0,1] misurabile, definita su un aperto limitato n del piano, dove, per ogni
x E n, g(x) rappresenta l'intensità nei livelli di grigio dell'immagine nel
punto x.
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Nel "cartoon model" per la segmentazione di immagini proposto da
Mumford & Shah, assegnata 9 : O ---+ [0, 1] misurabile, si richiede di mini-
mizzare il funzionale (energia del primo ordine)
(K, u) ~ MS(K, u) :== j"r IDu(x, y)1 2 dxdy
lrl\K
+IL jer lu(x, y) - g(x, y)1 2dxdy
lrl\K
+aH l (K n O)
(1)
(2)
nell'insieme A delle coppie ammissibili (K, u) con K C }R2 insieme chiuso
e u funzione continua insieme alle sue derivate prime in O \ K: l'insieme
K è l'insieme delle discontinuità "brusche" della g, ossia l'insieme dei bordi
degli oggetti presenti nell 'immagine di partenza, mentre la u rappresenta la
regolarizzata a tratti della g, ossia l'immagine priva di rumore. In (1) IL e a
sono numeri reali positivi (rispettivamente parametro di scala e di contrasto
legati alla precisione dell'approssimazione che si vuole ottenere); Hl (K n O)
rappresenta la misura l-dimensionale di Hausdorff in }R2 dell'insieme K n O.
Il funzionale MS penalizza grandi insiemi K e, fuori di K, impone ad
u di essere "vicina" a 9 e sufficientemente regolare. In particolare, il primo
termine forza u ad essere il più regolare possibile in un sottoinsieme di O
che deve essere quanto più grande possibile; il secondo termine impone una
penalizzazione (in norma L 2 (O)) per la deviazione di u da g; il terzo addendo
previene l'insieme K dall'essere troppo grande.
Il problema di minimo per il funzionale MS può essere formulato in
questo modo:
min MS(K, u).
(K,u)EA
Per provare l'esistenza di almeno una coppia minimizzante per MS nella
classe di coppie ammissibili A non si possono applicare i metodi diretti del
Calcolo delle Variazioni, basati sul noto teorema di Weierstrass-Tonelli. Per
questo motivo De Giorgi ha introdotto, per minimizzare MS, un nuovo
spazio di funzioni detto spazio delle funzioni speciali a variazione limitata
in O, indicato con SBV(O). In questo spazio si può dare una formulazione
debole del problema di minimo, definendo per ogni v E SBV(O) n LCN(O)
il nuovo funzionale
MS(v) :== j"r lV'v(x, yWdxdy
lrl\s(v)
+IL j"r Iv(x, y) - g(x, y)1 2 dxdy
lrl\s(v)
+aHl(S(v)).
(3)
che dipende solo da v, perché l'insieme di discontinuità K è legato all'insieme
di salto S (v) di v (vedi [DGCL]).
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Il problema di minimo per il funzionale (l), nella formulazione debole
(3), diventa allora
min A15(v).
vESBV(fl)
(4)
Una volta definito la forma debole del funzionale, si prova innanzitut-
to l'esistenza di una soluzione debole e poi si studia la regolarità di tale
soluzione.
L'esistenza di una soluzione debole in SBV(O) per il problema di minimo
(4) è stata provata da Ambrosia (1988) (cfr. [Al], [A2], [A3]) sfruttando
teoremi di compattezza e di semicontinuità inferiore nello spazio SBV(O)
rispetto alla convergenza di L' (O).
Il passo successivo, ossia lo studio della regolarità della soluzione debole,
è molto delicato. In [DGCL] (vedi anche [DMS]) De Giorgi, Carriero e
Leaci, per dimostrare l'esistenza di almeno una coppia minimizzante per
M5, hanno provato che se va E 5BV(O) è un minimo per MB allora
1l I (O n 5(vo) \ 5(vo)) = O,
(cioè :'1(vo) e S(vo) hanno la stessa misura di Hausdorff unidimension-
aie e quindi :'1(vo) non può coincidere con tutto O), e che, posto Vo =
al' lim 1Io(Y), Vo E CI(O \ 5(110)). pprtantn la coppia (:'1(1Io),1ìo) le am-
y->x
rnissibile per MS e rninirnizza il funzionale di J\1urnfurd & Shah.
3 Approssimazione variazionale del funzionale di Mum-
ford & Shah
Il problema di determinare numericamente i minimi del funzionale di Mum-
forò & Shah non è sernjJlice da risolvere anche a causa llella presenza llel
termine di misura H
'
(I< n O). Per questo motivo Ambrosia & Tortorel-
li hanno proposto un approecio al trattamento numerico basato sula teoria
della r-convergenza. Questa teoria) introdotta da De Giorgi e Franzoni nella
seconda metà degli anni settanta ([DGF]), è stata pensata per approssimare
un problema variazionale con una successione di problemi variazionali di-
versi. In questa nota partiamo dai risultati di Ambrosio & Tortorelli che in
[AT] hanno dimostrato che è possibile approssimare il funzionale A15 con
funziunali quadratid ellittici.
Se (X, d) è uno spazio metrico, si dice che una successione !k: X -4
[-00, +00] f-converge a f : X -4 [-00, +00] per k -4 +00, se per ogni
x E X si ha:
(i) per ogni successione (Xk) convergente a x
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(ii) esiste una successione (xk) convergente a x tale che
f (x) 2: lim sup f k ( X k ) .
k---++CX)
Proprietà basilari di questo tipo di convergenza sono: unicità, stabilità
per perturbazioni continue, compattezza e, sotto ipotesi di equicoercività,
convergenza dei minimi dei funzionali approssimanti ai minimi del
funzionale r-limite.
Come dicevamo in precedenza le difficoltà principali che si incontrano
nell'approssimazione del funzionale MS con una successione di funzionali
ellittici sono dovute al termine 1-[1 (S (u)) che rappresenta la misura di un
insieme non noto. Per questo motivo viene introdotta una nuova funzione
variabile s che controlla l'insieme di salto S(u). Tale funzione assume in-
fatti valori prossimi a zero in tutti i punti interni ad un intorno tubolare di
spessore 1/k dell 'insieme S(u) (vedi Figura 1). Per k -+ +00 tale intorno si
contrae e in questo modo s fornisce una rappresentazione approssimata dei
bordi degli oggetti presenti nell 'immagine di partenza.
-- insieme di salto S(u)
""""""""""~ frontiera dell'intorno tubolare s"" 1
Figura 1:
Possiamo quindi definire il funzionale
F(s, u) = { :~(u) se u E SBV(O) e s == 1 q.o. in O
altrimenti
con MS(u) dato in (3). Ebbene vale il seguente teorema di approssimazione
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3.1 Teorema di approssimazione (di Ambrosio & Tortorelli). As-
segnata 9 : O ---+ [0, 1] misurabile, consideriamo per ogni k E N i funzionali:
(S,U)I-+Fk(S,U):= IL (S2(X,y)+:2)IDu(x,y)1 2dxdy (5)
+p, IL Iu(x,y) - g(x,y)1 2dxdy
+a IL GIDS(X,yW + (s(x'y1- 1)\)dXdY
dove u E W 1 ,2(0), S E W 1 ,2(0, [0, 1]).
I funzionali Fk(s, u) f-convergono in L 2 (0) x L 2 (0) al funzionale F(s,u);
la successione (Sk, Uk) di minimi di (5) è compatta in L 2 (0) x L 2 (0);
per ogni punto limite (1, U *) risulta u * E S BV (O) e u * minimizza il fun-
zionale MS; allora, posto K o :== S(u*), si ha u* E 0 1 (0 \ K o) per cui la
coppia (Ko, u*) minimizza il funzionale MS di Mumford & Shah.
4 Approssimazione numerica del sistema di equazioni
di Eulero-Lagrange dei funzionali approssimanti
I risultati visti sull'approssimazione di MS(K, u), nel senso della f -conver-
genza, sono importanti perché consentono di calcolare numericamente i suoi
minimi per mezzo dei funzionali ellittici Fk(s, u) definiti in (5).
Infatti i funzionali ellittici sono più convenienti dal punto di vista nu-
merico, poiché il sistema di equazioni di Eulero-Lagrange ad essi associato
può essere risolto mediante una discretizzazione col metodo delle differenze
finite.
Il sistema di equazioni di Eulero-Lagrange per il k-esimo funzionale ap-
prossimante Fk in (5) (trascurando il termine 1/k2) è dato da:
{
S2~U + 2sDu· Ds == JL(u - g)
~s= ~sIDuI2+Yk2 nell'aperto limitato O.
March in [M] e Spitaleri, March e Arena in [SMA] hanno considerato un'ap-
prossimazione numerica di (EL)k mediante differenze finite.
In questo nota, partendo dalle idee presenti in [M] e [SMA], intendiamo
simulare la f -convergenza nel discreto. A tal fine consideriamo una succes-
sione di discretizzazioni dei problemi continui (EL)k, e studiamo la conver-
genza della successione delle approssimazioni numeriche ottenute, facendo
variare il parametro k secondo una ragionevole legge che preciseremo in se-
guito.
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4.1 Algoritmo numerico
Sia k un intero positivo e sia Xi == ih e Yj == j h una discretizzazione del
rettangolo n == (O, n + 1) x (O, m + 1) con passo h > O. Siano
(i == 1, ... ,m;j == 1, ... ,n)
i valori approssimati della soluzione (s k , U k) del sistema differenziale (EL) k
nei punti interni della discretizzazione di n. Sui punti di frontiera di n
poniamo la U uguale alla funzione 9 e la S uguale ad uno. Per semplicità di
notazione, essendo k un valore fissato, nel seguito ometteremo l'indice k per
le funzioni coinvolte, a meno che non ci sia necessità di maggiore chiarezza.
In generale, è noto che, se si considera un'approssimazione mediante
differenze finite, data una funzione v, le sue derivate parziali prime V x e v y
possono essere approssimate con le differenze centrali
Vi+l,j - Vi-l,j
2h e
Vi,j+l - Vi,j-l
2h
mentre l'operatore di Laplace, ~v :== V xx + V yy si approssima con
Vi+l,j + Vi-l,j - 4Vi,j + Vi,j+l + Vi,j-l
h2
dove Vi±l,j ~ V(Xi ± h,Yj) e Vi,j±l ~ V(Xi,Yj ± h).
Approssimando quindi le derivate parziali prime di U == Uk e di S == Sk
con le differenze centrali otteniamo per il sistema (EL)k lo schema numerico:
{
C' ·u· . - a· 'U'+l . - b· ·u· 1 . - d· ·u· '+1 - e· ·u· . 1 == Ilg· .
'l,) 'l,) 'l,) 'l ,) 'l,) 1,- ,) 'l,) 'l,) 'l,) 'l,) - r--v 'l,)
1 k 2
mi,jSi,j - h 2 (Si+l,j + Si-l,j + Si,j+l + Si,j-l) == 4
dove, per ogni i e j, risulta
1 [ 2 Si,j ( )]
ai,j h 2 Si,j + 2 Si+l,j - Si-l,j ,
1 [ 2 Si,j ( )]bi,j h 2 Si,j - 2 Si+l,j - Si-l,j ,
4 2
Ci,j IL + h 2 Si,j'
1 [ 2 Si,j ( )]di,j h 2 Si,j + 2 Si,j+l - Si,j-l ,
1 [ 2 Si,j ( )]
ei,j h 2 Si,j - 2 Si,j+l - Si,j-l ,
k 2 4 k [ 2 2]
mi,j 4 + h 2 + 4ah2 (Ui+l,j - Ui-l,j) + (Ui,j+l - Ui,j-l) ,
(6)
e gi,j :== g(Xi, Yj) è la discretizzazione data dall'immagine di partenza di
(m + 2) x (n + 2) pixels.
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Partendo per ogni (i, j) dalla approssimazione iniziale (s~~J, u~~J), il si-
stema di equazioni algebriche non lineari (6) viene risolto con il seguente
algoritmo di rilassamento iterativo di tipo Gauss-Seidel:
con
ai )" (S~P~l))U ~+P)l " + bi )" (S~P~l))U ~~l " + di )" (S~P~l))U ~P!+l
, 'l,) 'l ,) ,'l,) 'l ,) ,'l,) 'l,)
+e" "(S~P~l))U ~P!
'l,) 'l,) 1,,)-1
1 ( (p) (p) (p) (P))h2 Si+l,j + Si-l,j + Si,j+l + Si,j-l .
Per ragioni di calcolo e per semplicità di notazione, indichiamo con
le approssimazioni all'iterata p-esima delle soluzioni di (EL)k ordinate per
colonne.
Il criterio di arresto per il procedimento iterativo è dato da:
dove tollsGS e tolluGS sono tolleranze fissate per controllare l'errore relati-
vo. In conclusione, se p* è l'iterata per cui entrambe le disuguaglianze sono
verificate, la soluzione numerica di (EL)k è data da ("8~P*), u~p*)) .
A questo punto per simulare la r -convergenza nel discreto, variando il
valore di k opportunamente secondo una legge k(it), generiamo una suc-
cessione di problemi differenziali (EL)k(it) e risolviamo numericamente cia-
scuno di essi con il metodo esposto in precedenza.
Poiché i risultati del problema continuo si hanno per k che tende ad infinito,
nel discreto siamo interessati ad analizzare la convergenza numerica della
successione delle approssimazioni discrete ("8k( ii) , Uk( ii)) k( ii) di ogni sistema
(EL)k(it), al crescere di it, finché l'errore non è inferiore a una prefissata
tolleranza.
A tal fine utilizziamo una tecnica iterativa basata sulle sostituzioni suc-
cessive o iterate di Picard.
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Per it == O, poniamo k(O) == O e consideriamo come approssimazione
iniziale per il metodo di Picard (so, uo) == (1, g), ossia la segmentazione
uguale ad 1 su tutto n e la U coincidente con l'immagine data g.
Per la prima iterata, it == 1, poniamo k(l) == 1 e calcoliamo (s~p*), u~p*)),
la soluzione numerica del sistema (EL)l, mediante l'algoritmo precedente
GS 1 .
I l ··t . (-(p*) -(p*)) l l· . d ln genera e, per ognI ~ , sIa Sk(it)' Uk(it) a so uZIone numerIca e
sistema (EL)k(it) calcolata con l'algoritmo GSk(it).
In questo contesto, iterare mediante sostituzioni successive alla Picard
significa che l'approssimazione iniziale per il metodo GSk(it+l)' usato per
risolvere (EL)k(it+l)' è la soluzione numerica ottenuta al passo precedente
da GSk(it), ossia
(-(O) -(O) ) _ (-(p*) -(p*)) _ (- - )sk(it+l)' u k(it+l) - sk(it) ' uk(it) == Sk(it), Uk(it) .
Il procedimento iterativo di Picard viene bloccato quando è verificato il
seguente criterio di arresto sugli errori relativi:
e
IIUk(itH) - Uk(it) 112
(errU)k(it+l) == 11_ Il ~ tollu
Uk(it+l) 2
dove tolls e tollu sono tolleranze fissate su S e U rispettivamente.
Definiamo la legge k( it) di variazione del parametro k ricorsivamente nel
seguente modo:
{
k(O) == O, k(l) == 1
k(it + 1) = k(it) + r(er;:Z~~(it)1 se it > 1
dove Il è la funzione parte intera superiore.
4.2 Esperimenti numerici
In tutti gli esperimenti l'immagine data 9 ha una risoluzione di (m + 2) x
(n + 2) pixels e il passo di discretizzazione considerato è h == 1. Inoltre
abbiamo normalizzato la scala di 256 livelli di grigio di 9 (nero (O), bianco
(255)) in modo tale che gi,j E [0,1], per ogni i e j.
Per la risoluzione numerica, i valori dei parametri a e IL del problema
continuo e di tollsGs, tolluGS e tolls, tollu del problema discreto devono
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essere assegnati. In effetti la scelta ottimale di tali valori non è semplice
da fare; sulla base delle esperienze effettuate abbiamo fissato tollsGS ==
tolluGS == tolls == tollu == 0.05, e scelto i parametri di volta in volta (i valori
dei parametri sono indicati nelle didascalie di Figura 2 e Figura 3).
20 20
40 40
60 60
80 80
100 100
120 120
SO 100 1S0 200 2S0 SO 100 1S0 200 2S0
20
40
60
80
100
120 -----!
SO 100 1S0 200 2S0
Figura 2: In alto a sinistra l'immagine originale 9 e a destra la regolarizzata a
tratti u; in basso la segmentazione s. Per i parametri abbiamo scelto i valori a ==
0.05 e J1 == 0.1. Come si può facilmente notare, l'immagine di partenza ha molto
rumore di fondo; segmentando l'immagine otteniamo un'immagine più "pulita",
cioè u, non perdendo le informazioni essenziali, ossia i bordi delle regioni omogenee
nell'immagine di partenza, che sono individuati e localizzati con precisione.
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100 200 300
50
100
150
200
250
100 200 300
100 200 300
Figura 3: In alto a sinistra l'immagine originale 9 e a destra la regolarizzata a
tratti u; in basso la segmentazione s. I valori dei parametri sono: a == 0.005 e
J1 == 1. L'immagine di partenza non presenta rumore e quindi la regolarizzata
a tratti è molto simile all'immagine di partenza. I risultati più significativi si
hanno in questo caso per la s: i contorni (cioè le coste della penisola) sono infatti
perfettamente individuati e localizzati, ed in maniera più netta rispetto alla figura
precedente.
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