We consider buffered real-time communication over channels with time-dependent capacities which are known in advance. The real-time constraint is imposed in terms of limited transmission time between sender and receiver. For a network consisting of a single channel it is shown that there is a coding rate strategy, geometrically characterized as a taut string, which minimizes the average distortion with respect to all convex distortionrate functions. Utilizing the taut string characterization further, an algorithm that computes the optimal coding rate strategy is provided. We then consider more general networks with several connected channels in parallel or series with intermediate buffers. It is shown that also for these networks there is a coding rate strategy, geometrically characterized as a taut string, which minimizes the average distortion with respect to all convex distortion-rate functions. The optimal offline strategy provides a benchmark for the evaluation of different coding rate strategies. Further, it guides us in the construction of a simple but rather efficient strategy for channels in the online setting which alternates between a good and a bad state.
I. INTRODUCTION
T ODAY , streaming of video and other media have become quite popular applications on the Internet. Further, the Internet is used for broadcasting of live events and demanding interactive services such as video conferences and online gaming.
On the Internet and other IP based computer networks the available transmission capacity typically varies significantly over time. This implies variable distortion, measured by distortion-rate functions, throughout the sending period. One way of smoothing the variation in transmission capacity is to use buffers to temporarily store data. However, small playback delay and other real-time constraints impose bounds on the transmission time between sender and receiver, i.e., data can only be stored for a prescribed time in the buffers. Given constraints on network capacity and transmission time, a problem then emerges concerning how to control buffers and coding rate in order to minimize the average distortion.
Although today's real-time services typically work well there is a price for this in terms of over provisioning of network re- and C 2 (t) respectively. sources. With emerging services like streaming of 4K video one can expect that the demand and need of network resources will continue to grow. Coding rate strategies which efficiently utilize the network resources can therefore moderate the need of new investments in network infrastructure.
In this paper we consider communication systems consisting of one sender and one receiver which are linked through a network of channels connected in parallel or in series. The sender has an output buffer, all intermediate nodes between sender and receiver act as combined input and output buffers while the receiver has an input buffer. Further, the sender contains an encoder which through lossy compression makes an approximate representation of the source to fit within the network capacity while the receiver contains a decoder for approximating/reconstructing the source. The channel capacities of the network are time-dependent and are assumed to be known. Note that we allow for each channel to have its own unique timedependent capacity function. See Figs. 1 and 2 for examples of the two types of networks under study.
With deterministic channels, we are studying the so called offline setting. The assumption of knowing the future channel capacities might be considered restrictive. However, there are applications where this assumption seems to be applicable. One example is Internet communication on trains where the train operator provides WiFi to its passengers through train aggregation routers. These routers are connected to multiple mobile operators in order to maximize performance and reliability. For an overview of communication technologies for high speed trains see e.g., [1] and [2] . In [3] , communication characteristics of train aggregation routers are analyzed on a large data set from Swedish railways. Substantial delays occur during sections of many journeys making real-time applications challenging. The collected data set suggests that the geographic variability of the aggregate transmission capacity along the routes are approximately stationary in time. Also, the number of passengers, and thus the available transmission capacity for each of them for different sections of the train route can be approximated in advance from the ticket sales. With such advance estimates of the transmission capacity available, offline coding rate strategies becomes applicable.
The main contribution of this paper is the following: For the parallel and serially connected networks with given available capacity there exists a unique coding rate strategy which minimizes the average distortion for all convex distortion-rate functions. One appealing feature of the optimal coding rate strategy is that it can be geometrically interpreted as a taut string. Besides giving a characterization, this interpretation provides a framework for an algorithm for computing the optimal coding rate strategy. In the online setting, where the channel capacities are not given in advance, the optimal coding rate strategy gives a benchmark to compare heuristic coding rate strategies with. Further, the properties of the optimal coding rate strategy guides us to the construction of a simple but rather efficient coding rate strategy for a channel which randomly alternates between a good and bad state.
The paper is organized as follows. First, related work are discussed in Section II. In Section III, the general coding rate problem is introduced. Taut strings are introduced in Section IV and it is shown that the coding rate problem, under certain conditions, can be viewed as a taut string problem. Thereafter, in Section V, an algorithm for computing the optimal coding rate strategy is given. Analyzing different types of networks, Section VI considers the coding rate problem for broadcasting of live events while Section VII considers the corresponding problem in the case of stored media. In Section VIII we provide a heuristic strategy, the mean strategy, for a channel which randomly alternates between a good and bad state. Numerical evaluations are done which compare the performance of the optimal coding rate strategy, the mean strategy and a greedy strategy in this setting. Finally, conclusions are found in Section IX.
II. RELATED WORK
Buffered data transmission have been considered in various contexts. The practical motivation for our work comes from [4] which considered buffer management strategies, based on rate control through source coding, for a real-time communication system consisting of one sender and one receiver linked by a channel with known time-dependent capacity. In a broader context, rate-distortion optimized strategies for real-time transmission of video have attracted considerable interest and we mention as examples of investigations [5] - [12] . When exploring this area of research, we have not found works with focus on rigorous establishment of optimal coding rate strategies which is the theme of our paper.
In [13] , the authors consider transmission of a stored preencoded variable-bit-rate video from a server to a client. Given a client buffer of fixed size, an algorithm that achieves the greatest possible reduction in rate variability (optimal smoothing) when transmitting the video is presented. It is shown in [13] that the transmission schedule computed by the algorithm is optimal with respect to all convex rate functions. The results of [13] was extended to a network of serially connected channels in [14] .
In comparison, we study strategies for minimizing the average distortion by adaptively encoding the media to cope with timevarying network conditions. Moreover, the techniques used in our paper are different than the approach of [13] , which is based on the theory of majorization, and allow for extension to some classes of time-varying distortion-rate functions.
Using techniques based on calculus of variations, energyefficient transmission schedules for a single channel with quality of service (QoS)-constraints are investigated in [15] . In this setting, it is shown that there exists a transmission schedule which minimizes all convex power-rate functions. Also, time-varying power-rate functions are considered in [15] .
We next mention works in the area of energy harvesting communications system which are related to our investigations. In [16] , the authors study the problem of minimizing the transmission time for a given amount of data in a system with finite energy storage capacity and causality constraints on data and energy arrivals. For the offline situation, the resulting problem may be viewed as a taut string problem. The authors outline a principle, named directional water-filling algoritm, for computing the optimal offline transmission strategy. In [17] , structural properties of optimal offline strategies are investigated and explicit algorithms for computing such strategies are provided. Besides considering a different application, the investigations in [16] and [17] do not address the invariance of the optimal offline transmission strategy with respect to convex functions and do not consider intermediate nodes between the transmitter and the receiver. Further, the algorithms of [17] are iterative and hence differs from the recursive algorithm given in this paper.
Considerable efforts have been devoted to the study of buffer management strategies for network switches supporting QoS. We mention in particular the pioneering work of [18] . For an overview of this area we refer to the survey [19] . In the QoS setting, each packet has an intrinsic value given by a positive real number. The goal of the network switch is to maximize the total value of the transmitted packets. The maximization of the value of transmitted packets is not influenced by the actual variation of the incoming flow of packets throughout the sending period. In our work on the other hand, the corresponding variation of channel capacities has a profound influence on the optimal coding rate strategy and therefore the management of the buffers. This is the fundamental difference between our work and [18] .
We also note that the notion of taut strings have appeared in applications in statistics, see [20] , in image processing, see [21, Chapter 4.4] , and in stochastic processes, see [22] .
III. MODEL SETTING AND FORMULATION OF THE CODING RATE PROBLEM
It is assumed that time is discrete with uniformly distributed time samples {t 1 , t 2 , · · ·} according to
where Δ > 0. The time resolution is assumed to be sufficiently high for capturing the variations of the channels and the source. Besides time, all quantities considered in the paper are assumed to be continuous.
We assume the cut-through model where data can arrive and be transmitted from a node in the network at the same time instance. It should be observed though that the channels may have a time-uniform transmission delay, this has no effect on our study on minimization of the distortion.
The buffers are assumed to work according to the FIFO principle. Hence, data in the buffers are sent through the attached channels in the same order as they have entered the buffers.
Let R(t i ) denote the amount of encoded data for representing the source at sample t i . So, R(t i ) can be interpreted as the source coding rate at t i . The total distortion of the representation of a source with n time samples is given by
where ϕ is a real-valued convex function on the real line and λ(t i ) ∈ (0, ∞) is a weight. When dividing (1) with t n − t 1 , we obtain the average distortion. Note that the class of functions ϕ includes the classical distortion-rate functions, i.e. continuous monotonically decreasing convex functions, with one example
gives possibility to take into account some time-varying distortion-rate functions. 1 We impose a maximal transmission time mΔ, for some m ∈ {1, 2, · · ·}, between sender and receiver in order to have a bound on the playback delay. That is, data can be stored for a prescribed time mΔ in the buffers. Given a source with samples at t 1 , · · ·, t n and transmission delay mΔ, we distinguish between coding period, playback period and sending period. These periods are visualized in Fig. 3 . 
n denote the cumulative transmission and storage capacity of the communication system. That is, U (t i ) is the cumulative capacity at t i taking into account the full capacities of the channels and the full storage capacities of the buffers under the delay constraint. The corresponding coding rate strategy
can be thought of as the greedy coding rate strategy which at each time instance stores as much data as possible in the buffers without thinking of need at future time instances.
denote the coding rate strategy which on the contrary utilize the buffers as late as possible during the coding period in order to guarantee that
and R L will result in the same total amount of encoded data.
n , we denote the cumulative amount of encoded data resulting from the strategy R L . The cumulative curves U and L correspond to the notion of arrival curve respectively minimal departure curve in the theory of network calculus, see [23] .
In the case of a single channel between the sender and the receiver we have
corresponds to the cumulative data transmission between the sender and the receiver and the difference U (t i ) − L(t i ) is the amount of buffered data at the sender. However, R L (t n ) = n+m j=n C(t j ) in order to utilize the allowed delay and take into account the channel capacities at t n+1 , · · ·, t n+m .
If there are several channels connected in series between the sender and the receiver the situation becomes more complicated. Then there is a possibility that the capacity bottleneck alters between different channels during the sending period. This means that the strategy R L might need to save data in the buffers also during the time instances t 1 , · · ·, t n−1 in order to fully utilize the transmission capacity of the system. We will consider the derivation of L and U in detail for specific classes of communication systems in Sections VI and VII.
With L and U introduced, the set Ω L,U is defined:
and
It is clear that any admissible coding rate strategy will satisfy (2) and (3) and therefore is in Ω L,U . We will consider communication systems where the conditions (2) and (3) characterize an admissible coding rate strategy R. For such systems, the set Ω L,U is precisely the set of all admissible coding rate strategies and we obtain the following coding rate problem:
Problem 1 (The coding rate problem) Given L, U , and λ over a coding period
IV. THE TAUT STRING PROBLEM AND THE OPTIMAL CODING RATE STRATEGY
In this section we will analyze optimal coding rate strategies when the conditions (2) and (3) characterize an admissible coding rate strategy. By establishing a close connection of the coding rate problem and the taut string problem, we will show that there is a unique coding rate strategy which is optimal with respect to every convex function ϕ. Let us introduce the taut string problem. Given an interval
. Given such functions F and G, we now introduce the set Γ F,G :
Definition 2 Let Γ F,G denote the set of all continuous functions H which are linear on the intervals
The taut string problem can now be formulated as
Note that the derivative of H ∈ Γ F,G is defined everywhere except at x i , i = 0, 1, · · ·, n. We will interpret the derivative of H as a piecewise constant function on the intervals
Denote the set of the derivatives of the functions in Γ F,G with Γ F,G . The existence and uniqueness of H * follow from the facts that Γ F,G is a closed and convex subset of piecewise constant functions, F (a) = G(a) and ϕ(x) = √ 1 + x 2 is a strictly convex function on R.
The minimization with respect to graph length provides a geometrical characterization of H * , i.e. the graph of H * can be viewed as a taut string between (a, F (a)) and (b, F (b)) inside the corridor with lower boundary given by F (x) and upper boundary given by G(x), a ≤ x ≤ b. For an illustration, see Fig. 4 .
A notable feature of the taut string H * is that it satisfies
for all convex functions ϕ : R → R. For a proof see e.g., Theorem 5.2 and Remark 5.2 in [24] . So H * minimizes, besides graph length, also energy (choose ϕ(x) = x 2 ) and total variation (choose ϕ(x) = |x|) among the functions in Γ F,G .
We now link the taut string problem to the coding rate problem under study. Let λ, L and U be given over a coding period
the set of all continuous piecewise linear functions on the intervals
We have now introduced the necessary notation in order to formulate our main result:
Theorem 1 Let λ, L and U be given over a coding period 
where
Proof: Recalling (4) and the definition of
for all H ∈ Γ F L,λ ,G U,λ and all convex functions ϕ : R → R.
Since both F L,λ and G U,λ are increasing functions, it follows that the taut string H * also is an increasing function since it minimizes graph length in Γ F L,λ ,G U,λ . This means that the element R λ also must satisfy (2) . So, R λ ∈ Ω L,U and is therefore an admissible coding rate strategy by assumption.
Therefore, we obtain from the estimates of (7) that
holds for all convex functions ϕ : R → R. As H * is the unique function with shortest graph length in Γ F L,λ ,G U,λ , it follows that R λ is the unique strategy in Ω L,U which fulfills (8) .
2 
V. AN ALGORITHM FOR THE CODING RATE PROBLEM
Given λ, L and U over a coding period {t 1 , · · ·, t n }, we now consider an algorithm for computing the optimal coding rate strategy R λ when the conditions
for j = 1, · · ·, n characterize an admissible coding rate strategy R. In order to do this, we first introduce Algorithm 1 for computing the taut string H * ∈ Γ F,G given continuous piecewise linear functions F and G on a general collection of intervals
We have:
The taut string algorithm computes the taut string H * ∈ Γ F,G in a finite number of steps.
Proof: For the proof of Lemma 1 we refer to the Appendix.
2 The taut string algorithm is recursive and divides, until termination, the original problem into smaller and smaller sub-problems in accordance with a binary tree structure. One might view the algorithm as a binary tree sort. As such, the algorithm has worst-case complexity O ((m − k) 2 ) and average-complexity O ((m − k) log(m − k)) when considering a taut string problem over the intervals
With the taut string algorithm given, we now turn to the problem of computing the optimal coding rate strategy. Construct the continuous piecewise linear functions F L,λ and G U,λ according to Definition 3. For computing the optimal coding rate strategy, Algorithm 2 is now introduced. We have the following result:
Theorem 2 The coding rate algorithm constructs the optimal coding rate strategy R λ .
Proof: From Lemma 1 we know that TAUT(0, n, F L,λ , G U,λ ) computes the taut string H * ∈ Γ F L,λ ,G U,λ . With the taut string H * at our disposal, we can compute
VI. LIVE BROADCASTING
In this section we consider live media as the source material. It will be shown that there exists a unique optimal coding rate strategy, with respect to all convex distortion-rate functions, for networks of channels in parallel and series between sender and receiver. We assume a coding period {t 1 , · · ·, t n } and a playback In contrast to stored media considered in the next section, for live media we do not have possibility to encode data of the source sample R(t j ) in advance at t i , i < j. Considering a sending period with given channel capacities, the greater flexibility of coding of stored media means that its optimal coding rate strategy will have lower or at most equal distortion compared with the optimal coding rate strategy for live media. For a comparison of the situations it might be instructive to compare Figs. 6 and 9 where the corridors defined by L and U are illustrated for the same basic communication system transmitting live respectively stored media.
A. The Basic Communication System
Consider the basic communication system consisting of a sender, with an output buffer, and a receiver, with an input buffer, which are linked by a communication channel with known capacity C(t). The lower and upper bounds L and U of the cumulative amount of encoded source data are given by
In addition to the sent data j i=1 C(t i ), i.e. data that have reached the receiver at t j , U (t j ) store j+m i=j+1 C(t i ) amount of data in the sender buffer corresponding to the sum of channel capacities for the next m time instances (recall the delay mΔ). Considering L, we should for any t i , i = 1, · · ·, n − 1, have used the cumulative channel capacity for transmitting encoded source data to the receiver. At t n , the end of the coding period, we should have used all available channel capacity during the sending period.
In Fig. 6 , we illustrate an example of a corridor given by L and U . The dotted piecewise linear graph, i.e. the shortest path between (0, 0) and (t 6 , U(t 6 )), corresponds to the cumulative optimal coding rate strategy.
Given L and U , recall that the set Ω L,U is the set of all strategies R = (R(t j )) n i=1 which satisifies
for j = 1, · · ·, n. For the basic communication system, any R ∈ Ω L,U is an admissible coding rate strategy as we can redistribute buffer storage between different time samples within the constraints given by channel capacities and delay. From Theorem 1 now follows that there is a unique coding rate strategy R λ ∈ Ω L,U which satisfies
for all convex functions ϕ : R → R. Further, we can find R λ by the coding rate algorithm of Section V.
B. Generalization of the Basic Communication System: Channels in Parallel
Consider a system of N parallel communication channels between the sender and the receiver. See Fig. 7 for an illustration when N = 2. The N channels are assumed to have known and independent capacities C 1 (t i ), · · ·, C N (t i ) throughout the sending period {t 1 , · · ·, t n+m }. This system can be reduced to a basic communication system of Section VI-A with a single channel of capacity C(t i ) = C 1 (t i ) + · · · + C N (t i ) together with an attached output buffer. So, for the parallel system there exists a unique coding rate strategy which minimizes the total distortion for all convex distortion-rate functions and is computable by the coding rate algorithm.
C. Generalization of the Basic Communication System: Channels in Series
We now turn to a communication system with N serially connected channels. The channels have known capacities C 1 (t i ), · · ·, C N (t i ) during the sending period {t 1 , · · ·, t n+m }. See Fig. 8 for an illustration of a system with two serially connected channels. Let us now derive the lower and upper bounds L and U of the cumulative transmission capacity of the system. The situation is more complicated than for the basic communication system because the capacity bottleneck can alter between different channels during the sending period. Therefore, generic expressions of L and U cannot be obtained.
We start by determining the upper bound U . Let b U i (t j ) denote the number of bits saved in buffer i, i = 1, · · ·, N, at t j , j = 1, · · ·, n, by the coding rate strategy R U corresponding to U . The buffers are numbered 1, 2, · · · starting from the sender and moving through the network towards the receiver. A procedure for determining U is given by Algorithm 3.
Remark 2 After the coding period, i.e. at time instances t n+1 , · · ·, t n+m redistribution of old stored data as in Algorithm 3 is done for bringing all data generated by R U to the receiver.
Besides its greedy nature, the derivation of U follows two basic principles at each time instance t i during the coding period. First, old stored data in the buffers, starting with buffer N and moving backwards, is sent as close as possible to the receiver. Then new data, encoded at t i , is sent as close as possible to the receiver. So, the whole network between sender and receiver can be considered to work according to a FIFO principle.
We only consider strategies following these principles which will exclude some admissible coding rate strategies from further consideration. However, optimal coding rate strategies are not excluded by these principles which is now explained. First, prioritizing sending of previously stored data to the receiver release corresponding storage space in the buffers for data of R(t i ). Further, with the distribution of previously stored data fixed, we should send the new data R(t i ) as close to the receiver as possible in view of alternating capacity bottleneck between the channels at subsequent time instances.
Let b L i (t j ) denote the number of bits saved in buffer i, i = 1, · · ·, N, at t j , j = 1, · · ·, n, by the coding rate strategy R L corresponding to L. From U , we can obtain L working according to Algorithm 4.
Remark 3 Redistribution of old stored data is done at t n+1 , · · ·, t n+m , as in Algorithm 3, in order to bring all data generated by R L to the receiver.
Let us explain the main principles behind the construction of L. We start at t n by assigning L(t n ) = U (t n ). The buffer storage of L at t n must equal the corresponding buffer storage of U , otherwise
C j (t k ) represents the amount of data which can be transmitted at t k only using channel capacities. At k = n, we in addition subtract b L 1 (t n ) as this quantity can be completely represented by data encoded at t n . For
as the strategy R L does not store data unless necessary. We then subtract min 1≤j≤N C j (t k ) from the channel capacities in order to calculate the remaining capacity at t k . Next, Algorithm 3 A procedure for determining U Initialization:
Redistribution of old stored data:
Sending of new data to intermediate buffers:
it might be necessary to store data in the intermediate buffers in order to take advantage of alternating capacity bottleneck of
the channels during the sending period. Therefore, we consider buffer j, j = N, · · ·, 2, and see if it is possible at t k to (i) send stored data from buffer j to the receiver or (ii) transmit new data to buffer j from the sender. These two possibilities are mutually exclusive. If either of them apply, the corresponding channel capacities are updated together with b
The derivation of L takes into account the alternating capacity bottleneck at different channels throughout the sending period and therefore the effect of intermediate buffers. Hence, the output buffer at the receiver can handle all strategies which cumulatively are in between L and U . So, as in the case of the basic communication system, the set Ω L,U characterize all admissible coding rate strategies. From Theorem 1 then follows that the resulting coding rate problem admits a solution R λ ∈ Ω L,U which Fig. 9 . Illustration of corridor given by L and U for coding of stored media with coding period {t 1 , · · ·, t 6 } and delay T = Δ for a basic communication system. The dotted piecewise linear graph corresponds to the cumulative optimal coding rate strategy.
for all convex functions ϕ : R → R. The strategy R λ can be computed by the coding rate algorithm of Section V.
VII. STORED MEDIA
We now consider streaming of stored media for the type of networks discussed in Section VI. As before, we assume a coding period {t 1 , · · ·, t n } and a playback delay of mΔ units of time which results in a sending period {t 1 , · · ·, t n+m }. The difference compared to Section VI is that we assume that the source material is stored in full quality at the sender. So, the entire source material is available for coding from the beginning of the sending period. Hence, in the case of stored media it is important to note that the encoded data at t i do not need to correspond to the source sample R(t i ) but can be part of any sample R(t j ), i ≤ j ≤ n.
A. The Basic Communication System
For the basic communication system, the upper and lower bounds of the cumulative amount of encoded data are given by
The upper bound U is the same as for live broadcasting but the lower bound L is different due to the greater flexibility of coding the source material. Compare further Figs. 6 and 9 where the corridors defined by L and U are illustrated for a basic communication system transmitting live respectively stored media.
With the increased flexibility of transmitting stored media it follows that every R = (R(t i ))
for j = 1, · · ·, n can be realized by the basic communication system. To see this, note that at each time instance t j during the coding period we encode an amount of data R U (t j ) and distribute this amount of data freely between the source samples at t j , · · ·, t n . So, the set Ω L,U characterizes all admissible coding rate strategies. Theorem 1 therefore implies that the resulting coding rate problem admits a solution R λ which satisfies
for all convex functions ϕ : R → R. As in the case of live broadcasting, we can find R λ by the coding rate algorithm of Section V.
B. Generalization of the Basic Communication System: Channels in Parallel
The parallel system can be analyzed as a basic communication system of Section VII-A with a single channel of capacity 
C. Generalization of the Basic Communication System: Channels in Series
U is identical to live broadcasting while L is different and given by
The difference in the construction of L occurs as we have access to the entire source file from the beginning of the sending period and therefore can encode content in advance.
for j = 1, · · ·, n are admissible. This follows since at each time instance t j , j = 1, · · ·, n, we can encode an amount of data given by R U (t j ) but distribute this capacity freely between the source samples at t j , · · ·, t n . The admissible coding rate strategies are therefore characterized by the set Ω L,U . Theorem 1 then implies that the resulting coding rate problem admits a solution R λ which satisfies
for all convex functions ϕ : R → R. Finally, the strategy R λ can be computed by the coding rate algorithm of Section V.
VIII. ONLINE SETTING AND NUMERICAL EVALUATIONS
The aim of this section is to provide some insight into the online setting. In particular, we numerically evaluate the distortion of the offline strategy and two heuristic online strategies for randomly generated channel capacities. The evaluations are restricted to the basic communication system with a single channel between the sender and the receiver. To thoroughly investigate the online setting with accompanying numerical evaluations is a comprehensive research topic in itself and falls outside the scope of the present paper.
It is assumed that the channel randomly changes between two states during the sending period {t 1 , · · ·, t n+m } and that the states of the channel at different time instances are independent of each other. C i denotes the channel capacity of state i, i = 1, 2, and p denotes the probability of state 1. This model of the channel can easily be extended to the case of N different states, N ∈ N.
One of the heuristic strategies is the greedy strategy R U , corresponding to U , which at each time instance during the coding period codes as much data as possible without considering the need at future time instances. The second heuristic strategy, denoted R M , tries at each time instance during the coding period to code according to the expected capacity
of the channel (taking into account the maximal delay of m time samples). If
By construction, we then have
Algorithm 5 provides the mean strategy formulated in pseudocode. 
Numerical evaluations of the different strategies were performed with the following parameters: channel capacities C 1 = 10 bits and C 2 = 1 bits, n = 100, 000 time samples, delay m = 100 time samples and uniform weight λ(t i ) = 1, i = 1, · · ·, n. The distortion-rate function ϕ(R) = 4 −R was used and we tested three different values of p: 0.8, 0.5, and 0.2. For each value of p we ran 5, 000 numerical evaluations. The averaged distortion of the different strategies from the numerical evaluations are found in Table 1 .
Clearly, the greedy strategy R U has by far the worst performance in all three cases. This is not surprising as the greedy strategy codes the source material with R U (t 1 ) = m+1 i=1 C(t i ) bits at t 1 and with R U (t i ) = C(t i+m ) bits for all other time instances t i , i = 2, · · ·, n, during the coding period. This typically results in a considerably uneven distribution of channel capacity used for R U (t 1 ) and the remaining source samples R U (t i ), i = 2, · · ·, n. The performance of the mean strategy R M , which is not of much more complexity to implement than the greedy strategy, gets close in performance to the optimal offline strategy R λ when p decreases. The quotient between the distortion of R λ and R M is 1.13 when p = 0.2 but increases to more than 14 when p = 0.8.
Let us explain the reason to consider the mean strategy and its connection with the optimal offline strategy. Note that for each admissible strategy R ∈ Ω L,U we have
as we otherwise would not use all channel capacity during the sending period. So, the average coding rate is n+m j=1 C(t j )/n for all admissible strategies. Note further that the strategy R λ can be viewed as the minimal deviation from the average strategy as it minimizes all central moments of or-
This follows from Theorem 1 by considering the specific convex functions
In the online setting, the property (10) then guided us to consider R M which at each time instance tries to stay as close as possible to the expected coding capacity given by (9).
IX. CONCLUSION
We have considered live broadcasting and streaming of stored media through networks of time-varying channels connected in parallel or series. Within the constraints of network capacity and prescribed transmission delay, we investigate how to encode the source optimally with respect to average distortion. Using the framework of taut strings, it has been shown that there exists a coding rate strategy which minimizes the average distortion with respect to all convex distortion-rate functions. The geometrical interpretation in terms of a taut string provides the basis for an algorithm for computing the optimal coding rate strategy.
The optimal coding rate strategy guided us in the construction of a simple but reasonably efficient strategy addressing the online situation when the channel randomly alternates between a good and a bad state. It also provides a benchmark for evaluation of other coding rate strategies.
A natural extension of the work in this paper is to consider traffic of multiple pairs of senders and receivers within the network. We plan to address such an extension in future work.
APPENDIX: PROOF OF LEMMA 1
Proof: We now prove that the taut string algorithm actually constructs the taut string H * ∈ Γ F,G .
Assume first that Then the algorithm assigns
for i = k + 1, · · ·, m − 1. By construction, H * ∈ Γ F,G . Further, the graph of H * corresponds to the straight line between (x k , F (x k )) and (x m , F (x m )) which clearly minimizes the graph length between these points. Hence, the constructed H * is the taut string. We now consider the remaining case, i.e. when there is an index j ∈ {k + 1, · · ·, m − 1} such that for i = l + 1, · · ·, l + n − 1. It is clear that H * has shorter graph length than H * on these intervals. For remaining segments, H * and H * coincide by construction. Since the taut string H * uniquely minimizes graph length in Γ F,G we must have H * = H * and in particular
As H * (x j ) ≥ F (x j ) this gives H * (x j ) = F (x j ).
If there are remaining nodes x i , i = k + 1, · · ·, m − 1, where the taut string H * has not been fixed, the procedure of the algorithm is repeated for the subintervals [x k , · · ·, x j ] and [x j , · · ·, x m ]. By continuing in this recursive manner, the taut string will be constructed for the entire interval [x k , x m ] after a finite number of steps. Robert Forchheimer is Professor Emeritus at the department of Electrical Engineering at Linköping University, Sweden (LiU). From 1974 to 2004, he worked in the field of digital image and video coding and is one of the pioneers in the development of the MPEG standard for digital television. He founded the division of Information Coding at LiU and broadened his research areas to include optical networks, radiobased packet networks, smart vision sensors, organic electronics, and bio-informatics. His entrepreneurial contributions include the start-up of several companies, today employing more than 600 people.
