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Abstract
We consider distribution algebras on rational vectors whose signatures are induced by systems
of k-valued functions. For a family of algebras, we obtain a criterion for such algebras to be
,nitely generated. ? 2002 Published by Elsevier B.V.
Keywords: Distribution algebras; k-Valued functions
One of the main problems in the structural theory of probability automata is that
of generating random variables using a basic set of random generators and a set of
transducers. Given a set of transducers, it is interesting to analyze the requirements on
the initial generators depending on the class of random variables to be generated. In
[2,3], this problem was considered for the case when transformations were made by
k-valued functions. This model leads to studying algebras on random variable distri-
butions with signatures de,ned by a class of transducers. In this paper, we continue
the study of ,nitely generated distribution algebras whose signatures are induced by
systems of k-valued functions, k¿ 2.
Let T (k), where k¿ 2, be the k-dimensional stochastic simplex, Pk be the set of
all k-valued functions, Ek = {0; 1; 2; : : : ; k − 1}, and <pi = (pi0; pi1; : : : ; pik−1), where
<pi ∈T (k); i=1; 2; : : : . For each function f(x1; x2; : : : ; xn) in Pk and for each ∈Ek , we
de,ne the function
f∗( <p1; <p2; : : : ; <pn) =
∑ n∏
i=1
piif
(1; 2; : : : ; n); (1)
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where the sum is taken over all (1; : : : ; n) from Enk ;  = 0; 1; : : : ; k − 1, and
f(1; 2; : : : ; n) =
{
1; if f(1; 2; : : : ; n) = ;
0 otherwise:
The system
(f∗0 ( <p1; <p2; : : : ; <pn); f
∗
1 ( <p1; <p2; : : : ; <pn); : : : ; f
∗
k−1( <p1; <p2; : : : ; <pn)) (2)
will be called the operator generated by f, and denoted by <f
∗
( <p1; <p2; : : : ; <pn).
Each vector <pi can be interpreted as the probability distribution of some discrete
random variable i taking values from Ek . Then <f
∗
( <p1; <p2; : : : ; <pn) is the probability
distribution of the variable f(1; 2; : : : ; n) provided that i are mutually independent
whenever 16 i6 n.
Suppose F ⊆ Pk and put F∗ = { <f∗ |f∈F}. Then the system 〈T (k); F∗〉 is an
algebra [1]. Subalgebras of 〈T (k); F∗〉 are called distribution algebras. Let 〈G; F∗〉
be the meet of all subalgebras of 〈T (k); F∗〉 whose supports contain the set P. Then
P is the system of generators of 〈G; F∗〉. In this case we put G = [P]F∗ , where
[P]F∗ denotes the closure of P with respect to F
∗. An algebra with the ,nite system
of generators is called 0nitely generated. It follows from cardinality arguments that
an algebra with countable signature and greater than countable support cannot have a
,nite system of generators. Among the algebras with countable supports, subalgebras of
〈B(k); F∗〉 are the most interesting; here B(k) denotes the set of all rational vectors of
the k-dimensional stochastic simplex. As shown in [2], algebras 〈B(k); F∗〉, where F ⊆
Pk , cannot have ,nite systems of generators. When describing families of subalgebras
in 〈B(k); F∗〉, we shall use certain systems of predicates.
Let M be a set of mutually prime numbers. Denote the closure of M under multi-
plication by [M ]. Put
G(k)(M) =
{
<p=
(
j1
r
;
j2
r
; : : : ;
jk
r
)
| <p∈B(k); r ∈ [M ];
gcd(j1; j2; : : : ; jk) = 1} :
Let r = r’11 r
’2
2 : : : r
’t
t . In what follows, we denote the vector(
j1
r’11 r
’2
2 : : : r
’t
t
;
j2
r’11 r
’2
2 : : : r
’t
t
; : : : ;
jk
r’11 r
’2
2 : : : r
’t
t
)
by <q(j1; j2; : : : ; jk =r1; r2; : : : ; rt ;’1; ’2; : : : ; ’t) or by <q(j1; j2; : : : ; jk =r; 1).
In [2], it is shown that the system 〈G(k)(M); P∗k 〉 is a distribution algebra if and only
if all the numbers in M are prime, and a criterion of being ,nitely generated is proved
for algebras 〈G(k)(M); P∗k 〉, where k¿ 3. We next de,ne a family 〈G(k)d (M); P∗k 〉 of
subalgebras of 〈G(k)(M); P∗k 〉.
Suppose M is a set of prime numbers and d is a number, d 	∈ M . Let us put
G(k)d (M)={ <p= <q(j1; j2; : : : ; jk =r; 1) | <p∈G(k)(M) and there exists a unique i such that
(d; ji) = 1 and (d; jm) = d for 16m6 k; m 	= i}.
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It is easily shown that the system 〈G(k)d (M); F∗〉 is an algebra for any system F
from Pk . In this paper, we study the conditions when subalgebras of 〈G(k)d (M); F∗〉
are ,nitely generated, where k¿ 3.
Let a be an integer such that 16 a6d− 1. We put
G(k)d (M | a) = { <p= <q(j1; j2; : : : ; jk =r; 1) | <p∈G(k)d (M); r ≡ a (mod d)}:
Lemma 1. For each M; the set 〈G(k)d (M | 1)〉 is not empty.
Proof. Let r ∈ [M ]. Since (r; d) = 1; there exists an n¿ 1 such that rn ≡ 1 (mod d).
Lemma 2. For each system F from Pk the system 〈G(k)d (M | 1); F∗〉 is an algebra.
This lemma follows from the fact that the set of numbers b such that b ≡ 1 (mod d)
is closed under multiplication.
The main goal of this paper is the following
Theorem 1. For each k¿ 3 the algebra 〈G(k)d (M | 1); P∗k 〉 is 0nitely generated if and
only if M is 0nite.
We precede the proof by several lemmas.
Lemma 3. Let <p∈P; and let  be a permutation of entries of the vector <p. Then
( <p)∈ [P]P∗k .
Lemma 3 follows easily from the fact that Pk contains every permutation of numbers
of Ek .
From now on, distribution vectors are considered up to a permutation of entries.
Lemma 4. Suppose that k¿ 3; d¿ 1; r ¿d; t ¿ 1; l¿ 1; si ¿ 0; di ¿ 0 whenever
16 i6 l; and bi¿ 0 whenever 16 i6 k are integers such that the following relations
hold:
(1) (r; d) = 1;
(2)
∑k
i=1 bi = r;
(3) (bi; d) = d for 16 i6 k − 1; and (bk ; d) = 1;
(4) (si; d) = d for 16 i6 l− 2; and sl−1 = d; sl ≡ r (mod d); sl ¡d;
(5) r =
∑l
i=1 sidi;
(6) min16i¡k bi¿ s1¿ s2¿ · · ·¿ sl−1;
(7) si6 tsi+1; 16 i6 l− 2;
(8) di ¿ (t − 1)(k − 1) for 26 i6 l− 1; and dl = 1.
Then there exist nonnegative integers aij; 16 i6 k; 16 j6 l; such that
k∑
i=1
ai; j = dj; 16 j6 l; (3)
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l∑
j=1
ai; jsj = bi; 16 i6 k: (4)
Proof. We de,ne aij’s as follows. Put
a1j =min
(⌊
(b1 −
∑j−1
z=1 a1zsz)
sj
⌋
; dj
)
for 16 j6 l− 1
and a1l = 0. (Hereafter; we assume that
∑0
z=1 =0.) Given aij for 16 i6 k − 2 and
16 j6 l; we put
ai+1; j =min
(⌊
(bi+1 −
∑j−1
z=1 ai+1; zsz)
sj
⌋
; dj −
i∑
m=1
amj
)
for 16 j6 l− 1;
ai+1; l = 0 and
akj = dj −
k−1∑
m=1
amj for 16 j6 l: (5)
The de,nition of aij implies that they are nonnegative and satisfy (3). Let us prove
that they also satisfy (4).
Consider the sum
∑l
j=1 a1jsj and put
m1 = min{j | a1j ¡dj; 16 j6 l}:
1. Suppose m1=l; then b1=r−sl; bk=sl; bi=0 for 26 i6 k−1, and (4) obviously
holds.
2. If m1 = l−1 then a1j=dj whenever 16 j6 l−2. Since sl−1 =d and (b1; d)=d,
we have dl−1d= r− sldl−
∑l−2
j=1 a1jsj; da1; l−1 =b1−
∑l−2
j=1 a1jsj, and aij=0 whenever
26 i6 k; 16 j6 l− 2. In addition, bi =dai; l−1 whenever 26 i6 k − 1 and, ,nally,
bk = sldl + dak;l−1.
3. Now suppose m1 ¡l− 1; then a1j6 t − 1 whenever m1 + 16 j6 l− 1. Indeed,
by de,nition we have
a1;m1 =
⌊
(b1 −
∑m1−1
z=1 a1zsz)
sm1
⌋
:
Thus, 06 b1 −
∑m1
z=1 a1; zsz ¡ sm16 tsm1+1. Hence
a1;m1+1 = min
(⌊
(b1 −
∑m1
z=1 a1zsz)
sm1+1
⌋
; dm1+1
)
6min(t − 1; dm1+1) = t − 1: (6)
Next, we prove by induction on j that a1j6 t−1 if m1+26 j6 l−1. Since (b1; d)=
d; sl−1 = d and a1l = 0, we have
b1 =
l∑
j=1
a1jsj:
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If a1p=dp for a certain p such that 16p6 l− 1, then it follows from the de,nition
of aij (namely, from the implication a1m ¡dm → a1j ¡dj for m+16 j6 l− 1) that
a1j=dj whenever 16 j6p−1. Due to (6) and (8) of Lemma 4, we have dj−a1j=0
for 16 j6m1 − 1 and dj − a1j ¿ (t − 1)(k − 2) for m1 + 16 j6 l− 1.
Suppose that (4) holds for i= g, where 16 g¡k − 1. By the induction hypothesis,
there exists mg; 16mg6 l − 1, such that dj −
∑g
i=1 aij = 0 if 16 j6mg − 1 and
dj−
∑g
i=1 aij ¿ (t−1)(k−g−1) if mg+16 j6 l−1. Let us prove (4) for i=g+1.
Put
mg+1 = min
{
j | ag+1; j ¡dj −
g∑
z=1
azj; 16 j6 l− 1
}
:
Analogous to the case of i=1, we obtain ag+1; j =dj −
∑g
z=1 azj for 16 j6mg+1− 1
and ag+1; j6 t − 1 for mg+1 + 16 j6 l − 1. By the de,nition of aij and due to the
conditions (bg+1; d) = d; sl−1 = d, and ag+1; l = 0, we obtain
bg+1 =
l∑
j=1
ag+1; jsj;
dj −
∑g+1
i=1 aij = 0 if 16 j6mg+1 − 1 and dj −
∑g+1
i=1 aij ¿ (t − 1)(k − g − 2) if
mg+1 + 16 j6 l − 1. Finally, if i = k then (4) follows from (2), (5), and (8). This
completes the proof.
Lemma 5. Suppose n¿ 1 is an integer and g(n; i; j) = ( nj )(
j
i ); where 06 i6 j6 n.
Then for each constant b there exists an m such that
g(m; i; j)¿ b
for each pair (i; j); where 06 i6 j6m; except for (0; 0); (0; m); and (m;m).
Proof. It is suIcient to check that for each admissible pair (i; j); the function g(m; i; j)
is growing with respect to m.
Lemma 6. Let n¿ 1; $¿ 1; and d¿ 1 be integers. Let
S = {$n−jdn−j+i | 06 j6 n; 06 i6 j}
and let s1; s2; : : : ; sl be the sequence of numbers from S taken in ascending order.
Then for each i; 16 i6 l− 1; we have
si+16 $dsi:
This lemma is obvious. Note that its conditions are satis,ed also for the set S ′= S \
{$ndn; dn; 1}.
Let us say that a rational number s=r, where (s; r)= 1 and 0¡s¡r, is measurable
with respect to the number m, m¿ 0, if (m; s)=1 and there exists an integer l such that
r = lm. The vector <q is called measurable with respect to m if one of its components
is measurable with respect to m.
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Lemma 7. Suppose k¿ 2; F ⊆ Pk; and M is a set of prime numbers. Then for each
r ∈M; each system of generators for the algebra 〈G(k)d (M); F∗〉 contains at least one
vector measurable with respect to r.
The proof is by contradiction. Suppose that r ∈M , [P]F∗ =G(k)d (M), and the system
P fails to contain a vector measurable with respect to r. Then it follows from (1) and
(2) that whatever the system F ⊆ Pk is, [P]F∗ does not contain vectors measurable
with respect to r.
Lemma 8. Let M = {r1; r2; : : : ; rt}; r = r’11 r’22 : : : r’tt and
r =
m∑
i=1
&id+ ld+ 1;
where l¿ 1; m¿ 1; &i¿ 0 (16 i6m;
∑m
i=1 &i¿ 1) are integers;
<p= <q(1; d; : : : ; d︸ ︷︷ ︸
l times
; &1d; : : : ; &md | r; 1);
P = { <p}; and k¿m + l + 1. Then for all  1;  2; : : : ;  t such that 06  i6’i for
16 i6 t;
∑t
i=1  i¿ 1; and r
 1
1 r
 2
2 : : : r
 t
t ≡ 1 (mod d); and for all nonnegative c1; c2; : : : ;
ck satisfying the relation r
 1
1 r
 2
2 : : : r
 t
t = c1 + d
∑k
j=2 cj; the vector
<q(c1; c2d; c3d; : : : ; ckd=r1; r2; : : : ; rt ;  1;  2; : : : ;  t)
is an element of the set G(k)d (M | 1) ∩ [P]P∗k .
Proof. Put
f(x) =
{
x if x∈El+1;
l+ 1 if x 	∈ El+1:
Clearly; p1 = f∗( <p) = <q(1; d; : : : ; d; $d; 0; : : : ; 0=r; 1); where $ =
∑m
i=1 &i. Assign the
weight a(i) to each element i of El+2 as follows: a(0) = 1; a(l + 1) = $d; and
a(i) = d for 16 i6 l. A set (1; 2; : : : ; n) from Enl+1 is then assigned the weight∏n
i=1 a(i). It is easily checked that diJerent weights of the sets from E
n
l+1 consti-
tute the set S = {$n−jdn−j+i | 06 j6 n; 06 i6 j} and the weight $n−jdn−j+i ap-
pears there ( nj )(
j
i )l
i times. Put a = min{ci | 26 i6 k} and choose n1 so that n1 =
min{n | ($d)n ¡adrn’1− 11 rn’2− 22 : : : rn’t− tt ; n¿ 1}. Since r ¿$d; such an n1 does ex-
ist. Put g(n; i; j) = ( nj )(
j
i )l
i. Due to Lemma 3; we may choose n2 so that g(n2; i; j)¿
($d−1)k; where 06 i6 j6 n and (i; j) 	∈ {(0; 0); (0; m); (m;m)}. Put n=max(n1; n2);
bi = ci+1r
n’1− 1
1 r
n’2− 2
2 : : : r
n’t− t
t d; where 16i6k − 1; and bk = c1rn’1− 11 rn’2− 22 : : :
rn’t− tt . Let s1; s2; : : : ; sl be the elements of S taken in descending order; di be the multi-
plicity of the weight si; and t be equal to $d. Since the conditions of Lemma 4 are satis-
,ed (for rn instead of r); there exist nonnegative numbers aij; where 16i6k; 16j6l;
such that (3) and (4) hold. De,ning the function u(x1; : : : ; xn) in Pk to be equal
to i − 1 on the aij sets weighted sj (and ignoring the sets weighted 0); we have
<q= <u ∗( <p1; <p1; : : : ; <p1).
F.I. Salimov /Discrete Applied Mathematics 135 (2004) 259–265 265
Proof of Theorem 1. The necessity follows from Lemma 7. To prove the suIciency;
take M={r1; r2; : : : ; rt} and put <p1= <q(1; d; : : : ; d; $1d=r1; r2; : : : ; rt ;’1; ’2; : : : ; ’t)∈G(k)d
(M | 1). For every n¿ 1; there exists a vector <pn = <q(1; d; : : :; d; $nd=r1; r2; : : : ; rt ; n’1;
n’2; : : : ; n’t) from G
(k)
d (M | 1) such that pn ∈ [{p1}]P∗k . Due to Lemma 8; each vector
<q(c1; c2; : : : ; ck = r1; r2; : : : ; rt ;  1;  2; : : : ;  t) from G
(k)
d (M | 1) belongs to the set [{pn}]P∗k
if  i6 n’i. The theorem is proved.
Corollary. If M is 0nite; then each algebra 〈G(k)d (M | 1); P∗k 〉 has an in0nite number
of one-element systems of generators.
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