In this paper, we give a numerically reliable algorithm to compute the zeros of a periodic descriptor system. The algorithm is a variant of the staircase algorithm applied to the system pencil of an equivalent lifted time-invariant state-space system and extracts a low-order pencil which contains the zeros (both ÿnite and inÿnite) as well as the Kronecker structure of the periodic descriptor system. The proposed algorithm is e cient in terms of complexity by exploiting the structure of the pencil and is exclusively based on orthogonal transformations, which ensures some form of numerical stability.
Introduction
Zeros of transfer functions play an important role in the analysis and design of multi-variable linear systems: besides characterizing when the system is minimum phase or not, the zeros provide information on several structural properties of a system. Also reachability/stabilizability and observability/detectability is deÿned in terms of the zeros of particular systems without outputs or inputs, and even the poles can be seen as zeros of a system without inputs and outputs. For periodic systems there was no reliable numerical algorithm available for computing zeros until recently [29] a stable and e cient algorithm was presented for periodic systems in standard state space form. In the present paper, we pursue the same idea and present a more general method which handles the periodic descriptor case as well. Such a tool is very important since it provides a way to evaluate the transfer-function matrix of a general periodic system [25] and ÿlls a gap in the set of stable and e cient algorithms for periodic systems of the most general class [28] .
We consider here periodic time-varying descriptor systems of the form
where the matrices E k ∈ R k+1 ×n k+1 , A k ∈ R k+1 ×n k , B k ∈ R k+1 ×m , C k ∈ R p×n k , D k ∈ R p×m are periodic with period K ¿ 1, and the dimensions fulÿll the condition K k=1 k = K k=1 n k . For the computation of zeros, it is important to consider the more general case of time-varying dimensions. Since the transmission zeros of a standard system are deÿned in terms of a minimal realization, a similar deÿnition is appropriate also for the zeros of a periodic system (see for example [15] ). However, the minimal realization theory of standard periodic systems (i.e., E k = I n k+1 ) revealed (see for example [6, 9] ) that minimal order (i.e., reachable and observable) state-space realizations of periodic systems have, in general, time-varying state dimensions. It follows immediately that the minimal realization of a periodic descriptor system computed, for example, via a forward-backward decomposition [22] , leads in general to rectangular descriptor matrices E k as well. Note that standard periodic systems with time-varying dimensions have been already considered earlier in [13, 9] . But only recently, numerically reliable algorithms for systems with time-varying dimensions have been developed. Notable examples are the recent algorithms for the computation of a minimal realization [23] and the evaluation of the transfer-function matrix of a periodic system [25] . Finally, the development of general algorithms able to address the case of time-varying dimensions, is one of the requirements formulated for a satisfactory numerical algorithm for periodic systems [28] .
The deÿnition of zeros of a periodic descriptor system can be introduced starting from the stacked forms of time-invariant lifted reformulations [18, 8, 13] . These zeros have a nice interpretation in terms of periodic blocking property of exponentially periodic input signals [2, 5] . The computation of zeros using lifted reformulations leads to large order standard or descriptor system representations with sparse and highly structured matrices. While the direct application of the numerically stable methods of [7, 17] to these representations is certainly possible, the computational complexity for large-order systems is very high. Assuming constant dimensions i = n i = n, such an algorithm has a complexity of O((Kn) 3 ), instead of an expected complexity of O(Kn 3 ) for a satisfactory algorithm [28] . In the case that E k is square and invertible, we can always multiply the ÿrst equation of (1) by E −1 k from the left to reduce it to a standard periodic system. One can then also use the lifting approach proposed by Meyer and Burrus [16] as basis for computing zeros. However, using this second lifting to compute zeros involves now forming products of up to K matrices. Apart from being computationally expensive, the explicit computation of this lifted reformulation can also lead to severe numerical di culties. In passing, we note that alternative approaches like those based on the manipulation of polynomial matrices (e.g., to compute zeros via the Smith-form of the lifted system pencil) are out of discussion because of their well-known lack of numerical stability [21] .
Although the lifting techniques are useful for their theoretical insight, their sparsity and structure may not be suited for numerical computations. This is why, in parallel to the theoretical developments, numerical methods have been developed that try to exploit this structure. The purpose of this paper is to propose a numerical approach to compute the zeros of the periodic system (1) which meets the requirements of generality, speed and accuracy for a good numerical algorithm for periodic systems as formulated in [28] . This goal is mainly achieved by exploiting the sparse structure of the associated lifted system pencil by performing locally row compressions to extract a low-order pencil (of the order of max i {n i }) which contains the zeros (both ÿnite and inÿnite) as well as the Kronecker structure of the periodic system. For the low-order pencil, standard methods can be employed to determine the zeros and the Kronecker structure (e.g., [17] ). The new algorithm belongs to the family of fast, structure exploiting algorithms and relies exclusively on using orthogonal transformations. This is why, for the overall zeros computation a certain form of numerical stability can be ensured. The proposed algorithm solves the zeros computation problem for descriptor periodic systems in its most general setting, being a generalization of the algorithm developed by the authors for standard periodic systems [29] .
Zeros and poles of periodic systems
To deÿne the zeros and poles of periodic system (1), we deÿne ÿrst the transfer-function matrix (TFM) corresponding to the associated stacked lifted representation [13] , which is a time-invariant descriptor system representation of the form
where G 
Assuming the square pencil (3) is regular (i.e. det(
is not identically 0), the TFM of the stacked lifted system is
and the associated system pencil is deÿned as
which both depend on the sampling time k. Obviously, W S k+K (z) = W S k (z) and the TFMs at two successive values of k are related by the following relation [11] :
It follows from this relation that poles and zeros of the TFMs for di erent sampling times, can only di er at z = 0 and ∞. This lifting technique uses the input-output behavior of the system over time intervals of length K, rather then 1. For a given sampling time k, the corresponding mK-dimensional input vector, pK-dimensional output vector and (
In order to deÿne poles and zeros of periodic system (1), we need minimality of the system and of realization (2) . This is equivalent to the notion of reachability and observability at ÿnite and inÿnite eigenvalues of pencil (5), as introduced in [30] . If we assume that system (1) is minimal in that sense (this implies time-varying state dimensions and rectangular descriptor matrices) then we have the following deÿnitions of poles, zeros and minimal indices of transfer function (4) based on system matrix (5) of the stacked lifted system with TFM (4). Let us now introduce another lifting, which requires the matrices E k to be invertible. This is the lifted system introduced in [16] and corresponds to the time-lifted system discussed in [3] . This lifting uses again the input-output behavior of the system over time intervals of length K, rather than 1. For a given sampling time k, the corresponding mK-dimensional input and pK-dimensional output vectors are the same as for the stacked system but an n k -dimensional state vector is deÿned as
To deÿne the lifted system we denote the n j × n i transition matrix of system (1) 
where
. . .
k+j−1 B k+j−1 for i = 2; : : : ; K, j = 1; 2; : : : ; K − 1, and i ¿ j.
System (6) is called the standard lifted system at time k of the given
and depends again on the sampling time k. Let us now deÿne the zeros and poles of periodic system (1) which we assume to be minimal, i.e. completely reachable and completely observable. It follows from [2] that lifted system (6) is minimal too and the converse is also true. Consider the system and pole pencils of the standard lifted system These deÿnitions completely rely on the Kronecker structure of pencils (8) . However, since these pencils involve forming matrix products, they are certainly not suited for reliable computations.
The relation of these pencils with those of the stacked lifted system is explained by the following lemma, which is easily proven by standard elimination.
Lemma 1. If all
and hence also
where N k := n k+1 + · · · + n k+K−1 .
By taking a Schur complement, it is now easy to see that
, that is, the TFMs of the stacked and standard lifted systems are the same. Moreover, both system pencils are essentially equivalent since the transformations of the above lemma only eliminated the non-dynamical part of the systems matrix S S k (z) [30] . We have the following immediate results. It follows from this discussion that Deÿnitions 1-3 introduced for general matrices E k based on the stacked lifted, coincide with Deÿnitions 4-6 when the matrices E k are invertible. But Deÿnitions 1-3 clearly apply as well to the case where any of the matrices E k is singular or even rectangular. These are also the deÿnitions which we will use in the next section.
Computational approach
In this section, we propose an e cient computational approach to determine the zeros of the stacked lifted system (2) at k = 1. The zeros for other time moments k = 2; : : : ; K can be computed in a similar manner by just permuting the order of the underlying matrices. To simplify the notation for the case k = 1, we drop the index used for the sampling time in the lifted system matrices. Before starting our developments, we discuss shortly possible approaches relying on existing algorithms for standard systems.
For a standard periodic system, a straightforward approach to compute the zeros of the pK × mK TFM W L (z) is to apply the algorithm of [7] to system matrix (8) and to extract additional information on zeros and Kronecker structure using the results of [20] . However, because the construction of the standard lifted system involves matrix multiplications, this approach is certainly not recommended for numerical computation. To avoid matrix multiplications, we can employ the general approach of [17] to the stacked lifted system and compute the system zeros as the invariant zeros of system matrix (5). This approach is numerically reliable because it exclusively uses orthogonal transformations. But since it ignores the structure of the problem, the computational complexity of this approach is too high. To compute the zeros, the computational complexity is, in the worst case, of the order of O((N + Kp)(N + Km)N ) operations, where N = K i=1 n i . For example, in the case of a periodic system with constant dimensions i = n i = n, the computational complexity is O(K 3 (n + p)(n + m)n) instead of a complexity of O(K(n + p)(n + m)n) which-as reported in [28] -would be more satisfactory for periodic systems. In what follows, we show that such a computational complexity can indeed be achieved by exploiting the problem structure.
A fast numerical algorithm to compute eigenvalues of products of square matrices (introduced in [22] ) can be used to compute the poles of periodic systems with constant dimensions by de ating the (K − 1)n simple eigenvalues at inÿnity of the pencil F S − zL S by applying (K − 1) orthogonal transformations on low-order submatrices of this pencil. This approach is an orthogonal version of the technique employed by Luenberger [14] and is equivalent to the "swapping" technique described in [1] . The extension of this algorithm to the time-varying case is relatively straightforward and is a particular case of the approach proposed in this paper. In what follows, we show how this idea can be applied to de ate a part of system pencil (5) which corresponds to K i=2 i simple eigenvalues at inÿnity. Since the multiplicity of eigenvalues by deÿnition exceeds the multiplicity of inÿnite zeros by one [30] , this de ation will not a ect the computation of both ÿnite and inÿnite zeros.
Instead of S S (z) in (5), we consider an equivalent pencil S(z) with permuted block rows and columns
where for i = 1; : : : ; K
Consider the ( 2 + 3 + 2p)th-order orthogonal transformation matrix U 1 compressing the rows of the ( 2 + 3 + 2p) × (n 2 + m) matrix
O , where R 1 is an r 1 × (n 2 + m) matrix of full row rank r 1 with n 2 6 r 1 6 min( 2 + 3 + p; n 2 + m) (the lower bound follows from the minimality of the system). Applying U 1 to the ÿrst two blocks rows of S(z) we obtain for the nonzero elements
which deÿnes the new matricesŜ 2 andT 2 . These matrices clearly have 3 + p rows, where
Then construct the ( i+1 + i+2 + 2p)th order orthogonal transformations U i for i = 2; : : : ; K − 1 such that
where R i are matrices of full row rank r i . This recursively deÿnes the new matricesŜ i+1 andT i+1 which have i+2 + p rows, where
Applying the transformations U i successively to the ith and (i + 1)th block rows of the transformed pencil S(z), we ÿnally obtain the reduced pencil 
which is orthogonally similar to S(z) and hence also to the original system pencil S S (z) in (5). Since the matrices R i have full row rank, the subpencil
will contain all ÿnite zeros of the original pencil. The Kronecker structure and the inÿnite zeros of S S (z) are essentially those of the subpencil
The number of rows of this reduced pencil equals
Generically, all submatrices of the pencil have maximal ranks r i = n i+1 + min(p; m). If p 6 m then K+1 = n K +n 1 +2p, while if p ¿ m it follows that K+1 =n K +n 1 +2p+(K −2)(p−m). It is therefore recommended to then work on the transposed of pencil (9) .
To compute the ÿnite zeros and Kronecker structure of the periodic system, we can now apply to resulting reduced-order pencils (11) and (12) a general algorithm to compute the eigenvalues and the Kronecker structure of a system matrix of a particular descriptor system [17] .
The proposed algorithm to compute zeros can be applied to compute the poles as well by deÿning
In a similar way, with
O the zeros algorithm can be used to compute the input decoupling and output decoupling zeros, respectively [12] . It is also obvious that it applies as well to systems in standard form, i.e. where E k = I n k+1 .
Algorithmic aspects
The reduction of S(z) can be done by computing successively K −1 rank revealing QR decompositions (with column pivoting) of ( i + i+1 + 2p) × (n i + m) matrices and applying the transformation to two sub-blocks of dimensions ( i + i+1 + 2p) × (n i−1 + m) and ( i + i+1 + 2p) × n i+1 . Assuming constant dimensions i = n i = n, p 6 m and generic ranks (i.e., i = n i ), the reduction step has a computational complexity of O((K − 1)(n + p)(n + m)n). Since the last step, the computation of zeros of the reduced pencil, has a complexity of O((n + p)(n + m)n), it follows that the overall computational complexity of the proposed approach corresponds to what is expected for a satisfactory algorithm for periodic systems. In fact, when this approach is employed to compute the poles, it is even more e cient than the standard algorithm based on the periodic real Schur form [4] . This is why, the proposed algorithm belong to the family of fast algorithms [22] , being more e cient than an algorithm based on eigenvalue computation (if this is applicable, as for example, in the case when all D k are invertible).
Since the main reduction consists of successive QR-decompositions, it can be shown [10] that the matrices of the computed reduced pencil S − T satisfy
where U and V are the matrices of accumulated left and right orthogonal transformations, M is the relative machine precision, and f(N ) is a quantity of order of N . The subsequent zeros computation step is performed using the algorithm of [17] and is also based exclusively on orthogonal transformations. This second step is numerically stable as well. Overall, we have thus guaranteed that the computed zeros are exact for a slightly perturbed system pencil. It follows that the proposed algorithm to compute zeros is numerically backward stable.
Since the structure of the perturbed pencil is not preserved in the reduction, we cannot say however that the computed zeros are exact for a slightly perturbed original system (i.e., the algorithm is not strongly stable). In spite of this weaker type of stability, the proposed algorithm is the ÿrst numerically reliable procedure able to compute zeros of a periodic system with an acceptable computational e ort. First results to develop a strongly stable algorithm to compute the ÿnite zeros of a periodic system are reported in [26] .
Numerical experiments
We give two examples that illustrate the capabilities of the proposed approach. The computations have been performed using MATLAB-based implementations relying, among others, on the generalized zeros computation tools available in the DESCRIPTOR TOOLBOX [24] . where the state-space dimensions are n 1 = 1, n 2 = 2. We computed ÿrst the zeros at time k = 1. For Á = 2, this system has no input or output decoupling zeros, thus is minimal (i.e., reachable and observable). The system has a pole at = 0:25 and a zero at = ∞. However, for Á = 0, the descriptor periodic system is non-minimal, having an input/output decoupling zero (i.e., unreachable/unobservable pole) at ∞. At time k = 2, the system is minimal. For Á = 2 the system has the poles 1 = 0:25, 2 = ∞ and the zeros 1 = 0, 2 = ∞. For Á = 0 the system has a pole in = 0 and a zero at = ∞.
Example 2. This example illustrates the use of the proposed approach to periodic systems with relatively large periods. Consider a discrete-time periodic system originating from a continuous-time periodic model of a spacecraft pointing and attitude system described in [19] . This system has state, input and output dimensions n = 4, m = 1, p = 2, respectively. The continuous-time linearized state-space model of the spacecraft system is described by the matrices where ! 0 =0:00103448 rad=s is the orbital frequency. Notice that A is a constant matrix with all its eigenvalues on the imaginary axis. The matrix B(t) is however a time-dependent periodic matrix with the period 2 =! 0 . The discretized system for di erent sampling periods K has been used in [27] to design periodic output feedback controller for this system. For a given K, the corresponding sampling period is T = 2 =(! 0 K). The matrices of the discrete-time periodic system can be computed explicitly as
To show the applicability of our algorithm to periodic systems with large periods, we computed the zeros of the TFM for K =120. Note that the corresponding TFM is a 240×120 rational matrix.
For reference purposes we give the matrices of the discretized periodic model which results for K = 120 and T = 50:61468 s [17] to this system is still feasible, it is certainly too expensive to solve this problem.
In Table 1 , computational times are given to determine the zeros of the associated TFM for di erent values of K. The values for T fast represent computational times for the proposed fast method, while the values for T lifted are the times when applying the algorithm of [17] directly to the stacked lifted system. The computations have been done on a 866 MHz PC running MATLAB 6.1 under Windows ME. For the computation of zeros of both reduced pencil (12) and lifted pencil (9) , the szero function of the DESCRIPTOR TOOLBOX [24] has been used. This function relies on the robust Fortran implementation of the algorithm of [17] available in the SLICOT library. 2 It is easy to see that the computational time for the fast method varies almost linearly with K, and this conÿrms our claim for a computational complexity of O(Kn 3 ) of the proposed approach. In contrast, when applying the algorithm of [17] to the stacked lifted system, the resulting times clearly indicates a computational complexity of O(K 3 n 3 ).
Conclusion
In this paper, we presented a numerically backward stable algorithm to compute the generalized eigenstructure of a stacked system matrix of a periodic system. This algorithm can be applied to ÿnd the zeros, poles and decoupling zeros of the system matrix and the left and right null space structures of the corresponding lifted transfer function. The algorithm works for matrices of varying dimension and exploits the block cyclic structure of the pencil to yield a complexity which is linear in the period K and cubic in the maximum dimension of the blocks.
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