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Abstract
The data streaming model provides an at-
tractive framework for one-pass summariza-
tion of massive data sets at a single obser-
vation point. However, in an environment
where multiple data streams arrive at a set of
distributed observation points, sketches must
be computed remotely and then must be ag-
gregated through a hierarchy before queries
may be conducted. As a result, many sketch-
based methods for the single stream case do
not apply directly, as either the error intro-
duced becomes large, or because the methods
assume that the streams are non-overlapping.
These limitations hinder the application of
these techniques to practical problems in net-
work traffic monitoring and aggregation in
sensor networks. To address this, we develop a
framework for evaluating and enabling robust
computation of duplicate-sensitive aggregate
functions (e.g., SUM and QUANTILE), over
data produced by distributed sources. We
instantiate our approach by augmenting the
Count-Min and Quantile Digest sketches to
apply in this distributed setting, and analyze
their performance. We conclude with an ex-
perimental evaluation to validate our analysis.
1 Introduction
Recent work has intensively focused on key research
problems involving the summarization of massive data
streams to support historical queries. In applications
ranging from wide-area network monitoring to data
collection across large-scale sensor networks, the vol-
ume of data collected can overwhelm processing and
storage resources, and thus queriable summaries, or
sketches, of these datasets are widely used. For many
interesting applications, the data arrives as a stream
of observations at a single monitoring point, and must
then be processed into the sketch online and in one
pass, e.g., the sketch must be able to handle incremen-
tal updates (and deletions, if the application demands
it). While a wide variety of sketches are available for
different queries, all focus first on optimizing the fun-
damental performance tradeoff of space vs. accuracy,
as applications often seek to obtain the best accuracy
within a given space bound [1, 20, 25].
A new research thrust has started to focus on the
next set of questions that arise in application environ-
ments in which the data arrives in multiple distributed
streams at a set of observation points. For example,
the growing body of work in sensor databases, views
the observations at each individual sensor as compris-
ing a data stream that the user can query via a base
station at the edge of the network. Queries in sensor
databases often focus on computation of aggregates,
such as the median temperature within a prescribed
region of space-time [22, 23, 30, 31]. Ideally, users
would like to be able to access all sensor readings and
queries could be answered based upon a global view of
the sensor field from a centralized location. In prac-
tice, the costs of such an approach are prohibitive, as
we argue later in more detail.
A second example application involving distributed
streams is traffic accounting and monitoring in wide
area networks. Consider a number of specialized mon-
itoring devices colocated with backbone routers that
have the capability to sample incoming traffic, keep
logs and maintain statistics. Network administrators
would like to be able to run data analysis tools on
the combined information provided by the monitoring
routers from arbitrary locations on the network e.g.,
for detecting DDoS attacks or other anomalous activ-
ity [26]. Each monitoring device can be considered as
a source that continuously observes a stream of traffic
data, and an administrator performing the analysis on
the collective data acts as the aggregation point.
For these applications and many others, the ideal
solution for conducting aggregation queries over such
networks would be to transmit and combine all stream-
ing data to an aggregation point (i.e., to get the union
of the streams), and answer queries locally. Even
though this strategy would provide exact query results,
it suffers from three problems: (1) Storing the data at
a single location is impossible given the maintenance
cost and memory requirements imposed by streaming
data rates even for a small number of streams; (2)
The communication overhead for transmitting all the
data to a single location would be excessive; (3) The
aggregation point could be a central point of failure.
For these reasons, we focus on an alternative hierar-
chical model, where the distributed observation points
perform an initial sketch of their streams, and these
sketches are then routed up through an aggregation
hierarchy to one or more aggregation points. Our fo-
cus is to develop a framework for evaluating which
sketching methodologies are amenable to this general
approach, and assessing the associated costs both an-
alytically and experimentally.
Our starting point is to understand what set of
properties a distributed query model such as this de-
mands from sketches. While it is clear that excellent
space-accuracy trade-offs are a requirement, as in the
single stream case, the distributed model places other
demands on the sketches as well. In both applica-
tions, sketching before transmission to the aggrega-
tion point will introduce errors; quantification of ap-
propriate bounds on the error is a contribution of a
work. In a multi-level hierarchical application, such as
in sensor networks, it is essential that the sketches can
themselves be aggregated into a small space represen-
tation, so that the messaging cost of the computation
does not overwhelm the network. At the same time, it
is preferable that the sketches are duplicate-insensitive
so that multiple copies of messages can be transmitted
to improve fault tolerance without adversely impact-
ing the final computation.1 In applications involving
wide-area networks, small space summaries are needed
to avoid excessive consumption of bandwidth when
the sketches of packet logs are routed to a central-
ized processing point. Here, reliable transmission of
these relatively large sketches can be realized by TCP,
so fault tolerance is not an issue. However, individual
packets may often be observed at multiple monitoring
points, and these observations should be counted only
once in the final aggregate. Therefore, this distributed
application requires robust sketching and aggregation
methods that can correctly handle duplicates in the
data itself.
1Higher level mechanisms for reliable transmission of small
datagrams, such as the use of TCP, are widely viewed as too
expensive in current sensor network architectures.
The examples above exemplify a set of common
challenges in taking techniques designed for sketching
a single stream into a variety of distributed settings
that we address in this work. We start by formalizing
a distributed data streaming model that captures the
notions developed in the discussion above and set up
definitions with which to evaluate sketching method-
ologies in this model, and connect our approach to the
large body of prior work. We then describe our meth-
ods to allow two dissimilar sketching methodologies,
Count-Min sketches [9] and Quantile Digests [29], to
be used in the distributed setting, and also present
cases where our methodology does not readily apply.
Through analysis and experimental evaluation on large
simulated datasets we demonstrate that the accuracy
and space costs of applying our approach for these
two methodologies are small (less than 10% increase in
the variance of the estimates and a constant factor in-
crease in the total space utilization). As a result, they
can readily be applied to an important, broader class
of applications than single-stream sketching methods
(which can incur significant error if used in distributed
domains).
2 Problem Setting
We now present the general problem setting for com-
puting aggregate queries over multiple data streams
that are distributed over a set of n remote observation
points, or hosts. The hosts can communicate with each
other using an underlying network infrastructure. We
are given a set of streams D = {D1, . . . , Dn} and an
aggregation point A where we would like to issue and
answer aggregate queries over the data that appear on
the union of streams D∪ =
⋃n
i=1 Di. For simplicity,
we assume that there is a one-to-one correspondence
between data streams and hosts and use Di to refer to
the data stream at host i. Finally, let S(D) denote a
synopsis maintained for stream D.
If bandwidth is plentiful, an ideal synopsis of the
union of streams can be computed at the aggregation
point. This simple solution creates only one synopsis
S(D∪) based on a one-pass sketch of a combination of
all streams at a predetermined aggregation point. We
refer to this idealized sketch as the master sketch, and
note that this master sketch hides the fact that the
observation points are distributed, since the sketching
is done only after the raw data has been combined.
The messaging cost of this approach is measured by
the data transmitted from observation points to ag-
gregation points, i.e.,
∑n
i=1 |Di|. In practice, it will be
prohibitively expensive to stream this much data from
observation points to aggregation points in full fidelity,
so the results obtained by the master sketch will form a
baseline that is used in comparison to practical meth-
ods which perform summarization at the observation
points.
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Figure 1: Master sketch approach vs. union of sketches
The family of practical solutions that we consider in
this paper considers a two-level hierarchy, but which
can readily be extended to a multi-level hierarchy. At
each observation point we create one synopsis S(Di)
for each data stream. These synopses are reliably
routed to an aggregation point, which computes a
combined synopsis consisting of a union of sketches:
S∪ =
⋃n
i=1 S(Di). While this methodology is typically
less accurate than the master sketch approach, it af-
fords the advantage of significantly reduced messaging
cost of data routed to the aggregation point. Here, the
messaging cost is only a function of the sketch sizes,
not the original streams:
∑n
i=1 |S(Di)|. A depiction
of the master sketch approach against the more prag-
matic union of sketches approach appears in Figure 1.
Our first objective is to consider the extent to which
the union of sketches approach reflects the master
sketch approach, noting that it is of course impossi-
ble to provide complete equivalence. We propose the
following two definitions that provide different guar-
antees across the two methods.
Definition 1 (Unbiasedness). Let E{S(D)[q]} de-
note the expected result of query q on sketch S(D),
where the expectation is taken over random choices
made in generating sketch S. A union of sketches is
said to be unbiased with respect to the master sketch
if for all q, E{S(D∪)[q]} = E{S∪[q]}.
Definition 2 (Bounded Error). Suppose a sketch-
ing method must provide (, δ)-approximate query re-
sults over a set of queries Q. A union of sketches is
said to have bounded error with respect to the master
sketch if for all q ∈ Q, both sketches provide (, δ)-
approximation guarantees for q.
In the first of the two notions, the union of sketches
provides answers to queries that are unbiased with re-
spect to the master sketch (but may have increased
variance). In the second, there is no guarantee that the
union of sketches is unbiased, but it is guaranteed that
it returns (, δ)-approximate results. We shall demon-
strate that Count-Min sketches satisfy the first notion,
while Quantile Digests satisfy the latter.
Our second objective is to ensure that the aggrega-
tion methods we consider are robust, and in particu-
lar are order-insensitive and resilient to the presence
of duplicates, as advocated in earlier work on sensor
aggregation [28, 7]. This is relevant to us more gen-
erally, as we wish to avoid double-counting duplicates
across distributed streams, as we wish the results of
union computations to be insensitive to the ordering
of particular operations. We recap the basic defini-
tions intuitively next; a formal definition is provided
in [28].
Definition 3 (Order Insensitivity). Consider a
data stream D of items α1, α2, . . . αm, and let π de-
note an arbitrary permutation on m items, and π(D)
denote the stream of items after applying permutation
π. A sketching algorithm is said to be order-insensitive
if ∀π,S(D) = S(π(D)). Similarly, a sequence of union
operations are order-insensitive if the result is not af-
fected by reordering.
Definition 4 (Duplicate Insensitivity). Consider
a data stream D of distinct items α1, α2, . . . αm. Now
consider another stream D+ which consists of D as a
subsequence but with arbitrary repetition of items. A
sketching algorithm is said to be duplicate-insensitive
if ∀D,D+,S(D) = S(D+).
Our approach will be to establish the extent to
which single-stream sketching methodologies can be
modified to satisfy the conditions and properties enu-
merated above in our distributed streaming model.
2.1 Flajolet-Martin Sketches
One of the essential building blocks of our approach
to realize the latter two properties of order- and
duplicate-insensitivity is the use of Flajolet-Martin
(FM) sketches [13]. As observed in previous work on
aggregation in sensor databases, aggregation applica-
tions which employ integer counters are not duplicate-
insensitive, as both duplicate occurrences of counted
values and duplicate transmissions of counted values
cause double-counting. An elegant fix is to apply an
FM sketch to any integer value to render it duplicate-
insensitive [7, 28], as we describe next. This method
enables us to use both dispersity routing of aggregates
as described in previous work, as well as providing a
simple method for avoiding double-counting of identi-
cal items witnessed in multiple distributed streams.
We begin by describing the basic structure of the
FM sketch. The FM sketch was introduced for esti-
mating the number of distinct objects in a multi-set.
FM requires a hash function h which takes as input an
object id o, and outputs a pseudo-random integer h(o)
with a geometric distribution, i.e., Pr[h(o) = v] = 2−v
for v ≥ 1. A sketch consists of r bits, whose initial val-
ues are set to 0 (an appropriate choice of r is discussed
later). For every object o in the multi-set, FM sets the
h(o)-th bit of the sketch to 1. The key to duplicate-
insensitivity of the FM sketch is that regardless of the
number of times an identical object is inserted, the
same bit in the sketch is always set. This also applies
Algorithm 1 FM PCSA
1: Initialize m sketches FM1,FM2, . . . ,FMm, each with r
bits set to 0
2: for each object o in D do
3: randomly pick a sketch FMi(1 ≤ i ≤ m)
4: FM[h(o)] = 1
5: k = 0
6: for i = 1, . . . ,m do
7: for j = 1, . . . , r do
8: if FMi[j] = 0 then
9: k = k + j
10: break // go to the next sketch
11: return 1.29m · 2 km
in distributed settings, provided that identical random
hash functions are used.
To convert an FM sketch back to a value, the fol-
lowing approach is used. FM finds the first bit of the
sketch that is still 0. Let the position of this bit be
k; then the number of distinct objects is estimated
as n = 1.29 · 2k. This value is an unbiased estimate,
i.e., E{n} = 1.29 · 2E{k}. However, the variance of k
is approximately equal to 1.12, and thus the estimate
for n is frequently off by a factor of two or more. To
remedy this deficiency, Flajolet and Martin proposed
using m independent sketches, each with its own in-
dependent hash function, and averaging the resulting
values. In order to keep processing costs expected O(1)
instead of O(m), Flajolet and Martin also proposed a
technique called Probabilistic Counting with Stochas-
tic Averaging (PCSA). PCSA applies a second hash
function to choose only one of the m sketches and per-
forms the object insertion only to this sketch. As a
result, each sketch is responsible for approximately nm
(distinct) objects, resulting in a new estimation for-
mula: 1.29m ·2 1m
Pm
i=1 ki , with expected standard error
O(m−
1
2 ). The pseudo-code of FM with PCSA is shown
in Algorithm 1.
As shown in [13], an appropriate value for r, the
sketch size, is O(log2 n), where n is the number of
distinct objects. The resulting space consumption of
the FM algorithm is O(m log2 n) when m sketches are
used. An extension to FM sketches appeared in [4, 15]
that provides an (, δ)-approximation for the distinct
counting problem. The space that is needed to guar-
antee a (1+) approximation, with probability at least
1− δ is O( 12 log(1δ ) log(n)). Later on, we will use this
method to provide various error bounds for our du-
plicate insensitive sketches. A number of advanced
methods based on FM sketches have also been pro-
posed [1, 4, 17]; all of these could be used for our
applications.
As shown in [7], FM sketches are both order- and
duplicate-insensitive. We can also show that the union
of FM sketches over a distributed environment is un-
biasedness with respect to a master sketch, even in the
presence of duplicate values and duplicate sketches, as
shown in [28]. This property will prove useful for ar-
guing about the unbiasedness and the bounded error
of more involved FM sketch constructions.
2.2 Other Related Work
Most prior work on data stream aggregation has
concentrated on the single-stream, centralized case
[1, 20, 18, 19, 25, 12, 2]. Only recently has the
problem of computing aggregates on the union of dis-
tributed data streams received some interest. Gibbons
and Tirthapura [17] show how to estimate simple bit
level functions on the union of data streams using a
sampling based technique. Das et al. [10] present a
method to estimate the cardinality of set expressions
on distributed streams that can be overlapping. Their
method is based on the technique for distributed Top-k
monitoring proposed by Babcock and Olston [3]. How-
ever, they don’t discuss aggregation or sketch-based
methods. Finally, a recent paper by Manjhi et al.
[24], presents a method that finds frequent items in
the union of distributed data streams, with small com-
munication complexity. They utilize existing single
stream sketches (based on Lossy Counting [25] or ma-
jority counting [11]) that are created at each site and
periodically transmitted to an aggregation point. Al-
though similar to ours, their problem is simpler, since
they do not consider the case of duplicate values by
assuming that the streams have no overlapping.
In sensor networks, in-network aggregation has been
used in almost all sensor data management systems to
reduce the power consumption of the network and im-
prove its lifetime. The need for duplicate insensitivity
has been recognized as an important issue since it al-
lows for more robust multi-path or flooding based com-
munication protocols. Methods to address this prob-
lem have been proposed in parallel by a number of
researchers [7, 5, 28]. However, all these methods con-
sidered only single values produced by each sensor and
not a stream as we consider in this paper. All of these
proposed solutions build on FM sketches.
3 Distributed Count-Min Sketches
We now demonstrate how to augment the first of two
single-stream sketches to make it suitable for use in our
distributed model and analyze its performance. The
Count-Min (CM) sketch was introduced by Cormode
and Muthukrishnan [9] for accurately estimating the
frequency of an element on a stream.
3.1 CM Sketch Basics
Let D = {α1, . . . α|D|} denote a sequence of elements
from the domain [M ] = {1, . . . ,M}. The CM sketch is
a simple randomized data structure that can estimate
the frequency of any element α in D, and consists of
a k ×m matrix of counters:
CM =


c1,1 c1,2 . . . c1,m
c2,1 c2,2 . . . c2,m
...
...
. . .
...
ck,1 ck,2 . . . ck,m


To estimate the frequency of a given element, the CM
sketch uses a simple hashing scheme with a set of k
independent hash functions h1, . . . , hk : [M ] → [m],
one hash function per row of the matrix. Each hash
function maps a given element to a specific counter of
the filter on a specific row. The matrix is initialized
by setting all counters to zero. Then, hi(·) is evalu-
ated for all α ∈ D, and the corresponding counters
CM [i, hi(α)], 1 ≤ i ≤ k are increased by 1. If the
hash functions are independent, then the probability
that two elements will hash to exactly the same set of
counters is equal to 1m
k, which decreases rapidly with
increasing numbers of k and m.
Given this structure, the estimated frequency of α
is given by the formula |α̂| = mini {CM [i, hi(α)]}.
Essentially, the minimum of any counter yields a fre-
quency estimate that is the least affected by hash func-
tion collisions of other elements on the same counters.
The CM sketch imposes specific constraints on k and
m, in order to give tight guarantees on the estimation
accuracy. In particular, it can be proved that for the
CM sketch the following holds:
Theorem 1. For a CM sketch with m = e/, k =
ln (1/δ) and user defined constants , δ ∈ (0, 1], let
|α| be the exact frequency of element α ∈ D, and |α̂|
be the estimated frequency computed using the sketch.
Then, |α̂| ≥ |α|, and with probability 1 − δ : |α̂| ≤
|α|+ |D|.
It can be shown that the CM sketch has the follow-
ing properties:
Property 1 (Union Property). The CM sketch
of the union of two multi-sets is the simple matrix
addition of their individual CM sketches. That is,
CM(D1 ∪D2)[i, j] = CM(D1)[i, j] + CM(D2)[i, j].
Property 2 (Order Insensitivity). The CM sketch
is order insensitive (Definition 3). CM(D) is entirely
determined by the items of D. Ordering of insertions
does not affect the structure.
3.2 CM-FM Sketches: Design and Theory
Apart from order-insensitivity, we would ideally like
the CM sketch to be duplicate-insensitive in terms of
the union operation. Notice that double-counting a
certain CM sketch into a union operation many times,
will yield errors in estimated frequencies that grow
with the total number of duplicate additions that oc-
curred. A similar effect occurs when double-counting
elements that have been inserted across different CM
sketches.
We propose to make the CM sketch duplicate-
insensitive by replacing every matrix counter with an
FM sketch, and take advantage of the unbiasedness of
these sketches. Essentially, we use the FM sketches
to estimate the magnitude of each counter, i.e., to es-
timate how many elements have been added to the
specific FM sketch. We name this construction the
CM-FM sketch, for which the following hold:
Property 3 (Union Property). The CM-FM
sketch of the union of two multi-sets is the simple
matrix addition of their individual CM-FM sketches,
where each element addition is given by the bit-
wise OR of the corresponding FM sketches. That
is, CM− FM(D1 ∪ D2)[i, j] = CM− FM(D1)[i, j] ∨
CM− FM(D2)[i, j].
Property 4 (Duplicate Insensitivity). The CM-
FM sketch is duplicate-insensitive (Definition 4).
Property 5 (Unbiasedness). The CM-FM sketch is
unbiased with respect to the master sketch (Definition
1).
sketch. It follows directly from the unbiasedness of the
FM sketches, Properties 3 and 4 of CM-FM, and the
fact that the estimates produced by the CM-FM are
given using the simple min estimation function. Each
FM counter — including the one with the minimum
estimation — produces an unbiased estimation of the
total frequency of the elements that have been hashed
on it, irrespective of the insertion sequence and union
operations performed on the CM-FM.
The first important observation for CM-FM
sketches is that we need to construct an appropriate
function for estimating the frequency of value α using
the sketch. The second observation is that we need to
theoretically derive the error bounds for the estimated
frequencies, based on the individual errors introduced
both by the FM sketch approximations and the CM
sketch hash function collisions.
Theorem 2. For a CM-FM sketch with m = (1 +
fm)e/cm, k = ln (1/δcm) and user defined con-
stants fm, cm, δfm, δcm, let |α| be the exact frequency
of element α ∈ D, and |α̂| be the estimated frequency
computed using the sketch. Then, with probability at
least (1−δfm)k : |α̂| ≥ (1−fm)|α| and with probability
at least (1−δfm)k(1−δcm) : |α̂| ≤ (1+fm)|α|+cm|D|.
Proof. In a manner similar to [9], let indicator variable
Iiα,β :
Iiα,β =
{
1, α = β ∧ hi(α) = hi(β)
0, otherwise
The lower bound can be proven as follows. Let ||D||
denote the distinct number of elements in multi-set D.
We introduce the random variable:
X iα =
||D||∑
β=1
Iiα,β · |β|
X iα quantifies the total number of insertions to sketch
FMi,hi(α) from elements in Di,hi(α)−{α} (the number
of collisions). This is a non-negative random variable.
Let |Di,hi(α)| denote the total number of insertions to
FMi,hi(α). By construction,
CM [i, hi(α)] = |D̂i,hi(α)|
Let the estimation accuracy of each individual FM
sketch be bounded by:
(1− fm)|Y | ≤ |Ŷ | ≤ (1 + fm)|Y |
with probability 1− δfm [15]. Then,
CM [i, hi(α)] ≥1−δfm (1− fm)|Di,hi(α)|
= (1− fm)(|α|+X iα)
≥ (1− fm)|α|
and by using:
|α̂| = kmin
i=1
{CM [i, hi(α)]}
as the estimation function, the lower bound follows.
Notice that the lower bound succeeds with probability
(1 − δfm)k, i.e., the probability that the estimates of
all FM sketches will be correct.
To prove the upper bound, assuming perfect hash
functions it holds that:
E{Iiα,β} = Pr[hi(α) = hi(β)] ≤
1
m
Notice also that:
E{X iα} = E{
||D||∑
β=1
Iiα,β · |β|} =
||D||∑
β=1
E{Iiα,β} · |β| ⇒
E{X iα} ≤
1
m
|D|
Thus, by using Pr[A > B] ≤ Pr[A′ > B], forA <
A′, and Markov’s inequality:
Pr[|α̂| > (1 + fm)|α|+ cm|D|] =
Pr[∀i, CM [i, hi(α)] > (1 + fm)|α|+ cm|D|] =
Pr[∀i, |D̂i,hi(α)| > (1 + fm)|α|+ cm|D|] ≤(1−δfm)
k
Pr[∀i, (1 + fm)|Di,hi(α)| > (1 + fm)|α| + cm|D|] ≤
Pr[∀i, (1+fm)(|α|+X iα) > (1+fm)|α|+cmmE{X iα}] =
Pr[∀i,X iα >
cm
1 + fm
mE{X iα}] ≤ (
1 + fm
cmm
)k
Now, by setting e = cmm1+fm , we get:
Pr[|α̂| ≤ (1 + fm)|α|+ cm|D|] > 1− e−k
Thus, δcm = e−k ⇒ k = ln (1/δcm). The above holds
only if none of the FM sketches fails, thus the esti-
mation will succeed with probability (1 − δfm)k(1 −
δcm).
Since the success of the CM-FM sketch depends
heavily on the success of the individual FM sketches,
for the given analysis, it is essential to guarantee that
the failure probability of FM sketches is low, in or-
der to limit the factor of the exponent k. In practice,
for a failure probability δcm = 1% the CM sketch re-
quires k = ln (1/0.01) = 5 hash functions. If the
FM sketches fail with probability δfm = 1% as well,
then the total probability of failure for the CM-FM
sketch, from Theorem 2, is 5% and 6% for the lower
and upper bound respectively. With a somewhat more
complicated analysis we can give better guarantees for
the estimates of the CM-FM sketch:
Claim 3. We can guarantee that by using the γ-th
order statistic of the k FM sketch estimations |D̂i,hi(α)|
instead of the min, where γ = kδfm+4 ln 1δcm , the FM
estimation that we pick is within ±fm|Dγ,hγ(α)| with
probability at least δcm.
Proof. Assume once more that an individual FM
sketch can guarantee that with probability 1− δfm:
(1 − fm)|Di,hi(α)| ≤ |D̂i,hi(α)| ≤ (1 + fm)|Di,hi(α)|
where |Di,hi(α)| is the total number of elements that
hashed to FM sketch CM [i, hi(α)].
Denote withXj the r.v. Pr[||D̂i,hi(α)|−|Di,hi(α)|| >
fm|Di,hi(α)|], which will occur with probability of suc-
cess p = δfm. Let X =
∑
j Xj and consider the k
Bernoulli trials, over the k FM sketches. Using Cher-
noff bounds:
Pr[X > γ] ≤ e−λ
2µ
4
for γ = (1 + λ)µ. We would like the probability of
X succeeding more than γ times to be smaller than
δcm. Then, by picking the γ-th order statistic of
the sorted sequence of |D̂i,hi(α)|, we will know that
it must be a successful FM estimation within interval
±fm|Di,hi(α)|, since at least k − γ FMs are within
these bounds with probability higher than δcm. Thus:
e−
λ2µ
4 = δcm ⇒ λ = ± 4
µ
ln
1
δcm
Now, since µ = kp = kδfm, we get:
γ = (1 + λ)µ =
(
1 +
4
µ
ln
1
δcm
)
µ = kδfm + 4 ln
1
δcm
(1)
subject to γ ≤ k.
Hence, for given δfm, δcm and k, from equation (1)
we can compute the γ-th order statistic of the sorted
sequence of the k FM sketch estimations that we need
to pick, in order to guarantee that the probability of
the γ smallest of them failing all at the same time is
less than δcm.
Given Claim 3, we can prove the following:
Theorem 4. For a CM-FM sketch with given
m, k, δfm, δcm, fm, cm, we can guarantee that by us-
ing the γ-th order statistic as the estimation function,
where γ = kδfm+4 ln 1/δcm, γ < k, with probability at
least 1 − δcm : |α̂| ≥ (1 − fm)|α| and with probability
at least (1− δcm)2 : |α̂| ≤ (1 + fm)|α| + cm|D|.
Proof. The proof follows a similar reasoning with the
proof of Theorem 2 and is omitted.
4 Distributed Quantile Digests
The Quantile Digest (QD) [29] is an efficient -
approximation technique for estimating arbitrary
quantiles over data produced by distributed sources.
The idea is to maintain a small summary of the data
at each source, and to be able to combine individ-
ual summaries in order to answer quantile queries on
the union of the data available to the corresponding
sources, with relative error at most .
4.1 Basics
Given a multi-set with values in the range [m] and
a fraction q ∈ (0, 1) the q-th quantile of D is the
value with rank q|D| in the sorted sequence of val-
ues in D (the MEDIAN is a special quantile, with
q = 0.5). If D is known in full, then quantile com-
putation can be done very efficiently; e.g., the O(|D|)
algorithm of Floyd and Rivest [14] can be used. On
the other hand, if D is distributed over a number of
sources, or if the size of D is too large to be retained in
full (e.g., in streaming applications), then exact com-
putation of quantiles is not an easy problem. In the
first case, special distributed algorithms need to be
used [21]. In the second, exact quantile computation
is not feasible at all [27]. For these reasons, various
approximation algorithms that work by summarizing
the data appropriately have been proposed for quan-
tile computation. We say that an algorithm computes
an -approximate quantile, if the estimated answer has
relative error  = |q̂− q|/|D|, where q̂ is the estimated
rank of the quantile, and q is the actual rank in D.
QD uses a predefined binary tree structure to cap-
ture the distribution of values in D over the domain
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Figure 2: Building a quantile digest. The complete con-
ceptual tree is shown here. Gray nodes correspond to the
actual sketch.
[1,m] (where D from now on denotes the multi-set of
data available at a specific source). Every node of the
tree is associated with a tuple 〈N,RN , CN 〉, where N
is a unique node identifier, RN is a range of values from
[m] (where RminN , R
max
N will be used to denote the up-
per and lower bound of the range respectively) and CN
is a tally of the number of elements of D with values
in RN . Values are assigned to leaves in a sorted order
from left to right. Nodes in higher levels of the tree cor-
respond to dyadic ranges over the values of the lower
levels. The root of the tree corresponds to the whole
domain. In addition, node identifiers are assigned by
following a sequence that is equivalent with a post-
order traversal of the tree. An example is shown in
Figure 2(a), for the domain of values [1, 8]. The iden-
tifiers of the nodes and the frequency of each value are
also shown.
This binary tree is conceptually maintained locally
by all the sources. In practice, every source needs to
instantiate only a subset of the tree nodes at a time,
and transmit this subset to the destination. The sub-
set constitutes the actual QD sketch. To decrease the
size of the sketch we need to choose which nodes to
instantiate and include in the QD. This is governed by
the following two rules:
CN ≤ |D|/k, if N is not a leaf (2)
CN + CNp + CNs > |D|/k (3)
where N,Np and Ns are a node, the node’s parent and
its sibling, respectively, and k is a user defined param-
eter that controls the accuracy and the compression
ratio of the sketch. Equation (2) can be used to guar-
antee special error bounds on QD. Equation (3) im-
plies that if two adjacent leaves have a low count, they
are compressed to save space by preserving only their
parent.
A QD is constructed as follows. First, we compute
the frequency CN of every leaf. We do not instantiate
any index nodes, but we assume that for these nodes
CN = 0. Next, we propagate values up the tree as
follows: if a leaf and its sibling violate equation (3)
we merge the two leaves, instantiate their parent, set
CNp = CN +CNs , and discard N,Ns. We continue the
same process left to right and bottom to top, until no
more nodes can be merged. At the end, all nodes that
have not been discarded constitute the QD. An exam-
ple is shown in Figures 2(a)-(d). The quantile digest
at each step of the compression algorithm consists of
the gray nodes. The final QD sketch is the following:
〈d, 4〉, 〈e, 6〉, 〈j, 2〉, 〈m, 2〉, 〈o, 1〉.
Merging QDs is straightforward. Starting from the
complete conceptual binary tree with all counters ini-
tialized to 0, incoming QD nodes from other sources
are added to their respective counters in the tree.
Then, equations (2) and (3) are applied on the re-
sulting tree, where |D| = |D1| + |D2|+ . . . is the car-
dinality of the union of the sets corresponding to the
incoming QDs.2 Answering quantile queries on any
QD requires first sorting the nodes in increasing iden-
tifier order. Notice that since identifiers are assigned
in a post-order fashion, sorting the nodes by identifier
corresponds to sorting them in increasing order of the
upper bound of their range, breaking ties with smaller
ranges first. Now, given q ∈ (0, 1), we start adding
node counters from left to right in the sorted order,
until the sum becomes larger than q|D|, after some
node N , at which point we know that at least q|D|
values are included in the range [1, RmaxN ]. We report
as the q-th quantile of D the value RmaxN . In the previ-
ous example the computation yields node e with value
4 as the estimated MEDIAN.
The following hold for quantile digests [29]:
Lemma 5. For a QD with compression factor k, the
maximum error in CN for any node is
log2 (m)
k |D|.
Theorem 6. A QD Q can answer any quantile query
with error qd such that qd ≤ 3 log2 (m)|Q| , where |Q|, the
number of nodes in the digest, satisfies |Q| < 3k, given
compression factor k.
Property 6 (Union Property). Given n QDs
QD1, . . . , QDn built on streams of values D1, . . . , Dn,
each with maximum relative error qd, the merging al-
gorithm combines them into a QD for D∪ = D1∪ . . .∪
Dn with the same relative error.
4.2 Insensitivity and Bounding the Error
The QD sketch is clearly not duplicate-insensitive. For
example, merging a QD(D) with itself produces a new
QD for the larger multi-set D ∪D. However, we can
again utilize FM sketches to make a combined QD-
FM sketch that is duplicate-insensitive. In this case,
first we build a normal QD as described above. Then,
2A detail of QD sketches is that during the merging opera-
tion we also need to know the cardinality of the set on which
each sketch was built, in order to obtain the cardinality for the
combined sketch. This value needs to be transmitted with the
rest of the sketch.
we replace all tallies CN in the retained nodes, with
an equivalent FM sketch that estimates the magnitude
of CN . Now if duplicate elements are inserted in the
FM sketches across sources, they will be counted only
once. In addition, merging a QD-FM sketch with itself
produces the original QD-FM sketch. Therefore we
have:
Property 7 (Duplicate Insensitivity). The QD-
FM sketch is duplicate-insensitive (Definition 4).
Let a QD-FM sketch {〈A,FMA〉, 〈B,FMB〉, . . .},
where each FMN is an estimator for CN , with (1 −
fm)CN ≤ ĈN ≤ (1+ fm)CN . To find the q-th quan-
tile of D, we iteratively combine FM sketches from
left to right (in the sorted identifier order) using the
OR operation on the bit vectors, until ĈA∪...∪N ≥ q|D|
(where ĈA ∪ . . . ∪N is the estimation produced by the
combined FM sketch FMA ∪ . . . ∪ FMN). We report
as the q-th quantile of D, the value RmaxN .
Having established the quantile estimation function
using QD-FM sketches, we now turn our attention to
the error introduced during the merging operation,
that will quantify the total error per node counter for
the QD-FM sketch, as in Lemma 5. Then, we will show
how to bound the error on the quantile estimation.
During the merge operation, we re-compress the con-
ceptual binary tree, after combining individual FMs
per node, using compression factor k. In order to ac-
count for the estimation errors introduced by the FMs
we need to modify Equations (2) and (3) as follows:
CN ≤ |D|/k(1 + fm), if N is not a leaf (4)
CN + CNp + CNs > |D|/k(1 + fm) (5)
We can show that by using this pessimistic compres-
sion during merging, the total error introduced by the
FMs in the worst case is offset by a somewhat larger
sketch, larger by a factor of 1 + fm. Using the new
compression formulas we can show that the total error
in the count of every node is at most the one reported
by Lemma 5. The proof follows a similar reasoning
with the proof appearing in [29]. Thus, the FM sketch
approximations do not introduce any error, after merg-
ing a number of QD-FM sketches. We can also claim
that the QD-FM sketch has the Union Property (Prop-
erty 6), as well. Since the QD sketch is not order insen-
sitive, we cannot claim that QD-FM has is unbiased
with respect to a master sketch. Nevertheless, given
Lemma 5 and Property 6 (both recast for QD-FM),
the following holds:
Property 8 (Bounded Error). The QD-FM has
bounded error with respect to the master sketch (Def-
inition 2).
Given the above, we can claim the following:
Theorem 7. Given a QD-FM sketch on D and user
defined parameters qd, fm, δfm, let q be the exact rank
of the q-th quantile in D and q̂ be the estimated rank
using the sketch. Then, with probability at least 1 −
δfm : q1+fm ≤ q̂ ≤
q+qd
1−fm .
Proof. To prove the lower bound, by construction of
the estimation function ĈN ≥ q|D| for some node N ,
where ĈN is the FM estimation for the actual sum CN ,
corresponding to nodeN in the original QD. By defini-
tion ĈN ≤ (1+fm)CN with probability 1−δfm, which
yields (1+ fm)CN ≥ q|D| ⇒ CN ≥ q1+fm |D|. Hence,
in the worst case we know that at least q1+fm |D| val-
ues lie in the range [1, RmaxN ], which implies that R
max
N
is at least the q1+fm -th quantile.
To prove the upper bound, we know that in the
worst case, the total error of the sum up to any node
is at most qd|D| (i.e., the number of values lying in the
range [1, RmaxN ] that have not been accounted for from
ancestors of N not included in the sum, as Theorem
6 implies [29]). Given that ĈN ≤ (1 + fm)CN , with
probability 1 − δfm and ĈN ≤ q|D| + qd|D|, we get
CN ≤ q+qd1−fm |D|, meaning that RmaxN is at most the
q+qd
1−fm -th quantile.
5 Discussion
5.1 CM-FM and QD-FM Sketches in Practice
Depending on the application, various construction
schemes for duplicate insensitive sketches can be em-
ployed. Below, we give two simple examples to illus-
trate the generality of the proposed framework, us-
ing the CM-FM. Similar claims hold for the QD-FM
sketch.
In the first example we would like to answer fre-
quency estimation queries on a sensor network. That
is, given a sensor field with sensors that produce
streams of values from a known domain, we would like
to be able to know at the base station the total num-
ber of times that any value α has been reported by all
the sensors (a single value might be produced multi-
ple times by the same sensor, and this should be ac-
counted for in the frequency of that value on the union
of streams). Every sensor maintains locally a sketch
of its values. First, a frequency query is flooded on
the network, then all sensors transmit their sketches
to the base station. After the sketches are merged,
we can estimate the frequency of any value using the
combined sketch. Since multi-path routing protocols
might be in use, we need to make sure that the sketches
we use are duplicate-insensitive to double counting of
duplicate sketch instances. This can be accomplished
using CM-FM sketches as follows: Let a CM-FM ma-
trix of a specific sensor. In order to estimate the total
frequency of value α on that sensor, we need to treat
subsequent insertions of α into its corresponding FM
sketch uniquely, no matter if the element has been in-
serted before. As such, we produce a unique identifier
per insertion of α, based on its identifier and the iden-
tifier of the sensor. 3 That way, the FM sketches
produced by a specific sensor are unique and, in addi-
tion, they estimate the total number of times that each
element α has appeared locally. Merging FM sketches
from the same sensor has no effect, while merging FM
sketches from distinct sensors produces a sketch that
can estimate the frequency of α in the union of the
sensors’ data. The resulting CM-FM sketch has all
the desired properties.
As a second example, consider a number of core
routers on the Internet, that are used to monitor
heavy-hitting flows. In this application, we would like
to be able to estimate the size of a flow by combin-
ing information from multiple routers. The duplicates
problem that arises in this case is not on a per sketch
basis as before, but per IP packet. That is, we can
guarantee that every sketch is transmitted only once,
although we cannot guarantee that a specific packet
has been observed only by a single router. Essentially,
packets that went through a large number of monitor-
ing routers will be double-counted if the information
from all routers is combined without care (e.g., by us-
ing simple CM sketches). In order to use the CM-FM
sketch in this scenario, given a packet with a unique
identifier that belongs to a specific OD flow, first we
hash on the CM matrix using the flow identifier (i.e.,
every flow hashes to a specific set of FM sketches),
then, we hash on the FM sketches using the packet’s
unique identifier. This insertion policy guarantees that
all OD flows hash to the same FM sketches across
routers, and that each packet is hashed to its corre-
sponding FM sketch with the same identifier across all
CM-FM sketches. When the FM sketches of a specific
flow are merged, we know that packet double-counting
has been eliminated due to the duplicate-insensitivity
property of the FM sketches.
5.2 Generalizations to Other Techniques
The applications of the duplicate-insensitive FM es-
timator to CM and QD sketches are basic examples
that illustrate the applicability of our framework. The
same reasoning can be applied to other applications
and sketching techniques as well. Examples include:
counting sampling [18], Bloom filters [6], and group
testing [8] among others. Nevertheless, there are other
techniques that are not amenable to our framework
due to certain limitations. One such example is the
well known AMS sketch [1]. The main problem is
that when we construct the AMS sketch, we not only
3For example, we can maintain a global counter C of the total
number of insertions so far per sensor, and use as the hashing
key the tuple 〈sid, α,C〉. This tuple is guaranteed to be unique
for every insertion of value α, across all FM sketches and across
all sensors.
add but also subtract values from a set of counters.
So, the counters are not always positive, but they
can also be negative or zero. One, may think of us-
ing two FM sketches for each counter of the original
AMS sketch; one to approximate the number of addi-
tions and the other to approximate the number of sub-
tractions. However, even though each individual FM
sketch is a good estimator, the difference of the esti-
mated values of these FM sketches is not guaranteed
to be a good estimate of the original value. The rel-
ative error in that case can be arbitrarily large. This
means that if we use the above method the error of
the AMS sketch estimator cannot be bounded. Other
techniques have similar problems, but further analysis
is beyond the scope of this article and is left as future
work.
6 Empirical Studies
In this section we present the results of an empirical
study contacted on our CM-FM and QD-FM sketches.
We study their average case behavior over a number
of synthetic data streams. We compare the techniques
with their original counterparts (CM and QD sketches,
respectively), to quantify the effect of FM sketch ap-
proximations on estimation accuracy. In addition, we
evaluate the union of sketches approach against the
master sketch approach, as defined in Section 2, to il-
lustrate the unbiasedness of the CM-FM sketch, and
the bounded error of the QD-FM sketch. The results
substantiate our claims that with limited space in-
crease (compared to their original counterparts) vari-
ous sketching techniques can apply in a distributed set-
ting and can be made order- and duplicate-insensitive
while still providing accurate answers.
6.1 Experimental Testbed
In our experiments we use synthetic data streams with
skewed distributions. The values are drawn from a do-
main of 106 integers, with Zipf parameter z = 1.5.
Each data stream consists of 500,000 values. To
quantify the accuracy of our sketches, we utilize the
conventional relative error metric: given an estimate
f̂ and the real answer f , the error of the estimate
is defined as the ratio |
bf−f |
f . To build the union
of sketches we generate n streams and n individual
sketches are build. Then, these sketches are merged
in order to produce the union of sketches. The master
sketch approach builds a single sketch on the complete
data stream, after the individual n streams have been
merged. Finally, we evaluate both approaches on the
same queries, using the exact answers obtained from a
histogram to test the accuracy of the techniques.
6.2 CM-FM Sketches
For the CM-FM sketches (which are used for fre-
quency estimation queries), using an exact histogram,
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Figure 3: CM and CM-FM unbiasedness vs. Number of
merging operations (k = 3,m = 200, B = 16, BV = 30)
we first identify the top 10% of the most frequent val-
ues. Then, we query the CM and CM-FM sketches,
retrieve the frequency estimates for these values, and
compute the average frequency error. Finally, we run
the same experiment 10 times, with different random
seeds, and report in our plots the average relative er-
ror over all runs. During each run we maintain a CM
sketch, a CM-FM master sketch, a CM-FM union of
sketches, and the exact histogram, incrementally. For
simplicity in our experiments, we use the min esti-
mator for the CM and CM-FM sketches (see Section
3), rather than using quantiles as we needed to do to
push through the analysis. In practice, we did not ob-
serve significant differences between these approaches.
The CM-FM master sketch (CM-FM-M in the figures)
is useful for evaluating the unbiasedness of the union
of sketches (CM-FM-U). In practice, data sources need
only maintain normal CM sketches locally, and convert
them to CM-FM sketches before sketch transmission.
To test the accuracy of the techniques we repeat the
experiments multiple times, and report the estimation
errors as a function of space required by the sketches.
The size of the CM sketch is affected only by parame-
ters k (the number of hash functions, i.e., the number
of rows in the CM matrix) and m (the range of values
per hash function, i.e., the number of columns in the
CM matrix). For the CM-FM sketch, two more pa-
rameters affect the size of the sketch: the number of
bits B and bit vectors BV per FM sketch.
In Figure 3 we empirically validate the unbiasedness
of the CM-FM sketches. In every run, we generate a
number of streams, build the individual sketches, and
merge those sketches at the aggregation point. The
larger the number of streams, the more the merging
operations that need to be performed. To build the
master sketch, first we get the union of streams and
build one sketch on the whole data. The number of
merges for the union of sketches does not affect the
error guarantees of the results, and thus, we empir-
ically observe the unbiasedness of CM-FM sketches
relative to the master sketch. The small variations in
the results can be attributed to different hashing keys
used during each run for performing insertions in the
FM sketches (every sub-stream is assigned a unique
identifier and in order to make FM insertions unique
throughout all sketches, we utilize these identifiers).
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Figure 4: CM and CM-FM frequency error vs. Number
of hash functions (m = 200, B = 16, BV = 30)
In Figure 4 we plot the frequency error as a function
of the number of hash functions k. For this experiment
we use a k × 200 matrix (i.e., each row has 200 coun-
ters for CM or 200 FM sketches for CM-FM). For the
FM sketch estimators we use BV = 30 bit vectors, and
B = 16 bits. The total size of the sketches can be com-
puted easily, as the number of rows times the number
of columns times the size of the individual counters (or
FM sketches). Finally, for the union of sketches we di-
vide the stream into 5 disjoint sub-streams (the same
default value will be used in the rest of the experiments
as well).
Straightforwardly, for CM and CM-FM sketches the
probability of low frequent values colliding with highly
frequent values on all hash function decreases as the
number of hash functions increases. Hence, we ex-
pect an improvement in estimation accuracy, espe-
cially for large value domains where the sketches be-
come very densely populated. For our datasets, from
this graph we observe that as few as 3 hash functions
provides 2.8% estimation accuracy for CM and 12%
accuracy for CM-FM sketches. Increasing the number
of hash functions slightly improves accuracy for the
CM sketch, and has no impact for CM-FM sketches.
The reason is that the estimation error introduced by
the FM approximations subsume the gain obtained by
the larger matrix.
In general, the FM sketch approximations increase
the final estimation error by at most three times, for
a CM-FM sketch that is 10 times larger than the
equivalent CM sketch, taking into account the 1/3
compression ratio of FM sketches, achieved with the
technique described in [7]. Notice here that the FM
sketch algorithm introduces by itself, on average, 10%
to 20% error in the count estimates. Hence, a three-
fold increase in the error of the CM sketch is an excel-
lent compromise when using FM sketches to provide
duplicate-insensitivity, especially when no other alter-
natives have been proposed yet.
The next experiment tests the improvement in es-
timation accuracy as a function of m, the number of
counters (or FM sketches) per row. Figure 5 plots the
results. Once again, we expect accuracy to improve as
the number of counters increases due to a smaller num-
ber of collisions. The results are qualitatively similar
to the previous experiment. Indeed, the CM sketch
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Figure 5: CM and CM-FM frequency error vs. Number of
counters per hash function (k = 3, B = 16, BV = 30, z =
1.5)
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Figure 6: CM-FM frequency error vs. Number of bit vec-
tors per FM sketch (k = 3, m = 200, B = 16, z = 1.5)
demonstrates substantial improvement. The CM-FM
sketch benefits significantly from an initial increase in
the number of FM sketches per hash function, but for
larger numbers, the FM approximation errors again
subsume the improvements. Finally, the master sketch
and union of sketches provide largely equivalent re-
sults.
Figure 6 plots the frequency error of the CM-FM
sketch with a varying number of bit vectors per FM
sketch. Larger FM sketches (and hence increased space
requirements) will yield improved estimation accuracy.
Clearly, we can see that the error drops from 20% with
10 bitvectors to 12% with 40 bitvectors. The trend of
the plot implies that a larger number of bit vectors
will not provide any further improvements; with 40
bit vectors we reach the maximum estimation accuracy
offered by the FM sketch.
It is clear that the theoretical analysis of CM-FM
sketches is pessimistic compared to the actual accuracy
achieved for skewed datasets. In general, the CM-FM
sketch achieved the empirical best approximation pos-
sible, between 10-20% error for FM sketches, as has
been reported in related literature [13, 16, 7]. Our
evaluation shows empirically the unbiasedness of the
CM-FM sketch to the union operation, a useful prop-
erty for aggregation.
6.3 QD-FM Sketches
For the QD-FM sketches (which are used for quantile
estimation queries), using an exact histogram we first
identify the MEDIAN of the union of data streams.
After building and merging the individual QD-FM
sketches we also compute the estimated MEDIAN and
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Figure 7: QD-FM sketch rank error vs. Number of merg-
ing operations (k = 6, BV = 30, B = 16).
calculate the rank error: Given the true rank of the
MEDIAN n/2 and the estimated rank r̂, the relative
error is defined as the ratio |br−n/2|n [29]. We perform
10 independent runs, with different random seeds, and
report in our graphs the average MEDIAN rank error.
We use skewed datasets with a default Zipf parame-
ter z = 1.5. For every run, we also maintain a master
QD-FM sketch on the union of the streams, in order to
evaluate the error bounds of the QD-FM union sketch.
To test the accuracy of the techniques we run the
experiments multiple times with various sketch sizes.
The size of the QD sketch depends only on compres-
sion factor k. The size of the QD-FM sketch depends
on the number of bits B and bit vectors BV used per
FM sketch, as well. The actual size of the sketches, in
number of nodes that need to be retained after com-
pression, can be estimated to be at most 3 ·k(1+ fm)
in the worst case. The size of one node is equal to
two integers for the QD sketch (a node identifier and
a count) and one integer plus the size of the FM esti-
mator for the QD-FM sketch. For fairness, we utilize
the same space constraints for both the QD and the
QD-FM sketch, ignoring for now the compression di-
minishing factor 1+ fm. We will see that in practice,
even if we fix the space requirements of the QD-FM
sketch, the error bounds will still be comparable to the
master sketch.
In Figure 7 we test the error bound property of the
QD-FM sketch. We compute the rank error for the
MEDIAN of a set of streams, where we build individ-
ual QD-FM sketches for each stream and get the union
sketch at the end. The master sketch is obtained by
first getting the union of streams. The graph empiri-
cally validates the theoretical results. The error of the
QD-FM sketch is affected slightly by the total number
of merging operations. Nevertheless, it always remains
within the variance of the master sketch.
In Figure 8 we report the rank error (percentage) as
a function of compression factor k. Larger values for
k correspond to looser space constraints, and smaller
compression ratios with respect to the total size of the
binary tree. For a compression factor of 2 (at most 6
nodes in the worst case), the error of the QD sketch is
as low as 2%, while the QD-FM sketch reports errors
as high as 13%. Nevertheless, for larger k the error
of QD sketch is unaffected, while the QD-FM sketch
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Figure 8: QD-FM sketch rank error vs. Compression fac-
tor k (BV = 30, B = 16).
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Figure 9: QD-FM sketch rank error vs. Number of bit
vectors per FM sketch (k = 6, B = 16).
benefits significantly reaching the lowest reported er-
ror of 3% in the best case. In general, for a five-fold
increase in size in the worst case, we pay a three-fold
increase, on average, in MEDIAN rank errors, in order
to achieve duplicate-insensitive functionality for quan-
tile estimation.
Our last experiment shows the effect on rank errors
as a function of FM sketch sizes and k = 6. Figure
9 plots the results. The general trend is that larger
numbers of bit vectors benefit the QD-FM sketch. Al-
though we still observe outliers, attributed to the in-
herent high variance of FM sketches. FM sketches gen-
erally do not significantly add to the error.
To conclude, empirical results for the QD-FM
sketch corroborate our analysis. In addition, the util-
ity of the QD-FM sketch is considerable, since it can
answer quantile queries, inverse quantile queries, range
frequency queries, and consensus queries, as discussed
in [29].
7 Conclusion
The large body of recent work on one-pass sketching
of data streams provides a powerful set of useful tech-
niques for summarization of massive data sets. But
in order to harness the full power of these methods in
distributed settings involving multiple data streams,
further investigation is needed to determine whether
these methods are amenable to distributed aggrega-
tion. In this work, we specify a simple distributed
model in which we assess hierarchical aggregation of
sketched streams. Our work demonstrates that with
some effort, basic sketching methodologies such as
Count-Min sketches and Quantile Digests can be aug-
mented so that they are suitable for use in distributed
settings. Our evaluation is based along the standard
dimension of space-accuracy trade-offs, the more re-
cent benchmark of order- and duplicate-insensitivity,
and in our new formulations of competitiveness against
a so-called master sketch.
Our future work is centered on identification of
sketch invariants and translation mechanisms that en-
able us to “automatically” generate versions suitable
for distributed use. We are also interested in those
sketching methodologies for which we do not see a
natural translation to our distributed setting. Some of
these methodologies run into difficulties when issues of
order- and duplicate-insensitivity come into play; for
others it is difficult to bound errors that grow during
aggregation. Characterizing this boundary between
usable and unusable in distributed settings is our ulti-
mate objective.
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