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Chapter 1
Introduction
Physical theories are usually formulated as differential equations. Some such examples
are Hamilton’s equation of motion (describing the classical motion of a point particle)
d
dt

q
p

=

+p
−∇qV

, (1.0.1)
where ∇qV = (∂q1 V, . . . ,∂qn V ) is the gradient of the potential V , the Schrödinger equation
i∂tΨ=
 − 1
2m
∆x + V

Ψ, (1.0.2)
where ∆x =
∑n
j=1 ∂
2
x j
is the Laplace operator, the wave equation
∂ 2t u−∆xu= 0, (1.0.3)
the heat equation (with source)
∂tu=+∆xu+ f (t) (1.0.4)
and the Maxwell equations (∇x × E is the rotation of E)
d
dt

E
H

=

+"−1∇x ×H−µ−1∇x × E

−

"−1 j
0

(1.0.5)∇x · "E∇x ·µH

=

ρ
0

. (1.0.6)
Of course, there are many, many more examples, so it helps to classify them systemat-
ically. In the zoology of differential equations, the first distinction we need to make is
1
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between ordinary differential equations (ODEs) and partial differential equations (PDEs),
i. e. differential equations which involve derivatives of only one variable (e. g. (1.0.1)) or
several variables (all other examples). The order of a differential equation is determined
by the highest derivative involved in it.
On a second axis, we need to distinguish between non-linear (e. g. (1.0.1) for H(q, p) =
1
2m
p2 + V (q) where V is not a second-order polynomial) or linear equations (e. g. (1.0.1)
for V (q) =ω2 q2 or (1.0.6)).
We can write any differential equation in the form
L(u) = f
where the contribution L(u) which depends on the solution u is collected on the left-hand
side and the u-independent part f is on the right-hand side.
Linear differential equations are the distinguished case where the operator L satisfies
L
 
α1u1 +α2u2

= α1 L(u1) +α2 L(u2) (1.0.7)
for all scalars α1,α2 and suitable functions u1, u2; otherwise, the differential equation is
non-linear. Among linear differential equations we further distinguish between homoge-
neous ( f = 0) and inhomogeneous ( f 6= 0) linear differential equations.
Solving linear differential equations is much, much easier, because linear combinations
of solutions of the homogeneous equation L(u) = 0 are once again solutions of the homo-
geneous equation. In other words, the solutions form a vector space. This makes it easier
to find solutions which satisfy the correct initial conditions by, for instance, systematically
finding all solutions to L(u) = 0 and then forming suitable linear combinations.
However, there are cases when solving a non-linear problem may be more desirable. In
case of many-particle quantum mechanics, a non-linear problem on a lower-dimensional
space is often preferable to a high-dimensional linear problem.
Secondly, one can often relate easier-to-solve ordinary differential equations to partial
differential equations in a systematic fashion, e. g. by means of semiclassical limits which
relate (1.0.1) and (1.0.2), by “diagonalizing” a PDE or considering an associated “eigen-
value problem”.
A last important weapon in the arsenal of a mathematical physicist is to systematically
exploit symmetries.
Well-posedness The most fundamental question one may ask about a differential equa-
tion on a domain of functions (which may include boundary conditions and such) is
whether it is a well-posed problem, i. e.
(1) whether a (non-trivial) solution exists,
(2) whether the solution is unique and
2
(3) whether the solution depends on the initial conditions in a continuous fashion (sta-
bility).
Solving this sounds rather like an exercise, but it can be tremendously hard. (Proving
the well-posedness of the Navier-Stokes equation is one of the – unsolved – Millenium
Prize Problems, for instance.) Indeed, there are countless examples where a differential
equation either has no non-trivial solution1 or the solution is not unique; we will come
across some of these cases in the exercises.
Course outline This course is located at the intersection of mathematics and physics, so
one of the tasks is to establish a dictionary between the mathematics and physics commu-
nity. Both communities have benefitted from each other tremendously over the course of
history: physicists would often generate new problems for mathematicians while mathe-
maticians build and refine new tools to analyze problems from physics.
Concretely, the course is structured so as to show the interplay between different fields
of mathematics (e. g. functional analysis, harmonic analysis and the theory of Schrödinger
operators) as well as to consider different aspects of solving differential equations.
However, the course is not meant to be a comprehensive introduction to any of these
fields in particular, but just give an overview, elucidate some of the connections and whet
the appetite for more.
1For linear-homogeneous differential equations, if the zero function is in the domain, it is automatically a
solution. Hence, the zero function is often referred to as “trivial solution”.
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Chapter 2
Ordinary differential equations
An ordinary differential equation – or ODE for short – is an equation of the form
d
dt
x = x˙ = F(x), x(0) = x0 ∈ U ⊆ Rn, (2.0.1)
defined in terms of a vector field F = (F1, . . . , Fn) : U ⊆ Rn −→ Rn. Its solutions are curves
x = (x1, . . . , xn) : (−T,+T ) −→ U in Rn for times up to 0 < T ≤ +∞. You can also
consider ODEs on other spaces, e. g. Cd .
The solution to an ODE is a flow Φ : (−T,+T )× U −→ U , i. e. the map which satisfies
Φt(x0) = x(t)
where x(t) is the solution of (2.0.1). Locally, Φ is a “group representation”1
(i) Φ0 = idU
(ii) Φt1 ◦Φt2 = Φt1+t2 as long as t1, t2, t1 + t2 ∈ (−T,+T )
(iii) Φt ◦Φ−t = Φ0 = idU for all t ∈ (−T,+T )
The ODE (2.0.1) uniquely determines the flow Φ and vice versa: on the one hand, we can
define the flow map Φt(x0) = x(t) for each initial condition x0 and t as the solution of
(2.0.1). Property (i) follows from x(0) = x0. The other two properties follow from the
explicit construction of the solution later on in the proof of Theorem 2.2.3
On the other hand, assume we are given a flow Φ with properties (i)–(iii) above which
is differentiable in t. Then we can recover the vector field F at point x0 by taking the time
1If T =+∞, it really is a group representation of (R,+).
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derivative of the flow,
d
dt
Φt(x0)

t=0
= lim
δ→0
1
δ
 
Φδ(x0)−Φ0(x0)
= lim
δ→0
1
δ
 
Φδ(x0)− x0
=: F
 
Φ0(x0)

= F(x0).
Now by property (ii), the above also holds at any later point in time:
d
dt
Φt(x0) = lim
δ→0
1
δ
 
Φt+δ(x0)−Φt(x0)
(ii)
= lim
δ→0
1
δ

Φδ
 
Φt(x0)︸ ︷︷ ︸
=y
−Φt(x0)
= lim
δ→0
1
δ
 
Φδ(y)− y
= F(y) = F
 
Φt(x0)

In other words, we have just shown
d
dt
Φt(x0) = F
 
Φt(x0)

, Φ0(x0) = x0,
⇔ d
dt
Φt = F ◦Φt , Φ0 = id.
Clearly, there are three immediate questions:2013.09.10
(1) When does the flow exist?
(2) Is it unique?
(3) How large can we make T?
2.1 Linear ODEs
The simplest ODEs are linear where the vector field
F(x) = H x
is defined in terms of a n× n matrix H =  H jk1≤ j,k≤n ∈ MatC(n). The flow Φt = etH is
given in terms of the matrix exponential
etH = exp(tH) :=
∞∑
k=0
tk
k!
Hk. (2.1.1)
6
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This series converges in the vector space MatC(n)∼= Cn2 : if we choose
‖H‖ := max
1≤ j,k≤n
H jk
as norm2, we can see that the sequence of partial sums SN :=
∑N
k=0
tk
k!
Hk is a Cauchy
sequence,
SN − SK≤
 N∑
k=K+1
tk
k!
Hk
≤ N∑
k=K+1
tk
k!
Hk
≤
N∑
k=K+1
tk
k!
‖H‖k ≤
∞∑
k=K+1
tk
k!
‖H‖k
K→∞−−−→ 0.
Using the completeness of Cn2 with respect to the the norm ‖·‖ (which follows from the
completeness of C with respect to the absolute value), we now deduce that SN → etH as
N →∞. Moreover, we also obtain the norm bound etH≤ et‖H‖.
From linear algebra we know that any matrix H is similar to a matrix of the form
J = U−1 H U =
Jr1(λ1) 0 00 ... 0
0 0 JrN (λN )

where the {λ j}Nj=1 are the eigenvalues of H and the
Jr j (λ j) =

λ j 1 0 0
0
...
. . . 0
...
. . . λ j 1
0 · · · 0 λ j
=: λ idCr j + Nr j ∈MatC(r j)
are the r j-dimensional Jordan blocks associated to λ j . Now the exponential
etH =
∞∑
k=0
tk
k!
 
U J U−1
k = U ∞∑
k=0
tk
k!
J k

U−1
= U etJ U−1
2We could have picked any other norm on Cn2 since all norms on finite-dimensional vector spaces are equiva-
lent.
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is also similar to the exponential of tJ . Moreover, one can see that
etJ =
e
tJr1 (λ1) 0 0
0
... 0
0 0 etJrN (λn)

and the matrix exponential of a Jordan block can be computed explicitly (cf. problem 6
on Sheet 02),
etJr (λ) = etλ

1 t t
2
2
· · · · · · t r−1
(r−1)!
0 1 t t
2
2
· · · t r−2
(r−2)!
0 0
...
. . .
. . .
...
0 0 0 1 t t
2
2
0 0 0 0 1 t
0 0 0 0 0 1

.
In case H is similar to a diagonal matrix,
H = U
λ1 0 00 ... 0
0 0 λn
 U−1,
this formula simplifies to
etH = U
e
tλ1 0 0
0
... 0
0 0 etλn
 U−1.
Example (Free Schrödinger equation) The solution to
i d
dt
bψ(t) = 1
2
k2 bψ(t), bψ(0) = bψ0 ∈ C,
is bψ(t) = e−it 12 k2 bψ0.
Inhomogeneous linear ODEs In case the linear ODE is inhomogeneous,
x˙(t) = Ax(t) + f (t), x(0) = x0,
it turns out we can still find a closed solution:
x(t) = etAx0 +
∫ t
0
ds e(t−s)A f (s) (2.1.2)
8
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Higher-order ODEs
dn
dtn
x = F(x) + f (t), x ( j) = α( j), j = 0, . . . , n− 1, (2.1.3)
can be expressed as a system of first-order ODEs. If x ∈ R for simplicity, we can write
y1 := x
y2 :=
d
dt
x
y j :=
d
dt
y j−1 = d
j
dt j
x
yn :=
dn−1
dtn−1 x = F(x) + f (t) = F(y1) + f (t).
Thus, assuming the vector field F(x) = λx , λ ∈ R, is linear and the dimension of the
underlying space 1, we obtain the first-order linear equation
d
dt

y1
...
...
...
yn

=

0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0
.. . 1
λ 0 · · · · · · 0
︸ ︷︷ ︸
=:H

y1
...
...
...
yn

+

0
...
...
0
f (t)
 (2.1.4)
and the solution is given by (2.1.2) with initial condition y0 =
 
α(0),α(1), . . . ,α(n−1)

.
Then the solution to (2.1.3) is then just the first component y1(t).
Example (Newton’s equation of motion for a free particle) The dynamics of a free par-
ticle of mass m starting at x0 with initial momentum p0 is
x¨ = 0, x(0) = x0, x˙(0) =
p0
m
.
This leads to the first-order equation
d
dt

y1
y2

=

0 1
0 0

y1
y2

=: H y.
The matrix H is nilpotent, H2 = 0, and thus the exponential series
etH =
∞∑
k=0
tk
k!
Hk = id+ t H + 0=

1 t
0 1

terminates after finitely many terms. Hence, the solution is
x(t) = y1(t) = x0 + t
p0
m
.
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2.2 Existence and uniqueness of solutions
Now we turn back to the non-linear case. One important example of non-linear ODEs are
Hamilton’s equations of motion (1.0.1) which describe the motion of a classical particle;
this will be the content of Chapter 3.
The standard existence and uniqueness result is the Picard-Lindelöf theorem. The cru-
cial idea is to approximate the solution to the ODE and to improve this approximation
iteratively. To have a notion of convergence of solutions, we need to introduce the idea of
Definition 2.2.1 (Metric space) Let X be a set. A mapping d : X ×X −→ [0,+∞) with
properties
(i) d(x , y) = 0 exactly if x = y (definiteness),
(ii) d(x , y) = d(y, x) (symmetry), and
(iii) d(x , z)≤ d(x , y) + d(y, z) (triangle inequality),
for all x , y, z ∈ X is called metric. We refer to (X , d) as metric space (often only denoted as
X ). A metric space (X , d) is called complete if all Cauchy sequences (x(n)) (with respect to
the metric) converge to some x ∈ X .
A metric gives a notion of distance – and thus a notion of convergence, continuity and
open sets (a topology): quite naturally, one considers the topology generated by open balls
defined in terms of d. There are more general ways to study convergence and alternative
topologies (e. g. Fréchet topologies or weak topologies) can be both useful and necessary.
Example (i) Let X be a set and define
d(x , y) :=
(
1 x 6= y
0 x = y
.
It is easy to see d satisfies the axioms of a metric and X is complete with respect to
d. This particular choice leads to the discrete topology.
(ii) Let X = C([a, b], U), U ⊆ Rn be the space of continuous functions on an interval.
Then one naturally considers the metric
d∞( f , g) := sup
x∈[a,b]
 f (x)− g(x)= max
x∈[a,b]
 f (x)− g(x)
with respect to which C([a, b], U) is complete.
10
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One important result we need concerns the existence of so-called fixed points in complete
metric spaces:
Theorem 2.2.2 (Banach’s fixed point theorem) Let (X , d) be a complete metric space
and P a contraction, i. e. a map for which there exists C ∈ [0,1) so that for all x , y ∈ X
d
 
P(x), P(y)
≤ C d(x , y) (2.2.1)
holds. Then there exists a unique fixed point x∗ = P(x∗) so that for any x0 ∈ X , the sequence
Pn(x0)
	
n∈N =

P ◦ · · · ◦ P︸ ︷︷ ︸
n times
(x0)
	
n∈N
converges to x∗ ∈ X .
Proof Let us define xn := Pn(x0) for brevity. To show existence of a fixed point, we will
prove that {xn}n∈N is a Cauchy sequence. First of all, the distance between neighboring
sequence elements goes to 0,
d(xn+1, xn) = d
 
P(xn), P(xn−1)
≤ C d(xn, xn−1)
≤ Cn d(x1, x0). (2.2.2)
Without loss of generality, we shall assume that m< n. Then, we use the triangle inequal-
ity to estimate the distance between xn and xm by distances to neighbors,
d(xn, xm)≤ d(xn, xn−1) + d(xn−1, xn−2) + . . .+ d(xm+1, xm) =
n∑
j=m+1
d(x j , x j−1).
Hence, we can plug in the estimate on the distance between neighbors, (2.2.2), and sum
over j,
d(xn, xm)≤
n∑
j=m+1
C j−1 d(x1, x0) = Cm
n−m∑
j=0
C j d(x1, x0)
≤ Cm d(x1, x0)
∞∑
j=0
C j =
Cm
1− C d(x1, x0).
If we choose m large enough, we can make the right-hand side as small as we want and
thus, {xn}n∈N is a Cauchy sequence. By assumption the space (X , d) is complete, and
thus, there exists x∗ so that
lim
n→∞ xn = limn→∞ P
n(x0) = x∗.
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It remains to show that this fixed point is unique. Pick another initial point x ′0 with limit
x ′∗ = limn→∞ Pn(x ′0); this limit exists by the arguments above. Both fixed points satisfy
P x∗ = x∗ and P x ′∗ = x ′∗, because
P(x∗) = P
 
lim
n→∞ P
n(x0)

= lim
n→∞ P
n+1(x0) = x∗
holds (and analogously for x ′∗). Using the contractivity property (2.2.1), we then estimate
the distance between x∗ and x ′∗ by
d(x∗, x ′∗) = d
 
P(x∗), P(x ′∗)
≤ C d(x∗, x ′∗). 
Since 0≤ C < 1, the above equation can only hold if d(x∗, x ′∗) = 0 which implies x∗ = x ′∗.
Hence, the fixed point is also unique.2013.09.12
To ensure the existence of the flow, we need to impose conditions on the vector field. One
common choice is to require F to be Lipschitz, meaning there exists a constant L > 0 so
that F(x)− F(x ′)≤ Lx − x ′ (2.2.3)
holds for all x and x ′ in some open neighborhood Ux0 of the initial point x0 = x(0). The
Lipschitz condition has two implications: first of all, it states that the vector field grows
at most linearly. Secondly, if the vector field is continuously differentiable, L is also a
bound on the norm of the differential supx∈Ux0 ‖DF(x)‖. However, not all vector fields
which are Lipschitz need to be continuously differentiable, (2.2.3) is in fact weaker than
requiring that supx∈Ux0 ‖DF(x)‖ is bounded. For instance, the vector field F(x) =−|x | in
one dimension is Lipschitz on all of R, but not differentiable at x = 0.
So if the vector field is locally Lipschitz, the flow exists at least for some time interval:
Theorem 2.2.3 (Picard-Lindelöf) Let F be a continuous vector field, F ∈ C(U ,Rn), U ⊆ Rn
open, which defines a system of differential equations,
x˙ = F(x). (2.2.4)
Assume for a certain initial condition x0 ∈ U there exists a closed ball
Bρ(x0) :=

x ∈ Rn | |x − x0| ≤ ρ	⊆ U , ρ > 0,
such that F is Lipschitz on Bρ(x0) with Lipschitz constant L (cf. equation (2.2.3)). Then
the initial value problem, equation (2.2.4) with x(0) = x0, has a unique solution t 7→ x(t)
for times |t| ≤ T := min ρ/vmax, 1/2L where the maximal velocity is defined as vmax :=
supx∈Bρ(x0)|F(x)|.
12
2.2 Existence and uniqueness of solutions
Proof The proof consists of three steps:
Step 1: We can rewrite the initial value problem equation (2.2.4) with x(0) = x0 as
x(t) = x0 +
∫ t
0
ds F
 
x(s)

This equation can be solved iteratively: we define x(0)(t) := x0 and the n+ 1th iteration
x(n+1)(t) :=
 
P(x(n))

(t) in terms of the so-called Picard map
 
P(x(n))

(t) := x0 +
∫ t
0
ds F
 
x(n)(t)

.
Step 2: We will determine T > 0 small enough so that P : X −→ X is a contraction on
the space of trajectories which start at x0,
X :=
n
y ∈ C [−T,+T], Bρ(x0)  y(0) = x0o.
First, we note that X is a complete metric space if we use
d(y, z) := sup
t∈[−T,+T]
y(t)− z(t) y, z ∈ X
to measure distances between trajectories. Hence, Banach’s fixed point theorem 2.2.2
applies, and once we show that P is a contraction, we know that x(n) converges to the
(unique) fixed point x = P(x) ∈ X ; this fixed point, in turn, is the solution to the ODE
(2.2.4) with x(0) = x0.
To ensure P is a contraction with C = 1/2, we propose T ≤ 1/2L. Then the Lipschitz
property implies that for any y, z ∈ X , we have
d
 
P(y), P(z)

= sup
t∈[−T,+T]

∫ t
0
ds
 
F(y)

(s)−  F(z)(s)
≤ T L sup
t∈[−T,+T]
y(t)− z(t)≤ 1
2L
L d(y, z) = 1
2
d(y, z).
Step 3: We need to ensure that the trajectory does not leave the ball Bρ(x0) for all
t ∈ [−T,+T]: For any y ∈ X , we have 2013.09.17
P(y)− x0=

∫ t
0
ds F
 
y(s)
≤ t vmax ≤ T vmax < ρ.
Hence, as long as T ≤ min1/2L, vmax/ρ	 trajectories exist and do not leave U . This con-
cludes the proof. 
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This existence result for a single initial condition implies immediately that
Corollary 2.2.4 Assume we are in the setting of Theorem 2.2.3. Then for any xV ∈ U there
exists an open neighborhood V of xV so that the flow exists as a map Φ : [−T,+T]×V −→ U.
Proof Pick any xV ∈ U . Then according to the Picard-Lindelöf Theorem 2.2.3 there exists
an open ball Bρ(xV ) ⊆ U around xV so that the trajectory t 7→ x(t) with x(0) = xV exists
for all times t ∈ [−T,+T] where T =minρ/vmax1/2L	 and vmax = supx∈Bρ(xV ).
Now consider initial conditions x0 ∈ Bρ/2(xV ): since the vector field satisfies the same
Lipschitz condition as before, the arguments from Step 3 of the proof of the Picard-
Lindelöf Theorem tell us that for times t ∈ [−T/2,+T/2], the particles will not leave
Bρ(xV ). Put more concretely: the maximum velocity of the particle (which is the maxi-
mum of the vector field) dictates how far it can go. So even if we start at the border of the
ball with radius δ/2, for short enough times (e. g. T/2) we can make sure it never reaches
the boundary of Bρ(xV ).
This means the flow map Φ : [−T/2,+T/2]× Bρ/2(xV )−→ Bρ(xV ) exists. Note that since
Bρ/2(xV ) is contained in Bρ(xV )⊆ U , we know that the smaller ball is also a subset of U .
Another important fact is that the flow Φ inherits the smoothness of the vector field which
generates it.
Theorem 2.2.5 Assume the vector field F is k times continuously differentiable, F ∈ Ck(U ,Rn),
U ⊆ Rn. Then the flow Φ associated to (2.2.4) is also k times continuously differentiable,
i. e. Φ ∈ Ck [−T,+T]× V, U where V ⊂ U is suitable.
Proof We refer to Chapter 3, Section 7.3 in [Arn06]. 
2.2.1 Interlude: the Grönwall lemma
To show global uniqueness of the flow, we need to make use of the exceedingly useful
Grönwall lemma. It is probably the simplest “differential inequality”.
Lemma 2.2.6 (Grönwall) Let u be differentiable on the interior of I = [a, b] or I =
[a,+∞), and satisfy the differential inequality
u˙(t)≤ β(t)u(t)
where β is a real-valued, continuous function on I. Then
u(t)≤ u(a)e∫ ta dsβ(s) (2.2.5)
holds for all t ∈ I .
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Proof Define the function
v(t) := e
∫ t
a
dsβ(s).
Then v˙(t) = β(t) v(t) and v(a) = 1 hold, and we can use the assumption on u to estimate
d
dt
u(t)
v(t)
=
u˙(t) v(t)− u(t) v˙(t)
v(t)2
=
u˙(t) v(t)− u(t)β(t) v(t)
v(t)2
≤ β(t)u(t) v(t)− β(t)u(t) v(t)
v(t)2
= 0.
Hence, equation (2.2.5) follows from the mean value theorem,
u(t)
v(t)
≤ u(a)
v(a)
= u(a). 
One important application is to relate bootstrap information on the vector fields to infor-
mation on the flow itself. For instance, if the vector fields of two ODEs are close, then also
their flows remain close – but only for logarithmic times at best. After that, the flows will
usually diverge exponentially.
If one applies this reasoning to the same ODE for different initial conditions, then one
observes the same effect: no matter how close initial conditions are picked, usually, the
trajectories will diverge exponentially. This fact gives rise to chaos.
Proposition 2.2.7 Suppose the vector field F" = F0 + " F1 satisfies the Lipschitz condi-
tion (2.2.3) for some open set U ⊆ Rn with Lipschitz constant L > 0, consisting of a leading-
order term F0 that is also Lipschitz with constant L, and a small, bounded perturbation " F1,
i. e. 0< " 1 and C := supx∈U
F1<∞.
Then the flows Φ" and Φ0 associated to x˙" = F" and x˙ (0) = F0 exist for the same times
t ∈ [−T,+T], and the two are O(") close in the following sense: there exists an open
neighborhood V ⊆ U so that
sup
x∈V
Φ"t (x)−Φ0t (x)≤ " CL  eL|t| − 1 (2.2.6)
holds.
An important observation is that this result is in some sense optimal: while there are a
few specific ODEs (in particular linear ones) for which estimates analogous to (2.2.6) hold
for longer times, in general the Proposition really mirrors what happens: solutions will
diverge exponentially.
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In physics, the time scale at which chaos sets in, O(|ln"|), is known as Ehrenfest time
scale; classical chaos is the reason why semiclassics (approximating the linear quantum
evolution by non-linear classical dynamics) is limited to the Ehrenfest time scale.
Proof First of all, due to Corollary 2.2.4, there exist T > 0 and an open neighborhood V
so that for all initial conditions x0 ∈ V , the trajectories do not leave U .
Let x" and x (0) be the trajectories which solve x˙" = F" and x˙ (0) = F0 for the initial
condition x"(0) = x0 = x (0)(0). Moreover, let us define the difference vector X (t) :=
x"(t) − x (0)(t) so that u(t) = |X (t)|. Using |x | − y ≤ x − y for vectors x , y ∈ Rn
(which follows from the triangle inequality), we obtain ddt X (t)
= limδ→0 X (t +δ)− X (t)δ
= limδ→0
X (t +δ)− X (t)
|δ|
≥ lim
δ→0
|X (t +δ)| − |X (t)|
|δ| =
d
dt
u(t). (2.2.7)
Hence, we can estimate the derivative of u(t) from above by
d
dt
u(t)≤
 ddt  x"(t)− x (0)(t)
= F" x"(t)− F0 x (0)(t)
≤
F0 x"(t)− F0 x (0)(t)+ " F1 x"(t)
≤ L x"(t)− x (0)(t)+ " C = L u(t) + " C .
The above inequality is in fact equivalent to
d
dt
 
e−Lt u(t)

= e−Lt
 
u˙(t)− L u(t)≤ " C e−Lt .
Now we integrate left- and right-hand side: since we assume both trajectories to start
at the same point x0, we have u(0) =
x"(0)− x (0)(0) = x0 − x0 = 0. Moreover, the
integrands on both sides are non-negative functions, so that for t > 0 we obtain∫ t
0
ds
d
ds
 
e−Ls u(s)

=

e−Ls u(s)
t
0 = e
−Lt u(t)
≤
∫ t
0
ds " C e−Ls =−" C
L

e−Ls
t
0 = "
C
L
 
1− e−Lt.
A similar result is obtained for t < 0. Hence, we get
u(t)≤ " C
L
 
eL|t| − 1.
Since the Lipschitz constant L and C were independent of the initial point x0, this estimate
holds for all x0 ∈ U , and we have shown equation (2.2.6). 
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Note that the estimate (2.2.6) also holds globally (meaning for all times t ∈ R and initial
conditions x0 ∈ Rn) if the vector fields are globally Lipschitz, although we need the global
existence and uniqueness theorem, Corollary 2.2.8, from the next subsection.
2.2.2 Conclusion: global existence and uniqueness
The Grönwall lemma is necessary to prove the uniqueness of the solutions in case the
vector field is globally Lipschitz.
Corollary 2.2.8 If the vector field F satisfies the Lipschitz condition globally, i. e. there exists
L > 0 such that F(x)− F(x ′)≤ Lx − x ′
holds for all x , x ′ ∈ Rn, then t 7→ Φt(x0) exists globally for all t ∈ R and x0 ∈ Rn.
Proof For every x0 ∈ Rn, we can solve the initial value problem at least for |t| ≤ 1/2L.
Since we do not require the particle to remain in a neighborhood of the initial point as in
Theorem 2.2.4, the other condition on T is void.
Using Φt1◦Φt2 = Φt1+t2 we obtain a global trajectory x : R−→ Rn for all times. However,
we potentially lose uniqueness of the trajectory. So assume x˜ is another trajectory. Then
we define u(t) :=
x(t)− x˜(t) and use the Lipschitz property (2.2.3) to deduce
d
dt
u(t) =
d
dt
x(t)− x˜(t)
(2.2.7)≤  x˙(t)− ˙˜x(t)= F x(t)− F  x˜(t)
≤ L x(t)− x˜(t).
Hence, the Grönwall lemma applies with a = 0 and
u(0) =
x(0)− x˜(0)= x0 − x0= 0,
and we obtain the estimate
0≤ u(t) = x(t)− x˜(t)≤ u(0)eLt = 0, 
i. e. the two trajectories coincide and the solution is unique. 2013.09.19
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2.3 Stability analysis
What if an ODE is not analytically solvable, beyond using numerics, what information
can we extract? A simple way to learn something about the qualityative behavior is to
linearize the vector field near fixed points, i. e. those x0 ∈ Rn for which
F(x0) = 0.
Writing the solution x(t) = x0 +δ y(t) where x(0) = x0 and Taylor expanding the vector
field, we obtain another linear ODE involving the differential DF(x0) =
 
∂x j Fk(x0)

1≤ j,k≤d ,
d
dt
x(t) = δ
d
dt
y(t) = F
 
x0 +δ y(t)

= F(x0) +δ DF(x0) y(t) +O(δ2) = δ DF(x0) y(t)
=⇒ d
dt
y(t) = DF(x0) y(t).
The latter can be solved explicitly, namely etDF(x0) y0.
Now the stability of the solutions near fixed points is determined by the eigenvalues
{λ j}Nj=1 of DF(x0).
Definition 2.3.1 (Stability of fixed points) We call an ODE near a fixed point x0
(i) stable if Reλ j < 0 holds for all eigenvalues λ j of DF(x0),
(ii) marginally stable (or Liapunov stable) Reλ j ≤ 0 holds for all j and Reλ j = 0 for at
least one j, and
(iii) unstable otherwise.
There is also another characterization of fixed points:
Definition 2.3.2 An ODE near a fixed point x0 is called
(i) elliptic if Reλ j = 0 for all j = 1, . . . , N, and
(ii) hyperbolic if Imλ j = 0 for all j = 1, . . . , N and Reλ j > 0 for some j.
Example (Lorenz equation) The Rayleigh-Bernard equation describes the behavior of a
liquid in between two warm plates of different temperatures: x˙1x˙2
x˙3
=
 σ (x2 − x1)−x1 x3 + r x1 − x2
x1 x2 − b x3
=: F(x)
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Here, the variables x1 and x2 are temperatures, x3 is a speed, the constant σ is a volume
ratio, b is the so-called Prandtl number and r ≥ 0 is a control parameter. Typical values
for the parameters are σ ' 10 and b ' 8/5.
This vector field may have several fixed points (depending on the choice of the other
parameters), but x = 0 is always a fixed point independently of the values of σ, b and r.
Let us analyze the stability of the ODE near the fixed point at x = 0:
DF(0) =
−σ +σ 0r −1 0
0 0 −b

The block structure of the matrix yields that one of the eigenvalues is −b.
The other two eigenvalues can be inferred from finding the zeros of
χ(λ) = det

λ+σ −σ
−r λ+ 1

= (λ+σ)(λ+ 1)− (−1)2 rσ
= λ2 + (σ+ 1)λ+ (1− r)σ,
namely
λ± =−σ+ 12 ±
1
2
p
(σ+ 1)2 − (1− r)σ.
If r > 1, then (σ+ 1)2 − (1− r)σ > (σ+ 1)2, and thus λ− < 0 < λ+ as long as σ ≥ r is
large enough. Hence, the fixed point at x = 0 is unstable and hyperbolic.
For the other case, 0≤ r < 1, both eigenvalues are negative, and thus λ± < 0, the fixed
point is stable (but neither elliptic nor hyperbolic). 2013.09.24
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Chapter 3
Classical mechanics
This section serves to give a short introduction to the hamiltonian point of view of classical
mechanics and some of its beautiful mathematical structures. For simplicity, we only treat
classical mechanics of a spinless point particle moving in Rn, for the more general theory,
we refer to [MR99; Arn97]. A more thorough introduction to this topic would easily take
up a whole lecture, so we content ourselves with introducing the key precepts and apply
our knowledge from Section 2.
We will only treat hamiltonian mechanics here: the dynamics is generated by the so-
called hamilton function H : R2n −→ R which describes the energy of the system for a
given configuration. Here, R2n is also known as phase space. Since only energy differences
are measurable, the hamiltonian H ′ := H+ E0, E0 ∈ R, generates the same dynamics as H.
This is obvious from the Hamilton’s equations of motion,
q˙(t) = +∇pH q(t), p(t), (3.0.1a)
p˙(t) =−∇qH q(t), p(t), (3.0.1b)
which can be rewritten in matrix notation as
J

q˙(t)
p˙(t)

:=

0 −idRn
+idRn 0

q˙(t)
p˙(t)

(3.0.2)
=
∇qH∇pH
 
q(t), p(t)

=: XH
 
q(t), p(t)

.
The matrix J appearing on the left-hand side is often called symplectic form and leads to
a geometric point of view of classical mechanics. For fixed initial condition (q0, p0) ∈ R2n
at time t0 = 0, i. e. initial position and momentum, the Hamilton’s flow
Φ : R×R2n −→ R2n (3.0.3)
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maps (q0, p0) onto the trajectory which solves the Hamilton’s equations of motion,
Φt(q0, p0) =
 
q(t), p(t)

,
 
q(0), p(0)

= (q0, p0).
If the flow exists for all t ∈ R, it has the following nice properties: for all t, t ′ ∈ R and
(q0, p0) ∈ R2n, we have
(i) Φt
 
Φt ′(q0, p0)

= Φt+t ′(q0, p0),
(ii) Φ0(q0, p0) = (q0, p0), and
(iii) Φt
 
Φ−t(q0, p0)

= Φt−t(q0, p0) = (q0, p0).
Mathematically, this means Φ is a group action of R (with respect to time translations) on
phase space R2n. This is a fancy way of saying:
(i) If we first evolve for time t and then for time t ′, this is the same as evolving for time
t + t ′.
(ii) If we do not evolve at all in time, nothing changes.
(iii) The system can be evolved forwards or backwards in time.
The above results immediately apply to the Hamilton’s equations of motion:
Corollary 3.0.3 Let H(q, p) = 1
2m
p2+V (q) be the hamiltonian which generates the dynam-
ics according to equation (3.0.2) such that ∇qV satisfies a global Lipschitz condition∇qV (q)−∇qV (q′)≤ L q− q′ ∀q, q′ ∈ Rn.
Then the hamiltonian flow Φ exists for all t ∈ R.
Obviously, if ∇qV is only locally Lipschitz, we have local existence of the flow.
Remark 3.0.4 Note that if all second-order derivatives of V are bounded, then the hamil-
tonian vector field XH is Lipschitz.
3.1 The trinity of physical theories
It turns out to be useful to take a step back and analyze the generic structure of most
physical theories. They usually consist of three ingredients:
(i) A notion of state which encodes the configuration of the system,
(ii) a notion of observable which predicts the outcome of measurements and
(iii) a dynamical equation which governs how the physical system evolves.
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3.1.1 States
The classical particle always moves in phase space R2n ' Rnq × Rnp of positions and mo-
menta. Pure states in classical mechanics are simply points in phase space: a point par-
ticle’s state at time t is characterized by its position q(t) and its momentum p(t). More
generally, one can consider distributions of initial conditions which are relevant in statisti-
cal mechanics, for instance.
Definition 3.1.1 (Classical states) A classical state is a probability measure µ on phase
space, that is a positive Borel measure1 which is normed to 1,
µ(U)≥ 0 for all Borel sets U ⊆ R2n
µ(R2n) =
∫
R2n
dµ= 1.
Pure states are point measures, i. e. if (q0, p0) ∈ R2n, then the associated pure state is given
by µ(q0,p0)(·) := δ(q0,p0)(·) = δ
 · − (q0, p0).2
3.1.2 Observables
Observables f such as position, momentum, angular momentum and energy describe the
outcome of measurements.
Definition 3.1.2 (Classical observables) Classical observables f ∈ C∞(R2n,R) are smooth
functions on R2n with values in R.
Of course, there are cases when observables are functions which are not smooth on all or
R2n, e. g. the Hamiltonian which describes Newtonian gravity in three dimensions,
H(q, p) =
1
2m
p2 − gq ,
has a singularity at q = 0, but H ∈ C∞ R2n \ {0},R.
Intimately linked is the concept of
Definition 3.1.3 (Spectrum of an observable) The spectrum of a classical observables, i. e. the
set of possible outcomes of measurements, is given by
spec f := f (R2n) = im f .
1Unfortunately we do not have time to define Borel sets and Borel measures in this context. We refer the
interested reader to chapter 1 of [LL01]. Essentially, a Borel measure assigns a “volume” to “nice” sets,
i. e. Borel sets.
2Here, δ is the Dirac distribution which we will consider in detail in Chapter 7.
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If we are given a classical state µ, then the expectation value Eµ of an observable f for the
distribution of initial conditions µ is given by
Eµ( f ) :=
∫
R2n
dµ(q, p) f (q, p).
3.1.3 Dynamics: Schrödinger vs. Heisenberg picture
There are two equivalent ways prescribe dynamics: either we evolve states in time and
keep observables fixed or we keep states fixed in time and evolve observables. In quantum
mechanics, these two points of view are known as the Schrödinger and Heisenberg picture
(after the famous physicists of the same name). Usually, there are situations when one
point of view is more convenient than the other.
In both cases the crucial ingredient in the dynamical equation is the energy observable
H(q, p) also known as Hamilton function, or Hamiltonian for short. The prototypical form
for a non-relativistic particle of mass m> 0 subjected to a potential V is
H(q, p) =
1
2m
p2 + V (q).
The first term, 1
2m
p2, is also known as kinetic energy while V is the potential.
We have juxtaposed the Schrödinger and Heisenberg point of view in Table 3.1.1: in
the Schrödinger picture, the states
µ(t) := µ ◦Φ−t (3.1.1)
are evolved backwards in time while observables f remain constant. (That may seem
unintuitive at first, but we ask the skeptic to continue reading until the end of Section 3.4.)
Conversely, in the Heisenberg picture, observables
f (t) := f ◦Φt (3.1.2)
evolve forwards in time whereas states µ remain fixed. In both cases, the dynamical
equations can be written in terms of the so-called Poisson bracket
f , g
	
:=
n∑
j=1
 
∂p j f ∂q j g − ∂q j f ∂p j g

. (3.1.3)
These equations turn out to be equivalent to proposing Hamilton’s equations of mo-
tion (3.0.2) (cf. Proposition 3.3.1).
Example For the special observables position q j and momentum p j equation (3.3.1) re-
duces to the components of Hamilton’s equations of motion (3.0.2),
q˙ j =

H, q j
	
=+∂p j H
p˙ j =

H, p j
	
=−∂q j H.
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Schrödinger picture Heisenberg picture
States µ(t) = µ ◦Φ−t µ
Observables f f (t) = f ◦Φt
Dynamical equation d
dt
µ(t) =−H,µ(t)	 d
dt
f (t) =

H, f (t)
	
Table 3.1.1: Comparison between Schrödinger and Heisenberg picture.
3.2 Conservation of probability and the Liouville theorem
In the Schrödinger picture, states are time-dependent while observables remain fixed in
time. If µ is a state, we develop it backwards in time, µ(t) = µ◦Φ−t , using the hamiltonian
flow Φ associated to (3.0.2).
A priori, it is not obvious that µ(t) is still a classical state in the sense of Definition 3.1.1.
The first requirement,
 
µ(t)

(U) ≥ 0, is still satisfied since Φ−t(U) is again a subset of
R2n3 What is not obvious is whether µ(t) is still normed, i. e. whether
 
µ(t)

(R2n) =
∫
R2n
dµ(t) = 1?
Proposition 3.2.1 Let µ be a state on phase space R2n and Φt the flow generated by a
hamiltonian H ∈ C∞(R2n) which we assume to exist for |t| ≤ T where 0 < T ≤ ∞ is
suitable. Then µ(t) is again a state.
The proof of this relies on a very deep result of classical mechanics, the so-called
Theorem 3.2.2 (Liouville) The hamiltonian vector field is divergence free, i. e. the hamilto-
nian flow preserves volume in phase space of bounded subsets V of R2n with smooth boundary
∂ V . In particular, the functional determinant of the flow is constant and equal to
det
 
DΦt(q, p)

= 1
for all t ∈ R and (q, p) ∈ R2n.
Remark 3.2.3 We will need a fact from the theory of dynamical systems: if Φt is the flow
associated to a differential equation x˙ = F(x) with F ∈ C1(Rn, Rd), then
d
dt
DΦt(x) = DF
 
Φt(x)

DΦt(x), DΦt

t=0 = idRn ,
3The fact that Φ−t (U) is again Borel measurable follows from the continuity of Φt in t.
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Figure 3.2.1: Phase space volume is preserved under the hamiltonian flow.
holds for the differential of the flow. As a consequence, one can prove
d
dt
 
det DΦt(x)

= tr
 
DF
 
Φt(x)

det
 
DΦt(x)

= div F
 
Φt(x)

det
 
DΦt(x)

,
and det
 
DΦt

t=0 = 1. There are more elegant, general and geometric proofs of this fact,
but they are beyond the scope of our short introduction.
Proof (Theorem 3.2.2) Let H be the hamiltonian which generates the flow Φt . Let us
denote the hamiltonian vector field by
XH =

+∇pH−∇qH

.
Then a direct calculation yields
div XH =
n∑
j=1

∂q j
 
+∂p j H

+ ∂p j
 −∂q j H= 0
and the hamiltonian vector field is divergence free. This implies the hamiltonian flow Φt
preserves volumes in phase space: let V ⊆ R2n be a bounded region in phase space (a
Borel subset) with smooth boundary. Then for all −T ≤ t ≤ T for which the flow exists,
we have
d
dt
Vol
 
Φt(V )

=
d
dt
∫
Φt (V )
dq dp
=
d
dt
∫
V
dx ′ dp′ det
 
DΦt(q
′, p′)

.
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Since V is bounded, we can bound det
 
DΦt

and its time derivative uniformly. Thus, we
can interchange integration and differentiation and apply Remark 3.2.3,
d
dt
∫
V
dx ′ dp′ det
 
DΦt(q
′, p′)

=
∫
V
dx ′ dp′
d
dt
det
 
DΦt(q
′, p′)

=
∫
V
dx ′ dp′ div XH
 
Φt(q
′, p′)
︸ ︷︷ ︸
=0
det
 
DΦt(q
′, p′)

= 0.
Hence d
dt
Vol (V ) = 0 and the hamiltonian flow conserves phase space volume. The func-
tional determinant of the flow is constant as the time derivative vanishes,
d
dt
det
 
DΦt(q
′, p′)

= 0,
and equal to 1,
det
 
DΦt(q
′, p′)

t=0 = det idR2n = 1.
This concludes the proof. 
With a different proof relying on alternating multilinear forms, the requirements on V can
be lifted, see e. g. [Arn97, Theorem on pp. 204–207].
Proof (Proposition 3.2.1) Since Φt is continuous, it is also measurable. Thus µ(t) =
µ ◦ Φ−t is also a Borel measure on R2n (Φ−t exists by assumption on t). In fact, Φt is
a diffeomorphism on phase space. Liouville’s theorem 3.2.2 not only ensures that the
measure µ(t) remains positive, but also that it is normalized to 1: let U ⊆ R2n be a Borel
set. Then we conclude 
µ(t)

(U) =
∫
U
d
 
µ(t)

(q, p) =
∫
U
dµ
 
Φ−t(q, p)

=
∫
Φ−t (U)
dµ(q, p)det
 
DΦt(q, p)

=
∫
Φ−t (U)
dµ(q, p)≥ 0
where we have used the positivity of µ and the fact that Φ−t(U) is again a Borel set by
continuity of Φ−t . If we set U = R2n and use the fact that the flow is a diffeomorphism,
we see that R2n is mapped onto itself, Φ−t(R2n) = R2n, and the normalization of µ leads
to  
µ(t)

(R2n) =
∫
Φ−t (R2n)
dµ(q, p) =
∫
R2n
dµ(q, p) = 1
This concludes the proof. 
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3.3 Equation of motion for observables and Poisson algebras
Viewed in the Heisenberg picture, observables move in time, f (t) = f ◦ Φt , while states
are remain fixed. Seeing as Φt is invertible, it maps R2n onto itself, and thus the spectrum
of the observable does not change in time,
spec f (t) = spec f .
For many applications and arguments, it will be helpful to find a dynamical equation for
f (t) directly:
Proposition 3.3.1 Let f ∈ C∞(R2n,R) be an observable and Φ the hamiltonian flow which
solves the equations of motion (3.0.2) associated to a hamiltonian H ∈ C∞(R2n,R) which we
assume to exist globally in time for all (q0, p0) ∈ R2n. Then
d
dt
f (t) =

H, f (t)
	
(3.3.1)
holds where

f , g
	
:=
∑n
j=1
 
∂p j f ∂q j g − ∂q j f ∂p j g

is the so-called Poisson bracket.
Proof Theorem 2.2.5 implies the smoothness of the flow from the smoothness of the
hamiltonian. This means f (t) ∈ C∞(R2n,R) is again a classical observable. By assump-
tion, all initial conditions lead to trajectories that exist globally in time.4 For (q0, p0), we
compute the time derivative of f (t) to be
d
dt
f (t)

(q0, p0) =
d
dt
f
 
q(t), p(t)

=
n∑
j=1

∂q j f ◦Φt(q0, p0) q˙ j(t) + ∂p j f ◦Φt(q0, p0) p˙ j(t)

∗
=
n∑
j=1

∂q j f ◦Φt(q0, p0)∂p j H ◦Φt(q0, p0)+
+ ∂p j f ◦Φt(q0, p0)
 −∂q j H ◦Φt(q0, p0)
=

H(t), f (t)
	
(q0, p0).
In the step marked with ∗, we have inserted the Hamilton’s equations of motion. Com-
pared to equation (3.3.1), we have H instead of H(t) as argument in the Poisson bracket.
However, by setting f (t) = H(t) in the above equation, we see that energy is a conserved
quantity,
d
dt
H(t) =

H(t), H(t)
	
= 0.
4A slightly more sophisticated argument shows that the Proposition holds if the hamiltonian flow exists only
locally in time.
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Hence, we can replace H(t) by H in the Poisson bracket with f and obtain equation (3.3.1).
Remark 3.3.2 One can prove that f (t) = f ◦Φt is the only solution to equation (3.3.1),
but that requires a little more knowledge about symplectic geometry (cf. Proposition 5.4.2
and Proposition 5.5.2 of [MR99]). 2013.09.26
Conserved quantities The proof immediately leads to the notion of conserved quantity:
Definition 3.3.3 (Conserved quantity/constant of motion) An observable f ∈ C∞(R2n,R)
which is invariant under the flow Φ generated by the hamiltonian H ∈ C∞(R2n,R), i. e.
f (t) = f (0),
or equivalently satisfies
d
dt
f (t) =

H, f (t)
	
= 0,
is called conserved quantity or constant of motion.
As is very often in physics and mathematics, we have completed the circle: starting from
the Hamilton’s equations of motion, we have proven that the time evolution of observables
is given by the Poisson bracket. Alternatively, we could have started by postulating
d
dt
f (t) =

H, f (t)
	
for observables and we would have arrived at the Hamilton’s equations of motion by
plugging in q and p as observables.
Seemingly, to check whether an observable is a constant of motion requires one to solve
the equation of motion, but this is not so. A very important property of the Poisson bracket
is the following:
Proposition 3.3.4 (Properties of the Poisson bracket) If Φt is the flow associated to H ∈
C∞(R2n), then for any f , g, h ∈ C∞(R2n), the following statements hold true:
(i) {· , ·} : C∞(R2n)× C∞(R2n)−→ C∞(R2n)
(ii) { f , g}=−{g, f } (antisymmetry)
(iii) { f , g} ◦Φt =  f ◦Φt , g ◦Φt	
(iv)

f , {g, h}	+ h, { f , g}	+ g, {h, f }	= 0 (Jacobi identity)
(v) { f g, h}= f {g, h}+ g { f , h} (derivation property)
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Proof (i) { f , g} consists of products of derivatives of f and g, and thus their Poisson
bracket is in the class C∞(R2n).
(ii) The antisymmetry is obvious.
(iii) The fact that the time evolution and the Poisson bracket commute is a very deep
result of Hamiltonian mechancs (see e. g. [MR99, Proposition 5.4.2]), but that goes
far beyond our current capabilities.
(iv) This follows from either a straight-forward (and boring) calculation or one can use
(iii): we compute the derivative of this equation and obtain
d
dt
{ f , g} ◦Φt − ddt

f ◦Φt , g ◦Φt	=
=

H, { f , g} ◦Φt	− {H, f ◦Φt}, g ◦Φt	−  f ◦Φt , {H, g ◦Φt}	
=

H, { f , g} ◦Φt	+ g ◦Φt , {H, f ◦Φt}	+  f ◦Φt , {g ◦Φt , H}	.
Setting t = 0 yields the Jacobi identity.
(v) The derivation property follows directly from the product rule for partial derivatives
and the definition of {· , ·}. 
Even though we cannot prove (iii) with our current means, under the assumption that the
solution to equation (3.3.1) for f = 0 is unique and given by f (t) = 0, we can deduce
(iii) using the Jacobi identity (iv): { f , g} ◦ Φt =  f ◦ Φt , g ◦ Φt	 holds if this equality is
true for t = 0 (which follows directly from Φ0 = idR2n) and if the time derivative of this
equality is satisfied. Hence, we compare
d
dt
{ f , g} ◦Φt = H, { f , g} ◦Φt	
which holds by Proposition 3.3.1 to
d
dt

f ◦Φt , g ◦Φt	= {H, f ◦Φt}, g ◦Φt	+  f ◦Φt , {H, g ◦Φt}	
=− f ◦Φt , {g ◦Φt , H}	− g ◦Φt , {H, f ◦Φt}	
=+

H, { f ◦Φt , g ◦Φt}	.
Hence, the difference ∆(t) := { f , g} ◦Φt − { f ◦Φt , g ◦Φt} satisfies equation (3.3.1),
d
dt
∆(t) =

H,∆(t)
	
,
with initial condition ∆(0) = 0. We have assumed this equation has the unique solution
∆(t) = 0 which yields (iii).
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Proposition 3.3.4 (iii) simplifies computing the solution f (t) and finding constants of mo-
tion:
Corollary 3.3.5 (i) Equation (3.3.1) is equivalent to
d
dt
f ◦Φt = H, f 	 ◦Φt , f ◦Φ0 = f .
(ii) f is a constant of motion if and only if
{H, f }= 0.
Proof (i) Since H = H(t) is a constant of motion, the right-hand side of (3.3.1) can be
written as 
H, f ◦Φt	= H ◦Φt , f ◦Φt	
=

H, f
	 ◦Φt
using Proposition 3.3.4 (iii).
(ii) This follows directly from (i) and the definition of constant of motion. 
Moreover, it turn out to be 2013.10.01
Definition 3.3.6 (Poisson algebra) Let P ⊆ C∞(R2n) be a subalgebra of the smooth func-
tions (i. e. P is closed under taking linear combinations and products). Moreover, assume
that the Poisson bracket has the derivation property, { f g, h}= f {g, h}+ g { f , h}, and
{· , ·} : P ×P −→ P
maps P ×P into P . Then  P , {· , ·} is a Poisson algebra.
3.4 Equivalence of Schrödinger and Heisenberg picture
We are still missing the proof that Heisenberg and Schrödinger picture equally describe
the physics. The main observation is that taking expectation values in either lead to the
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same result, i. e. that for any observable f and state µ
Eµ(t)( f ) =
∫
R2n
dq dp
 
µ(t)

(q, p) f (q, p)
=
∫
R2n
dq dpµ ◦Φ−t(q, p) f (q, p)
=
∫
Φt (R2n)
dq dpµ(q, p) f ◦Φt(q, p)det DΦt(q, p)
∗
=
∫
R2n
dq dpµ(q, p)
 
f (t)

(q, p)
= Eµ
 
f (t)

holds. Note that the crucial ingredient in the step marked with ∗ is again the Liouville
theorem 3.2.2. Moreover, we see why states need to be evolved backwards in time.
3.5 The inclusion of magnetic fields
Magnetic fields can only be defined in dimension 2 or higher; usually, one considers the
case n = 3. There are two main ways to include magnetic fields into classical mechanics,
minimal substitution, and a more geometric way where the magnetic field enters into the
geometric structure of phase space. Both descriptions are equivalent, though.
The two-dimensional case can be obtained by restricting the three-dimensional case to
the q1 q2-plane.
The starting point from a physical point of view is the Lorentz force law: an electric field
E and a magnetic field B(q) =
 
B1(q),B2(q),B3(q)

exert a force on a particle with charge
e at q moving with velocity v that is given by
FL = e E+ v× e B. (3.5.1)
For simplicity, from now on, we set the charge e = 1.
The goal of this section is to include magnetic fields in the framework of Hamiltonian
mechanics. Electric fields E = −∇qV appear as potentials in the Hamilton function
H(q, p) = 1
2m
p2 + V (q), but magnetic fields are not gradients of a potential. Instead,
one can express the magnetic field
B=∇q ×A
as the curl of a vector potential A= (A1,A2,A3).
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3.5.1 Minimal substitution
The standard way to add the interaction to a magnetic field is to consider the equations
of motion for position q and kinetic momentum
pA(p, q) = p−A(q). (3.5.2)
Moreover, p is replaced by pA = p−A in the Hamiltonian,
HA(q, p) := H
 
q, p−A(q).
One then proposes the usual equations of motion:
0 −idR3
+idR3 0

q˙
p˙

=
∇qHA∇pHA

Taking the time-derivative of kinetic momentum yields
d
dt
pAj = p˙ j −
3∑
k=1
∂qk A(q) q˙k
=− d
dq j
HA−
3∑
k=1
∂qk A(q)∂pk H
A
=−∂q j HA−
3∑
k=1
∂pk H
A ∂q j
 
pk −Ak− 3∑
k=1
∂qk A j ∂pk H
A
=−∂q j HA+
3∑
k=1
∂pk H
A ∂q j Ak − ∂qk A j. (3.5.3)
If we set B jk := ∂q j Ak − ∂qk A j , then the magnetic field matrix
B :=
 
B jk

1≤ j,k≤3 =
 0 +B3 −B2−B3 0 +B1
+B2 −B1 0
 ,
and use
Bp =
 0 +B3 −B2−B3 0 +B1
+B2 −B1 0

p1p2
p3

=
 B3 p2 −B2 p3−B3 p1 +B1 p3
B2 p1 −B1 p2
= p×B,
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we can simplify the equation for pA to
d
dt
pA =−(∇qH)A+∇pHA×B=−∇qH + q˙×B.
For a non-relativistic particle with Hamiltonian H(q, p) = 1
2m
p2 + V (q), these equation
reduce to the Lorentz force law (3.5.1):
p˙A =−∇qV + p
A
m
×B
=−(∇qH)A+ B∇pHA =−(∇qH)A+ B q˙
Changes of gauge A choice of vector potential A is also called a choice of gauge. If
χ : R3 −→ R is a scalar function then A and
A′ = A+∇qχ
are both vector potentials associated to B, because ∇q ×∇qχ = 0,
∇q ×A′ =∇q ×  A+∇qχ
=∇q ×A+∇q ×∇qχ
=∇q ×A= B.
Thus, we can either choose the gauge A or A′, either one describes the physical situation:
the equation of motion for pA only involves B rather than A. Hence, gauges are usually
chosen for convenience (e. g. a particular “symmetry” or being divergence free,∇q ·A= 0).
3.5.2 Magnetic symplectic form
A second way to include the interaction to a magnetic field is to integrate it into the
symplectic form: 
B −idR3
+idR3 0

q˙
p˙

=
∇qH∇pH

(3.5.4)
Note that neither the Hamiltonian nor the momentum are altered. Instead, in this variant,
q is position and p is kinetic momentum. Solving the above equation for q˙ and p˙ yields
(3.5.3), 
B −idR3
+idR3 0

q˙
p˙

=

B q˙− p˙
q˙

=
∇qH∇pH

⇔
q˙
p˙

=

+∇pH−∇qH + B q˙

=

+∇pH−∇qH + q˙×B

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In other words, we have again recovered the Lorentz force law (3.5.1).
From a mathematical perspective, the advantage of this formulation is that magnetic
fields are always “nicer” functions than associated vector potentials.
3.6 Stability analysis
It turns out that hamiltonian systems are never stable: we start by linearizing the hamilto-
nian vector field,
XH(q, p) =

+∇pH(q, p)−∇qH(q, p)

=⇒ DXH(q, p) =
 ∇Tq∇pH(q, p) ∇Tp∇pH(q, p)−∇Tq∇qH(q, p) −∇Tp∇qH(q, p)

.
Thus, the linearized vector field is always trace-less,
Tr DXH(q, p) =
n∑
j=1
 
∂q j∂p j H(q, p)− ∂p j∂q j H(q, p)

= 0,
and using that the sum of eigenvalues {λ j}Nj=1 of DXH(q, p) equals the trace of DXH(q, p),
we know that the λ j (repeated according to their multiplicity) sum to 0,
Tr DXH(q, p) = 0=
2n∑
j=1
λ j .
Moreover, seeing as the entries of DXH(q, p) are real, the eigenvalues come in complex
conjugate pairs {λ j ,λ j}. Combined with the fact that DXH(q, p) is 2n× 2n-dimensional,
we deduce that if λ j is an eigenvalue of DXH(q, p), then so is −λ j . This suggests that
hamiltonian systems tend to be either elliptic or hyperbolic.
Electric fields and other gradient fields To better understand the influence interactions
to electromagnetic fields (and other forces which can be expressed as the gradient of
a potential) have to the dynamics of a particle, let us start with considering the purely
electric case for a non-relativistic particle. Here, the interaction is given by the standard
Hamiltonian
H(q, p) = 1
2m
p2 + V (q).
which gives the interaction to the electric field E=−∇qV . Here, the vector field
XH(q, p) =
 p
m−∇qV (q)

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vanishes at (q0, 0) where q0 is a critical point of V , i. e. ∇qV (q0) = 0. Its linearization
DXH(q, p) =

0 1
m
idRn
−HessV (q) 0

involves the Hessian
HessV =

∂ 2q1 V · · · ∂q1∂qn V
...
...
∂q1∂qn V · · · ∂ 2qn V

of the potential. The block structure allows us to simplify the characteristic polynomial
using
det

A B
C D

= detA det
 
D− B D−1 C.
Then the zeros of the characteristic polynomial
χq0(λ) = det
 
λ idR2n − DXH(q0, 0)
= det

λ idRn − 1m idRn
+Hess V (q0) λ idRn

= det
 
λ idRn

det
 
λ idRn +λ
−1 m−1 Hess V (q0)

= det
 
λ2 idRn +m
−1 Hess V (q0)

are the square roots of the eigenvalues of −m−1 Hess V (q0). In case q0 is a local maximum,
for instance, then
Hess V (q0)> 0 ⇔ x ·Hess V (q0)x > 0 ∀x ∈ R3 (3.6.1)
holds in the sense of matrices; this equation is equivalent to requiring all eigenvalues ω j
of the Hessian to be positive. Hence, the eigenvalues of the linearized vector field are
λ± j =±
q
−ω j
m
=±i
q
ω j
m
,
which means (q0, 0) is a marginally stable, elliptic fixed point.
Magnetic fields In case only a magnetic field is present, i. e. we consider the Hamilton
function H(q, p) = 1
2m
p2 and the magnetic equations of motion (3.5.4). The corresponding
vector field
XH(q, p) =
1
m

p
B(q) p

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linearizes to
DXH(q, p) =
1
m

0 idR3
B′(q) p B(q)

where
B′ p :=∇Tq
 
B p

.
Any of the fixed points are of the form (q0, 0), so that we need to find the eigenvalues of
DXH(q0, 0) =
1
m

0 idR3
0 B(q0)

.
Using the block form of the matrix, we see right away that three eigenvalues are 0 while
the others are, up to a factor of 1/m, the eigenvalues of B(q):
χq0(λ) := det
 
λ idR6 − DXH(q0, 0)
= det

λ idR3 − 1m idR3
0 λ idR3 − 1m B(q0)

= λ3 det
 
λ idR3 − 1m B(q0)

The eigenvalues of B(q0) are 0 and ±i
B(q0). This can be seen from B = B = −BT ,
trB = 0 and det B = 0 which implies: (i) λ1 = 0, (ii) λ2 = λ3 and λ2 +λ3 = 0. 2013.10.03
Hence, magnetic field have metastable, elliptic fixed points which are all of the form
(q0, 0). That means, we are confronted with two problems: first of all, 4 of the eigenvalues
are 0, so there are many metastable directions. The second one is much more serious:
linearization is a local technique, and studying the stability via linearization hinges on
the fact that you can separate fixed points by open neighborhoods. But here, none of
the fixed points can be isolated from the others (in the sense that there does not exist an
open neighborhood which contains only a single fixed point). So one needs more care: for
instance, it is crucial to look at how the direction of B changes, looking at the linearization
of the vector field is insufficient.
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Chapter 4
Banach & Hilbert spaces
This section intends to introduce some fundamental notions on Banach spaces; those are
vector spaces of functions where the notion of distance is compatible with the linear struc-
ture. In addition, Hilbert spaces also allow one to introduce a notion of angle via a scalar
product.
Those notions are crucial to understand PDEs and ODEs, because these are defined on
a domain (similar to domains of functions). For instance, one may ask:
(i) How does the existence of solutions depend on the domain, e. g. by imposing differ-
ent boundary conditions?
(ii) How well can I approximate a solution with a given set of base vectors? This is
important for numerics, because one needs to approximate elements of infinite-
dimensional spaces by finite linear combinations.
4.1 Banach spaces
Many vector spaces X can be equipped with a norm ‖·‖, and if they are complete with
respect to that norm, the pair
 X ,‖·‖ is a Banach space.
4.1.1 Abstract Banach spaces
The abstract definition of Banach spaces is quite helpful when we construct Banach spaces
from other Banach spaces (e. g. Banach spaces of integrable, vector-valued functions).1
1We will only consider vector spaces over C, although much of what we do works just fine if the field of scalars
is R.
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Definition 4.1.1 (Normed space) LetX be a vector space. A mapping ‖·‖ : X −→ [0,+∞)
with properties
(i) ‖x‖= 0 if and only if x = 0,
(ii) ‖αx‖= |α| ‖x‖, and
(iii)
x + y≤ ‖x‖+ y,
for all x , y ∈ X , α ∈ C, is called norm. The pair (X ,‖·‖) is then referred to as normed space.
A norm on X quite naturally induces a metric by setting
d(x , y) :=
x − y
for all x , y ∈ X . Unless specifically mentioned otherwise, one always works with the
metric induced by the norm.
Definition 4.1.2 (Banach space) A complete normed space is a Banach space.
Example The space X = C([a, b],C) from the previous list of examples has a norm, the
sup norm  f ∞ = sup
x∈[a,b]
 f (x) .
Since C([a, b],C) is complete, it is a Banach space.
4.1.2 Prototypical Banach spaces: Lp(Ω) spaces
The prototypical examples of Banach spaces are the so-called Lp spaces or p-integrable
spaces; a rigorous definition requires a bit more care, so we refer the interested reader to
[LL01].
When we say integrable, we mean integrable with respect to the Lebesgue measure
[LL01, p. 6 ff.]. For any open or closed set Ω ⊆ Rn, the space of p-integrable functions
Lp(Ω) is a C-vector space, but
ϕLp(Ω) :=∫
Ω
dx
ϕ(x)p1/p
is not a norm: there are functions ϕ 6= 0 for which ϕ = 0. Instead, ϕ = 0 only
ensures
ϕ(x) = 0 almost everywhere (with respect to the Lebesgue measure dx).
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Almost everywhere is sometimes abbreviated with a. e. and the terms “almost surely” and
“for almost all x ∈ Ω” can be used synonymously. If we introduce the equivalence relation
ϕ ∼ψ :⇔ ϕ−ψ= 0,
then we can define the vector space Lp(Ω):
Definition 4.1.3 (Lp(Ω)) Let 1≤ p <∞. Then we define
Lp(Ω) :=
n
f : Ω−→ C  f measurable, ∫
Ω
dx
 f (x)p <∞o
as the vector space of functions whose pth power is integrable. Then Lp(Ω) is the vector space
Lp(Ω) := Lp(Ω)/∼
consisting of equivalence classes of functions that agree almost everywhere. With the p norm
 f p :=∫
Ω
dx
 f (x)p1/p
it forms a normed space.
In practice, one usually does not distinguish between equivalence classes of functions
[ f ] (which make up Lp(Ω)) and functions f . This abuse of notation is pervasive in the
literature and it is perfectly acceptable to write f ∈ Lp(Ω) even though strictly speaking,
one should write [ f ] ∈ Lp(Ω). Only when necessary, one takes into account that f = 0
actually means f (x) = 0 for almost all x ∈ Ω.
In case p =∞, we have to modify the definition a little bit.
Definition 4.1.4 (L∞(Ω)) We define
L∞(Ω) :=
n
f : Ω−→ C  f measurable, ∃0< K <∞ :  f (x)≤ K almost everywhereo
to be the space of functions that are bounded almost everywhere and f ∞ := ess sup
x∈Ω
 f (x) := infK ≥ 0   f (x)≤ K for almost all x ∈ Ω	.
Then the space L∞(Ω) := L∞(Ω)/ ∼ is defined as the vector space of equivalence classes
where two functions are identified if they agree almost everywhere. 2013.10.08
Theorem 4.1.5 (Riesz-Fischer) For any 1 ≤ p ≤∞, Lp(Ω) is complete with respect to the
‖·‖p norm and thus, a Banach space.
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Definition 4.1.6 (Separable Banach space) A Banach space X is called separable if there
exists a countable dense subset.
This condition is equivalent to asking that the space has a countable basis.
Theorem 4.1.7 For any 1≤ p <∞, the Banach space Lp(Ω) is separable.
Proof We refer to [LL01, Lemma 2.17] for an explicit construction. The idea is to approx-
imate arbitrary functions by functions which are constant on cubes and take only values
in the rational complex numbers. 
For future reference, we collect a few facts on Lp(Ω) spaces. In particular, we will make
use of dominated convergence frequently. We will give them without proof, they can be
found in standard text books on analysis, see e. g. [LL01].
Theorem 4.1.8 (Monotone Convergence) Let ( fk)k∈N be a sequence of non-decreasing
functions in L1(Ω)with pointwise limit f defined almost everywhere. Define Ik :=
∫
Ω
dx fk(x);
then the sequence (Ik) is non-decreasing as well. If I := limk→∞ Ik <∞, then I =
∫
Ω
dx f (x),
i. e.
lim
k→∞
∫
Ω
dx fk(x) =
∫
Ω
dx lim
k→∞ fk(x) =
∫
Ω
dx f (x)
holds.
Theorem 4.1.9 (Dominated Convergence) Let ( fk)k∈N be a sequence of functions in L1(Ω)
that converges almost everywhere pointwise to some f : Ω −→ C. If there exists a non-
negative g ∈ L1(Ω) such that  fk(x) ≤ g(x) holds almost everywhere for all k ∈ N, then g
also bounds
 f , i. e.  f (x) ≤ g(x) almost everywhere, and f ∈ L1(Ω). Furthermore, the
limit k→∞ and integration with respect to x commute and we have
lim
k→∞
∫
Ω
dx fk(x) =
∫
Ω
dx lim
k→∞ fk(x) =
∫
Ω
dx f (x).
Example (First half of Riemann-Lebesgue lemma) We define the Fourier transform of
f ∈ L1(Rn) as
(F f )(ξ) := 1
(2pi)n/2
∫
Rn
dx e−iξ·x f (x).
The integrability of f implies that F f is uniformly bounded:(F f )(ξ)≤ 1
(2pi)n/2
∫
Rn
dx
e−iξ·x f (x)=  f L1(Rn)
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In fact, F f is continuous, and the crucial tool in the proof is dominated convergence: to
see that F f is continuous in ξ0 ∈ Rn, let (ξn) be any sequence converging to ξ0. Since
we can bound the integrand uniformly in ξ,e−iξ·x f (x)≤  f (x) ,
dominated convergence applies, and we may interchange integration and differentiation,
lim
ξ→ξ0
(F f )(ξ) = lim
ξ→ξ0
1
(2pi)n/2
∫
Rn
dx e−iξ·x f (x)
=
1
(2pi)n/2
∫
Rn
dx lim
ξ→ξ0
 
e−iξ·x f (x)

=
1
(2pi)n/2
∫
Rn
dx e−iξ0·x f (x) = (F f )(ξ0).
This means F f is continuous in ξ0. However, ξ0 was chosen arbitrarily so that we have
in fact F f ∈ L∞(Rn)∩ C(Rn).
4.1.3 Boundary value problems
Now let us consider the wave equation
∂ 2t u− ∂ 2x u= 0 (4.1.1)
in one dimension for the initial conditions
u(x , 0) = ϕ(x),
u′(x , 0) =ψ(x).
This formal description defines only half of the wave equation, the other half is to state
clearly what space u is taken from, and if it should satisfy additional conditions. A priori
it is not clear whether u is a function of R or a subset of R, say, an interval [a, b]. The
derivatives appearing in (4.1.1) need only exist in the interior of the spatial domain,
e. g. (a, b). Moreover, we could impose integrability conditions on u, e. g. u ∈ L1(R).
If u is a function [0, L] to C, for instance, it turns out that we need to specify the
behavior of u or u′ at the boundary, e. g.
(i) Dirichlet boundary conditions: u(t, 0) = 0= u(t, L)
(ii) Neumann boundary conditions: ∂xu(t, 0) = 0= ∂xu(t, L)
(iii) Mixed or Robin boundary conditions: α0u(t, 0)+β0∂xu(t, 0) = 0, αLu(t, L)+βL∂xu(t, L) =
0
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If one of the boundaries is located at ±∞, then the corresponding boundary condition
often becomes meaningless because “u(+∞, T )” usually makes no sense.
Let us start by solving (4.1.1) via a product ansatz, i. e. we assume u is of the form
u(x , t) = τ(t)ξ(x)
for suitable functions ξ and τ. Plugging the product ansatz into the wave equation and
assuming that τ(t) and ξ(x) are non-zero yields
τ¨(t)ξ(x)−τ(t)ξ′′(x) = 0 ⇐⇒ τ¨(t)
τ(t)
=
ξ′′(x)
ξ(x)
= λ ∈ C.
This means τ and ξ each need to satisfy the harmonic oscillator equation,
τ¨−λτ= 0 ,
ξ′′ −λξ= 0.
Note that these two equations are coupled via the constant λ which has yet to be deter-
mined. The solutions to these equations are
τ(t) =
(
a1(0) + a2(0) t λ= 0
a1(λ)e+t
p
λ + a2(λ)e−t
p
λ λ 6= 0
and
ξ(x) =
(
b1(0) + b2(0) x λ= 0
b1(λ)e+x
p
λ + b2(λ)e−x
p
λ λ 6= 0
for a1(λ), a2(λ), b1(λ), b2(λ) ∈ C where we always choose the root whose imaginary part
is positive. These solutions are smooth functions on R×R.
The wave equation on R As mentioned in problem 4 on sheet 1, conditions on u now
restrict the admissible values for λ. For instance, if we ask that
u ∈ L∞(R×R),
then this condition only allows λ ≤ 0 and excludes the linear solutions, i. e. a2(0) = 0 =
b2(0).
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The wave equation on [0, L] with Dirichlet boundary conditions Now assume we are in-
terested in the case where the wave equation is considered on the interval [0, L] with
Dirichlet boundary conditions, u(t, 0) = 0 = u(t, L). It turns out that the boundary con-
dition only allows for a discrete set of negative λ: one can see easily that for λ = 0, only
the trivial solution satisfies the Dirichlet boundary conditions, i. e. a1(0) = a2(0) = 0 and
b1(0) = b2(0) = 0.
For λ 6= 0, the first boundary condition
ξλ(0) = a1(λ)e
+0
p
λ + a2(λ)e
−0pλ
= a1(λ) + a2(λ)
!
= 0
implies a2(λ) =−a1(λ). Plugging that back into the second equation yields
ξλ(L) = a1(λ)
 
e+L
p
λ − e−Lpλ != 0
which is equivalent to
e2L
p
λ = 1.
The solutions to this equation are of the formp
λ= i
npi
L
for some n ∈ N, i. e. λ < 0. Moreover, as discussed in problem 4, the only admissible
solutions of the spatial equation are
ξn(x) = sin n
pix
L
, n ∈ N.
That means, the solutions are indexed by an integer n ∈ N,
un(t, x) =

a1(n)e
+in pit
L + a2(n)e
−in pit
L

sin npix
L
,
and a generic solution is of the form
u(t, x) =
∑
n∈N

a1(n)e
+in pit
L + a2(n)e
−in pit
L

sin npix
L
. (4.1.2)
To obtain the coefficients, we need to solve
u(0, x) =
∑
n∈N
 
a1(n) + a2(n)

sin npix
L
!
= ϕ(x)
∂tu(0, x) =
∑
n∈N
i npi
L
 
a1(n)− a2(n) sin npixL !=ψ(x).
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Later on, we will see that all integrable functions on intervals can be expanded in terms
of e±inλx for suitable choices of λ (cf. Section 6). Hence, we can expand
ϕ(x) =
∑
n∈N
bϕ(n) sin n
pix
L
ψ(x) =
∑
n∈N
bψ(n) sin n
pix
L
in the same fashion as u, and we obtain the following relation between the coefficients:
bϕ(n) = a1(n) + a2(n)
bψ(n) =
i npi
L
 
a1(n)− a2(n)
For each n, we obtain two linear equations with two unknowns, and we can solve them
explicitly. Now the question is whether the sum in u(t, ·) is also integrable: if we assume
for now that the coefficients of ϕ and ψ are absolutely summable2,2013.10.10 ∑
n∈N
a1(n) + a2(n)<∞ ,∑
n∈N
|n| a1(n)− a2(n)<∞ ,
then we deduce
2
a1(n)= a1(n) + a1(n)
=
a1(n)− a2(n) + a2(n) + a1(n)
≤ a1(n) + a2(n)+ a1(n)− a2(n)
≤ a1(n) + a2(n)+ |n| a1(n)− a2(n).
Thus, the expression on the right-hand side of (4.1.2) converges in L1([0, L]),u(x , t)≤ ∑
n∈N
 
a1(n)e
+i npi
L
t + a2(n)e
−i npi
L
t sin npix
L

≤∑
n∈N
 |a1(n)|+ |a2(n)|<∞.
Since the bound is independent of t we deduce u(t, ·) exists for all t ∈ R.
Overall, we have shown the following: if we place enough conditions on the initial
values u(0) = ϕ and ∂tu(0) = ψ (here: ϕ,ψ ∈ L1([0, L]) and absolutely convergent
Fourier series), then in fact u(t) ∈ L1([0, L]) is integrable for all times (bounded functions
on bounded intervals are integrable).
2In Chapter 6 we will give conditions explicit conditions on ϕ andψwhich will ensure the absolute summability
of the Fourier coefficients.
46
4.2 Hilbert spaces
4.2 Hilbert spaces
Hilbert spaces H are Banach spaces with a scalar product 〈· , ·〉 which allows to measure
the “angle” between two vectors. Most importantly, it yields a characterization of vectors
which are orthogonal to one another, giving rise to the notion of orthonormal bases (ONB).
This type of basis is particularly efficient to work with and has some rather nice properties
(e. g. a Pythagorean theorem holds).
4.2.1 Abstract Hilbert spaces
First, let us define a Hilbert space in the abstract, starting with
Definition 4.2.1 (pre-Hilbert space and Hilbert space) A pre-Hilbert space is a complex
vector space H with scalar product
〈· , ·〉 :H×H −→ C,
i. e. a mapping with properties
(i)


ϕ,ϕ
≥ 0 and 
ϕ,ϕ= 0 implies ϕ = 0 (positive definiteness),
(ii)


ϕ,ψ
∗ = 
ψ,ϕ, and
(iii)


ϕ,αψ+χ

= α


ϕ,ψ

+


ϕ,χ

for all ϕ,ψ,χ ∈ H and α ∈ C. This induces a natural norm ϕ := p〈ϕ,ϕ〉 and metric
d(ϕ,ψ) :=
ϕ−ψ, ϕ,ψ ∈ H. If H is complete with respect to the induced metric, it is a
Hilbert space.
The scalar product induces a norm  f  :=p
 f , f 
and a metric d( f , g) :=
 f − g.
Example (i) Cn with scalar product
〈z, w〉 :=
n∑
l=1
z∗j w j
is a Hilbert space.
(ii) C([a, b],C) with scalar product

f , g

:=
∫ b
a
dx f (x)∗ g(x)
is just a pre-Hilbert space, since it is not complete.
47
4 Banach & Hilbert spaces
4.2.2 Orthonormal bases and orthogonal subspaces
Hilbert spaces have the important notion of orthonormal vectors and sequences which do
not exist in Banach spaces.
Definition 4.2.2 (Orthonormal set) Let I be a countable index set. A family of vectors
{ϕk}k∈I is called orthonormal set if for all k, j ∈ I¬
ϕk,ϕ j
¶
= δk j
holds.
As we will see, all vectors in a separable Hilbert spaces can be written in terms of a
countable orthonormal basis. Especially when we want to approximate elements in a
Hilbert space by elements in a proper closed subspace, the vector of best approximation
can be written as a linear combination of basis vectors.
Definition 4.2.3 (Orthonormal basis) Let I be a countable index set. An orthonormal set
of vectors {ϕk}k∈I is called orthonormal basis if and only if for all ψ ∈H, we have
ψ=
∑
k∈I
〈ϕk,ψ〉ϕk.
If I is countably infinite, I ∼= N, then this means the sequence ψn := ∑nj=1〈ϕ j ,ψ〉ϕ j of
partial converges in norm to ψ,
lim
n→∞
ψ−∑nj=1〈ϕ j ,ψ〉ϕ j= 0
Example Hermitian matrices H = H∗ ∈MatC(n) give rise to a set of orthonormal vectors,
namely the set of eigenvectors. To see that this is so, let vk be an eigenvector to λn (the
eigenvalues are repeated according to their multiplicity). Then for all eigenvectors v j and
vk, we compute
0=
¬
v j , Hvk
¶− ¬v j , Hvk¶= λn ¬v j , vk¶− ¬H∗v j , vk¶
= λn
¬
v j , vk
¶− ¬Hv j , vk¶= (λn −λ j) ¬v j , vk¶
where we have used that the eigenvalues of hermitian matrices are real (this follows
from repeating the above argument for j = n). Hence, either
¬
v j , vk
¶
= 0 if λ j 6= λn or
λ j = λn. In the latter case, we obtain a higher-dimensional subspace of Cn associated
to the eigenvalue λn for which we can construct an orthonormal basis using the Gram-
Schmidt procedure.
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Thus, we obtain a basis of eigenvectors {v j}nj=1. This basis is particularly convenient
when working with the matrix H since
Hw = H
n∑
j=1
¬
v j , w
¶
v j
=
n∑
j=1
λ j
¬
v j , w
¶
v j .
We will extend these arguments in the next chapter to operators on infinite-dimensional
Hilbert spaces where one needs to take a little more care.
With this general notion of orthogonality, we have a Pythagorean theorem:
Theorem 4.2.4 (Pythagoras) Given a finite orthonormal family {ϕ1, . . . ,ϕn} in a pre-
Hilbert space H and ϕ ∈H, we haveϕ2 =∑nk=1〈ϕk,ϕ〉2 + ϕ−∑nk=1〈ϕk,ϕ〉ϕk2.
Proof It is easy to check that ψ :=
∑n
k=1〈ϕk,ϕ〉ϕk and ψ⊥ := ϕ −
∑n
k=1〈ϕk,ϕ〉ϕk are
orthogonal and ϕ =ψ+ψ⊥. Hence, we obtainϕ2 = 〈ϕ,ϕ〉= 〈ψ+ψ⊥,ψ+ψ⊥〉= 〈ψ,ψ〉+ 〈ψ⊥,ψ⊥〉
=
∑n
k=1〈ϕk,ϕ〉ϕk
2 + ϕ−∑nk=1〈ϕk,ϕ〉ϕk2.
This concludes the proof. 
A simple corollary are Bessel’s inequality and the Cauchy-Schwarz inequality.
Theorem 4.2.5 Let H be a pre-Hilbert space.
(i) Bessel’s inequality holds: let

ϕ1, . . .ϕn
	
be a finite orthonormal sequence. Then
‖ψ‖2 ≥
n∑
j=1
|〈ϕ j ,ψ〉|2.
holds for all ψ ∈H.
(ii) The Cauchy-Schwarz inequality holds, i. e.
|〈ϕ,ψ〉| ≤ ‖ϕ‖‖ψ‖
is valid for all ϕ,ψ ∈H
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Proof (i) This follows trivially from the previous Theorem as ‖ψ⊥‖2 ≥ 0.
(ii) Pick ϕ,ψ ∈H. In case ϕ = 0, the inequality holds. So assume ϕ 6= 0 and define
ϕ1 :=
ϕϕ
which has norm 1. We can apply (i) for n= 1 to concludeψ2 ≥ 〈ϕ1,ψ〉2 = 1ϕ2 〈ϕ,ψ〉2 .
This is equivalent to the Cauchy-Schwarz inequality. 
An important corollary says that the scalar product is continuous with respect to the norm
topology. This is not at all surprising, after all the norm is induced by the scalar product!
Corollary 4.2.6 LetH be a Hilbert space. Then the scalar product is continuous with respect
to the norm topology, i. e. for two sequences (ϕn)n∈N and (ψm)m∈N that converge to ϕ and
ψ, respectively, we have
lim
n,m→∞〈ϕn,ψm〉= 〈ϕ,ψ〉.
Proof Let (ϕn)n∈N and (ψm)m∈N be two sequences in H that converge to ϕ and ψ, re-
spectively. Then by Cauchy-Schwarz, we have
lim
n,m→∞
〈ϕ,ψ〉 − 〈ϕn,ψm〉= limn,m→∞〈ϕ−ϕn,ψ〉 − 〈ϕn,ψm −ψ〉
≤ lim
n,m→∞
〈ϕ−ϕn,ψ〉+ limn,m→∞〈ϕn,ψm −ψ〉
≤ lim
n,m→∞‖ϕ−ϕn‖‖ψ‖+ limn,m→∞‖ϕn‖‖ψm −ψ‖= 0
since there exists some C > 0 such that
ϕn≤ C for all n ∈ N. 
Before we prove that a Hilbert space is separable exactly if it admits a countable basis, we
need to introduce the notion of orthogonal complement: if A is a subset of a pre-Hilbert
space H, then we define
A⊥ :=

ϕ ∈H | 〈ϕ,ψ〉= 0 ∀ψ ∈ A	.
The following few properties of the orthogonal complement follow immediately from its
definition:
(i) {0}⊥ =H and H⊥ = {0}.
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(ii) A⊥ is a closed linear subspace of H for any subset A⊆H.
(iii) If A⊆ B, then B⊥ ⊆ A⊥.
(iv) If we denote the sub vector space spanned by the elements in A by span A, we have
A⊥ =
 
span A
⊥ =  span A⊥
where span A is the completion of span A with respect to the norm topology. 2013.10.15
4.2.3 Prototypical Hilbert spaces
We have already introduced the Banach space of square-integrable functions on Rn,
L2(Ω) :=
n
ϕ : Ω−→ C  ϕ measurable, ∫
Ω
dx
ϕ(x)2 <∞o,
and this space can be naturally equipped with a scalar product,

f , g

=
∫
Ω
dx f (x)∗ g(x). (4.2.1)
When talking about wave functions in quantum mechanics, the Born rule states thatψ(x)2 is to be interpreted as a probability density on Ω for position (i. e. ψ is nor-
malized,
ψ = 1). Hence, we are interested in solutions to the Schrödinger equation
which are also square integrable. If ψ1 ∼ψ2 are two normalized functions in L2(Ω), then
we get the same probabilities for both: if Λ⊆ Ω⊆ Rn is a measurable set, then
P1(X ∈ Λ) =
∫
Λ
dx
ψ1(x)2 = ∫
Λ
dx
ψ2(x)2 = P2(X ∈ Λ).
This is proven via the triangle inequality and the Cauchy-Schwartz inequality:
0≤ P1(X ∈ Λ)− P2(X ∈ Λ)=

∫
Λ
dx
ψ1(x)2 − ∫
Λ
dx
ψ2(x)2

=

∫
Λ
dx
 
ψ1(x)−ψ2(x)∗ψ1(x) + ∫
Λ
dxψ2(x)
∗  ψ1(x)−ψ2(x)

≤
∫
Λ
dx
ψ1(x)−ψ2(x) ψ1(x)+ ∫
Λ
dx
ψ2(x) ψ1(x)−ψ2(x)
≤ ψ1 −ψ2 ψ1+ ψ2 ψ1 −ψ2= 0
Very often, another space is used in applications (e. g. in tight-binding models):
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Definition 4.2.7 (`2(S)) Let S be a countable set. Then
`2(S) :=
n
c : S −→ C  ∑ j∈S c∗j c j <∞o
is the Hilbert space of square-summable sequences with scalar product


c, c′

:=
∑
j∈S c∗j c′j .
On `2(S) the scalar product induces the norm ‖c‖ :=p〈c, c〉. With respect to this norm,
`2(S) is complete.
4.2.4 Best approximation
If (H, d) is a metric space, we can define the distance between a point ϕ ∈H and a subset
A⊆H as
d(ϕ, A) := inf
ψ∈A d(ϕ,ψ).
If there exists ϕ0 ∈ A which minimizes the distance, i. e. d(ϕ, A) = d(ϕ,ϕ0), then ϕ0 is
called element of best approximation for ϕ in A. This notion is helpful to understand why
and how elements in an infinite-dimensional Hilbert space can be approximated by finite
linear combinations – something that is used in numerics all the time.
If A⊂ H is a convex subset of a Hilbert space H, then one can show that there always
exists an element of best approximation. In case A is a linear subspace of H, it is given by
projecting an arbitrary ψ ∈H down to the subspace A.
Theorem 4.2.8 Let A be a closed convex subset of a Hilbert space H. Then there exists for
each ϕ ∈H exactly one ϕ0 ∈ A such that
d(ϕ, A) = d(ϕ,ϕ0).
Proof We choose a sequence (ψn)n∈N in A with d(ϕ,ψn) =
ϕ−ψn → d(x , A). This
sequence is also a Cauchy sequence: we add and subtract ϕ to getψn −ψm2 = (ψn −ϕ) + (ϕ−ψm)2.
If H were a normed space, we could have to use the triangle inequality to estimate the
right-hand side from above. However,H is a Hilbert space and by using the parallelogram
identity,3 we see that the right-hand side is actually equal toψn −ψm2 = 2ψn −ϕ2 + 2ψm −ϕ2 − ψn +ψm − 2ϕ2
= 2
ψn −ϕ2 + 2ψm −ϕ2 − 4 12 (ψn +ψm)−ϕ2
≤ 2ψn −ϕ2 + 2ψm −ϕ2 − 4d(ϕ, A)
n→∞−−→ 2d(ϕ, A) + 2d(ϕ, A)− 4d(ϕ, A) = 0.
3For all ϕ,ψ ∈H, the identity 2ϕ2 + 2ψ2 = ϕ+ψ2 + ϕ−ψ2 holds.
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By convexity, 1
2
(ψn +ψm) is again an element of A. This is crucial once again for the
uniqueness argument. Letting n, m → ∞, we see that (ψn)n∈N is a Cauchy sequence in
A which converges in A as it is a closed subset of H. Let us call the limit point ϕ0 :=
limn→∞ψn. Then ϕ0 is an element of best approximation,ϕ−ϕ0= limn→∞ϕ−ψn= d(ϕ, A).
To show uniqueness, we assume that there exists another element of best approximation
ϕ′0 ∈ A. Define the sequence (ψ˜n)n∈N by ψ˜2n := ϕ0 for even indices and ψ˜2n+1 := ϕ′0
for odd indices. By assumption, we have
ϕ−ϕ0 = d(ϕ, A) = ϕ−ϕ′0 and thus, by
repeating the steps above, we conclude (ψ˜n)n∈N is a Cauchy sequence that converges to
some element. However, since the sequence is alternating, the two elements ϕ′0 = ϕ0 are
in fact identical. 
As we have seen, the condition that the set is convex and closed is crucial in the proof.
Otherwise the minimizer may not be unique or even contained in the set.
This is all very abstract. For the case of a closed subvector space E ⊆H, we can express
the element of best approximation in terms of the basis: not surprisingly, it is given by the
projection of ϕ onto E.
Theorem 4.2.9 Let E ⊆H be a closed subspace of a Hilbert space that is spanned by count-
ably many orthonormal basis vectors {ϕk}k∈I . Then for any ϕ ∈ H, the element of best
approximation ϕ0 ∈ E is given by
ϕ0 =
∑
k∈I
〈ϕk,ϕ〉ϕk.
Proof It is easy to show that ϕ−ϕ0 is orthogonal to any ψ =∑k∈I λkϕk ∈ E: we focus
on the more difficult case when E is not finite-dimensional. Then, we have to approximate
ϕ0 and ψ by finite linear combinations and take limits. We call ϕ
(n)
0 :=
∑n
k=1〈ϕk,ϕ〉ϕk
and ψ(m) :=
∑m
l=1λl ϕl . With that, we have

ϕ−ϕ(n)0 ,ψ(m)= Dϕ−∑nk=1〈ϕk,ϕ〉ϕk,∑ml=1λl ϕlE
=
m∑
l=1
λl 〈ϕ,ϕl〉 −
n∑
k=1
m∑
l=1
λl 〈ϕk,ϕ〉∗ 〈ϕk,ϕl〉
=
m∑
l=1
λl 〈ϕ,ϕl〉

1−∑nk=1 δkl.
By continuity of the scalar product, Corollary 4.2.6, we can take the limit n, m→∞. The
term in parentheses containing the sum is 0 exactly when l ∈ {1, . . . , m} and 1 otherwise.
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Specifically, if n≥ m, the right-hand side vanishes identically. Hence, we have

ϕ−ϕ0,ψ= limn,m→∞
ϕ−ϕ(n)0 ,ψ(m)= 0,
in other words ϕ−ϕ0 ∈ E⊥. This, in turn, implies by the Pythagorean theorem thatϕ−ψ2 = ϕ−ϕ02 + ϕ0 −ψ2 ≥ ϕ−ϕ02
and hence
ϕ−ϕ0= d(ϕ, E). Put another way, ϕ0 is an element of best approximation.
Let us now show uniqueness. Assume, there exists another element of best approximation
ϕ′0 =
∑
k∈I λ′kϕk. Then we know by repeating the previous calculation backwards that
ϕ−ϕ′0 ∈ E⊥ and the scalar product with respect to any of the basis vectors ϕk which span
E has to vanish,
0=


ϕk,ϕ−ϕ′0

= 〈ϕk,ϕ〉 −
∑
l∈I
λ′l 〈ϕk,ϕl〉= 〈ϕk,ϕ〉 −
∑
l∈I
λ′l δkl
= 〈ϕk,ϕ〉 −λ′k.
This means the coefficients with respect to the basis {ϕk}k∈I all agree with those of ϕ0.
Hence, the element of approximation is unique, ϕ0 = ϕ′0, and given by the projection of
ϕ onto E. 
Theorem 4.2.10 Let E be a closed linear subspace of a Hilbert space H. Then
(i) H = E⊕ E⊥, i. e. every vector ϕ ∈H can be uniquely decomposed as ϕ =ψ+ψ⊥ with
ψ ∈ E, ψ⊥ ∈ E⊥.
(ii) E⊥⊥ = E.
Proof (i) By Theorem 4.2.8, for each ϕ ∈ H, there exists ϕ0 ∈ E such that d(ϕ, E) =
d(ϕ,ϕ0). From the proof of the previous theorem, we see that ϕ⊥0 := ϕ−ϕ0 ∈ E⊥.
Hence, ϕ = ϕ0 + ϕ⊥0 is a decomposition of ϕ. To show that it is unique, assume
ϕ′0+ϕ′0
⊥ = ϕ = ϕ0+ϕ⊥0 is another decomposition. Then by subtracting, we are led
to conclude that
E 3 ϕ′0 −ϕ0 = ϕ⊥0 −ϕ′0⊥ ∈ E⊥
holds. On the other hand, E ∩ E⊥ = {0} and thus ϕ0 = ϕ′0 and ϕ⊥0 = ϕ′0⊥, the
decomposition is unique.
(ii) It is easy to see that E ⊆ E⊥⊥. Let ϕ˜ ∈ E⊥⊥. By the same arguments as above, we
can decompose ϕ˜ ∈ E⊥⊥ ⊆H into
ϕ˜ = ϕ˜0 + ϕ˜
⊥
0
with ϕ˜0 ∈ E ⊆ E⊥⊥ and ϕ˜⊥0 ∈ E⊥. Hence, ϕ˜ − ϕ˜0 ∈ E⊥⊥ ∩ E⊥ = (E⊥)⊥ ∩ E⊥ = {0}
and thus ϕ˜ = ϕ˜0 ∈ E. 
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Now we are in a position to prove the following important Proposition:
Proposition 4.2.11 A Hilbert space H is separable if and only if there exists a countable
orthonormal basis.
Proof ⇐: The set generated by the orthonormal basis {ϕ j} j∈I , I countable, and coeffi-
cients z = q+ ip, q, p ∈Q, is dense in H,n∑n
j=1z jϕ j ∈H
 N 3 n≤ |I| , ϕ j ∈ {ϕk}k∈N, z j = q j + ip j , q j , p j ∈Qo.
⇒: Assume there exists a countable dense subset D, i. e. D = H. If H is finite dimen-
sional, the induction terminates after finitely many steps and the proof is simpler. Hence,
we will assume H to be infinite dimensional. Pick a vector ϕ˜1 ∈ D \ {0} and normalize
it. The normalized vector is then called ϕ1. Note that ϕ1 need not be in D. By Theo-
rem 4.2.10, we can split any ψ ∈ D into ψ1 and ψ⊥1 such that ψ1 ∈ span {ϕ1} := E1,
ψ⊥1 ∈ span {ϕ1}⊥ := E⊥1 and
ψ=ψ1 +ψ
⊥
1 .
pick a second ϕ˜2 ∈ D \ E1 (which is non-empty). Now we apply Theorem 4.2.9 (which
is in essence Gram-Schmidt orthonormalization) to ϕ˜2, i. e. we pick the part which is
orthogonal to ϕ1,
ϕ′2 := ϕ˜2 − 〈ϕ1, ϕ˜2〉ϕ2
and normalize to ϕ2,
ϕ2 :=
ϕ′2
‖ϕ′2‖ .
This defines E2 := span {ϕ1,ϕ2} and H = E2 ⊕ E⊥2 .
Now we proceed by induction: assume we are given En = span {ϕ1, . . . ,ϕn}. Take
ϕ˜n+1 ∈ D \ En and apply Gram-Schmidt once again to yield ϕn+1 which is the obtained
from normalizing the vector
ϕ′n+1 := ϕ˜n+1 −
n∑
k=1
〈ϕk, ϕ˜n+1〉ϕk.
This induction yields an orthonormal sequence {ϕn}n∈N which is by definition an orthonor-
mal basis of E∞ := span {ϕn}n∈N a closed subspace of H. If E∞ ( H, we can split the
Hilbert space into H = E∞ ⊕ E⊥∞. Then either D ∩ (H \ E∞) = ; – in which case D can-
not be dense in H – or D ∩ (H \ E∞) 6= ;. But then we have terminated the induction
prematurely. 
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4.2.5 Best approximation on L2([−pi,+pi]) using {e+inx}n∈Z
Let us consider the free Schrödinger equation
i∂tψ(t) =−∂ 2x ψ(t) , ψ(0) =ψ0 ∈ L2([−pi,+pi]) , (4.2.2)
for a suitable initial conditionψ0 (we will be more specific in a moment). Since [−pi,+pi]
has a boundary, we need to impose boundary conditions. We pick periodic boundary
conditions, i. e. we consider functions for which ψ(−pi) = ψ(+pi). It is often convenient
to think of functions with periodic boundary conditions as 2pi-periodic functions on R,
i. e. ψ(x + 2pi) =ψ(x).
Periodic functions are best analyzed using their Fourier series (which we will discuss
in detail in Chapter 6), i. e. their expansion in terms of the exponentials {e+inx}n∈Z. To
simplify computations, let us choose a convenient prefactor for the scalar product,


ϕ,ψ

:=
1
2pi
∫ +pi
−pi
dx ϕ(x)∗ψ(x).
Then a quick computation yields that {e+inx}n∈Z is indeed an orthonormal set:
¬
e+i j x , e+inx
¶
=
1
2pi
∫ +pi
−pi
dx e+i(n− j)x =
(
1 j = n
0 j 6= n
As we will see later, this set of orthonormal vectors is also basis, and we can expand any
vector ψ in terms of its Fourier components,
ψ(x) =
∑
n∈Z
¬
e+inx ,ψ
¶
e+inx .
Using the product ansatzψ(t, x) = τ(t)ϕ(x) (separation of variables) from Chapter 4.1.3,
we obtain two coupled equations:
i τ˙(t)ϕ(x) =−τ(t)ϕ′′(x) ⇐⇒ i τ˙(t)
τ(t)
=−ϕ
′′(x)
ϕ(x)
= λ ∈ C
The periodic boundary conditionsϕ(−pi) = ϕ(+pi) as well as the conditionϕ ∈ L2([−pi,+pi])
eliminates many choices of λ ∈ C. The equation for ϕ is just a harmonic oscillator equa-
tion, and the periodicity requirement means that only λ= n2 with n ∈ N0 = {0, 1, . . .} are
admissible. The equation for τ can be obtained by elementary integration,
i τ˙n(t) = n
2τn(t) ⇒ τn(t) = τn(0)e−in2 t .
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Hence, the solution to λ= n2 is a scalar multiple of e−in2 t e+inx , and the solution to (4.2.2)
can formally be written down as the sum
ψ(t, x) =
∑
n∈Z
e−in2 t
¬
e+inx ,ψ0
¶
e+inx .
A priori it is not clear in what sense this sum converges. It turns out the correct notion of
convergence is to require the finiteness ofψ(t)2 =∑
n∈Z
e−in2 t ¬e+inx ,ψ0¶2
=
∑
n∈Z
¬e+inx ,ψ0¶2 = ψ02 <∞
This condition, however, is automatically satisfied since we have assumedψ0 is an element
of L2([−pi,+pi]) from the start. In other words, the dynamics even preserve the L2-norm.
In the next section, we will see that this is not at all accidental, but by design.
Now to the part about best approximation: one immediate idea is to allow only n2 ∈
{0, 1, . . . , N}, because for ∑n∈Z¬e+inx ,ψ0¶2 to converge, a necessary condition is that¬e+inx ,ψ0¶2→ 0 as n→∞. So for any upper bound for the error " > 0 (which we shall
also call precision), we can find N(") so that the initial condition can be approximated in
norm up to an error ",
ψ02 − +N(")∑
n=−N(")
¬e+inx ,ψ0¶2 = ∑
|n|>N(")
¬e+inx ,ψ0¶2 < "2.
Since all the vectors {e+inx}n∈Z are orthonormal, the vector of best approximation is
ψbest(x) =
+N(")∑
n=−N(")
¬
e+inx ,ψ0
¶
e+inx ,
and we can repeat the above arguments to see that the time-evolved ψbest(t) stays "-close
to ψ(t) for all times in norm,ψ(t)−ψbest(t)2 = ∑
|n|>N(")
e−in2 t ¬e+inx ,ψ0¶2
=
∑
|n|>N(")
¬e+inx ,ψ0¶2 < "2.
In view of the Grönwall lemma 2.2.6, one may ask why the two are close for all times.
The crucial ingredient here is linearity of (4.2.2).
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4.3 Linear functionals, dual space and weak convergence
A very important notion is that of a functional. We have already gotten to know the free
energy functional
Efree :D(Efree)⊂ L2(Rn)−→ [0,+∞)⊂ C,
ϕ 7→ Efree(ϕ) = 12m
d∑
l=1


(−iħh∂x lϕ), (−iħh∂x lϕ)

.
This functional, however, is not linear, and it is not defined for all ϕ ∈ L2(Rn). Let us
restrict ourselves to a smaller class of functionals:
Definition 4.3.1 (Bounded linear functional) Let X be a normed space. Then a map
L : X −→ C
is a bounded linear functional if and only if
(i) there exists C > 0 such that |L(x)| ≤ C ‖x‖ and
(ii) L(x +µy) = L(x) +µL(y)
hold for all x , y ∈ X and µ ∈ C.
A very basic fact is that boundedness of a linear functional is equivalent to its continuity.2013.10.17
Theorem 4.3.2 Let L : X −→ C be a linear functional on the normed space X . Then the
following statements are equivalent:
(i) L is continuous at x0 ∈ X .
(ii) L is continuous.
(iii) L is bounded.
Proof (i)⇔ (ii): This follows immediately from the linearity.
(ii)⇒ (iii): Assume L to be continuous. Then it is continuous at 0 and for " = 1, we can
pick δ > 0 such that
|L(x)| ≤ " = 1
for all x ∈ X with ‖x‖ ≤ δ. By linearity, this implies for any y ∈ X \ {0} thatL  δ‖y‖ y= δ‖y‖ L(y)≤ 1.
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Hence, L is bounded with bound 1/δ,L(y)≤ 1
δ
y .
(iii)⇒ (ii): Conversely, if L is bounded by C > 0,L(x)− L(y)≤ C x − y ,
holds for all x , y ∈ X . This means, L is continuous: for " > 0 pick δ = "/C so thatL(x)− L(y)≤ C x − y≤ C "
C
= "
holds for all x , y ∈ X such that x − y≤ "/C. 
Definition 4.3.3 (Dual space) Let X be a normed space. The dual space X ′ is the vector
space of bounded linear functionals endowed with the norm
‖L‖∗ := sup
x∈X \{0}
|L(x)|
‖x‖ = supx∈X‖x‖=1
|L(x)| .
Independently of whether X is complete, X ′ is a Banach space.
Proposition 4.3.4 The dual space to a normed linear space X is a Banach space.
Proof Let (Ln)n∈N be a Cauchy sequence in X ′, i. e. a sequence for whichLk − L j∗ k, j→∞−−−→ 0.
We have to show that (Ln)n∈N converges to some L ∈ X ′. For any " > 0, there exists
N(") ∈ N such that Lk − L j∗ < "
for all k, j ≥ N("). This also implies that for any x ∈ X ,  Ln(x)n∈N converges as well,Lk(x)− L j(x)≤ Lk − L j∗ ‖x‖< " ‖x‖ .
The field of complex numbers is complete and
 
Ln(x)

n∈N converges to some L(x) ∈ C.
We now define
L(x) := lim
n→∞ Ln(x)
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for any x ∈ X . Clearly, L inherits the linearity of the (Ln)n∈N. The map L is also bounded:
for any " > 0, there exists N(") ∈ N such that L j − Ln∗ < " for all j, n≥ N("). Then(L− Ln)(x)= lim
j→∞
(L j − Ln)(x)≤ lim
j→∞
L j − Ln∗ x
< " ‖x‖
holds for all n ≥ N("). Since we can write L as L = Ln + (L − Ln), we can estimate the
norm of the linear map L by ‖L‖∗ ≤ ‖Ln‖∗ + " < ∞. This means L is a bounded linear
functional on X . 
In case of Hilbert spaces, the dual H′ can be canonically identified with H itself:
Theorem 4.3.5 (Riesz’ Lemma) Let H be a Hilbert space. Then for all L ∈ H′ there exist
ψL ∈H such that
L(ϕ) = 〈ψL ,ϕ〉.
In particular, we have ‖L‖∗ = ‖ψL‖.
Proof Let ker L :=

ϕ ∈H | L(ϕ) = 0	 be the kernel of the functional L and as such is a
closed linear subspace of H. If ker L =H, then 0 ∈H is the associated vector,
L(ϕ) = 0= 〈0,ϕ〉.
So assume ker L ( H is a proper subspace. Then we can split H = ker L ⊕ (ker L)⊥. Pick
ϕ0 ∈ (ker L)⊥, i. e. L(ϕ0) 6= 0. Then define
ψL :=
L(ϕ0)
‖ϕ0‖2 ϕ0.
We will show that L(ϕ) = 〈ψL ,ϕ〉. If ϕ ∈ ker L, then L(ϕ) = 0 = 〈ψL ,ϕ〉. One easily
shows that for ϕ = αϕ0, α ∈ C,
L(ϕ) = L(αϕ0) = α L(ϕ0)
= 〈ψL ,ϕ〉=
D
L(ϕ0)∗
‖ϕ0‖2 ϕ0,αϕ0
E
= α L(ϕ0)
〈ϕ0,ϕ0〉
‖ϕ0‖2 = α L(ϕ0).
Every ϕ ∈H can be written as
ϕ =

ϕ− L(ϕ)
L(ϕ0)
ϕ0

+
L(ϕ)
L(ϕ0)
ϕ0.
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Then the first term is in the kernel of L while the second one is in the orthogonal comple-
ment of ker L. Hence, L(ϕ) = 〈ψL ,ϕ〉 for all ϕ ∈H. If there exists a second ψ′L ∈H, then
for any ϕ ∈H
0= L(ϕ)− L(ϕ) = 〈ψL ,ϕ〉 − 〈ψ′L ,ϕ〉= 〈ψL −ψ′L ,ϕ〉.
This implies ψ′L =ψL and thus the element ψL is unique.
To show ‖L‖∗ = ‖ψL‖, assume L 6= 0. Then, we have
‖L‖∗ = sup‖ϕ‖=1
L(ϕ)≥ L  ψL‖ψL‖
=


ψL ,
ψL
‖ψL‖

= ‖ψL‖.
On the other hand, the Cauchy-Schwarz inequality yields
‖L‖∗ = sup‖ϕ‖=1
L(ϕ)= sup
‖ϕ‖=1
〈ψL ,ϕ〉
≤ sup
‖ϕ‖=1
‖ψL‖‖ϕ‖= ‖ψL‖.
Putting these two together, we conclude ‖L‖∗ = ‖ψL‖. 
Definition 4.3.6 (Weak convergence) Let X be a Banach space. Then a sequence (xn)n∈N
in X is said to converge weakly to x ∈ X if for all L ∈ X ′
L(xn)
n→∞−−→ L(x)
holds. In this case, one also writes xn * x.
Weak convergence, as the name suggests, is really weaker than convergence in norm. The
reason why “more” sequences converge is that, a sense, uniformity is lost. If X is a Hilbert
space, then applying a functional is the same as computing the inner product with respect
to some vector ψL . If the “non-convergent part” lies in the orthogonal complement to{ψL}, then this particular functional does not notice that the sequence has not converged
yet.
Example Let H be a separable infinite-dimensional Hilbert space and {ϕn}n∈N an ortho-
normal basis. Then the sequence (ϕn)n∈N does not converge in norm, for as long as n 6= kϕn −ϕk=p2,
but it does converge weakly to 0: for any functional L = 〈ψL , ·〉, we see that  L(ϕn)n∈N
is a sequence in R that converges to 0. Since {ϕn}n∈N is a basis, we can write
ψL =
∞∑
n=1
〈ϕn,ψL〉ϕn
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and for the sequence of partial sums to converge to ψL , the sequence of coefficients 〈ϕn,ψL〉n∈N =  L(ϕn)′n∈N
must converge to 0. Since this is true for any L ∈ H′, we have proven that ϕn * 0
(i. e. ϕn→ 0 weakly).
In case of X = Lp(Ω), there are three basic mechanisms for when a sequence of functions
( fk) does not converge in norm, but only weakly:
(i) fk oscillates to death: take fk(x) = sin(kx) for 0≤ x ≤ 1 and zero otherwise.
(ii) fk goes up the spout: pick g ∈ Lp(R) and define fk(x) := k1/p g(kx). This sequence
explodes near x = 0 for large k.
(iii) fk wanders off to infinity: this is the case when for some g ∈ Lp(R), we define
fk(x) := g(x + k).
All of these sequences converge weakly to 0, but do not converge in norm.2013.10.22
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Chapter 5
Linear operators
Linear operators appear quite naturally in the analysis of linear PDEs. Many PDEs share a
common structure: for instance, the Schrödinger equation
i∂tψ(t) =
 −∆+ Vψ(t) , ψ(0) =ψ0 , (5.0.1)
and the heat equation
∂tψ(t) =− −∆+ Vψ(t) , ψ(0) =ψ0 , (5.0.2)
both involve the same operator
H =−∆+ V
on the right-hand side. Formally, we can solve these equations in closed form,
ψ(t) = e−itHψ0
solves the Schrödinger equation (5.0.1) while ψ(t) = e−tHψ0 solves the heat equation,
because we can formally compute the derivative
i
d
dt
ψ(t) = i
d
dt
 
e−itHψ0

=−i2 H e−itHψ0
= Hψ(t)
and verify that also the initial condition is satisfied, ψ(0) = e0ψ0 = ψ0. A priori, these
are just formal manipulations, though; If H were a matrix, we know how to give rigorous
meaning to these expressions, but in case of operators on infinite-dimensional spaces, this
is much more involved. However, we see that the dynamics of both, the Schrödinger and
the heat equation are generated by the same operator H.
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As we will see in Chapter 5.5, also the Maxwell equations can be recast in the form (5.0.1).
This gives one access to all the powerful tools for the analysis of Schrödinger operators in
order to gain understanding of the dynamics of electromagnetic waves (light).
Moreover, one can see that the selfadjointness of H = H∗ leads to U(t) := e−itH being a
unitary operator, an operator which preserves the norm on the Hilbert space (“e−itH is just
a phase”). Lastly, states will be closely related to (orthogonal) projections P which satisfy
P2 = P.
This chapter will give a zoology of operators and expound on three particularly important
classes of operator: selfadjoint operators, orthogonal projections and unitary operators as
well as their relations. Given the brevity, much of what we do will not be rigorous. In fact,
some of these results (e. g. Stone’s theorem) require extensive preparation until one can
understand all these facets. For us, the important aspect is to elucidate the connections
between these fundamental results and PDEs.
5.1 Bounded operators
The simplest operators are bounded operators.
Definition 5.1.1 (Bounded operator) Let X and Y be normed spaces. A linear operator
T : X −→ Y is called bounded if there exists M ≥ 0 with ‖T x‖Y ≤ M ‖x‖X .
Just as in the case of linear functionals, we have
Theorem 5.1.2 Let T : X −→ Y be a linear operator between two normed spaces X and Y .
Then the following statements are equivalent:
(i) T is continuous at x0 ∈ X .
(ii) T is continuous.
(iii) T is bounded.
Proof We leave it to the reader to modify the proof of Theorem 4.3.2. 
We can introduce a norm on the operators which leads to a natural notion of convergence:
Definition 5.1.3 (Operator norm) Let T : X −→ Y be a bounded linear operator between
normed spaces. Then we define the operator norm of T as
‖T‖ := sup
x∈X‖x‖=1
‖T x‖Y .
The space of all bounded linear operators between X and Y is denoted by B(X ,Y).
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One can show that ‖T‖ coincides with
inf

M ≥ 0 | ‖T x‖Y ≤ M ‖x‖X ∀x ∈ X	= ‖T‖ .
The product of two bounded operators T ∈ B(Y ,Z) and S ∈ B(X ,Y) is again a bounded
operator and its norm can be estimated from above by
‖TS‖ ≤ ‖T‖‖S‖ .
If Y = X = Z, this implies that the product is jointly continuous with respect to the norm
topology on X . For Hilbert spaces, the following useful theorem holds:
Theorem 5.1.4 (Hellinger-Toeplitz) Let A be a linear operator on a Hilbert space H with
dense domainD(A) such that 
ψ, Aϕ= 
Aψ,ϕ holds for all ϕ,ψ ∈D(A). ThenD(A) =H
if and only if A is bounded.
Proof ⇐: If A is bounded, then Aϕ ≤ M ϕ for some M ≥ 0 and all ϕ ∈ H by
definition of the norm. Hence, the domain of A is all of H.
⇒: This direction relies on a rather deep result of functional analysis, the so-called Open
Mapping Theorem and its corollary, the Closed Graph Theorem. The interested reader
may look it up in Chapter III.5 of [RS72]. 
Let T, S be bounded linear operators between the normed spaces X and Y . If we define
(T + S)x := T x + Sx
as addition and  
λ · Tx := λT x
as scalar multiplication, the set of bounded linear operators forms a vector space.
Proposition 5.1.5 The vector space B(X ,Y) of bounded linear operators between normed
spaces X and Y with operator norm forms a normed space. If Y is complete, B(X ,Y) is a
Banach space.
Proof The fact B(X ,Y) is a normed vector space follows directly from the definition.
To show that B(X ,Y) is a Banach space whenever Y is, one has to modify the proof of
Theorem 4.3.4 to suit the current setting. This is left as an exercise. 
Very often, it is easy to define an operator T on a “nice” dense subset D ⊆ X . Then the
next theorem tells us that if the operator is bounded, there is a unique bounded extension
of the operator to the whole space X . For instance, this allows us to instantly extend the
Fourier transform from Schwartz functions to L2(Rn) functions (see Proposition 6.2.14).
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Theorem 5.1.6 Let D ⊆ X be a dense subset of a normed space and Y be a Banach space.
Furthermore, let T : D −→ Y be a bounded linear operator. Then there exists a unique
bounded linear extension T˜ : X −→ Y and ‖T˜‖= ‖T‖D.
Proof We construct T˜ explicitly: let x ∈ X be arbitrary. Since D is dense in X , there
exists a sequence (xn)n∈N in D which converges to x . Then we set
T˜ x := lim
n→∞ T xn.
First of all, T˜ is linear. It is also well-defined: (T xn)n∈N is a Cauchy sequence in Y ,T xn − T xkY ≤ ‖T‖D ‖xn − xk‖X n,k→∞−−−→ 0,
where the norm of T is defined as
‖T‖D := sup
x∈D\{0}
‖T x‖Y
‖x‖X .
This Cauchy sequence in Y converges to some unique y ∈ Y as the target space is com-
plete. Let (x ′n)n∈N be a second sequence inD that converges to x and assume the sequence
(T x ′n)n∈N converges to some y ′ ∈ Y . We define a third sequence (zn)n∈N which alternates
between elements of the first sequence (xn)n∈N and the second sequence (x ′n)n∈N, i. e.
z2n−1 := xn
z2n := x
′
n
for all n ∈ N. Then (zn)n∈N also converges to x and  Tzn forms a Cauchy sequence that
converges to, say, ζ ∈ Y . Subsequences of convergent sequences are also convergent and
they must converge to the same limit point. Hence, we conclude that
ζ= lim
n→∞ Tzn = limn→∞ Tz2n = limn→∞ T xn = y
= lim
n→∞ Tz2n−1 = limn→∞ T x
′
n = y
′
holds and T˜ x does not depend on the particular choice of sequence which approximates
x in D. It remains to show that ‖T˜‖= ‖T‖D: we can calculate the norm of T˜ on the dense
subset D and use that T˜ |D = T to obtain
‖T˜‖= sup
x∈X‖x‖=1
‖T˜ x‖= sup
x∈X \{0}
‖T˜ x‖
‖x‖ = supx∈D\{0}
‖T˜ x‖
‖x‖
= sup
x∈D\{0}
‖T x‖
‖x‖ = ‖T‖D .
Hence, the norm of the extension T˜ is equal to the norm of the original operator T . 
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The spectrum of an operator is related to the set of possible outcomes of measurements
in quantum mechanics.
Definition 5.1.7 (Spectrum) Let T ∈ B(X ) be a bounded linear operator on a Banach
space X . We define:
(i) The resolvent of T is the set ρ(T ) :=

z ∈ C | T − z id is bijective	.
(ii) The spectrum σ(T ) := C \ρ(T ) is the complement of ρ(T ) in C.
(iii) The set of all eigenvalues is called point spectrum
σp(T ) :=

z ∈ C | T − z id is not injective	.
(iv) The continuous spectrum is defined as
σc(T ) :=

z ∈ C | T − z id is injective, im (T − z id)⊆ X dense	.
(v) The remainder of the spectrum is called residual spectrum,
σr(T ) :=

z ∈ C | T − z id is injective, im (T − z id)⊆ X not dense	
One can show that for all λ ∈ ρ(T ), the map (T − z id)−1 is a bounded operator and the
spectrum is a closed subset of C. One can show its σ(T ) is compact and contained in
λ ∈ C | |λ| ≤ ‖T‖	⊂ C.
Example (Spectrum of H = −∂ 2x ) (i) The spectrum of −∂ 2x on L2(R) is σ(−∂ 2x ) =
σc(−∂ 2x ) = [0,∞); it is purely continuous.
(ii) Restricting −∂ 2x to a bounded domain (e. g. an interval [a, b]) turns out to be purely
discrete, σ(−∂ 2x ) = σp(−∂ 2x ).
Note that −∂ 2x need not have point spectrum. If an operator H on a Banach space X has
continuous spectrum, then there exist no eigenvectors in X . For instance, the eigenfunc-
tions of −∂ 2x to λ2 6= 0 are of the form e±iλx . However, none of these plane waves is
square integrable on R,
e±iλxL2(R) =∞.
5.2 Adjoint operator
If X is a normed space, then we have defined X ′, the space of bounded linear functionals
on X . If T : X −→ Y is a bounded linear operator between two normed spaces, it
naturally defines the adjoint operator T ′ : Y ′ −→ X ′ via
(T ′L)(x) := L(T x) (5.2.1)
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for all x ∈ X and L ∈ Y ′. In case of Hilbert spaces, one can associate the Hilbert space
adjoint. We will almost exclusively work with the latter and thus drop “Hilbert space”
most of the time.
Definition 5.2.1 (Adjoint and selfadjoint operator) Let H be a Hilbert space and A ∈
B(H) be a bounded linear operator on the Hilbert space H. Then for any ϕ ∈ H, the
equation 

Aψ,ϕ

=


ψ,φ
 ∀ψ ∈D(A)
defines a vector φ. For each ϕ ∈ H, we set A∗ϕ := φ and A∗ is called the (Hilbert space)
adjoint of A. In case A∗ = A, the operator is called selfadjoint.
Hilbert and Banach space adjoint are related through the map Cψ := 〈ψ, · 〉= Lψ, because
then the Hilbert space adjoint is defined as
A∗ := C−1A′C .
Example (Adjoint of the time-evolution group)
 
e−itH
∗ = e+itH∗ = e+itH
Proposition 5.2.2 Let A, B ∈ B(H) be two bounded linear operators on a Hilbert space H
and α ∈ C. Then, we have:
(i) (A+ B)∗ = A∗ + B∗
(ii) (αA)∗ = α∗ A∗
(iii) (AB)∗ = B∗A∗
(iv) ‖A∗‖= ‖A‖
(v) A∗∗ = A
(vi) ‖A∗A‖= ‖AA∗‖= ‖A‖2
(vii) ker A= (im A∗)⊥, ker A∗ = (im A)⊥
Proof Properties (i)-(iii) follow directly from the defintion.
To show (iv), we note that ‖A‖ ≤ ‖A∗‖ follows fromAϕ= D Aϕ‖Aϕ‖ , AϕE ∗= sup‖L‖∗=1 L(Aϕ)
= sup
‖ψL‖=1

A∗ψL ,ϕ≤ A∗ϕ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where in the step marked with ∗, we have used that we can calculate the norm from
picking the functional associated to Aϕ‖Aϕ‖ : for a functional with norm 1, ‖L‖∗ = 1, the
norm of L(Aϕ) cannot exceed that of AϕL(Aϕ)= |〈ψL , Aϕ〉| ≤ ‖ψL‖‖Aϕ‖= ‖Aϕ‖.
Here, ψL is the vector such that L = 〈ψL , · 〉 which exists by Theorem 4.3.5. This theorem
also ensures ‖L‖∗ = ‖ψL‖. On the other hand, fromA∗ψL= LA∗ψL∗ = sup‖ϕ‖=1
A∗ψL ,ϕ
≤ sup
‖ϕ‖=1
ψLAϕ= ‖A‖‖L‖∗ = ‖A‖‖ψL‖
we conclude ‖A∗‖ ≤ ‖A‖. Hence, ‖A∗‖= ‖A‖.
(v) is clear. For (vi), we remark
‖A‖2 = sup
‖ϕ‖=1
Aϕ2 = sup
‖ϕ‖=1


ϕ, A∗Aϕ

≤ sup
‖ϕ‖=1
A∗Aϕ= A∗A .
This means
‖A‖2 ≤ A∗A≤ ‖A∗‖‖A‖= ‖A‖2 .
which combined with (iv),
‖A‖2 = A∗2 ≤ AA∗≤ ‖A‖A∗= ‖A‖2
implies ‖A∗A‖= ‖A‖2 = ‖AA∗‖. (vii) is left as an exercise. 
Definition 5.2.3 Let H be a Hilbert space and A∈ B(H). Then A is called
(i) selfadjoint (or hermitian) if A∗ = A,
(ii) unitary if A∗ = A−1,
(iii) an orthogonal projection if A2 = A and A∗ = A, and
(iv) positive semidefinite (or non-negative) iff


ϕ, Aϕ
 ≥ 0 for all ϕ ∈ H and positive
(definite) if the inequality is strict.
This leads to a particular characterization of the spectrum as a set [RS72, Theorem VII.12]:
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Theorem 5.2.4 (Weyl’s criterion) Let H be a bounded selfadjoint operator on a Hilbert
spaceH. Then λ ∈ σ(H) holds if and only if there exists a sequence {ψn}n∈N so that ‖ψn‖= 1
and
lim
n→∞
Hψn −λψnH = 0.
Example (Weyl’s criterion for H = −∂ 2x on L2(R)) For any λ ∈ R \ {0}, one can choose
a sequence {ψn}n∈N of normalized and cut off plane waves e±iλx . To make sure they are
normalized, we know that pointwise ψn(x)→ 0 as n→∞.2013.10.24
5.3 Unitary operators
Unitary operators U have the nice property that

Uϕ, Uψ

=


ϕ, U∗Uψ

=
¬
ϕ, U−1Uψ
¶
=


ϕ,ψ

for all ϕ,ψ ∈ H. In case of quantum mechanics, we are interested in solutions to the
Schrödinger equation
i
d
dt
ψ(t) = Hψ(t), ψ(t) =ψ0,
for a hamilton operator which satisfies H∗ = H. Assume that H is bounded (this is really
the case for many simple quantum systems). Then the unitary group generated by H,
U(t) = e−itH ,
can be written as a power series,
e−itH =
∞∑
n=0
1
n!
(−it)n Hn ,
where H0 := id by convention. The sequence of partial sums converges in the operator
norm to e−itH ,
N∑
n=0
1
n!
(−i t)n Hn N→∞−−−→ e−itH ,
since we can make the simple estimate ∞∑
n=0
1
n!
(−it)n Hnψ
≤ ∞∑
n=0
1
n!
|t|n Hnψ≤ ∞∑
n=0
1
n!
|t|n ‖H‖n ψ
= e|t|‖H‖
ψ<∞.
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This shows that the power series of the exponential converges in the operator norm inde-
pendently of the choice of ψ to a bounded operator. Given a unitary evolution group, it
is suggestive to obtain the hamiltonian which generates it by deriving U(t)ψ with respect
to time. This is indeed the correct idea. The left-hand side of the Schrödinger equation
(modulo a factor of i) can be expressed as a limit
d
dt
ψ(t) = lim
δ→0
1
δ
 
ψ(t +δ)−ψ(t).
This limit really exists, but before we compute it, we note that since
ψ(t +δ)−ψ(t) = e−i(t+δ)Hψ0 − e−itHψ0 = e−itH e−iδH − 1ψ0 ,
it suffices to consider differentiability at t = 0: taking limits in norm of H, we get
d
dt
ψ(0) = lim
δ→0
1
δ
 
ψ(δ)−ψ0= lim
δ→0
1
δ
 ∞∑
n=0
(−i)n
n!
δnHnψ0 −ψ0
!
= lim
δ→0
∞∑
n=1
(−i)n
n!
δn−1Hnψ0 =−iHψ0.
Hence, we have established that e−itHψ0 solves the Schrödinger condition with ψ(0) =
ψ0,
i
d
dt
ψ(t) = Hψ(t).
However, this procedure does not work if H is unbounded (i. e. the generic case)! Before
we proceed, we need to introduce several different notions of convergence of sequences
of operators which are necessary to define derivatives of U(t).
Definition 5.3.1 (Convergence of operators) Let {An}n∈N ⊂ B(H) be a sequence of bounded
operators. We say that the sequence converges to A∈ B(H)
(i) uniformly/in norm if limn→∞
An − A= 0.
(ii) strongly if limn→∞
Anψ− Aψ= 0 for all ψ ∈H.
(iii) weakly if limn→∞


ϕ, Anψ− Aψ= 0 for all ϕ,ψ ∈H.
Convergence of a sequence of operators in norm implies strong and weak convergence,
but not the other way around. In the tutorials, we will also show explicitly that weak
convergence does not necessarily imply strong convergence.
Example With the arguments above, we have shown that if H = H∗ is selfadjoint and
bounded, then t 7→ e−itH is uniformly continuous.
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If ‖H‖ = ∞ on the other hand, uniform continuity is too strong a requirement. If H =
− 1
2
∆x is the free Schrödinger operator on L2(Rn), then the Fourier transform F links the
position representation on L2(Rn) to the momentum representation on L2(Rn). In this
representation, the free Schrödinger operator H simplifies to the multiplication operator
Hˆ = 1
2
kˆ2
acting on L2(Rn). This operator is not bounded since supk∈Rn 12 k
2 =∞ (cf. problem 24).
More elaborate mathematical arguments show that for any t ∈ R, the norm of the differ-
ence between Uˆ(t) = e−it 12 kˆ2 and Uˆ(0) = idUˆ(t)− id= sup
k∈Rn
e−it 12 k2 − 1= 2
is exactly 2 and Uˆ(t) cannot be uniformly continuous in t. However, if bψ ∈ L2(Rn) is a
wave function, the estimateUˆ(t) bψ− bψ2 = ∫
Rn
dk
e−it 12 k2 − 12  bψ(k)2
≤ 22
∫
Rn
dk
 bψ(k)2 = 4 bψ2
shows we can invoke the Theorem of Dominated Convergence to conclude Uˆ(t) is strongly
continuous in t ∈ R.
Definition 5.3.2 (Strongly continuous one-parameter unitary evolution group) A fam-
ily of unitary operators {U(t)}t∈R on a Hilbert space H is called a strongly continuous one-
parameter unitary group – or unitary evolution group for short – if
(i) t 7→ U(t) is strongly continuous and
(ii) U(t)U(t ′) = U(t + t ′) as well as U(0) = idH
hold for all t, t ′ ∈ R.
This is again a group representation of R just as in the case of the classical flow Φ. The
form of the Schrödinger equation,
i
d
dt
ψ(t) = Hψ(t),
also suggests that strong continuity/differentiability is the correct notion. Let us once
more consider the free hamiltonian H = − 1
2
∆x on L2(Rn). We will show that its domain
is
D(H) = ϕ ∈ L2(Rn) | −∆xϕ ∈ L2(Rn)	.
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In Chapter 7, we will learn that D(H) is mapped by the Fourier transform onto
D(Hˆ) =  bψ ∈ L2(Rn) | kˆ2 bψ ∈ L2(Rn)	.
Dominated Convergence can once more be used to make the following claims rigorous:
for any bψ ∈D(Hˆ), we have
lim
t→0
 it  Uˆ(t)− id bψ− 12 kˆ2 bψ≤ limt→0 it  Uˆ(t)− id bψ+  12 kˆ2 bψ. (5.3.1)
The second term is finite since bψ ∈ D(Hˆ) and we have to focus on the first term. On the
level of functions,
lim
t→0
i
t
 
e−it 12 k2 − 1= i d
dt
e−it 12 k2

t=0
= 1
2
k2
holds pointwise. Furthermore, by the mean value theorem, for any finite t ∈ R with
|t| ≤ 1, for instance, then there exists 0≤ t0 ≤ t such that 2013.10.29
1
t
 
e−it 12 k2 − 1= ∂te−it 12 k2 t=t0 =−i 12 k2 e−it0 12 k2 .
This can be bounded uniformly in t by 1
2
k2. Thus, also the first term can be bounded
by
 1
2
kˆ2 bψ uniformly. By Dominated Convergence, we can interchange the limit t → 0
and integration with respect to k on the left-hand side of equation (5.3.1). But then the
integrand is zero and thus the domain where the free evolution group is differentiable
coincides with the domain of the Fourier transformed hamiltonian,
lim
t→0
 it  Uˆ(t)− id) bψ− 12 kˆ2 bψ= 0.
This suggests to use the following definition:
Definition 5.3.3 (Generator of a unitary group) A densely defined linear operator on a
Hilbert space H with domain D(H) ⊆ H is called generator of a unitary evolution group
U(t), t ∈ R, if
(i) the domain coincides with
áD(H) = nϕ ∈H  t 7→ U(t)ϕ differentiableo=D(H)
(ii) and for all ψ ∈D(H), the Schrödinger equation holds,
i
d
dt
U(t)ψ= HU(t)ψ.
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This is only one of the two implications: usually we are given a hamiltonian H and we
would like to know under which circumstances this operator generates a unitary evolution
group. We will answer this question conclusively in the next section with Stone’s Theorem.
Theorem 5.3.4 Let H be the generator of a strongly continuous evolution group U(t), t ∈ R.
Then the following holds:
(i) D(H) is invariant under the action of U(t), i. e. U(t)D(H) =D(H) for all t ∈ R.
(ii) H commutes with U(t), i. e. [U(t), H]ψ := U(t)Hψ−H U(t)ψ= 0 for all t ∈ R and
ψ ∈D(H).
(iii) H is symmetric, i. e.


Hϕ,ψ

=


ϕ, Hψ

holds for all ϕ,ψ ∈D(H).
(iv) U(t) is uniquely determined by H.
(v) H is uniquely determined by U(t).
Proof (i) Let ψ ∈ D(H). To show that U(t)ψ is still in the domain, we have to show
that the norm of HU(t)ψ is finite. Since H is the generator of U(t), it is equal to
Hψ= i
d
ds
U(s)ψ

s=0
= lim
s→0
i
s
 
U(s)− idψ.
Let us start with s > 0 and omit the limit. Then is U(s)− idU(t)ψ= U(t) is U(s)− idψ=  is U(s)− idψ<∞
holds for all s > 0. Taking the limit on left and right-hand side yields that we can
estimate the norm of HU(t)ψ by the norm of Hψ – which is finite since ψ is in the
domain. This means U(t)D(H) ⊆D(H). To show the converse, we repeat the proof
for U(−t) = U(t)−1 = U(t)∗ to obtain
D(H) = U(−t)U(t)D(H)⊆ U(t)D(H).
Hence, U(t)D(H) =D(H).
(ii) This follows from an extension of the proof of (i): since the domain D(H) coincides
with the set of vectors on which U(t) is strongly differentiable and is left invariant
by U(t), taking limits on left- and right-hand side of is U(s)− idU(t)ψ− U(t) is U(s)− idψ= 0
leads to [H, U(t)]ψ= 0.
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(iii) This follows from differentiating


U(t)ϕ, U(t)ψ

for arbitrary ϕ,ψ ∈ D(H) and
using

U(t), H

= 0 as well as the unitarity of U(t) for all t ∈ R.
(iv) Assume that both unitary evolution groups, U(t) and U˜(t), have H as their genera-
tor. For any ψ ∈D(H), we can calculate the time derivative of (U(t)− U˜(t))ψ2,
d
dt
 U(t)− U˜(t)ψ2 = 2 d
dt
 ψ2 −Re
U(t)ψ, U˜(t)ψ
=−2Re

−i HU(t)ψ, U˜(t)ψ+ 
U(t)ψ,−i HU˜(t)ψ
= 0.
Since U(0) = id = U˜(0), this means U(t) and U˜(t) agree at least on D(H). Using
the fact that there is only bounded extension of a bounded operator to all of H,
Theorem 5.1.6, we conclude they must be equal on all of H.
(v) This follows from the definition of the generator and the density of the domain. 
Now that we have collected a few facts on unitary evolution groups, one could think that
symmetric operators generate evolution groups, but this is false! The standard example
to showcase this fact is the group of translations on L2([0,1]). Since we would like T (t)
to conserve “mass” – or more accurately, probability, we define for ϕ ∈ L2([0,1]) and
0≤ t < 1
 
T (t)ϕ

(x) :=
¨
ϕ(x − t) x − t ∈ [0, 1]
ϕ(x − t + 1) x − t + 1 ∈ [0, 1] .
For all other t ∈ R, we extend this operator periodically, i. e. we plug in the fractional
part of t. Clearly,


T (t)ϕ, T (t)ψ

=


ϕ,ψ

holds for all ϕ,ψ ∈ L2([0, 1]). Locally, the
infinitesimal generator is −i∂x as a simple calculation shows:
i
d
dt
 
T (t)ϕ

(x)

t=0
= i
d
dt
ϕ(x − t)

t=0
=−i∂xϕ(x)
However, T (t) does not preserve the maximal domain of −i∂x ,
Dmax(−i∂x) = ϕ ∈ L2([0, 1]) | − i∂xϕ ∈ L2([0, 1])	.
Any element of the maximal domain has a continuous representative, but if ϕ(0) 6= ϕ(1),
then for t > 0, T (t)ϕ will have a discontinuity at t. We will denote the operator −i∂x
on Dmax(−i∂x) with Pmax. Let us check whether Pmax is symmetric: for any ϕ,ψ ∈
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Dmax(−i∂x), we compute

ϕ,−i∂xψ= ∫ 1
0
dx ϕ∗(x) (−i∂xψ)(x) =
h
−iϕ∗(x)ψ(x)
i1
0
−
∫ 1
0
dx (−i)∂xϕ∗(x)ψ(x)
= i
 
ϕ∗(0)ψ(0)−ϕ∗(1)ψ(1)+ ∫ 1
0
dx (−i∂xϕ)∗(x)ψ(x)
= i
 
ϕ∗(0)ψ(0)−ϕ∗(1)ψ(1)+ 
−i∂xϕ,ψ. (5.3.2)
In general, the boundary terms do not disappear and the maximal domain is “too large”
for −i∂x to be symmetric. Thus, it is not at all surprising, T (t) does not leave Dmax(−i∂x)
invariant. Let us try another domain: one way to make the boundary terms disappear is
to choose
Dmin(−i∂x) :=
n
ϕ ∈ L2([0, 1])  − i∂xϕ ∈ L2([0,1]), ϕ(0) = 0= ϕ(1)o.
We denote −i∂x on this “minimal” domain with Pmin. In this case, the boundary terms in
equation (5.3.2) vanish which tells us that Pmin is symmetric. Alas, the domain is still not
invariant under translations T (t), even though Pmin is symmetric. This is an example of a
symmetric operator which does not generate a unitary group.
There is another thing we have missed so far: the translations allow for an additional
phase factor, i. e. for ϕ,ψ ∈ L2([0, 1]) and ϑ ∈ [0, 2pi), we define for 0≤ t < 1 
Tϑ(t)ϕ

(x) :=
¨
ϕ(x − t) x − t ∈ [0,1]
eiϑϕ(x − t + 1) x − t + 1 ∈ [0, 1] .
while for all other t, we plug in the fractional part of t. The additional phase factor
cancels in the inner product,


Tϑ(t)ϕ, Tϑ(t)ψ

=


ϕ,ψ

still holds true for all ϕ,ψ ∈
L2([0,1]). In general Tϑ(t) 6= Tϑ′(t) if ϑ 6= ϑ′ and the unitary groups are genuinely
different. Repeating the simple calculation from before, we see that the local generator
still is −i∂x and it would seem we can generate a family of unitary evolutions from a
single generator. The confusion is resolved if we focus on invariant domains: choosing
ϑ ∈ [0,2pi), we define Pϑ to be the operator −i∂x on the domain
Dϑ(−i∂x) :=
n
ϕ ∈ L2([0,1])  − i∂xϕ ∈ L2([0,1]), ϕ(0) = e−iϑϕ(1)o.
A quick look at equation (5.3.2) reassures us that Pϑ is symmetric and a quick calculation
shows it is also invariant under the action of Tϑ(t). Hence, Pϑ is the generator of Tϑ, and
the definition of an unbounded operator is incomplete without spelling out its domain.
Example (The wave equation with boundary conditions) Another example where the
domain is crucial in the properties is the wave equation on [0, L],
∂ 2t u(x , t)− ∂ 2x u(x , t) = 0, u ∈ C2([0, L]×R).
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Here, u is the amplitude of the vibration, i. e. the lateral deflection. If we choose Dirichlet
boundary conditions at both ends, i. e. u(0) = 0 = u(L), we model a closed pipe, if we
choose Dirichlet boundary conditions on one end, u(0) = 0, and von Neumann boundary
conditions on the other, u′(L) = 0, we model a half-closed pipe. Choosing domains is a
question of physics!
5.4 Selfadjoint operators
Although we do not have time to explore this very far, the crucial difference between Pmin
and Pϑ is that the former is only symmetric while the latter is also selfadjoint. We first
recall the definition of the adjoint of a possibly unbounded operator:
Definition 5.4.1 (Adjoint operator) Let A be a densely defined linear operator on a Hilbert
space H with domain D(A). Let D(A∗) be the set of ϕ ∈H for which there exists φ ∈H with

Aψ,ϕ

=


ψ,φ
 ∀ψ ∈D(A).
For each ϕ ∈D(A∗), we define A∗ϕ := φ and A∗ is called the adjoint of A.
Remark 5.4.2 By Riesz Lemma, ϕ belongs to D(A∗) if and only if
Aψ,ϕ≤ C ψ ∀ψ ∈D(A).
This is equivalent to saying ϕ ∈ D(A∗) if and only if ψ 7→ 〈Aψ,ϕ〉 is continuous on D(A).
As a matter of fact, we could have used to latter to define the adjoint operator.
One word of caution: even if A is densely defined, A∗ need not be.
Example Let f ∈ L∞(R), but f 6∈ L2(R), and pick ψ0 ∈ L2(R). Define
D(T f ) :=
n
ψ ∈ L2(R) |
∫
R
dx
 f (x)ψ(x)<∞o.
Then the adjoint of the operator
T fψ := 〈 f ,ψ〉ψ0, ψ ∈D(T f ),
has domain D(T ∗f ) = {0}. Let ψ ∈D(T f ). Then for any ϕ ∈D(T ∗f )

T fψ,ϕ

=

〈 f ,ψ〉ψ0,ϕ= 
ψ, f 
ψ0,ϕ
=


ψ, 〈ψ0,ϕ〉 f .
Hence T ∗f ϕ = 〈ψ0,ϕ〉 f . However f 6∈ L2(R) and thus ϕ = 0 is the only possible choice
for which T ∗f ϕ is well defined.
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Symmetric operators, however, are special: since


Hϕ,ψ

=


ϕ, Hψ

holds by definition
for all ϕ,ψ ∈H, the domain of H∗ is contained in that of H, D(H∗)⊇D(H). In particular,
D(H∗)⊆H is also dense. Thus, H∗ is an extension of H.
Definition 5.4.3 (Selfadjoint operator) Let H be a symmetric operator on a Hilbert space
H with domain D(H). H is called selfadjoint, H∗ = H, iff D(H∗) =D(H).
One word regarding notation: if we write H∗ = H, we do not just imply that the “operator
prescription” of H and H∗ is the same, but that the domains of both coincide.
Example In this sense, P∗min 6= Pmin.
The central theorem of this section is Stone’s Theorem:
Theorem 5.4.4 (Stone) To every strongly continuous one-parameter unitary group U on a
Hilbert space H, there exists a selfadjoint operator H = H∗ which generates U(t) = e−itH .
Conversely, every selfadjoint operator H generates the unitary evolution group U(t) = e−itH .
A complete proof [RS72, Chapter VIII.3] is beyond our capabilities.2013.10.31
5.5 Recasting the Maxwell equations as a Schrödinger
equation
The Maxwell equations in a medium with electric permittivity " and magnetic permeability
µ are given by the two dynamical
∂tE(t) = +"
−1∇x ×H(t) (5.5.1a)
∂tH(t) =−µ−1∇x × E(t) (5.5.1b)
and the two kinetic Maxwell equations
∇x · "E(t) = ρ (5.5.2a)
∇x ·µH(t) = j. (5.5.2b)
Here, the source terms in the kinetic equations are the charge density ρ and the current
density j; in the absence of sources, ρ = 0 and j = 0, the Maxwell equations are homoge-
neous.
We can rewrite the dynamical equations (5.5.1) as a Schrödinger-type equation,
i
d
dt

E(t)
H(t)

= M(",µ)

E(t)
H(t)

,

E(0)
H(0)

=

E(0)
H(0)

∈ L2(R3,C6) , (5.5.3)
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where the Maxwell operator
M(",µ) :=W Rot :=

"−1 0
0 µ−1

0 +i∇×x−i∇×x 0

(5.5.4)
takes the role of the Schrödinger operator H = −∆x + V . It can be conveniently written
as the product of the multiplication operator W which contains the material weights "
and µ, and the free Maxwell operator Rot. Here, ∇×x is just a short-hand for the curl,∇×x E :=∇x × E. The solution can now be expressed just like in the Schrödinger case,
E(t)
H(t)

= e−itM(",µ)

E(0)
H(0)

,
where the initial conditions must satisfy the no sources condition (equations (5.5.2) for
ρ = 0 and j = 0); one can show that this is enough to ensure that also the time-evolved
fields E(t) and H(t) satisfy the no sources conditions for all times.
Physically, the condition that E and H be square-integrable stems from the requirement
that the field energy
E(E,H) := 1
2
∫
R3
dx

"(x)
E(x)2 +µ(x) H(x)2 (5.5.5)
be finite; Moreover, the field energy is a conserved quantity,
E E(t),H(t)= E E(0),H(0).
It is not coincidental that the expression for E looks like the square of a weighted L2-
norm: if we assume that ",µ ∈ L∞(R3) are bounded away from 0 and +∞, i. e. there
exist c, C > 0 for which
0< c ≤ "(x),µ(x)≤ C <+∞
holds almost everywhere in x ∈ R3, then "−1 and µ−1 are also bounded away from 0 and
+∞ in the above sense. Hence, we deduce
Ψ= (ψE ,ψH) ∈ L2(R3,C6) ⇐⇒ Ψ ∈H(",µ) := L2" (R3,C3)⊕ L2µ(R3,C3)
where L2" (R3,C3) and L2µ(R3,C3) are defined analogously to problem 22. By definition, Ψ
is an element of H(",µ) if and only if the norm ‖Ψ‖H(",µ) induced by the weighted scalar
product
〈Ψ,Φ〉H(",µ) := 
(ψE ,ψH), (φE ,φH)H(",µ) = ¬ψE ,φE¶" + ¬ψH ,φH¶µ (5.5.6)
:=
∫
R3
dx "(x)ψE(x) ·φE(x) +
∫
R3
dx µ(x)ψH(x) ·φH(x)
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is finite. Adapting the arguments from problem 22, we conclude that L2(R3,C6) and
H(",µ) can be canonically identified as Banach spaces. Now the field energy can be
expressed as
E(E,H) = 1
2
(E,H)2H(",µ) := 12
(E,H), (E,H)H(",µ) ,
and the conservation of field energy suggests that e−itM(",µ) is unitary with respect to the
weighted scalar product 〈· , ·〉H(",µ).
Indeed, this is the case: the scalar product can alternatively be expressed in terms of
W−1 and the unweighted scalar product on L2(R3,C6),
〈Ψ,Φ〉H(",µ) = 
Ψ, W−1ΦL2(R3,C6) = 
W−1Ψ,ΦL2(R3,C6). (5.5.7)
The last equality holds true, because W±1 are multiplication operators with scalar real-
valued functions in the electric and magnetic component, and thus¬
ψE ,"φE
¶
L2(R3,C3) =
¬
"ψE ,φE
¶
L2(R3,C3)
holds for all ψE ,φE ∈ L2(R3,C3), for instance. Under the assumption that the free
Maxwell Rot is selfadjoint on L2(R3,C6), then one can also show the selfadjointness of the
Maxwell operator M(",µ) =W Rot by using its product structure and equation (5.5.7):

Ψ, M(",µ)Φ

H(",µ) =


Ψ, W−1 W RotΦ

L2(R3,C6) =


Ψ, RotΦ

L2(R3,C6)
=


RotΨ,Φ

L2(R3,C6) =


W−1 W RotΨ,Φ

L2(R3,C6)
=


M(",µ)Ψ, W−1Φ

L2(R3,C6) =


M(",µ)Ψ,Φ

H(",µ)
These arguments imply that e−itM(",µ) is unitary with respect to 〈· , ·〉H(",µ), and thus, we
deduce that the dynamics conserve energy,
E E(t),H(t)= 1
2
e−itM(",µ) E(0),H(0)2
H(",µ)
=
1
2
 E(0),H(0)2
H(",µ)
= E E(0),H(0).
Moreover, the formulation of the Maxwell equations as a Schrödinger equation also allows
us to prove that the dynamics e−itM(",µ) map real-valued fields onto real-valued fields:
define complex conjugation (CΨ)(x) := Ψ(x) on H(",µ) component-wise. Then the fact
that " and µ are real-valued implies C commutes with W , 
C W Ψ

(x) =
 
W (ψE ,ψH)

(x) =
 
"−1(x)ψE(x) , µ−1(x)φH(x)

=

"−1(x)ψE(x) , µ−1(x)φH(x)

=
 
W CΨ

(x)
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In problem 23, we have shown that C Rot C =−Rot, and thus
C M(",µ)C = C W Rot C =W C Rot C
=−W Rot=−M(",µ)
holds just as in the case of the free Maxwell equations. This means the unitary evolution
operator and complex conjugation commute,
C e−itM(",µ) C = e+it C M(",µ)C = e−itM(",µ) ,
as does the real part operator Re := 1
2
 
idH(",µ) + C

,h
e−itM(",µ), Re
i
= 0 ,
Now if the initial state
 
E(0),H(0)

= Re
 
E(0),H(0)

is real-valued, then so is the time-
evolved state,  
E(t),H(t)

= e−itM(",µ)
 
E(0),H(0)

= e−itM(",µ)Re
 
E(0),H(0)

= Re e−itM(",µ)
 
E(0),H(0)

= Re
 
E(t),H(t)

.
The reformulation of the Maxwell equations as a Schrödinger-type equation was first made
rigorous by [BS87]; it allows to adapt and apply many of the techniques first developed for
the analysis Schrödinger operators to Maxwell operators, e. g. under suitable conditions
one can derive ray optics as a “semiclassical limit” of the above equations. 2013.11.05
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Chapter 6
The Fourier transform
The wave equation, the free Schrödinger equation and the heat equation all admit the
same class of “fundamental solutions”, namely exponential functions e−iξ·x . In some cases,
the boundary conditions impose restrictions on the admissible values of ξ.
This is because these equations share a common symmetry, namely invariance under
translations (we will be more precise in Chapters 6.1.5 and 6.2.4–6.2.5), and the Fourier
transform converts a PDE into an ODE. Moreover, certain properties of the function are
tied to certain properties of the Fourier transform, the most famous being that the regu-
larity of f is linked to the decay rate of F f .
6.1 The Fourier transform on Tn
Let us consider the Fourier transform on the torus Tn := (S1)n which will be identified
with [−pi,+pi]n. Moreover, we will view functions on Tn with 2piZn-periodic functions on
Rn whenever convenient. Now we proceed to define the central notion of this section:
Definition 6.1.1 (Fourier transform on Tn) For all f ∈ L1(Tn), we set
(F f )(k) := fˆ (k) := 1
(2pi)n
∫
Tn
dx e−ik·x f (x)
for k ∈ Zn. The Fourier series is the formal sum∑
k∈Zn
fˆ (k)e+ik·x . (6.1.1)
If all we know is that f is integrable, then the question on whether the Fourier series
exists turns out to be surprisingly hard. In fact, Kolmogorov has shown that there exist
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integrable functions for which the Fourier series diverges for almost all x ∈ Tn. However,
if we have additional information on f , e. g. if f ∈ C r(Tn) for r ≥ n+1, then we can show
that (6.1.1) exists as an absolutely convergent sum.
Example To compute the Fourier coefficients for f (x) = x ∈ L1([−pi,+pi]), we need to
distinguish the cases k = 0,
(F x)(0) = 1
2pi
∫ +pi
−pi
dx x =

1
4pi
x2
+pi
−pi
= 0,
and k 6= 0,
(F x)(k) = 1
2pi
∫ +pi
−pi
dx e−ikx x
=

i
2pik
x e−ikx
+pi
−pi
− i
k
∫ +pi
−pi
dx e−ikx · 1
= (−1)k i
k
.
Thus, the Fourier coefficients decay like 1/|k| for large |k|,
(F x)(k) =
(
0 k = 0
(−1)k i
k
k ∈ Z \ {0} .
We will see later on that this is because f (x) = x has a discontinuity at x =+pi (which is
identified with the point x =−pi).
Before we continue, it is useful to introduce multiindex notation: for any α ∈ Nn0, we set
∂ αx f := ∂
α1
x1
· · ·∂ αnxn f
and similarly xα := xα11 · · · xαnn . The integer |α| :=
∑n
j=1α j is the degree of α.
6.1.1 Fundamental properties
First, we will enumerate various fundamental properties of the Fourier transform on Tn:
Proposition 6.1.2 (Fundamental properties of F) Let f ∈ L1(Tn).
(i) F : L1(Rn)−→ `∞(Zn)
(ii) F is linear.
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(iii) F f¯ (k) = (F f )(−k)
(iv)
 F f (−· )(k) = (F f )(−k)
(v)
 F(Ty f )= e−ik·y (F f )(k) where (Ty f )(x) := f (x − y) for y ∈ Tn
(vi) (F f )(k− j) =  F(e+i j·x f )(k), j ∈ Zn
(vii) For all f ∈ C r(Tn), we have  F(∂ αx f )(k) = i|α| kα (F f )(k) for all |α| ≤ r.
Proof (i) can be deduced from the estimateF f 
`∞(Zn) = sup
k∈Zn
F f (k)
≤ sup
k∈Zn
1
(2pi)n
∫
Tn
dx
e−ik·x f (x)= (2pi)−n ‖ f ‖L1(Tn).
(ii)–(vi) follow from direct computation.
For (vii), we note that continuous functions on Tn are also integrable, and thus we see
that if f ∈ C r(Tn), then also ∂ αx f ∈ L1(Tn) holds for any |α| ≤ r. This means F
 
∂ αx f

exists, and we obtain by partial integration
 F(∂ αx f )(k) = 1(2pi)n
∫
Tn
dx e−ik·x ∂ αx f (x)
=
(−1)|α|
(2pi)n
∫
Tn
dx
 
∂ αx e
−ik·x f (x)
= i|α| kα (F f )(k).
Note that the periodicity of f and its derivatives implies the boundary terms vanish. This
finishes the proof. 
Example (F representation of heat equation) Let us consider the heat equation
∂tu=∆xu
on [−pi,+pi]n. We will see that we can write
u(t, x) =
∑
k∈Zn
uˆ(t, k)e+ik·x (6.1.2)
in terms of Fourier coefficients uˆ(t, k). If we assume we can interchange taking derivatives
and the sum, then this induces an equation involving the coefficients,
F ∂tu= F ∆xu =⇒ ∂t uˆ(t, k) =−k2uˆ(t, k).
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And if the sum (6.1.2) converges to an integrable function u(t), then clearly
(Fu)(t, k) = uˆ(t, k)
holds.
We have indicated before that it is not at all clear in what sense the Fourier series (6.1.1)
exists. The simplest type of convergence is absolute convergence, and here Dominated
Convergence gives a sufficient condition under which we can interchange taking limits
and summation. This helps to prove that the Fourier series yields a continuous or C r
function if the Fourier coefficients decay fast enough.
Lemma 6.1.3 (Dominated convergence for sums) Let a( j) ∈ `1(Zn) be a sequence of ab-
solutely summable sequences so that the pointwise limits lim j→∞ a( j)(k) = a(k) exist. More-
over, assume there exists a non-negative sequence b =
 
b(k)

k∈Zn ∈ `1(Zn) so thata( j)(k)≤ b(k)
holds for all k ∈ Zn and j ∈ N. Then summing over k ∈ Zn and taking the limit lim j→∞
commute, i. e.
lim
j→∞
∑
k∈Zn
a( j)(k) =
∑
k∈Zn
lim
j→∞ a
( j)(k) ,
and a =
 
a(k)

k∈Zn ∈ `1(Zn).
Proof Let " > 0. Then we deduce from the triangle inequality and
a( j)(k)≤ bk, a(k)≤
b(k) that ∑
k∈Zn
a( j)(k)−∑
k∈Zn
a(k)
≤ ∑|k|≤N
a( j)(k)− a(k)+ ∑
|k|>N
a( j)(k)− a(k)
≤ ∑
|k|≤N
a( j)(k)− a(k)+ 2 ∑
|k|>N
b(k).
If we choose N ∈ N0 large enough, we can estimate the second term independently of j
and make it less than "/2. The first term is a finite sum converging to 0, and hence, we can
make it < "/2 if we choose j ≥ K large enough. Hence,∑
k∈Zn
a( j)(k)−∑
k∈Zn
a(k)
< "/2+ "/2= "
holds for j ≥ K . Moreover, a =  a(k)k∈Zn is absolutely summable since a(k) ≤ b(k)
and b =
 
b(k)

k∈Zn is in `1(Zn). 
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Corollary 6.1.4 (Continuity, smoothness and decay properties) (i) Assume the Fourier
coefficients F f ∈ `1(Zn) of f ∈ L1(Tn) are absolutely summable. Then
f (x) =
∑
k∈Zn
(F f )(k)e+ik·x
holds almost everywhere and f has a continuous representative.
(ii) Assume the Fourier coefficients of f ∈ L1(Tn) are such that  |k|s fˆ (k)k∈Zn is absolutely
summable for some s ∈ N. Then
∂ αx f (x) =
∑
k∈Zn
i|α| kα (F f )(k)e+ik·x
holds almost everywhere for all |α| ≤ s and f has a Cs(Tn) representative. Moreover,
the Fourier series of ∂ αx f , |α| ≤ s, exist as absolutely convergent sums.
Proof (i) This follows from Dominated Convergence, observing that
b(k) :=
 fˆ (k)e+ik·x =  fˆ (k)
is a summable sequence which dominates each term of the sum on the right-hand
side of (6.1.1) independently of x ∈ Tn.
(ii) For any multiindex α ∈ Nn0 with |α| ≤ s, we estimate each term in the sum from
above by fˆ (k) times ∂ αx  e+ik·x= kα e+ik·x = kα
≤ C |k||α| ≤ C |k|s.
By assumption,
 |k|s fˆ (k)k∈Zn and thus also  |k||α| fˆ (k)k∈Zn , |α| ≤ s, are elements
of `1(Zn), and hence, we have found the sum which dominates the right-hand side
of
∂ αx f (x) =
∑
k∈Zn
i|α| kα fˆ (k)e+ik·x
for all x ∈ Tn. Thus, a Dominated Convergence argument implies we can inter-
change differentiation with summation and that the sum depends on x in a contin-
uous fashion. 
In what follows, we will need a multiplication, the convolution, defined on L1(Tn) and
`1(Zn). The convolution ∗ is intrinsically linked to the Fourier transform: similar to the
case of Rn, we define
( f ∗ g)(x) :=
∫
Tn
dy f (x − y) g(y).
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where we have used the identification between periodic functions on Rn and functions on
Tn. Moreover, a straightforward modification to the arguments in problem 16 show that f ∗ gL1(Tn) ≤  f L1(Tn) gL1(Tn) . (6.1.3)
There is also a convolution on `1(Zn): for any two sequences a, b ∈ `1(Zn), we set
(a ∗ b)(k) :=∑
j∈Zn
a(k− j) b( j). (6.1.4)
More careful arguments allow one to generalize the convolution as a map between differ-
ent spaces, e. g. ∗ : L1(Tn)× Lp(Tn)−→ Lp(Tn).
The Fourier transform intertwines pointwise multiplication of functions or Fourier coef-
ficients with the convolution, a fact that will be eminently useful in applications.
Proposition 6.1.5 (i) f , g ∈ L1(Tn) =⇒ F( f ∗ g) = (2pi)nF f F g
(ii) f , g ∈ L1(Tn), fˆ , gˆ ∈ `1(Zn) =⇒ ∑
k∈Zn
 F f ∗F ge+ik·x = f (x) g(x)
Proof (i) The convolution of two L1(Tn) functions is integrable, and thus, the Fourier
transform of f ∗ g exists. A quick computation yields the claim:
 F( f ∗ g)(k) = 1
(2pi)n
∫
Tn
dx e−ik·x ( f ∗ g)(x)
=
1
(2pi)n
∫
Tn
dx
∫
Tn
dy e−ik·x f (x − y) g(y)
=
1
(2pi)n
∫
Tn
dx
∫
Tn
dy e−ik·(x−y) f (x − y)e−ik·y g(y)
= (2pi)n (F f )(k) (F g)(k)
(ii) By assumption on the Fourier series of f and g, the sequence fˆ ∗ gˆ is absolutely
summable, and hence∑
k∈Zn
 
fˆ ∗ gˆ(k)e+ik·x = ∑
k, j∈Zn
fˆ (k− j) gˆ( j)e+i(k− j)·x e+i j·x
=
∑
k∈Zn
fˆ (k)e+ik·x
∑
j∈Zn
gˆ( j)e+i j·x

exists for all x ∈ Tn. We will show later in Theorem 6.1.14 that for almost all x ∈ Tn,
the sum
∑
k∈Zn fˆ (k)e+ik·x equals f (x) and similarly for g. 
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One helpful fact in applications is that the Lp(Tn) spaces are nested (cf. Section 6.2.3):
Lemma 6.1.6 Lq(Tn)⊆ Lp(Tn) for 1≤ p ≤ q ≤+∞
That means it suffices to define F on L1(Tn); Life on Rn is not so simple, though.
Proof We content ourselves with a sketch: the main idea is to split the integral of f into
a region where
 f ≤ 1 and  f > 1, and then use the compactness of Tn. 2013.11.07
6.1.2 Approximating Fourier series by trigonometric polynomials
The idea of the Fourier series is to approximate L1(Tn) functions by
Definition 6.1.7 (Trigonometric polynomials) A trigonometric polynomial on Tn is a func-
tion of the form
P(x) =
∑
k∈Zn
a(k)e+ik·x
where {a(k)}k∈Z is a finitely supported sequence in Zn. The degree of P is the largest number∑n
j=1
k j so that a(k) 6= 0 where k = (k1, . . . , kn). We denote the set of trigonometric
polynomials by Pol(Tn).
Writing a function in terms of its Fourier series is initially just an ansatz, i. e. we do not
know whether the formal sum
∑
k∈Zn fˆ (k)e+ik·x converges in any meaningful way. In
some sense, this is akin to approximating functions using the Taylor series: only analytic
functions can be locally expressed in terms of a power series in x − x0, but a smooth
function need not have a convergent or useful Taylor series at a point.
The situation is similar for Fourier series: we need additional conditions on f to ensure
that its Fourier series converges in a strong sense (e. g. absolute convergence). However,
suitable resummations do converge, and one particularly convenient way to approximate
f ∈ L1(Tn) by trigonometric polynomials is to convolve it with an
Definition 6.1.8 (Approximate identity) An approximate identity or Dirac sequence is
a family of non-negative functions (δ")"∈(0,"0) ⊂ L1(Tn), "0 > 0, with the following two
properties:
(i)
δ"L1(Tn) = 1 holds for all " ∈ (0,"0).
(ii) For any R> 0 we have lim
"→0
∫
|x |≤R
dx δ"(x) = 1.
Sometimes the assumption that the δ" are non-negative is dropped. One can show that
Dirac sequences are also named approximate identities, because
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Theorem 6.1.9 Let (δ")n∈N be an approximate identity. Then for all f ∈ L1(Tn) we have
lim
"→0
δ" ∗ f − f L1(Tn) = 0.
The proof is somewhat tedious: one needs to localize δ" close to 0 and away from 0, ap-
proximate f by a step function near x = 0 and use property (ii) of approximate identities
away from x = 0. The interested reader may look it up in [Gra08, Theorem 1.2.19 (i)].
One standard example of an approximate identity in this context is the the Féjer kernel
which is constructed from the Dirichlet kernel. In one dimension, the Dirichlet kernel is
dN (x1) :=
1
2pi
∑
|k|≤N
e+ik1 x1 =
sin(2N + 1)x1
sin x1
. (6.1.5)
Now the one-dimensional Féjer kernel is the Césaro mean of dN ,
fN (x1) :=
1
2pi
+N∑
k=−N

1− |k|
N + 1

e+ikx1 =
1
N + 1

sin(N + 1)x1
sin x1
2
. (6.1.6)
The higher-dimensional Dirichlet and Féjer kernels are then defined as
DN (x) :=
n∏
j=1
dN (x j) (6.1.7)
and
FN (x) :=
1
(N + 1)2
N∑
k1=0
· · ·
N∑
kn=0
dk1(x1) · · · dkn(xn) (6.1.8)
=
1
(2pi)n
∑
k∈Zn|k j|≤N
 N∏
j=1
 
1−
k j
N + 1
! e+ik·x
=
1
(2pi)n
1
(N + 1)n
n∏
j=1

sin(N + 1)x j
sin x j
2
. (6.1.9)
One can see that
Lemma 6.1.10 (FN )N∈N is an approximate identity.
Proof Since FN is the product of one-dimensional Féjer kernels and all the integrals factor,
it suffices to consider the one-dimensional case: we note that fN is non-negative. Then
the fact that
∫
Tn dx e
+ik·x = 0 for k ∈ Zn \ {0} and ∫Tn dx e0 = 2pi implies (i).
(ii) is equivalent to proving limN→∞
∫
|x |>R dx fN (x). But this follows from writing fN in
terms of sines. 
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Moreover, if we convolve f ∈ L1(Tn) with FN , then
(FN ∗ f )(x) =
∑
k∈Zn|k j|≤N
 
1−
k1
N + 1
!
· · ·
 
1−
kn
N + 1
!
fˆ (k)e+ik·x
is a trigonometric polynomial of degree N , and thus
Proposition 6.1.11 Pol(Tn) is dense in Lp(Tn) for any 1≤ p <∞.
Proof Since FN is an approximate identity, limN→∞
FN ∗ f − f Lp(Tn) = 0, and thus the
trigonometric polynomial FN ∗ f approximates f arbitrarily well in norm. 
6.1.3 Decay properties of Fourier coefficients
A fundamental question is to ask about the behavior of the Fourier coefficients for large
|k|. This is important in many applications, because it may mean that certain bases are
more efficient than others. The simplest of these criteria is the
Lemma 6.1.12 (Riemann-Lebesgue lemma) f ∈ L1(Tn)⇒ lim|k|→∞ fˆ (k) = 0
Proof By Proposition 6.1.11, we can approximate any f ∈ L1(Tn) arbitrarily well by
a trigonometric polynomial P, i. e. for any " > 0, there exists a P ∈ Pol(Tn) so that f − PL1(Tn) < ". Since the Fourier coefficients of P satisfy lim|k|→∞ Pˆ(k) = 0 (only
finitely many are non-zero), this also implies that the Fourier coefficients of f satisfy
0≤ lim|k|→∞
 fˆ (k)≤ lim|k|→∞ fˆ (k)− Pˆ(k)+ Pˆ(k)< "+ 0= ".
Given as " can be chosen arbitrarily small, the above in fact implies lim|k|→∞ fˆ (k) = 0. 
Proposition 6.1.13 F : L1(Tn)−→ `∞(Zn) is injective, i. e.
F f = F g ⇐⇒ f = g ∈ L1(Tn).
Proof Given that f is linear, it suffices to consider the case f = 0:
“⇒:” Assume F f = 0. Then FN ∗ f = 0. Since {FN}N∈N is an approximate identity,
0= FN ∗ f → f as N →∞, i. e. f = 0.
“⇐:” In case f = 0, also all of the Fourier coefficients vanish, F f = 0. 
Proposition 6.1.14 (Fourier inversion) Suppose f ∈ L1(Tn) has an absolutely convergent
Fourier series, i. e. F f ∈ `1(Zn),F f 
`1(Zn) =
∑
k∈Zn
 fˆ (k)<∞.
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Then
f (x) =
∑
k∈Zn
fˆ (k)e+ik·x (6.1.10)
holds almost everywhere, and f is almost-everywhere equal to a continuous function.
Proof Clearly, left- and right-hand side of equation (6.1.10) have the same Fourier co-
efficients, and thus, by Proposition 6.1.13 they are equal as elements of L1(Tn). The
continuity of the right-hand side follows from Corollary 6.1.4 (i). 
Theorem 6.1.15 (Regularity f ↔ decay F f ) (i) Let s ∈ N0, δ ∈ (0,1) and assume
that the Fourier coefficients of f ∈ L1(Tn) decay as fˆ (k)≤ C(1+ |k|)−n−s−δ. (6.1.11)
Then f ∈ Cs(Tn).
(ii) The Fourier coefficients of f ∈ Cs(Tn) satisfy lim|k|→∞
 |k|r fˆ (k)= 0 for r ≤ s.
(iii) f ∈ C∞(Tn) holds if and only if for all r ≥ 0 there exists Cr > 0 such that fˆ (k)≤ Cr  1+ |k|−r .
Proof (i) The decay assumption (6.1.11) ensures that
 
i|α| kα fˆ (k)

k∈Zn is absolutely
summable if |α| ≤ s, and thus, by Proposition 6.1.2 (vii) and 6.1.14 left- and right-
hand side of
∂ αx f (x) =
∑
k∈Zn
i|α| kα fˆ (k)e+ik·x 
are equal and continuous in x .
(ii) Clearly, |k|r ≤ |k|s holds for r ≤ s and k ∈ Zn. Moreover, ∂ αx f ∈ L1(Tn), |α| ≤ s, and
thus, the Riemann-Lebesgue lemma 6.1.12 implies lim|k|→∞
 |k|r fˆ (k)= 0.
(iii) “⇒:” f ∈ C∞(Tn), then (ii) implies that lim|k|→∞ |k|r fˆ (k)= 0 holds for all r ≥ 0.
“⇐:” Conversely, if fˆ (k) decays faster than any polynomial, then (i) implies for each
s ≥ 0 the function f is an element of Cs−1−n(Tn), and thus f ∈ C∞(Tn).2013.11.14
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6.1.4 The Fourier transform on L2(Tn)
We will dedicate a little more time to the example of the free Schrödinger equation on
Tn ∼= [−pi,+pi]n,
i∂tψ=−∆xψ ,
where we equip ∆x := ∂ 2x1 + . . . + ∂
2
xn
with periodic boundary conditions. If we can
show that {e+ik·x}k∈Zn is an orthonormal basis, then any ψ ∈ L2(Tn) has a unique Fourier
expansion
ψ(x) =
∑
k∈Zn
bψ(k)e+ik·x (6.1.12)
where the sum converges in the L2-sense and
bψ(k) = 
e+ik·x ,ψL2(Tn) = 1(2pi)n
∫
Tn
dx e−ik·x ψ(x)
is the kth Fourier coefficient. Note that we have normalized the scalar product

f , g

L2(Tn) :=
1
(2pi)n
∫
Tn
dx f (x) g(x)
so that the e+ik·x have L2-norm 1. Lemma 6.1.6 tells us that bψ = Fψ is well-defined,
because ψ ∈ L2(Tn) ⊂ L1(Tn). Hence, if {e+ik·x}k∈Zn is a basis, any L2(Tn) function can
be expressed as a Fourier series.
Lemma 6.1.16 {e+ik·x}k∈Zn is an orthonormal basis of L2(Tn).
Proof The orthonormality of {e+ik·x}k∈Zn follows from a straight-forward calculation anal-
ogous to the one-dimensional case. The injectivity of F : L2(Tn) ⊂ L1(Tn) −→ `∞(Zn)
(Proposition 6.1.13) means ψ = 0 ∈ L2(Tn) if and only if Fψ = 0. Hence, {e+ik·x}k∈Zn is
a basis. 
Proposition 6.1.17 Let f , g ∈ L2(Tn). Then the following holds true:
(i) Parseval’s identity:


f , g

L2(Tn) =

F f ,F g`2(Zn)
(ii) Plancherel’s identity: ‖ f ‖L2(Tn) = ‖F f ‖`2(Zn)
(iii) F : L2(Tn)−→ `2(Zn) is a unitary.
Proof (i) follows from the fact that {e+ik·x}k∈Zn is an orthonormal basis and that the
coefficients of the basis expansion

e+ik·x ,ψ

L2(Tn) = (Fψ)(k)
coincide with the Fourier coefficients.
(ii) and (iii) are immediate consequences of (i). 
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6.1.5 Periodic operators
An important class of operators are those which commute with translations,
H, Ty

= H Ty − Ty H = 0, ∀y ∈ Tn,
because this symmetry implies the exponential functions e+ik·x are eigenfunctions of H.
Theorem 6.1.18 Suppose that H : Lp(Tn) −→ Lq(Tn), 1 ≤ p, q ≤ ∞, is a bounded linear
operator which commutes with translations. Then there exists {h(k)}k∈Z ∈ `∞(Zn) so that
(H f )(x) =
∑
k∈Zn
h(k) fˆ (k)e+ik·x (6.1.13)
holds for all f ∈ C∞(Tn). Moreover, we have  h(k)k∈Zn`∞(Zn) ≤ ‖H‖B(Lp(Tn),Lq(Tn)).
An important example class of examples are differential operators,
H :=
∑
a∈Nd0|a|≤N
β(a)∂ ax , β(a) ∈ C,
whose eigenvalues are
He+ik·x =
∑
a∈Nd0|a|≤N
fa(k) i
|a| ka

e+ik·x = h(k)e+ik·x .
The most famous example so far was −∆x whose eigenvalues are k2.
Proof We already know that the Fourier series of f ∈ C∞(Tn) converges absolutely, and
its Fourier coefficients decay faster than any power of |k| (Theorem 6.1.15). So consider
the functions ϕk(x) := e+ik·x , k ∈ Z. The exponential functions are eigenfunctions of the
translation operator,
(Tyϕk)(x) = ϕk(x − y) = e+ik·(x−y)
= e−ik·y ϕk(x),
and thus, the fact that T commutes with translations implies 
Ty Hϕk

(x) = (Hϕk)(x − y) =  H(Tyϕk)(x)
= e−ik·y (Hϕk)(x) = ϕk(−y) (Hϕk)(x).
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Now writing x = y − (y − x) and interchanging the roles of x and y yields that ϕk(x) =
e+ik·x is an eigenfunction of H,
(Hϕk)(x) = (Hϕk)(x − y + y) = e−ik·(y−x) (Hϕk)(y)
= e+ik·x
 
e−ik·y (Hϕk)(y)

=
 
e−ik·y (Hϕk)(y)

ϕk(x)
=: h(k)ϕk(x). 
It is easy to see that h(k) is in fact independent of the choice of y ∈ Tn. The above also
means |h(k)| ≤ ‖H‖B(Lp(Tn),Lq(Tn)) holds for all k ∈ Z, and taking the supremum over k
yields ‖h‖`∞(Z) ≤ ‖H‖B(Lp(Tn),Lq(Tn)).
Hence, equation (6.1.13) holds for all f ∈ C∞(Tn), e. g. for all trigonometric polynomi-
als. Since those are dense in Lp(Tn) and T restricted to C∞(Tn) is bounded, there exists a
unique bounded extension on all of Lp(Tn) (Theorem 5.1.6). 2013.11.19
6.1.6 Solving quantum problems using F
The Fourier transform helps to simplify solving quantum problems. The idea is to convert
the Hamiltonian to a multiplication operator. We start with a very simple example:
6.1.6.1 The free Schrödinger equation
Let us return to the example of the Schrödinger equation: if we denote the free Schödinger
operator in the position representation with H := −∆x acting on L2(Tn) and impose
periodic boundary conditions (cf. the discussion about the shift operator on the interval
in Chapter 5.3), then the Fourier transform F : L2(Tn) −→ `2(Zn) connects position and
momentum representation, i. e.
HF := F HF−1 = kˆ2 (6.1.14)
acts on suitable vectors from `2(Zn) by multiplication with k2. The names position and
momentum representation originate from physics, because here, the variable x ∈ Tn is
interpreted as a position while k ∈ Zn is a momentum.
To arrive at (6.1.14), we use that any ψ ∈ L2(Tn) has a Fourier expansion since the
orthonormal set {e+ik·x}k∈Zn is also a basis and that the k Fourier coefficient of
−∆xψ(x) =−∆x
∑
k∈Zn
bψ(k)e+ik·x =∑
k∈Zn
k2 bψ(k)e+ik·x
is just k2 bψ(k), provided that the sum on the right-hand side is square summable. The
latter condition just means that −∆xψ must exist in L2(Tn).
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Clearly, the solution to the free Schrödinger equation in momentum representation is
the multiplication operator
UF (t) = e−it kˆ2 ,
and thus we obtain the solution in position representation as well,
U(t) = F−1 UF (t)F
Applied to a vector, this yields
ψ(t) =
∑
k∈Zn
e−itk2 bψ0(k)e+ik·x .
Note that this sum exists in L2(Tn) if and only if the initial state ψ is square-integrable.
6.1.6.2 Tight-binding models in solid state physics
Quantum mechanical models are encoded via choosing a hamiltonian and a Hilbert space
on which it acts. In the previous section, we have started in a situation where the position
variable took values in Tn, i. e. wave functions were elements of L2(Tn). Tight-binding
models, for instance, are but one example where the position variable is a lattice vector
and the wave function ψ ∈ `2(Zn) a square summable sequence.
Tight-binding models describe conduction in semiconductors and insulators: here, the
electron may jump from its current position to neighboring atoms with a certain ampli-
tude. One usually restricts oneself to the case where only the hopping amplitudes to
nearest and sometimes next-nearest neighbors are included: in many cases, one can prove
that these hopping amplitudes decay exponentially with the distance, and hence, one only
needs to include the leading-order terms.
Single-band model Let us consider a two-dimensional lattice. First of all, we note that
the number of nearest neighbors actually depends on the crystal structure. For a simple
square lattice, the number of nearest neighbors is 4 while for a hexagonal lattice, there
are only 3. Let us start with the square lattice: then the hamiltonian
H = id`2(Z2) + q1 s1 + q2 s2 + q1 s
∗
1 + q2 s
∗
2 = H
∗ (6.1.15)
which includes only nearest-neighbor hopping with amplitudes q1, q2 ∈ C is defined in
terms of the shift operators
(s jψ)(γ) :=ψ(γ− e j), ψ ∈ `2(Z2).
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Here, e j stands for either e1 = (1, 0) or e2 = (0,1) and γ ∈ Z2. If one sees ψ(γ) as the
Fourier coefficients for
(F−1ψ)(k) =
∑
γ∈Z2
ψ(γ)e+iγ·k,
then one can see that the shift operator in momentum representation is just the multipli-
cation operator sFj := F−1s jF = e+ikˆ j : F−1s jψ(k) =∑
γ∈Z2
ψ(γ− e j)e+iγ·k =
∑
γ∈Z2
ψ(γ)e+i(γ+e j)·k
= e+ik j (F−1ψ)(k)
Note that sFj = F−1s jF makes sense as a composition of bounded linear operators and
that sFj : L
2(T2)−→ L2(T2) is again unitary.
Hence, the Hamilton operator (6.1.15) in momentum representation transforms to
HF = 1+ q1 e
+ikˆ1 + q2 e
+ikˆ2 + q1 e
−ikˆ1 + q2 e−ikˆ2
= 1+ 2Re
 
q1 e
+ikˆ1

+ 2Re
 
q2 e
+ikˆ2

.
It turns out that in the absence of magnetic fields, the hopping amplitudes can be chosen to
be real, and then HF becomes the multiplication operator associated to the band function
E(k) = 1+ 2q1 cos k1 + 2q2 cos k2.
In other words, the Fourier transform converts an operator of shifts into a multiplication
operator. That means we can solve the Schrödinger equation in momentum representa-
tion,
i∂t bψ(t) = HF bψ(t), bψ(0) =ψ0 ∈ L2(T2),
because also the unitary evolution group is just a multiplication operator,
UF (t) = e−itE(kˆ).
Moreover, the unitary evolution group associated to the Schrödinger equation in position
representation
i∂tψ(t) = Hψ(t), ψ(0) =ψ0 ∈ `2(Z2),
is obtained by changing back to the position representation with F ,
U(t) = F UF (t)F−1
= F e−itE(kˆ)F−1.
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Figure 6.1.1: The honeycomb lattice is the superposition of two triangular lattices where
the fundamental cell contains two atoms, one black and one white.
Two-band model The situation is more interesting and more complicated for hexagonal
lattices: here, there are three nearest neighbors and two atoms per unit cell. The following
operators have been studied as simplified operators for graphene and boron-nitride (see
e. g. [HKN+06; DL13]). Here, the relevant Hilbert space is `2(Z2,C2)where the “internal”
C2 degree of freedom corresponds to the two atoms in the unit cell (black and white atoms
in Figure 6.1.1). Here, nearest neighbors are atoms of a “different color”, and the relevant
operator takes the form
H =

0 1`2(Z2) + q1 s1 + q2 s2
1`2(Z2) + q1 s∗1 + q2 s∗2 0

= H∗,
and acts on ψ=
 
ψ(0),ψ(1)
 ∈ `2(Z2,C2) as
(Hψ)(γ) =

ψ(1)(γ) + q1ψ(1)(γ− e1) + q2ψ(1)(γ− e2)
ψ(0)(γ) + q1ψ(0)(γ+ e1) + q2ψ(0)(γ+ e2)

.
One can again use the Fourier transform to relate H to a matrix-valued multiplication
operator on L2(T2,C2), namely
HF =

0 $(kˆ)
$(kˆ) 0

= T (kˆ).
where we have defined
$(k) = 1+ q1 e
−ik1 + q2 e−ik2 ,
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and one can conveniently write T in terms of the Pauli matrices as
T (k) = Re
 
$(k)

σ1 + Im
 
$(k)

σ2.
The advantage is that there exist closed formulas for the eigenvalues
E±(k) =±
$(k)
of T (k) which are interpreted as the upper and lower band functions and the two eigen-
projections
P±(k) =
1
2

idC2 ± Re
 
$(k)

σ1 + Im
 
$(k)

σ2
|$(k)|

associated to E±(k). Now if one wants to solve the associated Schrödinger equation in
momentum representation,
i∂t bψ(t) = HF bψ(t), bψ(0) = bψ0 ∈ L2(T2,C2),
we can express the unitary evolution group in terms of the eigenvalues and projections as
UF (t) = e−it|$(k)| P+(kˆ) + e+it|$(k)| P−(kˆ).
Also here, the Fourier transform connects the evolution group in momentum and position
representation, U(t) = F UF (t)F−1. 2013.11.21
6.2 The Fourier transform on Rn
There also exists a Fourier transform onRn which is defined analogously to Definition 6.1.1.
In spirit, the L1(Rn) theory is very similar to that for the discrete Fourier transform.
6.2.1 The Fourier transform on L1(Rn)
The Fourier transform on Rn is first defined on L1(Rn) as follows:
Definition 6.2.1 (Fourier transform) For any f ∈ L1(Rn), we define its Fourier transform
(F f )(ξ) := fˆ (ξ) := 1
(2pi)n/2
∫
Rn
dx e−iξ·x f (x).
The prefactor (2pi)−n/2 is a matter of convention. Our choice is motivated by the fact that
F will define a unitary map L2(Rn)−→ L2(Rn).
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6.2.1.1 Fundamental properties
Let us begin by investigating some of the fundamental properties. First, just like in the
case of the Fourier transform on Tn, the Fourier transform decays at∞.
Lemma 6.2.2 (Riemann-Lebesgue lemma) The Fourier transform of any f ∈ L1(Rn) is
an element of C∞(Rn), i. e. F f is continuous, bounded and decays at infinity,
lim|ξ|→∞F f (ξ) = 0.
Proof The first part, F f ∈ L∞(Rn) ∩ C(Rn), has already been shown on page 42. It
remains to show that F f decays at infinity. But that follows from the fact that any inte-
grable function can be approximated arbitrarily well by a finite linear combination of step
functions
1A(x) :=
(
1 x ∈ A
0 x 6∈ A ,
and lim|ξ|→∞(F1A)(ξ) = 0. Thus, lim|ξ|→∞(F f )(ξ) = 0 follows. 
We begin to enumerate a few important properties of the Fourier transform. These are
tremendously helpful in computations.
Proposition 6.2.3 (Fundamental properties of F) Let f ∈ L1(Rn).
(i) F f¯ (ξ) = (F f )(−ξ)
(ii)
 F f (−· )(ξ) = (F f )(−ξ)
(iii)
 F(Ty f )(ξ) = e−iξ·y (F f )(ξ) where (Ty f )(x) := f (x − y) for y ∈ Rn
(iv) (F f )(ξ−η) =  F(e+iη·x f )(ξ)
(v)
 F(Sλ f )(ξ) = λn (F f )(λξ) where (Sλ f )(x) := f (x/λ), λ > 0
(vi) For all f ∈ C r(Rn)with ∂ αx f ∈ L1(Rn), |α| ≤ r, we have
 F(∂ αx f )(ξ) = i|α| ξα (F f )(ξ)
for all |α| ≤ r.
Lemma 6.2.4 (Fourier transform of a Gaußian) The Fourier transform of the Gaußian
function gλ(x) := e
− λ
2
x2 is
(F gλ)(ξ) = λ−n/2 e−
1
2λ
ξ2 = λ−n/2 g1/λ(ξ).
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Proof By the scaling relation in Proposition 6.2.3, it suffices to prove the Lemma for
λ= 1. Moreover, we may set n= 1, because
g1(x) =
n∏
j=1
1p
2pi
e−
1
2
x2j
is just the product of one-dimensional Gaußians. Completing the square, we can express
the Fourier transform
(F g1)(ξ) =
1p
2pi
∫
R
dx e−iξ·x e− 12 x2
=
1p
2pi
∫
R
dx e− 12ξ2 e− 12 (x+iξ)2
= g1(ξ) f (ξ)
as the product of a Gaußian g1(ξ) with
f (ξ) =
1p
2pi
∫
R
dx e− 12 (x+iξ)2 .
A simple limiting argument shows that we can differentiate f under the integral sign as
often as we would like, i. e. f ∈ C∞(R), and that its first derivative vanishes,
d
dξ
f (ξ) =
1p
2pi
∫
R
dx
d
dξ

e− 12 (x+iξ)2

=
1p
2pi
∫
R
dx
 −i (x + iξ)e− 12 (x+iξ)2
=
1p
2pi
∫
R
dx i
d
dx

e− 12 (x+iξ)2

=
ip
2pi
h
e− 12 (x+iξ)2
i+∞
−∞ = 0.
But a smooth function whose first derivative vanishes everywhere is constant, and its value
is
f (0) =
1p
2pi
∫
R
dx e− 12 x2 = 1. 
The Fourier transform also has an inverse: 2013.11.26
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Proposition 6.2.5 Assume f ∈ L1(Rn) is such that also its Fourier transform fˆ = F f is
integrable. Then for this function, the inverse Fourier transform
(F−1 fˆ )(x) = 1
(2pi)n/2
∫
Rn
dξe+iξ·x fˆ (ξ) = (F fˆ )(−x) = f
agrees with f ∈ L1(Rn).
We will postpone the proof until the next subsection, but the idea is that in the sense of
distributions (cf. Section 7) one has∫
Rn
dx e+iξ·x = (2pi)n δ(ξ)
where δ is the Dirac distribution. A rigorous argument is more involved, though.
6.2.1.2 The convolution
The convolution arises naturally from the group structure (a discussion for another time)
and it appears naturally in the discussion, because the Fourier transform intertwines the
pointwise product of functions and the convolution (cf. Proposition 6.2.7).
Definition 6.2.6 (Convolution) We define the convolution of f , g ∈ L1(Rn) to be
( f ∗ g)(x) :=
∫
Rn
dy f (x − y) g(y).
We have seen in the exercises that ∗ : L1(Rn)× L1(Rn)−→ L1(Rn), i. e. the convolution of
two L1 functions is again integrable. The Fourier transform intertwines the convolution
and the pointwise product of functions:
Proposition 6.2.7 F( f ∗ g) = (2pi)n/2F f F g holds for all f , g ∈ L1(Rn).
Proof For any f , g ∈ L1(Rn) also their convolution is integrable. Then we obtain the
claim from direct computation:
 F( f ∗ g)(ξ) = 1
(2pi)n/2
∫
Rn
dx e−iξ·x ( f ∗ g)(x)
=
1
(2pi)n/2
∫
Rn
dx
∫
Rn
dy e−iξ·(x−y) e−iξ·y f (x − y) g(y)
= (2pi)n/2F f (ξ) F g(ξ) 
Also convolutions on L1(Rn) have approximate identities.
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Definition 6.2.8 (Approximate identity) An approximate identity or Dirac sequence is
a family of non-negative functions (δ")"∈(0,"0) ⊂ L1(Rn), "0 > 0, with the following two
properties:
(i)
δ"L1(Rn) = 1 holds for all " ∈ (0,"0).
(ii) For any R> 0 we have lim
"→0
∫
|x |≤R
dx δ"(x) = 1.
The name “approximate identity” again derives from the following
Theorem 6.2.9 Let (δ")n∈N be an approximate identity. Then for all f ∈ L1(Rn) we have
lim
"→0
δ" ∗ f − f L1(Rn) = 0.
The interested reader may look up the proof in [LL01, Chapter 2.16].
Example Let χ ∈ L1(Rn) be a non-negative function normalized to 1, χL1(Rn) = 1.
Then one can show that
δk(x) := k
nχ(kx)
is an approximate identity.
With this in mind, we can show that
Lemma 6.2.10 C∞c (Rn) is dense in L1(Rn).
Proof We will only sketch the proof: Using the linearity of the convolution and the de-
composition
f =
 
fRe+ − fRe−+ i  fIm+ − fIm− ∈ L1(Rn)
implies we may assume f ≥ 0 without loss of generality.
First, we smoothen f by convolving it with a smooth approximate identity, because
∂ ax
 
δk ∗ f = (∂ ax δk) ∗ f
holds as shown in the homework assignments. Clearly, the convolution of two non-
negative functions is non-negative. One may start with χ ∈ C∞c (Rn) and then scale it
like in the example.
To make the support compact, we multiply with a cutoff function, e. g. pick a second
function µ ∈ C∞c (Rn) taking values between 0 and 1 which is normalized to 1=
µL1(Rn)
and satisfies
µ(x) =
(
1 |x | ≤ 1
0 |x | ≥ 2 .
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Clearly, µ j(x) := µ(x/j)
j→∞−−→ 1 almost everywhere in x , and thus µ j (δk ∗ f ) converges to
δk ∗ f as j→∞ by the Monotone Convergence theorem. Thus, fk := µk (δk ∗ f ) ∈ C∞c (Rn)
converges to f in L1(Rn). 
6.2.2 Decay of Fourier transforms
We can prove an analog of Theorem 6.1.15.
Theorem 6.2.11 (Regularity f ↔ decay F f ) (i) Let s ∈ N0, δ ∈ (0,1) and assume
that the Fourier transform of f ∈ L1(Rn) decays as fˆ (ξ)≤ C(1+ |ξ|)−n−s−δ. (6.2.1)
Then f ∈ Cs(Rn) and ∂ ax f ∈ L∞(Rn) holds for all |a| ≤ s.
(ii) Assume f ∈ Cs(Rn) is such that all derivatives up to order s are integrable. Then the
Fourier transform F f satisfies lim|ξ|→∞
 |ξ|r fˆ (ξ)= 0 for r ≤ s.
(iii) f ∈ C∞(Rn), ∂ αx f ∈ L1(Rn) for all α ∈ Nn0 holds if and only if for all r ≥ 0 there exists
Cr > 0 such that  fˆ (ξ)≤ Cr  1+ |ξ|−r .
Proof (i) The decay (6.2.1) implies fˆ and ξα fˆ , |α| ≤ s, are in fact integrable. Thus,
the inverse  F−1(i|α| ξα fˆ )(x) = ∂ αx (F fˆ )(−x) = ∂ αx f
exists as long as |α| ≤ s and is an element of L∞(Rn) by the Riemann-Lebesgue
lemma 6.2.2.
(ii) This is a consequence of Proposition 6.2.3 and the Riemann-Lebesgue lemma 6.2.2.
(iii) Just like in the discrete case, this follows immediately from (i) and (ii). 
6.2.3 The Fourier transform on L2(Rn)
The difficulty of defining the Fourier transform on Lp(Rn) spaces is that they do not nest
akin to Lemma 6.1.6. Hence, we will need some preparation. First of all, it is easy to see
that the convolution can also be seen as a continuous map
∗ : L1(Rn)× Lp(Rn)−→ Lp(Rn),
Moreover, convolving with a suitable approximate identity is a standard method to regu-
larize Lp(Rn) functions:
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Lemma 6.2.12 If (δ") is an approximate identity and f ∈ Lp(Rn), 1 ≤ p <∞, then δ" ∗ f
converges to f in Lp(Rn).
The interested reader may look up the proof in [LL01, Chapter 2.16]. Hence, we can
generalize Lemma 6.2.10 to
Lemma 6.2.13 C∞c (Rn) is dense in Lp(Rn) for 1≤ p <∞.
An immediate consequence of the Lemma is that L1(Rn) ∩ Lp(Rn) is dense in Lp(Rn),
because C∞c (Rn)⊂ L1(Rn)∩ Lp(Rn)⊂ Lp(Rn) lies densely in Lp(Rn).
The Gaußian can be conveniently used to define the Fourier transform on L2(Rn).
Theorem 6.2.14 (Plancherel’s theorem) If f ∈ L1(Rn)∩ L2(Rn), then fˆ is in L2(Rn) and
has the same L2(Rn)-norm as f ,  f =  fˆ .
Hence, f 7→ F f has a unique continuous extension to a unitary map F : L2(Rn)−→ L2(Rn).
Moreover, Parseval’s formula holds, i. e.

f , g

=

F f ,F g
holds for all f , g ∈ L2(Rn).
Proof Initially, pick any f ∈ L1(Rn) ∩ L2(Rn). Then according to the Riemann-Lebesgue
lemma 6.2.2, F f is essentially bounded, and hence∫
R
dξ
 fˆ (ξ)2 e− "2ξ2 (6.2.2)
is finite. Since f ∈ L1(Rn) by assumption, the function f (x) f (y)e− "2ξ2 depending on the
three variables (x , y,ξ) is an element of L1(R3n). Then writing out the Fourier transforms
in the above integral and integrating over ξ, we obtain
(6.2.2)=
1
(2pi)n
∫
Rn
dξ
∫
Rn
dx
∫
Rn
dy e−iξ·(x−y) f (x) f (y)e− "2ξ2
=
1
(2pi)n/2
∫
Rn
dx
∫
Rn
dy f (x) f (y) (2pi)n/2 "−n/2 e− 12" (x−y)2
=
∫
Rn
dy f (y)
 
"−n/2e− 12" x2 ∗ f (y).
Then by Lemma 6.2.12 the function "−n/2e− 12" x2 ∗ f converges to f in L2 as "→ 0, and by
Dominated convergence the above expression approaches
 f 2. On the other hand, the
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above is equal to (6.2.2); Moreover, we may interchange integration and limit " → 0 in
(6.2.2) by the Monotone Convergence theorem, and thus we have proven
 f  =  fˆ  if
f ∈ L1(Rn)∩ L2(Rn).
By density of L1(Rn)∩ L2(Rn), this equality extends to all f ∈ L2(Rn) and with the help
of Theorem 5.1.6, we deduce that the Fourier transform extends to a continuous map
F : L2(Rn)−→ L2(Rn).
Parseval’s formula


f , g

=

F f ,F g follows from the polarization identity


f , g

=
1
2
 f + g2 − i f + i g2 − (1− i) f 2 − (1− i)g2.
Parseval’s formula also implies the unitarity of F . 
The above Theorem also gives a definition of the Fourier transform on L2(Rn).2013.11.28
6.2.4 The solution of the heat equation on Rn
Just like in the discrete case, the Fourier transform converts the heat equation, a linear
PDE, into a linear ODE. This connection explains how to arrive at the solution to the heat
equation given in problem 18: we first Fourier transform left- and right-hand side of
∂tu(t) = +D∆xu(t), u(0) = u0 ∈ L1(Rn), (6.2.3)
and obtain the heat equation in Fourier representation,
∂t uˆ(t) =−D ξˆ2 uˆ(t), uˆ(0) = uˆ0 ∈ C∞(Rn). (6.2.4)
Here, uˆ and uˆ0 are the Fourier transforms of u and u0, respectively, and D > 0 is the
diffusion constant. ξˆ2 stands for the multiplication operator associated to the function
ξ 7→ ξ2, i. e. we set  
ξˆ2uˆ

(ξ) = ξ2 uˆ(ξ).
Since the Laplacian in Fourier representation is just a multiplication operator, the solution
to (6.2.4) is
uˆ(t) = e−tDξˆ2 uˆ0 ∈ C∞(Rn).
The first factor e−tDξ2 is just a Gaußian, hence uˆ(t) is integrable for t > 0 and its inverse
Fourier exists. The solution in position representation is just the inverse Fourier transform
applied to uˆ(t): Proposition 6.2.7 tells us that u(t) can be seen as the convolution of
106
6.2 The Fourier transform on Rn
the inverse Fourier transform of e−tDξ2 convolved with u0, and using Lemma 6.2.4 we
compute
u(t) = F−1 e−tDξˆ2 uˆ0
= (2pi)−n/2

F−1 e−tDξˆ2 ∗ u0
=
1
(4piDt)n/2
e− x
2
4Dt ∗ u0 =: G(t) ∗ u0. (6.2.5)
Note that the right-hand side exists in L1(Rn) as the convolution of two L1(Rn) func-
tions. Moreover, one can show that 1
(4piDt)n/2
e− x
2
4Dt is a Dirac sequence as t ↘ 0 so that
limt↘0 u(t) = u0 holds where the limit is understood in the L1(Rn)-sense.
Uniqueness of solutions to the heat equation Let us revisit a topic that has not seen
much attention up to now, namely whether solutions exist for all times and whether they
are unique.
Theorem 6.2.15 The initial value problem (6.2.3) has (6.2.5) as its unique solution if we
require u(t),∂tu(t) ∈ L1(Rn) to hold for t > 0.
Proof The arguments preceding this theorem show that u(t) as given by (6.2.5) defines a
solution which is integrable for t > 0; moreover, computing ∆x G(t) shows that it is also
integrable, and hence, ∂tu(t) ∈ L1(Rn) is also established.
So assume u˜(t) is another integrable solution to (6.2.3) with ∂t u˜(t) ∈ L1(Rn) and define
the difference
g(t) := u(t)− u˜(t).
Clearly, this difference vanishes as t = 0, i. e. g(0) = 0. Since u(t) and u˜(t) as well as
their time-derivatives are integrable, also g(t),∂t g(t) ∈ L1(Rn).
The Riemann-Lebesgue Lemma 6.2.2 implies that the Fourier transform of the differ-
ence gˆ(t) := F∆(t) is an element of C∞(Rn). Hence, equations (2.2.7) and (6.2.4) yield
d
dt
 gˆ(t,ξ)≤  ddt gˆ(t,ξ)
= Dξ2  gˆ(t,ξ), ∀ξ ∈ Rn,
which is then the initial estimate for the Grönwall lemma 2.2.6,
0≤  gˆ(t,ξ)≤  gˆ(0,ξ)eD∫ t0 dsξ2 =  gˆ(0,ξ)eDtξ2 = 0. 
Since gˆ(t,ξ) is continuous in ξ, this shows that (6.2.5) is the unique solution in L1(Rn). 2014.01.07
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To show that the condition u(t) ∈ L1(Rn) is crucial for the uniqueness, we give a concrete
counterexample first found by Tychonoff [Tyc35]. For simplicity, we reduce to the one-
dimensional case and set the diffusion constant D to 1. Define the function
u(t, x) :=
1p
1− t e
+ x
2
4(1−t)
for t ∈ [0, 1). A simple computation yields that u(t) satisfies the heat equation
∂tu(t) = +∂
2
x u(t)
to the initial condition u(0, x) = e
x2
4 :
∂tu(t, x) = +
1
2
(1− t)−3/2 e x24(1−t) + (1− t)−1/2 · (+1) · x
2
4(1− t)2 e
x2
4(1−t)
=
2(1− t) + x2
4(1− t)5/2 e
x2
4(1−t)
∂xu(t, x) =
x
2(1− t)3/2 e
x2
4(1−t)
⇒ ∂ 2x u(t, x) =
1
2(1− t)3/2 e
x2
4(1−t) +
x2
4(1− t)5/2 e
x2
4(1−t)
=
2(1− t) + x2
4(1− t)5/2 e
x2
4(1−t)
Clearly, the solution explodes as t ↗ 1 and is not integrable for t ∈ [0,1).
More careful study shows that asking for u(t) ∈ L1(Rn) is a lot stronger than neces-
sary. In fact, we will see in the next chapter that requiring the solution u(t) to remain a
tempered distribution suffices to make the solution unique.
6.2.5 The solution of the free Schrödinger equation on Rn
Now we will apply this to the free Schrödinger operator H = − 1
2
∆x where the natural
space of solutions is L2(Rn). Rewriting the free Schrödinger equation in the momentum
representation yields
F i∂tψ(t)= i∂tFψ(t) = F − 12∆xψ(t)
= F − 1
2
∆x
F−1Fψ(t).
Parseval’s theorem 6.2.14 tells us that F : L2(Rn) −→ L2(Rn) is a unitary, and thus we
can equivalently look for bψ(t) = F ψ(t) ∈ L2(Rn) which solves the free Schrödinger
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equation in the momentum representation,
i∂t bψ(t) = F  − 12∆xF−1 bψ(t), bψ(0) = bψ0.
If we compute the right-hand side at t = 0 and assume ψ0 ∈ L1(Rn)∩ L2(Rn), by Propo-
sition 6.2.3 (vi) this leads to
F − 1
2
∆xψ0

(ξ) = 1
2
ξ2 (Fψ0)(ξ) =:
 
HFFψ0

(ξ).
We will revisit this point in Chapter 7.1. Note that −∆xψ0 ∈ L2(Rn) since this is precisely
the domain of definition of H, and thus D(HF ) consists of those L2(Rn)-functions bψ for
which ξˆ2 bψ is also in L2(Rn).
Again, the Fourier transform converts the PDE into the linear ODE
i∂t bψ(t) = 12 ξˆ2 bψ(t), bψ(0) = Fψ0 = bψ0, (6.2.6)
which can be solved explicitly by
bψ(t) = UF (t) bψ0 := e−it 12 ξˆ2 bψ0. (6.2.7)
The unitary evolution group associated to HF = 1
2
ξˆ2 is the unitary multiplication operator
UF (t) = e−it 12 ξˆ2 , and hence, the evolution group generated by H =− 1
2
∆x is
U(t) = F−1 e−it 12 ξˆ2F .
U(t) is also unitary: UF (t) and F are unitary, and thus
U(t)U(t)∗ =

F−1 e−it 12 ξˆ2F

F−1 e−it 12 ξˆ2F
∗
= F∗ e−it 12 ξˆ2F F∗ e+it 12 ξˆ2 F = idL2(Rn).
Similarly, one deduces U(t)∗ U(t) = idL2(Rn). One may be tempted to follow the computa-
tion leading up to (6.2.5), replace t by −it and write the solution
ψ(t) = p(t) ∗ψ0 (6.2.8)
as a convolution of the initial condition ψ0 with the function
p(t, x) :=
e+i
x2
2t
(2piit)n/2
.
From a technical point of view, the derivation of (6.2.8) is more delicate and will be
postponed to Chapter 7.
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The uncertainty principle One of the fundamentals of quantum mechanics is Heisenberg’s
uncertainty principle, namely that one cannot arbitrarily localize wave functions in position
and momentum space simultaneously. This is a particular case of a much more general
fact about non-commuting (quantum) observables:
Theorem 6.2.16 (Heisenberg’s uncertainty principle) Let A, B :H −→H be two bounded
selfadjoint operators on the Hilbert space H. We define the expectation value
Eψ(A) :=


ψ, Aψ

with respect to ψ ∈H with ψ= 1 and the variance
σψ(A)
2 := Eψ
 
A−Eψ(A)2
Then Heisenberg’s uncertainty relation holds:
1
2
Eψ i[A, B]≤ σψ(A)σψ(B) (6.2.9)
Proof Let ψ ∈ H be an arbitrary normalized vector. Due to the selfadjointness of A and
B, the expectation values are real,
Eψ(A) =


ψ, Aψ

=


A∗ψ,ψ

=


Aψ,ψ

=


ψ, Aψ

= Eψ(A).
In general A and B will not have mean 0, but
A˜ := A−Eψ(A)
and B˜ := B−Eψ(B) do. Hence, we can express the variance of A as an expectation value:
σψ(A)
2 = Eψ
 
A−Eψ(A)2= Eψ A˜2
Moreover, the commutator of A˜ and B˜ coincides with that of A and B,
A˜, B˜

=

A, B
− Eψ(A), B− A,Eψ(B)+ Eψ(A),Eψ(B)
= [A, B].
Then expressing the left-hand side of (6.2.9) in terms of the shifted observables A˜ and B˜,
and using the Cauchy-Schwarz inequality as well as the selfadjointness yields Heisenberg’s
inequality,Eψ i[A, B]= Eψ [A˜, B˜]= 
ψ, A˜B˜ψ− 
ψ, B˜A˜ψ
≤ 
A˜ψ, B˜ψ+ 
B˜ψ, A˜ψ≤ 2A˜ψB˜ψ
= 2
p

A˜ψ, A˜ψ
p

B˜ψ, B˜ψ

= 2
p

ψ, A˜2ψ
p

ψ, B˜2ψ

= 2σψ(A)σψ(B). 
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Often Heisenberg’s inequality is just stated for the position observable x j (multiplication
by x j) and the momentum observable −iħh∂xk : even though these are unbounded self-
adjoint operators (cf. the discussion in Chapters 5.3–5.4), this introduces only technical
complications. For instance, the above arguments hold verbatim if we require in addition
ψ ∈ C∞c (Rn) ⊂ L2(Rn), and vectors of this type lie dense in L2(Rn). Then the left-hand
side of Heisenberg’s inequality reduces to ħh/2 because
x j , (−iħh∂xk)

ψ= x j (−iħh∂xkψ)− (−iħh)∂xk
 
x jψ

= iħhδk jψ
and ψ is assumed to have norm 1,
σψ(x j)σψ
 −iħh∂xk≥ ħh2 . (6.2.10)
Skipping over some of the details (there are technical difficulties defining the commutator
of two unbounded operators), we see that one cannot do better than ħh/2 but there are
cases when the right-hand side of (6.2.10) is not even finite.
The physical interpretation of (6.2.9) is that one cannot measure non-commuting ob-
servables simultaneously with arbitrary precision. In his original book on quantum me-
chanics [Hei30], Heisenberg spends a lot of care to explain why in specific experiments
position and momentum along the same direction cannot be measured simultaneously
with arbitrary precision, i. e. why increasing the resolution of the position measurement
increases the error of the momentum measurement and vice versa.
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Chapter 7
Schwartz functions and tempered
distributions
Often one wants to find more general solutions to PDEs, e. g. one may ask whether the
heat equation makes sense in case the initial condition is an element of L∞(Rn)? A very
fruitful ansatz which we will explore in Chapter 8 is to ask whether “weak solutions” to a
PDE exist. Weak means that the solution may be a so-called distribution which is a linear
functional from a space of test functions.
Schwartz functions S(Rd) are such a space of test functions, i. e. a space of “very nicely
behaved functions”. The dual of this space of test functions, the tempered distributions,
allow us to extend common operations such as Fourier transforms and derivatives to ob-
jects which may not even be functions.
7.1 Schwartz functions
The motivation to define Schwartz functions on Rd comes from dealing with Fourier trans-
forms: our class of test functions S(Rd) has three defining properties:
(i) S(Rd) forms a vector space.
(ii) Stability under derivation, ∂ αx S(Rd) ⊂ S(Rd): for all multiindices α ∈ Nd0 and f ∈
S(Rd), we have ∂ αx f ∈ S(Rd).
(iii) Stability under Fourier transform, FS(Rd) ⊆ S(Rd): for all f ∈ S(Rd), the Fourier
transform
F±1 f : ξ 7→ 1
(2pi)d/2
∫
Rd
dx e∓ix ·ξ f (x) ∈ S(Rd) (7.1.1)
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is also a test function.
These relatively simple requirements have surprisingly rich implications:
(i) S(Rd)⊂ L1(Rd), i. e. any f ∈ S(Rd) and all of its derivatives are integrable.
(ii) F : S(Rd) −→ S(Rd) acts bijectively: if f ∈ S(Rd) ⊂ L1(Rd), then F f ∈ S(Rd) ⊂
L1(Rd).
(iii) For all α ∈ Nd0 , we have F
 
(i∂x)α f

= xαF f ∈ S(Rd). This holds as all derivatives
are integrable.
(iv) Hence, for all a,α ∈ Nd0 , we have xa∂ αx f ∈ S(Rd).
(v) Translations of Schwartz functions are again Schwartz functions, f (·− x0) ∈ S(Rd);
this follows from F f (· − x0) = e−iξ·x0 F f ∈ S(Rd) for all x0 ∈ Rd .
This leads to the following definition:
Definition 7.1.1 (Schwartz functions) The space of Schwartz functions
S(Rd) :=
n
f ∈ C∞(Rd)  ∀a,α ∈ Nd0 :  f aα <∞o
is defined in terms of the family of seminorms1 indexed by a,α ∈ Nd0 f aα := sup
x∈Rd
xa∂ αx f (x), f ∈ C∞(Rd).
The family of seminorms defines a so-called Fréchet topology: put in simple terms, to make
sure that sequences in S(Rd) converge to rapidly decreasing smooth functions, we need
to control all derivatives as well as the decay. This is also the reason why there is no
norm on S(Rd) which generates the same topology as the family of seminorms. However, f aα = 0 for all a,α ∈ Nd0 ensures f = 0, all seminorms put together can distinguish
points.
Example Two simple examples of Schwartz functions are
f (x) = e−ax2 , a > 0,
and
g(x) =
¨
e−
1
1−x2 +1 |x |< 1
0 |x | ≥ 1 .
The second one even has compact support.
1A seminorm has all properties of a norm except that
 f = 0 does not necessarily imply f = 0.
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The first major fact we will establish is completeness.
Theorem 7.1.2 The space of Schwartz functions endowed with
d( f , g) :=
∞∑
n=0
2−n sup
|a|+|α|=n
 f − gaα
1+
 f − gaα
is a complete metric space.
Proof d is positive and symmetric. It also satisfies the triangle inequality as x 7→ x
1+x
is
concave on R+0 and all of the seminorms satisfy the triangle inequality. Hence,
 S(Rd), d
is a metric space. 2014.01.09
To show completeness, take a Cauchy sequence ( fn) with respect to d. By definition and
positivity, this means ( fn) is also a Cauchy sequence with respect to all of the seminorms‖·‖aα. Each of the  xa∂ αx fn converge to some gaα as the space of bounded continuous
functions Cb(Rd) with sup norm is complete. It remains to show that gaα = xa∂ αx g00.
Clearly, only taking derivatives is problematic: we will prove this for |α| = 1, the general
result follows from a simple induction. Assume we are interested in the sequence (∂xk fn),
k ∈ {1, . . . , d}. With αk := (0, . . . , 0, 1, 0, . . .) as the multiindex that has a 1 in the kth entry
and ek := (0, . . . , 0, 1, 0, . . .) ∈ Rd as the kth canonical base vector, we know that
fn(x) = fn(x − xkek) +
∫ xk
0
ds ∂xk fn
 
x + (s− xk)ek
as well as
g00(x) = g00(x − xkek) +
∫ xk
0
ds ∂xk g00
 
x + (s− xk)ek
hold since fn → g00 and ∂xk fn → g0αk uniformly. Hence, g00 ∈ C1(Rd) and the derivative
of g00 coincides with g0αk , ∂xk g00 = g0αk . We then proceed by induction to show g00 ∈
C∞(Rd). This means d( fn, g00)→ 0 as n→∞ and S(Rd) is complete. 
The Lp norm of each element in S(Rd) can be dominated by two seminorms:
Lemma 7.1.3 Let f ∈ S(Rd). Then for each 1≤ p <∞, the Lp norm of f can be dominated
by a finite number of seminorms, f Lp(Rd ) ≤ C1(d) f 00 + C2(d) max|a|=2n(d) f a0 ,
where C1(d), C2(d) ∈ R+ and n(d) ∈ N0 only depend on the dimension of Rd . Hence,
f ∈ Lp(Rd).
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Proof We split the integral on Rd into an integral over the unit ball centered at the origin
and its complement: let Bn :=max|a|=2n
 f a0, then f Lp(Rd ) =∫
Rd
dx
 f (x)p1/p ≤∫
|x |≤1
dx
 f (x)p1/p +∫
|x |>1
dx
 f (x)p1/p
≤  f 00 ∫|x |≤1 dx 1
1/p
+
∫
|x |>1
dx
 f (x)p |x |2np|x |2np
1/p
≤ Vol(B1(0))1/p
 f 00 + Bn∫|x |>1 dx 1|x |2np
1/p
.
If we choose n large enough, |x |−2np is integrable and can be computed explicitly, and we
get  f Lp(Rd ) ≤ C1(d)  f 00 + C2(d) max|a|=2n f a0 .
This concludes the proof. 
Lemma 7.1.4 The smooth functions with compact support C∞c (Rd) are dense in S(Rd).
Proof Take any f ∈ S(Rd) and choose
g(x) =
¨
e−
1
1−x2 +1 |x | ≤ 1
0 |x |> 1 .
Then fn := g(·/n) f converges to f in S(Rd), i. e.
lim
n→∞
 fn − f aα = 0
holds for all a,α ∈ Nd0 . 
Next, we will show that F : S(Rd) −→ S(Rd) is a continuous and bijective map from
S(Rd) onto itself.
Theorem 7.1.5 The Fourier transform F as defined by equation (7.1.1) maps S(Rd) con-
tinuously and bijectively onto itself. The inverse F−1 is continuous as well. Furthermore, for
all f ∈ S(Rd) and a,α ∈ Nd0 , we have
F xa(−i∂x)α f = (+i∂ξ)aξαF f . (7.1.2)
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Proof We need to prove F xa(−i∂x)α f = (+i∂ξ)aξαF f first: since xα∂ ax f is integrable,
its Fourier transform exists and is continuous by Dominated Convergence. For any a,α ∈
Nd0 , we have
F xa(−i∂x)α f (ξ) = 1(2pi)d/2
∫
Rd
dx e−ix ·ξ xa (−i∂x)α f (x)
=
1
(2pi)d/2
∫
Rd
dx (+i∂ξ)
ae−ix ·ξ (−i∂x)α f (x)
∗
=
1
(2pi)d/2
(+i∂ξ)
a
∫
Rd
dx e−ix ·ξ (−i∂x)α f (x).
In the step marked with ∗, we have used Dominated Convergence to interchange integra-
tion and differentiation. Now we integrate partially |α| times and use that the boundary
terms vanish,
F xa(−i∂x)α f (ξ) = 1(2pi)d/2 (+i∂ξ)a
∫
Rd
dx (+i∂x)
αe−ix ·ξ f (x)
=
1
(2pi)d/2
(+i∂ξ)
a
∫
Rd
dx ξαe−ix ·ξ f (x)
=
 
(+i∂ξ)
aξαF f (ξ).
To show F is continuous, we need to estimate the seminorms of F f by those of f : for
any a,α ∈ Nd0 , it holdsF f aα = sup
ξ∈Rd
 ξa∂ αξ F f (ξ)= sup
ξ∈Rd
F ∂ ax xα f (x)
≤ 1
(2pi)d/2
∂ ax xα f L1(Rd ).
In particular, this implies F f ∈ S(Rd). Since ∂ ax xα f ∈ S(Rd), we can apply Lemma 7.1.3
and estaimte the right-hand side by a finite number of seminorms of f . Hence, F is
continuous: if fn is a Cauchy sequence in S(Rd) that converges to f , then F fn has to
converge to F f ∈ S(Rd). 2014.01.14
To show that F is a bijection with continuous inverse, we note that it suffices to prove
F−1F f = f for functions f in a dense subset, namely C∞c (Rd) (see Lemma 7.1.4). Pick f
so that the support of is contained in a cube Wn = [−n,+n]d with sides of length 2n. We
can write f on Wn as a uniformly convergent Fourier series,
fn(x) =
∑
ξ∈ pi
n
Zd
fˆn(ξ)e
ix ·ξ,
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with
fˆn(ξ) =
1
Vol(Wn)
∫
Wn
dx e−ix ·ξ f (x) =
(2pi)d/2
(2n)d
1
(2pi)d/2
∫
Rd
dx e−ix ·ξ f (x).
The second equality holds if n is large enough so that supp f fits into the cube [−n,+n]d .
Hence, fn can be expressed as
fn(x) =
∑
ξ∈ pi
n
Zd
1
(2pi)d/2
pid
nd
(F f )(ξ)eix ·ξ
which is a Riemann sum that converges to
f (x) =
1
(2pi)d/2
∫
Rd
dx eix ·ξ (F f )(ξ) =  F−1F f (x)
as F f ∈ S. This concludes the proof. 
Hence, we have shown that S(Rd) has the defining properties that suggested its moti-
vation in the first place. The Schwartz functions also have other nice properties whose
proofs are left as an exercise.
Proposition 7.1.6 The Schwartz functions have the following properties:
(i) With pointwise multiplication · : S(Rd)×S(Rd) −→ S(Rd), the space of S(Rd) forms
a Fréchet algebra (i. e. the multiplication is continuous in both arguments).
(ii) For all a,α, the map f 7→ xa∂ αξ f is continuous on S(Rd).
(iii) For any x0 ∈ Rd , the map τx0 : f 7→ f (· − x0) continuous on S(Rd).
(iv) For any f ∈ S(Rd), 1
h
 
τhek f − f ) converges to ∂xk f as h → 0 where ek is the kth
canonical base vector of Rd .
The next important fact will be mentioned without proof:
Theorem 7.1.7 S(Rd) is dense in Lp(Rd), 1≤ p <∞.
This means, we can approximate any Lp(Rd) function by a test function. We will use this
and the next theorem to extend the Fourier transform to L2(Rd).
Theorem 7.1.8 For all f , g ∈ S(Rd), we have∫
Rd
dx (F f )(x) g(x) =
∫
Rd
dx f (x) (F g)(x).
This implies 〈F f , g〉 = 〈 f ,F−1 g〉 and 〈F f ,F g〉 = 〈 f , g〉 where 〈·, ·〉 is the usual scalar
product on L2(Rd).
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Proof Using Fubini’s theorem, we conclude we can first integrate with respect to ξ instead
of x ,∫
Rd
dx (F f )(x) g(x) =
∫
Rd
dx
1
(2pi)d/2
∫
Rd
dξe−ix ·ξ f (ξ) g(x)
=
∫
Rd
dξ f (ξ)
1
(2pi)d/2
∫
Rd
dx e−ix ·ξg(x) =
∫
Rd
dξ f (ξ) (F g)(ξ).
To prove the second part, we remark that compared to the scalar product on L2(Rd), we
are missing a complex conjugation of the first function. Furthermore, (F f )∗ = F−1 f ∗
holds. From this, it follows that 〈F f , g〉 = 〈 f ,F−1 g〉 and upon replacing g with F g, that
〈F f ,F g〉= 〈 f ,F−1F g〉= 〈 f , g〉. 
Consequently, the convolution defines a multiplication on S(Rd):
Corollary 7.1.9 S(Rd) ∗S(Rd)⊆ S(Rd)
Proof Let f , g ∈ S(Rd). Because Schwartz functions are also integrable, f ∗ g exists in
L1(Rd) and satisfies F( f ∗ g) = (2pi)d/2F f F g (Proposition 6.2.7). This means we can
rewrite f ∗ g = (2pi)d/2F−1 F f F g as the Fourier transform of a product of Schwartz
functions, and thus f ∗ g ∈ S(Rd). 
Now we will apply this to the free Schrödinger operator H = − 1
2
∆x . First of all, we
conclude from Theorem 7.1.7 that the domain of H,
S(Rd)⊂D(H) = ϕ ∈ L2(Rd) | −∆xϕ ∈ L2(Rd)	⊂ L2(Rd),
is dense. Since derivatives of Schwartz functions are Schwartz functions, H maps S(Rd)
to itself, and we deduce that the solution
ψ(t) = U(t)ψ0 = F e−it
1
2
ξˆ2 F−1ψ0
to initial conditionsψ0 ∈ S(Rd)⊂ L2(Rd) remains a Schwartz function: F±1 leaves S(Rd)
invariant (Theorem 7.1.5) as does multiplication by e−it 12ξ2 , because derivatives of that
function are of the form polynomial times e−it 12ξ2 .
For these initial conditions, we can also rigorously prove equation (6.2.8):
Proposition 7.1.10 Let ψ0 ∈ S(Rd) ⊂ L2(Rd). Then for t 6= 0 the global solution of the
free Schrödinger equation with initial condition ψ0 is given by
ψ(t, x) =
1
(2piit)d/2
∫
Rd
dy ei
(x−y)2
2t ψ0(y) =:
∫
Rd
dy p(t, x − y)ψ0(y). (7.1.3)
This expression converges in the L2 norm to ψ0 as t → 0.
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Proof We denote the Fourier transform of e−it 12 ξˆ2 by
U(t) := F−1e−it 12 ξˆ2F .
If t = 0, then the bijectivity of the Fourier transform on S(Rd), Theorem 7.1.5, yields
U(0) = idS .
So let t 6= 0. If bψ0 is a Schwartz function, so is e−it 12ξ2 bψ0. As the Fourier transform is a
unitary map on L2(Rd) (Proposition 6.1.17) and maps Schwartz functions onto Schwartz
functions (Theorem 7.1.5), U(t) also maps Schwartz functions onto Schwartz functions.
Plugging in the definition of the Fourier transform, for any ψ0 ∈ S(Rd) and t 6= 0 we can
write out U(t)ψ0 as F−1e−it 12 ξˆ2Fψ0(x) = 1(2pi)d
∫
Rd
dξe+ix ·ξ e−it 12ξ2
∫
Rd
dy e−iy·ξψ0(y)
=
1
(2pi)d/2
∫
Rd
dξ
∫
Rd
dy ei
(x−y)2
2t

1
(2pi)d/2
e−i t2 (ξ−(x−y)/t)2

ψ0(y). (7.1.4)
We need to regularize the integral: if we write the right-hand side of the above as
r. h. s.= lim
"↘0
1
(2pi)d/2
∫
Rd
dξ
∫
Rd
dy ei
(x−y)2
2t

1
(2pi)d/2
e−("+i) t2 (ξ−(x−y)/t)2

ψ0(y)
= lim
"↘0
1
(2pi)d/2
∫
Rd
dy ei
(x−y)2
2t

1
(2pi)d/2
∫
Rd
dξe−("+i) t2 (ξ−(x−y)/t)2

ψ0(y),
we can use Fubini to change the order of integration. The inner integral can be computed
by interpreting it as an integral in the complex plane,
1
(2pi)d/2
∫
Rd
dξe−("+i) t2 (ξ−(x−y)/t)2 =
1 
("+ i)t
d/2 .
Plugged back into equation (7.1.4) and combined with the Dominated Convergence The-
orem, this yields equation (7.1.3). 
7.2 Tempered distributions
Tempered distributions are linear functionals on S(Rd).
Definition 7.2.1 (Tempered distributions) The tempered distributions S ′(Rd) are the con-
tinuous linear functions on the Schwartz functions S(Rd). If L ∈ S ′(Rd) is a linear func-
tional, we will often write 
L, f

:= L( f ) ∀ f ∈ S(Rd).
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Example (i) The δ distribution defined via
δ( f ) := f (0)
is a linear continuous functional on S(Rd). (See exercise sheet 12.)
(ii) Let g ∈ Lp(Rd), 1≤ p <∞, then for f ∈ S(Rd), we define
Lg( f ) =
∫
Rd
dx g(x) f (x) =: (g, f ). (7.2.1)
As f ∈ S(Rd)⊂ Lq(Rd), 1
p
+ 1
q
= 1, by Hölder’s inequality, we have g, f ≤ gp  f q .
Since
 f q can be bounded by a finite linear combination of Fréchet seminorms of
f , Lg is continuous, and the inclusion map ı : L
p(Rd)−→ S ′(Rd) is continuous.
(iii) Equation (7.2.1) is the canonical way to interpret less nice functions as distributions:
we identify a suitable function g : Rd −→ C with the distribution Lg . For instance,
polynomially bounded smooth functions (think of g(x) = x2) define continuous
linear functionals in this manner since for any g ∈ C∞pol(Rd), there exists n ∈ N0 such
that
p
1+ x2
−n
g(x) is bounded. Hence, for any f ∈ S(Rd), Hölder’s inequality
yields
 g, f = 
∫
Rd
dx g(x) f (x)
=

∫
Rd
dx
p
1+ x2
−n
g(x)
p
1+ x2
n
f (x)

≤ p1+ x2−n g(x)L∞ p1+ x2 n f (x)L1 .
Later on, we will see that this point of view, interpreting “not so nice” functions as
distributions, helps us extend operations from test functions to much broader classes
of functions.
Similar to the case of normed spaces, we see that continuity implies “boundedness”.
Proposition 7.2.2 A linear functional L : S(Rd)−→ C is a tempered distribution (i. e. con-
tinuous) if and only if there exist constants C > 0 and k, n ∈ N0 such thatL( f )≤ C ∑
|a|≤k
|α|≤n
 f aα
for all f ∈ S(Rd).
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Even though we will not give a proof, let us at least sketch its idea: because one has no
control over the growth or decay of the seminorms
 f aα, maxima or sums of seminorms
are finite if and only if only finitely many of them enter.
As mentioned before, we can interpret suitable functions g as tempered distributions. In
particular, every Schwartz function g ∈ S(Rd) defines a tempered distribution so that
 
∂xk g, f

=
∫
Rd
dx ∂xk g(x) f (x) =−
∫
Rd
dx g(x)∂xk f (x) =
 
g,−∂xk f

holds for any f ∈ S(Rd). We can use the right-hand side to define derivatives of distribu-
tions:
Definition 7.2.3 (Weak derivative) For α ∈ Nd0 and L ∈ S ′(Rd), we define the weak or
distributional derivative of L as 
∂ αx L, f

:=
 
L, (−1)|α|∂ αx f

, ∀ f ∈ S(Rd).
Example (i) The weak derivative of δ is 
∂xkδ, f

=
 
δ,−∂xk f

=−∂xk f (0).
(ii) Let g ∈ C∞pol(Rd). Then the weak derivative coincides with the usual derivative, by
partial integration, we get
 
∂xk g, f

=− g,∂xk f =−∫
Rd
dx g(x)∂xk f (x)
= +
∫
Rd
dx ∂xk g(x) f (x).
Similarly, the Fourier transform can be extended to a bijection S ′(Rd) −→ S ′(Rd). Theo-
rem 7.1.8 tells us that if g, f ∈ S(Rd), then F g, f =  g,F f 
holds. If we replace g with an arbitrary tempered distribution, the right-hand side again
serves as definition of the left-hand side:
Definition 7.2.4 (Fourier transform on S′(Rd)) For any tempered distribution L ∈ S ′(Rd),
we define its Fourier transform to be F L, f  :=  L,F f  ∀ f ∈ S(Rd).
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Example (i) The Fourier transform of δ is the constant function (2pi)−d/2, Fδ, f =  δ,F f = F f (0) = 1
(2pi)d/2
∫
Rd
dx f (x)
=
 
(2pi)−d/2, f

.
(ii) The Fourier transform of x2 makes sense as a tempered distribution on R: x2 is a
polynomially bounded function and thus defines a tempered distribution via equa-
tion (7.2.1): F x2, f =  x2,F f = ∫
R
dx x2
1
(2pi)1/2
∫
R
dξe−ix ·ξ f (ξ)
=
1
(2pi)1/2
∫
R
dξ
∫
R
dx (+i)2∂ 2ξ e
−ix ·ξ f (ξ)
= (−1)2 · (−1)
∫
R
dξ

1
(2pi)1/2
∫
R
dx e−ix ·ξ

∂ 2ξ f (ξ)
=−
∫
R
dξ (2pi)1/2 δ(ξ)∂ 2ξ f (ξ)
=−(2pi)1/2 ∂ 2ξ f (0) =
 
(2pi)1/2δ,−∂ 2ξ f

=
 −(2pi)1/2δ′′, f 
This is consistent with what we have shown earlier in Theorem 7.1.5, namely
F x2 f = (+i∂ξ)2F f =−∂ 2ξF f .
We have just computed Fourier transforms of functions that do not have Fourier transforms
in the usual sense. We can apply the idea we have used to define the derivative and
Fourier transform on S ′(Rd) to other operators initially defined on S(Rd). Before we do
that though, we need to introduce the appropriate notion of continuity on S ′(Rd).
Definition 7.2.5 (Weak-∗ convergence) Let S be a metric space with dual S ′. A sequence
(Ln) in S ′ is said to converge to L ∈ S ′ in the weak-∗ sense if
Ln( f )
n→∞−−→ L( f )
holds for all f ∈ S. We will write w∗- limn→∞Ln = L.
This notion of convergence implies a notion of continuity and is crucial for the next theo-
rem.
Theorem 7.2.6 Let A : S(Rd) −→ S(Rd) be a linear continuous map. Then for all L ∈
S ′(Rd), the map A′ : S ′(Rd)−→ S ′(Rd) 
A′L, f

:=
 
L, Af

, f ∈ S(Rd), (7.2.2)
defines a weak-∗ continuous linear map. 2014.01.16
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Put in the terms of Chapter 5.2, A′ is the adjoint of A.
Proof First of all, A′ is linear and well-defined, A′L maps f ∈ S(Rd) onto C. To show
continuity, let (Ln) be a sequence of tempered distributions which converges in the weak-∗ sense to L ∈ S ′(Rd). Then 
A′Ln, f

=
 
Ln, Af
 n→∞−−→  L, Af =  A′L, f 
holds for all f ∈ S(Rd) and A′ is weak-∗ continuous. 
As a last consequence, we can extend the convolution from ∗ : S(Rd)× S(Rd) −→ S(Rd)
to
∗ : S ′(Rd)×S(Rd)−→ S ′(Rd)
∗ : S(Rd)×S ′(Rd)−→ S ′(Rd).
For any f , g, h ∈ S(Rd), we can push the convolution from one argument of the duality
bracket to the other,
 
f ∗ g, h=  g ∗ f , h= ∫
Rd
dy ( f ∗ g)(y)h(y) =
∫
Rd
dy
∫
Rd
dx f (x) g(y − x)h(y)
=
∫
Rd
dx f (x)
 
g(− ·) ∗ h(x) =   f , g(− ·) ∗ h.
Thus, we define
Definition 7.2.7 (Convolution on S′(Rd)) Let L ∈ S ′(Rd) and f ∈ S(Rd). Then the con-
volution of L and f is defined as 
L ∗ f , g :=  L, f (− ·) ∗ g ∀g ∈ S(Rd). (7.2.3)
By Theorem 7.2.6, this extension of the convolution is weak-∗ continuous. Moreover,
the convolution has a neutral element in S ′(Rd), the delta distribution δ = δ0: for all
f , g ∈ S(Rd)  
δ ∗ f , g=  δ, f (− ·) ∗ g=   f (− ·) ∗ g(0)
=
∫
Rd
dy f
 −(0− y) g(y) = ( f , g)
holds, and thus we can succinctly write
δ ∗ f = f . (7.2.4)
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In view of this, we can better understand what Dirac sequences are (cf. Definitions 6.1.8
and 6.2.8): since integrable functions define tempered distributions (cf. equation (7.2.1)),
any Dirac sequence
 
δ"

"∈(0,"0) can be seen as a sequence of tempered distributions. More-
over, the inclusion ı : L1(Rd)−→ S ′(Rd) is continuous, the fact that δ" ∗ f converges to f
in L1(Rd), this sequence also converges in the distributional sense. Hence, δ" → δ holds
in the distributional sense as "→ 0.
7.3 Partial differential equations on S ′(Rd)
We have extended the most common operations, taking Fourier transform, derivatives
and the convolution, from Schwartz functions to tempered distributions. Hence, we have
managed to ascribe meaning to the partial differential equation
LU :=
∑
|α|≤N
c(α)∂ αx U = F
even if U , F ∈ S ′(Rd) are tempered distributions, and we can ask whether LU = F has a
solution. More precisely, the above equation means that 
LU ,ϕ

=
∑
|α|≤N
(−1)|α| c(α) U ,∂ αx ϕ=  F,ϕ
holds for all test functions ϕ ∈ S(Rd). This point of view is commonly used when con-
sidering differential equations and apply them to functions for which derivatives in the
ordinary sense do not exist.
To give an explicit example, let us reconsider the heat equation
∂tu(t) = D∆xu(t), u(0) = u0.
In the context of L1(Rd), the unique solution u(t) = G(t) ∗ u0 to the initial value problem
(Theorem 6.2.15) involves the fundamental solution
G(t, x) =
1
(4piDt)d/2
e− x
2
4Dt .
Seeing as G(t) is a Gaußian for t > 0, it is also an element of S(Rd), and thus convolving
it with a bona fide tempered distribution makes sense. It stands to reason that
U(t) := G(t) ∗ U0
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solves the heat equation for the initial condition U(0) = U0 ∈ S ′(Rd): first of all, U(t)
satisfies the initial condition U(0) = U0, because for all ϕ ∈ S
lim
t↘0
 
U(t),ϕ

= lim
t↘0
 
G(t) ∗ U0,ϕ)
= lim
t↘0
 
U0, G(t) ∗ϕ
holds. Going from the first to the second line involves the definition of the convolution
on S ′(Rd), equation (7.2.3), as well as G(t,−x) = G(t, x). Given that G(t) is a Dirac
sequence, the limit limt↘0 G(t) ∗ϕ = ϕ exists in L1(Rd); more specifically, the limit con-
verges to the Schwartz function ϕ, and we deduce
lim
t↘0
 
U(t),ϕ

=
 
U0,ϕ

.
Moreover, U(t) solves the heat equation on S ′(Rd):
d
dt
U(t),ϕ

=
d
dt
 
U0, G(t) ∗ϕ=  U0, D∆G(t) ∗ϕ
=
 
D∆x G(t) ∗ U0,ϕ
Hence, U(t) is a solution to the heat equation with initial condition U0. Note that just like
in the case of integrable functions, showing uniqueness involves additional conditions on
∂t U(t) and the initial condition U0.2014.01.21
7.4 Other common spaces of distributions
The ideas outlined in the last two sections can be applied to other spaces of test functions:
one starts with a space of “nice” functions and the distributions are then comprised of the
linear continuous functionals on that space. Operations such as derivatives are extended
to distributions via the adjoint operator.
Instead of Schwartz functions, often C∞c (Rd) is used. However, working with this space
is a little bit more unwieldy as it is not stable under the Fourier transform – which also
implies that F does not extend to a map F : C∞c (Rd)′ −→ C∞c (Rd)′. Moreover, one often
works on bounded domains, i. e. sufficiently regular bounded subsets Ω ⊂ Rd . Here, the
distributions are the dual of C∞(Ω). Smoothness is also optional, for instance, the Dirac
distribution is defined also on bounded, continuous functions, Cb(Rd), as δx0( f ) = f (x0).
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Chapter 8
Green’s functions
The basis of this chapter is equation (7.2.4): assume we are interested in solutions of the
inhomogeneous equation
Lu= f (8.0.1)
where we may take the differential operator L to be of the form
L =
∑
|α|≤N
c(α)∂ αx ,
for instance. In addition, we may impose boundary conditions if this equation is defined
on a subset of Rd with boundary. Formally, the solution to (8.0.1) can be written as
u = L−1 f in case L is invertible, but clearly, this is not very helpful as is. A more fruitful
approach starts with the observation that also in the distributional sense
∂ αx
 
G ∗ f = (∂ αx G) ∗ f = G ∗ (∂ αx f )
holds true for any G ∈ S ′(Rd) and f ∈ S(Rd). Hence, if we can write the solution
u = G ∗ f as the convolution of the inhomogeneity f with some tempered distribution G,
then G necessarily satisfies
(Lu)(x) = L
 
G ∗ f (x) =  LG ∗ f (x)
!
= f (x) =
 
δx , f

,
and we immediately obtain an equation for G, the Green’s function or fundamental solution,
that is independent of f :
LG(x) = δx (8.0.2)
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Once we solve this equation for G, we obtain a solution of (8.0.1) by setting
u(x) = (G ∗ f )(x) =
∫
Rd
dy G(x − y) f (y).
The partial differential operator L as given above has translational symmetry. In a more
general setting, where translational symmetry is absent, the Green’s function depends on
two variables G(x , y) and the solution here is related to the inhomogeneity via
u(x) =
∫
Rd
dy G(x , y) f (y).
The purpose of this chapter is to compute Green’s functions for specific cases and explore
some of the caveats. Even though a priori it is not clear that Green’s functions are actually
defined in terms of a function (as opposed to a bona fide distribution), in many cases it
turns out they are.
8.1 Matrix equations as a prototypical example
Another way to understand Green’s functions is to appeal to the theory of matrices: as-
sume A∈MatC(n) is invertible and we are looking for solutions x ∈ Cn of the equation
Ax = y
for some fixed y ∈ Cn. We can expand y = ∑nj=1 y j e j in terms of the canonical basis
vectors e j = (0, . . . , 0, 1, 0, . . .), and if we solve
Ag j = e j
for all j = 1, . . . , n, then we obtain x =
∑
j=1 y j g j as the solution of Ax = y . Moreover,
the matrix G :=
 
g1| · · · |gn whose columns are comprised of the vectors g j satisfies
x = G y.
Put another way, here G is just the matrix inverse of A. This already points to one funda-
mental obstacle for the existence of Green’s functions, namely it hinges on the invertibility
of A.
The story is more complicated if A is not invertible. For instance, the equation Ax = y
also makes sense in case A ∈ MatC(n, m) is a rectangular matrix, and the vectors x ∈ Cm
and y ∈ Cn are from vector spaces of different dimension. Here, it is not clear whether a
unique left-inverse G ∈MatC(m, n) exists: there may be cases when one can find no such
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G (Ax = y has no solution) or when there is a family of left-inverses (Ax = y does not
have a unique solution).
In the same vein, the Green’s function G(x , y) gives the response at x to a unit impulse
at y . The solution u(x) = G(x) ∗ f at x can be seen as the “infinite superposition” of
G(x , y) f (y) where the unit impulse at y is scaled by the inhomogeneity f (y).
8.2 Simple examples
To exemplify the general method, we solve (8.0.2) for a particularly simple case, the one-
dimensional Poisson equation
−∂ 2x u= f . (8.2.1)
According to our discussion, we first need to solve
−∂ 2x G(x , y) = δ(x − y) (8.2.2)
for G. Put another way, G is the second anti-derivative of the Dirac distribution δ which
can be found “by hand”, namely
G(x , y) =−ρ(x − y) + ax + b
where
ρ(x) =
(
0 x ∈ (−∞, 0)
x x ∈ [0,+∞) .
It is instructive to verify (8.2.2): clearly, the term ax + b is harmless, because for smooth
functions weak derivatives (meaning derivatives on S ′(Rd)) and ordinary derivatives (of
Ck(Rd) functions) coincide. Thus, −∂ 2x G(x , y) = −∂ 2x ρ(x − y) holds and (8.2.2) follows
from the fact that the derivative of the Heavyside function
θ(x) =
(
0 x ∈ (−∞, 0)
1 x ∈ [0,+∞)
is the Dirac distribution. Note that it does not matter how we define ρ(0) and θ(0), this
is just a modification on a set of measure 0. For instance, it is the size of the jump
lim
x↗0θ(x)− limx↘0θ(x) = 1
which matters, and its size is independent of how we define θ(0) and ρ(0).
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So far we have derived the Green’s function G for the one-dimensional Poisson equation
on all of R. G depends on the two parameters a, b ∈ R, i. e. G is not unique. Additional
conditions, e. g. boundary conditions, are needed to nail down a unique solution. For
instance, we could restrict (8.2.1) to the interval [0, 1] and use Dirichlet boundary con-
ditions u(0) = 0 = u(1). Note that we need two condition to fix the values of the two
parameters a and b. To determine the values of a and b (which depend on the second
variable y), we solve G(0, y) = b = 0 and
G(1, y) =−(1− y) + a = 0
for a and b, and obtain
G(x , y) =−ρ(x − y) + (1− y) x =
(
(1− y) x x ∈ [0, y]
y (1− x) x ∈ (y, 1] .
The solution u(x) = G(x) ∗ f satisfies the boundary conditions: from G(0, y) = 0 we
immediately deduce
u(0) =
∫ 1
0
dy G(0, y) f (y) = 0
and similarly u(1) = 0 follows from G(1, y) = 0.
Another example is the PDE from homework problem 42,
Lu :=
 
∂ 2x1 + 2∂
2
x2
+ 3∂x1 − 4

u= f ,
where the Fourier representation of L is the multiplication operator associated to the
polynomial P(ξ) = −ξ21 − 2ξ22 + i 3ξ1 − 4. The inverse of this polynomial enters the
solution
u(x) =
1
2pi
 F−1(1/P) ∗ f (x),
one can then read off the Green’s function as
G(x , y) =
1
2pi
 F−1(1/P)(x − y).
8.3 Green’s functions on Rd
The second example gives a strategy to compute Green’s functions on Rd : the crucial in-
gredient here is the translational symmetry of the differential operator L, i. e. L commutes
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with the translation operator (Tyu)(x) := u(x − y), y ∈ Rd . Explicitly, we will discuss the
Poisson equation
−∆xu= f (8.3.1)
in dimension 2 and 3 as well as the three-dimensional wave equation  1
c2
∂ 2t −∆x

u= f . (8.3.2)
Since the strategy to solve these equations is identical, we will outline how to solve Lu= f
for a differential operator of the form
L =
∑
|α|≤N
c(α)∂ αx .
Then in Fourier representation,
F Lu= F LF−1Fu= Puˆ != fˆ ,
the differential operator L transforms to multiplication by the polynomial
P(ξ) =
∑
|α|≤N
i|α| c(α)ξα,
and u(x) = G(x) ∗ f can be expressed as the convolution of the Green’s function
G(x , y) := (2pi)d/2
 F−1(1/P)(x − y)
with the inhomogeneity f .
In other words, the problem of finding the Green’s function reduces to computing the in-
verse Fourier transform of the rational function 1
P
. For instance, one can interpret F−1(1/P)
as an integral in the complex plane, use the method of partial fractions and employ
Cauchy’s integral formula.
For the special case of the Poisson equation −∆xu= f , another way to obtain the Green’s
function relies on Green’s formula∫
V
dx
 
∆xu(x) v(x)− u(x) ∆x v(x)= ∫
∂ V
dS ·  ∂nu(x) v(x)− u(x) ∂nv(x). (8.3.3)
Here, V is a subset of Rn with boundary ∂ V and u or v has compact support.
Theorem 8.3.1 (Green’s function for the Poisson equation) The Green’s function for the
Poisson equation is
G(x , y) =
(
1
Cd
x − y2−d d 6= 2
− 1
2pi
ln
x − y d = 2
where Cd = (d − 2)Area(Sd−1) and Area(Sd−1) is the surface area of the d − 1-dimensional
sphere.
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Proof Let us prove the case d 6= 2, the arguments for two-dimensional case are virtu-
ally identical, one only needs to replace |x |d−2 with ln |x |. First of all, |x |2−d and ln |x |
define tempered distributions (use polar coordinates to show and arguments analogous
to Lemma 7.1.3 to prove continuity). Moreover, away from x = 0, ∆x |x |2−d = 0 and
∆x ln |x |= 0 hold in the ordinary sense.
Now let ϕ ∈ S(Rd) be arbitrary. Since smooth function with compact support are dense
in S(Rd), we may assume ϕ ∈ C∞c (Rd). Define V" := Rd \ B" where B" :=

x ∈ Rd | |x | <
"
	
. On V" where we have cut out a small hole around the origin, ∆x |x |2−d = 0 holds and
we can write2014.01.23 
−∆x |x |2−d , ϕ

=−

|x |2−d , ∆xϕ

=− lim
"↘0
∫
V"
dx |x |2−d ∆xϕ(x)
= lim
"↘0
∫
V"
dx

∆x |x |2−d ϕ(x)− |x |2−d ∆xϕ(x)

.
Now Green’s formula applies,
. . .= lim
"↘0
∫
∂ V"
dS ·

∂r |x |2−d ϕ(x)− |x |2−d ∂rϕ(x)

=− lim
"↘0
∫
∂ B"
dS ·

(2− d)"1−d ϕ(x)− "2−d ∂rϕ(x)

,
and we obtain an integral with respect to dS, the surface measure of the sphere of radius
". Note that the minus sign is due to the difference in orientation (the outward normal
on ∂ V" points towards the origin while the surface normal of ∂ B" points away from it).
Since the surface area of B" scales like "
d−1, the second term vanishes while the first term
converges to 
−∆x |x |2−d , ϕ

= (d − 2)Area(Sd−1)ϕ(0)
= (d − 2)Area(Sd−1) (δ,ϕ). 
8.4 Green’s functions on domains: implementing boundary
conditions
Predictably, the presence of boundaries complicates things. To exemplify some of the
hurdles, let us discuss the Poisson equation
−∆xu= f , u|∂Ω = h ∈ C1(∂Ω), (8.4.1)
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on a bounded subset Ω of R2 with Dirichlet boundary conditions, i. e. we prescribe the
value of u on the boundary (rather than that of its normal derivative).
Imposing boundary conditions is necessary, because −∆x is not injective; The kernel of−∆x is made up of harmonic functions, i. e. functions which satisfy
−∆xh= 0.
For instance, the function h(x) = ex1 sin x2 is harmonic. Consequently, if u is a solution
to (8.4.1), then u+ h is another. However, it turns out that fixing u on the boundary ∂Ω
singles out a unique solution.
The first step in this direction is the following representation of a sufficiently regular
function on Ω:
Proposition 8.4.1 Suppose Ω ⊂ R2 be a bounded domain with piecewise C1 boundary ∂Ω
and pick u ∈ C2(Ω)∩ C1(Ω¯). Then for any x ∈ Ω, we can write
u(x) =−
∫
Ω
dy G(x , y)∆yu(y)+
+
∫
∂Ω
dSy ·

G(x , y)∂ny u(y)− ∂ny G(x , y)u(y)

where the index y in the surface measure dSy and the surface normal ny indicates that they
are associated to the variable y.
The idea here is to exploit −∆x G(x , y) = δ(x− y) as well as Green’s formula (8.3.3), and
formally, we immediately obtain∫
Ω
dx

∆y G(x , y) u(y)− G(x , y) ∆yu(y)

=
=−u(x)−
∫
Ω
dx G(x , y) ∆yu(y)
=
∫
∂Ω
dS ·

∂nG(x , y) u(y)− G(x , y) ∂nu(y)

To make this rigorous, one has to cut a small hole around x and adapt the strategy from
the proof of Theorem 8.3.1. However, we will skip the proof.
Theorem 8.4.2 The Green’s function for the Dirichlet boundary value problem for the Pois-
son equation on a bounded domain Ω⊂ R2 with C1 boundary ∂Ω has the form
GΩ(x , y) = G(x , y) + b(x , y)
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where G(x , y) =− 1
2pi
ln
x − y is the Green’s function of the free problem and b(x , y) is the
solution to the boundary value problem
∆x b = 0, b(x , y) =−G(x , y) ∀x ∈ ∂Ω or ∀y ∈ ∂Ω. (8.4.2)
Then the solution u to the inhomogeneous Dirichlet problem (8.4.1) is given by
u(x) =
∫
Ω
dy GΩ(x , y) f (y)−
∫
∂Ω
dSy · ∂ny GΩ(x , y)h(y). (8.4.3)
A priori it is not clear whether (8.4.2) has a solution; we postpone a more in-depth dis-
cussion of harmonic functions and proceed under the assumption it does.
Proof Clearly, seeing as GΩ is the sum of the free fundamental solution G and a harmonic
function, ∆GΩ(x , y) = δ(x − y) still holds. Moreover, the Green’s function implements
the boundary conditions, namely
GΩ(x , y) = G(x , y) + b(x , y) = 0
is satisfied by construction on the boundary.
Then Green’s identity (8.3.3) and ∆x b = 0 imply
0=−
∫
Ω
dy b(x , y)∆yu(y) +
∫
∂Ω
dSy ·

b(x , y) ∂ny u(y)− ∂ny b(x , y) u(y)

.
The function u solves the inhomogeneous Poisson equation −∆xu = f ; On the boundary,
b(x , y) coincides with −G(x , y) and u(y) = h(y) holds, and we deduce∫
∂Ω
dSy · G(x , y) ∂ny u(y) =−
∫
Ω
dy b(x , y) f (y)−
∫
∂Ω
dSy · ∂ny b(x , y) h(y).
This term cancels one of the boundary terms in the integral representation of Proposi-
tion 8.4.1, and we recover equation (8.4.3),
u(x) =−
∫
Ω
dy G(x , y)∆yu(y)+
+
∫
∂Ω
dSy ·

G(x , y)∂ny u(y)− ∂ny G(x , y)u(y)

=
∫
Ω
dy GΩ(x , y) f (y)−
∫
∂Ω
dSy · ∂ny GΩ(x , y)h(y). 
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Chapter 9
Quantum mechanics
The explanation of the photoelectric effect through light quanta is the name sake for
quantum mechanics. Quantization here refers to the idea that energy stored in light
comes in “chunks” known as photons, and that the energy per photon depends only on the
frequency. This is quite a departure from the classical theory of light through Maxwell’s
equations (cf. Chapter 5.5).
The reader can only get a glimpse of quantum theory in this chapter. A good standard
physics textbook on the subject is [Sak94] while the mathematics of quantum mechanics
is covered in more depth in [Tes09; GS11].
9.1 Paradigms
The simplest bona fide quantum system is that of a quantum spin, and it can be used
to give an effective description of the Stern-Gerlach experiment where a beam of neutral
atoms with magnetic moment g is sent through a magnet with inhomogeneous magnetic
field B = (B1, B2, B3). It was observed experimentally that the beam splits in two rather
than fan out with continuous distribution. Hence, the system behaves as if only two spin
configurations, spin-up ↑ and spin-down ↓, are realized. A simplified (effective) model
neglects the translational degree of freedom and focusses only on the internal spin degree
of freedom. Then the energy observable, the hamiltonian, is the matrix
H = gB · S
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which involves the spin operator S j :=
ħh
2
σ j defined in terms of Planck’s constant ħh and
the three Pauli matrices
σ1 =

0 1
1 0

, σ2 =

0 −i
+i 0

, σ3 =

+1 0
0 −1

,
and the magnetic moment g and the magnetic field B. The prefactor of the Pauli matrices
are real, and thus H = H∗ is a hermitian matrix.
For instance, assume B = (0,0, b) points in the x3-direction. Then spin-up and spin-
down (seen from the x3-direction) are the eigenvectors of
H =

+ħhg b
2
0
0 −ħhg b
2

,
i. e. ψ↑ = (1, 0) and ψ↓ = (0, 1). The dynamical equation is the Schrödinger equation
iħh
∂
∂ t
ψ(t) = Hψ(t), ψ(0) =ψ0 ∈H. (9.1.1)
The vector space H = C2 becomes a Hilbert space if we equip it with the scalar product

ψ,ϕ

C2 :=
∑
j=1,2
ψ j ϕ j .
Moreover, the hermitian matrix H can always be diagonalized (cf. exercise 35–36), and
the eigenvectors to distinct eigenvalues are orthogonal. The complex-valued wave function
ψ encapsulates probabilities: for any ψ ∈ C2 normalized to 1= ψC2 , the probability to
find the particle in the spin-up configuration is
P(S3 =↑) = |ψ1|2 =
〈ψ↑,ψ〉2
since ψ↑ = (1, 0). The above notation comes from probability theory and means “the
probability of finding the random observable spin S3 in the spin-↑ configuration + ħh2 ”.2014.02.04
The second exemplary quantum system describes a non-relativistic particle of mass m
subjected to an electric field generated by the potential V . The classical Hamilton function
h(q, p) = 1
2m
p2 + V (q) is then “quantized” to
h
 
xˆ ,−iħh∇x= H = 12m  −iħh∇x2 + V ( xˆ)
by replacing momentum p by the momentum operator P = −iħh∇x and position q by the
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j / Bullets pass through a double
slit.
k / A water wave passes through
a double slit.
3.3 Wave-Particle Duality
i / Wave interference patterns
photographed by Prof. Lyman
Page with a digital camera. Laser
light with a single well-defined
wavelength passed through a
series of absorbers to cut down
its intensity, then through a set of
slits to produce interference, and
finally into a digital camera chip.
(A triple slit was actually used,
but for conceptual simplicity we
discuss the results in the main
text as if it was a double slit.) In
panel 2 the intensity has been
reduced relative to 1, and even
more so for panel 3.
How can light be both a particle and a wave? We are now
ready to resolve this seeming contradiction. Often in science when
something seems paradoxical, it’s because we either don’t define our
terms carefully, or don’t test our ideas against any specific real-world
situation. Let’s define particles and waves as follows:
• Waves exhibit superposition, and specifically interference phe-
nomena.
• Particles can only exist in whole numbers, not fractions
As a real-world check on our philosophizing, there is one partic-
ular experiment that works perfectly. We set up a double-slit inter-
ference experiment that we know will produce a di↵raction pattern
if light is an honest-to-goodness wave, but we detect the light with
a detector that is capable of sensing individual photons, e.g., a dig-
ital camera. To make it possible to pick out individual dots from
individual photons, we must use filters to cut down the intensity of
the light to a very low level, just as in the photos by Prof. Page in
section 3.1. The whole thing is sealed inside a light-tight box. The
results are shown in figure i. (In fact, the similar figures in section
3.1 are simply cutouts from these figures.)
Neither the pure wave theory nor the pure particle theory can
explain the results. If light was only a particle and not a wave, there
would be no interference e↵ect. The result of the experiment would
be like firing a hail of bullets through a double slit, j. Only two
spots directly behind the slits would be hit.
If, on the other hand, light was only a wave and not a particle,
we would get the same kind of di↵raction pattern that would happen
Section 3.3 Wave-Particle Duality 75
Figure 9.1.1: Images of a low-intensity triple slit experiment with photons (taken from
[Cro08]).
multiplication operator Q = xˆ .1 The hamiltonian is now an operator on the Hilbert space
L2(Rd) whose action on suitable vectors ψ is
(Hψ)(x) =− ħh
2
2m
(∆xψ)(x) + V (x)ψ(x).
Quantum particles simultaneously have wave and particle character: the Schrödinger
equation (9.1.1) is structur lly very si ilar to a wave equatio . The physical constant ħh
relates the energy of a particle with the associated wave length and has units [energy ·
time]. The particle asp cts comes when one measures outcomes of experiments: consider
a version of the Stern-Gerlach experiment where the intensity of the atomic beam is so low
that single atoms pass through the magnet. If the mo ulus squar of the wave function
|ψ(t, x)|2 were to describe the intensity of a matter wave, then one expects that the two
peaks build up slowly, but simultaneously. In actuality, one registers single impacts of
atoms and only if one waits long nough, t o pe ks merge (similar to what one sees in
a low-intensity triple slit experiment in Figure 9.1.1). This is akin to tossing a coin: one
cannot see the probabilistic nature in a few coin tosses, let alone a single one. Probabilities
emerge only after repeating the experiment often enough. These experiments show that
|ψ(t, x)|2 is to be interpreted as a probability distribution, but more on that below.
Pure states are described by wave functions, i. e. complex-valued, square integrable
functions. Put more precisely, we are considering L2(Rd) made up of equivalence classes
1To find a consistent quantization procedure is highly non-trivial. One possibility is to use Weyl quantization
[Wey27; Wig32; Moy49; Fol89; Lei10]. Such a quantization procedure also yields a formulation of a semi-
classical limit, and the names for various operators (e. g. position, momentum and angular momentum)
are then justified via a semiclassical limit. For instance, the momentum operator is −iħh∇x , because in the
semiclassical limit it plays the role of the classical momentum observable p (cf. e. g. [Lei10, Theorem 1.0.1]
and [Lei10, Theorem 7.0.1]).
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of functions with scalar product


ϕ,ψ

=
∫
Rd
dx ϕ(x)ψ(x)
and norm
ψ :=p
ψ,ψ. In physics text books, one usually encounters the the bra-ket
notation: here
ψ is a state and 
x |ψ is ψ(x). The scalar product of φ,ψ ∈ L2(Rd) is
denoted by


φ|ψ and corresponds to 
φ,ψ. Although bra-ket notation can be ambigu-
ous, it is sometimes useful and in fact used in mathematics every once in a while.
The fact that L2(Rd) consists of equivalence classes of functions is only natural from
a physical perspective: if ψ1 ∼ ψ2 are in the same equivalence class (i. e. they differ
on a set of measure 0), then the arguments in Chapter 4.1.2 state that the associated
probabilities coincide: Physically,
ψ(x , t)2 is interpreted as the probability to measure a
particle at time t in (an infinitesimally small box located in) location x . If we are interested
in the probability that we can measure a particle in a region Λ⊆ Rd , we have to integrateψ(x , t)2 over Λ,
P(X (t) ∈ Λ) =
∫
Λ
dx
ψ(x , t)2 . (9.1.2)
If we want to interpret
ψ2 as probability density, the wave function has to be normalized,
i. e. ψ2 = ∫
Rd
dx
ψ(x)2 = 1.
This point of view is called Born rule:
ψ2 could either be a mass or charge density – or
a probability density. To settle this, physicists have performed the double slit experiment
with an electron source of low flux. If
ψ2 were a density, one would see the whole
interference pattern building up slowly. Instead, one measures “single impacts” of elec-
trons and the result is similar to the data obtained from experiments in statistics (e. g. the
Dalton board). Hence, we speak of particles.
9.2 The mathematical framework
To identify the common structures, let us study quantum mechanics in the abstract. Just
like in the case of classical mechanics, we have to identify states, observables and dynamical
equations in Schrödinger and Heisenberg picture.
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9.2.1 Quantum observables
Quantities that can be measured are represented by selfadjoint (hermitian in physics par-
lance) operators F on the Hilbert space H (typically L2(Rd)), i. e. special linear maps
F :D(F)⊆H −→H.
Here, D(F) is the domain of the operator since typical observables are not defined for all
ψ ∈ H. This is not a mathematical subtlety with no physical content, quite the contrary:
consider the observable energy, typically given by
H =
1
2m
(−iħh∇x)2 + V ( xˆ),
then states in the domain
D(H) :=
n
ψ ∈ L2(Rd)  Hψ ∈ L2(Rd)o⊆ L2(Rd)
are those of finite energy. For all ψ in the domain of the hamiltonian D(H) ⊆ L2(Rd), the
expectation value 

ψ, Hψ

<∞
is bounded. Well-defined observables have domains that are dense in H. Similarly, states
in the domain D( xˆ l) of the lth component of the position operator are those that are
“localized in a finite region” in the sense of expectation values. Boundary conditions
may also enter the definition of the domain: as seen in the example of the momentum
operator on [0, 1], different boundary conditions yield different momentum operators
(see Chapter 5.3 for details).
The energy observable is just a specific example, but it contains all the ingredients
which enter the definition of a quantum observable:
Definition 9.2.1 (Observable) A quantum observable F is a densely defined, selfadjoint
operator on a Hilbert space. The spectrum σ(F) (cf. Definition 5.1.7) is the set of outcomes
of measurements.
Physically, results of measurements are real which is reflected in the selfadjointness of op-
erators (cf. Chapter 5.4), H∗ = H. (A symmetric operator is selfadjoint if D(H∗) =D(H).)
The set of possible outcomes of measurements is the spectrum σ(H)⊆ R (the spectrum is
defined as the set of complex numbers so that H − z is not invertible, cf. Chapter 5.1.7).
Spectra of selfadjoint operators are necessarily subsets of the reals (cf. Theorem 9.3.3).
Typically one “guesses” quantum observables from classical observables: in d = 3, the
angular momentum operator is given by
L = xˆ ∧ (−iħh∇x).
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In the simplest case, one uses Dirac’s recipe (replace x by xˆ and p by pˆ = −iħh∇x) on the
classical observable angular momentum L(x , p) = x ∧ p. In other words, many quantum
observables are obtained as quantizations of classical observables: examples are position,
momentum and energy. Moreover, the interpretation of, say, the angular momentum op-
erator as angular momentum is taken from classical mechanics.
In the definition of the domain, we have already used the definition of expectation
value: the expectation value of an observable F with respect to a state ψ (which we
assume to be normalized,
ψ= 1) is given by
Eψ(F) :=


ψ, Fψ

. (9.2.1)
The expectation value is finite if the state ψ is in the domain D(F). The Born rule of
quantum mechanics tells us that if we repeat an experiment measuring the observable F
many times for a particle that is prepared in the state ψ each time, the statistical average
calculated according to the relative frequencies converges to the expectation value Eψ(F).
Hence, quantum observables, selfadjoint operators on Hilbert spaces, are bookkeeping
devices that have two components:
(i) a set of possible outcomes of measurements, the spectrum σ(F), and
(ii) statistics, i. e. how often a possible outcome occurs.
9.2.2 Quantum states
Pure states are wave functions ψ ∈ H, or rather, wave functions up to a total phase: just
like one can measure only energy differences, only phase shifts are accessible to measure-
ments. Hence, one can think of pure states as orthogonal projections
Pψ := |ψ〉〈ψ|= 〈ψ, ·〉ψ.
if ψ is normalized to 1,
ψ = 1. Here, one can see the elegance of bra-ket notation vs.
the notation that is “mathematically proper”. A generalization of this concept are density
operators ρ (often called density matrices): density matrices are defined via the trace. If
ρ is a suitable linear operator and {ϕn}n∈N and orthonormal basis of H, then we define
Tr ρ :=
∑
n∈N
〈ϕn,ρϕn〉.
One can easily check that this definition is independent of the choice of basis (see home-
work problem 28). Clearly, Pψ has trace 1 and it is also positive in the sense that

ϕ, Pψϕ
≥ 0
for all ϕ ∈H. This is also the good definition for quantum states:
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Definition 9.2.2 (Quantum state) A quantum state (or density operator/matrix) ρ = ρ∗
is a non-negative operator of trace 1, i. e.

ψ,ρψ
≥ 0, ∀ψ ∈H,
Tr ρ = 1.
If ρ is also an orthogonal projection, i. e. ρ2 = ρ, it is a pure state.2 Otherwise ρ is a mixed
state.
Density operators are projections if and only if they are rank-1 projections, i. e. ρ = |ψ〉〈ψ|
for some ψ ∈H of norm 1 (see problem 28).
Example Let ψ j ∈H be two wave functions normalized to 1. Then for any 0< α < 1
ρ = αPψ1 + (1−α)Pψ2 = α|ψ1〉〈ψ1|+ (1−α)|ψ2〉〈ψ2|
is a mixed state as
ρ2 = α2|ψ1〉〈ψ1|+ (1−α)2|ψ2〉〈ψ2|+
+α(1−α) |ψ1〉〈ψ1||ψ2〉〈ψ2|+ |ψ2〉〈ψ2||ψ1〉〈ψ1|
6= ρ.
Even if ψ1 and ψ2 are orthogonal to each other, since α
2 6= α and similarly (1− α)2 6=
(1−α), ρ cannot be a projection. Nevertheless, it is a state since Tr ρ = α+ (1−α) = 1.
Keep in mind that ρ does not project on αψ1 + (1−α)ψ2!
Also the expectation value of an observable F with respect to a state ρ is defined in terms
of the trace,
Eρ(F) := Tr (ρ F),
which for pure states ρ = |ψ〉〈ψ| reduces to 
ψ, Fψ.
9.2.3 Time evolution
The time evolution is determined through the Schrödinger equation,
iħh
∂
∂ t
ψ(t) = Hψ(t), ψ(t) ∈H, ψ(0) =ψ0,
ψ0= 1. (9.2.2)
2Note that the condition Tr ρ = 1 implies that ρ is a bounded operator while the positivity implies the selfad-
jointness. Hence, if ρ is a projection, i. e. ρ2 = ρ, it is automatically also an orthogonal projection.
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Alternatively, one can write ψ(t) = U(t)ψ0 with U(0) = idH. Then, we have
iħh
∂
∂ t
U(t) = HU(t), U(0) = idH.
If H were a number, one would immediately use the ansatz
U(t) = e−i tħh H (9.2.3)
as solution to the Schrödinger equation. If H is a selfadjoint operator, this is still true,
but takes a lot of work to justify rigorously if the domain of H is not all of H (the case of
unbounded operators, the generic case).
As has already been mentioned, we can evolve either states or observables in time and
one speaks of the Schrödinger or Heisenberg picture, respectively. In the Schrödinger
picture, states evolve according to
ψ(t) = U(t)ψ0
while observables remain fixed. Conversely, in the Heisenberg picture, states are kept
fixed in time and observables evolve according to
F(t) := U(t)∗ F U(t) = e+i tħh H F e−i tħh H . (9.2.4)
Heisenberg observables satisfy Heisenberg’s equation of motion,
d
dt
F(t) =
i
ħh

H, F(t)

, F(0) = F, (9.2.5)
which can be checked by plugging in the definition of F(t) and elementary formal ma-
nipulations. It is no coincidence that this equation looks structurally similar to equa-
tion (3.3.1)!
Just like in the classical case, density operators have to be evolved backwards in time,
meaning that ρ(t) = U(t)ρ U(t)∗ satisfies
d
dt
ρ(t) =− iħh

H,ρ(t)

, ρ(0) = ρ.
The equivalence of Schrödinger and Heisenberg picture is seen by comparing expectation
values just as in Chapter 3.4: the cyclicity of the trace, Tr (AB) = Tr (BA), yields2014.02.06
Eρ(t)(F) = Tr
 
ρ(t)

= Tr

U(t)ρ U(t)∗ F

= Tr

ρ U(t)∗ F U(t)

= Tr
 
ρ F(t)

= Eρ
 
F(t)

.
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As a last point, we mention the conservation of probability: ifψ(t) solves the Schrödinger
equation for some selfadjoint H, then we can check at least formally that the time evolu-
tion is unitary and thus preserves probability,
d
dt
ψ(t)2 = d
dt


ψ(t),ψ(t)

=

 1
iħh Hψ(t),ψ(t)

+


ψ(t), 1
iħh Hψ(t)

=
i
ħh


ψ(t), H∗ψ(t)
− 
ψ(t), Hψ(t)
=
i
ħh


ψ(t), (H∗ −H)ψ(t)= 0.
Conservation of probability is reminiscent of Proposition 3.2.1. We see that the condition
H∗ = H is the key here: selfadjoint operators generate unitary evolution groups. As a mat-
ter of fact, there are cases when one wants to violate conservation of proability: one has
to introduce so-called optical potentials which simulate particle creation and annihilation.
The time evolution e−i tħh H is not the only unitary group of interest, other commonly
used examples are translations in position or momentum which are generated by the
momentum and position operator, respectively (the order is reversed!), as well as rotations
which are generated by the angular momentum operators.
9.2.4 Comparison of the two frameworks
Now that we have an understanding of the structures of classical and quantum mechanics,
juxtaposed in Table 9.2.1, we can elaborate on the differences and similarities of both
theories. For instance, observables form an algebra (a vector space with multiplication):
in classical mechanics, we use the pointwise product of functions,
· :C∞(R2n)× C∞(R2n)−→ C∞(R2n), ( f , g) 7→ f · g
( f · g)(x , p) := f (x , p) g(x , p),
which is obviously commutative. We also admit complex-valued functions and add complex
conjugation as involution (i. e. f ∗∗ = f ). Lastly, we add the Poisson bracket to make
C∞(R2n) into a so-called Poisson algebra. As we have seen, the notion of Poisson bracket
gives rise to dynamics as soon as we choose an energy function (hamiltonian).
On the quantum side, bounded operators (see Chapter 5.1) form an algebra. This
algebra is non-commutative, i. e.
F · G 6= G · F.
Exactly this is what makes quantum mechanics different. Taking adjoints is the involution
here and the commutator plays the role of the Poisson bracket. Again, once a hamiltonian
(operator) is chosen, the dynamics of Heisenberg observables F(t) is determined by the
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Classical Quantum
Observables f ∈ C∞(R2n,R) selfadjoint operators acting on
Hilbert space H
Building block
observables
position x and momentum p position xˆ and momentum pˆ
operators
Possible results of
measurements
im( f ) σ(F)
States probability measures µ on
phase space R2n
density operators ρ on H
Pure states points in phase space R2n wave functions ψ ∈H
Generator of evolution hamiltonian function
H : R2n −→ R
hamiltonian operator H
Infinitesimal time
evolution equation
d
dt
f (t) = {H, f (t)} d
dt
F(t) = iħh[H, F(t)]
Integrated time
evolution
hamiltonian flow φt e
+i tħh H e−i tħh H
Table 9.2.1: Comparison of classical and quantum framework
commutator of the F(t) with the hamiltonian H. If an operator commutes with the hamil-
tonian, it is a constant of motion. This is in analogy with Definition 3.3.3 where a classical
observable is a constant of motion if and only if its Poisson bracket with the hamiltonian
(function) vanishes.
9.2.5 Representations
Linear algebra distinguishes abstract linear maps H : X −→ Y and their representations
as matrices using a basis in initial and target space: any pair of bases {xn}Nn=1 and {yk}Kk=1
of X ∼= CN and Y ∼= CK induces a matrix representation h = (hnk) ∈ MatC(N , K) of H
(called basis representation) via
H xn =
K∑
k=1
hnk yk.
The basis now identifies coordinates on the vector spaces: x =
∑N
n=1 ξn xn ∈ X has the
coordinate ξ= (ξ1, . . . ,ξn) ∈ CN , and similarly y =∑Kk=1ηk yk ∈ Y is expressed in terms
of the coordinate η ∈ CK . Using these coordinates, the equation H x = y becomes the
matrix equation hξ= η.
A change in basis can now be described in the same way: if {x ′n}Nj=1 and {y ′k}Kk=1 are
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two other orthonormal bases, then the coordinate representations of the maps
Ux x ′ : xn 7→ x ′n
Uy y ′ : yk 7→ y ′k
are unitary matrices ux x ′ ∈ U(CN ) and uy y ′ ∈ U(CK), and these matrices connect the
coordinate representations of H with respect to {xn}Nn=1, {yk}Kk=1 and {x ′n}Nn=1, {y ′k}Kk=1,
h′ = uy y ′ hu−1x x ′ .
u−1x x ′ maps ξ′ onto ξ, h maps ξ onto η and uy y ′ maps η onto η′.
Similarly, we can represent operators on infinite-dimensional Hilbert spaces such as
L2(Rd) in much the same way: for instance, consider the free Schrödinger operator H =
− 1
2
∆x : D ⊂ L2(Rd) −→ L2(Rd). Then the Fourier transform F : L2(Rd) −→ L2(Rd)
is such a unitary which changes from one “coordinate system” to another, and the free
Schrödinger operator in this new representation becomes a simple multiplication operator
HF := F HF−1 = 1
2
ξˆ2.
Because initial and target space are one and the same, F appears twice.
Another unitary is a rescaling which can be seen as a change of units: for λ > 0 one
defines
(Uλϕ)(x) := λ
d/2ϕ(λx)
where the scaling factor λ relates the two scales. Similarly, other linear changes of the
underlying configuration space Rd (e. g. rotations) induce a unitary operator on L2(Rd). 2014.02.11
One can exploit this freedom of representation to simplify a problem: Just like choosing
spherical coordinates for a problem with spherical symmetry, we can work in a repre-
sentation which simplifies the problem. For instance, the Fourier transform exploits the
translational symmetry of the free Schrödinger operator (H commutes with translations).
Another example would be to use an eigenbasis: assume H = H∗ ≥ 0 as a set of
eigenvectors {ψn}n∈N which span all of H, i. e. the ψn are linearly independent and
Hψn = Enψn where En ∈ R is the eigenvalue. The eigenvalues are enumerated by magni-
tude and repeated according to their multiplicity, i. e. E1 ≤ E2 ≤ . . .. Just like in the case
of hermitian matrices, the eigenvectors to distinct eigenvalues of selfadjoint operators
are trivial, and hence, we can choose the {ψn}n∈N to be orthonormal. Then the suitable
unitary is
U :H −→ `2(N), ψ=
∞∑
n=1
bψ(n)ψn 7→ bψ ∈ `2(N)
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where bψ =   bψ(1), bψ(2), . . . is the sequence of coefficients and `2(N) is the prototypical
Hilbert space defined in Definition 4.2.7; moreover, the definition of orthonormal basis
(Definition 4.2.3) implies that bψ is necessarily square summable.
In this representation, H can be seen as an “infinite diagonal matrix”
H =
∞∑
n=1
En Pψn 7→ HU = U H U−1 =
E1 0 · · · · · ·0 E2 0 · · ·... . . . . . .

where Pψϕ :=


ψ,ϕ

ψ are the rank-1 projections onto ψ. Put another way, HU acts onbψ ∈ `2(N) as
HU bψ=  E1 bψ(1), E2 bψ(2), . . ..
The simple structure of this operator allows one to compute the unitary evolution group
explicitly in terms of the projections Pψn ,
e−i tħh H =
∞∑
n=1
e−i tħh En Pψn .
Sadly, most Schrödinger operators H do not have a basis of eigenvectors.
9.3 Spectral properties of hamiltonians
The spectrum of an operator is the generalization of the set of eigenvalues for matrices.
According to Definition 5.1.7 the spectrum can be dived up into three parts, the point
spectrum
σp(H) :=

z ∈ C | H − z is not injective	,
the continuous spectrum
σc(H) :=

z ∈ C | H − z is injective, im (H − z)⊆H dense	,
and the residual spectrum
σr(H) :=

z ∈ C | H − z is injective, im (H − z)⊆H not dense	.
Point spectrum is due to eigenvalues with eigenvector. Compared to matrices, the occur-
rence of continuous and residual spectra is new. The residual spectrum is not important
for our discussion as it is empty for selfadjoint operators.
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The continuous spectrum can be attributed to cases where the eigenvectors are not
elements of the Hilbert space. For instance, in case of the free Schrödinger operator
H = − 1
2
∆x on L2(Rd), the spectrum is σ(H) = σc(H) = [0,+∞). Here, the eigenvec-
tors are plane waves, e+iξ·x which are smooth, bounded functions; however, plane waves
are not square integrable. Similarly, multiplication operators have Dirac distributions as
eigen“functions”.
Note that this distinction between the spectral components goes further than looking
at the spectrum as a set: for instance, it is known that certain random Schrödinger op-
erators have dense point spectrum which “looks” the same as continuous spectrum. The
spectrum can be probed by means of approximate eigenfunctions (“Weyl’s Criterion”, see
Theorem 5.2.4).
There is also a second helpful classification of spectrum which cannot be made rigor-
ous with the tools we have at hand, and that is the distinction between essential spec-
trum σess(H) and discrete spectrum σdisc(H). The essential spectrum is stable under local,
short-range perturbations while the discrete spectrum may change. One has the following
characterization for the essential spectrum:
Theorem 9.3.1 (Theorem VII.10 in [RS72]) λ ∈ σess(H) iff one or more of the following
holds:
(i) λ ∈ σcont(H)
(ii) λ is a limit point of σp(H).
(iii) λ is an eigenvalue of infinite multiplicity.
Similarly, the discrete spectrum has a similar characterization:
Theorem 9.3.2 (Theorem VII.11 in [RS72]) λ ∈ σdisc(H) if and only if both of the fol-
lowing hold:
(i) λ is an isolated point of σ(H), i. e. for some " > 0 we have
 
λ−",λ+"∩σ(H) = {λ}.
(ii) λ is an eigenvalue of finite multiplicity.
9.3.1 Spectra of common selfadjoint operators
Quite generally, the spectrum of selfadjoint operators is purely real. But before we prove
that, let us discuss some examples from physics:
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Multiplication operators The spectrum of the multiplication operator 
f ( xˆ)ψ

(x) := f (x)ψ(x)
is given by the range, σ
 
f ( xˆ)

= ran f , where f : Rd −→ R is a piecewise-continuous
function.3
To see this claim, we rely on the Weyl criterion: in order to show σ
 
f ( xˆ)
 ⊇ ran f ,
pick any λ ∈ ran f . Then there exists a sequence xn such that
λ− f (xn) < 1/n. Then
by shifting an L2-Dirac sequence by xn (e. g. scaled Gaußians), we obtain a sequence of
vectors ψn with
  f ( xˆ)−λψn n→∞−−→ 0. Hence, this reasoning shows ran f ⊆ σ  f ( xˆ).
To show the converse inclusion, let λ ∈ σ  f ( xˆ). Then there exists a Weyl sequence
{ψn}n∈N with
  f ( xˆ) − λψn → 0 as n → ∞. Assume infx∈Rd  f (x) − λ = c > 0,
i. e. λ 6∈ ran f , then {ψn} cannot be a Weyl sequence to λ,  f ( xˆ)−λψn≥ inf
x∈Rd
 f (x)−λ‖ψn‖ ≥ c > 0,
which is absurd.
Should f be constant and equal to λ0 on a set of positive measure, there are infinitely
many eigenfunctions associated to the eigenvalue λ0. Otherwise, f has continuous spec-
trum. In any case, the spectrum of f ( xˆ) is purely essential.
Clearly, this takes care of any operator which is unitarily equivalent to a multiplica-
tion operator, e. g. the free Laplacian on Rd , Td or the tight-binding hamiltonians from
Chapter 6.1.6.2.
The hydrogen atom One of the most early celebrated successes of quantum mechanics is
the explanation of the spectral lines by Schrödinger [Sch26b; Sch26d; Sch26a; Sch26c].
Here, the operator
H :=− ħh
2
2m
∆x − e| xˆ |
acts on a dense subspace of L2(R3). A non-obvious fact is that this operator is bounded
from below, i. e. there exits a constant c > 0 such that H ≥ −c. This is false for the
corresponding classical system, because the function h(q, p) = 1
2m
p2 − e|q| is not bounded
from below.
The reason for that is that states of low potential energy (i. e. wave functions which are
sharply peaked around 0) must pay an ever larger price in kinetic energy (sharply peaked
3This condition can be relaxed and is chosen just for ease of use.
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means large gradient). One heuristic way to see that is to compute the energy expectation
value of ψλ := λ
3/2ψ(λx) for λ 1 where ψ ∈ S(Rd):
Eψλ(H) =
ħh2
2m


ψλ,−∆xψλ− e 
ψλ, | xˆ |−1ψλ
=
ħh2
2m
λ2
∫
R3
dx λ3
∇xψ(λx)2 − eλ ∫
R3
dx λ3
|ψ(λx)|
λ |x |
= λ2
D
ψ,− ħh2
2m
∆xψ
E
−λ
ψ, e | xˆ |−1ψ
Clearly, if one replaces the Coulomb potential by −|x |−3, the kinetic energy wins and the
quantum particle can “fall down the well”.
The negative potential gives rise to a family of eigenvalues (the spectral lines) while
−∆x contributes continuous spectrum [0,+∞),
σ(H) = {En}n∈N ∪ [0,+∞),
σcont(H) = [0,+∞) = σess(H),
σp(H) = {En}n∈N = σdisc(H).
9.3.2 The spectrum of selfadjoint operators is real
As a side note, let us show that the spectrum of selfadjoint operators is purely real.
Theorem 9.3.3 Let H = H∗ be a selfadjoint operator on the Hilbert space H. Then the
following holds true:
(i) σ(H)⊆ R
(ii) H ≥ 0⇒ σ(H)⊆ [0,+∞)
To prove this, we use the following
Lemma 9.3.4 Let H j , j = 1, 2, be Hilbert spaces. Then an operator T ∈ B(H1,H2) is
invertible if and only if there exists a constant C > 0 such that T ∗ T ≥ C idH1 and T T ∗ ≥
C idH2 hold.
Proof “⇒:” Assume T is invertible. Then T ∗ : H2 −→ H1 is also invertible with inverse
T ∗−1 = T−1∗. Set C :=
T−1−2 = T ∗−1−2. Then the inequalityψ= T−1Tψ≤ T−1 Tψ
proves
Tψ≥ T−1−1, and thus also

ψ, T ∗Tψ

=
Tψ2 ≥ T−1−2 ψ2 = C ψ2 , (9.3.1)
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i. e. we have shown T ∗ T ≥ C idH1 . The non-negativity of T T ∗ is shown analogously.
“⇐:” Suppose there exists C > 0 such that T ∗ T ≥ C idH2 and T T ∗ ≥ C idH2 . Then from
(9.3.1) we deduce
Tψ ≥ pC ψ holds for all ψ ∈H1. First of all, this proves that T
is injective, and secondly T has closed range in H2 (one can see the latter by considering
convergence of Tψn for any Cauchy sequence {ψn}n∈N). Moreover, one can easily see
ran T = ran T =
 
ker T ∗
⊥.
Since we can make the same arguments for T ∗, we also know that T ∗ is injective, and thus
ker T ∗ = {0}. This shows that T is surjective, i. e. it is bijective, and hence, invertible. 
With the proof of the Lemma complete, we can now prove the statement:
Proof (Theorem 9.3.3) (i) Let H = H∗ be selfadjoint and z = λ + iµ ∈ C \ R be a
complex number with non-vanishing imaginary part µ. We will show that z 6∈ σ(H),
i. e. that H −λ is invertible: a quick computation shows 
H − z∗  H − z= H2 − 2 (Re z)H + |z|2 = H2 − 2λH + (λ2 +µ2)
= µ2 +
 
H −λ2.
The last term is non-negative, and thus, we have shown 
H − z∗  H − z≥ µ2.
By the Lemma, this means H −λ is necessarily invertible, and z 6∈ σ(H).
(ii) We have to show that for λ ∈ (−∞, 0), the operator H −λ is invertible. This follows
as before from  
H −λ∗  H −λ= H2 − 2λH +λ2 ≥ λ2,
the non-negativity of −2λH = 2|λ|H and the Lemma. 
9.3.3 Eigenvalues and bound states
The hydrogen atom is a prototypical example of the type of problem we are interested in,
namely Schrödinger operators on L2(Rd) of the form
H =−∆x + V
where V ≤ 0 is a non-positive potential decaying at infinity (lim|x |→∞ V (x) = 0). Under
suitable technical conditions on the potential, H defines a selfadjoint operator which is
bounded from below, that is H ≥ c holds for some c ∈ R, and we have
σess(H) = σ(−∆x) = [0,+∞).
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Now the question is whether σp(H) = ; or
σp(H) = {En}Nn=0 ⊂ (−∞, 0)
for some N ∈ N0 ∪ {∞}. We shall always assume that the eigenvalues are ordered by
magnitude,
E0 ≤ E1 ≤ . . .
The ground state ψ0 is the eigenfunction to the lowest eigenvalue E0. Eigenfunctions ψ
are localized: the weakest form of localization is ψ ∈ L2(Rd), but usually one can expect
exponential localization.
So there are two natural questions which we will answer in turn:
(1) Do eigenvalues below the essential spectrum exist?
(2) Can we give estimates on their numerical values?
9.3.3.1 The Birman-Schwinger principle
We begin with the Birman-Schwinger principle which gives a criterion for the existence
and absence of eigenvalues at a specific energy level. It is the standard tool for showing the
existence or absence of eigenvalues. Assume ϕ is an eigenvector of H to the eigenvalue
−E < 0. Then the eigenvalue equation is equivalent to −∆x + Eϕ =−Vϕ = |V |ϕ.
If we define the vector ψ := |V |1/2ϕ and use that −E 6∈ σ(−∆x) = [0,+∞), we obtain
|V |1/2  −∆x + E−1 |V |1/2ψ=ψ.
In other words, we have just shown the
Theorem 9.3.5 (Birman-Schwinger principle) The function ϕ ∈ L2(Rd) is an eigenvector
of H =−∆x + V to the eigenvalue −E < 0 if and only if ψ= |V |1/2ϕ is an eigenvector of the
Birman-Schwinger operator
KE := |V |1/2  −∆x + E−1 |V |1/2 (9.3.2)
to the eigenvalue 1. 2014.0213
The only assumption we have glossed over is the boundedness of KE . One may think
that solving KEψ = ψ is just as difficult as Hϕ = −Eϕ, but it is not. For instance, we
immediately obtain the following
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Corollary 9.3.6 Assume the Birman-Schwinger operator KE ∈ B L2(Rd) is bounded. Then
for λ0 small enough, Hλ =−∆x +λV has no eigenvalue at −E for all 0≤ λ < λ0.
Proof Replacing V with λV in equation (9.3.2) yields that the Birman-Schwinger operator
for Hλ is λKE . Thus, for λ small enough, we can make λ
KE < 1 arbitrarily small and
since sup
σ KE≤ KE,4 this means 1 cannot be an eigenvalue. Hence, by the Birman-
Schwinger principle there cannot exist an eigenvalue at −E. 
Another advantage is that we have an explicit expression for the operator kernel of KE ,
the Birman-Schwinger kernel, which allows us to make explicit estimates. In general, an
operator kernel KT for an operator T is a distribution on Rd ×Rd so that
(Tψ)(x) =
∫
Rd
dy KT (x , y)ψ(y).
For the sake of brevity, we will also write T (x , y) for KT (x , y). We have dedicated Chap-
ter 8 to one specific example: assume the operator L is invertible and Lu= f , then
u(x) =
∫
Rd
dy G(x , y) f (y) =
 
L−1 f

(x)
holds. In other words, the Green’s function G is the operator kernel of L−1.
Seeing as KE is the product of the multiplication operator |V |1/2 and  −∆x + E−1, the
dimension-dependent, explicit expression of Birman-Schwinger kernel involves only the
Green’s function of −∆x + E in that particular dimension,
KE(x , y) = |V (x)|1/2  −∆x + E−1(x , y) V (y)1/2 .
In odd dimension, there exist closed expressions for
 −∆x + E−1(x , y) while for even d,
no neat formulas for it exist. Nevertheless, its behavior can be characterized.
Let us return to the original question: Can we show the existence of eigenvalues as well via
the Birman-Schwinger principle? The answer is yes, and we will treat a particular case:
Theorem 9.3.7 ([Sim76]) Consider the Schrödinger operator Hλ = −∂ 2x + λV on L2(R)
where λ > 0 and the potential satisfies V ∈ L1(R), V 6= 0, V ≤ 0, and∫
R
dx
 
1+ x2
 |V (x)|<∞.
4This is a general fact: if T ∈ B(X ) is an operator on a Banach space, then sup |σ(T )| ≤ ‖T‖ holds [Yos80,
Chapter VIII.2, Theorems 3 and 4].
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Then there exists λ0 > 0 small enough so that Hλ has exactly one eigenvalue
Eλ =−λ
2
4
∫
R
dx |V (x)|
2
+O(λ4) (9.3.3)
for all λ ∈ (0,λ0).
The eigenvalue gives an intuition on the shape of the eigenfunction: it has few oscilla-
tions to minimize kinetic energy and is approximately constant in the region where V is
appreciably different from 0 (this region is not too large because of the decay assump-
tion
∫
R dx x
2 |V (x)| < ∞). Hence, the eigenfunction sees only the average value of the
potential.
This intuition neither explains why other eigenvalues may appear nor that for d ≥ 3,
the theorem is false.
Proof The arguments in [Sim76, Section 2] ensure the boundedness of the Birman-
Schwinger operator. Moreover, in one dimension the Green’s function for −∂ 2x + E exists
(−E 6∈ σ(−∂ 2x )) and can be computed explicitly, namely
 −∂ 2x + E−1(x , y) =p2pi F(ξ2 + E)−1(x − y) = e−pE|x−y|2pE .
To simplify notation, let us define µ :=
p
E. Thus, the Birman-Schwinger kernel is the
function
Kµ2(x , y) =
1
2µ
|V (x)|1/2 e−µ|x−y| V (y)1/2 .
In addition, define the operators
Lµ :=
1
2µ
|V |1/2
|V |1/2
and Mµ := Kµ2 − Lµ. Clearly, given that V ∈ L1(R), its square root is L2 and LE is a
bounded rank-1 operator. Moreover, the operator kernel
Mµ(x , y) = |V (x)|1/2 e
−µ|x−y| − 1
2µ
V (y)1/2
is well-defined in the limit µ→ 0 and analytic for µ ∈ C with Reµ > 0.
The Birman-Schwinger principle tells us that Hλ has an eigenvalue at −µ2 if and only
if 1 ∈ σp(Kµ2): for λ 1 small enough we have
λMµ < 1 which means the Neumann
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series5
 
1−λMµ−1 = ∞∑
n=0
λn M nµ = 1+λMµ +O(λ2) (9.3.4)
exists in B L2(R). Hence, the invertibility of
1−λKµ2 = 1−λMµ −λ Lµ
=
 
1−λMµ1−λ 1−λMµ−1 Lµ
hinges on whether 1 is an eigenvalue of2014.02.25
λ
 
1−λMµ−1 Lµ =  λ2µ 1−λMµ−1 |V |1/2E¬|V |1/2 .
This is again a rank-1 operator, and thus, we can read off the eigenvector
ψλ,µ =
λ
2µ
 
1−λMµ−1 |V |1/2 ∈ L2(R)
to its only non-zero eigenvalue. Moreover, we can compute this eigenvalue,D
|V |1/2 , λ
2µ
 
1−λMµ−1 |V |1/2E ,
and this is equal to 1 if and only if µ satisfies the self-consistent equation
µ= G(µ) :=
λ
2
D
|V |1/2 ,  1−λMµ−1 |V |1/2E .
Given that
λMµ < 1 for λ  1 small enough, we can express  1− λMµ−1 in terms
of (9.3.4). Keeping only the first term of the expansion (9.3.4), we approximate G by the
average of the potential
G(µ) = λ
2

|V |1/2 , |V |1/2+O(λ2) = λ
2
∫
R
dx |V (x)|+O(λ2). (9.3.5)
Hence, G(µ) = µ has a solution µ∗ provided λ is small enough; additionally any solution
to this equation satisfies µ−1 ≤ C1λ−1 for some constant C1 > 0 and λ small.
Now that we know that a solution exists, we need to show uniqueness: Suppose we
have found two solutions µ1 ≤ µ2. Then they both solve the self-consistent equation
5In this context, the geometric series is usually referred to as Neumann series.
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G(µ j) = µ j , and assuming for a moment that G is continuously differentiable in µ, we use
the fundamental theorem of calculus to obtainµ2 −µ1= G(µ2)− G(µ1)=

∫ µ2
µ1
dµ∂µG(µ)

≤ sup
µ∈[µ1,µ2]
∂µG(µ) µ2 −µ1.
If we can show G is continuously differentiable and its derivative is bounded by 1/2 for λ
small enough, then the above inequality reads
µ2−µ1≤ 12 µ2−µ1. This is only possible
if µ1 = µ2, and the solution is unique.
To show the last bit, we note that Mµ and (1− z)−1 are real-analytic in µ so that their
composition
 
1−λMµ−1 is also real-analytic. The analyticity of Mµ for µ ∈ C, Reµ > 0,
also yields the bound ∂µMµ≤ C2µ−1 (9.3.6)
via the Cauchy integral formula, because the maximal radius of the circular contour is less
than µ.
The derivative of the resolvent can be related to ∂µMµ via the useful trick
0= ∂µ(id) = ∂µ
 
1−λMµ−1  1−λMµ
= ∂µ
 
1−λMµ−1  1−λMµ+λ 1−λMµ−1 ∂µMµ
which yields
∂µG(µ)=
λ22 D|V |1/2 ,  1−λMµ−1 ∂µMµ  1−λMµ−1 |V |1/2E
 .
The right-hand side can be estimated with the help of the Cauchy-Schwarz inequality
. . .≤ λ2 |V |1/22L2(R)  1−λMµ−12 ∂µMµ=: C3λ2 ∂µMµ.
Combining (9.3.6) with µ−1 ≤ C1λ−1 (which we obtained from µ= G(µ)), we find
C3λ
2
∂µMµ≤ C3λ2 C2µ−1 ≤ C1C2C3λ.
Put another way, we have deduced the bound
∂µG(µ) ≤ C λ which means that for λ
small enough, we can ensure that the derivative is less than 1/2. Thus, the eigenvalue is
unique and we have shown the theorem. 
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9.3.3.2 The min-max principle
Now that we have established criteria for the existence of bound states below the contin-
uous spectrum for operators of the form H = −∆x + V , we proceed to find other ways
to give estimates of their numerical values. Crucially, we shall always assume H ≥ c for
some c ∈ R. Most of the methods of this chapter do not depend on the particular form of
the hamiltonian.
So let us assume we have established the existence of a ground state ψ0, i. e. there exists
an eigenvalue E0 = infσ(H) < 0 = infσess(H) at the bottom of the spectrum, the ground
state energy, whose eigenfunction isψ0. Then simplest estimate is obtained by minimizing
the Rayleigh quotient
Eψ(H)ψ2 =


ψ, Hψ
ψ2
for a family of trial wave functions (see also homework problem 54). Clearly, the Rayleigh
quotient is bounded from below by E0 for otherwise, E0 is not the infimum of the spectrum.
Proposition 9.3.8 (The Rayleigh-Ritz principle) Let H with a densely defined, selfadjoint
operator which is bounded from below, i. e. there exists c ∈ R such that H ≥ c. Then
infσ(H)≤


ψ, Hψ
ψ2 (9.3.7)
holds for all ψ ∈H \ {0}.
A rigorous proof of this innocent-looking fact (see e. g. [RS78, Theorem XIII.1]) requires
machinery that is not yet available to us.
A non-obvious fact is that we can also give a lower bound on the ground state energy:
Theorem 9.3.9 (Temple’s inequality, Theorem XIII.5 in [RS78]) Let H be a selfadjoint
operator that is bounded from below with ground state E0 ∈ σp(H), E0 < 0. Suppose in
addition E0 < E1 where E1 is either the second eigenvalue (in case more eigenvalues exist)
or the bottom of the essential spectrum. Then for µ ∈ (E0, E1) and ψ with
ψ = 1 and

ψ, Hψ

< µ, Temple’s inequality holds:
E0 ≥ 
ψ, Hψ− ¬ψ, H2ψ¶− 
ψ, Hψ2
µ− 
ψ, Hψ = 
ψ, Hψ− Varψ(H)µ− 
ψ, Hψ
Temple’s inequality gives an energy window for the ground state energy: if ψ is close to
the ground state wave function, then the right-hand side is also close to E0. On the other
hand, one needs to know a lower bound on the second eigenvalue E1.
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Proof By assumption, E0 is an isolated eigenvalue of finite multiplicity (otherwise E0 =
E1 = En for all n ∈ N), and thus the operator (H − E0)(H − µ) ≥ 0 is non-negative:
the product is = 0 if applied to the ground state and > 0 otherwise because µ < E1.
Consequently, 

ψ, (H − E˜1)Hψ≥ E0 
ψ, (H −µ)ψ (9.3.8)
holds which, combined with the hypothesis


ψ, (H −µ)ψ< 0, yields
E0 ≥
µ


ψ, Hψ
− ¬ψ, H2ψ¶
µ− 
ψ, Hψ . 
What about other bound states below the essential spectrum (the ionization threshold)?
Usually, we do not know whether and how many eigenvalues exist. Nevertheless, we can
define a sequence of non-decreasing real numbers that coincides with the eigenvalues if
they exist: the Rayleigh quotient suggests to use
E0 := inf
ϕ∈D(H),‖ϕ‖=1


ϕ, Hϕ

as the definition of the ground state energy. Note that even if H does not have eigenvalues,
E0 is still well-defined and yields infσ(H) (use a Weyl sequence). A priori, we do not
know whether a E0 is an eigenvalue, so we do not know whether an eigenvector exists.
However, if E0 is an eigenvalue, then the eigenvector ψ1 to the next eigenvalue E1 (if it
exists) would necessarily have to be orthogonal to ψ0. Then the next eigenvalue satisfies
E1 = sup
ϕ0∈D(H)\{0}
inf
ϕ∈D(H),‖ϕ‖=1
ϕ∈{ϕ0}⊥


ϕ, Hϕ

.
It turns out that this is the good definition even if E0 6∈ σdisc(H) is not an eigenvalue
of finite multiplicity, because then E0 = E1. Quite generally, the candidate for the nth
eigenvalue is
En := sup
ϕ1,...,ϕn∈D(H)〈ϕ j ,ϕk〉=δ jk
inf
ϕ∈D(H),‖ϕ‖=1
ϕ∈{ϕ1,...,ϕn}⊥


ϕ, Hϕ

.
Thus, we obtain a sequence of non-decreasing real numbers
E0 ≤ E1 ≤ E2 ≤ . . .
which – if they exist – are the eigenvalues repeated according to their multiplicities. One
can show rigorously that if En = En+1 = En+2 = . . ., then En = infσess(H) is the bot-
tom of the essential spectrum. Otherwise, the En < infσess(H) are eigenvalues of finite
multiplicity. In that case, there are at most n eigenvalues below the essential spectrum.
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One may object that quite generally, it is impossible to evaluate En. Here is where the
min-max principle comes into play: assume we have chosen n trial wave functions. Then
this family of trial wave functions is a good candidate for the first few eigenfunctions if
the eigenvalues λ j of the matrix h :=


ϕ j , Hϕk

0≤ j,k≤n−1 (ordered by size) are close to
the E j .
Theorem 9.3.10 (The min-max principle) Suppose H is a selfadjoint operator on the Hilbert
spaceH with domainD(H). Moreover, assume H is bounded from below. Let ϕ0, . . . ,ϕn−1	⊂
D(H) be an orthonormal system of n functions and consider the n× n matrix
h :=


ϕ j , Hϕk

0≤ j,k≤n−1
with eigenvalues λ0 ≤ λ1 ≤ . . .≤ λn−1. Then we have that2014.02.27
E j ≤ λ j ∀ j = 0, . . . , n− 1.
Proof We proceed by induction over k (which enumerates the eigenvalues of h): denote
the normalized eigenvector to the lowest eigenvalue λ0 with v0 =
 
v0,0, . . . v0,n−1

. Then
the normalized vector χ0 :=
∑n−1
j=0 v0, j ϕ j satisfies
λ0 =


v0, hv0

Cn =


χ0, Hχ0
≥ E0
by the Rayleigh-Ritz principle.
Now assume we have shown that El ≤ λl holds for all l = 0, . . . , k ≤ n− 2. Clearly,
the eigenvectors v0, . . . , vk to h, and the space spanned by the corresponding normalized
χl =
∑n−1
j=0 vl, j ϕ j is k+ 1-dimensional. Hence, for any
χ =
n−1∑
j=0
w j χ j ∈χ0, . . . ,χk	⊥
with coefficients w ∈ {v0, . . . , vk}⊥ we obtain
〈w, hw〉= 
χ, Hχ≥ Ek+1
because χ is orthogonal to a k+ 1-dimensional subspace of D(H). The left-hand side can
be minimized by setting w = vk+1, the eigenvector to λk+1, and thus, Ek+1 ≤ λk+1. This
concludes the proof. 
One can use the min-max principle to make the following intuition rigorous: Assume one
is given an operator H(V ) =−∆x + V whose potential vanishes sufficiently rapidly at∞,
and one knows that H(V ) has a certain number of eigenvalues {E j(V )} j∈I , I ⊆ N0. The
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decay conditions on V ensure σess
 
H(V )

= [0,+∞). Then if W ≤ V is a second potential
of the same type, the min-max principle implies
E j(W )≤ E j(V ).
In particular, H(W ) has at least as many eigenvalues as H(V ). This fact combined with
Theorem 9.3.7 immediately yields
Corollary 9.3.11 Suppose we are in the setting of Theorem 9.3.7. Then for all λ > 0 the
Schrödinger operator H =−∂ 2x +λV has at least one eigenvalue E0 < 0.
9.4 Magnetic fields
Classically, there are two ways to include magnetic fields (cf. Chapter 3.5): either by
minimal substitution p 7→ p− A(x) which involves the magnetic vector potential A or one
modifies the symplectic form to include the magnetic field B = ∇x × A. Note that the
physical observable is the magnetic field rather than the vector potential, because there
are many vector potentials which represent the same magnetic field. For instance, if A is
a vector potential to the magnetic field B = ∇x × A, then also A′ = A+∇xφ is another
vector potential to B, because ∇x ×∇xφ = 0. The scalar function φ generates a gauge
transformation.
In contrast, one always needs to choose a vector potential in quantum mechanics,
and the hamiltonian for a non-relativistic particle subjected to an electromagnetic field
(E, B) =
 −∇x V,∇x × A is obtained by minimal substitution as well,
HA =
 −i∇x − A2 + V. (9.4.1)
What happens if we choose an equivalent gauge A′ = A+∇xφ? It turns out that HA and
HA+∇xφ are unitarily equivalent operators, and the unitary which connects the two is e−iφ ,
e+iφ HA e−iφ = HA+∇xφ
Using the lingo of Chapter 9.2.5, e−iφ is a unitary that connects two different representa-
tions. This has several very important ramifications. The spectrum σ(HA), for instance,
only depends on the magnetic field B = ∇x × A because unitarily equivalent operators
necessarily have the same spectrum. Moreover, the gauge freedom is essential to solving
problems, because some gauges are nicer to work with than others. One such condition is
∇x · A= 0, known as Coulomb gauge. 2014.03.04
The natural domain of these operators are
159
9 Quantum mechanics
Definition 9.4.1 (Magnetic Sobolev spaces HmA (Rd)) Suppose A ∈ C1(Rd ,Rd). Then we
define the magnetic Sobolev space of order m to be
HmA (Rd) :=

ψ ∈ L2(Rd) | ψHmA <∞	 (9.4.2)
where the mth magnetic Sobolev norm isψ2HmA := ∑|γ|≤m
 −i∇x − Aγψ2L2 . (9.4.3)
For A= 0, we abbreviate the (ordinary) Sobolev space with Hm(Rd) := HmA=0(Rd).
The definition just means we are looking at those ψ ∈ L2(Rd) whose weak derivatives of
up to mth order are all in L2(Rd).6 One can see that Sobolev spaces are complete and can
be equipped with a scalar product (see e. g. [LL01, Theorem 7.3] for the case m = 1 and
A= 0).
Magnetic fields have the property that they induce oscillations, and these induced oscil-
lations, in turn, increase the kinetic energy. The diamagnetic inequality makes this intuition
rigorous:
Theorem 9.4.2 (Diamagnetic inequality) Let A : Rd −→ Rd be in C1(Rd ,Rd) and ψ be
in H1A(Rd). Then
ψ, the absolute value of ψ, is in H1(Rd) and the diamagnetic inequality,∇x ψ (x)≤  −i∇x − A(x)ψ(x), (9.4.4)
holds pointwise for almost all x ∈ Rd .
Proof Since ψ ∈ L2(Rd) and each component of A is in C1(Rd ,Rd) ⊂ L2loc(Rd ,Rd), the
distributional gradient of ψ is in L1loc(Rd). The distributional derivative of the absolute
value can be computed explicitly,
∂x j
ψ (x) =
Re

ψ(x)|ψ(x)| ∂x jψ(x)

ψ(x) 6= 0
0 ψ(x) = 0
, (9.4.5)
and the right-hand side is again a function in L1loc(Rd). Given that A and
ψ are real,
Re
 
ψ(x)ψ(x) iA j(x)ψ(x)
!
= Re
 
iA j(x)
ψ(x)= 0,
6The weak derivative is well-defined, because we can view L2(Rd ) as a subspace of the tempered distributions
S ′(Rd ).
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and we can add this term to equation (9.4.5) free of charge to obtain
∂x j
ψ (x) =
Re

ψ(x)|ψ(x)|
 
∂x j + iA j(x)

ψ(x)

ψ(x) 6= 0
0 ψ(x) = 0
.
The diamagnetic inequality now follows from
Re z ≤ |z|, z ∈ C. The left-hand side of
(9.4.4) is in L2(Rd) since the right-hand side is by assumption on ψ. 
The simplest example of a magnetic Hamilton operator HA = (−i∇x − A)2 is the so-called
Landau hamiltonian where d = 2, B is constant and V = 0. For instance, one can choose
the symmetric gauge
A(x) =
B
2
−x2
+x1

(9.4.6)
or the Landau gauge
A(x) = B
−x2
0

. (9.4.7)
The spectrum of σ(HA) = {2n+ 1 | n ∈ N0} = σess(HA) are the Landau levels, a collection
of infinitely degenerate eigenvalues accumulating at +∞. Physically, the origin for this
massive degeneracy is translation-covariance: if I have a bound state ψ0, then ψ0(· − x0)
is an eigenvector to a possibly gauge-transformed hamiltonian HA+∇xφ . From a classical
perspective, the existence of bound states as well as translational symmetry are also clear:
a constant magnetic field traps a particle in a circular orbit, and the analog of this classical
bound state is a quantum bound state, an eigenvector.
9.5 Bosons vs. fermions
The extension of single-particle quantum mechanics to multi-particle quantum mechanics
is highly non-trivial. To clarify the presentation, let us focus on two identical particles
moving in Rd . Two options are arise: either the compound wave function Ψ is a function
on Rd , i. e. it acts like a density, or it is a function of Rd×Rd where each set of coordinates
x = (x1, x2) is associated to one particle. It turns out that wave functions depend on RNd
where N is the number of particles.
However, that is not all, there is an added complication: classically, we can label
identical particles by tracking their trajectory. This is impossible in the quantum frame-
work, because the uncertainty principle forbids any such tracking procedure. Given that
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Ψ(x1, x2)2 is a physical observable, the inability to distinguish particles impliesΨ(x1, x2)2 = Ψ(x2, x1)2,
and hence, Ψ(x1, x2) = e+iθ Ψ(x2, x1). However, given that exchanging variables twice
must give the same wave function, the only two admissible phase factors are e+iθ =±1.
Particles for which Ψ(x1, x2) = Ψ(x2, x1) holds are boson (integer spin) while those
for which Ψ(x1, x2) = −Ψ(x2, x1) are fermions (half-integer spin). Examples are bosonic
photons and fermionic electrons. This innocent looking fact has very, very strong con-
sequences on the physical and mathematical properties of quantum systems. The most
immediate implication is Pauli’s exclusion principle for fermions,
Ψ(x , x) = 0,
a fact that is colloquially summarized by saying that bosons are social (because they like
to bunch together) while sociophobic fermions tend to avoid one another.
To make this more rigorous, let us consider the splitting
L2(Rd ×Rd)∼= L2s (Rd ×Rd)⊕ L2as(Rd ×Rd)
into symmetric and antisymmetric part induced via f = fs + fas where
fs(x1, x2) :=
1
2
 
f (x1, x2) + f (x2, x1)

,
fas(x1, x2) :=
1
2
 
f (x1, x2)− f (x2, x1).
Then one can proceed and restrict the two-particle Schrödinger operator
H =
∑
j=1,2
 −∆x j + V (x j)
to either the bosonic space L2s (Rd × Rd). The kinetic energy −
∑
j=1,2∆x j preserves the
(anti-)symmetry, e. g. in the antisymmetric (fermionic case) it defines a bounded linear
map
H : L2as(Rd ×Rd)∩H2(Rd ×Rd)−→ L2as(Rd ×Rd).
9.6 Perturbation theory
One last, but important remark concerns perturbation theory. Almost none of the systems
one encounters in “real life” has a closed-form solution, so it is immediate to study per-
turbations of known systems first. The physics literature usually contents itself studying
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approximations of eigenvalues of the hamiltonian, but the more fundamental question is
what happens to the dynamics? In other words, does H1 ≈ H2 imply e−itH1 ≈ e−itH2 . The
answer is yes and uses a very, very nifty trick, the Duhamel formula. The idea is to write
the difference
e−itH1 − e−itH2 =
∫ t
0
ds
d
ds

e−isH1 e−i(t−s)H2

=−i
∫ t
0
ds e−isH1
 
H1 −H2e−i(t−s)H2 (9.6.1)
as the integral of a total derivative. So if we assume H2 = H1 + "W , then one has to
estimate
e−isH1
 
H1 −H2e−i(t−s)H2 = " e−isH1 W e−i(t−s)H2 =O(").
Note that this holds for all times, because quantum mechanics is a linear theory. Other-
wise, we would have to use the Grönwall Lemma 2.2.6 that places restrictions on the time
scale for which ψ1(t) = e−itH1ψ and ψ2(t) = e−itH2ψ remain close.
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Chapter 10
Variational calculus
Functionals E : Ω ⊆ X −→ C are maps from a subset Ω of a Banach space X over the
field C (or R) to C (or R). In case X is finite-dimensional, a functional is just a function
Cn −→ C, and so the cases we are really interested in are when X is infinite-dimensional.
Functionals arise very often in physics as a way to formulate certain fundamental princi-
ples (e. g. energy, action and the like); their analysis often produces linear and non-linear
PDEs which are interesting in their own right. For instance, the energy functional
E(ψ) :=
∫
Rd
dx
ψ(x)2−1 ∫
Rd
dx
∇xψ(x)2 + V (x) ψ(x)2 (10.0.1)
associated to the Schrödinger operator H =−∆x+V can be seen as a map H1(Rd) 3ψ 7→
E(ψ) ∈ R. Here, H1(Rd) is the first Sobolev space, cf. Definition 9.4.1. Let us assume H
is selfadjoint, bounded from below and has a ground state ψ0. Then if we minimize E
under the constraint
ψ = 1, the functional has a global minimum at ψ0. Alternatively,
we can view it as the minimizer of the Rayleigh-Ritz quotient.
So let us perturb the Rayleigh-Ritz quotient in the vicinity of the minimizer ψ0, i. e. we
define
F(s) := E(ψ0 + sϕ)≥ F(0) = E(ϕ0)
where ϕ ∈ H1(Rd) is arbitrary, but fixed. One can express denominator and numerator
explicitly as quadratic polynomials in s, and one finds
d
ds
F(0) = 2‖ψ0‖−2 Re 
ϕ, −∆x + V − E0ψ0= 0,
i. e. F has a global minimum at 0 independently of the choice of function ϕ. Put more
succinctly: if it exists, the minimizer ψ0 of the Rayleigh-Ritz quotient is the eigenfunction
of the Schrödinger operator H =−∆x + V at E0 = infσ(H).
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The energy functional only serves as an amuse gueule. Among other things, it sug-
gests that one can ask the same questions for functionals that one can asks for (ordinary)
functions:
(1) Existence of local and global extrema, convexity properties and the existence of ex-
trema under constraints.
(2) One can study ODEs where the vector field is connected to derivatives of a functional;
in the simplest case, we want to look at gradient flows. The same fundamental ques-
tions arise: Where are the fixed points? Are these fixed points stable or unstable?
10.1 Extremals of functionals
Given that functionals are just functions on infinite-dimensional spaces, it is not surprising
that the same type of questions are raised as with ordinary functions: continuity, differen-
tiability, existence of local and global extrema. As one can guess, a rigorous treatment of
functionals is a lot more technical.
10.1.1 The Gâteaux derivative
Apart from continuity, the most fundamental property a function has is that of differentia-
bility. On functionals, the starting point is the directional derivative which then gives rise
to the Gâteaux derivative. Similar to functions on Rn vs. functions on Cn, we start with
the real case first and postpone the discussion of complex derivatives to Chapter 10.1.6.
Definition 10.1.1 (Gâteaux derivative) Let E : Ω ⊂ X −→ R a continuous linear func-
tional defined on an open subset Ω of the real Banach space X . Then the Gâteaux derivative
dE(ψ) at ψ ∈ Ω is defined as the linear functional on X for which
dE(ψ)ϕ := d
ds
E ψ+ sϕ
s=0
(10.1.1)
holds for all ϕ ∈ X . If the Gâteaux derivative exists for all ψ ∈ Ω, we say E is C1.
Higher derivatives are multilinear forms which are defined iteratively.
10.1.2 Extremal points and the Euler-Lagrange equations
Critical points are thoseψ∗ ∈ X for which the Gâteaux derivative dE(ψ∗) = 0 vanishes. To
illustrate the connection between PDEs and critical points, let us consider the functional
E(u) :=
∫
Rd
dx

1
2
∇xu2 + u f 
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where f : Rd −→ R is some fixed function and u ∈ C∞c (Rd) ⊂ H1(Rd ,R). A quick compu-
tation yields the Gâteaux derivative, and if we set the right-hand side of
dE(u)v =
∫
Rd
dx
 ∇xu · ∇x v+ f v
=
∫
Rd
dx
 −∆xu+ f  v != 0 (10.1.2)
to zero for all v ∈ H1(Rd ,R), we obtain the condition for a local extremum: u is a critical
point if and only if u satisfies the Poisson equation
−∆xu+ f = 0. (10.1.3)
Depending on the context, we call either (10.1.2) or (10.1.3) the Euler-Lagrange equation
to E . So if X is comprised of functions, then the search for critical points is equivalent to
solving a linear or non-linear PDE. 2014.03.06
10.1.3 Functionals on submanifolds
Very often the functional is defined on a subset Ω ⊂ X which lacks a linear structure
(e. g. Lagrangian mechanics below) so that E(ψ + sϕ) need not make sense, because
ψ+ sϕ 6∈ Ω.
Instead, one has to replace the simple linear combination ψ+ sϕ with differentiable
paths (−δ,+δ) 3 s 7→ ψs ∈ Ω. Then a tangent vector ξ at ψ is an equivalence class of
paths so that ψ0 = ψ and
d
ds
ψs

s=0 = ξ; the tangent space TψΩ is then the vector space
spanned by these tangent vectors. Hence, we proceed as in Definition 10.1.1 and set
dE(ψ)ξ := d
ds
E(ψs)

s=0
.
Clearly, dE(ψ) ∈  TψΩ′ is an element of the dual space since it maps a tangent vector
onto a scalar (cf. Definition 4.3.3 of the dual space). In general, this is just an abstract
vector space, but here we can identify TψΩ with a subvector space of X . For a detailed
description of the mathematical structures (manifolds and tangent bundles), we refer to
[MR99, Chapter 4.1].
10.1.4 Lagrangian mechanics
One extremely important example where the variation takes place over a non-linear space
is that of classical mechanics. Here we start with the space of paths
D(x0, x1) :=
n
q : [0, T]−→ X  q ∈ C2 [0, T],X, q(0) = x0, q(T ) = x1o (10.1.4)
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which join x0 and x1 in the Banach space X ; initially, let us concentrate on the case X =
Rd but more general choices are also admissible. As we will see later on, the choices of
x0, x1 and T are completely irrelevant, the Euler-Lagrange equations will be independent
of them.
The idea is to derive classical equations of motion from the Euler-Langrange equations of
the action functional
S(q) :=
∫ T
0
dt L
 
q(t), q˙(t)

(10.1.5)
where L ∈ C2 Rd × Rd is the Lagrange function; L(x , v) depends on position x and
velocity v (as opposed to momentum). Physicists call this principle of stationary action.
We exploit the linear structure of X = Rd and propose that we can canonically identify
the tangent space TqD(x0, x1) with D(0,0): if h ∈ D(0, 0), then by definition q + sh ∈
D(x0, x1) is a path which joins x0 and x1 for all s ∈ R with tangent vector h. The Euler-
Lagrange equations can now be derived easily: by definition dS(q) = 0 means dS(q)h= 0
holds for all h ∈D(0, 0), and we compute
dS(q)h=
d
ds
S(q+ sh)

s=0
=
∫ T
0
dt
d
ds
L

q(t) + sh(t) , q˙(t) + sh˙(t)

s=0
=
∫ T
0
dt

∇x L q(t), q˙(t) · h(t) +∇v L q(t), q˙(t) · h˙(t)
=
∫ T
0
dt

∇x L q(t), q˙(t)− ddt∇v L q(t), q˙(t)

· h(t). (10.1.6)
Note that the boundary terms vanish, because h(0) = 0 = h(T ). Clearly, the Euler-
Lagrange equations
∇x L q(t), q˙(t)− ddt∇v L q(t), q˙(t)= 0 (10.1.7)
are independent of x0, x1 and T – as promised. Moreover, the linear nature of X = Rd is
not crucial in the derivation, but a rigorous definition is more intricate in the case where
X is a manifold (cf. [MR99, Chapter 7]).
10.1.4.1 Classical mechanics on Rd
The standard example for a Lagrangian is L(x , v) = m
2
v2 − U(x) where U is the potential
(we use U rather than V to avoid the ambiguity between the velocity v and the potential
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V ). A simple computation yields
0=∇x L q(t), q˙(t)− ddt∇v L q(t), q˙(t)
=−∇x U q(t)−mq¨(t)
or mq¨ =−∇x U . This second-order equation can be reduced to a first-order ODE by setting
q˙ = v, and one obtains
d
dt

q
v

=

v
−m−1∇x U

.
Glancing back at the beginning of Chapter 3, we guess the simple change of variables
p := mv and recover Hamilton’s equations of motion (3.0.2). In fact, this innocent change
of variables is an instance of a much deeper fact, namely that momentum can be defined
as
p :=∇v L.
10.1.4.2 Derivation of Maxwell’s equations
The idea to derive the dynamical equations of a physical theory as a critical point from
an action functional is extremely successful; almost any physical theory (e. g. general
relativity, quantum electrodynamics and fluid dynamics) can be derived in this formalism,
and hence, a better understanding of functionals gives one access to a richly stocked
toolbox. Moreover, they yield equations of motion in situations where one wants to couple
degrees of freedom of a different nature (e. g. fluid dynamics and electrodynamics).
To illustrate this, we will derive the vacuum Maxwell equations (cf. Chapter 5.5 for
" = 1= µ). It all starts with a clever choice of Lagrange function, in this case
L
 
t, A,φ,α,ϕ

=
∫
R3
dx L
 
t , A(x) , φ(x) , α(x) , ϕ(x)

=
∫
R3
dx

1
2
−α(x)−∇xφ(x)2 − 12 ∇x × A(x)2+
+ j(t, x) · A(x)−ρ(t, x)φ(x)

where A is the vector potential, φ the scalar potential, j the current density and ρ the
charge density. Because of charge conservation
∇x · j+ ∂tρ = 0, (10.1.8)
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current and charge density are linked. The potentials are linked to the electromagnetic
field via
E=−∂tA−∇xφ,
B=∇x × A.
Given that L is defined in terms of a quadratic polynomial in the fields, we can easily
deduce the equations of motion from the action functional
S(A,φ) =
∫ T
0
dt L
 
A(t),φ(t),∂tA(t),∂tφ(t)

(10.1.9)
where (A,φ) is a path in the space of potentials. Physicists usually use δ to denote (what
they call) “functional differentiation”, and the Euler-Langrange equations (10.1.7) are
expressed as
d
dt
δL
δφ˙
− δL
δφ
= 0, (10.1.10a)
d
dt
δL
δA˙
− δL
δA
= 0. (10.1.10b)
These can be computed by pretending that the integrand is just a polynomial in A, ∂tA,
φ and ∂tφ. We postpone a proper derivation until after the discussion of these two
equations.2014.03.12
The Lagrange density L is independent of φ˙ = ∂tφ so that partial integration yields
Gauß’s law (charges are the sources of electric fields),
∇x ·  −∂tA−∇xφ=∇x · E= ρ. (10.1.11)
This equation acts as a constraint and is not a dynamical equation of motion. Note that
since B=∇x×A is the curl of a vector field, it is automatically divergence-free,∇x ·B= 0.
This takes care of the two constraints, equations (5.5.2) for " = 1= µ.
Equation (10.1.10b) yields both of the dynamical Maxwell equations, starting with
−∂ 2t A−∇x∂tφ = ∂tE=∇x ×∇xA− j =∇x ×B− j. (10.1.12)
To obtain the other dynamical Maxwell equation, we derive B = ∇x × A with respect to
time and use ∇x ×∇xφ = 0:
∂tB=∇x × ∂tA=−∇x ×  −∂tA−∇xφ
=−∇x × E
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Hence, we obtain the usual Maxwell equations after introducing a pair of new variables,
the electric field E and the magnetic field B. These fields are independent of the choice of
gauge, but more on that below.
Solutions to the Maxwell equations are stationary points of the action functional (10.1.9),
and a proper derivation involves computing the functional derivative: 
S(A,φ)

(a,ϕ) =
d
ds
S
 
A+ sa , φ + sϕ

s=0
=
∫ T
0
dt
∫
R3
dx
d
ds

1
2
−∂tA−∇xφ − s ∂t a− s∇xϕ2+
−1
2
∇x × A+ s∇x × a2+
+ j · A−ρφ + s j · a− sρϕ

s=0
=
∫ T
0
dt
∫
R3
dx
 −∂tA−∇xφ ·  −∂t a−∇xϕ+
− ∇x × A ·  ∇x × a+ j · a−ρϕ
=
∫ T
0
dt
∫
R3
dx

−∂ 2t A−∇x∂tφ −∇x ×∇x × A+ j

· a+
+

∇x ·  −∂tA−∇xφ−ρϕ
Setting dS(A,φ) = 0 yields equations (10.1.12) and (10.1.11).
Eliminating the constraints The presence of the constraint equations
∇x · E= ρ
∇x ·B= 0
means we can in fact eliminate some variables. The idea is to decompose the electromag-
netic fields
E= E‖ + E⊥,
B= B‖ +B⊥
into longitudinal (‖) and transversal (⊥) component. Transversal fields are those for
which ∇x · E⊥ = 0 holds while the longitudinal component is simply the remainder E‖ =
E− E⊥ = ∇xχ which can always be written as a gradient of some function; on R3 this
Helmholtz decomposition of fields is unique.
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Theorem 10.1.2 (Helmholtz-Hodge-Weyl-Leeray decomposition) The Hilbert space
L2(R3,C3) = J ⊕ G
decomposes into the orthogonal subspaces
J := ker div= rancurl (10.1.13)
and
G := ran grad= ker curl. (10.1.14)
In other words, any vector field E = E‖ + E⊥ can be uniquely decomposed into E‖ ∈ G and
E⊥ ∈ J.
Proof (Sketch) We will disregard most technical questions and content ourselves show-
ing orthogonality of the subspaces and J ∩ G = {0}. Note that since C∞c (R3,C3) is dense
in L2(R3,C3), it suffices to work with vectors from that dense subspace. The proof of
equation (10.1.14) can be found in [Tem01, Chapter I, Theorem 1.4, equation (1.34)];
equation (10.1.14) is shown in [Tem01, Chapter I, Theorem 1.4, equation (1.33) and
Remark 1.5] and [Pic98, Theorem 1.1].
Let us start with orthogonality: Pick φ = ∇xϕ ∈ G ∩ C∞c (R3,C3) where ϕ ∈ C∞c (R3)
and ψ ∈ J = ker div. Then partial integration yields

ψ,φ

=


ψ,∇xϕ= 
∇x ·ψ,ϕ= 0,
meaning that the vectors are necessarily orthogonal.
It is crucial here that the space of harmonic vector fields
Har(R3,R3) := ker div∩ ker curl= J ∩ G = {0}
is trivial, because by
∇x ×∇x ×φ =∇x ∇x ·φ−∆xφ
the subvector space consists of functions which component-wise satisfy ∆xφ = 0. But on
C∞c (R3,R3) and L2(R3,R3), this equation has no non-trivial solution. 
On bounded subsets of R3, there are harmonic vector fields because then at least the
constant function is square integrable. Then the Helmholtz splitting is more subtle.
Clearly, by definition B‖ = 0 and ∇x · E = ∇x · E‖ = ρ. Moreover, ∇x × E = ∇x × E⊥
holds so that we obtain
B‖(t) = 0,
∇x · E‖(t) = ρ(t).
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Note that the last equation can be solved with the help of the Fourier transform.
The two dynamical contributions now only involve the transversal components of the
fields,
∂tE⊥ =∇x ×B⊥ − j,
∂tB⊥ =−∇x × E⊥.
Emergence of E and B One may wonder what motivates one to set E=−∂tA−∇xφ and
B=∇x × A. Let us re-examine the Euler-Lagrange equation for the second variable,
−∂ 2t A−∇x∂tφ =∇x ×∇xA− j.
The left-hand side involves second-order time-derivatives, and if we want to write it as
first-order equation, we can introduce the new variable E=−∂tA−∇xφ to obtain
d
dt

A
E

=
−E−∇xφ∇x × A

.
Gauge symmetry The constraint equation (10.1.11) is related to a continuous symmetry
and leads to a conserved quantity. The relation between the two, a continuous symme-
try and a conserved quantity, is made precise by Noether’s theorem (cf. [MR99, Theo-
rem 11.4.1]). Here, the gauge symmetry of the action functional leads to (10.1.11): if
χ : R×R3 −→ R is a smooth function depending on time and space, then a quick compu-
tation shows
S
 
A,φ

= S
 
A+∇xχ , φ − ∂tχ
holds because the extra terms in the first two terms cancel exactly while those in the last
two cancel because of charge conservation (10.1.8).
10.1.5 Constraints
Two of the four Maxwell equations describe constraints, and we have seen how to fac-
tor out the constraints in the dynamical equations by splitting E and B into longitudinal
and transversal components. This represents one way to deal with constraints, one intro-
duces a suitable parametrization (coordinates) to factor them out. Unfortunately, this is
often non-obvious and practically impossible. But fortunately, one can apply a well-known
technique if one wants to find extrema for functions on subsets of Rd under constraints,
Lagrange multipliers.
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For simplicity, let us reconsider the case of functions on Rd . There, the idea of Lagrange
multipliers is very simple: assume one wants to find the extrema of f : Rd −→ R under
the constraints
g(x) =
 
g1(x), . . . , gn(x)

= 0 ∈ Rn.
Then this problem is equivalent to finding the (ordinary) extrema of the function
F : Rd ×Rn −→ R, F(x ,λ) := f (x) +λ · g(x)
and the condition for the extrema,
∇x f (x) +λ∇x g(x) = 0,
g(x) = 0,
shows how the recipe of using Lagrange multipliers works behind the scenes. There is
also a simple visualization in case n = 1: setting ∇x f (x) +λ∇x g(x) = 0 means ∇x f (x)
and∇x g(x) are parallel to one another. Assume, for instance, that x0 is a local maximum,
but that ∇x f (x0) and ∇x g(x0) are not parallel. First of, ∇x g(x) is always normal to the
surface defined by g(x) = 0, and we can split ∇x f (x0) = v‖+ v⊥ where v‖ ‖ ∇x g(x0) and
v⊥ is orthogonal. Then v⊥ 6= 0 means we can increase the value of f (x) along g(x) = 0
by going in the direction of v⊥, because
v⊥ · ∂v⊥ f (x0) = v2⊥ > 0.
The argument for a local minimum is analogous, one simply has to walk in the direction
opposite of v⊥ to lower f (x). Put another way, tangential to the surface, all components
of∇x f (x) need to vanish, but along the surface normal∇x f (x) need not be zero. But it is
prohibited to travel along this direction, because one would leave the surface {g(x) = 0}.
To go back to the realm of functionals, we merely need to translate all these ideas
properly: consider a functional E : Ω⊆ X −→ R restricted to
U :=

x ∈ Ω | J (x) = 0	
described by the constraint functional J .
Theorem 10.1.3 Let E and J both be C1 functionals and assume x0 ∈ U is a critical point
of E |U . Then there exists λ ∈ R such that
dE(x0) +λdJ (x0) = 0.
Proof Let xs be a differentiable path in U for the tangent vector ξ = ∂t xs|s=0, i. e. it is
a differentiable path in Ω such that J(xs) = 0. Then J(xs) = 0 implies automatically
dJ(x0)ξ= 0 for all such paths, i. e. ξ ∈ kerdJ(x0) (“dJ(x) is normal to J(x) = 0”).
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The fact that x0 is a critical points of E in U means
dE(x0)ξ=
d
ds
E(xs)

s=0
= 0,
meaning ξ ∈ ker J(x0) at critical points implies ξ ∈ kerdE(x0) (“dE(x0) and dJ (x0) are
parallel”). 
The proof once again states that in the tangential direction to U , one needs to have
dE(x0) = 0 while in the normal direction, dE(x0) 6= 0 is permissible because it is not
possible to travel in this direction as one would leave the “surface” U = {J(x) = 0}. 2014.03.13
Example Assume we would like to find the equations of motions of a particle of mass 1
moving on the surface of the sphere S2 ⊂ R3 with radius 1. Then the Lagrange function
describing this motion is just the free Lagrange function in R3, namely L(x , v) = 1
2
v2. The
constraint functional is described in terms of the function J(x , v) = 1
4
 
x2 − 12,
J (q) :=
∫ T
0
dt J
 
q(t), q˙(t)

.
Paths on the sphere satisfy J (q) = 0. Equation (10.1.6) now yields a very efficient way to
compute dS+λdJ , namely for any path q on the surface of the sphere, we obtain
 
dS+λdJ h= ∫ T
0
dt

∇x L+λJ  q(t), q˙(t)− ddt∇v L+λJ  q(t), q˙(t)

· h(t)
=
∫ T
0
dt
 −q¨(t) +λ (q(t)2 − 1)q(t) · h(t).
By construction, h(t) is tangent to the sphere at q(t), i. e. h(t) needs to be perpendicular
to q(t), and thus the second term vanishes (the term also vanishes because q(t)2 = 1,
but the other argument still holds true if we change the constraint function). In fact, q(t)
is always normal to the tangent plane, and thus saying that q¨(t) is perpendicular to the
plane really means
q¨(t) = λ(t)q(t). (10.1.15)
Writing this equation as a first-order equation, we introduce the variable v(t) := q˙(t)
which by definition is tangent to S2 at q(t). Because we are in three dimensions, there
exists a unique vector ω(t) with ω(t) · q(t) = 0 (ω(t) must lie in the tangent plane),
ω(t) · q˙(t) = 0 and
q˙(t) =ω(t)× q(t),
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because ω(t) is the vector which completes {q(t), q˙(t)} to an orthogonal basis of R3 and
is proportional to q(t)× q˙(t). In fact, the above equation implies ω(t) = q(t)× q˙(t) since
q(t)× q˙(t) = q(t)×  ω(t)× q(t)= q(t)2︸ ︷︷ ︸
=1
ω(t)− q(t) ·ω(t)︸ ︷︷ ︸
=0
q(t) =ω(t).
Deriving the left-hand side with respect to time yields an equation of motion for ω,
d
dt
ω(t) =
d
dt
 
q(t)× q˙(t)= q˙(t)× q˙(t) + q(t)× q¨(t) = q(t)× q¨(t),
and with the help equation (10.1.15), we deduce d
dt
ω(t) = 0. That means ω = ω(0) =
ω(t) = q(0)× q˙(0) is constant in time and the equations of motion reduce to
q˙(t) =ω× q(t).
We have solved these equation numerous times in the course, the solutions are rotations
around the axis along ω with angular velocity |ω|, just as expected.
10.1.6 Complex derivatives
To frame the discussion, we will quickly recap why complex derivatives of functions are
fundamentally different from real derivatives. In what follows let us denote complex
numbers with z = zRe + izIm ∈ C where zRe , zIm ∈ R are real and imaginary part. We also
split any function f : C −→ C into real and imaginary part as f = fRe + i fIm where now
fRe , fIm : C −→ R. The identification of C ∼= R2 via z 7→ ~z :=  zRe , zIm allows us to think
of
∂z f (z0) = limz→z0
f (z)− f (z0)
z− z0 (10.1.16)
as a limit in R2. As we are in more than one (real) dimension, the above equation im-
plicitly assumes that the limit is independent of the path taken as z → z0. To simplify the
notation a little, we will assume without loss of generality that z0 = 0 and f (0) = 0. Then
the existence of the limit (10.1.16) implies that
∂z f (0) = limzRe→0
fRe (zRe ) + i fIm (zRe )
zRe
= ∂zRe f (0)
= lim
zIm→0
fIm (izIm ) + i fIm (izIm )
izIm
=−i∂zIm f (0)
= 1
2
 
∂zRe − i∂zIm

f (0)
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are in fact equal. Thus, equating real and imaginary part, we immediately get the Cauchy-
Riemann equations,
∂zRe fRe (0) = +∂zIm fIm (0), (10.1.17a)
∂zIm fRe (0) =−∂zRe fIm (0). (10.1.17b)
This reasoning shows that complex differentiability of f (i. e. the limit in (10.1.16) exists)
implies (10.1.17). In fact, these two are equivalent, a function is complex differentiable
or holomorphic if and only if
∂z¯ f (z) =
1
2
 
∂zRe + i∂zIm

f (z) = 0.
So let us turn our attention back to functionals. The idea here is the same: we can identify
each complex Banach space X ∼= XR ⊕ iXR as a Banach space over R whose dimension is
twice as large via the identification x 7→ ~x =  Re x , Im x =  xRe , xIm. Hence, we can
associate to any functional E : Ω⊆ X −→ C another functional on XR ⊕ iXR via
ER(~x) = E
 
xRe + ixIm

.
For this functional, we can take (partial) derivatives with respect to xRe and xIm as before
(we are in the setting of functionals over a real Banach space again) as well as define the
gradient ∂~x . Then analogously to derivatives on C, we define the complex partial
∂xE(x) := ∂xRe E(x)− i∂xIm E(x), (10.1.18a)
∂ x¯E(x) := ∂xRe E(x) + i∂xIm E(x). (10.1.18b)
and the complex Gâteaux derivatives
dE(x)≡ dxE(x) := dxRe E(x)− idxIm E(x), (10.1.19a)
d¯E(x)≡ d x¯E(x) := dxRe E(x) + idxIm E(x). (10.1.19b)
Now that derivatives have been extended, let us define the notion of
Definition 10.1.4 (Critical point) Let E : Ω⊆ X −→ C be a C1 functional. Then x0 ∈ Ω is
a critical point if and only if d¯E(x0) = 0.
One way to compute d¯E(x) is to treat x and x¯ as independent functions and compute the
corresponding partial Gâteaux derivative. Note that in case of polynomials,
The reason why we have chosen to take the derivative d¯ instead of d is just a matter of
convention and convenience: in the context of Hilbert spaces, we can write
d¯E(ψ)ϕ = 
ϕ,E ′(ψ)
as a scalar product; the vector E ′(ψ) is defined via the Riesz representation theorem 4.3.5.
If we had used d instead, then E ′(ψ) would appear in the first, the anti-linear argument
of the scalar product.
177
10 Variational calculus
Derivation of the Ginzburg-Landau equations As a simple example, let us derive the
Euler-Lagrange equation for the Ginzburg-Landau energy functional,
EΩ(ψ, A) :=
∫
Ω
dx
 −i∇x − A(x)ψ(x)2 + κ22  |ψ(x)|2 − 12 +  ∇x × A(x)2.
(10.1.20)
It describes the difference in Helmholtz free energy between the ordinary and supercon-
ducting phase of an ordinary superconductor in the bounded region Ω ⊆ R3 which is
subjected to a magnetic field B = ∇x × A. Here, ψ is an order parameter which describes
whether the material is in an ordinary conductor ψ = 0 or the electrons have formed
Cooper pairs which carry a superconducting current (ψ 6= 0).
Admissible states are by definition critical points of the Ginzburg-Landau functional, 
dEΩ(ψ, A)

(ϕ, a) =
d
ds
EΩ
 
ψ+ sϕ , A+ sa

s=0
= 2Re
∫
Ω
dx

a ·

−ψ −i∇x − Aψ+∇x ×∇x × A+
+ϕ
 −i∇x − A2ψ−κ2 1− |ψ|2ψ != 0, (10.1.21)
and leads to the Ginzburg-Landau equations,
∇x ×∇x × A= Re ψ −i∇x − Aψ=: j(ψ, A), (10.1.22a)
0=
 −i∇x − A2ψ−κ2 1− |ψ|2ψ. (10.1.22b)
We could have also obtained these equations by deriving the integrand with respect to ψ.
Clearly, for all A which describe constant magnetic fields B = ∇x × A the normal con-
ducting phase ψ = 0 as well as the perfect superconductor ψ = 1 are solutions, and the
question is for which values of κ and B there are other solutions (mixed phase where
normal and superconducting states coexist). We will continue this example later on in the
chapter.
10.1.7 Second derivatives
When we introduced the Gâteaux derivative for functionals, we have claimed that one can
compute second- and higher-order derivatives in the same fashion. We choose to illustrate
the general principle with the Ginzburg-Landau equations: the Euler-Lagrange equations
can either be understood as the integral expression (10.1.21) or the L2 gradient
E ′Ω(ψ, A) =
  −i∇x − A2ψ−κ2 1− |ψ|2ψ
∇x ×∇x × A−Re ψ −i∇x − Aψ

(10.1.23)
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defined by


(ϕ, a),E ′Ω(ψ, A)

:=
 
dEΩ(ψ, A)

(a,ϕ). The Hessian E ′′Ω of EΩ now is just the
linearization of E ′Ω(ψ), E ′′Ω(ψ, A)(ϕ, a) := ddsE ′Ω ψ+ sϕ , A+ sa

s=0
. (10.1.24)
Equivalently, we could have used the quadratic form


(η,α),E ′′Ω(ψ, A)(ϕ, a)

=
∂ 2
∂ s ∂ t
EΩ
 
ψ+ sϕ+ tη , A+ sa+ tα

s=t=0
as a definition. A somewhat lengthier computation yields an explicit expression, E ′′Ω(ψ, A)(ϕ, a) =
=
 −i∇x − A2ϕ+κ2  2 |ψ|2 − 1ϕ+κ2ψ2ϕ− 2 −i∇x − Aψ · a+ iψ∇x · a ∇x ×∇x + |ψ|2a−Re ϕ  −i∇x − Aψ+ψ −i∇x − Aϕ

,
and the take-away message here is that E ′′Ω(ψ, A) is an R-linear map, and thus, we can use
the tools of functional analysis to probe the properties of the Hessian.
Quite generally, the Hessian of a functional E is just the second-order Gâteaux derivative,


β ,E ′′(ψ)α= ∂ 2
∂ s ∂ t
E ψ+ sα+ tβ
s=t=0
,
which implicitly defines a linear partial differential operator. The properties of the Hessian
characterize the behavior of the fixed point: is it a local maximum, a local minimum or a
saddle point?
In short, we have the following hierarchy: We would like find the critical points of a
given a functional E and characterize them. The critical point equation is then equivalent
to a non-linear PDE whose solutions are the fixed points. The linearization of this PDE at a
critical point yields a linear PDE which serves as the starting point for the stability analysis
of that fixed point. This is exactly what we have done for ODEs in Chapter 2.3: the non-
linear vector field determines the fixed points while its linearization can be used to classify
the fixed point. Hence, functionals generate many interesting linear and non-linear PDEs.
10.2 Key points for a rigorous analysis
Up to now, we have not been very rigorous. A careful reader will have noticed that
even though we have defined a notion of differentiability, we have not defined continuity
which in real analysis precedes differentiability. That was a conscious choice, because the
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question of continuity for functionals turns out to be much more involved. But continuity
is not necessary to define the Gâteaux derivative:
So let us sketch what is involved in a rigorous analysis of functionals. The purpose here
is not to completely cover and overcome all of the difficulties, but to merely point them
out. So let us consider a functional E on Ω ⊆ X , and assume we would like to find a
minimizer, i. e. an element x0 ∈ Ω for which
E(x0) = infx∈ΩE(x),
and whether this minimizer is unique. Clearly, we have to assume that the functional is
bounded from below,
E0 := infx∈ΩE(x),
otherwise such a minimizer cannot exist.
Now let us consider the case where Ω is a closed subset of Rd , i. e. we are looking at
functions (in the ordinary sense) from Rd to R. We split this minimization procedure in 3
steps; this splitting is chosen to
(1) Pick a minimizing sequence {xn}n∈N for which limn→∞ E(xn) = E0. Such a sequence
exists, because E is bounded from below.
(2) Investigate whether {xn}n∈N or at least a subsequence converges. Just imagine if
E has two minima x0 and x ′0. Then the alternating sequence would certainly be a
minimizing sequence which does not converge. Another situation may occur, namely
that the minimizer is located at “∞”: take E(x) = e−x2 on Rd , then no minimizer
exists.
So how do we show that {xn}n∈N has a convergent subsequence? Let us first assume in
addition that E is coercive, i. e. E(x)→∞ if and only if ‖x‖ →∞. In that case, we may
assume that all the elements in the minimizing sequence satisfy E(xn) ≤ E0 + 1 (just
discard all the others). Then since E is coercive, also ‖xn‖ ≤ C holds for some C >
0, and the existence of a convergent subsequence follows from Bolzano-Weierstrass
(every bounded sequence in Rd has a convergent subsequence). For simplicity, we
denote this convergent subsequence by {xn}n∈N.
(3) Then the limit point of this convergent subsequence, x0 = limn→∞ xn is a candidate
for a minimizer. If E is continuous, then by
E0 = limn→∞E(xn) = E

lim
n→∞ xn

= E(x0)
x0 is a minimizer of E .
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Not surprisingly, things are more complicated if X is infinite-dimensional.
(i) First of all, showing that a functional is bounded from below is not as immediate
as in the case of functions. For instance, consider the energy functional (10.0.1)
associated to H =−∆x+V where V is not bounded from below (think of something
like the Coulomb potential). Then it is a priori not clear whether H – and thus E – is
bounded from below.
(ii) In point (2) the Bolzano-Weiserstrass theorem was crucial to extract a convergent
subsequence. Things are not as easy when going to infinite dimensions, because
the unit ball
‖x‖ ≤ 1 | x ∈ X	 is no longer compact. However, if the bidual X ′′
is isometrically isomorphic to X (i. e. X is reflexive), then by the Banach-Alaoglu
theorem [RS72, Theorem IV.21] every bounded sequence has a weakly convergent
subsequence (cf. Definition 4.3.6). For instance, if X is a Hilbert space, it is reflexive.
(iii) The essential ingredient in (3) was the continuity of the functional, but this is usu-
ally either very hard to prove or even wrong. However, for the purpose of finding
minimizers, weak lower semi-continuity (w-lsc) suffices, i. e.
xn * x0 =⇒ lim infn→∞ E(xn)≥ E(x0).
Because if xn is initially a minimizing sequence, then by definition
lim
n→∞E(xn) = E0 ≥ E(x0)≥ E0 (10.2.1)
minimizes the value of the functional. 2014.03.25
Theorem 10.2.1 Assume that
(i) Ω⊆ X is closed under weak limits (weakly convergent sequences converge in Ω),
(ii) E is weakly lower semi-continuous, and
(iii) E is coercive.
Then E is bounded from below and attains its minimum in Ω, i. e. there exists a possibly
non-unique minimizer in Ω.
Proof Set E0 := infx∈Ω E(x) and pick a minimizing sequence {xn}n∈N, i. e. a sequence with
E0 = limn→∞ E(xn). At this point, we do not know whether E0 is finite or −∞. In case E0
is finite, we may assume without loss of generality that E(xn)≤ E0+1 (simply discard all
elements for which this does not hold). By the Banach-Alaoglu theorem, {xn}n∈N contains
a weakly convergent subsequence {xnk}k∈N for which xnk * x0. The point x0 is the
candidate for the minimizer. Given that E is w-lsc, we conclude limk→∞ E(xnk) ≥ E(x0).
However, in view of (10.2.1) we already know E(x0) = E0 which not only shows the
existence of a minimizer, but also that E0 >−∞. 
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One application of this theorem is to show the existence of solutions to a PDE, and the
strategy is as follows: Find a functional so that its Euler-Lagrange equation are the PDE
in question. Then the existence of a minimizer implies the existence of a solution to the
PDE, because the PDE characterizes the critical points of the functional.
To get uniqueness of solutions, we have to impose additional assumptions. One of the
standard ones is convexity which is defined analogously to the case of functions.
Definition 10.2.2 (Convex functional) Let Ω ⊂ X be a convex subset and E : Ω −→ R a
functional.
(i) E is convex iff E sx+(1− s)y≤ sE(x)+(1− s)E(y) for all x , y ∈ Ω and s ∈ [0,1].
(ii) E is strictly convex iff E sx + (1− s)y < sE(x) + (1− s)E(y) for all x 6= y and
s ∈ (0, 1).
Convexity has strong implications on minimizers just like in the case of functions.
Proposition 10.2.3 (i) Every local minimum of a convex functional is a global minimum.
(ii) A convex functional has at most one minimizer.
Proof (i) Assume x0 is just a local, but not a global minimum. Then there exists a
neighborhood V of x0 such that E(x0)≤ E(x) for all x ∈ V (local minimum) as well
as a point y 6∈ V with E(y) < E(x0) (local but not global minimum). Connecting x0
and y by a line segment, convexity implies in conjunction with E(y)< E(x0)
E s y + (1− s)x0≤ sE(y) + (1− s)E(x0)< E(x0).
Hence, for s small enough, x ′ = s y + (1− s)x0 ∈ V and we have found points in
V for which E(x ′) < E(x0) – in contradiction to the assumption that x0 is a local
minimum. Hence, every local minimum is also a global minimum.
(ii) Assume there exist two distinct minimizers x0 and x
′
0 with E(x0) = E0 = E(x ′0).
Then strict convexity
E0 ≤ E sx0 + (1− s)x ′0< sE(x0) + (1− s)E(x ′0) = E0
leads to a contradiction, and the minimum – if it exists – is unique. 
Note that the definition of convexity does not require E to be once or twice Gâteaux-
differentiable. However, if we assume in addition that the function is once or twice differ-
entiable, we obtain additional characterizations of convexity.
Proposition 10.2.4 Assume E : Ω−→ R is Gâteaux differentiable.
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(i) E is convex iff E(x)≥ E(y) +  dE(y)(x − y) for all x , y ∈ Ω
(ii) E is convex iff  dE(x)− dE(y)(x − y)≥ 0 for all x , y ∈ Ω
(iii) E is convex and twice Gâteaux differentiable iff 
y, d2E(x)y≥ 0 for all x , y ∈ Ω
Proof (i) “⇒:” The convexity of E can be expressed by regrouping the terms in the
definition,
E y + s(x − y)≤ E(y) + s E(x)− E(y),
which is equivalent to
E(x)− E(y)≥ E
 
y + s(x − y)− E(y)
s
.
Taking the limit s↘ 0 yields
E(x)− E(y)≥  dE(y)(x − y)
which implies E(x)≥ E(y) +  dE(y)(x − y).
“⇐:” Upon substituting x 7→ x and y 7→ y + s(x − y) as well as y 7→ x and y 7→
y + s(x − y) yields
E(x)≥ E y + s(x − y)+ (1− s)E y + s(x − y)(x − y),
E(y)≥ E y + s(x − y)− sE y + s(x − y)(x − y),
and if we multiply the first inequality by s, the second with 1− s and add the two,
we obtain E sx + (1− s)y≤ sE(x) + (1− s)E(y).
(ii) “⇒:” From (i) we deduce E(x) ≥ E(y) +  dE(y)(x − y) and E(y) ≥ E(x) + E(x)(y − x); adding the two yields the right-hand side.
“⇐:” Set f (s) := E y + s(x − y). Then f ′(s) = dE y + s(x − y)(x − y), and
by assumption
f ′(s)− f ′(0) =

dE y + s(x − y)− E(y)(x − y)≥ 0
holds. Integrating this equation with respect to s over [0,1], we obtain
f (1)− f (0)− f ′(0) = E(x)− E(y)−  dE(y)(x − y)≥ 0,
which by virtue of (i) is equivalent to convexity.
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(iii) “⇒:” The convexity of E means
dE x + s y− E(x)(s y)≥ 0,
and consequently,


y,
 
d2E(x)(y)= lim
s↘0

dE x + s y− E(x)(s y)
s
= lim
s↘0

dE x + s y− E(x)y.
“⇐:” The convexity follows from a Taylor expansion of E . 
There is an analogous version of the proposition characterizing strict convexity; since the
proofs are virtually identical, we leave it to the reader to modify them appropriately.
Corollary 10.2.5 Assume E : Ω−→ R is Gâteaux differentiable.
(i) E is strictly convex iff E(x)> E(y) +  dE(y)(x − y) for all x 6= y
(ii) E is strictly convex iff  dE(x)− dE(y)(x − y)> 0 for all x 6= y
(iii) E is strictly convex and twice Gâteaux differentiable iff 
y, d2E(x)y> 0 for all x 6= y
Now we go back to the problem at hand, existence of minimizers. The first step is the
following
Lemma 10.2.6 Suppose E is a convex functional defined on a closed subset Ω ⊆ X of a
reflexive Banach space X ; moreover, we assume its Gâteaux derivative exists for all x ∈ Ω.
Then E is w-lsc.
Proof Pick an arbitrary x ∈ X which we leave fixed. Moreover, let (xn)n∈N be a se-
quence which converges weakly to x . Then by the characterization of convexity in Propo-
sition 10.2.4 (i) yields
E(xn)≥ E(x) +  dE(x)(xn − x).
Upon taking the limit n→∞, the last term on the right-hand side vanishes since xn * x ,
and we deduce E is weakly lower semicontinuous,
lim
n→∞E(xn)≥ E(x). 
Theorem 10.2.7 Assume
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(i) Ω⊆ X is closed under weak limits (weakly convergent sequences converge in Ω),
(ii) E is strictly convex and
(iii) E is coercive.
Then there exists a unique minimizer.
Proof The convexity of E implies weakly lower semicontinuity (Lemma 10.2.6). Hence,
Theorem 10.2.1 applies and we know there exists a minimizer, and in view of Proposi-
tion 10.2.3 (ii) this minimizer is necessarily unique. 
As mentioned earlier, variational calculus can be used to show existence of solutions if
the PDE in question coincide with the Euler-Lagrange equations of a functional. If the
functional is in addition strictly convex, then our arguments here show that the solution
is unique.
10.3 Bifurcations
The idea to understand certain physical phenomena as incarnations of a “bifurcation”
where certain properties of a system change abruptly. Before we show how this meshes
with the preceding content of the chapter, let us quickly explore one incarnation from
physics in order to introduce some of the necessary terminology.
Phase transitions, for instance, are points where some order parameter changes abruptly
when an external parameter is changed. For instance, in a ferromagnet the order parame-
ter is the macroscopic magnetization while the external parameter is temperature. Below a
critical temperature, the Curie temperature, the microscopic magnets can align to produce
a non-zero macroscopic magnetization. For instance, another magnet can be used to align
these microscopic magnets. This magnetization persists even when the magnet is heated
– up to a certain specific critical temperature when the magnetization suddenly drops to
0. In summary, below the critical temperature, there are two states, the unmagnetized
state where the macroscopic magnetization M(T ) = 0 vanishes and the magnetized state
where M(T ) 6= 0. Above the critical temperature, only the M(T ) = 0 state persists. Other
physical effects such as superconductivity can be explained along the exact same lines.
To tie this section to the theme of the chapter, let us consider a parameter-dependent
functional E : R×D −→ R where D is dense in some Hilbert space H; we will denote
the external parameter with µ and the Banach space variable with x , i. e. E(µ, x). The
bifurcation analysis starts with
F(µ, x) := ∂xE(µ, x)
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which enters the Euler-Lagrange equations and determines the stationary points of the
functional. Here, the partial derivative is defined in terms of the scalar product as 
dxE(µ, x)

(y) =


y,∂xE(µ, x)

.
In what follows, we assume that the “normal solution” x = 0 solves F(µ, 0) = 0 for all
µ ∈ R and we want to know whether there is a bifurcation solution x(µ) 6= 0. Then in the
present context, we define the notion of
Definition 10.3.1 (Bifurcation point) (µ0, 0) is a bifurcation point if there exists x(µ) on
a neighborhood [µ0,µ0 +δ) so that x(µ) 6= 0 on (µ0,µ0 +δ) and F µ, x(µ)= 0.
A consequence of the Implicit Function Theorem [Tes10, Theorem 1.6] is the following
Proposition 10.3.2 If (µ0, 0) is a bifurcation point, then dx F(µ0, 0) does not have a bounded
inverse.
Proof (Sketch) Because if dx F(µ0, 0) were invertible, then by the Implicit Function The-
orem [Tes10, Theorem 1.6] we could extend the trivial solution x(µ) in a vicinity of µ0.
But given the multivaluedness, this is clearly false. 
The last example has shown us that dx F(µ0, 0) not being invertible is just necessary but
not sufficient. Hence, we need to impose additional conditions, and one of the standard
results in this direction is a Theorem due to Krasnoselski [KZ84]
Theorem 10.3.3 (Krasnoselski) Assume D ⊆ H is a dense subset of a Hilbert space and
the C1 map F : R×D −→H is such that
(i) dx F(µ, x) is a C1 map at (µ0, 0),
(ii) dx F(µ0, 0) is selfadjoint,
(iii) 0 is an isolated eigenvalue of odd and finite multiplicity, and
(iv) there exists v ∈ kerdx F(µ0, 0) such that 
v,∂µdx F(µ0, 0)v 6= 0.
Then (µ0, 0) is a bifurcation point.2014.03.27
The main ingredient is a procedure called Lyapunov-Schmidt reduction: define the linear
operator L(µ) := dx F(µ, 0) and the orthogonal projection P onto ker L(µ0). The projec-
tion and its orthogonal complement P⊥ = 1− P induce a splitting of the Hilbert space
H = ran P ⊕ ran P⊥.
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Hence, any x = x‖ + x⊥ can be uniquely decomposed into x‖ from the finite-dimensional
space ran P and x⊥ ∈ ran P⊥. Consequently, also the equation F(x ,µ) = 0 ∈ H can
equivalently be seen as
F‖(µ, x‖, x⊥) := PF
 
µ, x‖ + x⊥

= 0 ∈ ran P, (10.3.1a)
F⊥(µ, x‖, x⊥) := P⊥F
 
µ, x‖ + x⊥

= 0 ∈ ran P⊥. (10.3.1b)
The idea of the Liapunov-Schmidt reduction is to solve these equations iteratively: Given
(µ, x‖) we first solve the branching equation
F⊥(µ, x‖, x⊥) = 0
in the vicinity of the branching point (µ0, 0). By assumption dx⊥ F(µ0, 0, 0) has a bounded
inverse, and thus, the Implicit Function Theorem [Tes10, Theorem 1.6] yields a solution
x⊥(µ, x‖). We then proceed by inserting x⊥(µ, x‖) into F‖, thereby obtaining a function
f (µ, x‖) := F‖
 
µ, x‖, x⊥(µ, x‖)

that depends only on finitely many variables (n = dimker L(µ0) is finite by assumption),
i. e. f : R×Rn −→ Rn. The remaining equation f (µ, x‖) then needs to be solved by other
means.
Proof We will use the notation introduced in the preceding paragraphs. First of all the
map
F⊥ :
 
R× PD× P⊥D −→ ran P⊥
satisfies the assumptions of the Implicit Function Theorem [Tes10, Theorem 1.6]: evi-
dently, it inherits the C1 property from F , and F⊥(µ, 0, 0) = 0 holds for all µ ∈ R. More-
over, dx⊥ F⊥(µ0, 0, 0) has a bounded inverse because 0 ∈ σ
 
dx F(µ0, 0)

is an isolated
eigenvalue. Consequently, there exists a neighborhood of (µ0, 0) ∈ R× PD and a function
x⊥(µ, x‖) on that neighborhood that is uniquely determined by
F⊥
 
µ, x‖, x⊥(µ, x‖)

= 0.
Later on, we will crucially need the technical estimate
x⊥,∂µx⊥ =O
 ‖x‖‖ |µ−µ0|+ o(‖x‖‖) (10.3.2)
as µ→ µ0 and x‖→ 0, but we postpone the proof of (10.3.2) until the end.
For simplicity, let us only prove Krasnoselski’s Theorem for dimker L(µ0) = 1. Then the
kernel is spanned by a single normalized vector v ∈ ker L(µ0), and we can write x‖ = sv for
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some s ∈ R. Combining (10.3.1a) with x⊥(µ, sv) yields a scalar function f : R×R−→ R,
and we are looking for solutions to
f (µ, s) :=
1
s
D
v, F
 
µ, sv+ x⊥(µ, sv)
E
= 0. (10.3.3)
We have added the prefactor 1/s to make lims↘0 ∂µ f (µ0, s) 6= 0, but more on that later. As
in the case of functions, we can Taylor expand
F(µ, x) = F(µ, 0) +
 
dF(µ, 0)

x + R(µ, x) = L(µ)x + R(µ, x), (10.3.4)
to first order; here, the remainder R(µ, x) = o(‖x‖) vanishes as x → 0. Plugging (10.3.4)
into (10.3.3) yields
f (µ, s) =


v, L(µ)v

+


v, L(µ)s−1 x⊥(µ, sv)

+
D
v, s−1 R
 
µ, sv+ x⊥(µ, sv)
E
.
We obtain the branching solution through the Implicit Function Theorem: once we have
proven ∂µ f (µ0, 0) 6= 0, we obtain a function s(µ) in the vicinity of µ0 so that f  µ, s(µ)=
0. And this function s(µ) also defines the branching solution
x(µ) := s(µ) v + x⊥
 
µ, s(µ)v
 6= 0 (10.3.5)
satisfying F
 
µ, x(µ)

= 0 by construction.
Hence, we compute the derivative
∂µ f (µ, s) =


v,∂µL(µ)v

+


v,∂µL(µ)s
−1 x⊥(µ, sv)

+


v, L(µ)s−1 ∂µx⊥(µ, sv)

+
+
D
v, s−1 ∂µR
 
µ, sv+ x⊥(µ, sv)
E
+
+
D
v,
 
dxR
 
µ, sv+ x⊥(µ, sv)

s−1 ∂µx⊥(µ, sv)
E
, (10.3.6)
and use (10.3.2) in conjunction with assumption (iv),

v,∂µL(µ0)v

=


v,∂µdx F(µ0, 0)v
 6= 0,
to deduce that all but the first term vanish in the limit µ → µ0 and s ↘ 0. First of all,
(10.3.2) tells us that
s−1 x⊥(µ, sv), s−1 ∂µx⊥(µ, sv) =O(|µ−µ0|) + o(1)
goes to 0 in the limit µ → µ0 and s ↘ 0. Moreover, the assumption that ∂µF exists
as a Gâteaux derivative means we can Taylor expand this function to first order, and
the terms are just the µ-derivatives of (10.3.4). Consequently, ∂µL(µ0) is bounded and
∂µR(µ, x) = o(‖x‖), and we deduce that the second and third term in (10.3.6) vanish.2014.04.01
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Moreover, the terms involving R also vanish: by assumption also ∂µF has a Taylor
expansion at (µ, 0), so that
s−1
∂µR µ, sv+ x⊥(µ, sv)= o sv+ x⊥(µ, sv)
is necessarily small, and if we combine that with (10.3.2), we deduce that this term van-
ishes as µ→ µ0 and s↘ 0.
The last term can be treated along the same lines, dx F(µ, x) is C1 in (µ0, 0) by assump-
tion so that
dxR
 
µ, sv+ x⊥(µ, sv)

= dx F
 
µ, sv+ x⊥(µ, sv)
− dx L(µ) sv+ x⊥(µ, sv)
= o(‖x‖) µ→µ0, s↘0−−−−−→ 0.
In conclusion, we have just shown ∂µ f (µ0, 0) 6= 0, the Implicit Function Theorem applies,
and we obtain the branching solution (10.3.5).
All that remains are proofs of the estimates (10.3.2). We use the Taylor expansion (10.3.4)
to rewrite F⊥(µ, x‖, x⊥) = 0 as
P⊥L(µ)P⊥x⊥(µ, sv) + P⊥L(µ)sv+ P⊥R
 
µ, sv+ x⊥(µ, sv)

= 0.
L⊥(µ) := P⊥L(µ)P⊥ is invertible on ran P⊥ in a neighborhood of µ0, because µ 7→ L(µ)
is continuous and thus, the spectral gap around 0 does not suddenly collapse [Kat95,
Chapter VII.3]. Now we can solve for x⊥ and insert L(µ0)sv = 0 free of charge,
x⊥(µ, sv) =−L⊥(µ)−1 P⊥

L(µ)sv+ R
 
µ, sv+ x⊥(µ, sv)

=−L⊥(µ)−1 P⊥
 
L(µ)− L(µ0)sv+ R µ, sv+ x⊥(µ, sv) (10.3.7)
=O ‖sv‖ |µ−µ0|+ o sv+ x⊥(µ, sv).
The first term is clearly O s |µ−µ0|. Initially, we merely obtain o sv + x⊥(µ, sv) for
the second term, but if x⊥(µ, sv)→ x˜ 6= 0 as µ→ µ0 and s↘ 0, we would obtain
x˜ = o(‖ x˜‖)
which is absurd. Thus, the asymptotic behavior of x⊥(µ, sv) is described by (10.3.2). The
proof for ∂µx⊥(µ, sv) is analogous, one starts from equation (10.3.7) and uses
∂µL
⊥(µ)−1 =−L⊥(µ)−1 ∂µL⊥(µ) L⊥(µ)−1
as well as the assumption that µ 7→ dx F(µ, x) is C1 in (µ0, 0). This concludes the proof.  2014.04.03
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