In this paper we consider the design of spectrally efficient time-limited pulses for ultra-wideband (UWB) systems using an overlapping pulse position modulation scheme. For this we investigate an orthogonalization method, which was developed in 1950 by Löwdin [1, 2] . Our objective is to obtain a set of N orthogonal (Löwdin) pulses, which remain time-limited and spectrally efficient for UWB systems, from a set of N equidistant translates of a time-limited optimal spectral designed UWB pulse. We derive an approximate Löwdin orthogonalization (ALO) by using circulant approximations for the Gram matrix to obtain a practical filter implementation as a tapped-delay-line [7] . We show that the centered ALO and Löwdin pulses converge pointwise to the same square-root Nyquist pulse as N tends to infinity. The set of translates of the square-root Nyquist pulse forms an orthonormal basis for the shift-invariant-space generated by the initial spectral optimal pulse. The ALO transformation provides a closed-form approximation of the Löwdin transformation, which can be implemented in an analog fashion without the need of analog to digital conversions. Furthermore, we investigate the interplay between the optimization and the orthogonalization procedure by using methods from the theory of shift-invariant-spaces. Finally we relate our results to wavelet and frame theory.
Introduction
We consider in this work high data rate transmission in the ultra wideband (UWB) regime. To prevent disturbance of existing systems, e.g. GPS and UMTS, the Federal Communications Commission (FCC) released [5] a very low power spectral density (PSD) mask for ultra-wideband (UWB) systems. To ensure that sufficiently high signal-tonoise ratio (SNR) is maintained in the frequency band F = [0, 14]GHz, as required by the FCC, the pulses have to be designed for a high efficient frequency utilisation. This utilisation can be expressed by the pulses normalized effective signal power (NESP) [6] . Several pulse shaping methods for pulse amplitude and pulse position modulation (PAM and PPM) were developed in the last decade based on a FIR prefiltering of a fixed basic pulse. Due to the high sampling rates in UWB this FIR filtering is realized by a tapped delay line [9] . A SNR optimization under the FCC mask constraints then reduces to a FIR filter optimization [6] [7] [8] [9] .
Since the SNR is limited, the amount of signals can be increased to achieve higher data rates or to enable multi-user capabilities. For coherent and synchronized transmission over memoryless AWGN channels, an increased number N of mutually orthogonal UWB signals inside the same time slot, known as N-ary orthogonal signal design, improves the BER performance over E b /N 0 and hence the achievable rate of the system [10, Ch.4] .
Combining spectral shaping and orthogonalization is an inherently difficult problem being neither linear nor convex. Therefore most methods approach this problem sequentially, e.g. combining spectral optimization with a GRAM-SCHMIDT construction [9, 11, 12] . This usually results in an unacceptable loss in the NESP value of the pulses [13, 14] . Moreover these orthogonal pulses are different in shape and therefore not useful for PPM. Furthermore, a big challenge in UWB impulse radio (UWB-IR) implementation are high rate sampling operations. Therefore, an analog transmission scheme is desirable [14] [15] [16] to avoid high sampling rates in AD/DA conversion [15] .
Usually, PPM is referred to an orthogonal (non-overlapping) pulse modulation scheme. To achieve higher data rates in PPM, pulse overlapping was already investigated in optical communication [17] and called OPPM. An application to UWB was studied for the binary case with a Gaussian monocycle [18] . To the authors' knowledge, no orthogonal overlapping PPM (OOPPM) signaling has been considered based on strictly time-limited pulses. In this work we propose a new analog pulse shape design for UWB-IR to enable an almost OOPPM signaling which approximate the OOPPM scheme up to a desired accuracy.
In our approach, we first design a time-limited spectral optimized pulse p and perform afterwards a Löwdin Nyquist pulse p • (all integer translates are mutually orthonormal) . Using the Fourier transformation for p given bŷ p(ν) = R p(t)e −i2πtν dt for every ν ∈ R, the square-root Nyquist pulse p • can be expressed in the frequency-domain
for ν almost everywhere, which is known as the orthogonalization trick [19] .
Usually in digital signal processing, see Fig. 1 , the time-continuous signals (pulses) in L 2 are sampled by an analog to digital (AD) operation (either in time or frequency) to obtain time-discrete signals in C 2M+1 . Then a discretization of the orthogonalization in (1) yields a finite digital transformation D M to construct a discrete signal in the frequency domain which has again to be transformed by a DA operation to obtain finally an approximation of the square-root Nyquist pulse [20] .
Instead of using such an AD/DA conversion to operate in a discrete domain (depictured in Fig. 1 by the digital box),
we use the democratic Löwdin Moreover, as we will show in our main Theorem 2, the Löwdin orthogonalization B M is a stable approximation method to the construction in (1) and operates completely in the analog domain. Note, that a discretization of (1) generates neither shift-orthonormal pulses nor a set of mutual orthonormal pulses. The important property of the Löwdin method is its minimal summed energy distortion to the initial basis. It turns out that all orthonormal pulses maintain the spectral efficiency "quite well".
As M tends to infinity the Löwdin orthogonalization B = B ∞ applied to the initial pulse p delivers the square-root Nyquist pulse p • , which allows a real-time OOPPM system with only one single matched filter at the receiver. Since the Löwdin transform B M is hard to compute and to control we introduce an approximate Löwdin orthogonalization (ALO)B M and investigate its stability and convergence properties. It turns out that for fixed M the transformations B M andB M are both implementable by a FIR filter bank (realised as a tapped delay line) like the spectral optimization in [9] . We call B M p andB M p approximate square-root Nyquist pulses, since we observed that even for finite M our analog approximation yields time-limited pulses with almost shift-orthogonal character since the sample values of the autocorrelation are below a measurable magnitude for the correlator. Hence such a construction of approximate square-root Nyquist pulses seems to be promising for an OOPPM system.
The structure of this paper is as follows: In Section 2 we introduce the signal model and motivate our spectrally efficient N-ary orthogonal overlapping PPM design for UWB systems. Section 3 presents the state of the art in FCC optimal pulse shaping for UWB-IR based on PPM or PAM transmission by FIR prefiltering of Gaussian monocycles which is a necessary prerequisite for our design. To develop our approximation and convergence results in Section 4
we introduce the theory of shift-invariant spaces in Section 4.1 and in Section 4.2 the Löwdin orthogonalization for a set of N translates to provide a N-ary orthogonal overlapping transmission. Our main result is given in Section 4.3,
where we consider the stability of the Löwdin orthogonalization B M (for M increasing to infinity) and develop for as orthogonalization methods.
this a simplified approximation methodB M , called ALO. In Section 5 we study certain properties of our filter design and investigate the combination of both approaches. Furthermore, in Section 5.1 we develop a connection between our result and the canonical tight frame construction. Finally in Section 6, we demonstrate that the ALO and Löwdin transforms yields for sufficiently large filter orders compactly supported approximate square-root Nyquist pulses, which can be used for OOPPM having high spectral efficiency in the FCC region. Moreover, the Löwdin pulses provides also a spectrally efficient (2M + 1)-ary orthogonal pulse shape modulation (PSM) [21] .
Signal Model
In this work we will consider finite energy pulses p, i.e. the set
To control signal power in time or frequency locally we need pulses in L ∞ := p : R → C p ∞ < ∞ which are essentially bounded, i.e. functions with a finite L ∞ -norm, given as
where the essential supremum is defined as the smallest upper bound for |p(t)| except on a set of measure zero. If the pulse is continuous than this implies boundedness everywhere. UWB-IR technology uses ultra short pulses, i.e. strictly time-limited pulses with support contained in a finite interval X ⊂ R. We call such L 2 -functions compactly supported in X and denote its closed span by the subspace L 2 (X). The coding of an information sequence {d n } = {d n } n∈Z is realized by pulse modulation techniques [12, 22] of a fixed normalized basic pulse p ∈ L 2 ([0, T p ]) with duration T p .
A relevant issue in the UWB-IR framework and in our paper is the spectral shape of the pulse. In this section we will therefore summarize the derivation of spectral densities for common UWB modulation schemes such as PAM [7] , PPM [6, [23] [24] [25] [26] and combinations of both [27] to justify our spectral shaping in the next section. Antipodal PAM and N-ary PPM are linear modulation schemes which map each data symbol d n to a pulse (symbol) s d n (t) with the same power spectrum E |p(ν)| 2 . If we fix the energy E of the transmitted symbols and the pulse repetition time (symbol duration) T s , we will show now for certain discrete random processes ( e.g. i.i.d. processes [3] ) that the power spectrum density (PSD) of the transmitted signals is given by
Hence an optimization of the pulse power spectrum to the FCC mask S F (ν) over the band F in Section 3 increases the transmit power. To be more precise, PPM produces discrete spectral lines, induced by the periodic pulse repetition, 3 The bar denotes the closure for sets and the complex conjugation for vectors or functions.
the use of uniformly distributed pseudo-random time hopping (TH) codes c n ∈ [0, N c ] was suggested to reduce this effect and to enable multi-user capabilities [23-25, 28, 29] :
In [28] and hence the rate R b . In this work we will design an orthogonal overlapping PPM (OOPPM) system by keeping all overlapping translates mutually orthogonal. But such square-root Nyquist pulses are in general not time-limited, i.e. not compactly supported. In fact, we will show that for a particular class of compactly supported pulses a non-overlapping of the translates is necessary to obtain strict shift-orthogonality. However, we derive overlapping compactly supported pulses approximating the square-root Nyquist pulse in (1) and characterize the convergence.
These approximations to the square-root Nyquist pulse allow a realizable N-ary OPPM implementation based on FIR filtering of time-limited analog pulses.
Increasing E. The maximization of E with respect to the FCC mask was already studied in [6, 7] where a FIR prefiltering is used to shape the pulse such that its radiated power spectrum efficiently exploits and strictly respect the FCC mask. Note that the FCC regulation in (10) is a local constraint and does not force a strict band-limited design, however fast frequency decay outside the interval F is desirable for a hardware realization.
Our combined approach now relies on the construction of two prefiltering operations to shape a fixed initial pulse.
The first filter shapes the pulse to optimally exploit the FCC mask and the second filter generates an approximation to the square-root Nyquist pulse. The filter operations can be described as semi-discrete convolutions of pulses p ∈ L 2 with sequences c ∈ ℓ 2 := {a | a
at clock rate 1/T . If we restrict ourselves to FIR filters of order L the impulse response becomes a sequence c ∈ ℓ 2 (L) which can be regarded as a vectors in C L . Hence we refer for c ∈ C L to FIR filters and for c ∈ ℓ 2 to IIR filters.
FCC Optimization of a Single Pulse
The first prefilter operation generates an optimized FCC pulse p. To generate a time-limited real-valued pulse
common UWB pulse is the truncated Gaussian monocycle q [6, 7, 32] , see also Section 6. The prefilter operation is then:
which results in a maximal duration (support length)
To maximize the PSD according to (10) we have to shape the initial pulse by the filter g to exploit efficiently the FCC mask S F in the passband F p ⊂ F, i.e. to maximize the ratio of the pulse power in F p and the maximal power allowed by the FCC
This is known as the direct maximization of the NESP value η(p), see [9] . Here we already included the constants E and T s in the basic pulse p. If we fix the initial pulse q, the clock rate 1/T 0 and the filter order L, we get the following optimization problem
whereĝ denotes the 1/T 0 periodic Fourier series of g, which is defined for an arbitrary sequence c ∈ ℓ 2 aŝ
Since g ∈ ℓ 2 (L) the sum in (16) Alternatively (15) can be reformulated in a convex form by using the Fourier series of the autocorrelation r g,n := k g k g k−n of the filter g [34] . Since r g,n = r g,−n (real-valued symmetric sequence) we writê 
Since the FCC mask is piecewise constant, we separate M(ν) into five sections M i (ν) [35] and get the inequalities
with β 1 = 1.61, β 2 = 1.99, β 3 = 3.1, β 4 = 10.6, β 5 = 14 and α 1 = α 2 = α 3 = α 4 = 0, α 5 = β 4 in GHz, see Fig. 2 .
The necessary lower bound for r g readŝ
To formulate the constraints in (19) for r g as a positive bounded cone in R L we approximate M i (ν) by trigonometric [35] . The semi-infinite linear constraints in (20) describe a compact convex set [34, (40) , (41)]. To see this, let us introduce the following lower bound cones for θ ∈ [0,
For θ = 0 the positive cone K 0 = K low (0) defines the lower bound in (21) if we set T 0 = 1 28GHz . To formulate the non-constant upper bounds, one can use the approximation functions Γ i (ν) [35] given in the same basis φ as |ĝ(ν)| 2 .
For each i ∈ {1, . . . , 5} the bounds in (20) are then equivalent to
For the upper bounds, we just have to set ρ i,n := γ i,n − r g,n for each i = 1, . . . , 5 and n ≥ 1, which leads to the upper bound cones
The five upper bound cones K i are then
Since the autocorrelation has to fulfill all these constraints, it has to be an element of the intersection. After this approximation 5 we get from (15) the problem
This is now a convex optimization problem of a linear functional over a convex set. By the positive real lemma [34] , these cone constraints can be equivalently described by semi-positive-definite matrix equalities, s.t. the problem (27) is numerically solvable with the MATLAB toolbox SeDuMi [8, 36] . The filter is obtained by a spectral factorization of r g . Obviously g is not uniquely determined.
Note that this optimization problem can also be seen as the maximization of a local L 2 -norm, given as the NESP value, under the constraints of local L ∞ -norms. 
Orthogonalization of Pulse Translates
In [7, 14] a sequential pulse optimization was introduced, which produces mutually orthogonal pulses p
L , which depends on the previously generated pulses p
. This approach is similar to the Gram-Schmidt construction in that it is order-dependent, since the first pulse p • 1 can be optimally designed to the FCC mask without an orthogonalization constraint. We will now present a new order-independent method to generate from a fixed initial pulse p a set of orthogonal pulses {p 
pulses with finite duration T p . To study the convergence we need to introduce the concept of regular shift-invariant spaces.
Shift-Invariant Spaces and Riesz-Bases
To simplify notation we scale the time axis so that T = 1. Let us now consider the set S 0 (p) :
is generated by a single function p we call it a principal shift-invariant (PSI) space and p the generator for S(p). In fact, S(p) is the smallest PSI closed subspace of L 2 generated by p. Of course not every closed PSI space is of this form [37] . In this work we are interested in spaces which are closed under semi-discrete convolutions (12) with ℓ 2 sequences, i.e. the space 
In this case span{e n } becomes a Hilbert-subspace of H. For SI spaces in L 2 = H we get the following result.
Then V(p) is a closed shift-invariant subspace of L 2 if and only if
A c 2 ℓ 2 ≤ p * ′ c 2 L 2 ≤ B c 2 ℓ 2 for all c ∈ ℓ 2 (30) holds for fixed constants 0 < A ≤ B < ∞. Moreover, {p(· − n)}
is a Riesz-basis for V(p).

If the generator p fulfills (30), then V(p) = S(p) by [40] and we call p a stable generator and V(p) a regular
PSI space [37] . An orthonormal generator (square-root Nyquist pulse, shift-orthonormal pulse) p
]. Benedetto and Li [41] showed that the stability and orthogonality of a generator p ∈ L 2 can be described by the absolute
of p defined for ν almost everywhere (a.e.) as
They could show the following characterization [41, 42] .
is a stable generator for V(p) if and only if there exists
and
is an orthonormal generator for V(p) if and only if
Proof. For a proof see Th. 7.2.3.
(ii) and (iii) in [42] . In our special case we have B = 1. Note, that the Riesz sequence and orthonormal sequence are bases for their closed span, meaning that in our case S(p) = V(p).
Due to this characterization in frequency there is a simple "orthogonalization trick" for a stable generator given in (1), which was found by Meyer, Mallat, Daubechies and others [43] , [42, Prop. 7.3.9] . Unfortunately, this does not provide an "a priori" construction in the time domain and does not lead to a support control of the orthonormal generator in time, as necessary for UWB-IR.
Contrary to an approximation in the frequency-domain we approach an approximation in time-domain via the Löwdin transformation. We will show that in the limit the Löwdin transformation for shift-sequences is in fact given in frequency by the orthogonalization trick (1). By using finite section methods we establish an approximation method in terms of the discrete Fourier transform (DFT) to allow an easy computation. Furthermore, we show that the Löwdin construction for stable generators is unique and optimal in the L 2 -distance among all orthonormal generators and corresponds to the canonical construction of so called tight frames (given later).
Löwdin Orthogonalization for Finite Dimensions
Since the Löwdin transformation is originally defined for a finite set of linearly independent elements in a Hilbert space H, we will use the finite section method to derive a stable approximation to the infinite case. For this we consider for any M ∈ N the symmetric orthogonal projection
can be defined as 
is given by the (symmetric) Löwdin transformation [1, 2, 45, 46] and can be represented in matrix form as
where we call each p
Since the sum in (36) is finite, the definition of the Löwdin pulses is also pointwise well-defined. In the next section, we will see that this is a priori not true for the infinite case. If we identify the corresponding m'th row of the inverse square-root of
Unfortunately, none of these Löwdin pulses is a shift-orthonormal pulse, which would be necessary for an OOPPM transmission. In the next section we will thus show that the Löwdin orthogonalization converges for M to infinity to an IIR filter b given as the centered row of G − 1 2 . This IIR filter generates then a shift-orthonormal pulse, namely the square-root Nyquist pulse defined in (1) . Hence the Löwdin orthogonalization (36) provides an approximation to our OOPPM design. In the following we will investigate its stability, i.e. its convergence property.
Stability and Approximation
In this section we investigate the limit of the Löwdin orthogonalization in (36) for translates (time-shifts) of the optimized pulse p with time duration T p < ∞ where we further assume that p is a bounded stable generator. If we set 
which is the symbol of the Toeplitz matrix G, since we have from (34) and (38) 
where 1 M denotes the identity on ℓ 2 M . Now we can approximate the Gram matrix by STRANG's circulant preconditioner [49] , s.t. the diagonalization is given by a discrete Fourier transform (DFT) [50] . To get a continuous formulation of the approximated Löwdin pulses we use the ZAK transform [51] , given for a continuous function f as
Our main result is the following theorem. 6 Wiener functions are locally bounded in L ∞ and globally in ℓ 1 . 
Theorem 2. Let K
∈ N and p ∈ L 2
K be a continuous stable generator for V(p). Then we can approximate the limit set of the Löwdin pulses {p
such that for each m ∈ Zp
converges pointwise on compact sets. The limit in (43) can be stated aŝ
for ν ∈ R in the frequency-domain. Hence the Löwdin generatorp
Proof. The proof consists of two parts. In the first part we derive an straightforward finite construction in the time domain to obtain time-limited pulses (42) being approximations to the Löwdin pulses. Using Strang's circulant preconditioner the ALO pulses can be easily derived in terms of DFTs. In the second part we will then show that this finite construction is indeed a stable approximation to the square-root Nyquist pulse. Here we need pointwise convergence, i.e. convergence in ℓ ∞ (the set of bounded sequences). Finally, to establish the shift-orthogonality we use properties of the Zak transform.
Since the inverse square-root of a N × N Toeplitz matrix is hard to compute, we approximate for any M ≥ K the Gram matrix G M by using Strang's circulant preconditionerG M [49, 52] . Moreover, the Gram matrix is hermitian and banded such that we can define the elements of the first row by [53, (4.19) ] as
Here we abbreviate N := 2M + 1. The crucial property of Strang's preconditionerG M is the fact that the eigenvalues
are sample values of the symbol Φ p in (31) . This special property is in general not valid for other circulant preconditioners [52] . To see this, we derive the eigenvalues by [53, Theorem 7] as
by inserting the first row ofG M given in (45) . If we set in the second sum n ′ = n − N we get from (39)
Since p is compactly supported the symbol Φ p is continuous and the second equality in (47) holds pointwise. Moreover, the Riesz bounds (32) of p guarantee thatG M is strictly positive and invertible for any M. Now we are able to define the ALO pulses in matrix notation by setting
since the circulant matrixG M = F MDM F * M can be written by the unitary N × N DFT matrix F M , with
nm N with n, m ∈ {0, . . . , 2M}
and the diagonal matrixD M of the eigenvalues ofG M .
Let us start in (48) from the right by applying the IDFT matrix F * M , then we get for any kth component with
Next we multiply with the components [D
In the last step we evaluate the DFT at m ∈ {0, . . . , 2M}
where we used the Zak transform (41) of r p to express the eigenvaluesλ M l . In the next step we extend the DFT sum of the numerator in (53) to an infinite sum. This is possible since p(· − k) always has the same support length K for each k ∈ Z. Thus, for all |t| > M − 
This defines for each k the operationB
is a continuous function in ν since the Zak transforms are finite sums of continuous functions and the nominator vanishes nowhere. This is guaranteed by the positivity and continuity of Φ p due to (40) . Hence the ALO pulses are continuous as well.
The second part of the proof shows the convergence of our finite construction to a square-root Nyquist pulse.
Therefore we use the finite section method for the Gram matrix. Gray showed [53, Lemma 7] that
as M → ∞ in the weak norm A 
Unfortunately this does not provides a strong convergence, which is necessary to state convergence in ℓ
However, from [55] finite strong convergence can be ensured, i.e. convergence of (57) for all c ∈ ℓ
But for any t ∈ R there exists an M ′ sufficiently large, due to the compact support property of p, such that c = p(t) := {p(t − n)} ∈ ℓ 2 M ′ . This is in fact sufficient, since it implies pointwise convergence in ℓ ∞ M ′ of (57), i.e. component-wise convergence for each t ∈ R. Let us take for each t ∈ R the number M ′ ∈ N such that max{|t| , K} ≤ M ′ .
Then we can define the limit of the kth component as
If we define ∆ν = 1 2M+1 and ν l = l∆ν we can write for (58) by inserting (54)
Using the quasi-periodicity [51, (2.18),(2.19)] of the Zak transform for k ∈ Z we have for any t, ν ∈ R
We can express the partial sum on the right hand side of (59) in the limit as a Riemann integral for each t ∈ R
This shows thatB
• k } is then generated by shifts of the centered pulsep
• :=p
• 0 since the shift operation commutes withB :=B 0 . This in turn commutes with the Zak transformation, i.e. for all t ∈ R we have
From (61) it is now easy to show thatp • is an orthonormal generator. We write the left hand side of (61) in the Zak domain, by applying the Zak transformation 8 top
If we multiple (64) by the exponential and integrate over the time we yield for every ν ∈ R
Since Φ p = (Zr p )(0, ·) is time-independent we get the "orthogonalization trick" (1) by using in (65) the inversion formula [51, (2.30)] of the Zak transformp
Again, this is also defined pointwise since the right hand side is continuous in ν. It can now be easily verified thatp
• fulfills the shift-orthonormal condition (33) , which shows thatp • is an orthonormal generator for V(p).
Remark. Note, that relation (60) induces a time-shift. To apply this to the ALO pulses in (54) the time domain has to be restricted further. Hence the ALO pulses do not have global shift character for finite M ∈ N, but locally, i.e.p
•,M k shifted back to the center matchesp
Since p(t + M + |k|) = 0 and p(t − M − |k|) = 0 for |k| < M and |t| ≤ M − K 2 − |k|, we end up with
For all |k| < M the ALO pulses have the same shape in the window |t| ≤ M − K 2 − |k| if we shift them back to the origin.
Moreover, the ALO pulses are all continuous on the real line, since they are a finite sum of continuous functions by definition (48 
Discussion of the Analysis
In this section we will discuss now the properties of our OOPPM design for UWB, i.e. the optimization and orthogonalization, which can be completely described by an IIR filtering process. First we will relate the Löwdin orthogonalization to the canonical tight frame construction. Afterwards we will show in Section 5.2 that the Löwdin transform yields the orthogonal generator with the minimal L 2 -difference to the initial optimized pulse. This is the same optimality property as for canonical tight frames [20] . But such an energy optimality does not guarantee FCC compliance. So we will discuss in Section 5.3 the influence of a perfect orthogonalization to the FCC optimization.
Finally, we will discuss the implementation of a perfect orthogonalization by FIR filtering.
Relation Between Tight Frames and ONBs
Any Riesz basis {p k } for a Hilbert space H is also a exact frame for H with the frame operator S defined by
where the frame bounds are given by the Riesz bounds 0
Here ·, · H denotes the inner product in H and · H the induced norm. Since S is bounded and invertible, i.e. the inverse operator exists and is bounded [42] , we can write each f ∈ H as
In this case the Löwdin orthonormalization corresponds to the canonical tight frame construction. 
Proof. See Appendix A.
If we now set p n : From Meyer [43] we know that (73) can be written in frequency domain as the orthogonalization trick. Therefore the limit of the Löwdin transformationB = B :
equals the inverse square-root of the frame operator in (73).
Optimality of the Löwdin Orthogonalization
Janssen and Strohmer have shown in [20] that the canonical tight-frame construction of Gabor frames for L 2 is via Ron-Shen duality equivalent to an ONB construction on the adjoint time-frequency lattice. Furthermore they have
shown that among all tight Gabor frames, the canonical construction yields this particular generator with minimal L 2 -distance to the original one. However, for SI spaces this optimality of the Löwdin orthogonalization has to be proved otherwise. To prove this we use the structure of regular PSI spaces.
Theorem 3. The unique orthonormal generator with the minimal L 2 distance to the normalized stable generator p ∈ L 2 for V(p) is given by the Löwdin generator p
• .
Proof. See Appendix B.
Nevertheless, We have to rescale the orthonormal generator p • to respect the FCC mask, see Section 6. For this the maximal difference of the power spectrum 10 of the (normalized) optimal designed pulse and the orthonormalized pulse is of interest, i.e.
This shows again that this L ∞ distortion is also determined by the spectral properties of the optimal designed pulse p and its Riesz bounds. Unfortunately it is very hard to control the optimization and orthogonalization filter simultaneously as will be shown in the next section.
Interdependence of Orthogonalization and Optimization
The causal FIR operation in (13) of a fixed initial pulse q of odd order L with clock rate 1/T 0 can be also written in the time-symmetric form as a real semi-discrete convolution
In this section we investigate the interdependence of the IIR filter b and the FIR filter g, i.e. the interdependence of the orthogonalization filter in Section 4.2 and the FCC optimization filter in Section 3 for different clock rates. So far we have first optimized spectrally and afterwards performed the orthonormalization. In this order for a chosen q, the orthogonalization filter b depends on g, hence we write b = b g . Moreover the clock rates of the filters differ, hence we stick the time-shifts as index in the semi-discrete convolutions. For the T -shift-orthogonal pulse we get then
Let us set T = ∆T 0 and T q = N q T 0 for N q ∈ N, ∆ > 0. Since the filter clock rate ofĝ is fixed to 1/T 0 to ensure full FCC-range control, the variation is expressed in ∆. To get rid of T 0 we scale the time t to t ′ = t/T 0 such that the time-shift of g is T ′ 0 = 1. We observe the following effects: 1) If
If q is already 1-shift-orthogonal and ∆ ∈ N then b g can be omitted and instead adding an extra condition on g to be a ∆-shift orthogonal-filter, i.e. r g (k∆) = δ k0 , which ensures ∆-shift orthogonality of the output p. To see point 1), let us first orthogonalize q by b q and ask for the filter g ∆,g which preserves the ∆-orthogonalization in the presence of g. Hence we aim at
But from (44) we know how b g acts in the frequency-domain:
Since |p(ν)| 2 = |ĝ(ν) ·q(ν)| 2 and 1 ∆ ∈ N we get by the
Hence we getg ∆,g (k) = δ k0 , which shows 1). The price of the orthogonalization is the loss of a frequency control, since the frequency property is now completely given by the basic pulse q and time-shift ∆. In Fig. 10 the effect is plotted for ∆ ∈ [1, 2] and L = 25. For small ∆ the distortion is increase by the orthogonalization. This also shows that a perfect orthogonalization and optimization with the same clock rates is not possible.
In 2) a perfect orthogonalization does not completely undo the optimization, since T = ∆ > T 0 = 1. For ∆ = 2 we can describe the filter by using the addition theorem in
which results in the filter power spectrum (79)
But since we fixed ∆ = 2 and q we can calculate
• . This provides a separation of the filter power spectrumr g (ν) = |ĝ(ν)| 2 and the orthogonalization. Unfortunately, this does not yield linear constraints for r g .
Finally, note that the time-shifts and hence the filter clock rates have to be chosen such that an overlap of the basic pulse occurs. Otherwise a frequency shaping is not possible.
Case 3) assumes already a shift-orthogonality. We only have to ensure that the spectral optimization filter g preserves the orthogonality. This results in an extra orthogonality constrain for the filter g, which can be easily incorporated in the SDP problem of Section 3, see Davidson et. al in [? ] .
Summarizing, the discussion above shows that joint optimization and orthogonalization is a complicated problem and only in specific situations a closed-form solution seems to be possible.
Compactly Supported Orthogonal Generators
For PPM transmission a time-limited shift-orthogonal pulse is necessary to guarantee an ISI free modulation in a finite time. Such a PPM pulse is a compactly supported orthogonal (CSO) generator. In PPM this is simply realized by avoiding the overlap of translates.
To apply our OOPPM design it is hence necessary to guarantee a compact support of the Löwdin generator p 
where (L p) denotes the Laplace transform of p. This means (L p) do not have periodic zero points. Note that this definition of independence is stronger than finitely independence, see definition in [37] . If we additionally demand linear independence of p in our Theorem 2, then this CS generator is unique up to shifts and scalar multiplies.
Furthermore, a negative result is shown in [37] , which excludes the existence of a CSO generator if p itself is not already orthogonal. But if p is already orthogonal, then p is unique up to shifts and scalar multiplies and then the Löwdin construction becomes a scaled identity (normalizing of p). The statement is the following: generator from a stable CS generator or not. What we can say is that if the inverse square-root of the Gram matrix is banded, then the rows corresponds to FIR filters which produce CSO generators, since the semi-discrete convolution reduces to a finite linear combination of CS generators. So this is a sufficient condition for the Löwdin generator to be CSO, but not a necessary one.
Application in UWB Impulse Radio Systems
Here we give some exemplary applications of our filter designs developed in Section 3 and Section 4 for UWB-IR.
FIR filter realized by a distributed transversal filter. The FIR filter is completely realized in an analog fashion. It consists of time-delay lines and multiplication of the input with the filter constants. Note also that these filter values are real-valued. An application in UWB radios was already considered in [57] .
Transmitter and receiver designs. Our channel model is an AWGN channel, i.e. the received signal r(t) is the transmitted UWB signal u(t) given in (8) by adding white Gaussian noise. For simplicity of the discussion we omitted the time-hopping sequence {c n } in (5). We propose now three N − ary waveform modulations for our pulse design. Since our proposed modulations are linear and performed in the baseband, the signals (pulses) are real-valued. (t−nT s ) = a n s m (t−nT s ).
The receiver is realized by N correlators using the Löwdin pulses as templates. From the correlators output l m the absolute value is taken due to the random amplitude flip by a n , see Fig. 3 .
11 Note that our proposed pulse design can be also used for a complex modulations (carrier based modulation), e.g. for OFDM or FSK. Choose largest Hence we only refer to this setup as the theoretical limit. The transmitted signal would be u(t) = √ E a n p T,• (t − nT s − mT ) with the matched filter h(t) = p T,• (t). Note that the receiver in Fig. 4 also has to integrate over the whole time due to the unlimited support, which would produce an infinity delay in the decoding process.
Scaling with respect to the FCC mask. The operations B M andB M generate pulses which are normalized in energy but do not respect anymore the FCC mask. So we have to find for the mth pulse its maximal scaling factor α m > 0 s.t.
is still valid for any ν ∈ F. This problem is solved by
For the scaled Löwdin pulses we can easily obtain the following upper bound for the NESP value (14) η(α * m p
where we denoted with E F p = 
Performance of the Proposed Designs
For a given transmission design, consisting of a modulation scheme and a receiver, the average bit error probability P e over E b /N 0 is usually considered as the performance criterion. We consider real-valued signals in the baseband with finite symbol duration T s . The optimal receiver for a non-orthogonal N-ary waveform transmission is the correlation receiver with M correlators, see Fig. 3 with maximum likelihood decision.
N-ary orthogonal PSM for scheme (a) above. The average (symbol) error probability for N-ary orthogonal pulses with equal energy E can be upper bounded by [58] P e ≤ (N − 1) erfc
Note, that this error probability is the same as for an orthogonal PPM modulation (11) . To obtain equal energy symbols and FCC compliance we have to scale each Löwdin pulse with
N-ary overlapping PPM for scheme (b) above. Here we can substitute the N correlations by one matched filter be used for the ALO resp. LO average error probability with
The error probabilities depend on the pulse energy and on the decay of the sampled auto-correlation defined in (38).
Simulation Results
The most common basic pulse for an UWB-IR transmission is the Gaussian monocycle:
where σ is chosen such that the maximum of |q( f )| 2 is reached at the center frequency f c = 6.85GHz of the passband [4] . Since we need compact support and continuity for our construction, we mask q with a unit triangle window Λ instead of a simple truncation. Also any other continuous window function which goes continuously to zero (e.g. the 
The Riesz condition (32) has been already verified in [3] for this particular setup. Theorem 2 uses the normaliza-
To obtain good shift-orthogonality, we have to choose M > K. This we control with an integer multiple m = 2, i.e. M = mK = 2K. The support length T s of all the LO (ALO) pulses is then given as M decreases, which results in a shape difference.
To study the shift-orthogonal character of the ALO and LO pulses for various T , we have plotted the autocorrelations in Fig. 9 . As can be seen, the samples r p T,•,M (mT ) = ρ 1m ≈ δ m0 , i.e. they vanish at almost each sam- Summarizing, a triplication of the transmit rate from 0.18Gbit/s to 0.6Gbit/s is possible without loosing much signal power E/T s . Let us note the fact that the transmit bit data rate is an uncoded rate and is not an achievable rate.
For an analysis of achievable data rates by deriving the mutual information of the system see the work of Ramirez et.
al in [16] and Güney et. al in [62] . Obviously, the unshaped Gaussian monocycle then yields the highest transmit rate, since (91) behaves logarithmically in the number N of symbols, as seen in Fig. 11 . But this has practically zero SNR when respecting the FCC regulation and results in a high error rate (87),(88). On the other hand, a longer symbol duration, allows in (4) a higher energy E and hence a lower error rate in (11) .
Hence, the decreasing of the transmit rate due to the increased symbol duration used for FCC optimal filtering of the masked Gaussian monocycle can be more than compensated by the proposed OOPPM technique. 
Conclusion
We have proposed a new pulse design method for UWB-IR which provides high spectral efficiency under FCC constraints and allowing a N-ary OPPM transmission with finite transmission and receiving time by keeping almost orthogonality. In fact, the correlation parameters can be keep below the noise level by using small time-shifts T < T p .
As a result, this provides much higher data rates as compared to BPSK or BPPM. Furthermore, our pulse design provides a N-ary orthogonal PSM transmission by getting a lower bit error rate at the price of a higher complexity.
Simultaneous orthogonalization and spectral frequency shaping is a challenging and hard problem. We believe that for certain shifts being integer multiples of T 0 , a numerical solver might be helpfully to directly solve the combined problem as discusses in Section 5.3.
We highlight the broad application of the OOPPM design, not only being limited to UWB systems but rather applicable to a pulse shaped communication system under a local frequency constraint in general.
