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1 Einleitung
Die Massenspektrometrie ist ein etabliertes Verfahren zur Analyse von gasfo¨rmigen
oder in die Gasphase u¨berfu¨hrten Proben hinsichtlich ihrer molekularen Zusammenset-
zung. Dabei wird das Masse-zu-Ladung-Verha¨ltnis und die entsprechende Ha¨ufigkeit
einzelner, ionisierter Komponenten erfasst. Das Feld geeigneter Anwendungen reicht
von der Untersuchung chemischer Verbindungen und deren Reaktionen, der industri-
ellen Prozessu¨berwachung u¨ber die Identifizierung von Substanzen im medizinischen
Rahmen bis hin zu sicherheitsrelevanten bzw. kriminologischen Aspekten wie der
Detektion von Sprengstoffen oder Drogen.
Im Laufe des vergangenen Jahrhunderts wurden viele verschieden konzipierte Mas-
senspektrometer entwickelt, welche fu¨r spezifische Anwendungen jeweils Vor- und
Nachteile besitzen. Sie lassen sich hinsichtlich ihrer Sensitivita¨t, Massenauflo¨sung
und Genauigkeit, ihres Dynamikumfangs, der Messgeschwindigkeit sowie auch ihres
Kostenaufwandes charakterisieren und unterscheiden.
Das grundlegende Funktionsprinzip eines Massenspektrometers ist dabei immer
dasselbe (vgl. Abbildung 1.1). Zuna¨chst muss der gasfo¨rmige Analyt ionisiert werden
a). Hierzu stehen verschiedene Methoden zur Verfu¨gung, welche unter anderem
von der gewu¨nschten Applikation und dem Druckbereich, in welchen sie eingesetzt
werden ko¨nnen, abha¨ngen. Der Vorgang der Ionisation ermo¨glicht es, im Anschluss
die Bestandteile der Matrix nach ihrem Masse-zu-Ladung-Verha¨ltnis trennen zu
ko¨nnen. Die Separation selbst erfolgt mit Hilfe von magnetischen oder elektrischen
Feldern b) und fußt auf dem Sachverhalt, dass Ionen ungleicher Masse unterschiedliche
beschleunigte Bewegungen innerhalb dieser Felder ausfu¨hren.
Um im Anschluss ein Massenspektrum generieren zu ko¨nnen, mu¨ssen die Ionen un-
terschiedlicher Masse detektiert werden c). Im einfachsten Fall kann dies destruktiv
erfolgen, indem die Ionen z. B. auf Mikrokanalplatten (engl. MCP - microchannel
plate) geleitet und anschließend u¨ber Sekunda¨remissionen registriert werden. Alterna-
tiv ist eine zersto¨rungsfreie Messung mo¨glich, indem nicht der direkte Ionenstrom
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a) b) c)
Abbildung 1.1: Aufbau eines Massenspektrometers
gemessen wird, sondern die Influenzladungsstro¨me, welche die sich bewegenden Ionen
auf geeigneten Elektroden induzieren. Hierzu mu¨ssen die Ionen auf stabilen Bah-
nen gehalten werden, damit ihre Schwingungsbewegungen u¨ber ausreichend lange
Zeitra¨ume hinweg beobachtet werden ko¨nnen.
Beide Auswerteverfahren haben ihre individuellen Sta¨rken und Schwa¨chen. Die de-
struktiven Partikeldetektoren sind in der Regel gu¨nstiger und werden z. B. bei linearen
Quadrupol- oder Flugzeitmassenspektrometern (engl. Time-of-flight mass spectrome-
ter, TOF) eingesetzt.
Fu¨r die hochauflo¨sende Massenspektrometrie werden u¨berwiegend die zuvor beschrie-
benen indirekten Analyseverfahren verwendet, welche die Ionen im Messvorgang nicht
zersto¨ren. Bei der Detektion mit Hilfe von Influenzladungsstro¨men werden jeweils die
charakteristischen Resonanzfrequenzen der Ionenbewegungen vermessen. Allgemein
sind Frequenzen unter allen physikalischen Gro¨ßen mit der ho¨chsten Genauigkeit
messbar [Gr13]. Die Ionen-Resonanzfrequenzen werden dabei meist nicht direkt, son-
dern indirekt u¨ber das Aufzeichnen einer Messtransiente und anschließender Fourier-
Transformation erfasst. Daher werden Massenspektrometer, welche mit diesem Mess-
prinzip arbeiten, auch Fourier-Transformation-Massenspektrometer genannt (FT-MS).
Fu¨r den Erfolg dieser Messmethodik sind hoch sensitive Versta¨rker no¨tig, da die
Influenzladungsstro¨me sehr klein sind.
Die vorliegende Arbeit befasst sich mit einem dieser Massenspektrometer, dem Ionen-
resonanz-Quadrupol-Massenspektrometer. Quadrupol-Massenspektrometer existieren
generell in unterschiedlichen Ausfu¨hrungen. In diesem Fall wird die Quadrupol-
Ionenfalle betrachtet bzw. verwendet, welche im FT-MS Modus betrieben wird. Das
2
1.1. Gegenstand und Gliederung der vorliegenden Arbeit
Ziel ist es, die Eigenschaften bisher entwickelter Systeme zu verbessern und zu er-
weitern. Hierzu geho¨ren unter anderem ein vergro¨ßerter Massenbereich, eine ho¨here
Empfindlichkeit und Dynamik.
1.1 Gegenstand und Gliederung der vorliegenden
Arbeit
Die Arbeit gliedert sich in die folgenden Unterpunkte:
Nach einem Blick auf den aktuellen Stand der Technik folgt die Motivation der Arbeit
und die damit einhergehenden Voraussetzungen fu¨r das zu realisierende System.
Im zweiten Kapitel werden die Grundlagen der Ionenspeicherung mit einer Ionenfalle
erla¨utert und die fu¨r die Analyse wichtigen Zusammenha¨nge beschrieben.
Kapitel drei befasst sich mit der Erzeugung von elektrischen Speicherfeldern und
deren technische Realisierung.
In den Kapiteln vier und fu¨nf werden die Hintergru¨nde zur Ionenanregung sowie
das Herzstu¨ck der hier vorgestellten Ionenfalle, die zersto¨rungsfreie Ionendetektion
mittels Influenzladungen, erla¨utert.
Im sechsten Kapitel werden beispielhafte Messergebnisse gezeigt, welche die Eigen-
schaften und Mo¨glichkeiten des Massenspektrometers beschreiben.
Zum Abschluss folgt eine kurze Zusammenfassung und ein Ausblick auf weitere
mo¨gliche Arbeiten.
1.2 Stand der Technik
Da es sich bei dem in dieser Arbeit verwendeten Massenspektrometer um ein FT-
Massenspektrometer handelt, werden im Folgenden auch nur gleichartige Massen-
spektrometer betrachtet. Hierbei ko¨nnen grundlegend drei Varianten charakterisiert
werden. Sie unterscheiden sich darin, welche Art von Feld zur Ionenspeicherung
verwendet wird (siehe Abbildung 1.2).
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~BDC
UStim
(a)
~EDC
Φ0
(b)
~EAC
ΦRF(t)
(c)
Abbildung 1.2: Fourier-Transformation-Massenspektrometer, a) FT-ICR, b) Orbitrap,
c) 3D-Quadrupol-Ionenfalle
1.2.1 FT-ICR
Erstmals eingesetzt wurde die Technik der Influenzladungsdetektion bei Ionen-
zyklotronresonanz-Gera¨ten, Abbildung 1.2 a), besser bekannt als FT-ICR (engl.
Fourier-transform ion cyclotron resonance), in den 1970er Jahren [Co76]. Hierbei
werden homogene Magnetfelder verwendet, um die Ionen auf stabilen Kreisbahnen zu
halten. Die Ionen werden dabei zuna¨chst u¨ber eine Transferstrecke parallel zum wir-
kenden Magnetfeld in eine zylinderfo¨rmige Elektrodenanordnung geleitet. Erreichen
sie deren Zentrum, werden sie u¨ber geeignete, an den Deckeln anliegende Potentiale
abgebremst. Somit wird verhindert, dass sie sich erneut aus der Anordnung entfernen.
Durch eine Wechselspannung UStim, welche kurzzeitig auf Zweien der insgesamt vier
seitlichen Elektroden anliegt, werden die Ionen senkrecht zum Magnetfeld angeregt.
Aufgrund der Lorentzkraft sowie des Anregungssignals fu¨hren sie dann eine erzwunge-
ne Kreisbewegung mit zunehmenden Radius aus. Im Anschluss zur Anregungsphase
bewegen sie sich nun frei auf der erreichten Kreisbahn und induzieren dabei In-
4
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fluenzladungsstro¨me, welche auf den zwei u¨brigen seitlichen Elektroden detektiert
werden. Die Schwingungsfrequenz der Ionenkreisbewegung ist dabei von der Sta¨rke
des Magnetfeldes sowie der Masse und Ladung des Ions abha¨ngig:
fc =
q B
2pim. (1.1)
Mit FT-ICR Massenspektrometern lassen sich sehr hohe Auflo¨sungen von bis zu
2.000.000 (FHWM) bei 400 u [Mar10]1 erreichen sowie sehr schwere Ionen einspeichern.
Allerdings werden dafu¨r sehr starke Magnetfelder von mehreren Tesla beno¨tigt,
wodurch die Gera¨te sehr teuer sind und viel Platz in Anspruch nehmen.
1.2.2 Orbitrap
Erst seit vergleichsweise kurzer Zeit (kommerzielle Einf. ca. 2005) gibt es das sog.
Orbitrap-Massen-spektrometer (siehe Abbildung 1.2 b)). Es verwendet statische
elektrische Felder, welche eingespeiste Ionen auf quasi-stabile Umlaufbahnen (Orbits)
um eine zentrale Elektrode herum lenken, woher auch der Name Orbitrap stammt .
Die Orbitrap besteht aus zwei gewo¨lbten Elektroden, deren Radius zu den Seiten der
Zelle abnimmt. Die a¨ußere Elektrode ist konkav, in der Mitte geteilt und befindet
sich u¨blicherweise auf Massepotential. Die Teilung dient der differenziellen Detektion
der Influenzladungsstro¨me. An der konvexen inneren Elektrode wird ein statisches
Potential Φ0 angelegt.
Es wird ein aufwendiges System aus Transferstrecken beno¨tigt, um die Ionen mit
einer definierten Geschwindigkeit in das Innere der Orbitrap zu befo¨rdern. Durch
ihre Tra¨gheit wird die elektrostatische Anziehung zur inneren Elektrode ausgeglichen.
Bewegen sie sich in Richtung der Orbitrap-Ra¨nder, werden sie durch das anstei-
gende elektrische Feld zuru¨ck zum Zentrum beschleunigt2. Damit ergibt sich eine
spiralfo¨rmige Ionenbewegung.
Wie auch bei FT-ICR Massenspektrometern ko¨nnen sehr hohe Auflo¨sungen erreicht
werden. Zwar sind zum Erzeugen der beno¨tigten statischen elektrischen Felder Po-
tentiale Φ0 von mehreren Kilovolt no¨tig, da diese aber relativ leicht zu realisieren
1Das Auflo¨severmo¨gen wird u¨ber R = m/∆m bestimmt und beschreibt, wie gut einzelne Massen-
peaks separierbar sind.
2Das elektrostatische Feld nimmt zu, da der Abstand der Elektroden zueinander zum Rand hin
kleiner wird.
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sind, kosten Orbitrap-Massenspektromer weniger als vergleichbare ICR-Gera¨te. Die
Vakuumanforderungen fu¨r den Betrieb sind allerdings a¨ußerst hoch (ca. 10−10 mbar).
Außerdem ko¨nnen Ionen nicht beliebig lange gespeichert werden. Maximal wurden
bisher Speicherzeiten von wenigen Sekunden erreicht. Aufgrund von Sto¨ßen mit dem
Hintergrundgas, Fehlern in der Elektrodenkgeometrie oder sonstigen Sto¨reinflu¨ssen
geraten die Ionen in Kontakt mit einer der Elektroden. Fu¨r die gro¨ßten Auflo¨sungen
sind Elektroden mit Fertigungstoleranzen im nm-Bereich no¨tig. Die Frequenz der
Ionenbewegung bestimmt sich bei der Orbitrap nach
forbit =
√
q
m
· k
2pi , (1.2)
wobei k der Feldkru¨mmung entspricht [Mar10].
1.2.3 Quadrupol-Ionenfalle
Wolfgang Paul gelang es Anfang der 1950er Jahre, Ionen in elektrischen Wechselfeldern
einzufangen [Paul56]. Dies erreichte er, indem er sog. Ionenfallen mit hyperbolischen
Elektroden entwickelte (Abbildung 1.2 c)). Es gab mehrere Versuche die Technik, wie
bei dem FT-ICR, mit einer zersto¨rungsfreien Influenzladungsmessung zu koppeln.
Generell besteht dabei jedoch die Problematik von massiven Sto¨rstro¨men durch das
elektrische Speicherfeld, welche aber z. B. mit Kompensationsverfahren reduziert
werden ko¨nnen. Ansonsten bietet eine Quadrupol-Ionenfalle den Vorteil einer nahezu
beliebig langen Beobachtungszeit und der Mo¨glichkeit, Ionen, wie auch bei FT-ICR-
MS, gezielt zu manipulieren. Ebenfalls bietet es einen robusten sowie kostengu¨nstigen
Aufbau und stellt damit insgesamt eine ernstzunehmende Alternative zu den beiden
anderen FT-Massenspektrometern dar.
Bei einem Massenspektrometer auf Basis einer Quadrupol-Ionenfalle werden die Ionen
durch das schnelle und sta¨ndige Umpolen des an der ringfo¨rmigen Elektrode anlie-
genden Potentials ΦRF(t) fortlaufend zuru¨ck zum Zentrum der Falle hin beschleunigt
und damit erfolgreich eingespeichert. Dabei fu¨hren sie eine oszillierende Bewegung
aus, deren Frequenz zum Masse-zu-Ladung-Verha¨ltnis der Ionen proportional ist:
fion ∝ q ΦˆRF
mfRF r0
. (1.3)
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HV-RF-Generator
Kompensation
CSA
CSA
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&
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Abbildung 1.3: Aufbau eines Ionenfallen-Massenspektrometers mit Influenzladungs-
detektion
Ihre Frequenz ist weiterhin von der Amplitude ΦˆRF und Frequenz fRF des verwen-
deten Spannungssignals sowie der Geometrie bzw. Gro¨ße der Ionenfalle r0 abha¨ngig.
Innerhalb des elektrischen Wechselfeldes bewegen sich dabei schwere Ionen langsamer
als leichte. Somit kann u¨ber die Ionenschwingungsfrequenz auf die Masse der Ionen
zuru¨ckgeschlossen werden. Hierzu werden die Influenzladungsstro¨me, welche die Ionen
auf der oberen und unteren Elektrode der Ionenfalle induzieren, detektiert.
Abbildung 1.3 zeigt den generellen Aufbau eines Ionenfallen-Massenspektrometers mit
Detektion der Influenzladung, wie er auch in den bisherigen Arbeiten von z.B. [Gen05]
und [Lau15] verwendet wurde. Das Herzstu¨ck stellt die Ionenfalle innerhalb einer
Vakuumkammer dar. Das fu¨r das elektrische Wechselfeld beno¨tigte Spannungssignal
wird typischerweise mit Hilfe von Schwingkreisen erzeugt (HV-RF-Generator). Fu¨r
die empfindliche Ionendetektion wird ein ladungsempfindlicher Versta¨rker beno¨tigt
(engl. charge sensitive amplfier, CSA). Dieser muss mit einer Kompensationsschal-
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tung kombiniert werden, um etwaige Sto¨rsignale durch das elektrische Wechselfeld
zu unterdru¨cken. Da dies nie in vollsta¨ndigem Maße gelingt und die Signale des
CSA meist noch sehr klein sind, werden sie gefiltert und weiter versta¨rkt (Filter-
Versta¨rker). Damit eine Messung der Ionenresonanzfrequenzen u¨berhaupt mo¨glich
wird, mu¨ssen die Ionen zuna¨chst angeregt werden (Stimulus), sodass ihre Bewegungen
ausreichend große Schwingungsamplituden aufweisen. Zur abschließenden Auswertung
mu¨ssen die Ionensignale aufgezeichnet (Transientenrekorder) und aufbereitet bzw.
in ein verwertbares Massenspektrum umgewandelt werden (FFT engl. fast Fourier
transform).
Einen essentiellen Bestandteil eines Massenspektrometers stellt u¨berdies die Ionisation
und ein eventueller Ionentransport dar, deren Optimierung mittlerweile einen großen
Teil der allgemeinen Forschungs- und Entwicklungsvorhaben einnimmt. Es existieren
viele verschiedene Ionisierungsmethoden, welche nicht fu¨r alle Massenbereiche bzw.
Analyten geeignet sind. Fu¨r die Arbeiten am Lehrstuhl fu¨r Sensorik und Messtech-
nische Systeme an der Bergischen Universita¨t Wuppertal stehen allerdings andere
Aspekte des Massenspektrometers im Vordergrund. Daher wird hier vorwiegend auf
die einfach zu realisierende Elektronenionisation (EI) zuru¨ckgegriffen.
1.3 Motivation
Die vorliegende Arbeit baut auf den Arbeiten von Aliman [Al98], Rozic [Roz06],
Gencol [Gen05] und Laue [Lau15] auf. Sie alle haben das Funktionsprinzip eines
Quadropul-Massenspektrometers mit Influenzladungsdetektion sukzessive optimiert.
Im Fokus stand hierbei gro¨ßtenteils die Reduktion der vorhandenen Sto¨rsignale. Zur
Analyse wurden hauptsa¨chlich leichtere Probensubstanzen, wie z.B. Aceton verwendet.
Durch seinen einfachen Aufbau ist ein solches Massenspektrometer allgemein fu¨r eine
Vielzahl von Anwendungen attraktiv. Im medizinischen Bereich werden typischerweise
sehr komplexe Moleku¨le untersucht, welche große Masse-zu-Ladung-Verha¨ltnisse
aufweisen ko¨nnen (siehe Abbildung 1.4 a)). In ihrer Grundmasse ko¨nnen sie mehrere
Tausend u3 erreichen. Meist werden aber auch ihre Fragmente betrachtet, welche dann
ha¨ufig im Bereich von 100-2000 u liegen. Bei Sprengstoff- oder Drogenuntersuchungen
3Mit u wird die atomare Masseneinheit bezeichnet. Sie ergibt sich aus 1/12 der Masse eines
Atoms des Kohlenstoff-12C-Isotops
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Abbildung 1.4: Beispielspektren
ist hingegen der Massenbereich von wenigen Hundert u interessant (siehe Abbildung
1.4 b)). Daneben existiert auch noch das große Feld der Restgasuntersuchungen, wie
beispielsweise zur Kontrolle von Kraftfahrzeugemissionen. Hier stehen sehr leichte
Substanzen, z. B. Stickoxide oder kurzkettige Kohlenwasserstoffe, im Vordergrund
(siehe Abbildung 1.4 c)).
Ein universell einsetzbares Massenspektrometer sollte folglich einen großen Massenbe-
reich abdecken ko¨nnen4. Bei einem Quadrupol-Ionenfallen-Massenspektrometer ist
dieser unter anderem abha¨ngig von den Eigenschaften des elektrischen Wechselfeldes,
genauer von der Frequenz und Amplitude des verwendeten Spannungssignals, sowie
4Hierbei ist zu beru¨cksichtigen, dass je nach Anwendung unterschiedliche Ionisierungslo¨sungen
beno¨tigt werden.
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der Zellgeometrie.
Die bisher entwickelten Quadrupol-Ionenfallen-Massenspektrometer verwenden fast
ausschließlich eine feste Speicherfeldfrequenz von 1 MHz. Dies hat Vorteile hinsichtlich
des Signal-zu-Rausch-Verha¨ltnisses der Messsignale und des Auflo¨severmo¨gens. Sollen
allerdings schwerere Ionen nachgewiesen werden, sind hierbei dann sehr große Spannun-
gen no¨tig. Die Erzeugung von hochfrequenten Wechselspannungen im Kilovolt-Bereich
ist dabei mit erho¨htem Aufwand verbunden. Bei ho¨heren Dru¨cken in der Vakuum-
kammer kann es sogar zu unerwu¨nschten Gasentladungen kommen. Somit ist der
Massenbereich bisheriger Aufbauten begrenzt.
Die Speicherfeldfrequenz geht, anders als die Speicherfeldspannung, quadratisch in
den Massenbereich ein. Eine um den Faktor zwei kleinere Frequenz resultiert in einer
viermal so großen speicherbaren Masse. Es bietet sich daher an, die Frequenz des
Speicherfeldes variabel zu halten, um jeweils die optimalen Betriebspunkte fu¨r die
nachzuweisenden Ionen verwenden zu ko¨nnen.
Durch den zusa¨tzlichen Freiheitsgrad einer variablen Speicherfeldfrequenz, ergeben
sich vo¨llig neue Mo¨glichkeiten fu¨r das Ionenfallen-Massenspektrometer. Neben dem er-
weiterten Massenbereich ko¨nnen Ionen bei unterschiedlichen Betriebsparametern bzw.
Ionenresonanzfrequenzen beobachtet werden. U¨ber eine Kombination der Messungen
kann z. B. die Messgenauigkeit erho¨ht werden. Auch fu¨r Fragmentierungsuntersuchun-
gen kann u¨ber die Frequenz des Speicherfeldes eine gezielte Steuerung stoßinduzierter
Dissoziationen (engl. CID - collision-induced dissociation) erfolgen (siehe [Xu16]).
Die CID ermo¨glicht es z. B. die Struktur von komplexeren Moleku¨len zu untersuchen,
indem die einzelnen Bestandteile analysiert werden.
Um derartige Aspekte mit einem Ionenfallen-Massenspektrometer, welches eine In-
fluenzladungsdetektion verwendet, verbinden zu ko¨nnen, sind neue Konzepte zur
Speicherfelderzeugung, der Ionenanregung sowie Signaldetektion notwendig. Die Ent-
wicklung eines entsprechenden Systems stellt die zentrale Motivation der vorliegenden
Arbeit dar. Ein Fokus liegt dabei auf der Erprobung von in diesem Rahmen neuartigen,
nicht-sinusfo¨rmigen Wechselfeldern zur Ionenspeicherung.
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Bevor na¨her auf die einzelnen technischen Gesichtspunkte des Massenspektrometers
eingegangen werden kann, ist zuna¨chst ein Blick auf die physikalischen Grundlagen
no¨tig. Wie im Kapitel 1 aufgezeigt wurde, beruht die zersto¨rungsfreie Ionendetektion
auf dem Prinzip der Ionenspeicherung. Erst dieses ermo¨glicht es, Ionen u¨ber la¨ngere
Zeitra¨ume hinweg zu beobachten. Hierzu mu¨ssen die Ionen mit geeigneten magne-
tischen oder elektrischen Feldern zu einer ra¨umlich begrenzten, stabilen Bewegung
gezwungen werden. In dieser Arbeit wird hierzu die bereits zuvor genannte Ionenfalle
verwendet, welche mit elektrischen Wechselfeldern arbeitet.
Im Folgenden sollen kurz die entsprechenden physikalischen Grundlagen und darauf
aufbauend die Zusammenha¨nge der Masse-zu-Ladung-Bestimmung erla¨utert werden.
Fu¨r eine detailliere Herleitung sei auf die einschla¨gige Literatur, z. B. [Da95] oder
[Mar97], verwiesen.
2.1 Ionenbewegung in 3D-Quadrupolfeldern
Allgemein erfahren Ionen im elektrischen Feld nach Lorentz eine Kraft von
~Fel(~r) = q · ~E(~r). (2.1)
U¨ber das Kra¨ftegleichgewicht
m · a(~r) = m · d
2~r
dt2 = q ·
~E(~r), (2.2)
kann damit die Bewegungsgleichung, nach zweifacher Integration, bestimmt wer-
den. Fu¨r ein o¨rtlich konstantes und statisches elektrisches Feld fu¨hrt das Ion eine
gleichma¨ßig beschleunigte Bewegung aus. Hierbei wird es irgendwann mit einer der
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felderzeugenden Elektroden kollidieren. Damit es ra¨umlich stabil gespeichert wer-
den kann, wird eine in allen drei Raumdimensionen wirkende, ru¨cktreibende Kraft
beno¨tigt. Ein Ansatz hierzu liegt in der Verwendung sogenannter Quadrupolfelder,
aufgrund derer die Ionenfalle auch als quadrupole ion trap (QIT) bekannt ist. Die
besondere Feldanordnung wird durch die drei hyperbolisch geformten Elektroden,
der Ringelektrode und zwei Deckelelektroden, der Ionenfalle erreicht. Abbildung
2.1 zeigt hierzu einen Schnitt durch die Ionenfalle. Da der Aufbau der Ionenfalle
zylindersymmetrisch ist, genu¨gt eine zweidimensionale Betrachtung. Generell muss
das elektrische Potential die Laplace-Gleichung,
∆φ(~r) = 0, (2.3)
erfu¨llen. Fu¨r die gegebene Elektrodenanordnung, bei welcher z0 = r0/
√
2 gilt, ergibt
sich damit fu¨r den typischen Fall, dass die Deckelelektroden auf Massepotential liegen,
ein Potential von
φ(~r,t) = φRF(t)2r02
(r2 − 2z2) + φRF(t)2 (2.4)
mit r2 = x2 + y2
und φRF (t) = U − V · ψRF (t). (2.5)
Das an der Ringelektrode angelegte Potential φRF(t) setzt sich dabei aus einem
Wechselanteil V · ψRF (t) und einer statischen Komponente U zusammen. Erst durch
den Wechselanteil ko¨nnen Ionen dynamisch in der Ionenfalle gefangen werden. A¨hn-
lich einer Kugel innerhalb eines rotierenden Sattels, werden sie so im Mittel zum
r0
z0
Deckelelektroden
Ringelektrode
z
r
Abbildung 2.1: Schnitt der Ionenfalle
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Zentrum der Falle hin beschleunigt. ψRF (t) entspricht hierbei einer beliebigen, in T/2
periodischen Funktion mit einer normierten Amplitude von ±1. Bei Betrachtung der
elektrischen Feldsta¨rke und Kraft, welche auf das Ion innerhalb des Quadrupolfeldes
wirken, zeigt sich, dass diese mit dem Radius linear zunehmen:
~E(~r, t) = −∇φ(~r,t) = −φRF (t)
r02
 r
−2z
 (2.6)
~F (~r, t) = −q φRF (t)
r02
 r
−2z
 . (2.7)
Generell sind Ionen, mit Einschra¨nkungen, auch in Feldern mit Anteilen ho¨herer
Ordnung speicherbar, z. B. in Hexa- oder Oktopolen. Der lineare Zusammenhang ist
fu¨r die spa¨tere Ionendetektion von zentraler Bedeutung, denn nur so besitzen die Ionen
in ihrer Bewegung eine einzige charakteristische Resonanzfrequenz und es kann eine
klare Trennung von Ionen unterschiedlicher Massen erfolgen. Die Bewegungsgleichung
selbst kann erneut im Ansatz nach Gleichung 2.2 bestimmt werden
m
d2
dt2
 r
z
 = −q (U − V · ψRF (t)
r20
 r
−2z
 . (2.8)
Die Masse m des Ions bestimmt sich allgemein als Produkt der Massenzahl M und der
atomaren Masseneinheit u, oder na¨herungsweise der Masse eines Wasserstoffatoms
mH . Seine Ladung Q ergibt sich aus der Elementarladung e multipliziert mit der
Ladungszahl Z, wobei in der vorliegenden Arbeit ausschließlich einfach geladene Teil-
chen betrachtet werden (Z = 1). Setzt man die beiden Zusammenha¨nge in Gleichung
2.8 ein, ergibt sich das folgende Differentialgleichungssystem zweiter Ordnung:
d2r
dt2
+ Ze(U − V · ψRF (t))
MmHr02
r = 0
d2z
dt2
− 2Ze(U − V · ψRF (t))
MmHr02
z = 0.
Mit der Substitution
ξ = ωRFt2 = pifRFt⇔ dξ
2 = ωRFdt
2
4 (2.9)
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ergeben sich die beiden einheitenlosen Parameter
az = −2ar = − 8ZeU
ωRF2MmHr20
sowie qz = −2qr = 4ZeV
ωRF2MmHr20
(2.10)
und es kann die obige Differentialgleichung zur Hill-Gleichung,
d2 u
dξ2
+ (au − 2q u ψRF (ξ))u = 0, (2.11)
umgeformt werden. Hierbei entspricht u der jeweiligen Raumrichtung. Um die Bewe-
gung der Ionen u¨ber die Zeit und schließlich auch ihr Masse-zu-Ladung-Verha¨ltnis
bestimmen zu ko¨nnen, muss die Differentialgleichung gelo¨st werden. Hierfu¨r gibt es
verschiedene Lo¨sungsansa¨tze, die sich unter anderem darin unterscheiden, welcher
Art die periodische Funktion ψRF (t) ist.
2.2 Mathieu-Gleichung
Wird zur Ionenspeicherung eine Sinusspannung ψRF (t) = cos(ωRFt) verwendet, erha¨lt
man die in der angewandten Mathematik ha¨ufig verwendete Mathieu-Gleichung:
d2u
dξ2
+ (au − 2qu cos(2ξ))u = 0. (2.12)
Diese stellt eine Spezialform der Hill-Gleichung dar. Die Mathieu-Gleichung kann
unter Zuhilfenahme des Floquet-Theorems mit dem Ansatz
u(ξ) = Γeµξ
∞∑
n=−∞
C2ne
2jnξ + Γ′e−µξ
∞∑
n=−∞
C2ne
−2jnξ (2.13)
gelo¨st werden. Mit der Pra¨misse, dass bei der vorliegenden Anwendung nur ra¨umlich
beschra¨nkte Ionenbewegungen von Interesse sind, ergibt sich:
u(ξ) = A
∞∑
n=−∞
C2n cos(2n+ β)ξ +B
∞∑
n=−∞
C2n sin(2n+ β)ξ. (2.14)
Die Konstanten A = (Γ+Γ′) und B = j(Γ−Γ′) ko¨nnen aus den Anfangsbedingungen,
dem Ort und der Geschwindigkeit des Ions bestimmt werden. Der β-Parameter
beschreibt dabei den Zusammenhang zwischen der Ionen-Schwingungsfrequenz und
der Speicherfeldfrequenz und beschra¨nkt sich auf den Bereich von 0 bis 1. Fu¨r Werte
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außerhalb des Bereiches ist die Ionentrajektorie instabil. Allgemein gilt somit fu¨r die
Resonanzfrequenz des Ions
fIon,n = (2n+ β)
fRF
2 , (2.15)
wobei fu¨r die Massenbestimmung nur die Grundkomponente n=0 von Bedeutung ist.
Durch Einsetzen der Lo¨sung in Gleichung 2.12 kann ein Zusammenhang zwischen den
beiden einheitenlosen Parametern a und q, sowie dem β-Parameter und damit der
Ionenresonanzfrequenz selbst gefunden werden. Der dabei resultierende Ausdruck
β2 − a = q
2
(β + 2)2 − a− q
2
(β + 4)2 − a− q
2
(β + 6)2 − a− · · ·
+
q2
(β − 2)2 − a− q
2
(β − 4)2 − a− q
2
(β − 6)2 − a− · · ·
,
(2.16)
kann numerisch nach β(q) aufgelo¨st werden. Natu¨rlich gelten die genannten Zusam-
menha¨nge fu¨r jede Raumkoordinate. Zur U¨bersichtlichkeit wurde hier der Index u
weggelassen. Im Folgenden wird hauptsa¨chlich der Anteil in z-Richtung betrachtet,
u = z. U¨ber Gleichungen 2.10 und 2.16 kann ein Zusammenhang zwischen Ionen-
resonanzfrequenz der Ionenmasse und den Betriebsparametern (r0, fRF, V und U)
der Ionenfalle, unter der Verwendung von sinusfo¨rmigen Speicherfeldern, gefunden
werden. Falls ein konstanter Gleichanteil U im Speicherfeld vorhanden ist, ergibt sich
der noch unbestimmte a-Parameter aus dem Verha¨ltnis von Wechsel- zu Gleichanteil
in Abha¨ngigkeit des q-Parameters mit
az = −2U
V
qz. (2.17)
Abbildung 2.2 zeigt den Verlauf von β(q) fu¨r drei verschiedene Gleichanteile im
Speicherfeld, bei ansonsten gleichen Betriebsparametern von r0 = 10 mm, fRF =
1 MHz und V = 100 V. Der obere Teil stellt dar, welche Masse in diesem Fall zu
dem entsprechenden q-Parameter korrespondiert. Aus Gleichung 2.15 geht bereits
hervor, dass die maximale Ionenresonanzfrequenz der halben Speicherfeldfrequenz
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Abbildung 2.2: β(q)-Kurve fu¨r verschiedene Gleichanteile, sowie die resultierende
Massenskala
entspricht. Dies ist ebenfalls in Abbildung 2.2 erkennbar (rechte y-Achse). Im Fall
von U/V = 0,05, beginnt die β(q)-Kurve nicht bei β = 0. In diesem Fall ist die
Ionenbewegung zwar in z-Richtung aber nicht in r-Richtung beschra¨nkt bzw. stabil.
Es ist weiterhin ersichtlich, dass ein Gleichanteil im Speicherfeld den erreichbaren
Massenbereich einschra¨nkt. Typischerweise wird dieser daher bei einer breitbandigen
Messung zu Null gesetzt.
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2.2.1 Massenbereich
Unter der oben genannten Bedingung und ansonsten idealen Verha¨ltnissen1 ergibt
sich aus Gleichung 2.10 mit q → 0 eine obere Massengrenze von unendlich. Es
besteht zuna¨chst also kein Grund dafu¨r, die Betriebsparameter eines Ionenfallen-
Massenspektrometers a¨ndern zu mu¨ssen. Allerdings geht bei q → 0 ebenfalls die
Ionenresonanzfrequenz gegen Null. Da die Schwingungsfrequenz die eigentliche Mess-
gro¨ße darstellt, ist dies nicht zweckdienlich.
Grundsa¨tzlich gibt es drei Parameter, welche auf den Massenbereich bzw. den Wert
des q-Parameters, bei welchem die Ionen oszillieren, Einfluss nehmen: Die Speicher-
feldfrequenz und Amplitude sowie der Radius der Ionenfalle. Abbildung 2.3 a) bis c)
zeigt die jeweiligen Auswirkungen einer A¨nderung eines der drei Betriebsparameter.
Die Speicherfeldamplitude geht auf den Massenbereich nur linear ein, der Radius und
die Speicherfeldfrequenz jeweils quadratisch.
Es bietet sich also an, zur Speicherung schwererer Ionen bei einem gro¨ßeren q-
Parameter, also einer in Relation ebenfalls gro¨ßeren Ionenresonanzfrequenz, eine
kleinere Ionenfalle oder eine reduzierte Speicherfeldfrequenz zu verwenden. Bei einer
kleineren Ionenfalle wirken sich allerdings Geometriefehler durch Fertigungstoleranzen
sta¨rker aus. Eine Unsicherheit im Radius der Ionenfalle r0 wirkt sich beispielsweise
mit einem Faktor zwei,
∆m
m
= −2∆r0
r0
, (2.18)
in einer Messunsicherheit der Ionenmasse aus. Hinzu kommen Fehler in der Elektro-
denform und Position, welche ebenfalls zu Abweichungen bei der Bestimmung des
Masse-zu-Ladung-Verha¨ltnisses fu¨hren.
Die Speicherfeldfrequenz kann hingegen exakt vermessen werden, sodass dadurch
resultierende Fehler sehr gering ausfallen. Ebenfalls erlaubt eine Variation der Spei-
cherfeldfrequenz den Speicherbereich in einem weiten Bereich, also fu¨r verschiedene
Ionensorten, anzupassen. Grundsa¨tzlich ist dies auch mit einer A¨nderung der Am-
plitude der Speicherfeldspannung mo¨glich; Aufgrund des linearen Zusammenhangs
allerdings weniger effizient. Abbildung 2.4 zeigt, welche Kombination aus Speicher-
feldfrequenz und Amplitude no¨tig ist, um ein Ion bei einem q-Parameter von 0,1
einzuspeichern. Dieser Wert wurde gewa¨hlt, da hier die A¨nderung der eingespeicherten
1keine Kollisionen mit Neutralteilchen, Geometriefehler etc.
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Abbildung 2.3: Abha¨ngigkeit des Massenbereichs von den Betriebsparametern
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Abbildung 2.4: Massenbereich in Abha¨ngigkeit von der Frequenz und Amplitude des
Spannungssignals zur Erzeugung des Wechselfeldes bei einem Radius
der Ionenfalle von r0 = 10 mm
Masse sehr groß ist (siehe Abbildung 2.3 a) bis c)). Die Ionenresonanzfrequenz ist an
diesem Betriebspunkt ebenfalls bereits wesentlich gro¨ßer als Null2.
Es ist ersichtlich, dass um schwere Ionen mit Speicherfeldfrequenzen im Bereich von
1 MHz vermessen zu ko¨nnen, sehr große Amplituden der Speicherfeldspannung no¨tig
wa¨ren. Dies ist aus mehreren Gru¨nden nicht praktikabel. Zum einen kann es innerhalb
der Ionenfalle zu Gasentladungen oder Spannungsu¨berschla¨gen kommen, zum anderen
ist die Realisierung eines entsprechenden Signalgenerators mit u¨berma¨ßigem Aufwand
verbunden bzw. technisch begrenzt (z. B. durch die Spannungsfestigkeit der beno¨tig-
ten Halbleiter). Hier zeigt sich der Vorteil einer niedrigeren Speicherfeldfrequenz.
Mit in der Praxis gut realisierbaren Amplituden von rund 500 V ko¨nnen bei einer
Speicherfeldfrequenz von 200 kHz beispielsweise Ionen mit Massen von u¨ber 12 000 u
2fu¨r fRF  0
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gespeichert werden. Hierbei gibt es aber nicht einen einzigen optimalen Betriebspunkt.
Vielmehr sollte fu¨r jeden zu untersuchenden Massenbereich die - unter Beru¨cksichti-
gung der erreichbaren Amplituden - maximale Speicherfeldfrequenz gewa¨hlt werden.
Dies ist dadurch begru¨ndet, dass die Massenauflo¨sung proportional zur Frequenz-
auflo¨sung ist. Letztere nimmt bei einer konstanter Transitentenla¨nge (bzw. La¨nge des
FFT-Fensters) mit steigender Frequenz zu.
2.3 Pseudopotential
Neben ihrer charakteristischen Resonanzfrequenz besitzen alle Ionen in ihrer Bewe-
gung eine weitere gemeinsame Schwingungskomponente von fIon,mikro = fRF, welche
durch das elektrische Wechselfeld hervorgerufen bzw. erzwungen wird. Wie in Ab-
bildung 2.5 zu erkennen ist, ist ihr Amplitudenanteil wesentlich kleiner als jener
der charakteristischen Ionenbewegung. Aus diesem Grund wird sie ha¨ufig als Mi-
kroschwingung und die Ionenresonanzbewegung als Makroschwingung bezeichnet.
Fu¨r kleine Werte3 von q verschwindet die Mikroschwingung nahezu vollsta¨ndig. Auf
diesem Umstand fußend, fu¨hrten Dehmelt u.a [Mar97] das Modell des Pseudopoentials
ein. Wird die Mikroschwingung vernachla¨ssigt, kann man die Ionenbewegung als
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Abbildung 2.5: Ionenbewegung in z-Richtung bei verschiedenen q-Parametern
3q muss aber >0 sein, da sonst keine Ru¨ckstellkra¨fte vorhanden sind.
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harmonische Schwingung in einem parabolischem Potenzialtopf annehmen. Wenn
man die genannte Vereinfachung in die Mathieu-Gleichung einfu¨gt, ergibt sich fu¨r die
Bewegung in z-Richtung
d2 z
dt2
= −4 pi2 f 2Ion,0 z, (2.19)
womit sich fu¨r den β-Parameter
β2 − a ≈ q
2
22 +
q2
22 , (2.20)
ergibt. Gleichung 2.20 ist auch als Dehmelt-Na¨herung bekannt und ist im Bereich
von q < 0,4 gu¨ltig. Mit ihr kann die Ionenresonanzfrequenz vereinfacht mit den
Parametern a und q, wie folgt ausgedru¨ckt werden:
fIon,0 ≈
√
a+ q
2
2 ·
fRF
2 . (2.21)
Ebenfalls kann durch die erwa¨hnte Vereinfachung die fu¨r Ionen im Mittel wirksame
Potentialbarriere bestimmt werden. Sofern kein Gleichanteil an der Ringelektrode
anliegt (also a = 0 gilt) ergibt sich
D¯ = eZ V
2
4ωRFmHM z20
= qV8 (2.22)
Mit der Tiefe des Potentialtopfs ko¨nnen Abscha¨tzungen zur maximalen Ionendichte
sowie die wirkenden Ru¨ckstellkra¨fte gemacht werden [Mar97].
2.4 Massenbestimmung
Vordergru¨ndig dient die Analyse der Ionenbewegung dem eigentlichen Ziel eines jeden
Massenspektrometers, der Bestimmung des Masse-zu-Ladung-Verha¨ltnisses. Im Fall
eines Ionenfallen-Massenspektrometers mit Influenzladungsdetektion, werden hierzu
die Ionenresonanzfrequenz sowie die Speicherfeldparameter gemessen und in Gleichung
2.10 eingesetzt. Im Normalfall gilt hierbei, dass das System ohne Gleichanteil im
Speicherfeld betrieben wird, also a = 0 gilt. Da fu¨r die hier verwendete Massenanalyse
nur die Ionenbewegung in z-Richtung von Bedeutung ist, kann damit allgemein der
Zusammenhang
M
Z
= eV
qz(βz)mHpi2fRF2r02
, (2.23)
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verwendet werden. Im Falle eines sinusfo¨rmigen Speicherfeldes und Werten von q, bei
denen die Dehmelt-Na¨herung zula¨ssig ist, gilt vereinfacht:
M
Z
=
√
2eV
4mHpi2fRF2r02fion
. (2.24)
2.5 Simulation der Ionenbewegung
Wie bereits erwa¨hnt wurde, lassen sich Ionen prinzipiell mit jeder beliebigen peri-
odischen Speicherfeldfunktion innerhalb einer Ionenfalle einspeichern. Im Folgenden
sollen kurz die Auswirkungen der unterschiedlichen Wellenformen auf die Bewegungen
der Ionen na¨her betrachtet werden. In dieser Arbeit wird hierzu ein Simulationsmodell
auf Basis von Matlab-Simulink verwendet, welches in seinen Grundzu¨gen von Rozic
[Roz06] eingefu¨hrt wurde (siehe Abbildung 2.6).
Das Modell beruht auf der Grundbewegungsgleichung 2.2, welche sich aus dem Kra¨fte-
gleichgewicht ergibt. Die Beschleunigung eines Ions kann demnach direkt mit seiner
Ladung und Masse sowie dem momentanen, o¨rtlich herrschenden, elektrischen Feld
bestimmt werden. Seine Position nach dem Zeitintervall ∆t in z- und r-Richtung,
M · u
Z · e Q
m
1
s
1
s
1
s
1
s
az =
Q
mEz
vz z
ar =
Q
mEr
vr r
Ez
Er
E-Felder UStim(t)
Ψ(t)
Qinf
Abbildung 2.6: Simulationsmodell
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ergibt sich im Anschluss durch zweifache numerische Integration der Beschleunigung.
Fu¨r den na¨chsten Simulationsschritt wird das an der neuen Position wirkende elektri-
sche Feld und die damit resultierende Beschleunigung berechnet und erneut integriert.
Die elektrischen Felder ko¨nnen im Fall einer idealen Geometrie anhand von Gleichung
2.6 berechnet werden. Fu¨r eine reale Geometrie, welche z. B. Bohrungen aufweisen
kann, ist es no¨tig den Feldverlauf u¨ber eine Finite-Elemente-Methode (FEM) zu
bestimmen. Eine analytische Bestimmung der realen Feldverla¨ufe ist nur fu¨r einfache
Abweichungen durchfu¨hrbar. Ein Vorteil der FEM-Analyse ist, dass auf einfache Weise
die Einflu¨sse beliebiger Potentialverteilungen auf den Elektroden berechnet werden
ko¨nnen. Dazu wird nacheinander jede Elektrode mit einem normierten Potential von
typischerweise 1 V beaufschlagt und der entsprechende Feldanteil bestimmt, wa¨hrend
alle anderen Elektroden auf Massepotential liegen. Das resultierende Gesamtfeld ergibt
sich aus der Summe der einzelnen Komponenten, siehe Abbildung 2.7. Die jeweiligen
Feldanteile sind hier fu¨r die einzelne Raumrichtungen in Lookup-Tabellen (LUT)
hinterlegt, was kurze Simulationszeiten ermo¨glicht. Da die berechneten Felder normiert
sind, mu¨ssen sie noch mit den entsprechenden Spannungsverla¨ufen multipliziert
werden, um den tatsa¨chlichen Feld-Zeitverlauf zu erhalten.
In dieser Arbeit sind zuna¨chst zwei Feldanteile von Interesse, die des Speicherfeldes
und die einer Anregungsspannung auf den Deckelelektroden. Letztere wird zum
z
r
Ψ(t)
UStim(t)
Ez
Er
Anregungsfeld
Speicherfeld
Abbildung 2.7: Lookup-Tabellen zur Feldbestimmung
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Abbildung 2.8: Speicherfeld in z- und r-Richtung
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Abbildung 2.10: Beispiel einer einfachen Elektroden-Anordnung a) und dem dazu-
geho¨rigen Wichtungspotential bzw. Feld b) nach [Kol16]
Beschleunigen der Ionen in z-Richtung beno¨tigt, siehe Kapitel 4. Die jeweiligen
Feldverla¨ufe im Innenraum der Ionenfalle sind in Abbildungen 2.8 und 2.9 fu¨r die
jeweilige Raumrichtung dargestellt. Die Anregung erfolgt normalerweise differentiell,
daher bietet es sich an, zur Feldberechnung auf den Deckelelektroden ebenfalls ein
differentielles Potential anzulegen. Fu¨r die Anregung wird in dieser Arbeit nur ein
Teil der Deckelelektroden verwendet, daraus resultiert der abknickende Feldverlauf
fu¨r r → r0.
Als Ausgangsgro¨ße ist fu¨r die Simulation vordergru¨ndig nicht die Position der Ionen,
sondern die resultierende Influenzladung auf den Deckelelektroden von Interesse, da
diese die eigentliche Messgro¨ße darstellt. Die Influenzladung ha¨ngt von der Ladung
der Ionen und ihrem Abstand zu den Elektroden ab. Berechnet werden kann sie mit
dem Integral der Oberfla¨chenladungsdichte ρF u¨ber die Elektrodenfla¨che F [Roz06],
Qinf =
∫∫
F
%Fdf.
Dies ist allerdings sehr rechenaufwendig, da die Oberfla¨chenladungsdichte fu¨r jeden
Raumpunkt u¨ber die Poisson-Gleichung
∆Φ(~r) = −%(~r)

, (2.25)
bestimmt werden muss. Eine einfachere Lo¨sung fanden Shockley und Ramo mit
25
2.5. Simulation der Ionenbewegung
−1
−0,5
0
0,5
1
−1
−0,5
0
0,5
1
0
0.5
1
r/r0z/z0
Φw[V]
Abbildung 2.11: Wichtungspotential zur Berechnung der Influenzladung auf der obe-
ren Deckelelektrode
dem nach ihnen benannten Shockley-Ramo-Theorem, indem sie den Green’schen
Satz anwandten [Kol16]. Demnach kann die Influenzladung bzw. der Influenzladungs-
strom auf einer Elektrode mit Hilfe eines entsprechenden Wichtungspotentials bzw.
Wichtungsfeldes einer beliebigen Potentialkonfiguration bestimmt werden. Das Wich-
tungspotential Φw bzw. Feld Ew ergibt sich dadurch, dass die gewu¨nschte Elektrode,
im Fall der Ionenfalle eine der Deckelelektroden, mit einem Potential Φ0 beaufschlagt
wird, wa¨hrend alle anderen Elektroden Massepotential aufweisen und sich keine
Ladung in der Anordnung befindet, siehe z. B. Abbildung 2.10. Die Influenzladung auf
der gewu¨nschten Elektrode ist dabei proportional zur Ladung q sowie dem Quotient
aus dem Wichtungspotential am Ort der Ladung und dem Potential Φ0,
Qinf = −q(~r) Φw(~r)Φ0 , (2.26)
und ha¨ngt damit nur von der Geometrie und nicht von dem elektrischen Feld zwischen
den Elektroden ab. Das Feld bestimmt allerdings die Richtung und Beschleunigung
der Ladung bzw. der Ionen und damit den Signalverlauf von Qinf . Abbildung 2.11
zeigt das berechnete Wichtungspotential fu¨r die obere Deckelelektrode der Ionenfalle.
Fu¨r das entsprechende Resultat der unteren Deckelelektrode genu¨gt es, dasselbe
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Ergebnis zu verwenden aber die z-Koordinate zu invertieren.
Es ist ebenfalls mo¨glich, direkt den auf den Deckelelektroden induzierten Influenz-
ladungsstrom zu bestimmen. Dieser ergibt sich aus dem Wichtungsfeld Ew und der
Geschwindigkeit v des Ions mit
iinf = q(~r)Ew(~r)~v. (2.27)
Alternativ genu¨gt auch eine numerische Ableitung der Influenzladung. Mit Hilfe des
Influenzladungsstroms ist es mo¨glich, die Simulation der Ionenbewegung mit einer
elektrischen Simulation der Messelektronik auf Basis von Matlab Simscape oder
SPICE zu koppeln und diese im Gesamtsystem zu analysieren.
2.5.1 Ionenbewegung unter alternativen Signalformen
Zur Betrachtung der Ionenbewegung bei unterschiedlichen Signalformen der Speicher-
feldspannung, wurde beispielhaft jeweils ein Ion mit einer Masse von 30 u bei einer
Startposition von z = 2 mm und r = 0 sowie einer anfa¨nglichen kinetischen Energie
von Null simuliert. Abbildung 2.12 zeigt das Ergebnis der Simulation fu¨r ein Sinus-,
Rechteck- und Dreiecksignal mit gleicher Amplitude. Es ist erkennbar, dass das Ion
in seiner Bewegung mit den verschiedenen Wellenformen ein sehr a¨hnliches Verhalten
zeigt. Lediglich die resultierende Ionenresonanzfrequenz unterscheidet sich deutlich.
Nach Dawson [Da95] nimmt hauptsa¨chlich die Fundamentale des Speicherfeldsignals
Einfluss auf die Ionenbewegung. Aus der Reihenentwicklung eines Rechteck- bzw.
Dreiecksignals [Ak15]
f(t)Rechteck =
4
pi
∞∑
n=1
sin((2n− 1)ω t)
2n− 1 , (2.28)
und (2.29)
f(t)Dreieck =
8
pi2
∞∑
n=1
cos((2n− 1)ω t)
(2n− 1)2 ,
kann entnommen werden, dass die Grundkomponente eines Rechtecksignals um den
Faktor 4/pi gro¨ßer und die eines Dreiecksignals um den Faktor 8/pi2 kleiner ist, als
jene einer reinen Sinusschwingung. Werden die Amplituden der Wellenformen nun
um die entsprechenden Faktoren skaliert, ergeben sich bei der Ionenbewegung nahezu
identische Ergebnisse.
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Abbildung 2.12: Speicherfeld in z- und r-Richtung
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Als Resultat kann damit festgehalten werden, dass im Fall von idealen Rechteck-
oder Dreieckssignalen die Ionenbewegung ebenfalls durch die Mathieu-Gleichung
beschrieben und deren Lo¨sung fu¨r eine Sinusschwingung verwendet werden kann. Fu¨r
die entsprechenden Resultate muss nur der Wert fu¨r die Amplitude des Speicherfeldsi-
gnals passend skaliert werden. Bei der Massenbestimmung sind damit Genauigkeiten
im Prozentbereich erreichbar.
Daru¨ber hinaus ist es ebenfalls mo¨glich, Ionen mit pulsfo¨rmigen Signalformen ein-
zuspeichern. Abbildung 2.13 zeigt hierzu die Ionenbewegung in Abha¨ngigkeit ver-
schiedener Pulsdauern. Etwaige Vorteile hiervon werden am Ende dieses Kapitels
diskutiert.
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Abbildung 2.13: Speicherfeld in z- und r-Richtung
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2.6 Matrix-Methoden
Sollen ho¨here Genauigkeiten erreicht werden, oder weichen die eingesetzten Signal-
formen von den jeweiligen idealen Verla¨ufen ab, wird eine andere Herangehensweise
beno¨tigt. Zur Bestimmung des Masse-Ladung-Verha¨ltnisses bei Speicherfeldern mit
beliebiger Signalform ist es no¨tig, die Ionenbewegung in Matrixform schrittweise
zu beschreiben, da eine zur Mathieu-Gleichung vergleichbare Lo¨sungsstrategie nicht
existiert.
In der Literatur ist die entsprechende Vorgehensweise unter den sogenannten Matrix-
methoden bekannt [Da95]. Hierbei wird eine Speicherfeldperiode in kleine Intervalle
∆k unterteilt. In diesen Intervallen kann die an der Ringelektrode anliegende Span-
nung fk als konstant angenommen werden, siehe Abbildung 2.14. Als Konsequenz
vereinfacht sich damit die Hill-Gleichung. Fu¨r das Intervall ∆k lautet diese
d2u
dξ2
+ fk(ξ)u = 0. (2.30)
Die Lo¨sung dieser Differentialgleichung ist, anders als bei der Mathieu-Gleichung,
analytisch exakt mo¨glich. Position und Geschwindigkeit des Ions am Ende eines
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Abbildung 2.14: Schrittweise Approximation der Speicherfeldsignals
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Intervalls lassen sich hierbei mit
uk+1
u˙k+1
 = M
uk
u˙k
 (2.31)
beschreiben, wobei M die U¨bertragungsmatrix darstellt. Konenkov [Ko02] liefert
eine ausfu¨hrliche Beschreibung zur Berechnung der U¨bergangsmatrix. Fu¨r positive
Funktionswerte fk > 0 gilt
M =
 cos(∆k
√
fk)
1√
fk
sin(∆k
√
fk)
−√fk sin(∆k
√
fk) cos(∆k
√
fk)
 , (2.32)
fu¨r negative Funktionswerte fk < 0
M =
 cosh(∆k
√−fk) 1√−fk sinh(∆k
√−fk)
√−fk sinh(∆k
√−fk) cosh(∆k
√−fk)
 , (2.33)
Fu¨r eine komplette Periode T muss nun fu¨r jedes Intervall die U¨bertragungsmatrix
M berechnet werden. Am Ende ergibt sich daraus
uT
u˙T
 = Mn
u0
u˙0
 , (2.34)
mit Mn = M(fn,∆n) ·M(fn−1,∆n−1) · · ·M(f1,∆1) =
m11 m12
m21 m22
 . (2.35)
Ein großer Vorteil der Matrixbeschreibung ist, dass mit Hilfe der U¨bertragungsmatrix
M der Stabilita¨tsparameter β direkt berechnet werden kann:
β = 1
pi
arccos
(
m11 +m22
2
)
. (2.36)
Zur Bestimmung des Zusammenhangs β(q), bzw. der entsprechenden Umkehrfunk-
tion, welcher zur Bestimmung des Masse-Ladung-Verha¨tnisses beno¨tigt wird, muss
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Abbildung 2.15: β(q)-Verla¨ufe fu¨r verschiedene Wellenformen
abschließend noch die Speicherfeldfunktion auf die einheitenlosen Parameter a und q
skaliert werden. Eine Periode hat dabei den Wert pi. Fu¨r die z-Komponente gilt
fkz(a,q) = a+ xk2q, (2.37)
fu¨r die r-Komponente
fkr(a,q) = −
a
2 − xkq. (2.38)
xk entspricht dem skalierten Funktionswert im Intervall ∆k [Ko02]. Fu¨r
|m11 +m22| > 2
werden die Lo¨sungen fu¨r den Stabilita¨tsparameter β aus Gleichung 2.36 imagina¨r.
Physikalisch bedeutet dies, dass die Ionenbahnen instabil werden. Abbildung 2.15 zeigt
die β(q)-Verla¨ufe von verschiedenen Wellenformen, berechnet mit der vorgestellten
Matrixmethode. Die gestrichelte Linie zeigt zum Vergleich die Dehmelt-Na¨herung fu¨r
den Sinusfall aus Abschnitt 2.3.
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2.6.1 Genauigkeit der Matrixmethoden
Da bei den Matrixmethoden das Speicherfeld innerhalb von kleinen Teilstu¨cken
approximiert wird, entstehen bei Signalformen mit nicht konstanten Abschnitten,
z. B. einem Trapez- oder auch Sinussignal, Fehler bei dem errechneten Wert von β.
Die Abweichung vom idealen β-Wert sinkt mit steigender Intervallanzahl, allerdings
steigt gleichzeitig auch der Rechenaufwand.
Abbildung 2.16 zeigt hierzu, welche Intervallanzahl fu¨r die gewu¨nschte Genauigkeit
beno¨tigt wird. Zu Bestimmung des Diagramms wurde der β-Wert fu¨r eine Sinuskurve
bei q = 0,7 zuna¨chst numerisch u¨ber die Lo¨sung der Mathieu-Gleichung auf acht Nach-
kommastellen genau bestimmt und im Anschluss mit dem aus den Matrixmethoden
erhaltenen Wert verglichen.
Betrachtet man die Dehmelt-Na¨herung aus Gleichung 2.24 fu¨r kleine Werte von β, er-
gibt sich allgemein u¨ber die folgende Gro¨ßtfehlerabscha¨tzung eine Massenunsicherheit
∆M
Z
von
∆M
Z
=
∣∣∣∣∣d
M
Z
dβ
∣∣∣∣∣∆β = e VmH pi2fRF2 r02√2 β2 ∆β. (2.39)
Damit ergibt sich beispielsweise mit den Betriebsparametern V = 100 V,fRF =
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1 MHz, r0 = 10 mm und β = 0,3 eine Massenunsicherheit von
∆M
Z
≈ 0,0052 u, (2.40)
fu¨r eine Unterteilung des Sinus in 100 Intervalle. Dies reicht aus um, die Bestandteile
der Probensubstanzen aus Abschnitt 1.3 eindeutig zu identifizieren.
2.7 Stabilita¨t der Ionenbewegung
Wie zuvor angedeutet wurde, resultiert nicht jede Kombination der Parameter a und q,
also der entsprechend angelegten Wechsel- und Gleichanteile des Speicherfeldes sowie
dem Masse-zu-Ladung-Verha¨ltnisses der Ionen, in einer stabilen Ionentrajektorie. Bei
einer großen Speicherfeldamplitude ko¨nnen zum Beispiel sehr leichte Ionen bis an die
Wa¨nde der Zelle beschleunigt werden. Diese Grenze wird meist als low mass cutoff
(LMCO) [Mar97] bezeichnet und kann fu¨r a = 0 anhand von Gleichung 2.10 bestimmt
werden. Fu¨r den Sinusfall gilt z. B. mit qz,max = 0,908:
M
Z min
= e V
pi2 fRF
2 0,908 r02
. (2.41)
Die Stabilita¨t von Ionenfallen wird im Allgemeinen anhand des a-q-Diagramms be-
schrieben (siehe z. B. Abbildung 2.17). Damit ein Ion in allen Raumrichtungen eine
stabile Bewegung ausfu¨hren kann, muss es sowohl in radialer als auch in z-Richtung
eingefangen werden. Der Stabilita¨tsparameter β muss also fu¨r alle Raumrichtungen
bestimmt werden. Durch U¨berlagerungen der Ergebnisse erha¨lt man den Stabilita¨ts-
bereich, in welchem der Wert von β aus der Lo¨sung der Hill-Gleichung rein reell ist,
siehe grau markierter Bereich in Abbildung 2.17.
Typischerweise wird die Ionenfalle bei Kombination mit einer Influenzladungsdetektion
ohne Gleichanteil betrieben. Dann ist der Bereich, in welchem Ionen eingespeichert
werden ko¨nnen, am gro¨ßten. Hierbei ergibt sich dann der bereits in Abbildung 2.15
dargestellte Zusammenhang zwischen dem q-Parameter und βz. βr ist fu¨r die Messung
nicht von Interesse, da bei dem in dieser Arbeit verwendeten Verfahren hauptsa¨chlich
Ionenbewegungen in z-Richtung detektiert werden4.
4Eine Auswertung der reinen z-Schwingung ist nur mit unendlich ausgedehntem Plattenkonden-
sator mo¨glich.
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Abbildung 2.17: Stabilita¨tsdiagramm fu¨r ein sinusfo¨rmiges Speicherfeld mit m1 >
m2 > m3
Kommen andere Wellenformen zum Einsatz, a¨ndert sich auch der Stabilita¨tsbereich.
Fu¨r ein Rechteck- oder Dreieckssignal wird das Stabilita¨tsdiagramm in q-Richtung
gestaucht bzw. gestreckt5. Dies ist ein Resultat der unterschiedlichen Effektivwerte,
welche auf die Ionen einwirken und bedeutet aber nicht, dass z. B. unter Verwen-
dung eines Dreiecksignals der Speicherbereich der Ionenfalle gro¨ßer wird. Um das-
selbe Ion an den LMCO-Punkt zu bringen, wird im Vergleich lediglich eine gro¨ßere
Amplitude beno¨tigt. Die maximal mo¨gliche Ionenresonanzfrequenz bleibt ebenfalls
unvera¨ndert und betra¨gt immer fRF/2 (siehe Gleichung 2.15). Eine Besonderheit
bei der Betrachtung der Ionenstabilita¨t stellen asymmetrische Wellenformen, wie
z. B. ein Rechtecksignal mit einem Tastverha¨ltnis (Duty-Cycle) gro¨ßer oder kleiner
50 % dar (siehe Abbildung 2.18). Derartige Signalformen besitzen einen Mittelwert
ungleich Null. Dies fu¨hrt zu einem Verhalten der Ionenbewegung, wie es analog mit
einem DC-Anteil (a-Parameter) im Speicherfeld der Fall wa¨re. Das bedeutet, dass
der abgedeckte Massenbereich eingegrenzt wird (vgl. Abbildung 2.17 mit a 6= 0).
Normalerweise ist dies nicht erwu¨nscht, dieser Effekt kann aber dann genutzt werden,
5Ermittelt mit den vorgestellten Matrixmethoden und entsprechendem Matlab-Script.
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Abbildung 2.18: Stabilita¨tsdiagramm fu¨r ein rechteckfo¨rmiges Speicherfeld mit unter-
schiedlichen Tastverha¨ltnissen
0 10 20 30 40 50
0,4
0,45
0,5
0,55
0,6
0,65
0,7
V [V]
D
H2O (18 u)
N2 (28 u)
O2 (32 u)
Ar (40 u)
Abbildung 2.19: Stabilita¨tsbereich fu¨r verschiedene Ionenmassen in Abha¨ngigkeit des
Tastverha¨ltnisses nach [Ban13] (mit r0 = 7 mm und fRF = 450 kHz)
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wenn schwerere Ionen von der Messung ausgeschlossen werden sollen (D < 50 %), um
z. B. Wechselwirkungen mit anderen Ionen zu verhindern. Hierzu zeigt Abbildung 2.19
die Stabilita¨tsbereiche fu¨r verschiedene Ionenmassen. Es handelt sich also um eine
einfache aber limitierte Mo¨glichkeit der Selektion, ohne den Bedarf einer zusa¨tzlichen
DC-Spannungsquelle.
2.8 Ionenerzeugung
Auch wenn die Ionisation bzw. der Ionentransport in dieser Arbeit keinen Hauptaspekt
darstellt, sollen im Folgenden kurz die Auswirkungen bzw. Mo¨glichkeiten alternativer
Speicherfeld-Wellenformen auf die Ionisation bzw. der Ionentransport diskutiert
werden.
2.8.1 Elektronenionisation
Wie bereits erwa¨hnt, wird im Rahmen dieser Arbeit auf die Elektronenionisation
zuru¨ckgegriffen. Dazu wird ein Elektronenstrahl durch ein Loch in der Ringelektrode
geleitet und die Ionen damit in-situ, also im Inneren der Ionenfalle, erzeugt. Damit
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Abbildung 2.20: Modellierter Ionisationsquerschnitt fu¨r verschiedene Moleku¨le [Hw96]
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(a) ΦRF = −71 V (b) ΦRF = 0 V
Abbildung 2.21
entfa¨llt ein aufwendiger Ionentransport. Allerdings handelt es sich hierbei um eine
harte Ionisationsmethode, sodass Moleku¨le leicht fragmentiert werden ko¨nnen [Gr13].
Ebenfalls ist der Massenbereich auch auf ca. 1000 u begrenzt.
Damit eine Ionisation stattfindet, mu¨ssen die Elektronen des Elektronenstrahls mit
Neutralteilchen ”kollidieren”und ihnen dabei ausreichend Energie u¨bertragen. Die
beno¨tigte Mindestenergie wird Ionisierungsenergie genannt. Meist muss das Elektron
aber ein vielfaches dieser Energie aufweisen, damit die Ionisationseffizienz ausreichend
groß ist. Die Ionisationseffizienz wird in Form des Ionisationsquerschnitt beschrieben.
Dieser beschreibt die Fla¨che, die das Elektron fu¨r eine effektive Wechselwirkung mit
dem entsprechenden Neutralteilchen durchqueren muss [Gr13]. Hierbei entspricht eine
gro¨ßere Fla¨che einer ebenfalls gro¨ßeren Ionisationseffizienz. Der Verlauf unterscheidet
sich zwar je nach Moleku¨lspezies, die gro¨ßte Effizienz wird aber meist bei einer
Elektronenenergie von ca. 70 eV erreicht (siehe Abbildung 2.20).
Der Elektronenstrahl wird im vorliegenden Fall mit Hilfe einer einfachen Elektronen-
kanone erzeugt. Diese besteht aus einer Glu¨hkathode, welche die freien Elektronen
erzeugt und einem Wehnelt-Zylinder mit integrierter Blende zur Beschleunigung
und Fokussierung der Elektronen. Die Elektronenkanone befindet sich in direkter
na¨her zur Ringelektrode. Wa¨hrend der Ionisation wird die Anode auf Massepotential
geschaltet. Das Potential der Kathode betra¨gt −70 V, womit sich die gewu¨nschte
Elektronenenergie von 70 eV ergibt. Je nach Phasenlage der Speicherfeldspannung
ko¨nnen die Elektronen beschleunigt oder abgebremst werden. Fu¨r ein Potential
der Ringelektrode ΦRF kleiner −70 V gelangen die Elektronen nicht ins Innere der
Ionenfalle. Der Elektronenstrahl wird also moduliert.
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Die Elektronen bewegen sich generell mit sehr großen Geschwindigkeiten und beno¨ti-
gen daher nur einen Bruchteil der Speicherfeldperiode, um die Ionenfalle zu durch-
queren. Bei einer Potentialdifferenz ∆U zwischen der Kathode und Ringelektrode
von lediglich 1 V ergibt sich z. B. mit
ve =
√
2 ∆U e
me
(2.42)
eine Geschwindigkeit von ca. 600 km s−1. Daher kann das Speicherfeld fu¨r ein einzelnes
freies Elektron als statisch angenommen werden. Das Potential innerhalb der Ionenfal-
le nimmt aufgrund der Geometrie zum Zentrum hin ab, sodass die Elektronenenergie
o¨rtlich u¨ber den Radius der Ionenfalle variiert. Abbildung 2.21 zeigt, welche Energie
die Elektronen aufweisen, wenn sie die Ionenfalle in der z = 0 Ebene durchqueren.
Das Potential ΦRF muss dazu im vorliegenden Fall aus den zuvor genannten Gru¨nden
mindestens gro¨ßer als −70 V sein. Wird u¨ber eine oder mehrere Perioden des Spei-
cherwechselfeldes hinweg ionisiert, ko¨nnen die Elektronen also in Abha¨ngigkeit der
Amplitude und Wellenform der Speicherfeldspannung sehr unterschiedliche Energien
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Abbildung 2.22: Kinetische Energie der Elektroden in Abha¨ngigkeit der radialen
Position und der Ringelektrodenspannung
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aufweisen. Dies ist typischerweise nicht erwu¨nscht, da sich so die Vergleichbarkeit
unterschiedlicher Messungen verschlechtert.
Abhilfe kann ein zur Ionisation zeitversetztes Einschalten der Ringelektrodenspannung
schaffen. Bei den in dieser Arbeit vorgestellten nicht-resonanten Konzepten zur
Speicherfelderzeugung ist dies innerhalb einiger Nanosekunden mo¨glich.
Ebenfalls zeigt sich in diesem Zusammenhang ein Vorteil von pulsfo¨rmigen Rechteck-
signalen (siehe Abbildung 2.13). In den enthaltenen Nullphasen (ΦRF = 0) erfahren
die Elektronen keine zusa¨tzliche Beschleunigung und es kann immer die gewu¨nschte
Ionisierungsenergie erreicht werden.
2.8.2 Ioneneinlass
Je nach Anwendung kann es sinnvoll und no¨tig sein, Ionen mit einer externen Ionen-
quelle zu generieren und u¨ber einen Ionentransfer in die Ionenfalle zu transportieren.
Eine mo¨gliche Realisierung hierzu liefert Laue in seiner Arbeit [Lau15]. Im Folgenden
soll nur der letzte Teil der Transferstrecke betrachtet werden. Bei diesem werden
die Ionen zuna¨chst in einem Potentialtopf außerhalb der Ringelektrode akkumuliert
und im Anschluss u¨ber ein Anheben des Potentials auf UAcc zum Zeitpunkt t1 in die
Ionenfalle hinein beschleunigt. Wa¨hrenddessen befindet sich die Ringelektrode auf
Massepotential. Abbildung 2.23 zeigt eine idealisierte Darstellung des Aufbaus und
Potentialverlaufs.
Die Ionen bewegen sich aufgrund der verschiedenen Masse-zu-Ladung-Verha¨ltnisse
mit unterschiedlichen Geschwindigkeiten, sodass die zuvor kompakte Ionenwolke aus-
einanderdriftet. Dieser Effekt wird auch Massendispersion genannt und hat zur Folge,
dass der einspeicherbare Massenbereich begrenzt ist. Um die Ionen einzuspeichern,
muss das elektrische Speicherfeld erneut eingeschaltet werden, damit die Ionen stabile
Bewegungen ausfu¨hren. Der Zeitpunkt t2, zu welchem das Speicherfeld spa¨testens
eingeschaltet werden muss, ha¨ngt von dem gro¨ßten Masse-zu-Ladung-Verha¨ltnis ab,
welches eingespeichert werden soll. Schwere Ionen beno¨tigen mit
te =
√
2mH
q UAcc
· M
Z
· s1 (2.43)
eine la¨ngere Zeit, um den Rand der Ionenfalle zu erreichen. Leichtere Ionen bewegen
sich schneller und ko¨nnen innerhalb dieses Zeitraums bereits mit der anderen Seite
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s1 s1 + 2 r0
UAcc
t1
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Abbildung 2.23: Idealisierte Anordnung eines Ioneneinlasses mit dazugeho¨rigem Po-
tenzialverlauf
der Ringelektrode kollidieren. Das Verha¨ltnis zwischen den beiden Massengrenzen
kann nach [Lau15] mit
G = (
M/Z)schwer
(M/Z)leicht
=
(
r0
s1
+ 1
)2
(2.44)
bestimmt werden. In der Realita¨t kann der erreichbare Massenbereich geringer ausfal-
len. Dies ist unter anderem durch die kinetische Energieverteilung der Ionen begru¨ndet.
Es muss sichergestellt sein, dass der Pseudopotentialtopf D¯ fu¨r die gewu¨nschten Io-
nenspezies ausreichend tief ist. Ein wichtiger Faktor ist ebenfalls die Phasenlage der
Speicherfeldspannung (siehe [Jan16]) und die verwendete Wellenform. Abbildung 2.24
zeigt die simulierte Abha¨ngigkeit des speicherbaren Massenbereichs von der Phasen-
lage des Speicherfeldes und der verwendeten Wellenform. Hierfu¨r wurde das zuvor
genannte Simulationsmodell um das Feld der externen Beschleunigungselektrode
erweitert. In diesem Beispiel wurden die Ionen in einem Abstand von 4,5 mm zur
Ringelektrode bei einer anliegenden Beschleunigungsspannung UAcc von 2 V gestartet.
Das Speicherfeld wurde jeweils 7 µs nach dem Start der Ionenbewegung eingeschaltet.
Die Speicherfeldfrequenz betrug 1 MHz und die Amplitude 100 V.
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Abbildung 2.24: Simulierter einspeicherbarer Massenbereich bei externer Ionisation
in Abha¨ngigkeit der Phasenlage des Speicherfeldes bei verschiedenen
Wellenformen
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Abbildung 2.25: Simulierter einspeicherbarer Massenbereich bei externer Ionisation
in Abha¨ngigkeit des Einschaltzeitpunkts des Speicherfeldes (Recht-
ecksignal)
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Es ist zu erkennen, dass der einspeicherbare Massenbereich fu¨r ein rechteckfo¨rmiges
Speicherfeldsignal gro¨ßer ist. Dies ist darin begru¨ndet, dass der Pesudopotentialtopf
eines Rechtecksignals bei gleicher Amplitude im Vergleich zu einem Sinussignal
na¨herungsweise um den Faktor pi/4 tiefer ist [Ak15]6. Ebenfalls ist es mo¨glich, dass bei
ungu¨nstiger Phasenlage des Speicherfeldes keine Ionen eingespeichert werden ko¨nnen
oder der Massenbereich geringer ausfa¨llt. Es ist also notwendig die Einschaltzeit des
Speicherfeldes exakt zu steuern. Generell ist dies bei nicht-resonanten Konzepten zur
Speicherfelderzeugung mit großer Pra¨zision mo¨glich.
Eine Simulation mit den oben genannten Anfangsbedingungen der Ionen wurde auch
fu¨r andere Speicherfeldfrequenzen durchgefu¨hrt. Das Ergebnis ist in Abbildung 2.25
dargestellt. Hier wurde ausschließlich ein Rechtecksignal mit einer Phasenlage von 180°
verwendet und der Einschaltzeitpunkt t2 variiert. Als Ergebnis zeigt sich, dass auch
bei niedrigeren Speicherfeldfrequenzen und -amplituden vergleichbare Massenbereiche
bei einer externen Ionenerzeugung erreichbar sind.
6Bei gleichen Effektivwerten ergeben sich vergleichbare Resultate.
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3 Speicherfelderzeugung
Das folgende Kapitel widmet sich der Erzeugung des elektrischen Speicherfeldes,
welches zum Betrieb der Ionenfalle beno¨tigt wird. In den vorausgegangen Arbeiten
wurden ausschließlich sinusfo¨rmige Spannungen konstanter Frequenz, typischerweise
1 MHz, verwendet. Theoretisch sind, sofern die Speicherfeldspannung keinen DC-
Anteil aufweist, also a = 0 gilt, beliebig große Massen speicherbar. Es existiert
lediglich eine obere Grenze, ab welcher die Bewegung von leichteren Ionen instabil
wird, siehe LMCO. U¨ber die Amplitude der Speicherfeldspannung kann Einfluss
darauf genommen werden, welche leichten Ionen noch gespeichert werden.
In der Realita¨t gibt es mehrere Effekte, welche den tatsa¨chlich erreichbaren Massen-
bereich eingrenzen. Zuna¨chst kann es zu kleinen Offsets in der Speicherfeldspannung
kommen, sei es durch Fehler im Signalgenerator, Aufladungen auf den Deckelelektro-
den oder Ru¨ckwirkungen der Messelektronik. Ebenfalls mo¨glich sind Fehler in der
Zellgeometrie, verursacht z. B. durch Lo¨cher in den Elektroden oder durch zueinander
verschobenen Elektroden.
Ein wichtiger Faktor, welcher bei der vereinfachten Stabilita¨tsbetrachtung nicht
beru¨cksichtigt wird, ist die Ionenenergie. Diese setzt sich zusammen aus der potenti-
ellen Energie Wpot und der kinetischen Energie Wkin. Die Summe der Energien Wges
sollte die Ho¨he des Potenzialtopfs eD¯ nicht u¨berschreiten, damit die Ionenbewegung
beschra¨nkt bleibt. Diese Annahme gilt nur na¨herungsweise, denn es zeigt sich, dass
die Phasenlage des Speicherfeldes hier ebenfalls großen Einfluss nimmt (siehe z. B.
[Jan16]). Rozic [Roz06] zeigt, dass selbst wenn ein Ion zum Start seiner Bewegung
keine kinetische Energie besitzt, die Gesamtenergie, je nach Phasenlage des elektri-
schen Feldes, das dreifache der potentiellen Energie erreichen kann. Werden die Ionen
außerhalb der Ionenfalle erzeugt, mu¨ssen sie u¨ber geeignete Felder ins Innere der Zelle
transportiert werden, wodurch sie unter Umsta¨nden eine zusa¨tzliche Beschleunigung
erfahren.
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Damit auch Ionen mit gro¨ßerem Masse-zu-Ladung-Verha¨ltnis sicher gespeichert wer-
den ko¨nnen, muss also dafu¨r gesorgt werden, dass der Potentialtopf fu¨r die zu
untersuchenden Ionensorten eine ausreichende Tiefe aufweist. Dies kann zuna¨chst
dadurch erreicht werden, dass die Amplitude des Speicherfeldes erho¨ht wird, was
in zweierlei Hinsicht hilfreich ist. Einerseits vergro¨ßert sich der Potentialtopf nach
Gleichung 2.22 quadratisch mit der Amplitude, anderseits schwingen die Ionen in
Folge einer ho¨heren Amplitude, ebenfalls bei einer gro¨ßeren Frequenz bzw. gro¨ßeren
q-Parameter. Bei sehr schweren Ionen sind dann allerdings einige Kilovolt no¨tig,
was technisch schwer realisierbar ist. Es ist daher sinnvoller, die Frequenz fRF des
Speicherfeldes zu reduzieren, um ebenfalls dafu¨r zu sorgen, dass die gleichen Ionen
bei einem gro¨ßeren q-Parameter gespeichert werden.
Dies la¨sst sich anhand eines Beispiels verdeutlichten. Betrachtet wird ein Ion mit
einer Masse von 2000 u, welches im Zentrum der Ionenfalle erzeugt wurde und eine
Geschwindigkeitskomponente in z-Richtung von 50 m s−1 besitzt. Bei einer Speicher-
feldspannung mit einer Amplitude von 500 V und eine Frequenz von 1 MHz betra¨gt
seine maximale Schwingungsamplitude in z-Richtung 0,92 mm. Wird die Frequenz
auf 300 kHz reduziert, sind nur noch 150 V no¨tig, um das Ion auf die gleiche Schwin-
gungsamplitude zu beschra¨nken. Dies bedeutet in beiden Fa¨llen wirken im Mittel die
gleichen Ru¨ckstellkra¨fte auf das Ion. Die Resonanzfrequenz ist ebenfalls gleich groß
und betra¨gt ca. 8,65 kHz.
Neben der Stabilita¨t selbst gibt es noch einen weiteren Grund dafu¨r zu sorgen, dass
sich die gewu¨nschten Ionen im Stabilita¨tsbereich nicht nahe q = 0 befinden, denn mit
kleineren Werten von q sinkt auch die Ionenresonanzfrequenz. Dies hat wiederum bei
einem gegebenen Messfenster, eine Reduktion der Auflo¨sung zur Folge. Bei einem FT-
Ionenfallenmassnspektrometer ist diese proportional zur Frequenzauflo¨sung [Al98],
m/z
∆m/z ≈
fIon
∆f = fIon τTrans, (3.1)
welche wiederum von der La¨nge der Messtransiente τTrans abha¨ngt. Um bei kleineren
Ionenresonanzfrequenzen dieselbe Auflo¨sung zu erreichen, muss das Messfenster
vergro¨ßert werden. Die maximale Beobachtungszeit ist allerdings abha¨ngig vom
Hintergrunddruck in der Ionenfalle. Ein gro¨ßerer Druck sorgt dafu¨r, dass mehr
Sto¨ße mit Neutralteilchen stattfinden, und die Ionenoszillationen sta¨rker geda¨mpft
werden, sich also die La¨nge der Messtransiente τTrans verku¨rzt. Befinden sich die
Ionenresonanzfrequenzen ebenfalls im Bereich des niederfrequenten 1/f-Rauschen der
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Messelektronik, verschlechtert sich das Signal-zu-Rausch-Verha¨ltnis.
Infolgedessen besteht ein Ziel dieser Arbeit darin, ein System mit einer variablen
Speicherfeldfrequenz zu entwickeln, um fu¨r die zu untersuchenden Massenbereiche
jeweils den optimalen Betriebspunkt wa¨hlen zu ko¨nnen. Der Signalgenerator sollte also
in der Lage sein, Speicherfeldsignale im Bereich von 200 kHz bis 1 MHz mit einigen
hundert Volt zu generieren. Hierzu wurden zwei Konzepte verfolgt, eine resonante
Sinuserzeugung, sowie ein Leistungs-Rechteck/Trapez-Generator, welche in diesem
Kapitel erla¨utert werden.
3.1 Sinusgenerator
Da die Ringelektrode der Ionenfalle eine kapazitive Last darstellt, bietet es sich an, eine
monofrequente Speicherfelderzeugung mit Hilfe eines LC-Schwingkreises aufzubauen.
Dies bietet den Vorteil, dass lediglich geringe ohmsche Verluste anfallen und somit
der Leistungsbedarf gering ausfa¨llt. Es ist zudem zweckma¨ßig, anstatt einer einzelnen
Induktivita¨t, einen Transformator zu verwenden. U¨ber das U¨bersetzungsverha¨ltnis n
ko¨nnen leichter gro¨ßere Spannungen erreicht werden. Es gibt zahlreiche Konzepte in
der Literatur, welche entsprechende Lo¨sungen vorstellen. Dabei werden hauptsa¨chlich
zwei verschiedene Ansa¨tze verfolgt. Entweder wird der Schwingkreis mit Hilfe einer
gesteuerten Signalquelle und nachfolgender Leistungsstufe gespeist oder direkt eine
Oszillator-Schaltung verwendet.
Der erste Fall ist beispielsweise in den Arbeiten von Laue [Lau15] oder Robbins
[Ryz07] u.a. zu finden. Laue verwendet eine Push-Pull-Endstufe mit zwei Opera-
tionsversta¨rkern, um den Transformator zu treiben. Die Resonanzfrequenz ist auf
1 MHz fixiert. Dies wird erreicht, indem die Sekunda¨rinduktivita¨t durch die Wahl des
Kernmaterials und die Anzahl der Wicklungen, nach
L = 1
4pi2fRF2CL
, (3.2)
auf die Zellkapazita¨t abgestimmt wird. Kleinere Abweichungen ko¨nnen durch einen
Trimmerkondensator ausgeglichen werden. Laue erreicht mit seinem Aufbau Amplitu-
den von bis zu 500 V.
Robbins verfolgt einen vergleichbaren Ansatz, allerdings mit einem einzelnen Hochlei-
stungsoperationsversta¨rker. Außerdem kann in seinem System die Ausgangsfrequenz,
47
3.1. Sinusgenerator
bzw. die Resonanzfrequenz des Schwingkreises, verstimmt werden. Um dies zu errei-
chen, verwendet Robbins einen Luftdrehkondensator, dessen Kapazita¨t u¨ber einen
Schrittmotor variiert werden kann. Im gleichen Zug muss die Frequenz der Signalquel-
le, welche den Leistungsversta¨rker speist, an die neue Resonanzfrequenz angepasst
werden. Ansonsten kommt es zu einem erheblichen Blindleistungsanteil und die
Gesamtleistungsaufnahme steigt. Um die Quellfrequenz automatisch auf die Reso-
nanzfrequenz abzugleichen, wird im Konzept von Robbins die Stromaufnahme aktiv
u¨berwacht und in jedem Betriebspunkt auf ihr Minimum geregelt. Der erreichte Aus-
gangsspannungsbereich ist mit dem Laues zu vergleichen. Der Frequenzbereich liegt
bei 350 kHz bis 750 kHz, wobei dieser unter anderem durch die wenigen verfu¨gbaren
Luftdrehkondensatoren begrenzt wird.
Im zweiten Fall wird unter Beru¨cksichtigung der Ionenfallenkapazita¨t ein Oszillator
aufgebaut. Ein Besipiel hierfu¨r liefern Mathur und O’Connor [Mc06]. Sie verwenden
eine Abwandlung eines Gegentaktoszillators mit zwei Leistungsbipolartransistoren.
Diese Schalten abwechselnd jeweils eine Prima¨rwicklung eines Lufttransformators mit
Mittelabgriff auf Massepotential. Der Mittelabgriff selbst wird von einer Hochspan-
nungsquelle gespeist. Die Amplitude wird u¨ber den Emitterstrom der Transistoren
eingestellt bzw. begrenzt. Die Resonanzfrequenz ist ebenfalls u¨ber einen Luftdreh-
kondensator verstellbar. Der große Vorteil der harmonischen Oszillatorschaltung im
Allgemeinen liegt darin, dass sich das System immer, eine ausreichende Versta¨rkung
vorausgesetzt, ohne zusa¨tzliche Regelung auf einer Frequenz einpendelt.
Ausgehend von diesen Voru¨berlegungen und den zuvor erla¨uterten Randbedingungen,
wurde im Rahmen dieser Arbeit ebenfalls ein Hochvolt-Oszillator aufgebaut.
3.1.1 Hochvolt-Oszillator
Ein Oszillator la¨sst sich allgemein dadurch realisieren, dass ein schmalbandiges
Filter mit einem Versta¨rker gekoppelt wird. Das Prinzip eines solchen Systems ist in
Abbildung 3.1 dargestellt.
Der Versta¨rker dient dazu die Energie, welche in einem realen Schwingkreis in ohmsche
Verluste gewandelt wird, nachzuliefern. Die U¨bertragungsfunktion eines solchen
Systems wird mit
H(s) = A1 + A · k(s) (3.3)
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Abbildung 3.1: Prinzipschaltbild eines ru¨ckgekoppelten Oszillators
beschrieben. Heinrich Barkhausen hat Anfang des 20. Jahrhundert das nach ihm
benannte Kriterium zur Schwingfa¨higkeit eines Systems eingefu¨hrt. Demnach muss
die Ringversta¨rkung A · k(s) gleich eins sein, sowie deren Phasenlage einem vielfachen
von 360° entsprechen. Das Kriterium wird u¨blicherweise nur bei einer Frequenz erfu¨llt,
welche durch das verwendete Filter bestimmt wird. Es ist zu beachten, dass das
Barkhausen-Kriterium nur eine notwendige Bedingung fu¨r eine Oszillation liefert.
Ob das System tatsa¨chlich stabil schwingt, ist damit nicht gesichert (siehe hier-
zu [Wa10]). Fu¨r die nachfolgenden Betrachtungen sind derartige Sonderfa¨lle aber
vernachla¨ssigbar.
Es existieren eine Reihe von Oszillatorschaltungen, welche als frequenzselektieren-
des Element LC-Glieder einsetzten. Hierzu geho¨ren z. B. der Colpitts-, Hartley-,
Meißner- und der bereits erwa¨hnte Gegentaktoszillator. Da die Ionenfallenkapazita¨t
Teil des Oszillators sein muss und diese einseitig auf Massepotential liegt, eignen
sich nicht alle von ihnen fu¨r die gestellte Aufgabe. Auf Basis von Simulationen und
Voruntersuchungen fiel die Wahl auf einen Standard-Oszillator, bestehend aus dem
Parallelschwingkreis von Transformator-Induktivita¨t und Ionenfallenkapazita¨t sowie
einem Leistungsoperationsversta¨rker (siehe Abbildung 3.2). Der Operationsversta¨rker
V+
V−
R1
R2
R3
L1 L2Cx CL
⇐ ROut
1:n
Abbildung 3.2: Hochvolt-Oszillator Schaltung
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arbeitet hierbei als negativer Impedanzwandler (engl. NIC - negative impedance
converter) und gleicht somit den endlichen Widerstand des Schwingkreises aus. Der
Ausgangswiderstand des NIC kann mit
ROut = −R3 · R1
R2
(3.4)
bestimmt werden. Die erreichbare Ausgangsspannungsamplitude ist vom maximalen
Ausgangsstrom und der Betriebsspannung des Operationsversta¨rkers abha¨ngig.
3.1.2 Frequenzeinstellung
Kerneigenschaft des realisierten Oszillators soll die Frequenzvariabilita¨t sein. Grundsa¨tz-
lich existieren bei einem LC-Schwingkreis zwei Mo¨glichkeiten zur Frequenzverstim-
mung. Entweder muss der Wert der Induktivita¨t oder der Kapazita¨t angepasst werden.
Bei dem verwendeten Konzept wird die Induktivita¨t durch einen Transformator er-
setzt, womit in diesem Fall die Magnetisierungsinduktivita¨t angepasst werden mu¨sste.
Eine Vera¨nderung jener Magnetisierungsinduktivita¨t ko¨nnte beispielsweise u¨ber ei-
ne Modifikation der Spulengeometrie, der Permeabilita¨t oder der Windungszahlen,
erfolgen. All dies ist technisch realisierbar, aber u¨beraus aufwa¨ndig und es ist nicht
auszuschließen, dass die A¨nderungen Einfluss auf den Kopplungsfaktor oder das
U¨bersetzungsverha¨ltnis des Transformators nehmen, womit sich unter Umsta¨nden
die maximal erreichbare Ausgangsamplitude reduziert.
Im Gegensatz dazu kann eine variable Kapazita¨t wesentlich einfacher realisiert werden.
Hierzu existieren ebenfalls mehrere Mo¨glichkeiten, welche sich in mechanische oder
elektrische Lo¨sungen unterteilen lassen. Auf der mechanischen Seite sind A¨nderun-
gen der Permittivita¨t, der Kondensatorfla¨che oder des Kondensatorplattenabstands
denkbar. Rein elektrische Lo¨sungen greifen auf Kapazita¨tsdioden oder geschaltete
Kondensatoren zuru¨ck. Bevor diesbezu¨glich eine Wahl getroffen werden kann, muss
zuna¨chst bestimmt werden, an welcher Stelle der Oszillatorschaltung das Einfu¨gen der
variablen Kapazita¨t am effektivsten ist. Sie kann entweder parallel zur Prima¨r- oder
Sekunda¨rwicklung des Transformators geschaltet werden. Beide Varianten ko¨nnen
zu durchaus unterschiedlichen Ergebnissen fu¨hren, was durch einen Blick auf die
U¨bertragungsfunktion ersichtlich wird.
Ausgangspunkt zur Untersuchung des U¨bertragungsverhaltens ist das vereinfachte
Ersatzschaltbild des Oszillators (siehe Abbildung 3.3). Hierbei wird fu¨r den Transfor-
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Abbildung 3.3: Ersatzschaltbild des Oszillators mit einem auf die Prima¨rseite bezoge-
nen Transformator
mator die T-Ersatzschaltung verwendet, wobei fu¨r die folgenden Betrachtungen alle
Sekunda¨rgro¨ßen auf die Prima¨rseite bezogen werden. So erscheinen die Sekunda¨rin-
duktivita¨t und der Wicklungswiderstand um 1/n2 verkleinert, die Ionenfallenkapazita¨t
um n2 vergro¨ßert. Der Operationsversta¨rker kann in seiner Funktion durch eine ideale
Stromquelle ie ersetzt werden. Die beiden mo¨glichen Stellen, an welchen die variable
Kapazita¨t zugeschaltet werden kann, sind mit a) und b) gekennzeichnet.
Fu¨r Fall a), also jenen einer variablen Kapazita¨t Cx auf der Prima¨rseite, ist zu
erkennen, dass es sich um zwei gekoppelte Schwingkreise handelt. Die entsprechende
U¨bertragungsfunktion ergibt sich zu
Ha)(s) =
ua
ie
= Lms
As4 +Bs3 + Cs2 +Ds+ 1 . (3.5)
Die Faktoren A bis D lauten dabei
A = (CL · n2)Cx(LmLLkp + LmLLks
n2
+ LLkp
LLks
n2
)
B = (CL · n2)Cx(LmRp + LmRs
n2
+ Lp
Rs
n2
+ LLks
n2
Rp),
C = (CL · n2)(Lm + LLks
n2
+ CxRp
Rs
n2
) + CxLm + CxLp,
D = (CL · n2)Rs
n2
+ CxRp.
Im Fall b) entfallen die Prima¨rstreuinduktivita¨t sowie der Wicklungswiderstand, da sie
direkt von der Stromquelle gespeist werden. Es verbleibt der einfache Schwingkreis aus
Magnetisierungsinduktivita¨t, Sekunda¨rstreuinduktivita¨t und der Parallel-Schaltung
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der beiden Kapazita¨ten, dessen U¨bertragungsfunktion durch
Hb)(s) =
ua
ie
= Lms
As2 +Bs+ 1 (3.6)
beschrieben wird. Die Parameter A und B betragen
A = ((CL · n2) + Cx)(Lm + LLks
n2
),
B = ((CL · n2) + Cx)Rs
n2
.
Der Frequenzgang der beiden Fa¨lle ist in den Graphen a) und b) aus Abbildung 3.4 fu¨r
vier verschiedene Werte von Cx dargestellt. Generell sinkt die Spannungsu¨berho¨hung
bei gegebener Induktivita¨t und gro¨ßer werdender Kapazita¨t, also kleinerer Resonanz-
frequenz, wie es aus der Berechnung der Gu¨te fu¨r LC-Schwingkreise
Q = 1
R
√
L
C
(3.7)
folgt.
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Abbildung 3.4: Frequenzgang der Oszillatorspannung fu¨r Fall a) und b)
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Eine von der Prima¨rseite ausgehenden Frequenzverstellung ha¨tte den Vorteil, dass
Bauelemente mit geringer Spannungsfestigkeit verwendet werden ko¨nnten. Allerdings
fa¨llt die Gu¨te mit sinkender Frequenz in dieser Konstellation erheblich sta¨rker ab, da
der Wicklungswiderstand der Prima¨rseite in diesem Fall nicht vernachla¨ssigt werden
kann.
Es ist daher vorteilhaft, eine kapazitive Frequenzverstimmung auf der Sekunda¨rseite
vorzunehmen. Generell bestehen hierzu, wie bereits erwa¨hnt, mehrere Mo¨glichkeiten
zur Verfu¨gung. Mit Hilfe von Kapazita¨tsdioden wa¨ren eine einfache stufenlose Verstel-
lung u¨ber ein DC Potential realisierbar. Jedoch sind diese nur bis zu Sperrspannungen
von 100 V erha¨ltlich und unterschreiten damit die gestellte minimal Forderung an die
Ausgangsamplitude.
Mit Schrittmotoren gekoppelte Luftdrehkondensatoren stellen eine weitere Mo¨glichkeit
dar. Fu¨r die gewu¨nschte Spannungsfestigkeit und den beno¨tigten Kapazita¨tsbereich
sind allerdings kaum kommerzielle Lo¨sungen vorhanden. Insgesamt nimmt ein solches
Konzept ebenfalls ein sehr großes Bauvolumen in Anspruch.
Da fu¨r das Ziel des vergro¨ßerten Massenbereichs des Spektrometers im Prinzip kei-
ne stufenlose Frequenzeinstellung beno¨tigt wird, ist auch ein Parallel-/Zuschalten
von verschiedenen Kapazita¨tswerten denkbar und zudem einfach realisierbar (siehe
Abbildung 3.5). Schon mit vier Kapazita¨tswerten kann der Frequenzbereich grob
abgedeckt werden (siehe Abbildung 3.6). Besser sind mindestens acht oder zwo¨lf
Kapazita¨tswerte, da so auch der effektive Serienwiderstand bei vielen oder allen zuge-
schalteten Kondensatoren niedriger ausfa¨llt. Fu¨r niedrige Frequenzen, bei welchen die
Gu¨te des Schwingkreises prinzipbedingt sowieso geringer ausfa¨llt, ist dies vorteilhaft1.
Generell sollten Kondensatoren mit geringen Verlustfaktoren eingesetzt werden. Der
L1 L2
CX,1 CX,n
CL
S1 CS,1 Sn CS,n
Abbildung 3.5: Frequenzverstimmung u¨ber zuschaltbare Kapazita¨ten
1Zum Erreichen der kleinen Frequenzen werden große Kapazita¨tswerte beno¨tigt und CGes,max =
CX,1 + CX,2 + ... + CX,n.
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Abbildung 3.6: Frequenzbereich
Verlustfaktor wird meist als Tangens des Verlustwinkels, also dem Verha¨ltnis von
Wirk- zu Blindleistung angegeben. Multipliziert mit der Impedanz des Kondensators
ergibt sich damit der a¨quivalente Serienwiderstand des Kondensators (engl. ESR -
equivalent series resistance),
ESR = tan δ · 12pi · f · C . (3.8)
Es existieren einige fu¨r Hochfrequenz-Anwendungen optimierte Folien oder auch
Keramikkondensatoren mit Verlustfaktoren von 3 bis 5 ·10−4, woraus sich im unteren
Frequenzbereich Serienwidersta¨nde im zwei bis dreistelligen mΩ-Bereich ergeben.
Der Schalter zur Auswahl der Kapazita¨ten kann mittels Relais mechanisch oder
mittels Feldeffekttransistor elektrisch ausgefu¨hrt werden. Es ist dabei wichtig, dass
der Schalter eine geringe parasita¨re Kapazita¨t CS besitzt.
Typischerweise ist CX  CS, woraus im Fall eines geo¨ffneten Schalters fu¨r den
Schwingkreis eine zusa¨tzliche Kapazita¨t von na¨herungsweise CS resultiert. Werden n
geschaltete Kapazita¨ten eingesetzt, ergibt sich eine minimale Gesamtkapazita¨t von
CGes,min = n · CS + CL. (3.9)
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Mit einer gegebenen Sekunda¨rinduktivita¨t des Transformators L2 und Lastkapazita¨t
durch die Ionenfalle CL, ist damit die maximal erreichbare Resonanzfrequenz begrenzt,
siehe Gleichung 3.2. Neben der kleinen parasita¨ren Kapazita¨t sollte daru¨ber hinaus
auch der Serienwiderstand des Schalters sehr klein ausfallen, um eine gro¨ßtmo¨gliche
Spannungsu¨berho¨hung zu erreichen.
Sollen Feldeffekttransistoren eingesetzt werden, mu¨ssen diese als Sperrspannung min-
desten die doppelte Ausgangsspannungsamplitude aufweisen, denn u¨ber die parasita¨re
Ru¨ckwa¨rts-Diode kann ihre Ausgangskapazita¨t auf den zweifachen Wert der Oszillat-
oramplitude aufgeladen werden. Um einen kleinen Serienwiderstand zu erreichen, also
ein geringes RDS,on, beno¨tigen entsprechende Transistoren eine große Silizium-Fla¨che,
was wiederum in einer gro¨ßeren Ausgangskapazita¨t resultiert. Transistoren auf SiC-
Basis bieten hier ein gutes Verha¨ltnis aus Kapazita¨t zu Serienwiderstand. Werte im
Bereich weniger pF erreichen sie dennoch nicht.
Damit verbleibt nur die Verwendung von Relais. Da keine großen Leistungen geschaltet
werden mu¨ssen, eigenen sich hierfu¨r besonders Reed-Relais. Diese zeichnen sich durch
geringe Kapazita¨ten < 1 pF und kleine Kontaktwidersta¨nde < 200 mΩ aus. Sie sind
fu¨r den Kilovolt-Bereich erha¨ltlich und ihre mechanische Lebensdauer ist ebenfalls
sehr groß.
3.1.3 Amplitudenregelung
Neben der Frequenz muss auch die Amplitude des Sinusgenerators stabil und va-
riabel sein, daher ist eine Amplitudenstabilisierung bzw. -Regelung unabdingbar.
Da der Oszillator bei einer ausreichenden Versta¨rkung bis zur Versorgungsspannung
des Operationsversta¨rkers aufschwingt, kann es zu Verzerrungen im Ausgangssignal
kommen. Die meisten Oszillatorschaltungen verwenden deswegen einen einstellbaren
Widerstand, um die Versta¨rkung des Oszillators aktiv zu kontrollieren. Als erste
nutzten Hewlett und Packard zur Stabilisierung eine Glu¨hlampe, welche als tempe-
raturabha¨ngiger Widerstand diente. Spa¨ter folgten Varianten mit zwei anti-parallel
geschalteten Dioden oder Z-Dioden in der Ru¨ckkopplung.
Da im vorliegendem Fall die Ausgangsspannung hinter dem bandbegrenzenden Teil,
dem LC-Filter aus Magnetisierungsinduktivita¨t und Sekunda¨rkapazita¨t, abgegriffen
wird, fallen mo¨gliche Oberwellen gering aus. Zusa¨tzlich sind sie fu¨r die Ionenbewegung
ohne Bedeutung. Daher ist es zula¨ssig, den Oszillator bis an seine Betriebsgrenze
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Abbildung 3.7: Amplitudenregelung der Oszillatorschaltung
aufschwingen zu lassen und die Ausgangsamplitude u¨ber die Betriebsspannung selbst
einzustellen.
Die gewa¨hlte Schaltung zur Erzeugung der Regelstellgro¨ße ist in Abbildung 3.7 dar-
gestellt. Zuna¨chst wird die Ausgangsspannung u¨ber einen invertierenden Versta¨rker
(OP1) heruntergeteilt und im Anschluss gleichgerichtet (OP2). Anstelle von OP1
genu¨gt auch ein einfacher Spannungsteiler. In diesem Fall muss dann darauf geachtet
werden, dass dieser durch die nachfolgende Schaltung nicht belastet wird. Mit Hilfe
des letzten Operationsversta¨rkers wird der Strom u¨ber R3 so lange integriert, bis
dieser im Mittel zu Null wird, also die mittlere Spannung am Ausgang des Gleich-
richters jener am positiven Eingang des Operationsversta¨rkers entspricht. Diese kann
mit einem Digital-Analog-Umsetzer (engl. DAC - digital-to-analog converter) auf
den gewu¨nschten Wert eingestellt werden. Das Ausgangssignal UAmpl kontrolliert
nun wiederum das Stellglied. Dies kann z. B. ein Feldeffekttransistor als einstellbarer
Widerstand, welcher die Versta¨rkung des Oszillators beeinflusst, sein. Bei dem vorlie-
gendem Konzept wird, wie zuvor erwa¨hnt, die Betriebsspannung des verwendeten
Leistungsoperationsversta¨rkers geregelt.
Da die beno¨tigte Leistung verha¨ltnisma¨ßig gering ausfa¨llt (< 10 W), ko¨nnen hierfu¨r
lineare Spannungsregler eingesetzt werden. Diese setzen sich aus einem, zwischen
dem Ein- und Ausgang geschaltetem Leistungstransistor und einem dazugeho¨rigen
Regler zusammen. Der Regler (Operationsversta¨rker) erha¨lt als Regelgro¨ße die Aus-
gangsspannung, welche ha¨ufig u¨ber einen Spannungsteiler heruntergeteilt wird. Diese
Spannung wird mit einem Referenzglied, z. B. einer Bandabstandsreferenz, verglichen
und der Leistungstransistor passend ausgesteuert.
Ebenso mo¨glich ist es, eine Referenzstromquelle zu verwenden (z. B. LT3083). Die-
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Abbildung 3.8: Variable Versorgungsspannung
se erzeugt u¨ber einen einzelnen Hilfswiderstand die beno¨tigte Referenzspannung.
Um die Ausgangsspannung des Spannungsreglers anzupassen, wu¨rde es reichen den
Hilfswiderstand z. B. u¨ber ein Digitalpotentiometer, zu vera¨ndern. Alternativ la¨sst
sich eine Variabilita¨t auch u¨ber einen zusa¨tzlich eingepra¨gten Strom erreichen. Dies
gilt in gleicher Weise auch fu¨r jene La¨ngsregler mit einem Spannungsteiler in der
Ru¨ckkopplung. Eine entsprechende Schaltung ist in Abbildung 3.8 dargestellt.
Das Ausgangssignal der Amplitudenregelung wird hierbei auf eine gesteuerte Strom-
senke gegeben, deren Ausgangsstrom als Referenzglied fu¨r einen Stromspiegel dient.
Dieser pra¨gt wiederum einen Strom in den Widerstand RS1 ein und erho¨ht damit das
Potential am Referenzknoten des Spannungsreglers und so die Ausgangsspannung U+
solange, bis der gewu¨nschte Wert erreicht ist. Das gleiche Prinzip la¨sst sich analog
auch auf die negative Spannungsversorgung u¨bertragen.
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3.1.4 Transformator
Der Transformator ist ein Kernelement der Oszillatorschaltung. Zum einen werden erst
durch ihn ohne weiteres gro¨ßere Ausgangsamplituden mo¨glich, zum anderem bestimmt
er mit der Eigeninduktivita¨t der Sekunda¨rseite maßgeblich die Resonanzfrequenz des
Schwingkreises. Es ist weiterhin ersichtlich, dass die Eigenschaften des Transformators,
wie z. B. die Wicklungswidersta¨nde, großen Einfluss auf die Spannungsu¨berho¨hung
des Schwingkreises nehmen ko¨nnen. Daher ist es zweckdienlich, das Design des
Transformators genauer zu betrachten.
Die Kapazita¨t der Ringelektrode betra¨gt bei dem vorgestellten System einige dut-
zend Picofarad. In Verbindung mit zusa¨tzlichen parasita¨ren Kapazita¨ten aus den
Zuleitungen, den Relais usw., ergibt sich eine Last von ca. 100 pF. Somit sollte die
Sekunda¨rinduktivita¨t des Transformators nach Gleichung 3.2 einen Wert von ca.
100 µH aufweisen, damit Frequenzen von bis zu einem Megahertz sicher erreicht
werden ko¨nnen.
Lufttransformator
Grundsa¨tzlich ist es mo¨glich den Transformator mit oder ohne Kern (Lufttransforma-
tor) aufzubauen. Im Fall eines Lufttransformators werden zwei zylinderfo¨rmige Spulen
u¨bereinander gewickelt (siehe Abbildung 3.9), wobei es prinzipiell keine Rolle spielt,
ob die sich Sekunda¨rseite inner- oder außerhalb befindet. Fu¨r eine allumfassende
Analyse des Transformators werden neben den Wicklungswidersta¨nden auch die
Eigeninduktivita¨ten sowie der Kopplungsfaktor beno¨tigt.
l2
r2
r1
l1
Abbildung 3.9: Zylinderfo¨rmiger Lufttransformator
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Die Eigeninduktivita¨t einer einlagigen und langen Luftspule kann, unter der Annah-
me eines vollsta¨ndig homogenen inneren Magnetfeldes, u¨ber das Induktionsgesetz
bestimmt werden. Fu¨r kurze Luftspulen ist dies nicht zula¨ssig, daher existieren fu¨r
derartige Geometrien eigene Na¨herungsformeln. Da fu¨r die Analyse des Lufttrans-
formators zuna¨chst alle Geometrien in Betracht gezogen werden mu¨ssen, ist eine
universelle Berechnung vorteilhaft. Wheeler [Wh82] hat durch Kombination von
verschiedenen Na¨herungsformeln mit
L = µ0N2r ·
ln
(
1 + pir
l
)
+ 1
2,3 + 1,6
(
l
r
)
+ 0,44
(
l
r
)2
 (3.10)
eine Lo¨sung erarbeitet, welche mit einem relativen Fehler von 0,1 % fu¨r die gegebene
Untersuchung vo¨llig ausreichend ist. N entspricht der Windungszahl, r dem Radius
und l der La¨nge der Spule.
Zur Bestimmung des Kopplungsgrades
k = MG√
L1 L2
, (3.11)
zwischen den beiden Wicklungen des Lufttransformators, wird neben den Eigenin-
duktivita¨ten, zusa¨tzlich die Gegeninduktivita¨t MG beno¨tigt. Diese ergibt sich aus der
Flussverkettung von zwei beliebigen Spulen nach
MG = M12 = M21 =
N1φ12
I2
= N2φ21
I1
. (3.12)
Dabei beschreibt φxy den magnetischen Fluss, welcher in der Spule x durch den
Strom Ix aufgebaut wird und die jeweils andere Spule durchsetzt. Fu¨r zwei zirkulare
Leiterschleifen la¨sst sich die Gegeninduktivita¨t nach Maxwell [Max1873] mit Hilfe von
zwei elliptischen Integralen u¨ber den Leiterumfang berechnen, wobei d dem Abstand
der Leiterschleifen zueinander entspricht.
M0 =
∫ 2pi
0
∫ 2pi
0
r1 r2 cos(ϕ− ϕ′)√
r12 + r22 + d2 − 2 r1 r2 cos(ϕ− ϕ′)
dϕ dϕ′ (3.13)
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Ausgehend davon kann nach Nagaoka [Na1909] die Gegeninduktivita¨t eines Luft-
transformators exakt mit Hilfe zweier Integrale u¨ber die jeweiligen Spulenla¨ngen,
also prinzipiell mittels Summierung aller Gegeninduktivita¨ten zwischen den einzelnen
Leiterschleifen, bestimmt werden.
MG =
N1
l1
N2
l2
·
∫ d+l1/2
d−l1/2
∫ l2/2
−l2/2
M0 dz dz
′ (3.14)
Nagaoka hat diese Formel weiter zu einer Summe von vier Integralen On vereinfacht,
MG = µ0 r1 r2
N1
l1
N2
l2
· [O1 −O2 −O3 +O4], (3.15)
welche Funktionen der vier La¨ngen c1 bis c4 sind.
On = r1 r2 ·
∫ pi
0
sin2(ϕ) ·
√
r12 + r22 + cn2 − 2 r1 r2 cos(ϕ)
(r12 + r22 + 2 r1 r2 cos(ϕ))
dϕ (3.16)
c1 = d+
l2
2 +
l1
2 , c2 = d+
l2
2 −
l1
2 ,
c3 = d− l22 +
l1
2 , c4 = d−
l2
2 −
l1
2
Fu¨r den vorliegenden Fall sollen die Wicklungen des Lufttransformators zentriert
zueinander angeordnet sein, daher gilt d = 0. Damit folgt, dass O1 −O2 = O3 −O4
und somit mu¨ssen nur zwei der vier Integrale berechnet werden.
Zuletzt fehlen noch die Wicklungswidersta¨nde, welche sich unter anderem aus den
beno¨tigten Drahtla¨ngen ergeben und sich, unter Vernachla¨ssigung der Anschlussdra¨hte,
u¨ber den Umfang der jeweiligen Zylinderspule und die Anzahl der Windungen be-
stimmen lassen:
RDC,n =
ρ ln
Aw,n
= 8 ρ rnNn
dw,n
2 , (3.17)
mit:
ρ = Spezifischer Widerstand des Drahtmaterials,
Aw,n = Querschnittsfla¨che des Drahts,
dw,n = Drahtdurchmesser.
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Selbstversta¨ndlich ist bei dem gewu¨nschten Frequenzraum der Skin-Effekt zu beru¨ck-
sichtigen. Bei niedrigeren Speicherfeldfrequenzen von ca. 200 kHz ist dieser weni-
ger stark ausgepra¨gt. In Anbetracht der Erkenntnisse aus Kapitel 3.1.2 ist dies
fu¨r die Spannungsu¨berho¨hung wu¨nschenswert. Insgesamt genu¨gt ein Vergleich der
reinen Gleichstromwidersta¨nde, da nur die Relationen verschiedener Transformator-
Konfigurationen verglichen werden sollen.
Abbildungen 3.8 a) bis c) zeigen die Eckdaten des Lufttransformators in Abha¨ngigkeit
des Transformatorradius sowie der Anzahl der Sekunda¨rwindungen bzw. der La¨nge des
Lufttransformators, berechnet nach den zuvor aufgefu¨hrten Ansa¨tzen. Die Prima¨rseite
besitzt in diesem Fall drei Windungen. Weiterhin gilt fu¨r den Drahtdurchmesser der
Prima¨rseite dw,Pri = 1,35 mm und jenen der Sekunda¨rseite dw,Sek = 0,8 mm. Die
schwarze Linie zeigt jeweils die Geometrien, welche sekunda¨rseitig eine gewu¨nschte
Eigeninduktivita¨t von ca. 100 µH aufweisen.
Die Kopplung des Lufttransformators ist unter den gegebenen Rahmenbedingungen
fu¨r niedrige Sekunda¨rwindungszahlen am gro¨ßten (siehe Abbildung 3.8 a)). Allge-
mein ist dies der Fall, wenn beide Wicklungen des Lufttransformators a¨hnlich lang
sind. Fu¨r deutliche Dimensionsunterschiede, also l2  l1 ist ersichtlich, dass nur
noch ein Bruchteil des von der Prima¨rwicklung erzeugten magnetischen Flusses die
Sekunda¨rseite durchsetzt und somit die Kopplung deutlich abfa¨llt.
Im Gegensatz dazu ist es fu¨r die Versta¨rkung bzw. das U¨bersetzungsverha¨ltnis des
Transformators gu¨nstiger, eine Großzahl an Sekunda¨rwindungen zu verwenden. Das
U¨bersetzungsverha¨ltnis des Lufttransformators ist, begru¨ndet durch die Nichtlinearita¨t
der Prima¨r- und Sekunda¨rinduktivita¨t, fu¨r den gewu¨nschten Bereich (schwarze Linie)
besonders fu¨r kleine Radien groß (vgl. Abbildung 3.8 b)).
Auch die Wicklungswidersta¨nde, vorwiegend jener der Sekunda¨rseite, ko¨nnen großen
Einfluss auf die Ausgangsamplitude des Oszillators nehmen, da jeder ohmsche Anteil
die Da¨mpfung des Systems erho¨ht. Weil sich fu¨r die geforderten Induktivita¨tswerte
auf der Sekunda¨rseite vergleichbare Drahtla¨ngen ergeben, sind die Unterschiede der
Wicklungswidersta¨nde fu¨r verschiedene Konfigurationen hier gering (siehe 3.8 c)).
Allein auf Grundlage der einzelnen Charakteristika des Lufttransformators la¨sst sich
noch keine fundierte Aussage u¨ber die fu¨r eine maximale Spannungsu¨berho¨hung
optimale Geometrie treffen. Daher wurde der errechnete reale Transformator in eine
SPICE-Simulation des Oszillators integriert und die resultierende Ausgangsamplitude
fu¨r verschiedene Konfigurationen ermittelt. Das Ergebnis dieser Untersuchung ist
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Abbildung 3.8: Eigenschaften eines zylinderfo¨rmigen Lufttransformators als Kontur-
linien (Drahtdurchmesser der Prima¨rseite dw,Pri = 1,35 mm und der
Sekunda¨rseite dw,Sek = 0,8 mm)
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Abbildung 3.9: Ausgangsamplitude des Sinus-Oszillators fu¨r verschiedene
Lufttransformator-Geometrien und LSek = 100 µH
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in Abbildung 3.9 dargestellt, wobei zu beachten ist, dass sich fu¨r andere Draht-
durchmesser oder Sekunda¨rinduktivita¨ten unter Umsta¨nden ein etwas anderes Bild
erga¨be.
Fu¨r den Bereich um LSek = 100 µH ist die Ausgangsamplitude u¨berwiegend vom
U¨bersetzungsverha¨ltnis abha¨ngig. Die Kopplung spielt, anders als vermutet, eine
untergeordnete Rolle. Erst bei sehr langen Lufttransformatoren und Kopplungsgraden
von weniger als 30 % verringert sich die Spannungsu¨berho¨hung. Das Optimum befindet
sich bei den gewa¨hlten Drahtdurchmessern bei einem Transformatorradius von rund
18 mm, sowie ca. 120 Windungen auf der Sekunda¨rseite. Dieses Ergebnis kann anhand
real aufgebauter Prototypen der Lufttransformatoren besta¨tigt werden.
Toroidkerntransformator
Ein Transformator la¨sst sich ebenfalls realisieren, indem zwei Wicklungen auf einen
ferromagnetischen Kern, z. B. Eisen oder Ferritmaterialien gewickelt werden. Das
Kernmaterial fu¨hrt den magnetischen Fluss und erho¨ht damit den Kopplungsgrad,
bzw. reduziert den Streufluss. Durch die zusa¨tzlich eingebrachte Permeabilita¨t erho¨ht
sich grundsa¨tzlich auch die Induktivita¨t pro Wicklung. Es wird im Vergleich zum
Lufttransformator folglich weniger Draht fu¨r die gleiche Induktivita¨t beno¨tigt. Der
Kern besitzt allerdings zusa¨tzliche nicht-ideale Eigenschaften wie der Hysterese und
den Wirbelstromverlusten.
Ausgehend von den Erkenntnissen bei der Analyse des Lufttransformators sollte
auch hier ein großes U¨bersetzungsverha¨ltnis das Ziel sein. Die Drahtdicken sowie
die Anzahl der Prima¨rwicklungen sind fu¨r eine bessere Vergleichbarkeit analog zum
Lufttransformator gewa¨hlt. Damit auf der Sekunda¨rseite mo¨glichst viele Windun-
gen platziert werden ko¨nnen, sollte das Kernmaterial eine niedrige Permeabilita¨t
aufweisen. Mit Ferriten ist dies nur mit eingefu¨gten Luftspalten erreichbar. Bes-
ser geeignet sind Eisenpulvermaterialien. Diese besitzen einen verteilten Luftspalt.
Als Material wird ferromagnetisches Pulver verwendet, welches meist in toroidale
Form gepresst wird (Ringkern). In Tabelle 3.1 sind ga¨ngige Eisenpulverringkerne und
deren Induktivita¨tskonstanten, dem AL-Wert, aufgelistet. Bei einer Beschra¨nkung
auf einlagige Wicklungen stehen letztendlich, aufgrund des Innendurchmessers und
der gewu¨nschten Sekunda¨rinduktivita¨t, nur die farblich markierten Kerntypen zur
Wahl.
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Kern µr 75 35 25 20 10 9 8 6 4 1
T-12 - 6 5 4,8 2 1,8 1,7 1,21 0,75 0,3
T-16 14,5 6,1 5,5 4,4 2,2 - 1,9 1,3 0,8 0,3
T-20 18 7,6 6,5 5,2 2,5 2,4 2,2 1,6 1 0,35
T-25 23,5 10 8,5 7 3,4 2,9 2,7 1,9 1,2 0,45
T-30 32,5 14 9,3 8,5 4,3 3,7 3,6 2,5 1,6 0,6
T-37 27,5 12 9 8 4 3,2 3 2,5 1,5 0,49
T-44 36 18 16 10,5 5,2 4,6 4,2 3,3 1,85 0,65
T-50 32 17,5 13,5 10 4,9 4,3 4 3,1 1,8 0,64
T-68 42 19,5 18 11,5 5,7 5,2 4,7 3,2 2,1 0,75
T-80 45 18 17 11,5 5,5 5 4,5 3,2 2,2 0,85
T-94 59 2,48 20 16 8,4 - 7 5,8 3,2 1,06
T-106 90 45 34,5 32,5 13,5 13,3 11,6 - - 1,9
T-130 78,5 35 25 20 11 10,3 9,6 - - 1,5
T-157 97 42 36 32 14 - 11,5 - - -
T-184 164 72 - 50 24 - 19,5 - - -
T-200 89,5 42,5 - 25 12 10,5 10 - - -
T-200A 155 76 - - 21,8 - 18 - - -
T-225 95 42,4 - - 12 - 10 - - -
T-225A 160 - - - 21,5 - - - - -
T-300 80 - - - 11,4 - - - - -
T-300A 160 - - - 22,8 - - - - -
T-400 130 - - - 18,5 - - - - -
T-400A 260 - - - 36 - - - - -
T-520 146 - - - 20,7 - - - - -
Tabelle 3.1: AL-Werte in nH/N2 von ga¨ngigen Eisenpulverringkernen aus [Am18]
65
3.1. Sinusgenerator
Die gru¨n unterlegten Kombinationen aus Kerngro¨ße und Material sind vorteilhaft fu¨r
gro¨ßere Windungszahlen, welche sich mit
N =
√
Lges
AL
(3.18)
berechnen lassen. Wird beispielsweise ein Kern des Typs T-200 (die Zahl steht
im Bezug zum Außendurchmesser do und steht hier fu¨r 2 Zoll bzw. ca 50 mm)
mit einem Material mit der Permeabilita¨t µr = 8 verwendet, werden fu¨r die se-
kunda¨rseitig gewu¨nschten 100 µH 100 Windungen beno¨tigt. Desto gro¨ßer also der
AL-Wert, je weniger Windungen werden beno¨tigt. Im gleichen Zug sinkt auch der
DC-Wicklungswiderstand, welcher u¨ber
RDC =
4 ρ (2 · h+ (do − di))N
dw
2 pi
(3.19)
bestimmt werden kann, wobei h die Ho¨he und di den Innendurchmesser des Kerns
angibt. Im zuvor erwa¨hnten Beispiel ist dieser im Vergleich zum Luftransformator
um rund die Ha¨lfte kleiner.
Bei Kernen mit niedriger Permeabilita¨t ist die Kopplung im Vergleich zum Luft-
transformator zuna¨chst nicht fakultativ besser, da prima¨rseitig nur drei Windungen
verwendet werden und diese nicht den ganzen Kern umfassen (siehe Abbildung 3.10
a)). Die Flussdurchsetzung fu¨r diesen Fall ist in Abbildung 3.10 c) dargestellt. Die
entsprechenden Daten stammen aus einer eigens durchgefu¨hrten FEM-Analyse. Das
Kernmaterial wurde zur Vereinfachung als linear, also µr = const. angenommen. Es
ist zu erkennen, dass ein Großteil des magnetischen Feldes im Bereich der Wicklung
konzentriert ist bzw. der Streufluss außerhalb des Kerns groß ist.
Obwohl die Kopplung insgesamt eine untergeordnete Rolle spielt, kann sie mittels
verbesserter magnetischer Durchflutung vergro¨ßert werden. Dies kann z. B. dadurch
erreicht werden, dass die Prima¨rwicklung helixfo¨rmig um den Ringkern platziert wird
(siehe Abbildung 3.10 b) und d)). Als Resultat ergibt sich dabei ein leichter Anstieg
in der erreichbaren Spannungsu¨berho¨hung. Tabelle 3.2 zeigt hierzu die Ergebnisse
von drei Transformator-Prototypen mit Eisenpulverkern, T-200-8 sowie T-157-25, im
Vergleich mit dem optimalen Lufttransformator.
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Abbildung 3.10: Verschiedene Wicklungsanordnungen fu¨r die Prima¨rseite des Ring-
kerntransformators a) sowie b) deren Flussdichteverteilung innerhalb
des Kerns in [mT] c) und d)
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Luft-
transformator
Toriod
µr = 8
Toriod
mit Helix
µr = 8
Toriod
mit Helix
µr = 25
Wicklungs-
widerstand 459 mΩ 64 mΩ 64 mΩ 28 mΩ
U¨bersetzungs-
verha¨tnis(
nach
√
LSek
LPri
) 16 15 17 11
Kopplungs-
faktor 0,43 0,41 0,7 0,83
Amplitude
normiert auf
Umax
0.625 0.9 1 0.575
Tabelle 3.2: Vergleich verschiedener Transformatoren fu¨r den Oszillator
3.1.5 Fazit
Abbildung 3.11 zeigt den, unter Beru¨cksichtigung der bisherigen Ausfu¨hrungen reali-
sierten Sinusgenerator. Prinzipiell werden zum Treiben die Ringelektrodenkkapazita¨t
plus den Leitungskapazita¨ten nach
PV,RMS =
(
UˆRF√
2
)2
· 12pifRF · CL . (3.20)
Leistungseffektivwerte von einigen zehn Watt beno¨tigt. Diese reine Blindleistung
wird allerdings mit Hilfe der Sekunda¨rinduktivita¨t des Transformators um dem
damit resultierenden Schwingkreis kompensiert, sodass nur die ohmschen Verluste
nachgeliefert werden mu¨ssen. Daher kann die Schaltung recht kompakt ausfallen.
Den gro¨ßten Bauraum nehmen der Transformator und die Relais zum Schalten
der Ausgangskapazita¨ten ein (linke Seite in Abbildung 3.11). Fu¨r den kompletten
Sinusgenerator genu¨gt daher eine Platine im Europaformat.
Mit dem verwendeten Transformator betra¨gt die maximale Ausgangsamplitude im
erreichbaren Frequenzbereich mindestens 300 V (siehe Abbildung 3.12). Dies ist fu¨r
den angestrebten Massenbereich ausreichend. Der Verlauf der maximalen Spannung
entspricht ebenfalls den Erwartungen (vgl. Kapitel 3.1.2). Um gro¨ßere Amplituden im
niedrigen Frequenzbereich erreichen zu ko¨nnen, bedarf es eines Leistungsversta¨rkers
mit gro¨ßerem Betriebsspannungsbereich und Ausgangsstrom. Alternativ ist auch eine
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Anpassung des Transformators denkbar, z. B. eine gro¨ßere Sekunda¨rinduktivita¨t2,
wobei dann das obere Frequenzlimit reduziert wird.
Abbildung 3.11: Sinusgenerator
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Abbildung 3.12: Maximale Ausgangsamplitude der Oszillatorschaltung mit Ionenfalle
als Last
2Entspricht einer Erho¨hung der Gu¨te, siehe Gleichung 3.7.
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3.2 Rechteck-/Trapezgenerator
Wie im Kapitel 2 dargestellt wurde, kann eine Ionenfalle mit jeder beliebigen peri-
odischen Wellenform betrieben werden. Es ergeben sich bei Verwendung von recht-
eckfo¨rmigen Signalen einige Vor- und Nachteile im Vergleich zum reinen Sinusfall. Da
diese nicht-resonant erzeugt werden, ko¨nnen die jeweiligen Betriebsparameter wie
die Frequenz, die Amplitude aber auch das Tastverha¨ltnis sehr schnell und einfach
gea¨ndert werden. Auch die Mo¨glichkeit das Speicherfeld rapide ein- und auszuschalten,
kann fu¨r die Ionisation oder den Ionentransport in die Ionenfalle hinein von Nutzen
sein.
Bei an der Ringelektrode angelegten Rechtecksignalen ist der resultierende Potenzi-
altopf bei gleicher Amplitude ca. um den Faktor
√
2 tiefer (im Vergleich zu jenem
eines Sinussignals). Oder anders gesagt, um ein Ion an einem a¨quivalenten Punkt des
Stabilita¨tsbereichs zu halten (q-Parameter), wird eine geringere Amplitude beno¨tigt.
Dies liegt daran, dass anders als beim Sinus bei einem Rechteck der Effektivwert
gleich dem Spitzenwert ist.
Es ist allerdings zu erwarten, dass im Gegensatz zum monofrequenten Fall, die
Rauscheigenschaften etwas schlechter ausfallen. Ebenso ist die Leistung, welches ein
nicht-resonantes System bereitstellen muss, um ein vielfaches gro¨ßer. Im Rechteckfall
ist diese, ohne Beru¨cksichtigung von schaltungsinternen Verlusten, bestimmt durch
P = 2 · CL · Uˆ2 · fRechteck. (3.21)
Sie steigt also quadratisch mit der Amplitude. Die Last CL setzt sich zusammen aus
der Ringelektrodenkapazita¨t plus etwaigen Leitungskapazita¨ten. So sind bei Ausgangs-
spannungen von mehreren hundert Volt und Schaltfrequenzen von bis zu 1 MHz einige
Zehn bis Hundert Watt no¨tig. Im Kontrast zu dem vorgestellten Sinusoszillator sind
also fu¨r den unteren Speicherfeldfrequenzbereich leichter große Amplituden erreichbar,
da hier die Leistungsaufnahme mit reduzierter Schaltfrequenz sinkt.
Ein entsprechender Rechteck-/Signalgenerator kann generell analog oder digital (u¨ber
das Schalten von Potentialen) aufgebaut werden. Im ersten Fall kann das Speicher-
feldsignal mit beliebiger Form unter Verwendung einer Pulsweitenmodulation (PWM)
und analogem Filter oder eines schnellen DAC erzeugt und u¨ber einen Leistungs-
Analogversta¨rker versta¨rkt werden. Die Konzeption eines solchen Versta¨rkers mit
einigen MHz-Bandbreite ist allerdings schwer zu realisieren, da bei den gewu¨nschten
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Signalfrequenzen und den entsprechenden Ausgangsspannungen und Leistungen kurze
Strom-Anstiegszeiten erforderlich sind.
Es existieren verschiedene Ansa¨tze zur Realisierung eines solchen Hochvolt-Signal-
generators. Herko¨mmliche Operationsversta¨rker ko¨nnen beispielsweise mit einer Ge-
gentaktendstufe erweitert werden, um gro¨ßere Ausgangsspannungen zu ermo¨glichen,
siehe [Co00]. Die in diesem Fall beno¨tigten komplementa¨ren Transistoren begrenzen
allerdings aufgrund der verfu¨gbaren Sperrspannungen den Ausgangsspannungsbereich
auf wenige hundert Volt. Die von Colclough erreichten Bandbreiten liegen im Bereich
von 100 kHz. Kuhlicke et al. [Kuh14] erreichen eine gro¨ßere Spannungsfestigkeit und
demzufolge Ausgangsspannungen von bis zu 850 V unter Verwendung einer zweifachen
Klasse-A Kaskoden-Ausgangsendstufe. Durch die Kaskodenschaltung wird u¨berdies
auch der Millereffekt reduziert und der erreichbare Frequenzbereich vergro¨ßert. Die
von Kuhlicke genannten Kenndaten werden aber nur fu¨r sehr kleine Lastkapazita¨ten
kleiner 20 pF erreicht.
Die Problematik der begrenzenden Sperrspannungen kann zumindest in Grenzen
durch Verwendung einer Klasse-AB Ausgangsstufe mit zwei n-Kanal MOSFETs
umgangen werden. Diese sind mit maximalen Drain-Source-Spannungen von u¨ber
1000 V erha¨ltlich, vor allem durch neue Halbleitertechnologien mit breiter Bandlu¨cke
(engl. wide-bandgap semiconductors). Die Herausforderung eines solchen Konzeptes
liegt aufgrund der großen Potentialunterschiede in der Ansteuerung der beiden
Transistoren. Ein Ansatz kann eine analoge Isolation der Steuersignale sein, wie ihn
z. B. Liu et al. [Liu15] verfolgen. Sie erreichen allerdings lediglich Bandbreiten von
10 kHz.
Eine quasi-digitale Lo¨sung ist hingegen bei verha¨ltnisma¨ßig geringem Aufwand mit
Halb- oder Vollbru¨cken Schaltungen realisierbar, welche z. B. auch bei Motoransteue-
rungen eingesetzt werden (siehe Abbildung 3.13). Bei einer Halbbru¨cke a) schalten
zwei Leistungstransistoren, typischerweise MOSFETs, abwechselnd die jeweiligen
Potentiale, welche von zwei Spannungsquellen erzeugt werden, auf die Last, hier die
Ringelektrodenkapazita¨t. Die Leistungshalbleiter beno¨tigen hierbei eine Sperrspan-
nung von mindestens 2UB, da im Schaltvorgang von einem der Transistoren immer
beide Potentiale der Quellen am jeweils anderen Transistor anliegen.
Durch Kombination zweier Halbbru¨cken la¨sst sich eine Vollbru¨cke b) realisieren.
Die Last, hier die Ringelektrodenkapazita¨t CL, wird dabei zwischen den beiden
Mittelabgriffen angeschlossen. Obwohl doppelt so viele Leistungstransistoren beno¨tigt
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Abbildung 3.13: Rechteck-Erzeugung mit Hilfe von Bru¨ckenschaltungen
werden und sich somit auch der Ansteuerungsaufwand erho¨ht, bietet eine Vollbru¨cke
einige Vorteile. Zuna¨chst beno¨tigen die Leistungshalbleiter lediglich eine minimale
Sperrspannung von der einfachen Betriebsspannung UB. Daru¨ber hinaus bedarf
es nur einer Spannungsversorgung. Diese muss aber im Unterschied zu u¨blichen
Anwendungen potentialfrei ausgefu¨hrt werden, damit auch negative Spannungen u¨ber
der Last anliegen ko¨nnen. Dies ist darin gegru¨ndet, dass die Deckelelektroden der
Ionenfalle, welche einem Anschlusspunkt der Ringelektrodenkapazita¨t entsprechen,
fest auf Massepotential liegen und damit das Potential an einem der Mittenabgriffe
festgelegt ist.
Wird das Konzept einer Vollbru¨cke verwendet, besteht ebenfalls die Mo¨glichkeit
einer Kaskadierung von mehreren Einheiten. Eine solche Zusammenschaltung ist z. B.
bei Wechselrichtern als sog. Multi-Level-Inverter bekannt. Ein Modul der Kaskade
muss hier nur einen Anteil der Gesamtleistung liefern und die minimal beno¨tigte
Sperrspannung der beno¨tigten Transistoren kann auf URF,max/n reduziert werden.
Aufgrund der besseren Variabilita¨t der Vollbru¨ckenschaltungen werden diese im
Folgenden na¨her betrachtet. Um das Ziel einer einstellbaren Ausgangsamplitude
zu erreichen, ko¨nnen entweder viele kleinere Module zusammengeschaltet oder die
Versorgungsspannung einiger weniger Module angepasst werden. Im Rahmen dieser
Arbeit werden beide Ansa¨tze untersucht.
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Abbildung 3.14: Vollbru¨cke zur Rechteckerzeugung
3.3 Ansteuerung der Vollbru¨cke
Bevor na¨her auf die jeweiligen Ansa¨tze eingegangen wird, soll zuna¨chst ein Blick auf
das Funktionsprinzip der Vollbru¨cke und mo¨gliche Ansteuerarten geworfen werden.
Neben den Leistungstransistoren sind insgesamt vier Gatetreiber no¨tig, um die Transi-
storen schalten zu ko¨nnen (siehe Abbildung 3.14). Da die Source-Poteniale der beiden
oberen Transistoren T1 und T3 im Bezug zur Versorgungsspannung der Bru¨cke floaten,
mu¨ssen hier high-side-Gatetreiber eingesetzt werden. Weil je nach Betriebspunkt
hohe Spannungen bzw. bei der Kaskadenschaltung hohe Potentiale geschaltet werden,
muss die Ansteuerung der Transistoren weiterhin u¨ber isolierte Gatetreiber erfolgen.
Hierbei kann die galvanische Trennung im Treiber direkt oder auf der Digitalseite
erfolgen. Meist bietet es sich an, die funktionale von der sicherheitsrelevanten Isolation
zu trennen.
Die Gatetreiber beno¨tigen jeweils ihre eigenen Versorgungsspannungen, wobei sich die
beiden low-side-Transistoren T2 und T4 aufgrund des gemeinsamen Source-Potentials
eine einzelne Spannungsversorgung teilen ko¨nnen.
Die Spannungsversorgungen der Gatetreiber mu¨ssen ebenfalls galvanisch getrennt aus-
gefu¨hrt werden, da sie dem entsprechenden Source-Potential folgen mu¨ssen. Grundsa¨tz-
lich ist zum Betrieb der high-side-Transistoren auch der Einsatz einer Bootstrapping-
Schaltung denkbar. Hierbei wird ein Pufferkondensator mit Hilfe einer Diode und des
unteren Transistors der betrachteten Halbbru¨cke aufgeladen. Da aber die Schaltfre-
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quenz der Bru¨cke und folglich auch die Einschaltzeit der Transistoren in einem weiten
Bereich liegen kann, ist dann aber auf eine verfru¨hte Entladung des entsprechenden
Pufferkondensators zu achten.
Abbildungen 3.15 und 3.16 zeigen die zwei mo¨glichen Schaltszenarien zur Rechteck-
signalerzeugung. Der einfachste Fall stellt eine simultane Ansteuerung von T1 und T4
sowie T2 und T3 mit einem Tastverha¨ltnis von 50 % dar. Verfu¨gen die verwendeten
Transistoren u¨ber einen hinreichend kleinen Durchgangswiderstand RDS,on und ver-
nachla¨ssigbare Leckstro¨me, sind auch geringere Tastverha¨ltnisse ausreichend. Dies
liegt daran, dass nur wa¨hrend des Schaltvorgangs ein Strom durch die Vollbru¨cke
fließt, siehe IRF. Hierdurch ko¨nnen Querstro¨me innerhalb der beiden Halbbru¨cken
vermieden werden. Andernfalls wird typischerweise pro Halbbru¨cke ein kombinierter
Treiber eingesetzt, welcher oft u¨ber eine integrierte Totzeit-Erzeugungsschaltung
verfu¨gt, um das gleichzeitige Einschalten zu verhindern.
UB
−UB
t
URF
t
IRF
t
T1/4
t
T2/3
1/fRF
Abbildung 3.15: Ansteuerung der Vollbru¨cke
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Abbildung 3.16: Vollbru¨cke mit Phasenansteuerung
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Alternativ zur symmetrischen Rechteckerzeugung, ko¨nnen die beiden Halbbru¨cken
auch mit einem Phasenversatz zueinander angesteuert werden, wie es beispielsweise
aus der Leistungselektronik vom ”phase-shifted full bridge“-DC/DC-Wandler bekannt
ist. Das Tastverha¨ltnis betra¨gt in diesem Fall immer 50 %. Dadurch entstehen zwei
Zeitabschnitte, in denen entweder beide high-side oder beide low-side Transistoren
simultan eingeschaltet sind, siehe Intervall t1 und t2 aus Abbildung 3.16. Wa¨hrend
dieser Intervalle ist die Ringelektrodenkapazita¨t kurzgeschlossen (URF = 0 V) und
die Ionenfalle im Inneren feldfrei. Letzteres kann von Vorteil fu¨r die Ionierungsphase
oder den Ionentransport in die Zelle hinein sein. Die Nullphasen sorgen zusa¨tzlich
dafu¨r, dass sich die Stromspitzen von IRF bei sonst gleichen Bedingungen halbieren.
Dies kann sehr nu¨tzlich fu¨r die spa¨ter (in Kapitel 5) folgende Kompensationslo¨sung
sein, da sich auch der systembedingte Sto¨rstrom in seiner Amplitude halbiert.
Sind keinerlei Querstro¨me in den Halbru¨cken vorhanden, kann der Wirkungsgrad η des
Rechteckgenerators bei einer kapazitiven Last maximal 50 % erreichen, unabha¨ngig
davon mit welcher Methode die Ansteuerung erfolgt. Beim vollsta¨ndigen Lade- bzw.
Entladevorgang eines Kondensators wird immer die Ha¨lfte der beno¨tigten Energie im
Serienwiderstand der Schaltung in Wa¨rme umgesetzt. Die entstehende Verlustleistung
ist dabei unabha¨ngig vom Widerstandswert, also hier dem Durchgangswiderstand
des Transistors. Der Durchgangswiderstand selbst beeinflusst einzig und allein die
Flankensteilheit des Rechtecks, bzw. die Ladezeitkonstante τ = RDS,on · CL.
Es wird ebenfalls Energie in Form von elektromagnetischer Wellen abgestrahlt. Da die
Schaltfrequenzen sowie die parasita¨ren Induktivita¨ten des Layouts verha¨ltnisma¨ßig
klein sind, kann dieser Effekt vernachla¨ssigt werden.
Die resultierende Verlustleistung verteilt sich gleichma¨ßig auf alle vier Transistoren
der Vollbru¨cke. Der theoretisch maximale Wirkungsgrad von 50 % kann in der Praxis
allerdings niemals erreicht werden. Die Transistoren besitzen eine Ausgangskapa-
zita¨t Coss, welche sich als Summe der Gate-Drain- CGD und Drain-Source-Kapazita¨t
CDS zusammensetzt. Diese Ausgangskapazita¨t muss zusa¨tzlich zur Lastkapazita¨t,
bestehend aus den parasita¨ren Kapazita¨ten des Layouts und Kabels sowie der Ring-
elektrodenkapazita¨t selbst, aufgeladen und entladen werden.
Die Gesamtblindleistung ist auch von der Ansteuerungsart der Vollbru¨cke abha¨ngig.
Im Fall einer 50 %-Ansteuerung ergeben sich fu¨r die Schaltvorga¨nge die in Abbil-
dung 3.17 skizzierten Ersatzschaltbilder. Pro Schaltvorgang mu¨ssen jeweils zwei der
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Abbildung 3.17: Ersatzschaltbilder der Schaltzusta¨nde mit den parasita¨ren Kapa-
zita¨ten der Transistoren
Transistor-Ausgangskapazita¨ten auf 0 V entladen (grau unterlegt) und zwei der Aus-
gangskapazita¨ten auf UB bzw. UˆRF aufgeladen werden. Daraus folgt eine anteilige
Blindleistung von
PCoss = 2 · (4 · (12 Coss · Uˆ
2
RF · fRF)). (3.22)
Die Ringelektrodenkapazita¨t muss hingegen von UˆRF auf −UˆRF bzw. −UˆRF auf UˆRF
umgeladen werden, womit sich an der eigentlichen Last eine Blindleistung von
PCL = 2 · (
1
2 CL · (2 UˆRF)
2 · fRF) (3.23)
ergibt. Die Gesamtblindleistung bela¨uft sich folglich auf
PGes = 4 · (CL + Coss) · Uˆ2RF · fRF . (3.24)
Im Fall einer Phasenansteuerung fa¨llt im Vergleich mit
PGes,Phase = (2CL + 4Coss) · Uˆ2RF · fRF (3.25)
weniger Blindleistung an, da die Ringelektrodenkapazita¨t betragsma¨ßig nur auf die
einfache Betriebsspannung umgeladen wird:
PCL,Phase = 4 · (
1
2 CL · Uˆ
2
RF · fRF). (3.26)
Bei der Wahl der Transistoren sollte also vorwiegend auf zwei Aspekte geachtet
werden. Einerseits sollte die Transistorbauform einen mo¨glichst niedrigen thermischen
Widerstand besitzen, damit die durch die Verlustleistung anfallende Abwa¨rme gut
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abgefu¨hrt werden kann. Andererseits sollte die Ausgangskapazita¨t mo¨glichst klein
sein, um die zusa¨tzliche Blindleistung zu minimieren. Typischerweise vermessen die
Halbleiterhersteller die Ausgangskapazita¨t meist nur bei Kleinsignalaussteuerung.
Wie z. B. Fedison und Harrison [FeHa16] zeigen, ko¨nnen die Ausgangskapazita¨ten im
Großsignalverhalten erheblich gro¨ßer ausfallen, sodass die Angaben in den entspre-
chenden Datenbla¨ttern nur in begrenztem Maß aussagekra¨ftig sind und meist nur zu
Vergleichszwecken verwendet werden ko¨nnen.
3.4 Kaskadenschaltung
Bei der vorgestellten Vollbru¨ckenschaltung ist es mo¨glich, wie zuvor erwa¨hnt mehrere
Einheiten zu kaskadieren (siehe Abbildung 3.18). Hierbei ergeben sich nicht nur die
erwa¨hnten Vorteile der Lastverteilung welche die Ku¨hlung vereinfacht, sondern es sind
auch insgesamt geringere Verlustleistungen fu¨r ho¨here Ausgangsspannungen zu erwar-
ten. Der Grund dafu¨r liegt in der quadratischen Abha¨ngigkeit der Verlustleistung von
der Spannungsamplitude. Die Gesamtleistung bestimmt sich bei einer Kaskadierung
u¨ber
Pges = 4Ccoss ·
(
UˆRF
n
)2
· fRF · n+ 4CL · Uˆ2RF · fRF (3.27)
fu¨r eine 50 %-Ansteuerung und
Pges,Phase = 4Ccoss ·
(
UˆRF
n
)2
· fRF · n+ 2CL · Uˆ2RF · fRF (3.28)
bei einer Phasenansteuerung. Der erste Term wird fu¨r eine Großzahl an Modulen unter
der Voraussetzung, dass die Ausgangskapazita¨t konstant ist, sehr klein. In Realita¨t
sinkt die Ausgangskapazita¨t mit steigender Drain-Source-Spannung, wodurch sich
der Vorteil der kleineren Spannungen pro Modul etwas reduziert. Ebenfalls zeigen
die Ausgangskapazita¨ten von MOSFETs teils starke Nichtlinearita¨ten (siehe dazu
Abbildung 3.19). Das gilt vor allem fu¨r Super-Junction-MOSFETs. Diese Art der
Transistortechnologie wurde vorwiegend zur Reduktion des Durchgangswiderstandes
entwickelt, weist aber auch im Vergleich zu normalen vertikalen MOSFETs bei großen
Spannungen geringere Ausgangskapazita¨ten auf. Dies ist wiederum bei einer geringen
Anzahl an Modulen von Vorteil.
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Abbildung 3.18: Kaskadierung von mehreren Vollbru¨cken
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Abbildung 3.19: Ausgangskapazita¨t von u¨blichen Si-Transistortechnologien bei einem
Durchgangswiderstand RDS,on von ca. 0,2 Ω [Choi13]
Aus diesem Grund fa¨llt der Leistungsvorteil einer Kaskadenschaltung geringer aus als
zuna¨chst vermutet. Abbildung 3.20 zeigt die errechneten Leistungen fu¨r ein Modul
sowie zehn Module bei einer Lastkapazita¨t CL von 100 pF und einer Schaltfrequenz der
Bru¨cke von 1 MHz im Fall; a) einer als konstante angenommenen Ausgangskapazita¨t
der Transistoren von ebenfalls 100 pF und b) der Coss-Kennlinie des SJ-MOSFETs
aus Abbildung 3.19. Fu¨r die angenommenen Daten na¨hern sich die beiden Ansa¨tze
unter realen Bedingungen recht nah an. Selbstversta¨ndlich sind im konkreten Fall
Optimierungen mo¨glich, da je nach dem fu¨r welche Sperrspannung die entsprechen-
den Transistoren spezifiziert sind, leichte Unterscheide in den Ausgangskapazita¨ten
auftreten ko¨nnen. Hierzu folgt im Weiteren noch ein detaillierteres Beispiel.
Fu¨r die Kaskadenschaltung stellt die Anzahl der Module einen u¨bergeordneten De-
signaspekt dar. Hierbei gibt es mehrere Punkte, welche Einfluss darauf nehmen ko¨nnen.
Zuna¨chst gilt es erneut einen Blick auf die Ausgangskapazita¨ten der Transistoren
zu werfen. Abbildung 3.21 stellt die zu liefernde Gesamtleistung in Abha¨ngigkeit
der Anzahl an Modulen bei einer Spannungsamplitude von 500 V dar. Bei gro¨ßeren
Spannungen sind jeweils die gro¨ßten Unterschiede zu erwarten. Es zeigt sich, dass bei
mehr als zehn Modulen je nach Kapazita¨tsverlauf entweder kaum noch eine Steigerung
in der Effizienz erreichbar ist, oder diese sich sogar fu¨r SJ-MOSFETs verschlechtert.
Bei einer großen Anzahl an Modulen steigt zudem der Aufwand fu¨r die Ansteuerung
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Abbildung 3.20: Berechnete Blindleistung zur Erzeugung eines Rechtecksignals, Pmin
entspricht der minimalen Blindleistung fu¨r Coss = 0
und Peripherie, denn jedes Modul beno¨tigt seine eigene potentialfreie Spannungsver-
sorgung. Zwar ko¨nnen die Halbbru¨cken jedes Moduls zur Generation eines einfachen
Rechtecks von denselben Signalen angesteuert werden, diese sollten aber separiert
ausgefu¨hrt werden, damit der Vorteil einer mo¨glichen Modulation erhalten bleibt.
Daru¨ber hinaus ist eine solche Einzelverbindung auch vor dem Hintergrund der
Sto¨runempfindlichkeit sinnvoll, z. B. zur Vermeidung von Leitungsreflexionen.
Ausgehend von den U¨berlegungen wurde im Rahmen dieser Arbeit ein Prototyp einer
entsprechenden Kaskade mit insgesamt zehn Modulen und einer Betriebsspannung
von jeweils 50 V aufgebaut. Zum einen liegt das System damit innerhalb des Lei-
stungsminimums, zum anderen hat dies den Vorteil, dass sich so jedes einzelne Modul
innerhalb des Kleinschutzspannungsbereiches befindet und leichter getestet werden
kann. Die Module werden in diesem Fall mit Hilfe von Lithium-Ionen-Akkumulatoren
in einer 4s-Konfiguration, also einer Nennspannung von 14,4 V, versorgt. Aus der
Batteriespannung wird dann u¨ber einen Hochsetzsteller die entsprechende Modulspan-
nung erzeugt. Bei einem solch geringem Spannungsverha¨ltnis sind mit Hochsetztellern
noch sehr gute Wirkungsgrade erreichbar. Alternativ ist eine Versorgung mit einer
getakteten Spannungsversorgung denkbar, beispielsweise einem Sperrwandler (engl.
flyback converter). Hierauf wurde zuna¨chst verzichtet, da sich damit zusa¨tzliche
Kopplungspfade fu¨r Sto¨rsignale ergeben.
Abbildung 3.22 a) zeigt eine U¨bersicht des realisierten Prototypen. Die Steuersignale
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Abbildung 3.21: Verlustleistung in Abha¨ngigkeit der Modulanzahl bei einer Ausgangs-
amplitude von 500 V
wurden mit Hilfe eines FPGAs erzeugt, mit Leitungstreibern versta¨rkt und u¨ber
Flachbandkabel zu dem jeweiligen Modul u¨bertragen. Die Kaskade wurde mit einer
kapazitiven Last von 100 pF getestet. Abbildung 3.22 c) zeigt den resultierenden
Signalverlauf bei einer Speicherfeldfrequenz von 1 MHz. In diesem Fall erfolgte die An-
steuerung mit einer Phasenverschiebung von 10 %. Die entsprechenden Steuersignale
sind in Abbildungen 3.22 d) und e) dargestellt. Durch die damit eingefu¨hrte Nullphase
konnten existierende Querstro¨me, welche ein Erreichen gro¨ßerer Ausgangsspannungen
verhinderten, reduziert werden. Die entsprechende Lastverteilung ist in Abbildung
3.22 b) in Form einer thermografischen Aufnahme dargestellt.
Es ist gut zu erkennen, dass sich nur die MOSFETs der Vollbru¨cken erwa¨rmen (einge-
zeichnete Quadrate). Somit fa¨llt, wie zu erwarten, der Großteil der Verlustleistung an
den entsprechenden Durchgangswidersta¨nden an. Es zeigen sich leichte Unterschiede
zwischen den einzelnen Modulen, welche durch Toleranzen der Transistorkenndaten zu
erkla¨ren sind. Insgesamt ergibt sich eine sehr gute Lastverteilung. Die Temperaturen
befinden sich alle weit unterhalb der maximal zula¨ssigen Sperrschicht-Temperatur
von 150 ◦C.
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(a) Hardware Aufbau
(b) thermographische Aufnahme, Angaben in ◦C
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Abbildung 3.22: Aufbau einer Kaskade mit zehn Modulen
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3.5 Hochvoltmodul
Abbildung 3.23: Aufbau eines Rechteckgenerators mit einer einzelnen Vollbru¨cke
Trotz der Flexibilita¨t, die eine Kaskadierung einbringen kann, ist es hinsichtlich des
Gesamtaufwandes sinnvoll, eine Optimierung auf eine einzige Einheit durchzufu¨hren.
Um einen unterbrechungsfreien Betrieb zu gewa¨hrleisten, muss die einzelne Vollbru¨cke
dabei mit galvanisch getrennten Betriebsspannungen, z. B. u¨ber isolierte DC/DC-
Wandler, versorgt werden. Neben der Modulspannung selbst betrifft dies auch die
Versorgung der MOSFET Gatetreiber. Bei einer Beschra¨nkung auf eine einzige
Einheit sollte die Betriebsspannung des Moduls zudem einstellbar sein, um einen zum
Sinusoszillator vergleichbaren Betriebsbereich abdecken zu ko¨nnen, vgl. Anforderungen
Massenbereich.
Abbildung 3.23 zeigt eine U¨bersicht des Rechteckgenerators auf Basis einer einzelnen
Vollbru¨cke. Die gesamte Einheit wird von einem Netzteil mit einer Ausgangsspannung
von 48 V versorgt, aus welcher alle anderen beno¨tigten Spannungen erzeugt werden.
Die Steuerung des kompletten Systems erfolgt u¨ber die gleiche Kombination aus
Mikrocontroller und FPGA, welche schon bei der Kaskadenschaltung Verwendung
fand und die gewu¨nschten Betriebsparameter von einem Host-PC erha¨lt. Der FPGA
dient dabei ausschließlich der Erzeugung der Schaltsignale der Vollbru¨cke, welche wie
auch die restliche Kommunikation, aus Sicherheitsgru¨nden sowie zur Vermeidung von
Erdschleifen, digital isoliert sind.
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Abbildung 3.24: Kopplungspfad durch parasita¨re Kapazita¨ten
3.5.1 Isolierte Haupt-Spannungsversorgung
Fu¨r die potentialfreie Spannungsversorgung des Rechteckgenerators stehen keine kom-
merziellen Lo¨sungen zur Verfu¨gung. Der Hauptgrund ist, dass diese u¨berwiegend u¨ber
einen hohen Kopplungsgrad zwischen Prima¨r- und Sekunda¨rseite verfu¨gen, um unter
anderem einen hohen Wirkungsgrad zu erzielen. Hierbei ist die parasita¨re Kapazita¨t
zwischen Ein- und Ausgang meist sehr groß. Diese setzt sich zusammen aus der
parasita¨ren Kapazita¨t des beno¨tigten Transformators CT, der Isolationskapazita¨t CR,
des Ru¨ckkoppelglieds zur Regelung der Ausgangsspannung sowie etwaiger parasita¨rer,
Kapazita¨ten des Layouts. Fu¨r die vorliegende Anwendung ist eine große, parasita¨re
Kapazita¨t unerwu¨nscht.
Das Ausgangspotential des DC/DC-Wandlers wird durch die nachfolgende Vollbru¨cke
des Rechteckgenerators mit der Speicherfeldfrequenz fRF zwischen UOut und Masse-
potential umgeschaltet. Durch das Umschalten des Ausgangspotentials muss auch
die parasita¨re Koppelkapazita¨t umgeladen werden. Dies fu¨hrt zu einem zusa¨tzlichen
Anstieg der Verlustleistung und kann zu starken Verzerrungen der Ausgangsspannung
fu¨hren. Abbildung 3.25 zeigt hierzu den Ausgangspannungsverlauf des Rechteckgene-
rators bei zwei verschieden großen Werten der Koppelkapazita¨t.
Ausgehend von der obigen Betrachtung, wurde in der vorliegenden Arbeit ein DC/DC-
Wandler mit einer optimierten Koppelkapazita¨t entwickelt. Es existieren einige isolierte
DC/DC-Wandler Typologien, welche grundsa¨tzlich fu¨r die Spannungsversorgung des
Rechteckgenerators in Frage kommen.
Um eine niedrige Koppelkapazita¨t zu erreichen, sollten Prima¨r- und Sekunda¨rwick-
lung ra¨umlich voneinander getrennt auf den Kern aufgebracht werden. Sperr- und
Gegentaktflusswandler eignen sich aufgrund der damit zu erwartenden, gro¨ßeren
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Abbildung 3.25: Gemessene Verzerrungen des erzeugten Rechtecksignals aufgrund
einer zu großen Koppelkapazita¨t (blaue Kurve)
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Abbildung 3.26: Gegentaktflusswandler
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Streuinduktivita¨ten nur eingeschra¨nkt, da es in Kombination mit den Ausgangskapa-
zita¨ten der Schalter zu starken U¨berschwingern kommen kann. Daher fiel die Wahl
auf einen Vollbru¨ckenwandler (siehe Abbildung 3.26). Dieser hat ebenfalls den Vorteil,
dass jeweils nur eine Prima¨r- bzw. Sekunda¨rwicklung beno¨tigt wird. Da der mittlere
Ausgangsstrom des DC/DC-Wandlers gering ausfa¨llt (nach Gleichung 3.24 liegt er
ca. im Bereich von 50 mA bis 600 mA) kann ein passiver Bru¨ckengleichrichter auf der
Sekunda¨rseite eingesetzt werden.
Die Ausgangsspannung des Vollbru¨ckenwandlers kann unter Vernachla¨ssigung der
Diodenflussspannungen mit
UHV = UIn
Ns
Np
D (3.29)
bestimmt werden und entspricht jener eines einfachen Tiefsetzstellers multipliziert mit
dem U¨bersetzungsverha¨ltnis des Transformators. Das Tastverha¨ltnis (Duty-Cycle),
D = 2 tein
T
, (3.30)
kann Werte zwischen null und eins annehmen. Anders als beim Tiefsetzsteller, darf
hierbei allerdings jede Halbbru¨cke (T1/T4 oder T2/T3) maximal zur Ha¨lfte der Perioden-
dauer eingeschaltet werden. Um Querstro¨me zu vermeiden, wird das Tastverha¨ltnis
pro Halbbru¨cke meist auf ca. 45 % beschra¨nkt. Um eine Ausgangsspannung von 500 V
zu erreichen, wird nach Gleichung 3.29 ein U¨bersetzungsverha¨ltnis von mindestens
11,5 beno¨tigt. Fu¨r eine ra¨umlich getrennte Wicklungskonfiguration sind Toroid-Kerne
CT
Np
Ns
Abbildung 3.27: Trafoaufbau mit parasita¨ren Koppelkapazita¨ten
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Abbildung 3.28: Aus FEM-Simulation ermittelte Koppelkapazita¨t des Transformators
fu¨r zwei Ferrit Materialien und der skizzierten Wicklungsanordnung
aufgrund ihrer Geometrie besonders geeignet. Der in diesem Fall gewa¨hlte Aufbau ist
in Abbildung 3.27 dargestellt.
Zuna¨chst ko¨nnen die beiden Wicklungen vereinfacht als gebogener Plattenkondensator
betrachtet werden, CT. Bei einem Innendurchmesser des Transformators von zwei
cm sollte dieser bei der gegebenen Verteilung einen Wert von < 1 pF aufweisen. In
Realita¨t kann hingegen eine Koppelkapazita¨t von ca. 8,2 pF gemessen werden. Grund
hierfu¨r ist das verwendete Kernmaterial. Um trotz der verteilten Wicklungen die
Streuflu¨sse zu minimieren, sollte das Kernmaterial eine gro¨ßere Permeabilita¨t aufwei-
sen (vgl. Toroidkern des Sinusoszillators). Ferrite auf Basis von MnZn (Mangan-Zink)
ko¨nnen dies gewa¨hrleisten, zudem besitzen sie geringe Kernverluste. Je nach Material-
zusammensetzung verfu¨gen sie allerdings auch u¨ber erhebliche relative Permittivita¨ten
sowie endliche spezifische Widersta¨nde im Bereich weniger Ω m. Das Kernmaterial
stellt damit ein zusa¨tzlich eingebrachtes Dielektrikum dar, welches die Gesamtka-
pazita¨t weiter erho¨hen kann. Die Auswirkungen des Kerns auf die Koppelkapazita¨t
sind in Abbildung 3.28 dargestellt. Diese zeigt das Ergebnis einer entsprechenden
FEM-Analyse fu¨r verschiedene Kernanteile. Ein Winkel von θ = 0° bedeutet hierbei,
dass kein Kernmaterial vorhanden ist; ein Winkel von 180°, dass der komplette Toroid
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gefu¨llt ist. Es wurden NiZn- und MnZn-Ferrite mit relativen Permittivita¨ten von
r = 10 respektive r = 300 verglichen.
Es ist gut zu erkennen, dass die Koppelkapazita¨t fu¨r den MnZn-Ferrit stark ansteigt,
sobald der Kern die Sekunda¨rwicklung erreicht θ > 90°. Insgesamt ist die resultierende
Kapazita¨t aber immer noch niedrig genug, um die Anforderungen zu erfu¨llen. Auf
Grund der geringeren Streuflu¨sse wurde ein Kern auf MnZn-Basis gewa¨hlt.
3.5.2 Amplitudeneinstellung
Wie bereits erwa¨hnt, sollte bei dem Hochvoltmodul die Mo¨glichkeit zur Variation der
Ausgangsamplitude bestehen. Grundsa¨tzlich wu¨rde die Steuerung des Tastverha¨lt-
nisses nach Gleichung 3.29 hierfu¨r ausreichen. Da der reale Vollbru¨ckenwandler aber
verlustbehaftet ist, muss die Ausgangsspannung des DC/DC-Wandlers aktiv geregelt
werden.
Hierzu wird ein Teil der Ausgangsspannung auf einen Fehlerversta¨rker ru¨ckgekoppelt
und mit einer Referenzgro¨ße z. B. einer Bandabstands-Referenz verglichen. Eine
mo¨gliche Differenz der beiden Signale wird versta¨rkt bzw. integriert und an das
Tastgrad-Stellglied u¨bergeben. Dies kann ein Mikrocontroller oder eine integriere
Lo¨sung sein (siehe Abbildung 3.29).
Da sekunda¨rseitig Hochspannungen anliegen ko¨nnen, muss das Ru¨ckkoppelsignal
isoliert werden. Hierfu¨r stehen Optokoppler oder Isolationsversta¨rker zur Verfu¨gung.
R1
R2
analog
DAC
UHV
PWMT1
PWMT2
PWMT3
PWMT4
Abbildung 3.29: Regelung der Ausgangsspannung
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Um die Ausgangsspannung zu vera¨ndern, bedarf es lediglich einer Anpassung des
Referenzgliedes. Im vorliegenden Fall wurde ein DAC gewa¨hlt, dessen Ausgangsspan-
nung u¨ber die Steuereinheit verstellt werden kann. Es kann prinzipiell frei gewa¨hlt
werden, ob die Regelung auf der Prima¨r- oder Sekunda¨rseite erfolgt. Da prima¨rseitig
nur Kleinschutzspannungen anliegen, bietet sich eine prima¨rseitige Lo¨sung an, weil
dann eine funktionale Isolation der Kommunikation ausreicht.
Ein Problem der gezeigten Lo¨sung besteht darin, dass die Widersta¨nde des Spannungs-
teilers sowie der Isolationsversta¨rker in Realita¨t Toleranzen aufweisen, welche fu¨r letz-
teren typischerweise mindestens wenige Prozent betragen3. Da sie in der Ru¨ckfu¨hrung
des Regelkreises liegen, ko¨nnen etwaige Abweichungen nicht ausgeglichen werden.
Bei Betrachtung von Gleichung 2.23 ist erkennbar, dass eine Messunsicherheit der
Speicherfeldamplitude, hier also UHV, 1:1 in einer Messunsicherheit der Ionenmasse
resultiert:
∆m
m
= ∆UHV
UHV
. (3.31)
Da das mit dem Hochvoltmodul generierte Rechtecksignal niemals ideal sein wird,
muss der Verlauf der an der Ringelektrode anliegenden Spannung, zur Bestimmung des
Masse-zu-Ladungs-Verha¨ltnisses, aufgezeichnet werden, siehe Matrixmethoden. Hier-
mit kann eine Kalibrierung der oben genannten Abweichungen erfolgen (dies betrifft
auch mo¨gliche Offsetfehler, Temperaturdrifts oder eine Alterung der Bauteile).
3.5.3 Flankensteuerung
Die hohe Flankensteilheit des Rechtecksignals resultiert besonders bei gro¨ßeren Aus-
gangsspannungen und unabha¨ngig davon, welche Ansteuerungsart der Vollbru¨cke zum
Einsatz kommt, in großen Stromspitzen durch die Ringelektrodenkapazita¨t. Ein Teil
davon fließt auch u¨ber eine Koppelkapazita¨t zwischen Ring- und Deckelelektroden
und kann trotz einer vorhandenen Kompensationsschaltung zu einer U¨bersteuerung
der Messelektronik fu¨hren. Ebenfalls besteht die Mo¨glichkeit, dass die Stromspitzen in
den Umschaltmomenten aufgrund der parasita¨ren Induktivita¨ten des Layouts und des
Kabels Spannungsu¨berschwinger erzeugen. Diese ko¨nnen die Messelektronik zusa¨tzlich
sto¨ren. Die Schaltflanken mu¨ssen also reduziert werden. Im einfachsten Fall ist dies
u¨ber einen zusa¨tzlichen, zur Ringelektrodenkapazita¨t in Serie geschalteten Widerstand
mo¨glich. Hierdurch wird dann ein Tiefpassfilter erster Ordnung realisiert.
3Widersta¨nde sind mit Toleranzen von unter 0,1 % erha¨ltlich.
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Abbildung 3.30: Schaltung zur Begrenzung der Flankensteilheit
92
3.5. Hochvoltmodul
Abhilfe kann ebenso eine aktive Strombegrenzung der Vollbru¨ckenschaltung schaffen.
Die Grundidee besteht darin, die Gate-Source-Spannung jedes Leistungstransistors
der Vollbru¨cke in dem Maße zu begrenzen, sodass diese als geschaltete Stromquellen
arbeiten. Erreicht werden kann dies beispielsweise durch einen Hilfswiderstand, wel-
cher parallel zur Basis-Emitter-Strecke eines Bipolartransistors platziert wird. Der
Bipolartransistor ist wiederum mit seiner Kollektor-Emitter-Strecke am Gate des
entsprechenden Leistungstransistors anschlossen. Steigt der Strom IRS durch den Hilfs-
widerstand RS soweit an, dass der entsprechende Spannungsabfall die Flussspannung
der Basis-Emitter-Strecke erreicht, wird die Gate-Source-Kapazita¨t des Leistungs-
transistors entladen, und zwar so lange, bis sich ein Strom von
IRS =
UBE
RS
(3.32)
einstellt.
Soll der Strom nun einstellbar sein, stehen zwei Mo¨glichkeiten zur Verfu¨gung. Entweder
muss der Widerstandswert selbst oder die Schaltschwelle des Bipolartransistors ange-
passt werden. Ein galvanisch getrennter, verstimmbarer Widerstand ist zum Beispiel
u¨ber einen als Widerstand beschalteten MOSFET realisierbar, dessen Gate-Source-
Spannung isoliert u¨bertragen wird. Allerdings unterliegen die Transistoreigenschaften
starken Fertigungstoleranzen und Temperaturabha¨ngigkeiten. Das A¨ndern der Schalt-
schwelle hingegen ist mit verha¨ltnisma¨ßig geringem Aufwand und guter Genauigkeit
erreichbar. Eine entsprechende Schaltung ist in Abbildung 3.30 skizziert.
Indem der zuvor genannte Transistor, hier T4, um einen weiteren Bipolartransistor
T5 erweitert wird, kann ein einfacher Differenzversta¨rker gebildet werden. Dessen
Basispotential kann wiederum u¨ber eine isolierte Stromquelle und den Widerstand
R2 gesteuert werden. Beim Einsatz von gleichen, eng benachbarten Transistoren
(oder besser Zwillingstransistoren) ko¨nnen in dieser Konfiguration ebenfalls Tem-
peratureinflu¨sse der Basis-Emitter-Strecken reduziert werden, da sich die beiden
Basis-Emitter-Spannungen von T3 und T4 aufheben.
Die galvanische Trennung der Stromquelle erfolgt u¨ber einen analogen Optokoppler
mit zwei eng gekoppelten Photodioden D2 und D3, welche von derselben LED D1 im
gemeinsamen Geha¨use gespeist werden. U¨ber den Operationsversta¨rker OP1 wird der
Strom u¨ber die LED so ausgesteuert, dass sich ein Photostrom durch die prima¨rseitige
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Photodiode D2 von
ID2 =
US
R1
(3.33)
ergibt. Der gleiche Photostrom fließt aufgrund der engen Kopplung auch durch die
sekunda¨rseitige Photodiode D3 und dient als Referenzstrom fu¨r den Stromspiegel
bestehend aus T1 und T2, dessen Ausgangsstrom das Basispotential von T3 bzw. des
Differenzversta¨rkers bestimmt und ein U¨bersetzungsverha¨ltnis mit dem Faktor k
aufweist. Der Strom durch den Leistungstransistor bela¨uft sich damit insgesamt auf
IRS =

k · ID2 ·R2
RS
fu¨r URS > UOffset
UOffset
RS
sonst.
(3.34)
Hierbei entspricht UOffset der Summe der Basis-Emitter-Spannung von T4 sowie
einem residualen Spannungsabfall u¨ber R3 und fu¨hrt dazu, dass die geringstmo¨gliche
Stromgrenze gro¨ßer Null ist. Dieser minimale Strom ko¨nnte dadurch vermieden werden,
dass der Widerstand R3 durch eine weitere Stromquelle ersetzt wird. Hierfu¨r wa¨re aber
wiederum eine zusa¨tzliche negative Spannungsversorgung je Vollbru¨cken-MOSFET
no¨tig4.
Mit den so geschalteten Stro¨men ko¨nnen, neben rechteck- auch trapez- oder drei-
ecksfo¨rmige Signale erzeugt bzw. angena¨hert werden. Die resultierende Signalform ist
dabei neben der Ansteuerungsart von der Ausgangsspannung des DC/DC-Wandlers,
dem begrenzenden Stromwert IRS und auch der Ringelektrodenkapazita¨t abha¨ngig.
Die Spannung, welche sich am Ende eines Schaltintervalls tn einstellt, kann u¨ber
URF(tn) =
IRS
CRing
· t+ URF(tn−1) (3.35)
berechnet werden und betragsma¨ßig maximal die Ausgangsspannung des DC/DC-
Wandlers erreichen. Selbstversta¨ndlich lassen sich fu¨r einen gegebenen Widerstands-
wert RS keine beliebig hohen Flankensteilheiten einstellen, da die Versorgungsspan-
nung und damit das Basispotential des Differenzversta¨rkers begrenzt ist.
4Bzw. eine gemeinsame negative Spannungsversorgung fu¨r die beiden Low-side MOSFETs.
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3.5.4 Effizienz des Hochvoltmoduls
Um pro Modul mo¨glichst große Ausgangsspannungen erreichen zu ko¨nnen, wurde die
Vollbru¨cke zuna¨chst mit Siliciumcarbid-Transistoren aufgebaut, da diese Sperrspan-
nungen von 1,2 kV und gleichzeitig sehr geringe Ausgangskapazita¨ten im Bereich von
50 pF bei UDSS aufweisen. Bei einer ersten Inbetriebnahme konnten damit aber nur
Wirkungsgrade von deutlich unter 30 % erreicht werden. Hier zeigten sich die zuvor
angesprochenen Abweichungen der Kleinsignal-Ausgangskapazita¨ten.
Da der Durchlasswiderstand des MOSFETs in der vorliegenden Anwendung eine
untergeordnete Rolle spielt, ko¨nnen aber auch Transistoren, welche fu¨r kleinere
Leistungen ausgelegt sind, verwendet werden. Diese besitzen durch die kleinere Fla¨che
tendenziell ebenfalls geringere Ausgangskapazita¨ten. Es wurden Si-MOSFETs mit
einer maximalen Sperrspannung von 600 V verschiedener Hersteller miteinander
verglichen. Eine Auswahl dazu ist in Abbildung 3.31 zu sehen5. Teil a) zeigt hierbei
die Ausgangskapazita¨t in Abha¨ngigkeit der Drain-Source-Spannung. Obwohl es sich
um vergleichbare MOSFETs handelt, sind hier starke Unterschiede erkennbar, wobei
sich die Werte fu¨r große Spannungen anna¨hern. Betrachtet man die entsprechend
beno¨tigte Eingangsleistung, bei einer Schaltfrequenz von 1 MHz und verschiedenen
Ausgangsspannungen (Abbildung 3.31 b), ergeben sich teils erhebliche Unterschiede.
Zum Vergleich: die reine Blindleistung, welche durch die kapazitive Last anfa¨llt,
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Abbildung 3.31: Vergleich der Vollbru¨cke bestu¨ckt mit verschiedenen MOSFETs
5Bei dem entsprechenden Testaufbau waren die Transistoren nicht auf einem Ku¨hlko¨rper montiert
und die erreichbaren Ausgangsamplituden daher thermisch begrenzt.
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betra¨gt bei einer Ausgangsspannung von 50 V ca. 0,9 W. Ein Teil der Abweichung la¨sst
sich mit den zusa¨tzlichen parasita¨ren Kapazita¨ten des Layouts und der Zuleitungen
erkla¨ren. Insgesamt lassen die in den Datenbla¨ttern gegebenen Ausgangskapazita¨ten
keine genauen Vorhersagen bezu¨glich der zu erwartenden Verlustleistungen zu. Sie
eignen sich aber zu Vergleichszwecken. So konnte der gro¨ßte Wirkungsgrad von ca.
40 % mit Transistor T4 erreicht werden, welcher auch laut Hersteller die geringste
Ausgangskapazita¨t aufweist.
3.5.5 Fazit
Im Vergleich zum Sinusoszillator ist der Aufbau des Hochvolt-Rechteckgenerators
wesentlich aufwendiger. Dies betrifft die vorgestellte Kaskadenschaltung als auch das
Hochvoltmodul. Da in beiden Fa¨llen mindestens die Ha¨lfte der beno¨tigten Blindlei-
stung innerhalb der Vollbru¨cken als Verlustleistung anfa¨llt, wird eine entsprechend
gro¨ßere Fla¨che zur Entwa¨rmung beno¨tigt. Insgesamt bietet es sich trotz der Vorteile des
Kaskadenschaltung an, ein einzelnes Hochvoltmodul zu verwenden. Hierbei ko¨nnen die
kapazitiven Koppelpfade besser kontrolliert werden. Ebenfalls ist der Ansteueraufwand
geringer. Abbildung 3.32 zeigt den Prototypen des DC/DC-Wandlers (links) sowie des
Signalgenerators (rechts). Hinzu kommen die Steuereinheit mit µC und FPGA sowie
die Spannungsversorgungen der Gatetreiber und das 48 V-Netzteil, sodass insgesamt
ein Platzbedarf von ca. 40 cm x 30 cm x 10 cm no¨tig ist. Abbildung 3.33 zeigt exem-
Abbildung 3.32: realisierter Rechteckgenerator
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plarisch ein trapezfo¨rmiges Ausgangssignal des Hochvolt-Rechteckgenerators bei einer
Frequenz von 200 kHz und der maximalen Ausgangsspannung. Bei der maximalen
Schaltfrequenz von 1 MHz ist die Ausgangsamplitude thermisch auf 200 V begrenzt,
sofern die kapazitive Last innerhalb der bereits genannten Gro¨ßenordnungen liegt.
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(b) Spannungsverlauf an der Ringelektrode
Abbildung 3.33: Trapezfo¨rmiges Spannungssignal mit verschiedenen Flankensteilhei-
ten erzeugt mit dem Hochvoltmodul, CL ca. 60 pF
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4 Ionenanregung
Bevor mit dem vorgestellten Analysator eine Messung des Influenzladungsstroms
erfolgen kann, mu¨ssen die Ionen angeregt werden, denn es kann davon ausgegangen
werden, dass sich die erzeugten Ionen nach der Ionisierung zuna¨chst im Zentrum der
Ionenfalle befinden. Ihre Bewegungen sind dabei minimal und chaotisch und daher
auf den Mess- bzw. Deckelelektroden nur als Rauschen wahrnehmbar. Zu Beginn
einer jeden Messung mu¨ssen sie folglich in z-Richtung angeregt werden, sodass sich
fu¨r gleiche Massen eine harmonisch in Phase schwingende Ionenwolke bildet. Die
Ionenschwingung sollte fu¨r ein ausreichend starkes Ausgangssignal mo¨glichst nahe an
die Elektroden heranreichen, aber derart beschra¨nkt sein, dass keine Ionen verloren
gehen. Die Anregung ist dabei ebenfalls vom Masse-Ladungs-Verha¨ltnis der Ionen
und den Betriebsparametern der Ionenfalle abha¨ngig, womit sie fu¨r verschiedene
Massenbereiche angepasst werden muss.
Zur Anregung der Ionen stehen grundsa¨tzlich zwei Mo¨glichkeiten zur Verfu¨gung. Fu¨r
eine breitbandige Anregung, d.h. alle Ionenspezies sollen mo¨glichst gleich gut angeregt
werden, bieten sich kurze Anregungspulse an, wie sie auch in den vorherigen Arbeiten
verwendet wurden. Ebenso ist eine resonante Anregung denkbar. Hierbei werden
einzelne Ionen oder Ionengruppen mit ihren charakteristischen Resonanzfrequenzen
angeregt. Wird die resonante Anregung u¨ber einen ausreichend langen Zeitraum
angelegt oder besitzt selbige eine ausreichend große Amplitude, ko¨nnen einzelne Ionen
gezielt aus der Ionenfalle entfernt werden. Dies kann z. B. no¨tig sein, wenn die zu
vermessenden Probensubstanz in geringer Konzentration in einem Tra¨gergas vorhan-
den ist. In diesem Fall kann der Tra¨gergasanteil entfernt und somit der dynamische
Bereich fu¨r den Analyten von Interesse gesteigert werden.
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4.1 Grenzamplitude
Um die maximal zula¨ssige Amplitude des Anregungssignals zu bestimmen, muss die
Ionenbewegung in Kombination mit der Anregung selbst betrachtet werden. Hierzu
existieren viele Vero¨ffentlichungen im Bereich der ICR-Massenspektrometrie. Fu¨r
die dreidimensionale Ionenfalle liefern Guan und Marshall [Gu93] eine analytische
Betrachtung des Problems. Hierzu sind zwei Vereinfachungen notwendig. Zuna¨chst
la¨sst sich die Ionenbewegung nur u¨ber die Anwendung der Dehmelt-Na¨herung ana-
lytisch lo¨sen. Wird zudem nur die Bewegung in z-Richtung betrachtet, kann die
Ionenbewegung mit
z¨ + 2γz˙ + ω2zz =
e
m
Ez(t), (4.1)
wie ein eindimensionaler harmonischer Oszillator beschrieben werden, wobei γ ein
Da¨mpfungsparameter ist, welcher eventuelle Sto¨ße mit dem Hintergrundgas beru¨ck-
sichtigt.
Das elektrische Anregungsfeld wird u¨ber eine an den beiden Deckelelektroden anlie-
gende symmetrische Spannung ±U0(t)/2 erzeugt. Da die Elektroden hyperbolisch sind
und nur ein Teil zur Anregung genutzt wird, ist der Feldverlauf ra¨umlich inhomogen
(siehe Abbildung 4.1). Im Zentrum, also bei r = 0, kann jedoch von einem linearen
Potentialverlauf ausgegangen werden. Allerdings fa¨llt die Feldsta¨rke im Vergleich zum
idealen Plattenkondensator etwas geringer aus. Dies kann mittels eines Proportio-
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Abbildung 4.1: Normierter Potentialverlauf in [V] der differentiellen Anregung im
Falle eines Plattenkondensators a) und der realen Ionenfalle b)
100
4.1. Grenzamplitude
nalita¨tsfaktors beru¨cksichtigt werden. Eine numerische Feldsimulation liefert hierzu
einen Wert von cB ≈ 0,78. Somit ergibt sich fu¨r das Anregungsfeld:
Ez(t) = cB
U0(t)
2z0
(4.2)
Mit der Voraussetzung, dass das Ion im Zentrum der Ionenfalle ohne kinetische
Energie startet, also z = 0 sowie z˙ = 0 gilt, kann die erreichte Schwingungsamplitude
mittels Laplace-Transformation (siehe [Gu93]) fu¨r t ≥ 0 u¨ber
z(fz,t) =
cB e
4 pimz0 fz
M(fz) e−γt sin[Φ(fz) + 2pifzt] (4.3)
errechnet werden. Hierbei gibt M(fz) das Amplitudenspektrum und Φ(fz) das Phasen-
spektrum des Anregungssignals an, wobei das Phasenspektrum keinerlei Auswirkung
auf die Amplitude der Ionenschwingung hat. Fu¨r kurze Anregungszeiten ko¨nnen
zudem Sto¨ße vernachla¨ssigt werden. Somit ergibt sich eine spektrale Grenzamplitude
von
MLim(fz) =
4 pimz20 fz
cB e
. (4.4)
Der Wert gibt an, welche spektrale Amplitude angelegt werden muss, damit das Ion
bis z = z0 aufschwingt. Ist die Amplitude gro¨ßer, kollidiert das Ion mit einer der
Deckelelektroden. Setzt man fu¨r die Resonanzfrequenz fz die Gleichungen 2.10 sowie
2.21 ein, ergibt sich:
MLim(fz) =
√
2URF
cB 2pi fRF
. (4.5)
Hiermit la¨sst sich nun, fu¨r jede Kombination aus Speicherfeldamplitude und -frequenz,
die maximal erlaubte Anregungsamplitude bestimmen. Dies ist wichtig, da das
vorgestellte Massenspektrometer innerhalb eines großen Betriebsparameter-Bereichs
betrieben werden kann. Es ist zu erkennen, dass die spektrale Grenzamplitude
unabha¨ngig von der Masse des Ions und dem Radius der Ionenfalle ist. Dies liegt
daran, dass die Energie, welche die Ionen durch die Anregung erhalten, maßgeblich
durch die Ladung und die an den Elektroden anliegende Potentialdifferenz bestimmt
wird:
WIon = q · U0. (4.6)
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Abbildung 4.2: Simulierte Ionenbewegung bei einer Anregung mit einer spektralen
Amplitude von 25 µV Hz−1
Die Masse des Ions beeinflusst hingegen die Geschwindigkeit der Ionenbewegung und
damit die Zeit, welche das Ion beno¨tigt, um bis auf z = z0 aufzuschwingen. Dies kann
anhand einer simulierten Ionenanregung verdeutlicht werden (siehe Abbildung 4.2).
Hierbei wurden zwei Ionen mit unterschiedlichen Masse-zu-Ladung-Verha¨tnissen zum
Zeitpunkt t = 20 µs in gleichem Maße angeregt. Die Amplituden der beiden Ionen
sind nicht exakt gleich. Dies ist ein Resultat der verwendeten Vereinfachungen. In
der Praxis sollte die spektrale Grenzamplitude deshalb immer unterhalb von MLim
liegen.
4.2 Pulsanregung
Fu¨r eine universelle, breitbandige Anregung wird ha¨ufig ein kurzer Spannungspuls,
der Dauer T , mit
U(t) = U0 · rect( t
T
), (4.7)
verwendet. Der Vorteil besteht darin, dass die Anregungsphase hierbei sehr kurz ist
und so keine oder wenige Sto¨ße mit Neutralteilchen zu erwarten sind. Zudem ist
ein solcher Puls einfach zu genieren. Das Amplitudenspektrum kann in diesem Fall
mittels Fouriertransformation analytisch angeben werden:
M(f) = |Y (f)| = |U0 T sinc(fT )|. (4.8)
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Abbildung 4.3: Anregungspulse mit dazugeho¨rigen Amplitudenspektren
In Abbildung 4.3 sind beispielhaft verschiedene Anregungspulse und deren Frequenz-
spektren dargestellt. Es ist ersichtlich, dass eine breitbandige Ionenanregung nur mit
einem a¨ußerst kurzem Puls zu erreichen ist, aber zugleich große Amplituden beno¨tigt
werden.
Da die Anregungssignale u¨ber den Messversta¨rker auf die Deckelelektroden u¨bertragen
werden, sind die Amplituden allerdings auf Werte im Bereich einiger Volt begrenzt.
Betrachtet man beispielsweise ein Ion mit der Masse 100 u bei einem sinusfo¨rmigen
Speicherfeld mit einer Amplitude von 200 V und einer Frequenz von einem MHz,
ergibt sich eine spektrale Grenzamplitude von 57,6 µV Hz−1. Bei einer Pulsla¨nge
von 500 ns mu¨ssten an die Deckelelektroden kurzzeitig Spannungen von ca. ±50 V
angelegt werden, um die Ionen in ausreichende Na¨he zu den Deckelelektroden zu
beschleunigen. Da derart hohe Spannungen nicht praktikabel sind, ist es no¨tig die
Pulsla¨nge zu erho¨hen. Hierbei gilt es einen Kompromiss zu finden, denn bei la¨ngeren
Pulsen existieren im Frequenzbereich Regionen, in welchen einige Ionen u¨berhaupt
nicht angeregt werden (siehe gepunktete Kurve in Abbildung 4.3 b)).
Hinsichtlich dieser Anregungsform ist eine reduzierte Speicherfeldfrequenz in mehrfa-
cher Weise vorteilhaft. Soll die zuvor betrachtete Masse bei gleichem q-Parameter aber
einer Speicherfeldfrequenz von 200 kHz untersucht werden, reduziert sich zuna¨chst
die spektrale Grenzamplitude um einen Faktor von fu¨nf. Da die maximal erreichbare
Ionenresonanzfrequenz immer der Ha¨lfte der Speicherfeldfrequenz entspricht, tritt
das Problem einer fallenden Amplitude im Spektralbereich bei niedrigeren Speicher-
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feldfrequenzen weniger stark hervor.
4.3 Resonanzanregung
Neben der universellen Pulsanregung besteht die Mo¨glichkeit, einzelne Ionen oder
Ionengruppen mit ihrer Resonanzfrequenz anzuregen. Wie zuvor erwa¨hnt, ist dies
dann sinnvoll, wenn Sto¨rsubstanzen gezielt aus der Ionenfalle entfernt werden sollen.
Fu¨r ein einzelnes Ion ergibt sich bei einer Anregung mit
U(t) = U0 cos(2pifzt), (4.9)
unter den zuvor verwendeten Startbedingungen und erneuter Vernachla¨ssigung von
Sto¨ßen fu¨r die Schwingungsamplitude
z(t) = cB eU08 pi z0mfz
t sin(2pifzt). (4.10)
Die Ionen fu¨hren also eine erzwungene Bewegung mit einer Amplitude aus, die linear
mit der Zeit ansteigt. Es ko¨nnen folglich geringere Amplituden U0 u¨ber dann la¨ngere
Zeitra¨ume verwendet werden, um Ionen anzuregen. Bei einer Dauer von ca. 100 µs ist
bei dem obigen Beispiel nur noch eine Spannung von 1 V no¨tig.
4.4 SWIFT-Anregung
Neben den beiden zuvor genannten Anregungsarten existiert die Mo¨glichkeit, die
jeweiligen Vorteile miteinander zu verknu¨pfen; also eine breitbandige oder falls
gewu¨nscht selektive Anregung mit begrenzter Signalamplitude. Hierbei wird der
Sachverhalt ausgenutzt, dass die Phase des Anregungssignals keinen Einfluss auf die
finale Amplitude der Ionenschwingung hat. Die Phase ist nach
τg(f) = − 12 pi
dΦ
df
(4.11)
mit der Gruppenlaufzeit des Signals verknu¨pft und bestimmt, wann welche Fre-
quenzkomponente im Zeitbereich anliegt. Ist die Phase konstant, ergibt sich eine
Gruppenlaufzeit von Null. Das bedeutet, dass es zwischen den Frequenzkomponenten
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keine Verzo¨gerung gibt. Wird eine inverse Fourier-Transformation auf ein entspre-
chendes Frequenzspektrum angewendet, ergibt sich zuna¨chst ein Zeitsignal mit sehr
hohem Spannungspeak (siehe z. B. [Gen05]).
Es ist allerdings mo¨glich, die noch frei wa¨hlbare Phase zu verwenden, um die einzelnen
Frequenzanteile auf ein la¨ngeres Zeitsignal zu verteilen und damit die beno¨tigten
Amplituden zu reduzieren. Die einfachste Variante stellt hierbei ein lineares Chirp-
Signal dar, bei welchem die Phase quadratisch von der Frequenz abha¨ngt.
Goodman [Good89] hat fu¨r Ionenfallen-Massenspektrometer einen komplexen Algo-
rithmus entworfen, mit dessen Hilfe sich aus einem vorgegebenen Magnitudenspektrum,
der maximal erwu¨nschten Signalamplitude und der beno¨tigten Frequenzauflo¨sung
ein optimales Zeitsignal berechnen la¨sst. Die genaue Vorgehensweise ist in der dazu-
geho¨rigen Patentschrift ausfu¨hrlich dargestellt [Good89].
Zuna¨chst wird u¨ber die gewu¨nschte Frequenzauflo¨sung die minimale, zeitliche La¨nge
Tmin =
K
∆f , (4.12)
fu¨r das Anregungssignal bestimmt, wobei der Faktor K von der gewa¨hlten Fensterfunk-
tion abha¨ngig ist. Ausgehend von Tmin wird nun im Anschluss eine neue Signalla¨nge
berechnet, mit welcher die maximale Spannungsamplitude auf das zuvor festgelegte
Maß reduziert werden kann, der Effektivwert der Spannung aber unvera¨ndert bleibt.
Als na¨chster Schritt muss die Leistungsdichte des Amplitudenspektrums bestimmt
werden. Sie gibt an, wie groß die Leistung der einzelnen Frequenzkomponenten ist.
Die entsprechende Leistungsdichte muss im Anschluss auf das neue Zeitsignal verteilt
werden, wobei jenen Frequenzen mit gro¨ßeren Amplituden ein ho¨herer Prozentsatz
am Zeitsignal zugeteilt wird. Aus der entsprechenden Funktion, welche der Gruppen-
laufzeit entspricht, la¨sst sich schließlich die optimale Phasenfunktion berechnen, da
die beiden Gro¨ßen miteinander gekoppelt sind.
In Abbildung 4.4 ist exemplarisch ein mit dem Algorithmus erzeugtes Anregungs-
signal mit dazugeho¨riger Phase und Frequenzspektrum dargestellt. Es wurde hierbei
absichtlich eine extreme, aus zwei Fenstern bestehende Aufteilung im Frequenzbereich
gewa¨hlt (siehe a)), da so die jeweiligen Frequenzkomponenten auch im Zeitverlauf sehr
gut zu erkennen sind. So kann direkt beobachtet werden, dass fu¨r das Frequenzfenster
mit der kleineren Amplitude der Anteil am zeitlichen Verlauf um den gleichen Faktor
geringer ist. Zum Vergleich zeigt Abbildung 4.4 b) das entsprechende Zeitsignal,
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Abbildung 4.4: Beispiel eines mit SWIFT erzeugten Anregungssignals
welches sich ergibt, wenn die Phase konstant gehalten wird. Es zeigt sich die dabei
wesentlich gro¨ßere Peakamplitude.
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5 Ionennachweis
Die Bestimmung des Masse-zu-Ladung-Verha¨ltnisses der gespeicherten Ionen soll
bei dem vorgestellten Massenspektrometer zersto¨rungsfrei erfolgen. Hierzu wird der
Influenzladungsstrom, welchen die Ionen bei ihrer Bewegung im Inneren der Ionenfalle
auf den Elektroden erzeugen, gemessen. Von besonderem Interesse sind dabei die auf
den Deckelelektroden induzierten Stro¨me.
Im Vergleich zu ICR- oder Orbitrap-Massenspektrometern besitzen Quadrupol-Ionen-
fallen-Massenspektrometer bei diesem Messprinzip zuna¨chst einen deutlichen Nachteil.
Das beno¨tigte elektrische Speicherfeld wird u¨blicherweise dadurch erzeugt, dass an der
Ringelektrode eine Wechselspannung angelegt wird, wa¨hrend die Deckelelektroden auf
Massepotential liegen. U¨ber die parasita¨re Kapazita¨t CK∗ zwischen der Ring- und den
Deckelelektroden wird neben dem Influenzladungsstrom, ein erheblicher Sto¨rstrom
durch die Wechselspannung auf den Deckelelektroden eingepra¨gt (siehe Abbildung
5.1a).
Die Gro¨ße dieser Koppelkapazita¨t zwischen der Ringelektrode zu einer der Deckelelek-
troden betra¨gt je nach Aufbau der Ionenfalle bis zu ca. 25 pF, womit sich beispielsweise
bei einer Speicherspannungsamplitude UˆRF von 150 V sowie einer Speicherfeldfrequenz
von 1 MHz ein U¨bersprechstrom von iˆK∗ ≈ 24 mA ergibt.
iˆK
∗ = CK∗ · UˆRF ·
∣∣∣∣∣ ddt sin(2pifRF · t)
∣∣∣∣∣
max
= CK∗ · UˆRF · 2pifRF (5.1)
Zum Vergleich wird nun exemplarisch der Influenzladungsstrom auf einer Deckel-
elektrode von 100 Argon-Ionen mit einer Masse von jeweils 40 u, welche mit einer
Amplitude von z0 harmonisch oszillieren, betrachtet. Bei einer Speicherfeldfrequenz
von 1 MHz und einem UˆRF von 150 V betra¨gt die Schwingungsfrequenz der Ionen
ca. 133 kHz. Mit Hilfe des in Kapitel 2 vorgestellten Simulationsmodells ergibt sich
ein Wert fu¨r den Influenzladungsstrom von iˆIon ≈ 8 pA. In Realita¨t kann dieser
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(a) Ionenfalle mit großer Koppelkapazita¨t
iIon+ iK
CL
CCap
CK
URF
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(b) Ionenfalle mit reduzierter Koppelkapazita¨t
Abbildung 5.1: Parasita¨re Kapazita¨ten einer Ha¨lfte der Ionenfalle
nochmal kleiner ausfallen, da die Ionenschwingungen meistens nicht komplett bis an
die Deckelelektroden heranreichen. Fu¨r einen Vergleich der beiden Stro¨me genu¨gt das
Ergebnis allerdings. Insgesamt u¨bersteigt der Sto¨rstrom u¨ber die Koppelkapazita¨t
damit den Influenzladungsstrom um viele Gro¨ßenordnungen:
iˆK
∗
iˆIon
= 3,2 · 109 ≈ 190 dB. (5.2)
Eine solche Dynamik la¨sst sich ohne Weiteres mit keiner Elektronik abbilden. In den
vergangenen Jahrzehnten gab es daher unterschiedliche Lo¨sungsansa¨tze zur Reduktion
der U¨bersprechproblematik. Fu¨r alle Verfahren von Vorteil ist, dass die Frequenz des
Sto¨rstroms mindestens dem doppelten Wert der maximalen Ionenresonanzfrequenz
entspricht (siehe Gleichung 2.15).
Ausgehend von den Arbeiten von Fischer [Fi59] verwendete Syka [Sy88] einen LC-
Resonanzkreis und somit ein extrem schmalbandiges Filter, um die Influenzladungs-
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stro¨me bei einer fest abgestimmten Frequenz zu detektieren. Nachteil dieser Methode
ist, dass pro Messzyklus nur eine Ionensorte detektiert werden kann. Im Vergleich zu
herko¨mmlichen, destruktiven Ionenfallen-Massenspektrometern, welche mit Partikel-
detektoren arbeiten, erha¨lt man also keinerlei Geschwindigkeitsvorteil.
Die Gruppe um Cooks [Co86] stellte erstmals eine breitbandige Influenzladungs-Mess-
methode vor, bei welcher die induzierten Stro¨me direkt mit Hilfe eines hochempfindli-
chen Versta¨rkers detektiert werden. Um eine U¨bersteuerung des Versta¨rkers aufgrund
des massiven Sto¨rstroms der Speicherspannung zu verhindern, wurde ein Teil der
Deckelelektroden im Zentrum entfernt und durch eine feine, vom Rest galvanisch
isolierte, nadela¨hnliche Elektrode ersetzt. Die Koppelkapazita¨t dieser zusa¨tzlichen
Messelektrode fiel erheblich kleiner aus, womit sich auch der Sto¨ranteil reduzierte (vgl.
Gleichung 5.1). Damit gelang es, ein Massenspektrum pro Messzyklus zu erzeugen,
also die Frequenzanteile mehrere Ionensorten gleichzeitig zu detektieren. Aliman
[Al98] hebt in seiner Arbeit hervor, dass dieser Ansatz mit einigen Einschra¨nkungen
verbunden ist. So sinkt die Sensitivita¨t der Influenzladungsmessung mit der reduzier-
ten Detektionsfla¨che deutlich. Ebenfalls erho¨ht sich die Anzahl der Harmonischen im
Influenzladungssignal. Die ideale U¨bertragung der Ionenladung zur Influenzladung
wa¨re beim unendlich ausgedehnten Plattenkondensator gegeben.
Rozic [Roz06] hat einen Großteil seiner Untersuchungen der Optimierung der Deckel-
elektroden gewidmet. Als Ergebnis kann festgehalten werden, dass eine Unterteilung
der Deckelelektroden bei rA = r0 einen guten Kompromiss zwischen Sensitivita¨t
und Klirrfaktor des Influenzladungstroms darstellt, angedeutet in Abbildung 5.1b.
Allgemein kann die Gro¨ße der Koppelkapazita¨t nach [Roz06] mit
CK =
√
2pi0r0
(
rA
r0
)3
(5.3)
bestimmt werden. Mit der zuvor genannten Abbruchbedingung ergibt sich eine
neue Koppelkapazita¨t von CK ≈ 390 fF. Hierdurch reduziert sich der Sto¨rstrom auf
≈ 370 µA. Das allein ist allerdings noch nicht ausreichend, um eine aktive Influenz-
ladungsmessung zu ermo¨glichen. Dies geschieht u¨blicherweise u¨ber einen Ladungs-
Spannungs-Wandler, bei welchem die Ladung mit Hilfe einer Kapazita¨t integriert
wird. Die Versta¨rkung sollte dabei so gewa¨hlt werden, dass die Ionensignale von
einem nachgeschalteten Transientenrekorder mit voller Auflo¨sung erfasst werden
ko¨nnen. Der reduzierte Sto¨rstrom wu¨rde unter dieser Voraussetzung immer noch eine
U¨bersteuerung hervorrufen.
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Bereits vor den Arbeiten von Rozic fu¨hrte Aliman [Al98] den Ansatz der Signalkom-
pensation ein. Hierbei wird ein zum Sto¨rstrom betragsgleicher, aber gegenphasiger
Kompensationsstrom am Eingang des Messversta¨rkers eingepra¨gt. Im Idealfall heben
sich diese beiden Stro¨me gegenseitig auf und es verbleibt nur der reine Influenz-
ladungsstrom. In Realita¨t kann ein verbleibendes U¨bersprechen damit erfolgreich
geda¨mpft werden.
Laue [Lau15] hat zur Generierung der Kompensationsstro¨me Bausteine auf DDS-Basis
(Direkte-Digitale-Synthese) verwendet. Die erzeugten Kompensationssignale wurden
u¨ber einen als Parallelschwingkreis beschalteten Transformator und eine nachfolgende
Konversionskapazita¨t schmalbandig auf den Messversta¨rker eingekoppelt.
Da in der vorliegenden Arbeit nicht mehr ausschließlich monofrequente, sondern
auch beliebige Wellenformen mit variabler Frequenz zur Ionenspeicherung eingesetzt
werden, ist ein solches Konzept hier nicht anwendbar. Im Laufe dieses Kapitels werden
daher neue Kompensationsmo¨glichkeiten vorgestellt und untersucht.
Generell ist es sinnvoll den Influenzladungsstrom nicht nur auf einer, sondern auf
beiden Deckelelektroden zu messen. Die Influenzsignale besitzen dabei die gleiche
Amplitude, sind aber um 180° zueinander phasenverschoben. Dadurch ist es mo¨glich,
eine Differenzbildung durchzufu¨hren, welche
• eine Steigerung der Empfindlichkeit um den Faktor zwei,
• eine vollsta¨ndige Reduktion der 2. Oberwelle der Influenzsignale1,
• sowie eine Gleichtaktunterdru¨ckung des Sto¨rstroms
zur Folge hat. Abbildung 5.2 zeigt eine U¨bersicht u¨ber die komplette Versta¨rker-
Messkette. An jeder Deckelelektrode wird je ein Messkanal mit dazugeho¨riger Kom-
pensationsschaltung angeschlossen. Eine Differenzbildung erfolgt direkt am Ausgang
der beiden Kana¨le mittels Instrumentenversta¨rker, welcher mit einer Vorversta¨rkung
beaufschlagt werden kann. Der Vorteil einer relativ fru¨hen Differenzbildung ist es,
dass ein nachgeschalteter Filterversta¨rker nur einphasig aufgebaut werden muss, sowie
Unterschiede in den Gruppenlaufzeiten der beiden Kana¨le vermieden werden ko¨nnen.
1Die Oberwellen sind ein Resultat der abgebrochenen, sowie hyperbolisch geformten Deckel-
elektroden. Die 3. Oberwelle besitzt nur noch 1 % des Signalpegels und kann, mit allen weiteren
Komponenten, vernachla¨ssigt werden, siehe [Al98].
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Abbildung 5.2: Messelektronik zur Ionendetektion
Der Filterversta¨rker selbst sorgt fu¨r eine Signalaufbereitung, bevor die Messtransien-
ten mit einem Transientenrekorder, z. B. einem Oszilloskop oder ADC, aufgenommen
werden ko¨nnen.
5.1 Ladungssensitiver Versta¨rker
Der ladungssensitive Versta¨rker (engl. CSA - charge sensitive amplifier), von welchem
im Folgenden nur ein Kanal betrachtet wird, stellt das Herzstu¨ck der zersto¨rungsfreien
Ionendetektion dar. Zum Einsatz kommt ein herko¨mmlicher Ladungs-Spannungs-
Wandler, welcher auf den Arbeiten von Rozic [Roz06] und Laue [Lau15] aufbaut (siehe
Abbildung 5.3). Die Versta¨rkung wird im genutzten Frequenzbereich maßgeblich durch
die Ru¨ckkoppelkapazita¨t bestimmt:
Ua(t) = −qIon(t)
Cf
= − 1
Cf
∫
iIon(t)dt. (5.4)
Ausgehend von der Friis-Formel [Fr44] zur Bestimmung der Rauschzahl einer Versta¨rker-
kette, welche gegeben ist durch
FGesamt = 1 + (F1 − 1) + F2 − 1
G1
+ F3 − 1
G1G2
+ · · ·+ Fn − 1
G1 · · ·Gn−1 , (5.5)
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mit:
Fn = Rauschzahl der n-ten Stufe2
Gn = Versta¨rkung der n-ten Stufe
sollte der CSA eine mo¨glichst große Versta¨rkung, also eine kleine Ru¨ckkoppelkapazita¨t
aufweisen. So ko¨nnen die Rauscheinwirkungen von nachfolgenden Filter-/Versta¨rker-
stufen minimiert werden. Da aber das U¨bersprechen trotz der Zuhilfenahme einer
Kompensation niemals vollsta¨ndig eliminiert werden kann, ist dieser Versta¨rkung eine
obere Grenze gesetzt. Ansonsten kann es zu einer U¨bersteuerung des CSAs kommen.
Neben der Signalwandlung und Vorversta¨rkung u¨bernimmt der CSA zusa¨tzlich die
Aufgabe die entsprechende Deckelelektrode dynamisch auf Massepotential zu hal-
ten, sowie die Anregungssignale zu u¨bertragen. Zwar wa¨re letzteres auch u¨ber einen
Schalter am Eingangsknoten des Versta¨rkers realisierbar, allerdings wu¨rde dies die
Rauscheigenschaften verschlechtern (siehe hierzu Kapitel 5.1.1).
Anregungssignale werden am positiven Eingang des Operationsversta¨rkers einge-
koppelt. In der Anregungsphase muss dieser dann als Spannungsfolger arbeiten,
wofu¨r der Ru¨ckkoppelzweig kurzgeschlossen werden muss. Dies kann aktiv mittels
Analogschalter, oder passiv mittels anti-paralleler Dioden erfolgen. Analogschalter
besitzen parasita¨re Kapazita¨ten im pF-Bereich, welche die Versta¨rkung stark beein-
flussen ko¨nnen, daher ist es ratsam kapazita¨tsarme Dioden einzusetzen. Hierdurch
wird allerdings die maximale Ausgangsspannung des CSAs im Messbetrieb auf die
Flussspannung der Dioden begrenzt.
Am Eingang des CSAs befindet sich ein n-Kanal Sperrschicht-FET, welcher als
Sourcefolger beschaltet ist. Hiermit wird eine a¨ußerst rauscharme Eingangsstufe mit
großer Eingangsimpedanz realisiert. Daru¨ber hinaus werden Einflu¨sse der Biasstro¨me
des nachfolgenden Operationsversta¨rkers vermieden. Der Biasstrom des Sperrschicht-
FETs selbst, welcher im nA-Bereich liegt, wird u¨ber den Ru¨ckkoppelwiderstand
Rf geliefert. Betrieben wird der Sperrschicht-FET bei seinem Sa¨ttigungsstrom IDSS,
womit sich eine Gate-Source-Spannung von 0 V einstellt. Dies ist wichtig, da wie zuvor
erwa¨hnt ein zu großer Offset an den Deckelelektroden einen Verlust der Ionenstabilita¨t
zur Folge haben kann. Der entsprechende Arbeitspunkt bzw. Sa¨ttigungsstrom wird
mit Hilfe des Widerstand RS eingestellt.
2Die Rauschzahl bestimmt sich aus dem Quotienten des Signal-Rausch-Verha¨ltnisses am Ein-
und Ausgang eines Versta¨rkers
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Abbildung 5.3: Ein Kanal des ladungssensitiven Versta¨rkers
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Wie alle Halbleiter zeigen auch Sperrschicht-FETs eine deutliche Temperaturabha¨ngig-
keit der Steuerkennlinie. Als gemessener Wert ergibt sich ein Drift der Gate-Source-
Spannung von ca. 0,3 mV ◦C−1. Zusa¨tzlich weisen die verwendeten Sperrschicht-FETs
große Produktionsstreuungen auf. So variiert der Sa¨ttigungsstrom um bis zu 50 %,
was in Gate-Source-Spannungen von einigen hundert mV resultieren kann. Es ist
daher notwendig, den Arbeitspunkt aktiv zu regeln.
Die Regelung erfolgt digital mit Hilfe eines kleinen Mikrocontrollers. Der mo¨gliche
Offset wird am Ausgang des CSAs gemessen und mit dem Analog-Digital-Wandler
des Mikrocontrollers digitalisiert. Zuvor wird auf das Offsetsignal noch die Ha¨lfte
der Referenzspannung des ADCs addiert, um eine bidirektionale Offsetmessung
zu ermo¨glichen. Als Stellglied wird ein Digitalpotentiometer verwendet. Um den
empfindlichen CSA durch die Offsetregelung nicht zu sto¨ren, wird diese nur in den
Messpausen ausgefu¨hrt. Ansonsten befindet sich der Mikrocontroller im Power-down-
Modus. Bei diesem sind alle Taktquellen deaktiviert und der Mikrocontroller kann so
im Normalbetrieb als rauschfrei angenommen werden.
5.1.1 Rauschbetrachtung
Der CSA stellt die hochempfindliche Eingangsstufe des Systems dar. Bei der Konzep-
tion dazugeho¨riger Kompensationslo¨sungen muss darauf geachtet werden, dass das
Rauschverhalten des Versta¨rkers selbst nicht negativ beeinflusst wird.
Die ga¨ngige Methodik zur Rauschanalyse elektronischer Schaltungen ist es, die realen
Bauelemente durch deren ideale A¨quivalente mit dazugeho¨rigen Ersatzrauschspannungs-
bzw. Stromquellen zu ersetzen. Zur Modellierung von realen Operationsversta¨rkern
wird z. B. ein idealer Operationsversta¨rker mit einer Ersatzrauschspannungsquel-
le uN,OP am positiven Eingang und einer Ersatzrauschstromquelle iN,OP zwischen
den beiden Einga¨ngen verknu¨pft. Widersta¨nde erhalten eine in Serie geschaltete
Ersatzrauschspannungsquelle zur Darstellung des thermischen Rauschens von
uN,R =
√
4kBTR∆f.
Abbildung 5.4 zeigt das Rauschersatzschaltbild des CSAs. Die Dioden im Ru¨ckkoppel-
zweig (siehe Abbildung 5.3) sind in diesem Betriebsfall nicht leitend. Somit darf hier
einzig das thermische Rauschen des Ru¨ckkoppelwiderstands Rf betrachtet werden.
Zuna¨chst sei die mo¨gliche Kompensationsschaltung als rauschfrei angenommen und
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Abbildung 5.4: Ersatzschaltbild des CSAs mit Rauschquellen
nur anhand ihrer Quellimpedanz ZC beru¨cksichtigt. Insgesamt resultiert aus den in
Abbildung 5.4 gezeigten Rauschquellen eine Rauschspannungsdichte am Ausgang des
CSAs von
uN,out(s) =
√√√√iN,OP2∣∣∣∣ RfRfCfs+ 1
∣∣∣∣2 + uN,OP2
∣∣∣∣∣Rf(1 + ZCCCaps)(RfCfs+ 1)ZC
∣∣∣∣∣
2
· · ·
· · ·+ uN,Rf 2
∣∣∣∣ 1RfCfs+ 1
∣∣∣∣2,
. (5.6)
mit s = j2pif.
Der Einfluss der Rauschstromquelle kann durch den Einsatz des Sperrschicht-FETs
drastisch reduziert werden. Dessen Eingangsrauschstromdichte ist abha¨ngig vom
Sperrstrom des Gate-Kanals
iN,G =
√
2eIGSS∆f. (5.7)
Fu¨r die eingesetzten Sperrschicht-FETs liegt dieser typischerweise in einem Bereich
von 1 nA [NXP1]. Damit ergibt sich eine Rauschstromdichte von wenigen fA/
√
Hz,
welche um Gro¨ßenordnungen unterhalb der Rauschstromdichte des gewa¨hlten Opera-
tionsversta¨rkers liegt.
Der hochohmige Widerstand Rf und die Integrationskapazita¨t Cf im Ru¨ckkoppel-
pfad bilden zusammen einen Hochpass, welcher dafu¨r sorgt, dass die Einflu¨sse des
thermischen Rauschens uN,Rf sowie des Stromrauschens iN,OP im Messfrequenzbe-
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Abbildung 5.5: Rauschspannungsdichte
reich oberhalb von 10 kHz kaum eine Rolle spielen (vorausgesetzt die entsprechenden
Rauschspannungs- und Stromdichten sind im Verha¨ltnis klein, z. B. durch Einsatz
des Sperrschicht-FET).
Der Frequenzgang der Rauschspannungsdichten aus Gleichung 5.6 ist in Abbildung
5.5 dargestellt. Unter der Annahme, dass die Quellimpedanz ZC der Kompensation
einen ohmschen RC sowie einen kapazitiven CC Anteil aufweist, zeigt sich, dass
im unteren Frequenzbereich I die Versta¨rkung der Eingangsrauschspannung des
Operationsversta¨rkers uN,OP maßgeblich durch das Verha¨ltnis von Rf zu RC bestimmt
wird. Im oberen Frequenzbereich II ist der Faktor
1 + CC + CCap
Cf
maßgeblich. Im Sinne eines niedrigen Rauschpegels am Ausgang des CSAs, ergeben
sich fu¨r die Rauschbetrachtung folgende Schlussfolgerungen:
• Die Quellimpedanz der Kompensation sollte sehr hochohmig oder kapazita¨tsarm
sein.
• Die Kapazita¨t der Ionenfalle sowie der Verkabelung und des PCB-Layouts sollte
mo¨glichst gering gehalten werden.
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5.2 Intrinsische Kompensation
Bei Betrachtung der Sto¨rsignalamplituden, welche durch das Speicherfeld hervorgeru-
fen werden, wird klar, dass die Kompensation ein Kernelement zur zersto¨rungsfreien
Ionendetektion mit der verwendeten Ionen-Falle darstellt. Durch die große Diskrepanz
zwischen dem eigentlichen Influenzladungsstrom und dem Sto¨rstrom durch die Spei-
cherfeldspannung, muss am Eingang des CSAs ein Kompensationsstrom eingepra¨gt
werden, damit die Empfindlichkeit des Systems erhalten bleibt. Bisherige Ansa¨tze
(siehe z. B. Genc¸ol [Gen05]) basieren ausschließlich auf schmalbandigen Lo¨sungen.
Allgemein ist die bisher verwendete Methodik aber auch auf breitbandige Kom-
pensationslo¨sungen u¨bertragbar. Diese besteht darin, ein zur Speicherfeldspannung
invertiertes und in seiner Amplitude skaliertes Signal mit gleicher Taktbasis zu erzeu-
gen und kapazitiv auf den Eingang des CSAs einzukoppeln. Ein gesteuerter Betrieb
ist hierbei nicht ausreichend, da beide Quellen sehr unterschiedlich stark belastet
werden und auch in ihrer Phase zueinander driften ko¨nnen. Infolgedessen muss das
verbleibende U¨bersprechsignal am Ausgang des CSAs sta¨ndig u¨berwacht und das
entsprechende Kompensationssignal nachgefu¨hrt werden.
Im Rahmen dieser Arbeit wurde eine breitbandige, intrinsische Kompensationslo¨sung
entwickelt, d. h. das Kompensationssignal wird direkt aus der an der Ringelektro-
de anliegenden Spannung generiert. Somit entfa¨llt der Bedarf einer regelma¨ßigen
Nachfu¨hrung, wie sie bei bisherigen Arbeiten notwendig war. Zwei geeignete Ansa¨tze
sollen hierzu im Folgenden betrachtet und verglichen werden.
5.2.1 Transkonduktanzversta¨rker
Da es sich bei dem Sto¨rsignal am Eingang des CSAs um einen Sto¨rstrom handelt,
liegt es zuna¨chst nahe, diesen mit einer Stromquelle zu kompensieren. Dazu muss der
Sto¨rstrom gemessen und invertiert werden. Da es sich bei der Koppelkapazita¨t um
eine parasita¨re Kapazita¨t handelt, ist eine direkte Strommessung nicht mo¨glich. Als
Ansatzpunkt kann aber der Strom durch die Ringelektrodenkapazita¨t dienen, welcher
z. B. in der Zuleitung zur Ionenfalle gemessen werden kann. Problematisch ist, dass
dieser in seiner Amplitude um Faktoren zu groß ist und entsprechend heruntergeteilt
werden mu¨sste.
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Abbildung 5.6: Kompensationsschaltung unter Verwendung eines Transkonduktanz-
versta¨rkers, CCap, CL und CK sind parasita¨re Kapazita¨ten der Ionen-
falle
Es ist daher sinnvoll, einen Hilfskondensator CH einzufu¨hren, welcher u¨ber eine zur
Koppelkapazita¨t vergleichbare Kapazita¨t verfu¨gt. Als Folge dessen muss der durch ihn
fließende Strom nur noch invertiert werden, um das gewu¨nschte Kompensationssignal
zu generieren. Erreicht werden kann dies z. B. mit einem Transkonduktanzversta¨rker.
Im Gegensatz zu normalen Operationsversta¨rkern u¨bersetzen diese eine differenzielle
Eingangsspannung in einen proportionalen Ausgangsstrom.
Transkonduktanzversta¨rker teilen einige ihrer Eigenschaften mit denen herko¨mmlicher
Bipolartransistoren, wie z. B. den großen Ausgangswiderstand. Anders als Bipolar-
transistoren besitzt der Ausgangsstrom (Kollektorstrom) ein zum Eingangsstrom
(Emitterstrom) invertiertes Vorzeichen. Beide Stro¨me sind zudem in gleichem Maße
bidirektional und die Basis-Emitterspannung des Versta¨rkers ist gleich Null. Aus
diesem Grund sind Transkonduktanzversta¨rker auch als ”ideale Transistoren“ bekannt
[TiSh08].
Abbildung 5.6 zeigt die entsprechende Beschaltung der Kompensationslo¨sung mit
den Zellkapazita¨ten und dem vereinfachten Ladungsversta¨rker. Der Transkonduk-
tanzversta¨rker befindet sich in Basisschaltung, ist also mit seinem a¨quivalentem
Emitteranschluss mit der Hilfskapazita¨t verbunden. Die Basis liegt auf Massepotenti-
al. Die Stromversta¨rkung betra¨gt, auch aus den zuvor genannten Gru¨nden, -1. Somit
ist das gewu¨nschte Ziel eines phasengedrehten Stroms erreicht.
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Fu¨r einen genauen Abgleich der beiden Stro¨me kann der Hilfskondensator variabel
ausgefu¨hrt werden. Als Alternative kann absichtlich ein zur Koppelkapazita¨t gro¨ßerer
Wert verwendet werden. U¨ber einen Stromteiler am Eingang des Transkonduktanz-
versta¨rkers kann die Amplitude des Kompensationsstromes angepasst werden, z. B.
mit einem Digitalpotentiometer.
5.2.2 Kapazitive Einkopplung
Wie bereits erwa¨hnt, besteht eine weitere Kompensationslo¨sung in einer kapazitiv
gekoppelten Stromeinpra¨gung, wie sie bei bestehenden Systemen eingesetzt wird, z. B.
[Lau15]. Hierbei wird eine zum Speicherfeldsignal invertierte Spannung UC an einem
Kompensationskondensator CComp angelegt, welcher mit dem Eingangsknoten des
CSAs verbunden ist. Der resultierende Strom kann allgemein mit
IC(t) = CC · dUC(t)dt (5.8)
bestimmt werden. Der Sto¨rstrom selbst ist durch
IK(t) = CK · dURF(t)dt (5.9)
gegeben. Damit sich die beiden Stro¨me gegenseitig aufheben, muss fu¨r den Fall gleich
großer Kapazita¨ten zuna¨chst
UC(t) = −URF(t) (5.10)
gelten. Eine zum Speicherfeldsignal invertierte Spannung gleicher Amplitude zu erzeu-
gen ist dabei aus zuvor genannten Gru¨nden nicht zweckdienlich. Besser ist es, einen
Kompensationskondensator zu wa¨hlen, welcher einem Vielfachen der Koppelkapazita¨t
entspricht. Damit sinkt nach Gleichungen 5.8 und 5.9 die beno¨tigte Amplitude im
gleichem Maße3.
3Da die Kompensationskapazita¨t direkten Einfluss auf das Rauschen des CSAs hat, muss hier
ein Kompromiss zwischen der technisch realisierbaren Amplitude und dem Kapazita¨tswert gefunden
werden.
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Abbildung 5.7: Kompensationsschaltung mit invertierendem Versta¨rker, CCap, CL und
CK sind parasita¨re Kapazita¨ten der Ionenfalle
Eine derartige Spannung kann aktiv aus dem Speicherfeldsignal selbst erzeugt werden,
z. B. mit einem invertierenden Versta¨rker (siehe Abbildung 5.7). Die Ausgangsspan-
nung des entsprechen Versta¨rkers la¨sst sich dabei allgemein mit
UC(t) = −URF(t) · Z2
Z1
(5.11)
bestimmen. Die beiden Impedanzen Z1 und Z2 ko¨nnen rein ohmsch oder kapazitiv
ausgefu¨hrt werden, wobei die Speicherfeldspannung auf die Gro¨ßenordnung der Ope-
rationsversta¨rker-Betriebsspannung heruntergeteilt werden muss (Z1  Z2). Fu¨r den
ohmschen Fall mu¨ssen fu¨r R1 Werte im MΩ-Bereich gewa¨hlt werden, da sonst bei
gro¨ßeren Speicherfeldamplituden erhebliche Verlustleistungen anfallen ko¨nnen.
Der Einsatz von hochohmigen Widersta¨nden kann wiederum zu Problemen bei der
Stabilita¨t des Versta¨rkers fu¨hren, insbesondere bei kapazitiven Lasten. Der Ru¨ck-
koppelwiderstand und etwaige Streukapazita¨ten (u.a. die Eingangskapazita¨t des
verwendetet OPs) am invertierenden Eingang des Versta¨rkers, bilden einen Tiefpass,
welcher im U¨bertragungsverhalten einen zusa¨tzlichen Phasenversatz von −90° ein-
bringt und damit die Phasenreserve auf ein kritisches Maß reduzieren kann. Mo¨gliche
Stabilita¨tsprobleme ko¨nnen allerdings mit Hilfe eines zum Ru¨ckkoppelwiderstand
parallel geschalteten Kondensator CStab (engl. lead compensation) behoben werden.
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Abbildung 5.8: Bode-Diagramm
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Abbildung 5.9: Simulierte Rauschspannungsdichte
Bei einer rein kapazitiven Lo¨sung bestehen derartige Probleme im weitesten Sinne
nicht. Da der Sto¨rstrom keinen Gleichanteil aufweisen kann, spielt es zudem kei-
ne Rolle, dass eine kapazitive Lo¨sung im DC-Bereich eine Versta¨rkung von Null
besitzt. Abbildung 5.8 zeigt das entsprechende Bode-Diagramm der verschiedenen
Konfigurationen. Hierbei ist zu beachten, dass das Bode-Diagramm keine Aussage
zur Anstiegszeit (engl. slew rate) des Versta¨rkers liefert. Diese ist bei der ohmschen
Lo¨sung mit Ru¨ckkoppelkondensator deutlich geringer als im kapazitiven Fall. Ebenso
ist das erreichbare Rauschverhalten deutlich besser (siehe Abbildung 5.9). Hierbei
ist es hilfreich, dass die Eingangskapazita¨t C1 klein sein sollte (vgl. Z1  Z2) und
somit das versta¨rkereigene Spannungsrauschen geda¨mpft wird (siehe Abschnitt 5.1.1).
Im kapazitiven Fall wird im Ru¨ckkoppelzweig ein parallel geschalteter, hochohmiger
Widerstand beno¨tigt, welcher den Biasstrom des Operationsversta¨rkers liefert. Analog
zu den Betrachtungen des Rauschverhaltens des CSAs liefert dessen thermisches
Rauschen im verwendeten Frequenzbereich keinen Beitrag zum Gesamtrauschen.
5.2.3 Abgleich der Kompensation
Aufgrund von Bauteiltoleranzen und je nach Aufbau der Ionenresonanzfalle unter-
schiedlicher Koppelkapazita¨ten, muss die Da¨mpfung der Kompensationsschaltung
einstellbar sein. Da am Eingang der Kompensationsschaltungen Spannungen oberhalb
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der Beru¨hrspannung anliegen ko¨nnen, muss das entsprechende Geha¨use im Betrieb
geschlossen sein4. Daher muss ein Abgleich des Kompensationsstromes automatisiert
erfolgen. Weil beide Kompensationslo¨sungen u¨ber eine Eingangskapazita¨t verfu¨gen
bzw. verfu¨gen sollten, bietet es sich an diese einstellbar zu realisieren. Hierzu existie-
ren im Vergleich zur variablen Kapazita¨t des Sinusozillators vergleichbare Ansa¨tze.
Da die Kompensation mo¨glichst rauscharm sein sollte, ist in diesem Fall allerdings
eine mechanische Lo¨sung am geeignetsten, weil diese praktisch rauschfrei ist. Die
Kapazita¨t ist dabei allgemein gegeben durch
C = 0 r
A
d
. (5.12)
Um eine linear vera¨nderliche Kapazita¨t zu erhalten, sollte entweder das Dielektrikum
r oder die Fla¨che des Kondensators A vera¨nderlich sein. Beide Lo¨sungen sind denkbar.
Da beide vorgestellten Kompensationslo¨sungen mit einer Versta¨rkung von kleiner
bzw. gleich eins arbeiten, sollte der Kondensator eine gro¨ßere Kapazita¨t aufweisen als
die Koppelkapazita¨t selbst, also wenige pF betragen.
Abbildung 5.10 zeigt eine Mo¨glichkeit zur Realisierung eines entsprechenden mecha-
nisch einstellbaren Kondensators. Dieser besteht aus zwei durch einlagig verkupferte
Platinen realisierten Kondensatorplatten. Die obere Kondensatorplatte ist in einer
Fu¨hrungsschiene eingebaut und mit einem Schrittmotor verbunden. Damit kann sie
u¨ber die zweite Kondensatorplatte geschoben werden. Der Motor wird von einem
Treiber angesteuert, welcher u¨ber eine minimale Schrittweite (Microstepping) von
1/32-Vollschritt verfu¨gt. Somit ist eine nahezu stufenlose Verstellung mo¨glich. Das
Platinenmaterial, typischerweise FR4, besitzt ein r von 3 bis 4,5, womit sich die
beno¨tigte Fla¨che zum Erreichen der gewu¨nschten maximalen Kapazita¨t im gleichen
Maße verringert.
Wie auch die Offsetkalibrierung des CSAs ist auch der Abgleich der Kompensation
samt Treiber nicht wa¨hrend der Messung aktiv. Dadurch ko¨nnen Sto¨reinkopplungen
ausgeschlossen werden. Im Normalfall sollte der Abgleich daru¨ber hinaus nur einmalig
notwendig sein.
4Die Kompensationsschaltung ist Teil des ladungsempfindlichen Versta¨rkers.
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Abbildung 5.10: Abgleichkondensator
5.2.4 Vergleich der Kompensationskonzepte
Zum Vergleich der beiden Kompensationskonzepte wurde eine Simulation der U¨ber-
tragungsfunktion des Quotienten aus Kompensations- und Sto¨rstrom, sowie eine
Rauschanalyse am Ausgang des CSAs mit angekoppelter Kompensationsschaltung
durchgefu¨hrt.
Hinsichtlich der Bandbreite und Phasenlage zeigen sich bei der Lo¨sung unter Ver-
wendung des Transkonduktanzversta¨rkers deutliche Vorteile (siehe Abbildung 5.10 a)
und b)). Idealerweise sollte das Verha¨ltnis von IC zu IK 1 bzw. 0 dB betragen. Die
Phasenlage der zweiten Kompensationslo¨sung weicht wesentlich fru¨her vom Idealfall
von 180° ab, wodurch ho¨here Frequenzkomponenten des Sto¨rsignals unter Umsta¨nden
nicht mehr ausreichend geda¨mpft werden. Betrachtet man allerdings die Rauschspan-
nungsdichte am Ausgang des ladungssensitiven Versta¨rkers, Abbildung 5.11, fa¨llt
auf, dass diese fu¨r die erste Kompensationslo¨sung um Gro¨ßenordnungen u¨ber der des
zweiten Konzeptes liegt. Dies ist darin begru¨ndet, dass der Ausgangswiderstand des
Transkonduktanzversta¨rkers lediglich ca. 50 kΩ betra¨gt und damit die Anforderung
aus Abschnitt 5.1.1 nicht erfu¨llt. Der Ru¨ckkoppelwiderstand Rf ist im Vergleich
typischerweise einige MΩ groß. Damit wu¨rde das Spannungsrauschen des CSAs um
den Faktor 1 + Rf/RC  1000 versta¨rkt.
Fu¨r die vorliegende Anwendung verbleibt damit nur die zweite Kompensationslo¨sung.
Da hier die Bandbreite auf wenige MHz begrenzt ist, muss fu¨r rechteckfo¨rmige Spei-
cherfeldsignale auf die vorgestellte Begrenzung der Flankensteilheit zuru¨ckgegriffen
werden.
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Abbildung 5.10: Frequenz- a) und Phasengang b) der beiden Kompensationslo¨sungen,
simuliert
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Abbildung 5.11: Rauschen am Ausgang des CSAs im Betrieb mit den beiden
Kompensationslo¨sungen. Fu¨r die rote Kurve gilt die rechte y-
Achsenskalierung, simuliert
5.3 Filterversta¨rker
Der CSA reicht alleine nicht aus, um die Ionensignale hinreichend zu versta¨rken. Bei
einer Ionenwolke von beispielsweise 200.000 Ionen und einer Ru¨ckkoppelkapazita¨t von
20 pF ergibt sich nach Gleichung 5.4 eine Ausgangsamplitude von 1,6 mV. Trotz der
Gleichtaktunterdru¨ckung durch die Differenzbildung der Signale auf beiden Deckel-
elektroden und einer vorhandener Kompensationsschaltung kann das verbleibende
U¨bersprechen durch die Speicherfeldspannung im ungu¨nstigsten Fall bis zu 500 mV
betragen. Bei einem angenommenen Eingangsspannungsbereich eines nachgeschalte-
ten Transientenrekorders von 3,5 V darf das Ausgangssignal des CSA also maximal
mit G = 17 dB versta¨rkt werden, was mit
RESeff =
G · Uˆa · 2N
UADC,max
, (5.13)
bei einem 16-Bit ADC z. B. eine effektive Auflo¨sung von 8-Bit ergib. Diese kann sich
bei kleineren Ionenkonzentrationen noch weiter reduzieren. Es ist also ersichtlich, dass
eine rein digitale Filterung/Signalaufbereitung durch den großen Pegelunterschied
zwischen Messgro¨ße und Sto¨rsignal nicht anwendbar ist.
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Es bedarf deswegen einer zusa¨tzlichen, analogen Filter-/Versta¨rkereinheit. Die maxi-
mal zu erwartende Ionenresonanzfrequenz ist physikalisch auf die Ha¨lfte der Speicher-
feldfrequenz begrenzt, womit die Anforderungen an die Scha¨rfe des Filters moderat
ausfallen. Da in dieser Arbeit variable Speicherfeldfrequenzen eingesetzt werden, muss
die Grenzfrequenz des Filters durchstimmbar sein.
Es existieren verschiedene Ansa¨tze zur Realisierung eines solchen Filterversta¨rkers.
Da diskrete Grenzfrequenzen genu¨gen wu¨rden, wa¨re eine Kombination aus passiven
Filtern und Versta¨rkern denkbar, wobei die Variabilita¨t u¨ber eine Vielzahl von u¨ber
Multiplexer selektierbare, passive Filterstufen erreicht werden ko¨nnte. Dies wa¨re
allerdings mit großem Aufwand verbunden.
Eine einfache und effektive Lo¨sung kann in der Verwendung eines aktiven Filters ge-
funden werden, zum Beispiel einer Sallen-Key-Struktur [Ser15] (siehe Abbildung 5.12).
Ein solches Filter erreicht in nur einer Stufe die 2. Ordnung, ohne dass Induktivita¨ten
beno¨tigt werden. Zudem besteht simultan die Mo¨glichkeit Eingangssignale neben der
Filterung zu versta¨rken. Im vorliegenden Fall wird die Versta¨rkung, genau wie bei
einem nicht-invertierenden Versta¨rker mit den Widersta¨nden R3 und R4 eingestellt.
Die U¨bertragungsfunkion ist nach [Ser15] allgemein gegeben mit
H(f) =
1 + R4
R3
(j2pif)2 (R1R2C1C2) + j2pif (R1C1 +R2C1 +R1C2
(
−R4
R3
)
) + 1
. (5.14)
Fu¨r den Fall, dass R1 = R2 = R gilt, lassen sich die Grenzfrequenz sowie Gu¨te des
Filters wie folgt definieren:
fc =
1
2pi
√
R2C1C2
(5.15)
Q =
√
C1C2
2C1 + C2(1−K) (5.16)
mit K = 1 + R4
R3
Es ist ersichtlich, dass sich so mit dem gewa¨hlten Widerstand R die Grenzfrequenz
unabha¨ngig von der Gu¨te einstellen la¨sst. Der Widerstand selbst la¨sst sich mit Hilfe von
digitalen Potentiometern realisieren (siehe Abbildung 5.12). Digitale Potentiometer
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Abbildung 5.12: Sallen-Key Filter mit Potentiometern
weisen baubedingt parasita¨re Kapazita¨ten C∗ an den Anschlu¨ssen auf. Diese liegen
meistens im niedrigen, zweistelligen Picofaradbereich. Um deren Auswirkungen auf
das Filter zu minimieren, sollten fu¨r C1 und C2 große und fu¨r die Potentiometer kleine
Werte gewa¨hlt werden. Typische, am Markt erha¨ltliche, minimale Potentiometerwerte
liegen bei 10 kΩ, sodass die Potentiometer nur zu einem kleinen Teil ausgenutzt
werden ko¨nnen. Daher ist die Anzahl an fu¨r die Anwendung sinnvoll einstellbaren
Grenzfrequenzen limitiert. Ein Großteil liegt unterhalb von 100 kHz, da aber keine
feinen Abstufungen no¨tig sind, stellt dies kein Problem dar.
Um insgesamt eine Steilheit von 60 dB/Oktave zu erreichen, ko¨nnen fu¨nf Sallen-Key
Stufen hintereinander geschaltet werden. Damit wird das maximal zu erwartendes
U¨bersprechen von 500 mV auf 0,5 mV reduziert. Fu¨r die Versta¨rkung wurde ein
Wert von 40 dB gewa¨hlt. Ausgehend von der Friis-Formel sollte ein Großteil der
Versta¨rkung auf die ersten bzw. die ho¨chste Gu¨te auf die letzten Stufen verteilt
werden. Generell ist die Versta¨rkung pro Stufe aber begrenzt. Fu¨r den Fall, dass die
beiden Filterkondensatoren C1 und C2 gleich groß sind, sollte sie einen Wert von
K = 3− 1
Q
(5.17)
aus Stabilita¨tsgru¨nden nicht u¨berschreiten.
Da die Versta¨rkung der jeweiligen Filterstufen die Gu¨te beeinflussen kann (siehe
Gleichung 5.16), sollte diese einen festen Wert besitzen. Damit die Auflo¨sung des
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Abbildung 5.13: Gemessener Frequenzgang des Filterversta¨rkers
nachgeschalteten Transientenrekorders trotzdem bestmo¨glich ausgenutzt wird, wur-
de der Filterversta¨rker am Ausgang um einen einstellbaren Operationsversta¨rker
(engl. VGA - variable gain amplifier) erweitert. Solche Operationsversta¨rker besitzen
interne, lasergetrimmte Widerstandskombinationen, welche u¨ber Halbleiterschalter
miteinander verschaltet werden und damit verschiedene Versta¨rkungswerte erreichen.
Insgesamt kann die Gesamtversta¨rkung so auf bis zu 60 dB erho¨ht werden, womit
auch die Nachweisgrenze fu¨r kleinere Ionenmengen erreicht wird.
Frequenzgang
Abbildung 5.13 zeigt den Frequenzgang des realisierten variablen Filterversta¨rkers.
Der konfigurierbare Operationsversta¨rker wurde hierbei auf eine Versta¨rkung von eins
eingestellt. Mit einem digitalen 10 kΩ-Potentiometer sind untere Grenzfrequenzen
von wenigen zweistelligen kHz mo¨glich. Der kleinste einstellbare Widerstand RPot
ist durch den Kontaktwiderstand des Potentiometers RWp begrenzt. Im vorliegenden
Fall ko¨nnen aber noch obere Grenzfrequenzen von knapp unter einem MHz realisiert
werden. Eine Problem bei der Verwendung von digitalen Potentiometern besteht in
großen Fertigungstoleranzen des La¨ngswiderstandes von typischerweise 15 % bis 30 %.
Im Falle der Arbeitspunkteinstellung des Sperrschicht-FETs im CSA Eingang spielt
dies keine Rolle, da das Potentiometer hier innerhalb einer Regelstrecke sitzt.
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Abbildung 5.14: Monte-Carlo-Simulation der Potentiometertoleranz. Alle anderen
Bauteile wurden als ideal angenommen
Im Frequenzgang des Filterversta¨rkers ko¨nnen die Toleranzen zu einer starken Ver-
schiebung der gewu¨nschten Grenzfrequenz fu¨hren. Abbildung 5.14 zeigt hierzu eine
entsprechende Monte-Carlo-Simulation bei einer Potentiometertoleranz von 30 %.
Alle weiteren Bauteile wurden als ideal angenommen, da sie in Realita¨t mit deutlich
niedrigeren Toleranzen erha¨ltlich sind. Aus der Simulation ergibt sich eine Abweichung
der Grenzfrequenz von ±100 kHz.
Im Gesamtsystem existieren aber zwei Aspekte welche helfen, derartige Ungenau-
igkeiten zu korrigieren. Sollte ein nachgeschalteter Transientenrekorder u¨bersteuert
werden, kann die Grenzfrequenz des Filters soweit reduziert werden, bis die Signale
wieder innerhalb des zula¨ssigen Spannungsbereichs liegen. Des Weiteren wird zur
Bestimmung des Masse-zu-Ladung-Verha¨ltnisses ohnedies ein Frequenzspektrum er-
mittelt, aus welchem die Grenzfrequenz der Versta¨rkerkette bestimmt werden kann.
Dies setzt allerdings eine ausreichend große Abtastrate voraus. Typischerweise soll-
te dies ebenfalls gegeben sein, denn die Abtastrate muss nach Nyquist mindesten
1 MHz betragen, damit auch die gro¨ßten Ionenresonanzfrequenzen detektiert werden
ko¨nnen.
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Abbildung 5.15: Signalaufbereitung der Anregungssignale
5.4 Einkopplung der Anregungssignale
Die Messelektronik hat ebenfalls zur Aufgabe die Anregungssignale, welche in Kapitel
4 vorgestellt wurden, an die Deckelelektrode zu u¨bertragen. Da der Anregungspfad
eine additive Rauschquelle darstellt, wird dieser u¨ber Analogschalter wa¨hrend der
Messphase vom CSA abgekoppelt (siehe Abbildung 5.3).
Die entsprechenden Anregungspulse werden von der Steuerungselektronik u¨ber einen
PWM-Ausgang des verwendeten Mikrocontrollers erzeugt. Zur Erzeugung der SWIFT-
Signale kommt im vorliegenden Fall ein Funktionsgenerator zum Einsatz.
Fu¨r eine optimale Anregung muss das Stimulussignal differentiell an den Deckelelek-
troden anliegen. Eine entsprechende Wandlung von den unsymmetrischen Signalen
der Signalgeneratoren erfolgt innerhalb der Messelektronik. Hierzu werden die Signale
von beiden Quellen zuna¨chst addiert. Dadurch ko¨nnen die verschiedenen Anregungs-
formen miteinander kombiniert werden. Das ist z. B. dann sinnvoll, wenn wa¨hrend der
Ionisation einzelne Ionengruppen entfernt werden sollen, im Anschluss aber trotzdem
eine breitbandige kurze Anregung erfolgen soll.
Um zwei zueinander invertierte Anregungssignale zu generieren, welche einen Gleich-
anteil von 0 aufweisen, wird ein Versta¨rker mit voll-differentiellen Ausga¨ngen (engl.
FDA - fully differential amplifier) verwendet (siehe Abbildung 5.15). Diese verfu¨gen
u¨ber einen zusa¨tzlichen Eingang, mit welchem das Gleichtaktpotential der Ausgangs-
signale festgelegt werden kann. Im vorliegenden Fall ist der entsprechende Anschluss
mit Massepotential verbunden.
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5.5 Fazit
Im Rahmen dieser Arbeit wurde eine Messelektronik entwickelt, welche in der Lage
ist, breitbandige Speicherfeldsignale zu kompensieren und gleichzeitig auf ein mini-
males Gesamtrauschen hin optimiert wurde. Abbildung 5.16 zeigt den ersten Teil der
Versta¨rkerkette, bestehend aus den beiden Kana¨len und der entsprechenden Diffe-
renzbildung, der Kompensationsschaltung, sowie der differentiellen Vorversta¨rkung
der Anregungssignale.
Abbildung 5.16: Realisierter, zweikanaliger ladungssensitive Versta¨rker
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6 Analyse des Gesamtsystems
Nachdem die einzelnen Bestandteile des Ionenfallen-Massenspektrometers im Rahmen
dieser Arbeit vorgestellt wurden, sollen im folgenden Kapitel die Charakteristika des
Systems anhand exemplarischer Messergebnisse dargestellt werden. Der Fokus der
Untersuchungen liegt dabei auf der technischen Realisierbarkeit einer breitbandigen
Ionendetektion in Kombination mit einer breitbandigen Speicherfelderzeugung.
Der erweiterte Massenbereich kann nur simulativ nachgewiesen werden, da hierfu¨r
weitreichende A¨nderungen der Ionisation und des Ionentransports in die Ionenfalle
hinein no¨tig sind, welche nicht Gegenstand dieser Arbeit waren. Zur Simulation
der Ionenbewegung wurde das in Kapitel 2 vorgestellte Matlab-Simulink Modell
verwendet.
6.1 Rauschanalyse
Das Grundrauschen der Auswerteelektronik sollte mo¨glichst gering sein, um eine nied-
rige Ionen-Nachweisgrenze zu erreichen. Es gibt mehrere Komponenten die selbiges
beeinflussen. Vordergru¨ndig ist dies der CSA mit der integrierten Kompensations-
schaltung. Abbildung 6.1 zeigt das vor der Differenzbildung gemessene Rauschlevel
am Ausgang eines Kanals des ladungssensitiven Versta¨rkers. Um den Einfluss der
Kompensationsschaltung bewerten zu ko¨nnen, wurde die Kompensationskapazita¨t
CC fu¨r den Messvorgang tempora¨r ausgebaut. Mit der zugeschalteten Kompensati-
onslo¨sung steigt die Rauschspannungsdichte um 15 bis 20 % an. Dies ist ausreichend,
um theoretisch noch einstellige Ionenmengen nachweisen zu ko¨nnen.
Bei den bisherigen Rauschbetrachtungen wurde die Speicherfeldsignalerzeugung
zuna¨chst als ideal angenommen. Selbstversta¨ndlich liefert sie auch einen Beitrag
zum Gesamtrauschen. U¨ber den Kompensationspfad wird dadurch, dass das Speicher-
feldsignal heruntergeteilt wird, nur ein kleiner Teil eingekoppelt. Unter Verwendung
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Abbildung 6.1: Gemessene Rauschspannungsdichte am Ausgang eines Kanals des
ladungssensitiven Versta¨rkers mit und ohne verbundener Kompensa-
tionsschaltung, ohne angelegtes Speicherfeld
des Sinusoszillators konnte selbst bei gro¨ßeren Ausgangsamplituden kein Anstieg des
Grundrauschens nachgewiesen werden.
Die vorgestellte Kaskadenschaltung zur Rechteckerzeugung besitzt generell eine zu
große Flankensteilheit und ruft damit eine U¨bersteuerung des CSA hervor. Das
Problem kann in Grenzen umgangen werden, indem die Anstiegsraten u¨ber einen zur
Lastkapazita¨t in Serie geschalteten Vorwiderstand reduziert werden. Abbildung 6.2
zeigt einen Vergleich des Ausgangsrauschens des CSA von einem der Kaskadenmodule
mit dem Hochvoltmodul bei gleicher Betriebsspannung. Die Messung erfolgte in diesem
Fall hinter der Differenzbildung durch den Instrumentenversta¨rker. Im Vergleich zum
Kaskadenmodul konnte durch das Hochvoltmodul eine Verbesserung um 20 dB erreicht
werden. Dies du¨rfte hauptsa¨chlich durch die verbesserte Filterung des entsprechenden
DC/DC-Wandlers begru¨ndet sein1. Generell steigt die Rauschspannungsdichte bei
dem realisierten Hochvoltmodul linear mit der Amplitude der Ausgangsspannung an
(siehe Abbildung 6.3 a)).
Die Schaltung zur Begrenzung der Flankensteilheit sorgt zuna¨chst erfolgreich dafu¨r,
dass der CSA nicht u¨bersteuert wird. Folglich sinkt mit der Flankensteilheit auch
1Entsprechende Maßnahmen beinhalten zusa¨tzliche PI-Filter, gro¨ßere Pufferkondensatoren sowie
stromkompensierte Drosseln zur Gleichtaktunterdru¨ckung.
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Abbildung 6.2: Rauschspannungsdichte gemessen vor dem Eingang des Filter-
versta¨rkers, mit rechteckfo¨rmigen Speicherfeldsignal bei einer Ampli-
tude von 50 V und einer Frequenz von 350 kHz
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Abbildung 6.3: a) Rauschen eines Rechtecksignals mit einer Phase von 70° zwischen
den beiden Halbbru¨cken und einer Schaltfrequenz 350 kHz, b) Rau-
schen in Abha¨ngigkeit der Flankensteilheit, gemessen bei einer Am-
plitude von 80 V und ansonsten gleichen Betriebsparametern wie
a)
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die Rauschspannungsdichte (siehe Abbildung 6.3 b)). Fu¨r zunehmend geringere
Anstiegsraten nimmt die Rauschspannungsdichte erneut zu. Generell ist dies ein zu
erwartender Effekt, denn durch die Schaltung zur Begrenzung der Flankensteilheit
werden zusa¨tzliche Rauschquellen eingefu¨hrt. Unter anderem in Form des Schrot-
und 1/f-Rauschens der eingesetzten Bipolartransistoren. Sofern es das U¨bersprechen
ermo¨glicht, sollte daher mit dem realisieren Hochvoltmodul die Flankensteilheit
nur in minimalem Maße reduziert werden. Einen positiven Effekt hat ebenfalls die
phasenverschobene Ansteuerung der Halbbru¨cken des Hochvoltmoduls, da dadurch die
Amplitude des Sto¨rstroms reduziert werden kann; Dabei ist bereits ein Phasenversatz
von 10 % ausreichend.
6.2 Massenspektren mit rechteck- und sinusfo¨rmigen
Speicherfeldspannungen
Um die beiden Signalgeneratoren miteinander vergleichen zu ko¨nnen, wurde jeweils
das Massenspektrum von Xenon bei einer Speicherfeldfrequenz von 500 kHz und ver-
gleichbaren effektiven Amplituden untersucht. Die entsprechenden Signalverla¨ufe sind
in Abbildung 6.4 a) dargestellt. Fu¨r die Ionenanregung wurde ein kurzer Stimuluspuls
gewa¨hlt. Ein Teil des Signals ist in Abbildung 6.4 b) zum Zeitpunkt von ca. 3 ms
sichtbar. In der Messtransiente ist bereits ein deutlich gro¨ßeres Grundrauschen im
Fall des Rechteck- bzw. Trapezsignals zu erkennen. Daru¨ber hinaus weist das ent-
sprechende Ionensignal eine gro¨ßere Signalamplitude auf, da hier mehr Ionen erzeugt
wurden, um den Effekt des versta¨rkten Grundrauschens auszugleichen. Als Resultat
der hohen Ionendichte ist im Frequenzbereich nur noch ein Signalpeak sichtbar2.
Im Sinusfall ko¨nnen deutlich geringere Ionenkonzentrationen nachgewiesen werden. In
der Messtransitente ist die Ionenschwingung ohne weiteres nicht mehr erkennbar. Im
Frequenzbereich heben sich die einzelnen Isotope von Xenon aber deutlich hervor. Zum
Vergleich ist in Abbildung 6.4 c) die Isotopenverteilung von Xenon im entsprechenden
Massenbereich dargestellt.
Neben dem vorgestellten Rechteckgenerator wurden testweise ebenfalls Messungen
mit einem Leistungsanalogversta¨rker vom Typ 4005 der Firma NF Electronic In-
struments durchgefu¨hrt. Der Versta¨rker wurde von einem Funktionsgenerator mit
2Grund hierfu¨r sind Raumladungseffekte, vorwiegend jener der Koaleszenz, bei welchem Ionen
vergleichbarer Masse zu einer Gesamtionenwolke verschmelzen [Mar10].
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(c) resultierende Frequenzspektren
Abbildung 6.4: Vergleich der Frequenzspektren von Xenon bei einem rechteck- und
sinusfo¨rmigen Speicherfeldsignal, Messung
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(b) Frequenzspektrum
Abbildung 6.5: Frequenzspektrum von Krypton mit dem unter a) dargestellten Spei-
cherfeldsignal, Messung
dem entsprechenden Rechtecksignal gespeist. Die maximale Ausgangsamplitude des
Versta¨rkers betra¨gt 80 V. Wie auch beim Sinusoszillator, konnte mit dem Versta¨rker
ebenfalls kein nennenswerter Anstieg der Rauschspannungsdichte beobachtet werden.
Prinzipiell ist somit auch ein sehr empfindlicher Ionennachweis mit rechteckfo¨rmigen
Speicherfeldsignalen mo¨glich. Abbildung 6.5 zeigt ein Massenspektrum von Krypton,
aufgenommen unter Verwendung des angesprochen Leistungsanalogversta¨rkers.
Bei kleineren Ausgangsamplituden sind vergleichbare Messungen auch mit dem
Hochvoltmodul mo¨glich. Die Signale der Isotope mit einer geringeren Ha¨ufigkeit
heben sich dann nur leicht vom Grundrauschen ab.
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Ein großer Vorteil eines Ionenresonanzmassenspektrometers besteht darin, dass ver-
schiedene Ionensorten individuell angeregt werden ko¨nnen. In vielen Anwendungsfa¨llen
sind die zu untersuchenden Probensubstanzen in einem Hintergrundgas eingebettet,
welches typischerweise in einer wesentlich gro¨ßeren Konzentration vorhanden ist. Dies
fu¨hrt dazu, dass das Hintergrundgas die Ionenfalle mit großen Ionenmengen fu¨llt und
somit alle anderen Komponenten u¨berlagert. Abbildung 6.6 zeigt dies Anhand einer
Messung eines VOC-Mischgases (engl. VOC - volatile organic compounds). Diese
beinhaltet zahlreiche Kohlenwasserstoffe in sehr niedrigen Konzentrationen, unter
anderem Benzol 62,6 ppb (78 u), Toluol 52,2 ppb (92 u) und Xylol 45,5 ppb (106 u),
in trockener Luft.
Zuna¨chst sind im Massenspektrum nur die Anteile des Sauerstoffs sichtbar. Erst wenn
diese u¨ber eine gezielte resonante Anregung aus der Ionenfalle ”entfernt” werden, wie
sie in Kapitel 4 vorgestellt wurde, ko¨nnen auch die restlichen Substanzen detektiert
werden (blaue Signale). U¨ber eine solche Zweifachmessung, kann die Dynamik des
Ionenresonanz-Massenspektrometers auf Werte von 108 oder mehr erweitert werden.
Sollen innerhalb einer Anregungsphase mehrere Komponenten aus der Ionenfalle
heraus beschleunigt werden, bietet es sich an ein Anregungsfenster zu definieren,
wie es zum Beispiel mit dem erwa¨hnten SWIFT-Algorithmus mo¨glich ist. So kann
fu¨r den gewu¨nschten Ionenbereich die Sensitivita¨t gesteigert werden. Die erreichbare
Massentrennscha¨rfe ist unter anderem von der Frequenzauflo¨sung des Anregungssi-
gnals bzw. dessen La¨nge abha¨ngig. Abbildung 6.7 zeigt dies exemplarisch anhand
eines 4 ms langen Stimulus. Hierbei wurde das Frequenzfenster zuna¨chst leicht ober-
halb der Ionenresonanzfrequenz von Stickstoff, unter den gegebenen Parametern ca.
210 kHz, platziert und im Anschluss in Richtung kleinerer Frequenzen verschoben.
Abbildung 6.7 c) zeigt die resultierende Intensita¨t des Stickstoffpeaks. Beachtenswert
ist, dass hier bereits eine Stimulus-Amplitude von 20 mV ausreicht um die Ionen zu
ausreichend großen Oszillationen zu verhelfen. Die erreichte Frequenztrennscha¨rfe
betra¨gt bei diesem Experiment ca. 300 Hz. Dies deckt sich sehr gut mit dem aus
der La¨nge des Anregungsfensters ermittelten Werts von ∆f = 1/4 ms. Umgerechnet
in den Massenbereich ergibt dies ein ∆m von ca. 0,05 u. Mit einem vergleichbaren
Anregungssignal ließen sich also z. B. die einzelnen Isotope von Krypton oder Xenon
trennen.
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Abbildung 6.6: Analyse einer VCO-Mischung. Dynamiksteigerung durch selektive
Anregung der Hintergrundkomponenten, blaue Kurve. In diesem Fall
wurde ein sinusfo¨rmige Speicherfeld mit einer Frequenz von 1 MHz
und einer Amplitude von 200 V verwendet. (Rote Kurve ca. 4000
Ionen)
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(c) Intensita¨t des Stickstoffsignals
Abbildung 6.7: Selektivita¨t u¨ber SWIFT-Signal
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Abbildung 6.8: Stabilita¨tsbereich in Abha¨ngigkeit des Dutycycles eines idealen Recht-
ecks, Messung
Als zusa¨tzlicher Betriebsparameter steht bei rechteckfo¨rmigen Speicherfeldsignalen
neben der Speicherfeldfrequenz und Amplitude der Tastgrad bzw. Dutycycle D zur
Verfu¨gung. Als Mo¨glichkeit ergibt sich hierdurch ein ku¨nstliches Einschra¨nken des
Massenbereichs. Dies gilt hauptsa¨chlich fu¨r Ionen mit gro¨ßerem Masse-zu-Ladung-
Verha¨ltnis. Abbildung 6.8 zeigt den Stabilita¨tsbereich fu¨r eine Speicherfeldamplitude
von 100 V und einer Frequenz von 1 MHz in Abha¨ngigkeit des Tastgrads eines idealen
Rechtecksignals. Die entsprechenden minimalen und maximalen q-Parameter wurden
u¨ber Gleichung 2.10 auf die korrespondierenden Massen umgerechnet. Im Falle des
Massenspektrums aus Abbildung 6.6 ko¨nnte z. B. der Anteil von Xylol u¨ber einen
Tastgrad von < 48 % oder > 51 % gezielt nicht mehr eingespeichert werden. Fu¨r einen
Tastgrad von exakt 50 % reicht der Stabilita¨tsbereich theoretisch bis hin zu unendlich
großen Massen.
U¨ber die Speicherfeldamplitude URF sowie die Frequenz fRF kann das dabei entste-
hende Fenster im Massenbereich verschoben werden.
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6.4 Erweiterter Massenbereich
Wie bereits angedeutet ist eine Messung von Ionen mit gro¨ßeren Masse-zu-Ladung-
Verha¨ltnissen mit dem in dieser Arbeit entwickelten Aufbau nicht mo¨glich, da eine
passende Ionisierungsquelle fehlt. Um trotzdem die Mo¨glichkeit eines erweiterten Mas-
senbereichs zu demonstrieren, wurde eine entsprechende Simulation durchgefu¨hrt.
Das verwendete Speicherfeldsignal wurde von einer Messung u¨bernommen. Der ent-
sprechende Spannungs- und Stromverlauf ist in Abbildung 6.9 a) dargestellt. Der
Rechteck-/Trapezgenerator wurde mit einer Frequenz von 200 kHz und einer Amplitu-
de von 500 V betrieben. Abbildung 6.9 b) zeigt das Ausgangssignal eines Kanals des
CSAs. Durch die vorgestellte Kompensationsschaltung kann das verbleibende U¨ber-
sprechen auf unter ±100 mV reduziert und eine U¨bersteuerung der Messelektronik
verhindert werden.
Als fiktive Probensubstanz wurde das in Kapitel 1.3 erwa¨hnte tierisches Insulin
gewa¨hlt, da das entsprechende Spektrum ebenfalls mit Hilfe eine Quadrupol-Ionenfalle
entstanden ist [Sch93]. Es wurde allerdings eine destruktive Detektionsmethode (Se-
kunda¨relektronenvervielfacher) verwendet. Die molekulare Masse des Insulins betra¨gt
5734 u. Unter den oben genannten Betriebsparametern ergibt sich damit eine Ionenre-
sonanzfrequenz von rund 15 kHz. Zum Vergleich: Um bei einer Speicherfeldfrequenz
von 1 MHz dafu¨r zu sorgen, dass das Ion bei derselben Frequenz oszilliert, wa¨ren u¨ber
2,5 kV no¨tig.
Die resultierende Ionenresonanzfrequenz befindet sich bereits im Bereich der Messelek-
tronik, in welchem das Grundrauschen bedingt durch das 1/f-Rauschen, zunimmt.
Betrachtet man das Ausgangsrauschen aus Abbildung 6.1, ist die Empfindlichkeit
der Messelektronik allerdings immer noch ausgezeichnet. Bei einer angenommenen
Halbwertsbreite (engl. FWHM - full width at half maximum) des Signalpeaks von
20 Hz ko¨nnen niedrige, zweistellige Ionenkonzentrationen nachgewiesen werden.
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Abbildung 6.9: U¨bersprechen am Ausgang eines Kanals des CSA, Messung
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Abbildung 6.10: Frequenzspektrum aus Simulink-Simulation
144
7 Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde ein Ionenfallen-Massenspektrometer mit zersto¨rungs-
freier Ionendetektion entwickelt. Hierzu wurden bereits bekannte und erprobte Ver-
fahren, wie z.B. die Idee der Signalkompensation, optimiert und mit neuen Konzepten
kombiniert bzw. erweitert.
Zuna¨chst wurde anhand der Theorie dargestellt, dass Ionen mit jeder beliebigen,
periodischen Wellenform in einer Ionenfalle gespeichert werden ko¨nnen. Es zeigt
sich, dass der Massenbereich u¨ber eine Reduktion der Speicherfeldfrequenz erweitert
werden kann. Im Vergleich zu anderen Fourier-Transformation-Massenspektrometern
sind keine sehr hohen Spannungen oder starke Magnetfelder no¨tig.
Anschließend wurden mit dem Sinusoszillator und Rechteck-/Trapezgenerator zwei
Ansa¨tze zur Erzeugung entsprechender Speicherfelder untersucht und verglichen. Sei-
tens der resonanten Signalgenerierung wurde ein LC-Oszillator mit vorgeschaltetem
Leistungs-Operationsversta¨rker aufgebaut. U¨ber eine Analyse der frequenzbestimmen-
den Komponenten konnten die erreichbaren Ausgangsamplituden im gewu¨nschten
Frequenzbereich maximiert werden. Das resonante Konzept weist ein sehr geringeres
Grundrauschen auf. Da die Blindleitung u¨ber den Schwingkreis kompensiert wird, ist
die Leistungsaufnahme zudem klein.
Fu¨r die Erzeugung der Rechteck-/Trapezsignale fiel die Wahl auf quasi-digitale Lo¨sun-
gen mittels schnellschaltender Vollbru¨cken-Schaltungen. Neben den entsprechenden
Modulen wurden fu¨r den Einsatzzweck optimierte Spannungsversorgungen und eine
FPGA-Steuereinheit entwickelt. Im Gegensatz zum resonanten Konzept ko¨nnen die
Schaltfrequenzen und somit die Speicherfeldfrequenz u¨ber die Steuereinheit sehr pra¨zi-
se eingestellt werden. Das vorgestellte Hochvoltmodul zeigt Vorteile beim Erreichen
gro¨ßerer Spannungen im niedrigen Frequenzbereich. Das Grundrauschen ist insgesamt
gro¨ßer. An dieser Stelle existiert noch Verbesserungspotenzial, z. B. durch den Einsatz
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Sinus
(Oszillator)
Reckteck/Trapez
(Vollbru¨cke)
Rauschspannungsdichte
(bei einer Amplitude von 200 V) 50 nV/
√
Hz 100 nV/√Hz
Frequenzbereich 175 kHz bis 1,1 MHz(von Last abha¨ngig) 0 bis >1 MHz
Frequenzgenauigkeit moderat(Bauteiltoleranzen) sehr hoch
maximale Amplitude 200 kHz 350 V 500 V
maximale Amplitude 1 MHz 500 V 200 V(thermisch begrenzt)
Einschaltzeit
je nach Gu¨te des
Schwingkreises
mehrere Perioden
einige ns
Leistungsaufnahme max. 10 W bis 100 W(von Last abha¨ngig)
Platzbedarf 1500 cm3 12 000 cm3
Besonderheiten - Ionenselektionu¨ber Tastverha¨ltnis
Tabelle 7.1: Vergleich der beiden Konzepte zur HV-Signalgenerierung
resonanter DC/DC-Wandler-Topologien. In Tabelle 7.1 sind die Eigenschaften der
beiden Konzepte zur Signalgenerierung gegenu¨bergestellt.
Zur zersto¨rungsfreien Erfassung der Ionensignale wurde eine empfindliche Messelek-
tronik realisiert, mit welcher Sensitivita¨ten im ppb-Bereich erreichbar sind. Dies
entspricht in etwa einer Analytmenge von einem Tropfen Tinte in einem mit Wasser
vollgeladenen Tanklaster. Damit die Messelektronik durch ein U¨bersprechen der
Speicherfeldsignale nicht u¨bersteuert wird, wurde eine neue Kompensationsschal-
tung entwickelt. Diese arbeitet im Vergleich zu bestehenden Lo¨sungen breitbandig,
trotzdem erho¨ht sie das Rauschen der Messelektronik nur minimal.
Durch den vergro¨ßerten Betriebsparameterbereich des Massenspektrometers muss
die Ionenanregung in jedem Arbeitspunkt angepasst werden. Die vorgestellte spek-
trale Grenzamplitude stellt ein wichtiges Werkzeug hierfu¨r dar. Durch die gezeigte
selektive Ionenanregung kann die Dynamik der Ionenfalle, ohne den Bedarf einer
vorgeschalteten Ionenaufbereitung, wie sie z. B. beim Orbitrap-Massenspektrometer
no¨tig ist, um Gro¨ßenordnungen erho¨ht werden. Durch Verfahren wie SWIFT ist
daru¨ber hinaus eine pra¨zise Steuerung der zu erwarteten maximalen Schwingungs-
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amplitude mo¨glich. Eine einfache Selektion kann ebenfalls durch den Einsatz von
asymmetrischen Speicherfeldsignalen erfolgen.
Die Ionisation stellt keinen Schwerpunkt dieser Arbeit dar, ist aber ein essentieller
Bestandteil eines Massenspektrometers. Durch den Einsatz anderer Intonations-
methoden, ko¨nnen auch schwerere Ionen erzeugt werden. Mit Hilfe einer externen
Ionenerzeugung kann zudem der Druck innerhalb der Ionenfalle gesenkt werden.
Letzteres ermo¨glicht aufgrund weniger stark geda¨mpfter Messtransienten, la¨ngere
Beobachtungszeiten und folglich ein besseres Auflo¨sungsvermo¨gen. Das Konzept einer
unter diesen Bedingungen no¨tigen Transferstufe wurde bereits durch Laue [Lau15] in
Kombination mit der Ionenfalle vorgestellt und erprobt. An dieser Stelle ko¨nnte der
Einsatz reckteckfo¨rmiger Speicherfeldsignale eventuell einen Vorteil gegenu¨ber den
resonant arbeitenden Sinusoszillatoren ergeben, da sie zum Zeitpunkt des Ionenein-
tritts sehr schnell ein und ausgeschaltet werden ko¨nnen. Ein Ausblick hierauf wurde
innerhalb dieser Arbeit in Kapitel 2.8.2 gegeben.
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