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Resumen 
  
     Esta l´ınea de investigacio´n tiene como 
objetivo, dentro del marco de la teor´ ıa de 
cambio  de  creencias,  la  profundizacio´n  del  
estudio de los operadores de cambio mu´ltiple 
donde  la  lo´gica  subyacente  esta´  conforma da  
por  cla´usulas  Horn.  Se  analizan  los  
resultados alcanzados de estos operadores a 
los que  hemos  denominado revisio´n  mu´ltiple 
priorizada Horn: Partial Meet y Kernel  en 
bases de creencias. Adema´s, se estu- dian otros 
resultados presentados sobre ope- radores  de 
revisio´n  mu´ltiple  no-priorizada, de  manera  
tal  de  posibilitar  la  extensio´n de  estos  
operadores  tambie´n  bajo  fragmen- to Horn. 
As´ı tambie´n, nos enfocamos en los aspectos 
computacionales de estas construcciones, 
donde estudiamos el problema de la 
complejidad computacional que presentan 
estos  esquemas  de  revisio´n  de  creencias  y 
quedificultanlograr su tratabilidad. 
 
Palabras  Claves Revisio´n de Creencias 
Mu´ltiple Horn, Bases de Creencias, 
Complejidad Computacional. 
1. Contexto 
 
      Esta  l´ınea  de  investigacio´n  se  realizara´ 
dentro del a´mbito del Laboratorio de 
Investigacio´n  del  Departamento  de  Ciencias  
de la  Computacio´n  de  la Facultad  de  Ciencias 
Exactas y Naturales de la Universidad 
Nacional de Catamarca. Esta investigacio´n 
forma parte de las contribuciones  de la tesis 
para la obtencio´n del t´ıtulo de Doctor en 
Ciencias  de  la  Computacio´n  de  la  
Universidad Nacional del Sur por parte de uno 
de los autores del presente trabajo: Ne´stor 
Jorge Valdez.  As´ı  tambie´n,  est a tema´tica  de  
estudio esta´  asociado  con  el  proyecto  de  
investigacio´n  Bianual: “Cambio  de Creencias 
Mu´ltiples en Sistemas Argumentativos 
Aplicado para Programacio´n Lo´gica 
Rebatible”, financiado por el programa de 
desarrollo cient ı´fico y tecnolo´gico de la  
Secretar´ıa de Ciencia y  Tecnolog´ıa:  Consejo  
de  Investigacio´n,  de la Universidad Nacional 
de Catamarca. Periodo: 01/01/2016 al 
31/12/2017. 
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2. Introduccio´n 
 
Un    sistema    de   revisio´n   de   creencias 
constituye   un   marco   lo´gico   para   mode- lar  
la  dina´mica  de  conocimiento,  esto  es, co´mo 
modificamos nuestro  estado episte´mico cuando 
recibimos informacio´n nueva. Ge- neralmente,  
la nueva informacio´n  es asumi- da 
medianteuna sentencia simple, como en la  
teor´ıa  AGM  cla´sica  [1],  pero  la  entrada 
episte´mica tambie´n podr´ıa presentarse a trave´s  
de  un  conjunto  de  sentencias  en  lo que se 
conoce como cambio mu´ltiple. En es- te 
contexto, existen diversos tipos de ope- 
radores de cambio, como los operadores de 
cambio priorizada, nopriorizadas, merging, 
de cambiosselectivos, y los operadores de 
semi-revisio´n, entre otros [4]. 
Debido a que las operaciones de cambio se  
llevan  a  cabo  sobre  el  estado  episte´mico del 
agente, existen diferentes posibles 
construcciones para los distintos operadores 
de cambio. Dos de los modelos ma´s comu´nmen- 
te usados son sobre conjuntos de creencias y  
sobre  bases  de creencias.  En  los  u´ltimos an˜os 
se han presentado diversos estudios que 
muestran un esfuerzo importante en la 
definicio´n  de  las  operaciones  de  contraccio´n  
y revisio´n  del  estilo  AGM  que  operan  bajo 
lo´gica  Horn [2, 12, 13]. El cambio de creencias 
bajo lo´gica Horn resulta importante por varias 
razones. En primer lugar, muchos sistemas  de  
inteligencia  artificial  esta´n  expresados  en  
lenguaje  de  cla´usulas  Horn y  porque, adema´s, 
han encontrado un amplio uso en bases de 
datos, programacio´n lo´gica, sistemas de 
mantenimiento de la verdad, y bases de datos 
deductivas. 
En   nuestra   investigacio´n,   consideramos un  
tipo  de  cambio  mu´ltiple  bajo  cla´usulas Horn.  
Nos  enfocamos  en  revisio´n  de  creencias  en  
donde  la  nueva  informacio´n  es  incorporada 
consistentemente en la base de creencias. 
Tratamos los operadores de cambio mu´ltiple 
priorizadas, en donde se supone que las 
nuevas creencias deben ser plenamente 
aceptadas. Otro objetivo denuestro trabajo 
es abordar la complejidad computacional 
que presentan estos operadores de revisio´n de 
creencias con cla´usulas Horn. Esto  nos  
permitira´  determinar  el  costo  desde un punto 
de vista computacional de la generacio´n  de  
una  base  revisada  bajo  nuestros operadores con 
lo´gica Horn y demostrar que nuestros 
operadores son representacio- nalmente 
factible al manifestar un compor-tamiento 
polinomialmente aceptable. 
Como  principal  contribucio´n  de  esta  in- 
vestigacio´n, caracterizamos a los operadores de  
revisio´n  Horn  priorizadas  mediante  con- juntos 
de postulados [11]. En cada caso, pre- 
sentamos diferentes construcciones median- te  
te´cnicas  de  cambio  partial  meet  y  cam- bio  
kernel.  Adema´s,  tratamos  el  problema 
computacional de revisio´n de creencias ana- 
lizando la complejidad computacional en el 
razonamiento de los operadores de cambio. 
 
3.   L´ınea de Investigacio´n  
   y Desarrollo 
Esta  l´ınea  de  investigacio´n  considera  co- mo  
fuentes  de  informacio´n,  nuestras  publi- 
caciones y aportes de investigadores realiza- 
dos en la tema´tica de operadores de revisio´n 
mu´ltiple de la teor´ıa de cambio de creencias 
bajo clausulas Horn [9, 10, 11]. Principal- 
mente, nuestro interes es estudiar las ope- 
raciones de cambio, en particular aquellos 
cambios de creencias que son inducidos a 
trave´s de un  conjunto (mu´ltiple) de senten- 
cias. Para ello, consideramos principalmen- te  
dos  tipos  diferentes  de  cambio  mu´ltiple. El  
primero,  operadores  de  cambio  mu´ltiple 
priorizada en donde todas las nuevascreen- 
cias se supone que deben ser aceptadas, y el 
segundo, a operadores de mezcla (merging) 
que permite que creencias antiguas y nuevas  
jueguen  roles  sime´tricos  dentro  de  un proceso 
de cambio. Para cada tipo de cambio, 
analizamos dos construcciones conocidas: uno 
basada en kernels y otra basada en conjuntos 
de restos.  
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El  te´rmino  ’revisio´n  mu´ltiple’  se  utiliza 
para  referirse  a  las  operaciones  de  revisio´n que 
permite la revisio´n  simulta´nea por  ma´s de una 
sentencia. Consideramos dos tipos de 
operadores directamente sin definirlos a partir 
de sendas operaciones de contraccio´n. 
Definimos dos tipos de revisiones prioriza 
das, adaptadas de [4]: 
- Revisio´n Kernel Mu´ltiple. 
- Revisio´n Partial Meet Mu´ltiple. 
 
La    primera    construccio´n    de    revisio´n 
mu´ltiple   por   un   conjunto   de   sentencias 
esta´   basado   en   el   concepto   de   un   A- 
inconsistent-kernels. Aqu ı´, se define una 
funcio´n  de  incisio´n  que  realiza  un  corte  en 
cada  inconsistent-kernel.  Ma´s  precisamente, 
dicha funcio´n es una funcio´n de incisio´n 
consolidada, en el sentido de que todas las 
sentencias  de A esta´n  protegidas y  no  pueden 
ser removidas por esta funcio´n. Esto es, una 
funcio´n de incisio´n consolidada selecciona 
entre las sentencias de K \ A que hace K ∪A 
inconsistente’ [8].  
La    segunda    construccio´n    de    revisio´n 
mu´ltiple por un conjunto de sentencias esta´ 
basado en el concepto de un A-consistent- 
remainders. Eneste caso, se define una 
funcio´n  de  seleccio´n  que  selecciona  los  
’mejores’  consistent-remainders.  La  funcio´n  
es una funcio´n de seleccio´n consolidada,  en  el 
sentido de que todas las sentencias de K∩A 
esta´n  protegidas, y  ellas  esta´n  incluidas  en la 
interseccio´n de algu´n  conjunto de restos. Luego, 
’una funcio´n de seleccio´n consolidada   
selecciona un subconjunto del conjunto  de 
K ⊥u A cuyos elementos (todos) contienen el 
conjunto K ∩ A’ [8]. 
A diferencia de la preferencia absoluta para 
con  la  nueva  informacio´n  impl´ıcita  en  el 
modelo AGM, podemos cambiar nuestras 
creencias de una manera no priorizada. En tre 
los operadores ma´s conocidos sobre cam- bio no 
priorizada en conjuntos de creencias esta´n:  
credibility  limited revision,  selective revision 
y screened revision, cada uno con sus 
respectivas variantes. En lo que respec- ta a 
bases de creencias los operadores sobre 
cambio no priorizada podemos citar los ope- 
radores de cambio basados en explicaciones 
[3] y en untipo especial de cambio no priori- 
zada en bases de creencias llamadas merging 
[4].  
Por   u´ltimo,   estudiamos  la  complejidad 
computacional de nuestros operadores de 
cambio mu´ltiple  de  creencias   Horn.  Asu- 
mimos  que  el  lector  esta´  familiarizado  con 
las clases de complejidad y sus notaciones. 
Partimos de las siguientes presuposiciones: P 
⊆ NP y P ⊆ coNP . Un problema que esta´ en P 
se dice que es tratable, mientras que un  
problema  que  esta´  en  NP ,  NP − hard o coNP 
− hard es intratable (en el sentido  que  
cualquier  algoritmo  de  resolucio´n podr´ ıa 
requerir una cantidad superpolinomial de 
tiempo en el peor caso). Hacemos uso de las 
clases de complejidad superior usando  
ora´culos.  
En  particular  PA(N PA) correspondientes 
a las clases de problemas de  decisio´n  que  son  
solucionados  en  tiempo polinomial por 
maquinas de Turing determin´ıstica (no 
determin ı´stica) usando un ora´culo  para  A  en  
tiempo  polinomial  [5]. Todoslos problemas 
que analizamos reside en la jerarqu ı´a 
polinomial, introdu cida  por Stockmeyer [6].  
Las clases ∑pk , ∏pk , y ∆pk de la jerarqu´ıa 
polinomial son definida por 
 
∑pk = ∏pk =  ∆pk = P       
y para k ≥ 0,
 
 
 
 
Se observa que: 
 
 
Adema´s, ∑
p = N PNP , es la clase de problmas 
solucionables en un tiempo polinomial no 
deterministica en una ma´quina de Turing que 
usa de forma  libre un ora´culo para N P La 
complejidad de decisio´n T ∗ P |= Q (donde ∗ es 
un tipo de operador de revisio´n, T , P y Q son 
las entradas) fue estudiado por Eiter and 
Gottlob [7]. 
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De alli sedemuestra que, por ejemplo, en el 
enfoque de Dalal, el problema es de la clase 
P
NP [O(log n)]. Esto significa que podemos 
decidir P > Q con O(log n) a  un NP  ora´culo,  
donde n representa el taman˜o de T  ma´s P  ma´s 
Q. En los enfoques basados en sinta´xis sus 
operadores permanecen en ∏p2 −hard (∏p2 
−complete para  muchos  de  ellos)  au´n  si el 
taman˜o  de  P esta´ limitado por una constante 
k. La complejidad de los enfoques basados en 
modelos decrece cuando el taman˜o de P  esta´ 
limita- do por una constante. La razo´n intuitiva 
pa- ra esto es que un cambio menor de P 
puede afectar solamente a pocos literales, ya 
que en este caso existen pocas alternativas 
para cambiar un modelo dado, desaparece la 
segunda fuente de complejidad. En el caso 
Horn, la complejidad de todos los enfoques 
(excepto  el  enfoque  de  Forbus)          esta´  en  
el primer nivel de la jerarqu´ıa  polinomial, ma´s 
precisamente, co − NP – equivalente. 
Intuitivamente,  esta  disminucio´n  de  la  
complejidad  se  debe  al  hecho  de  que  con  
cla´usu- las Horn el problema de inferencia 
resulta ser polinomial. Los enfoques basados 
en car- dinalidad  de  Dalal  y  Forbus  son  los  
u´nicos cuya complejidad no disminuye bajo la 
res- triccio´n Horn. Esto se debe a que su 
medida basada en la cardinalidad de la 
proximidad entre modelos tiene un efecto 
perjudicial so- bre  las  propiedades  benignas  de  
las  cla´usu- las Horn [7]. 
 
4. Resultados y 
    Objetivos Esperados 
 
A  trave´s  de  esta  l´ınea  de  investigacio´n 
se propone estudiar y definir nuevas  
construcciones  de  operadores  de  revisio´n  
mu´ltiples priorizadas y no priorizadas. Para 
cada nueva  construccio´n  se  pretende  
establecer unconjunto de postulados 
quecaractericen axioma´ticamente a la 
operacio´n de cambio y determinar relaciones 
entre las construccio- nes y los postulados. 
Permitir una eficien- te  implementacio´n  de  
estos  nuevos  algoritmos. Analizar a estos 
operadores de cam- bios mu´ltiples bajo una 
lo´gica ma´s restringi- da  que  la  lo´gica  
proposicional  cla´sica  como es  la lo´gica Horn.  
Estudiar  la  complejidad computacional que 
presentan estos operadores y determinar el 
costo desde un punto de vista  computacional  
de  la  generacio´n  de una base revisada con 
estos operadores con cla´usulas  Horn  y  poder  
demostrar  que  los mismos son 
representacionalmente factible. 
Por  u´ltimo,   estos   objetivos   nos  permi- 
tira´n  desarrollar  nuevos  procedimientos  al- 
gor´ıtmicos  de  cambios  mu´ltiples  buscando no 
so´lo alcanzar caracterizaciones axioma´ti- cas  
sino  tambie´n  implementaciones  compu- 
tacionalmente tratables. 
 
5.  Formacio´n de  
    Recursos Humanos 
 
El    Docente-Investigador    Ne´stor    Jorge 
Valdez es dependiente del Programa de 
Desarrollo  Cient´ıfico  y  Tecnolo´gico  
(adherido al Programa Nacional de 
Incentivos a los Docentes−Investigadores) 
de la Secretar ı´a de Ciencia y Tecnolog ı´a de 
la Universidad Nacional de Catamarca, es 
Magister en Ciencias de la Computacio´n 
egresado de la Universidad Nacional del Sur, 
y aspira a alcanzar el t´ ıtulo de Doctor en 
Ciencias de la  Computacio´n  en  esta  u´ltima  
casa  de  estudios. 
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