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Résumé – Nous présentons dans cet article un nouvel algorithme de recalage d’images médicales. L’originalité de notre approche repose d’une
part sur l’utilisation de l’information mutuelle quadratique, et d’autre part sur la mise en œuvre d’une nouvelle méthode adaptative d’estimation
non-paramétrique de densité de probabilité. La méthode employée ne requiert aucune information à priori sur les images et entraîne une baisse
considérable du temps de calcul comparée aux méthodes traditionnelles d’estimation adaptative par noyau.
Abstract – We present a new highly-accurate similarity criterion for medical image registration, inspired from mutual information. The novelty
of our approach lies first, in the use of quadratic mutual information, and second, in a new adaptive kernel density estimation which does not
require any prior information on the image. Practically, our method exhibits a drastic decrease of the computation cost compared to conventional
adaptive kernels.
1 Introduction
De nos jours, pour localiser une tumeur, planifier un acte chi-
rurgical ou comprendre un processus physiologique, les radio-
logues utilisent des informations provenant de modalités d’ac-
quisition différentes. Pour établir une stratégie thérapeutique
efficace, ces informations doivent être représentées conjointe-
ment. Une étape primordiale de ce processus est la fusion de
données qui fait appel au recalage spatial.
Récemment, plusieurs méthodes ont été proposées pour ré-
soudre le problème du recalage des images médicales. Un sch-
éma s’est démarqué des autres : le recalage par maximisation
de l’information mutuelle. Proposée par Viola et Wells [1] et
Collignon [2], l’information mutuelle évalue la corrélation sta-
tistique entre différents jeux de données. Dans un contexte d’ima-
gerie, elle quantifie l’information que contient une image sur
une autre image. De ce fait, elle a la capacité de décrire une
relation non-linéaire entre les intensités et convient alors pour
le recalage multimodal. Cependant celle-ci présente l’inconvé-
nient de nécessiter un temps de calcul important. Ceci étant dû
au calcul de l’histogramme, obligatoire pour le calcul de l’en-
tropie de Shannon. Pour réduire le temps de calcul du critère
de similarité nous étendons les travaux de Principe et al.[3],
basés sur l’utilisation de l’entropie de Renyi obtenue à partir
d’une estimation de densité par noyau gaussien, au problème
de recalage.
2 Méthodes
Dans un premier temps nous introduirons la notion d’infor-
mation mutuelle quadratique, nous montrerons que l’emploi de
l’entropie de Renyi à la place de l’entropie de Shannon réduit
considérablement le temps de calcul de l’information mutuelle.
Puis, nous décrirons notre technique d’estimation par noyau
adaptatif, nous montrerons par ailleurs comment nous l’intro-
duisons dans le calcul de l’entropie de Renyi. Par la suite, nous
détaillerons les différentes étapes de l’algorithme de recalage.
La première consiste en un alignement affine et la deuxième
en un alignement non-linéaire basé sur l’utilisation de la dé-
formation de formes libres «FFD» introduits par Sedeberg en
1986 [4]. Enfin, pour conclure nous présenterons les résultats
obtenus sur des données multimodales cliniques.
Formalisme
Notons U et V les deux volumes à recaler. U est appelé
volume de référence et V le volume de destination. On note
θ le modèle de transformation des coordonnées du volume U
vers celles de V , on associe à x l’intensité d’un voxel p du
volume U(p), et à y l’intensité d’un voxel du volume de desti-
nation V (θ(p)). La transformation Θreg qui correspond au re-
calage est obtenue lorsque l’information mutuelle quadratique
IT entre U(p) et V (θ(p)) est maximale.
Θreg = argmax
θ
(IT (U(p), V (θ(p))) (1)
2.1 Information Mutuelle Quadratique
Le critère de similarité que nous utilisons est issu de l’en-
tropie de Renyi. Elle est définie par l’équation quadratique sui-
vante :
HR(x) = − log(
∫
x
p(x)2 dx) (2)
où p(x) est la densité de probabilité et x est une variable aléa-
toire.
En utilisant l’inégalité de Cauchy-Schwartz l’information mu-
tuelle quadratique entre deux variables aléatoires x et y peut
être exprimée de la façon suivante :
IT (X,Y ) =
∫∫
p(x, y)2 dxdy +
∫∫
p(x)2 p(x)2 dxdy −
2
∫∫
p(x) p(y) p(x, y) dxdy dz(3)
2.2 Fonction de densité de probabilité
Une façon d’estimer l’histogramme conjoint, nécessaire au
calcul de l’entropie, est de réaliser une estimation de densité
non paramétrique. Ces méthodes largement utilisées en traite-
ment du signal et des images s’appuient sur l’hypothèse que
l’on ne dispose d’aucune information à priori sur la distribution
à estimer. Elle présentent ainsi un grand avantage par rapport
aux méthodes paramétriques qui nécessitent la connaissance du
comportement du processus mis en jeu. La plus populaire des
méthodes d’estimation non-paramétriques est la méthode de
Parzen [5]. Etant donnés N échantillons {X1...XN} tirés d’une
population ayant une densité de probabilité f(x), l’estimation
par Parzen d’un événement x s’écrit :
fˆ(x) =
1
N
N∑
i=1
1
h
k
(x− xi
h
)
(4)
Où k est la fonction noyau, h est la taille du noyau dit aussi
paramètre de lissage.
L’estimation dépend principalement du métaparamètre h. Dif-
férentes méthodes ont été proposées pour évaluer de façon adap-
tative celui-ci [6], la plupart d’entre elles utilisent la minimi-
sation d’une erreur pour chaque étape de l’estimation, ce qui
entraîne un coût de calcul important. Notre idée est de réduire
l’impact du paramètre de lissage dans le processus d’estima-
tion en limitant l’espace de travail à de petites régions que
nous appellerons «fenêtres». Ces fenêtres sont construites à
partir de points d’intérêt dans l’image qui sont sélectionnés
automatiquement par une technique d’échantillonnage non pa-
ramétrique : «Nonparametric Adaptive Importance Sampling
(NAIS)» [7]. Il est à noter qu’aucun calcul d’erreur ne s’effec-
tue pour adapter la taille de la fenêtre d’estimation et qu’aucun
traitement à priori des images n’est opéré. Pour un noyau gaus-
sien, la méthode s’écrit de la façon suivante :
p(x) =
1
F
F∑
i=1
1
Ni
Ni∑
j=1
G(x− xj ,Σij) (5)
Où les Σij correspondant aux éléments de la matrice de cova-
riance, F étant le nombre de fenêtres, etNi le nombre d’échantill-
ons par fenêtre.
La combinaison de l’entropie de Renyi avec une méthode
d’estimation non paramétrique à noyau gaussien diminue de
manière significative le temps de calcul :∫
x
G(x− ai,Σ1)G(x− aj ,Σ2)dx = G(ai − aj ,Σ1 +Σ2)
(6)
La convolution de deux gaussiennes centrées respectivement
à ai et aj est une gaussienne centrée à (ai - aj) avec une cova-
riance égale à la somme des covariances initiales.
L’entropie est réduite à une simple somme d’interactions mu-
tuelles entre tous les échantillons :
HR(x) = −log
( 1
F 2
F∑
i=1
Ni∑
j=1
F∑
k=1
Nk∑
l=1
1
NiNk
G(xj−xl,Σij+Σlk)
)
(7)
2.3 Maximisation de l’information mutuelle qua-
dratique
2.3.1 Formulation linéaire de l’algorithme de recalage
Transformation Linéaire : La transformation linéaire cor-
respond à une déformation affine :
θlinear : pd = S R ps + T (8)
pd et ps correspondent respectivement aux points destinations
et aux points initiaux, S est la matrice d’échelle, R est la ma-
trice de rotation et T est le vecteur de translation.
Le critère de similarité que nous développons est continu
et différentiable, rendant possible l’utilisation d’une méthode
d’estimation quadratique. Nous utilisons une méthode de gra-
dient conjugé :
θn := θn−1 + λn.
dIT
dθ
(9)
2.3.2 Formulation non-linéaire de l’algorithme de reca-
lage
Transformation non-linéaire : Le modèle de transforma-
tions qui modélise au mieux les déformations internes des or-
ganes est le principe des déformations des formes libres «FFD»
[8, 4]. La première étape de déformation consiste à assigner à
chacun des points de la forme contenu dans le volume des dé-
formations un ensemble de coordonnées locales. Le volume de
déformation est un parallélépipède formé par un ensemble de
points de contrôle, les axes sont définis par les vecteurs ortho-
gonaux s,t, et u. La fonction de déformation est un produit de
troisième ordre de tenseurs B-spline. La nouvelle position q,
après déformation de tout point ayant les coordonnées (s, t, u)
s’écrit sous la forme :
qi,j,k(s, t, u) =
0∑
l,m,n=−3
Pi+l,j+m,k+nBl(s)Bm(t)Bn(u)
(10)
où Pi,j,k sont respectivement le ieme, jeme, keme point de
contrôle dans les directions s,t, et u , Bs sont les fonctions B-
spline de «lissage».
Le nombre de points de contrôle varie selon la taille des
images à recaler. Généralement les points sont espacés de 10
à 20mm selon les applications et le choix de l’utilisateur.
Le recalage non-linéaire s’applique une fois le recalage af-
fine réalisé. Afin de maximiser l’information mutuelle quadra-
tique nous utilisons une méthode de recherche globale de Po-
well [9]. Une méthode d’optimisation quadratique aurait été
bénéfique en temps de calcul car la transformation non-linéaire
n’est paramétrée que par quelques points de contrôle. Cepen-
dant ce type de méthodes est sensible aux maxima locaux et
donc moins robuste.
Formule globale du critère de similarité
Indépendamment du modèle de déformation utilisé, le critère
de similarité s’écrit de la manière suivante :
IT = V(xy)2 + Vx2y2 − 2Vxy (11)
V(xy)2 =
1
F 2
F∑
i
Ni∑
j
F∑
k
Nk∑
l
1
NiNk
G(wj − wl, (Σij +Σlk)I)
avec w : [x, y]T
Vxy =
1
F 3
F∑
i
Ni∑
j
F∑
k
Nk∑
l
F∑
m
Nm∑
n
( 1
NiNkNm
G(xj−xl,Σij+Σkl).
G(yj − yn,Σij +Σmn)
)
Vx2y2 =
( 1
F 2
F∑
i
Ni∑
j
F∑
k
Nk∑
l
1
NiNk
G(xj − xl,Σij +Σlk)
)
.
( 1
F 2
F∑
i
Ni∑
j
F∑
k
Nk∑
l
1
NiNk
G(yj − yl,Σij +Σlk)
)
Il est à préciser que l’algorithme est exécuté selon un schéma
multirésolution. Une pyramide spline est calculée pour les vo-
lumes à recaler. Les paramètres des transformations obtenus
dans chaque résolution sont validés dans la résolution suivante.
La convergence est satisfaite lorsque les paramètres restent in-
changés pour trois résolutions successives.
3 Résultats
Pour valider notre algorithme, nous avons simulé le problème
du recalage en appliquant des transformations géométriques
(Affines + FFD ) et des déviations du niveau de gris connues
sur un volume initial, Figure 1. L’erreur de recalage a été calcu-
lée en effectuant la moyenne des distances euclidiennes entre le
volume initial et le volume recalé. Pour des données tomoden-
sitométriques (CT-scan) de 512x512x46 Voxels, l’erreur était
de l’ordre de 0.14 (unité pixel). Les paramètres des transforma-
tions correspondent à un déplacement aléatoire compris entre
-10 et 10 (unité pixel) des points de contrôle du modèle FFD.
Le temps de calcul sur un PC {Intel P4 (1GHz),512Mo RAM}
est de l’ordre de 4 min.
Concernant notre travail sur la curiethérapie prostatique [10],
des images CT et IRM de 14 patients ont été utilisées pour éva-
luer la robustesse et le temps de calcul de notre algorithme sur
des données réelles. Nous présentons dans la figure 2 les ré-
sultats de la comparaison entre un recalage automatique utili-
sant notre algorithme et une superposition manuelle effectuée
par un expert. Les données Scanner et IRM sont de 512x512
pixels. L’erreur de recalage était de 0.12 mm pour le recalage
automatique et de 0.20 mm pour le recalage manuelle.
Enfin nous avons comparé notre méthode avec une méthode
basée sur la maximisation de l’information mutuelle normali-
sée. Nous avons noté une amélioration en temps de calcul d’un
facteur 4 environ sans grandes pertes en précision. Les tableaux
1 et 2 montrent les différents résultats obtenus pour un recalage
TDM/IRM. La taille des données TDM était de 512x512x70
voxels et la taille des données IRM était de 256x256x45 voxels.
FIG. 1 – Simulation du problème de recalage par application
de déformations de niveaux de gris et de transformations géo-
métriques connues.
FIG. 2 – Comparaison du recalage TDM/IRM automatique et
manuelle (superposition des structures osseuses). Evaluation
par superposition des grains radioactifs dans la prostate.
TAB. 1 – Recalage par maximisation de l’information mutuelle
normalisée : évaluation du temps de calcul et de l’erreur de
recalage.
Transformation SSD Temps de calcul
Affine 18,54/24,76 4min
Affine+FFD(20 mm) 13,57/21,63 12min
TAB. 2 – Recalage par maximisation de l’information mutuelle
quadratique : évaluation du temps de calcul et de l’erreur de
recalage.
Transformation SSD Temps de calcul
Affine 19,83/22,79 1.5min
Affine+FFD(20 mm) 14,29/20,24 5min
L’erreur du recalage SSD correspond à la somme carrée des dif-
férences d’intensités. Elle est présentée dans les tableaux 1 et 2
en terme de moyenne et d’écart type : m/e.
4 Conclusion
Dans cet article, nous avons présenté un nouvel algorithme
de recalage non-linéaire des images médicales. Nous avons in-
troduit une nouvelle méthode d’estimation non-paramétrique
de la densité de probabilité. Nous avons démontré que l’utili-
sation de l’information mutuelle quadratique combinée à notre
méthode d’estimation à noyau gaussien entraîne une baisse consi-
dérable du temps de calcul de l’algorithme de recalage. Enfin,
nous avons validé notre méthode sur des données multimodales
cliniques.
L’algorithme a été intégré à un système informatique d’aide
à la décision. Il est utilisé quotidiennement dans le service de
neurochirurgie de l’hôpital Sainte-Anne et le service de radio-
logie de l’institut Curie. Les principales applications sont la
stéréotaxie et la curiethérapie prostatique.
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