In the open problem session of the FPSAC'03, R.P. Stanley gave an open problem about a certain sum of the Schur functions (See [20]). The purpose of this paper is to give a proof of this open problem. The proof consists of three steps. At the first step we express the sum by a Pfaffian as an application of our minor summation formula ([8] 
Introduction
In the open problem session of the 15th Anniversary International Conference on Formal Power Series and Algebraic Combinatorics (Vadstena, Sweden, 25 June 2003), R.P. Stanley gave an open problem on a sum of Schur functions with a weight including four parameters, i.e. Theorem 1.1 (See [20] ). The purpose of this paper is to give a proof of this open problem. In the process of our proof, we obtain a Pfaffian identity, i.e. Theorem 3.1, which generalize the Pfaffian identities in [23] . Note that certain determinant and Pfaffian identities of this type first appeared in [16] , and applied to solve some alternating sign matrices enumerations under certain symmetries stated in [13] . Certain conjectures which intensively generalize the determinant and Pfaffian identities of this type were stated in [18] , and a proof of the conjectured determinant and Pfaffian identities was given in [7] . Now we know that various methods may be adopted to prove this type of identities. We can prove it algebraically using Dodgson's formula or usual expansion formula of Pfaffians. Here we state an analytic proof since this proof is due to the author and did not stated in other places. Our proof proceeds by three steps. In the first step we utilize the minor summation formula ( [8] ) to express the sum of Schur functions into a Pfaffian. In the second step we express the Pfaffian by a determinant using a Cauchy type Pfaffian formula (also see [17] , [18] and [7] ), and try to simplify it as much as possible. In the process of this step, it is conceivable that the determinants we treat may be closely related to characters of representations of SP2n and SOm (See [4] , [6] and [9] ). In the final step we complete our proof using a key proposition, i.e. Proposition 4.1 (See [19] and [22] ). At the end of this paper we state some corollaries which generalize Stanley' s open problem to the big Schur functions, and to certain polynomials arising from the Macdonald polynomials. Furthermore, in the forthcoming paper [10] , we study a finite version of Boulet's theorem and present certain relations with orthogonal polynomials and the basic hypergeometric series. In the paper we find more applications of the Pfaffain expression of Stanley's weight ω(λ) obytained in this paper, and also study a certain summation of Schur's Q-functions weighted by ω(λ).
We follow the notation in [15] concerning the symmetric functions. In this paper we use a symmetric function f in n variables (x1, . . . , xn), which is usually written as f (x1, . . . , xn), and also a symmetric function f in countably many variables x = (x1, x2, . . . ), which is written as f (x) (for detailed description of the ring of symmetric functions in countably many variables, see [15] , I, sec.2). To simplify this notation we express the n-tuple (x1, . . . , xn) by Xn, and sometimes simply write f (Xn) for f (x1, . . . , xn). When the number of variables is finite and there is no fear of confusion what this number is, we simply write X for Xn in abbreviation. Thus f (x) is in countably many variables, but f (X) is in finite variables and the number of variables is clear from the assumption.
Given a partition λ, define ω(λ) by
where a, b, c and d are indeterminates, and ⌈x⌉ (resp. ⌊x⌋) stands for the smallest (resp. largest) integer greater (resp. less) than or equal to x for a given real number x. 
Here the sum runs over all partitions λ. Then we have
Here pr = i≥1 x r i denote the rth power sum symmetric function. As a special case of this open problem, if we put b = c = a −1 and d = a, and check the constant term of the both sides, then we obtain the following simple case:
Here the sum runs over all partitions λ such that λ and λ ′ are even partitions (i.e. with all parts even). Then we have
In the rest of this section we briefly recall the definition of Pfaffians. For the detailed explanation of Pfaffians, the reader can consult [11] and [21] . Let n be a non-negative integer and assume we are given a 2n by 2n skew-symmetric matrix A = (aij ) 1≤i,j≤2n , (i.e. aji = −aij), whose entries aij are in a commutative ring. The Pfaffian of A is, by definition,
where the summation is over all partitions {{σ1, σ2}<, . . . , {σ2n−1, σ2n}<} of [2n] into 2-elements blocks, and where ǫ(σ1, σ2, . . . , σ2n−1, σ2n) denotes the sign of the permutation
We call a partition {{σ1, σ2}<, . . . , {σ2n−1, σ2n}<} of [2n] into 2-elements blocks a matching or 1-factor of [2n].
Minor Summation Formula
First we restrict our attention to the finite variables case. Let n be a non-negative integer. We put
where s λ (X2n) is the Schur function corresponding to a partition λ in 2n variables x1, . . . , x2n. Then there is a known formula which is originally due to Littlewood as follows. (See [23] ).
The aim of this section is to prove the following theorem which generalize this identity.
Theorem 2.1. Let n be a positive integer and let ω(λ) be as defined in Section 1. Let
3) be the sum restricted to 2n variables. Then we have
where pij is defined by
Let m, n and r be integers such that r ≤ m, n and let T be an m by n matrix. denote the set of all r-element subsets of S. We cite a theorem from [8] which we call a minor summation formula: Theorem 2.2. Let n and N be non-negative integers such that 2n ≤ N . Let T = (tij ) 1≤i≤2n,1≤j≤N be a 2n by N rectangular matrix, and let A = (aij) 1≤i,j≤N be a skew-symmetric matrix of size N . Then
If we put Q = (Qij) 1≤i,j≤2n = T A t T , then its entries are given by
Here we write ∆
Before we proceed to the proof of Theorem 2.1, we cite a lemma from [8] . The proof is not difficult, but we omit the proof and the reader can consult [8] , Section 4, Lemma 7.
Lemma 2.3. Let xi and yj be indeterminates, and let n is a non-negative integer. Then
Given a partition λ = (λ1, . . . , λm) satisfying ℓ(λ) ≤ m, we associate a decreasing sequence λ + δm which is usually denoted by l = (l1, . . . , lm), where δm = (m − 1, m − 2, . . . , 0). Lemma 2.4. Let n be a non-negative integer. Let λ = (λ1, . . . , λ2n) be a partition such that ℓ(λ) ≤ 2n, and put l = (l1, . . . , l2n) = λ + δ2n. Define a 2n by 2n skew-symmetric matrix A = (αij ) 1≤i,j≤2n by
for i < j, and as αji = −αij holds for any 1 ≤ i, j ≤ 2n. Then we have
Proof. By Lemma 2.3, we have
Since l2i−1 − 1 = λ2i−1 + 2(n − i) and l2j = λ2j + 2(n − j), this Pfaffian becomes
which is easily seen to be (abcd) ( n 2 ) ω(λ). 2 Now we are in the position to give a proof of Theorem 2.1.
Proof of Theorem 2.1. By Theorem 2.2 it is enough to compute
, then, this sum can be divided into four cases, i.e.
We compute each case:
(i) If k = 2r + 1 and l = 2s for r ≥ s ≥ 0, then k=2r+1, l=2s r≥s≥0
In the same way we obtain the followings by straight forward computations.
(ii) If k = 2r and l = 2s for r ≥ s ≥ 0, then k=2r, l=2s r≥s≥0
Summing up these four identities, we obtain
.
It is easy to see the numerator is written by the determinant, and this completes the proof. 2
Cauchy Type Pfaffian Formulas
The aim of this section is to derive (3.4) . In the next section we will use this identity to prove Stanley's open problem. First we prove a fundamental Pfaffian identity, i.e. Theorem 3.1, and deduce all the identities in this section to this theorem. In the latter half of this section we also show that we can derive Sundquist's Pfaffian identities obtained in [23] from our theorem although these identities has no direct relation to Stanley's open problem. In that sense our theorem can be regarded as a generalization of Sundquist's Pfaffian identities (See [23] ). An intensive generalization was conjectured in [18] and proved in [7] . There must be several ways to prove this type of identities. In [23] Sundquist gave a combinatorial proof of his Pfaffian identities. In [7] the authors adopted an algebraic method to prove identities of this type. Here we give an analytic proof of our theorem, in which we regard the both sides of this identity as meromorphic functions and check the Laurent series expansion at each isolated poles in the Riemann sphere. The idea to use complex analysis to prove various determinant and Pfaffian identities is first hinted by Prof. H. Kawamuko to the author, and the auther recognized this can be powerful tool to prove various identities including determinants and Pfaffians. This idea was also used to prove a Pfaffian-Hafnian analogue of Borchardt's identity in [5] . In this section, we first state our theorems and later give proofs of them.
First we fix notation. Let n be an non-negative integer. Let X = (x1, . . . , x2n), Y = (y1, . . . , y2n), A = (a1, . . . , a2n) and B = (b1, . . . , b2n) be 2n-tuples of variables. Set V n ij (X, Y ; A, B) to be
For example, if n = 1, then we have V 1 (X, Y ; A, B) = a1 b1 a2 b2 , and if n = 2, then V 2 (X, Y ; A, B) looks as follows:
a1x1 a1y1 b1x1 b1y1 a2x2 a2y2 b2x2 b2y2 a3x3 a3y3 b3x3 b3y3 a4x4 a4y4 b4x4 b4y4
The main result of this section is the following theorem.
The following proposition is obtained easily by elementary transformations of the matrices and we will prove it later. Proposition 3.2. Let n be a positive integer. Let X = (x1, . . . , x2n) be 2n-tuples of variables and let t be an indeterminate. Then 
and (3.2) immediately implies the following corollary.
Corollary 3.3. Let n be a non-negative integer. Let X = (x1, . . . , x2n), A = (a1, . . . , a2n), B = (b1, . . . , b2n), C = (c1, . . . , c2n) and D = (d1, . . . , d2n) be 2n-tuples of variables. Then
In particular, we have
In the latter half of this section we show that we can derive Sundquist's Pfaffian identities from ours. Let X = (x1, . . . , x2n) and A = (a1, . . . , a2n) be 2n-tuples of variables and let S2n act on each by permuting indices. For compositions α and β of length n, we write
This is to say
Let n be a non-negative integer. Let Pn denote the set of all partitions of the form λ = (α1, . . . , αr|α1 + 1, . . . , αr + 1) in Frobenius notation with αr ≤ n − 1. For example,
We put U n (X; A) = λ∈Pn µ∈Pn a λ,µ (X; A).
Theorem 3.4. Let n be a non-negative integer. Let X = (x1, . . . , x2n) and A = (a1, . . . , a2n) be 2n-tuples of variables. Then From Theorem 3.1, Corollary 3.3 and Theorem 3.4 we obtain the following Pfaffian identities which is obtained in [23] (See [23] , Theorem 2.1).
Now we state the proofs of our theorems. Before we prove Theorem 3.1, we need two lemmas. Let n and r be integers such that 2n ≥ r ≥ 0. Let X = (x1, . . . , x2n) be a 2n-tuple of variables and let 1 ≤ k1 < · · · < kr ≤ 2n be a sequence of integers. Let X (k 1 ,...,kr ) denote the (2n − r)-tuple of variables obtained by removing the variables x k 1 , . . . , x kr from X2n. Lemma 3.6. Let n be a positive integer. Let X = (x1, . . . , x2n) and A = (a1, . . . , a2n) be 2n-tuples of variables. Let k, l be any integers such that 1 ≤ k < l ≤ 2n. Then V n (X, 1 1 1; A, 1 1 1)
where 1 1 1 denotes the 2n-tuple (1, . . . , 1).
Proof. Without loss of generality we may assume that k = 2n − 1 and l = 2n. From the definition, V n (X, 1 1 1; A, 1 1 1) is in the form of
For example, when n = 3, if we substitute x6 = x5 into this determinant, we obtain V n (X, 1 1 1; A, 1 1 1)
.
First subtract the last row from the second last row, and next factor out (a2n−1 − a2n) from the second last row. Then, subtract a2n times the second last row from the last row. Thus we obtain V n (X, 1 1 1; A, 1 1 1) . Now subtract x2n−1 times the second column from the first column, then subtract x2n−1 times the third column from the second column, and so on, until subtract x2n−1 times the nth column from the (n − 1)th column. Next subtract x2n−1 times the (n+2)th column from the (n+1)th column, then subtract x2n−1 times the (n+3)th column from the (n+2)th column, and so on, until subtract x2n−1 times the 2nth column from the (2n−1)th column. If we expand the resulting determinant along the last two rows and factor out (xi − x2n) from the ith row for 1 ≤ i ≤ 2n − 2, then we obtain V n (X, 1 1 1; A, 1 1 1)
(xi − x2n−1)
and this proves our lemma. 2 Lemma 3.7. Let n be a positive integer. Let X = (x1, . . . , x2n), A = (a1, . . . , a2n) and C = (c1, . . . , c2n) be 2n-tuples of variables. Then the following identity holds.
Here 1 1 1 denotes the 2n-tuples (1, . . . , 1).
Proof. It is enough to prove this lemma as an identity for a rational function in the complex variable x2n. Further we may assume x1, . . . , x2n−1 are distinct complex numbers. Denote by F (x2n) the left-hand side, and by G(x2n) the right-hand side. Under this assumption F (x2n) and G(x2n) have only simple poles as singularities, and these simple poles reside at x2n = x k for 1 ≤ k ≤ 2n − 1. First we want to show that
The residue of the function
On the other hand, the residue of the function G(x2n) at x2n = x k is lim
By Lemma 3.6, we see that Resx 2n =x k G(x2n) is equal to Resx 2n =x k F (x2n). Thus it is shown that the principal part of F (x2n) at each singularity coincides with that of G(x2n). Also it is clear that limx 2n →∞ F (x2n) = limx 2n →∞ G(x2n) = 0. Hence we have F (x2n) = G(x2n). 2
Now we are in the position to prove the first theorem in this section.
Proof of Theorem 3.1. First we prove (3.1) when Y = B = D = 1 1 1 = (1, . . . , 1), and deduce the general case to this special case. Thus our first claim is
We proceed by induction on n. When n = 1, it is trivial since V 1 (X, 1 1 1; A, 1 1 1) = a1 − a2 and V 1 (X, 1 1 1; C, 1 1 1) = c1 − c2. Assume n ≥ 2 and the identity holds up to (n − 1). Expanding the Pfaffian along the last row/column and using the induction hypothesis, we obtain
into this identity, we have
Thus, by Lemma 3.7, this equals V n (X, 1 1 1; A, 1 1 1)V n (X, 1 1 1; C, 1 1 1)
, and this proves (3.8). The general identity (3.1) is an easy consequence of (3.8) by substituting
into bi and
the both sides of (3.8) . In fact, if we write X/Y for (x1/y1, . . . , x2n/y2n), A/B for (a1/b1, . . . , a2n/b2n), and C/D for (c1/d1, . . . , c2n/d2n), then we have
Since the denominator of the right-hand side of (3.8) is
xi yi xj yj , the right-hand side of (3.8) becomes
On the other hand, the left-hand side of (3.8) becomes
and this proves (3.1). 2
Next we give a proof of Proposition 3.2.
Proof of Proposition 3.2. From definition, V n (X, 1 1 1+tX
For example, if n = 3, then V 3 (X, 1 1 1 + tX 2 ; X, 1 1 1) is equal to
By expanding (1+tx 
For example, if n = 3, then this determinant equals x3 + tx x6 + tx
. We subtract t times the first column from the (n + 2)th column, and subtract the (n + 1)th column from the second column. Then we subtract t times the second column from the (n + 3)th column, and subtract the (n+2)th column from the third column. We continue this transformations until we subtract t times the (n − 1)th column from the 2nth column, and subtract the (2n − 1)th column from the nth column. Thus we obtain
If we illustrate by the above example, then this determinant looks By the Vandermonde determinant, we can easily conclude that
This completes the proof. 2 denote the set of all r-element subsets of S for any finite set S and a non-negative integer r. Proposition 3.8. Let n be a non-negative integer. Let X = (x1, . . . , x2n) and A = (a1, . . . , a2n) be 2n-tuples of variables. Then we have
where I c = [2n] \ I is the complementary set of I in [2n] and aI = i∈I ai for any subset I ⊆ [2n].
Proof. We write ∆(XI ) = i,j∈I i<j (xi − xj). By the Laplace expansion formula we have
where XI stands for the n-tuple of variables with index set I and XIc stands for the n-tuple of variables with index set I c , and |I| = i∈I i. By (3.9) we easily obtain the desired formula. 2 Proof of Theorem 3.4. As before we apply the Laplace expansion formula to V n (X, 1 1 1 − X 2 ; A, 1 1 1) to obtain
where
. By the Vandermonde determinant, we obtain
Thus we conclude that
Thus, by Proposition 3.8, we complete our proof. 2
Proof of Corollary 3.5. If we substitute x 2 i into xi, xi into ci, and 1 into yi, bi and di for 1 ≤ i ≤ 2n in (3.1), then we obtain
and this proves (3.6).
Next we state a proof of another identity. Substituting t = −1 and bi = 1 for 1 ≤ i ≤ 2n in (3.4), we obtain
Thus, by Theorem 3.4, we immediately obtain the desired identity. This completes the proof. 2
A Proof of Stanley's Open Problem
The key idea of our proof is the following proposition, which the reader can find in [19] , Exercise 7.7, or [22] , Section 3. Our strategy is simple. If we set vn(X2n) to be
then we claim it satisfies
This will eventually prove Theorem 1.1. As an immediate consequence of (2.4), (2.5) and (3.4), we obtain the following theorem:
Theorem 4.2. Let X = (x1, . . . , x2n) be a 2n-tuple of variables. Then 
Then fn(X2n) satisfies fn+1(t, −t, X2n)
. For example, if n = 2 then f3(X6) looks as follows:
β2 β2ζ2 β2ζ 2 2 α3 α3ζ3 α3ζ 2 3 β3 β3ζ3 β3ζ 2 3 α4 α4ζ4 α4ζ 2 4 β4 β4ζ4 β4ζ 2 4 α5 α5ζ5 α5ζ 2 5 β5 β5ζ5 β5ζ 2 5 α6 α6ζ6 α6ζ 2 6 β6 β6ζ6 β6ζ 2 6 . Now we subtract ζ1 times the nth column from the (n+1)th column, then subtract ζ1 times the (n − 1)th column from the nth column, and so on, until we subtract ζ1 times the first column from the second column. Next we subtract ζ1 times the (2n + 1)th column from the (2n + 2)th column, then subtract ζ1 times the 2nth column from the (2n + 1)th column, and so on, until we subtract ζ1 times the (n + 2)th column from the (n + 3)th column. Thus we obtain fn+1(X2n+2) is equal to
if i = 1 and j = 1, β1 if i = 1 and j = n + 2, 0 if i = 1 and j = 1, n + 2, αiζ
If we illustrate in the above example, then this determinant looks
α3 α3(ζ3 − ζ1) α3ζ3(ζ3 − ζ1) β3 β3(ζ3 − ζ1) β3ζ3(ζ3 − ζ1) α4 α4(ζ4 − ζ1) α4ζ4(ζ4 − ζ1) β4 β4(ζ4 − ζ1) β4ζ4(ζ4 − ζ1) α5 α5(ζ5 − ζ1) α5ζ5(ζ5 − ζ1) β5 β5(ζ5 − ζ1) β5ζ5(ζ5 − ζ1) α6 α6(ζ6 − ζ1) α6ζ6(ζ6 − ζ1) β6 β6(ζ6 − ζ1) β6ζ6(ζ6 − ζ1)
Here, if we assume ξ1 = ξ2 and ζ1 = ζ2 hold, then fn+1(X2n+2) is equal to (−1) n α1 β1 α2 β2 · 2n+2 i=3 ξ1 η1 ξi ηi · fn(x3, . . . , x2n+2).
Now we substitute X2n+2 = (t, −t, X2n) into this identity, then, since we have ξ1 = ξ2 = t 2 , ζ1 = ζ2 = t −2 + abcdt 2 and ξ1 η1 ξi ηi
thus we obtain fn+1(t, −t, X2n) = (−1)
This proves our proposition. 2 .
This implies
zn+1(t, −t, X2n) = (−1) (
Thus, substituting (4.4), we obtain the desired identity. 2
Now we are in the position to complete our proof of Stanley's open problem.
Proof of Theorem 1.1. (4.5) immediately implies log zn+1(t, −t, X2n) = log zn(X2n) + log . Thus, putting vn(X2n) as in (4.1), we easily find vn(X2n) satisfies (4.2) from (4.6). This completes our proof of Theorem 1.1. 2
Corollaries
The author tried to find an analogous formula when the sum runs over all distinct partitions by computer experiments using Stembridge's SF package (cf. [2] and [3] ). But the author could not find any conceivable formula when the sum runs over all distinct partitions, and, instead, found the following formula involving the big Schur functions and certain symmetric functions arising from the Macdonald polynomials as byproducts. But, later, Prof. R. Stanley and Prof. A. Lascoux independently pointed out these are derived from Theorem 1.1 as corollaries. Let S λ (x; t) = det (q λ i −i+j (x; t)) 1≤i,j≤ℓ(λ) denote the big Schur function corresponding the partitions λ, where qr(x; t) = Q (r) (x; t) denote the Hall-Littlewood functions (See [15] , III, sec.2).
