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Resum 
Aquest projecte consisteix en aconseguir la sensació d’auto-immersió d’un usuari en una 
escena a través de realitat virtual. L’usuari es visualitzarà en una escena en que un avatar 
imiti els seus moviments de la millor forma possible. Es visualitzarà l’escena a través d’un casc 
de realitat virtual, i per això l’escena serà visualitzada en primera persona. A més s’integraran 
una sèrie de gestos perquè l’usuari pugui interaccionar amb l’escena durant la visualització.  
Els dispositius de realitat virtual utilitzats per complir amb l’objectiu d’aquest treball són la 
Kinect, i un casc de Realitat Virtual, en concret es farà servir el model HTC Vive. La plataforma 
utilitzada per desenvolupar el treball és el motor de videojocs Unity. 
En primer lloc es parlarà de la plataforma de desenvolupament Unity, com és aquest motor i 
el seu llenguatge de programació, el C#. També es mencionarà com s’ha aprés a utilitzar 
aquest programa.  
En segon lloc s’explicaran les tecnologies dels dispositius utilitzats, els potencials d’aquestes 
eines i com recullen la informació per a utilitzar-la després.  
Posteriorment s’explicarà el funcionament de les escenes desenvolupades durant el treball, 
com és el funcionament d’aquestes i perquè s’ha realitzat cada una.  
Per últim es comentaran possibles millores que se li haurien d’aplicar al projecte, i es 
proposaran possibles futures aplicacions partint del treball desenvolupat.  
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1. Glossari 
Totes les definicions estan adaptades al context on apareixen: 
 CRV: Centre de Realitat Virtual, a la facultat de Matemàtiques on s’ha desenvolupat 
tot el projecte. 
 
 RV: Realitat Virtual 
 
 Escena: Lloc virtual on es fa la creació del projecte. Conforma la pantalla principal de 
la plataforma Unity. 
 
 Fps: Frames per segon, número de frames que és capaç de reproduir en un segon. 
Com més frames millor definició tindrà. 
 
 Frame: Imatge instantània en la visualització d’una reproducció. 
 
 GameObject: Cada un dels elements que forma part de una escena de Unity. 
 
 Assets: Carpeta general que conté tots els arxius d’un projecte en Unity. 
 
 Script: Fitxer de text que conté el codi de programació en Unity. 
 
 Joints: Conjunt d’articulacions que formen l’esquelet d’un avatar. 
 
 SDK: Software Development Kit, demostracions vàries de la informació que enregistra 
la Kinect. 
 
 Plugin: Arxiu que fa de pont entre dos programes. Consisteix en fer compatible la 
informació d’un arxiu en una plataforma. 
 
 Demo: Abreviació de demostració, referit a una escena de proba. 
 
 API: Application Programme Interface 
 
 Head Mounted Display: Casc de Realitat Virtual en anglès 
 
 Runtime: Referit al moment en que s’està executant una escena en Unity 
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 Variable booleana : Variable que es fa servir en llenguatges de programació i pot 
prendre dos valors: “True” (Cert) o “False” (Fals). 
 
 Rigging: Esquelet interior que inclou un model. 
 
 Latència: Temps de retard que tarda en reproduir-se un moviment de l’avatar després 
d’haver-se realitzat. 
 
 Path: Recorregut d’arxius per arribar a un de concret. 
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2. Prefaci 
2.1. Origen del projecte 
Aquest projecte forma part d’un conjunt de projectes que és desenvolupen per segona vegada 
a la facultat de Enginyeria Industrial de Barcelona (ETSEIB) sobre Realitat Virtual. El treball 
es desenvoluparà a la Facultat de Matemàtiques i Estadística de la Universitat Politècnica de 
Catalunya on es troben tots els dispositius d’immersió en Realitat Virtual. Aquest projecte ha 
estat impulsat pel tutor del treball, professor del departament de Matemàtiques de l’ETSEIB, i 
pretén crear una xarxa de desenvolupament i recerca amb els diferents dispositius d’immersió 
de RV (Realitat Virtual). En aquest projecte es treballarà amb dos dispositius de RV que són 
la Kinect i les ulleres Head Mounted Display (casc de realitat virtual), en concret amb el model 
de casc HTC Vive.  
Aquest projecte en concret parteix d’una proposta de millora d’un treball portat a terme el 
quadrimestre anterior. El treball del que es partia va ser desenvolupat per l’alumne Daniel 
Riaño titulat “Auto Immersió en aplicacions de Realitat Virtual usant Kinect”. Aquest treball 
consistia en crear un avatar el qual imités els moviment del usuari de la millor forma possible. 
A partir d’aquesta escena es pretén millorar encara més la immersió, visualitzant l’escena en 
primera persona a través de les ulleres de RV. 
2.2. Motivació 
Aquest va ser un projecte que es va trobar en la Borsa de Projectes i Treballs. En la descripció 
d’aquest, es parlava d’un projecte en Realitat Virtual, desenvolupat amb dispositius d’alta 
tecnologia i a través d’una plataforma de creació de videojocs anomenada Unity. Les tres 
característiques del treball em van cridar molt l’atenció.  
En primer lloc sempre m’havia  resultat molt interessant la tecnologia de la Realitat Virtual, i 
poder desenvolupar un treball sobre aquesta feia el treball molt atractiu. A més jo havia tingut 
la oportunitat de provar unes ulleres de Realitat Virtual i m’havia fascinat la visualització d’una 
escena en aquestes. Per últim sempre havia volgut aprendre a utilitzar una plataforma de 
crear videojocs, o entendre com funciona una d’aquestes. Unity és una molt utilitzada en 
aquest àmbit i a més cercant a internet es va trobar que amb aquest programa s’havien 
desenvolupat videojocs molt populars, pel que era molt interessant treballar-hi. 
També cal dir que a l’ETSEIB s’ha treballat amb el llenguatge de programació python. Aquest 
llenguatge sempre m’ha agradat molt i el fet de aprendre a programar amb un altre llenguatge 
com el C# també era una motivació extra. 
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2.3. Requeriments previs 
Per a desenvolupar aquest projecte l’únic requeriment necessari era haver assolit els 
coneixements d’algun llenguatge de programació. Tot i que el llenguatge de desenvolupament 
no és el mateix del que es coneixia, s’ha de tenir uns coneixements mínims per entendre 
l’estructura dels scripts (fitxers amb el codi de programació).  
Per altra banda se sap que es treballava amb un projecte de programació. El fet que inclogui 
programació al darrere pot fer-lo molt frustrant, en certs moments que costa molt avançar. És 
per això que és important tenir en compte com s’està treballant per conscienciar-se de no 
frustrar-se en moments en que no funcioni el que s’intenta.  
 
Aquí pot anar el títol del vostre TFG/TFM  Pág. 9 
 
3. Introducció 
3.1. Objectius del projecte 
La realitat virtual és un conjunt d’escenes i objectes aparentment reals. Aquest conjunt 
d’escenes i objectes es modelen a través de diferents softwares de simulació i es poden 
visualitzar a través de dispositius específics com ulleres de realitat virtual. L’objectiu principal 
d’una escena en realitat virtual és la immersió d’un usuari dins d’aquesta escena aparentment 
real.  
En la majoria d’aplicacions aquest usuari és un mer espectador que visualitza l’escena. En 
altres aplicacions amb una major immersió l’usuari pot interaccionar amb l’escena de diferents 
maneres. El principal inconvenient d’aquestes aplicacions és que durant la visualització de 
l’escena amb les ulleres de realitat virtual l’usuari no veu el seu propi cos, cosa que afecta 
negativament a l’aplicació. Aquest fet pot ser fins i tot perillós i és per això que un dels objectius 
del projecte és aconseguir una immersió en la qual t’identifiquis amb un avatar que distingeixi 
els teus propis moviments i per tant puguis reconèixer el teu cos durant la visualització de 
l’escena. 
L’objectiu principal del projecte serà doncs crear una aplicació d’una auto immersió en una 
escena en la qual un avatar reprodueixi el teu propi cos (a través de l’aparell Kinect v2) i es 
visualitzarà aquesta escena en un dispositiu de realitat virtual (en aquest cas les ulleres de 
realitat virtual HTC Vive). A més, per una major sensació d’immersió, es proposarà una 
interacció amb l’escena visualitzada a través del gestos que farà l’usuari durant la visualització. 
3.2. Abast del projecte 
El projecte consistirà en crear una escena amb la plataforma Unity en la qual es traslladarà la 
informació de la posició de l’usuari captada a través de la Kinect v2 a un model humanoide 
d’un avatar el qual imitarà de la millor manera possible al usuari. Aquest dispositiu ha estat 
dissenyat i desenvolupat per la plataforma Xbox i s’utilitza per aplicacions de videojocs 
d’aquesta consola en les quals l’usuari es troba orientat frontalment respecte el sensor. 
Aquesta orientació serà una de les limitacions del dispositiu i per tant també del projecte ja 
que només es podrà captar la informació de la posició de l’usuari si aquest es troba  de cara 
al sensor, podent girar aquest un angle d’aproximadament 80º cap a la dreta i 80º  cap a 
l’esquerra. Aquesta limitació es comentarà amb més profunditat a l’apartat 5.5. 
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4. La Plataforma de desenvolupament: Unity 
4.1. Introducció a la plataforma 
Unity és un motor de videojocs 3d fundat al 2004 per l’empresa danesa Unity Technologies. 
Es va fundar amb la intenció de proposar una eina a tots aquells desenvolupadors 
independents que no tenen els mitjans de crear el seu propi motor de joc, poguessin 
desenvolupar els seus projectes d’alguna manera. 
Actualment pretén proporcionar un motor de jocs econòmic i accessible per tots els públics. 
La interfície gràfica és molt senzilla i intuïtiva, i té una estructura que permet minimitzar molt 
el codi de programació necessari per moltes aplicacions diferents. 
Un cop realitzada una aplicació en Unity aquesta es pot compilar en diferents aplicacions, com 
Windows, iOS, Android o Linux. A més pot ser utilitzada en consoles com la PS4, la Xbox o la 
Wii. És un motor molt adequat per aquest projecte ja que també permet visualitzar les 
aplicacions en diferents dispositius de realitat virtual (com per exemple les ulleres HTC Vive).  
 
4.2. El llenguatge de programació: C# 
El llenguatge que s’utilitza per programar en Unity és el C# (C Sharp). És un llenguatge que 
deriva del C i el C++ i va ser creat per Microsoft com part de les plataformes .NET.  
L’entorn de desenvolupament  integrat  (IDE)  del projecte, ha estat Visual Studio 2015. Aquest 
programa ha permès la creació dels scripts necessaris de forma molt intuïtiva gràcies a les 
eines de construcció automàtiques o a la fàcil detecció d’errors. 
El C# és un llenguatge de programació força elaborat i tot i que es tenien coneixements de 
llenguatge de programació en Python après a la Universitat, C# difereix molt d’aquest i és per 
això que la desconeixença d’aquest nou llenguatge ha causat complicacions durant tot el 
projecte. La estructura del codi però, sí que és semblant, i és la raó per la qual s’ha pogut 
desenvolupar aquest projecte que inclou molta programació darrere. A més aquest llenguatge 
té infinitats de funcions predeterminades que permeten realitzar moltes operacions diferents 
de forma directe.  
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4.3. Funcionament bàsic de Unity 
El funcionament bàsic de Unity és molt simple. Es crea un projecte i aquest es compon en 
diferents escenes, en les que cada una contenen diferents elements anomenats 
“GameObjects”. El comportament d’aquests es pot modificar assignant-los condicions ja 
creades per la plataforma Unity com per exemple condicions físiques com la gravetat o la 
forma de xocar amb altres GameObjects. També es pot establir un comportament particular 
a través d’un Script, que gràcies al llenguatge de programació C# permet infinitats de 
possibilitats. 
Alhora de crear una escena hi ha molts tipus d’elements, però n’hi ha dos que són 
imprescindibles i que apareixen de forma automàtica al crear una nova escena. El primer és 
la càmera, que establirà el punt de vista des del que s’observa l’escena. El segon és la llum 
que il·luminarà l’escena. A aquests elements també se’ls pot modificar el comportament a 
través de Scripts. Per el cas particular d’aquest projecte es voldrà implementar una càmera 
en primera persona.  
A continuació podem veure la interfície d’un nou projecte de Unity recent creat (Figura 4.3.1). 
La forma en que es visualitza la interfície (Layout) es pot canviar però la més habitual és 
aquesta, anomenada 3:2.  
Figura 4.3.1 Escena recent creada amb un cub 
La finestra número 1 s’anomena Escena (Scene) i és la més general. Des de aquí es pot 
modificar les posicions, rotacions, escala o mides dels GameObjects a través del menú situat 
just a sobre i és la finestra des d’on s’observa millor l’aplicació des del punt de vista del usuari. 
1 
2 3 4 5 
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La finestra número 2 correspon al Joc (Game). És el punt de vista de la càmera dins de 
l’aplicació. Podem veure en l’escena (finestra 1) com la càmera enfoca al cub en la direcció 
dels eixos z. 
A la finestra número 3 podem observar els elements que componen l’escena (Jerarquia, o en 
anglès “Hierarchy”). En aquest cas hi ha la càmera, la llum i el GameObject cub a mode 
d’exemple.  
Més a la dreta a la finestra número 4 hi ha les carpetes del projecte. La carpeta general 
s’anomena “Assets”, i aquí es guardaran els arxius de l’escena. Les aplicacions de Unity solen 
tenir molts arxius importats pel que és molt important ser ordenat des d’aquest punt de vista. 
També és molt útil guardar cada tipus d’arxiu en la seva carpeta, pel que tindrem carpetes 
com Materials, Scripts, Models,... 
Per últim a la finestra número 5 tenim l’Inspector. Des d’aquesta finestra es modificaran les 
característiques dels “GameObjects”. En el cas d’un cub general tenim com a característiques 
“Transform” (posició, rotació i escala), el “Box Collider” (la caixa de col·lisionament), el “Mesh 
Renderer” (el mallat) i el Material. 
 
4.4. El Roll a Ball 
Per aprendre a utilitzar el programa de forma més profunda es va seguir el tutorial de un joc 
anomenat Roll a Ball, recomanat pel professor ponent del projecte. Aquest tutorial està a la 
web oficial de Unity i aporta uns coneixements bàsics per entendre el funcionament de Unity.  
Aquest joc consisteix en dirigir una bola amb els comandaments de les fletxes del teclat fins 
a xocar amb els cubs, fins a col·leccionar els 12 cubs de l’escena (com es pot veure a la 
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Figura). 
Figura 4.3.1 Captures del joc Roll a Ball 
L’escena afegeix també unes vores al pla de joc per evitar que la bola caigui al buit. També 
afegeix un comptador a dalt a l’esquerra que compta el nombre de cubs col·leccionats fins el 
moment, i t’indica que has guanyat. Una complicació afegida és que a l’hora de xocar amb un 
dels cubs aquell cub ha de presentar una animació d’una explosió (amb un so inclòs) i ha de 
desaparèixer. Per últim també presenta una càmera mòbil la qual segueix a la bola que dirigim 
en tot moment. 
Aquesta escena requerirà de 3 scripts ja que hi ha 3 GameObjects amb comportaments 
diferents: La bola, els cubs i la càmera. 
Després d’aquesta període de formació d’autoaprenentatge es va considerar que ja s’havien 
adquirit els coneixements necessaris per començar a desenvolupar el projecte. 
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5. El Dispositiu principal: Kinect V2 
5.1. Història i versions del dispositiu 
La primera versió de la Kinect, anomenada Kinect, va ser llançat al mercat l’any 2010 
desenvolupat per Microsoft per millorar l’experiència amb la consola Xbox 360 (Figura 5.1.1).  
Figura 5.1.1 Fotografia de la primera versió de la Kinect 
Figura 5.1.2 Fotografia de la segona versió, la Kinect v2 
L’objectiu és poder utilitzar la consola Xbox sense la necessitat de tenir un contacte físic amb 
un comandament tradicional sinó que a través d’una interfície d’usuari es reconeguin gestos i 
ordres de veu. 
La segona versió i la utilitzada en aquest projecte és la Kinect v2 (Figura 5.1.2), va ser llançada 
al 2013. Aquesta proposa certes millores que es comentaran a l’apartat 5.4. 
 
5.2. Funcionament de la Kinect V2 
Aquest dispositiu de processament digital d’imatges consisteix en un càmera 3D que a més 
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de la gravació que és capaç de fer també pot detectar la profunditat a la que estan tots els 
objectes que s’estan gravant. A més integra també un sensor en infrarojos, pel que es capaç 
de gravar les imatges sense necessitat de llum exterior. 
Figura 5.1.2 Fotografia de la Kinect v2 amb cada una de les seves parts 
Com es pot veure en la figura superior consta de 4 parts principals: Una càmera RGB, un 
sensor de profunditat, un emissor d’infrarojos i un micròfon de múltiples matrius.  
Figura 5.1.2 Esquema del funcionament de la tecnologia ToF 
La tecnologia amb la qual la Kinect mesura la profunditat s’anomena ToF (Time of Flight). 
Aquesta tecnologia es basa en un emissor de senyals infrarojos i a través d’un receptor 
es mesura el temps que tarda cada senyal en retornar, calculant d’aquesta manera la 
distància a la que es troba cada píxel. A través de mesurar cada un dels píxels es 
reconstrueix la imatge de profunditat de tota l’escena.  
Aquesta tecnologia aporta una de les grans avantatges de la Kinect i és el fet de poder 
mesurar la profunditat sense necessitat de llum exterior, ja les senyals utilitzades per aquest 
cas són raigs infrarojos.  
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5.3. Informació captada pel dispositiu 
Càmera RGB 
La Càmera de la Kinect consisteix en una càmera de resolució 1920x1080 (1080p) amb un 
camp de visió de 70º horitzontals i 60º verticals. La gravació d’aquesta és a uns 30 fps (frames 
per second). Ha estat molt útil ja que en les escenes creades s’ha utilitzat la informació 
captada per aquesta càmera per comparar els moviments de l’avatar amb els reals de l’usuari. 
El sensor de profunditat  
El sensor de profunditat consisteix en un sensor que té un rang entre 0,4m i 4,5m. Com s’ha 
comentat anteriorment mesura la distància de cada píxel i dona una imatge de profunditat 
amb una escala de grisos, com es pot veure en la imatge que tenim a continuació. 
Seguiment de l’esquelet 
La aplicació principal de la Kinect no és la de detectar tots els objectes d’una escena, sinó 
detectar a l’usuari que es troba davant de la pantalla. És per això que la informació més 
important és el seguiment de l’esquelet de l’usuari.  
El dispositiu Kinect v2 és capaç de detectar fins a 6 usuaris en una mateixa aplicació (tot i que 
com es comentarà més tard només ens interessarà el seguiment d’un sol usuari). L’esquelet 
dels usuaris es fa a través de la identificació de 25 joints (articulacions), la unió dels quals 
simulen els ossos principals dels usuaris (Figura 5.3.3).  
 
Figura 5.3.3 Seguiment de l’esquelet de 5 persones 
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La detecció dels joints és en 3 dimensions, el que permet establir una orientació correcte dels 
ossos.  
El seguiment de l’esquelet s’aconsegueix a través d’un algorisme creat per Microsoft que a 
partir de la imatge profunditat classifica cada píxel detectat per rastrejar tot el cos d’una 
persona. Aquesta tecnologia es pot veure esquematitzada com funciona a continuació en la 
Figura 5.3.4  
 
Figura 5.3.4 Funcionament de detecció del seguiment d’un esquelet 
Micròfon de múltiples matrius 
Una alta innovació sobre aquest dispositiu és el reconeixement per veu. Incorpora un micròfon 
per aconseguir aquest efecte. Aquesta informació no era necessària per aquest projecte pel 
que no s’ha estudiat. 
 
5.4. Comparativa amb la versió anterior 
La primera versió de la Kinect va crear unes expectatives molt altes al públic, però quan es va 
llançar al mercat aquesta no va complir amb dites expectatives. Un dels problemes principals 
era els talls del sistema de seguiment de l’esquelet. És per això que una de les millores va ser 
en el sistema de captació de la profunditat.  
La tecnologia que es va utilitzar per el primer dispositiu s’anomena Light Coding. Consisteix 
en un emissor que emet un patró d’infrarojos conegut i en ser captades per un sensor CMOS 
i el patró distorsionat que aquest rep és analitzat mitjançant triangulació per saber-ne la 
profunditat. 
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Figura 5.4.1 Emissió de rajos infrarojos de la primera versió Kinect 
A la figura superior (Figura 5.4.1) podem veure un exemple dels rajos infrarojos emesos en 
un nen. Aquesta fotografia s’ha fet amb una càmera de visió nocturna. 
Després del poc èxit de la primera versió es va crear Kinect v2 que es va desenvolupar amb 
unes especificacions altament superiors a les del primer dispositiu. Les principals millores es 
van fer en primer lloc en la millora de la càmera RGB, que a més de tenir una resolució més 
alta també té un camp de visió millorat. La millora en la tecnologia amb la que es detecta la 
profunditat també va suposar una gran millora, el sensor també té una resolució més alta. Al 
millorar el sensor de profunditat també es va poder millorar el seguiment de l’esquelet. Amb 
les dues versions es podien visualitzar 6 usuaris, però és la segona la que permet el seguiment 
del moviment dels 6 usuaris mentre que la primera versió només en permetia 2. A continuació 
es mostra una taula comparativa de les principals especificacions dels dos dispositius. 
 
 Kinect Kinect v2 
Càmera RGB 640×480 a 30 fps 
1280×960 a 12 fps 
1920×1080 a 30 fps 
Resolució sensor de Profunditat 320×240, 640×480 512x424 
Rang sensor de profunditat [0.4m , 4.0m] [0.4m , 4.5m] 
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Figura 5.4.2 Comparació de les especificacions entre Kinect  i Kinect v2 
A més de les millores en les especificacions el dispositiu Kinect v2 també inclou un plugin nou 
anomenat Visual Gesture Builder, que es comentarà més tard. 
 
5.5. Limitacions del dispositiu 
Tot i la gran quantitat de possibilitats que aquest dispositiu ofereix, també té les seves 
deficiències, i algunes de les limitacions del dispositiu han acotat el projecte en certa manera. 
La Kinect és un dispositiu que està pensat perquè l’usuari el faci servir sempre de forma 
frontal, ja que el videojoc s’emetrà en una pantalla situada davant seu. És per això que el 
dispositiu no té en compte la possibilitat d’estar d’esquenes. El seguiment de l’esquelet és tal 
que no difereix entre estar de cara o d’esquenes al dispositiu. Per aquesta raó en totes les 
escenes del projecte ens situarem sempre de cara a la Kinect.  
Tecnologia del sensor Light coding ToF 
Esquelets seguits 2 amb 20 articulacions 6  amb 25 articulacions 
Seguiment de la cara Si Si + expressions 
Seguiment de les mans No Si  
Camp de visió 57º horitzontal 43º vertical 70º horitzontal 60º vertical 
USB 2.0 3.0 
Sistema Operatiu Windows 7 o superior Windows 8 o superior (64 bits) 
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Un altre obstacle que presenta aquest dispositiu és que pel seu funcionament a través del 
sensor de profunditat no es detecten aquelles zones del cos que estan tapades. Per exemple 
si es col·loca el braç darrere l’esquena és impossible pel sensor de profunditat que el detecti. 
També per la mateixa raó, posicions com els braços creuats (com es pot veure a la Figura 
5.5.1) o posicions en les que no es pugui fer un seguiment correcte del esquelet seran 
descartades en el projecte. Aquest inconvenient es podria solucionar afegint un altre dispositiu 
i sincronitzant el seguiment del esquelet, però s’ha decidit no fer-ho perquè no era un objectiu 
primordial i es pot dur a terme el projecte sense haver de solucionar aquest problema.  
Figura 5.5.1 Posició de braços creuats, en la que Kinect no detecta de forma correcte el cos 
Per últim una altra limitació que té el dispositiu és la forma de representar les mans. Les mans 
són una extremitat del cos molt senzilla al moviment, i tot i que el seguiment del cos té tres 
joints a les mans, no fa sempre un bon seguiment d’aquesta. La pròpia versió de demostració 
del seguiment del cos ja denota com aquesta extremitat es massa sensible, i és per això que 
per aquest projecte s’ha decidit no ajustar el moviment de les mans de l’usuari a l’avatar. Els 
propis resultats que dona el dispositiu de la posició d’aquestes extremitats ja són incorrectes, 
pel que plasmar-ho en un avatar donaria resultats incorrectes. 
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6. El dispositiu secundari: Ulleres HTC Vive 
6.1. Introducció al dispositiu 
Les ulleres HTC Vive són un dispositiu impulsat per l’empresa HTC i Valve. HTC Cooportation 
és una multinacional tailandesa dedica a crear aparells electrònics tot i que es centra sobretot 
en smartphones. Per altra banda Valve Coorportation és una empresa nord americana 
desenvolupadora de videojocs. 
Les HTC Vive són unes ulleres de realitat virtual dissenyades per ser utilitzades en una 
habitació i summergir-se en un món de realitat virtual que permet a l’usuari caminar i 
interaccionar amb l’escena gràcies als seus comandaments 
Figura 6.1.1 Fotografia del dispositiu HTC Vive 
Com podem veure en la imatge superior consta bàsicament de 3 elements. el casc HMD per 
visualitzar les escenes, els controladors i els sensor de seguiment.  
Les especificacions tècniques més rellevants, són les dues pantalles que hi ha en el cascs 
(una en cada ull) amb una resolució de 1080x1200. Els sensors utilitzen la tecnologia 
LightHouse per fer el seguiment del casc en un recinte de 4,6 x 4,6 metres, i dins d’aquest 
tenen una precisió de  menys d’un mil·límetre. Resulta obvi doncs que el seguiment del casc 
és molt millor que el del dispositiu i és per això que s’utilitzarà aquest per alhora de orientat i 
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posicionar el cap de l’usuari dins l’escena.  
Figura 6.1.1 Croquis del funcionament bàsic de la tecnologia LightHouse 
La tecnologia LightHouse és relativament semblant a la que fa servir el dispositiu de la Kinect. 
En aquest cas els dos emissors (sensors de seguiment) inunden l’habitació amb una llum no 
visible per l’èsser humà, i els altres dispositius actuen com a receptors. Els receptors capten 
gràcies als seus múltiples sensors, i aquests calculen el temps que ha passat des de que la 
llum s’ha emès fins que s’ha rebut, i permet calcular la seva posició relativa als sensors. Quan 
es reben les senyals suficients en qualsevol dels receptors aquest a més de saber-se la seva 
posició amb precisió també en podem saber la seva orientació. A la figura 6.1.2 es pot veure 
un croquis d’aquest funcionament de forma molt senzilla. 
Pel que fa als controladors del dispositiu no s’han utilitzat en aquest projecte, ja que el 
seguiment del cos es volia realitzar a través de la Kinect. Un dels objectius del projecte era 
que el usuari pogués interaccionar amb l’escena sense utilitzar cap tipus de comandament 
tradicional, i és per això que s’ha evitat utilitzar-los. 
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7. L’escena principal 
7.1. Implementació de la Kinect V2 
Com s’ha comentat anteriorment, el dispositiu de Kinect va ser creat en primer lloc per ser 
únicament compatible amb Xbox. Més endavant es va veure la possibilitat d’implementar 
aplicacions del dispositiu per PC. Al ser un dispositiu que inicialment estava pensat per fer-se 
servir en una consola al fer la implementació per PC no és trivial la forma de gestionar la 
informació en un ordinador. És per això que Microsoft va crear una llibreria anomenada SDK 
(Software Development Kit) que permet una interacció directe amb el dispositiu des de 
l’ordinador. Aquesta llibreria inclou també proves demo amb diferents tipus de llenguatge. 
 
Figura 6.1.1 SDK Browser 
Podem veure amb en la imatge les diferents llibreries amb els diferents llenguatges que hi ha 
a la part superior. 
Per tal de desenvolupar altres tipus d’aplicacions és necessari poder accedir al màxim número 
de plataformes possibles. És per això que Microsoft va crear un “plugin” per Unity, que fa de 
pont de entre la informació del dispositiu i la plataforma. 
Aquest plugin conté 3 arxius bàsics que son: Kinect.2.0, KinectFace.2.0 i 
KinectVisualGestureBuilder.2.0. Per aquest projecte s’ha utilitzat sobretot el primer i el tercer. 
El plugin KinectFace s’ha fet servir en les escenes Avatar Demo i VGB Demo que es 
desenvolupen als apartats 7.4 i 7.5 respectivament. Tot i que aquest plugin gestiona molta 
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informació sobre el seguiment de la cara, només s’ha fet servir per les rotacions que farà el 
cap. Per poder utilitzar aquests arxius només s’han de importar a una escena de Unity. Al ser 
un plugin extern a la plataforma de Unity l’importarem com a “Custom Pacakge”, és a dir com 
a un paquet personalitzat (sense format habitual). 
Al igual que moltes plataformes de videojocs Unity té una xarxa de fòrums molt gran amb una 
immensa quantitat d’usuaris darrere al igual que Microsoft. Fins i tot existeixen professionals 
dedicats a resoldre dubtes i oferir solucions als possibles dubtes o inconvenients dels usuaris. 
Aquests fòrums són molt útils per compartir el coneixement dels usuaris i resoldre qualsevol 
tipus d’inconveniència que pugui sorgir en el desenvolupament d’una aplicació o bé gràcies 
als professionals al càrrec d’oferir solucions o a usuaris amb un nivell de coneixement més 
elevat. Aquests fòrums han estat molt útils per solucionar problemes que han sorgit durant el 
desenvolupament d’aquest projecte. 
 
7.1.1. El plugin Kinect 2.0 
Aquest és l’arxiu principal del plugin i té la informació sobre el seguiment del cos. Per aprendre 
a gestionar l’informació d’aquesta part del plugin, s’inclou una escena demostració com 
podem veure en la Figura 7.1.1.1. Com podem veure dóna tota la informació de les parts de 
la Kinect comentat a l’apartat 5.3.  
Figura 7.1.1.1 Escena demostració KinectView 
En la imatge superior veiem la informació proporcionada per la Càmera RGB (a dalt a 
l’esquerra). Just a sota se’ns presenta el que capta el sensor de profunditat amb els inflarrojos, 
i a la dreta com representa aquest informació el sensor. Per últim trobem el seguiment de 
l’esquelet al mig.  
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A continuació es pot veure un esquema del funcionament del processament de la informació 
pel dispositiu (flux de programació): 
 
Figura 6.1.1 Flux de programació Kinect v2 
En primer lloc a partir del sensor es decideix amb quina font (Source) es vol treballar. La font 
dependrà del tipus d’informació amb la que es vulgui treballar (qualsevol de les 4 que es 
presenten en la Figura 7.1.1.1) i cada font té un lector (Reader) associat. Cada lector accedirà 
a la informació de cada frame, i aquesta es presentarà de forma diferent segons la font amb 
la que s’estigui treballant. Per exemple la informació del seguiment del cos no serà la mateixa 
que la de la pròpia càmera. 
Les fonts principals són les que apareixen a continuació. S’han fet servir les demos del SDK 
per poder mostrar com és la informació que gestionen cada una d’aquestes. 
ColorFrameSource: Reprodueixen cada píxel en color de la càmera. 
Figura 6.1.2 ColorFrameSource amb la demo del SDK 
DepthFrameSource: Reprodueix la profunditat de cada píxel en escala de grisos, canviant la  
tonalitat segons la profunditat de cada un 
Figura 6.1.3 DepthFrameSource amb la demo del SDK 
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InfraredFrameSource: Reprodueix cada píxel en blanc i negre captat pels infrarojos. No 
s’aprecia en la imatge però la definició és òbviament quelcom inferior a la de la font 
ColorFrameSource 
Figura 6.1.4 ColorFrameSource amb la demo del SDK 
BodyIndexSource: Reprodueix tots els píxels captats i corresponents a un cos de un color 
en concret, i la resta en negre. Com ja s’ha comentat la Kinect és capaç de mantenir el 
seguiment de 6 cossos alhora, cada un d’aquests correspondrà a un color diferent. 
Figura 6.1.5 BodyIndexSource amb la demo del SDK 
BodyFrameSource: Representació del seguiment de l’esquelet a través de punts pels joints 
i línies verdes pels ossos.  
Figura 6.1.1 BodyFrameSource amb la demo del SDK 
De la informació de totes aquestes només s’utilitzarà el BodyFrameSource i el 
ColorFrameSource de forma directe en el treball, tot i que per gestionar la informació del 
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seguiment del cos utilitza totes les altres fonts a través de diferents API’s (Application 
Programming Interface). 
 
7.1.2. El plugin Kinect VGB (Visual Gesture Builder) 
Aquest plugin és una de les grans novetats que presenta el dispositiu Kinect v2 respecte la 
seva versió anterior. Tal i com diu el nom d’aquest, s’utilitza per gestionar gestos personificats 
per l’usuari. La detecció dels gestos és sempre a partir del seguiment de l’esquelet, és a dir 
que la font rellevant per aquest plugin és el BodyFrameSource.  
Els gestos es generen gravant-se primer amb l’aplicació Kinect Studio (inclosa en el SDK) i a 
través de tecnologies de “Machine Learning” el propi dispositiu és capaç de llegir el patró del 
moviment i analitzar la detecció d’aquest posteriorment. A continuació s’exposa el 
procediment de com generar un gest. En concret s’explicarà el gest anomenat “Tocant 
Pantalons” que com s’explicarà a l’apartat 7.5 es farà servir per canviar la textura dels 
pantalons. 
En primer lloc obrim l’aplicació Kinect Studio, connectem la Kinect i gravem un clip fent el gest 
que vulguem enregistrar i detectar posteriorment.  
 
Figura 7.1.2.1 Gravació del gest “Tocant Pantalons” 
És recomanable gravar gestos falsos (que no es corresponguin amb el gest que volem) ja que 
així el patró del gest real difereix molt dels falsos i per tant és més fàcil pel dispositiu poder-lo 
detectar.  
Per altra banda s’ha de tenir en compte les limitacions del dispositiu comentades a l’apartat 
5.5, en concret s’ha de considerar la limitació per la qual la Kinect no és capaç de detectar el 
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seguiment del cos quan una de les parts està tapada. És obvi doncs que el gest que es realitzi 
no sigui visible en tot moment i detectable pel sensor de profunditat.  
Ara editem el clip en el que hem enregistrat el gest, utilitzarem l’aplicació Visual Gesture 
Builder també dins del SDK. Primer es crearà una “Solution” (és com s’anomena l’arxiu 
central), que és on guardarem tots els gestos que es faran servir durant l’escena. S’haurà de 
poder accedir a tots alhora en runtime de l’aplicació (amb l’escena en marxa), per això es 
important situar-los tots en un mateix arxiu.  
 
 
Figura 7.1.2.2 Construcció del gest “Tocant Pantalons”. La primera imatge correspon a un frame True (es realitza 
el gest) i la segona a un frame False (no es realitza el gest) 
A l’esquerra de la imatge podem veure el projecte amb tots els gestos desglossats. Per 
generar cada un dels gestos creem un nou projecte associat amb el gest. Es generen dos 
arxius, el de construcció del gest i el de l’anàlisi d’aquest. 
Inclourem el clip al projecte construcció en primer lloc. Cada frame del clip gravat queda 
enregistrat a la part inferior de la gravació. Hi ha una variable booleana per detectar el gest 
Auto-Immersió en entorns de Realitat Virtual a partir de Kinect i Head Mounted  
Displays.  Pág. 29 
 
que per defecte el seu valor inicial és Fals. Per construir el gest hem de seleccionar tots aquells 
frames en els que s’està realitzant el gest i canviar la variable booleana a True.  
Ara analitzem el gest canviant el clip de lloc a la part d’anàlisi, i veurem com s’ha enregistrat 
el gest a través de la opció “Live Preview”. 
 
Figura 7.1.2.3 Anàlisi del gest “Tocant Pantalons” 
En la imatge superior (Figura 7.1.2.3) podem veure com és la resposta proporcionada en el 
moment de realitzar el gest. Ens dona el nom del gest i la estimació de la confiança amb la 
que aquest gest s’està realitzant que és un factor de 0 a 1. El gràfic de la dreta mostra el 
moment en el que es detecta el gest on cada barra correspon a un frame amb el valor de la 
confiança. Com ja hem comentat a l’inici d’aquest apartat la detecció del gest és molt bona i 
és per això que considerarem que un gest s’està realitzant quan la confiança sigui major al 
10%.  
7.1.3. Implementació de la informació dels plugin 
Per aquest projecte les 3 fonts d’informació més rellevant seran doncs tres, BodySource, 







Figura 7.1.3.1 Script BodySourceManager 
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la escena de Unity a partir d’uns scripts determinats. Per gestionar aquesta informació 
s’utilitzen GameObjects buits, anomenats Managers. A continuació es mostra el script 
BodySourceManager que gestiona les dades del seguiment de l’esquelet:  
1) S’importen les biblioteques de la Kinect 
 
2) Es generen les variables del lector, el sensor i les dades del cos 
 
3) En la funció Start() s’executa només al iniciar el joc i s’encarrega d’iniciar el sensor   
 
4) La funció Update() s’executa en cada frame. S’encarrega de guardar la informació de 
les dades de cada esquelet detectat (dels 6 possibles que és capaç de detectar) i 
emmagatzema la informació dels 25 joints de cada un. 
 
5) La funció OnApplicationQuit() s’encarrega de apagar el sensor i el lector una vegada 
es surt de la aplicació 
Els altres dos scripts, el ColorSourceManager i el GestureSourceManager funcionen de forma 
molt semblant.  
En el cas de la font de color, la informació que s’utilitza és la imatge de la càmera RGB. 
Aquesta informació com ja s’ha comentat anteriorment s’utilitzarà per incloure una pantalla en 
l’escena amb la qual es puguin comparar els moviments reals que l’usuari realitza amb els 
que reprodueix l’avatar. Per fer-ho, simplement cal crear un GameObject en forma de pla al 
que afegirem un script per modificar el seu comportament de forma que el renderitzat d’aquest 
pla sigui la informació que té la font (ColorSourceManager). És a dir, reproduirem la informació 
captada per la font (càmera RGB) en un GameObject en forma de pantalla. 
La gestió de la informació del cos (BodySourceManager) i la dels gestos 
(GestureSourceManager) s’explicarà en els apartats 7.4 i 7.5 respectivament.  
 
7.2. Implementació en Unity de les HTC Vive 
7.2.1. El plugin SteamVR 
Al igual que Microsoft, Valve (empresa creador de les HTC Vive) va crear un plugin per integrar 
les HTC Vive a Unity. Aquest plugin s’anomena SteamVR i està pensat per integrar diferents 
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tipus de Head Mounted Displays. En concret és per utilitzar els cascs HTC Vive i Oculus Rift. 
Aquest plugin és molt intuïtiu d’utilitzar. Simplement cal importar-lo de la mateixa forma que el 
de la Kinect, com a “Custom Pacakge” i s’incorpora a l’escena el que veiem a continuació: 
Figura 7.2.1.1 Escena amb la incorporació del plugin SteamVR 
Com es pot veure a l’escena apareix un rectangle amb la base de color blau. Aquesta és la 
zona en la que els sensors són capaços de captar el moviment del casc. Els elements dels 
que consta el plugin són els següents: 
 
Figura 7.2.1.2 Elements del plugin SteamVR 
L’element principal és el [CameraRig] que és el GameObject del rectangle que veiem a la 
Figura superior. Aquest té 3 fills (el concepte de pares-fills s’explica al següent apartat), que 
són els elements dels que consta el casc, explicats a l’apartat 6: el casc HMD i els dos 
controladors. Els controladors no s’han volgut fer servir en aquest projecte, pel que s’han 
ignorat. El casc conté dos elements, la càmera dels ulls i la càmera de les orelles. La que 
interessa en aquest projecte és la primera. 
Aquest plugin és molt fàcil d’utilitzar ja que els elements dels que consta ja tenen incorporat 
un script que farà adequat el seu comportament. El moviment del casc és captat pels sensors 
i està configurat de forma que s’integri automàticament a l’escena. Com que aquest dispositiu 
és molt més precís que la Kinect, s’utilitzarà per establir la posició de l’avatar en cada frame. 
La integració d’aquest dispositiu a l’escena final s’explica a l’apartat 7.6.3.  
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7.3. L’avatar 
7.3.1. Compatibilitat del model 
L’objectiu principal d’aquest projecte és aconseguir que un avatar imiti de la millor forma 
possible els moviments de una persona. En aquest apartat es parlarà de com ha de ser aquest 
apartat perquè funcioni de forma correcte.  
En primer lloc cal conèixer com agafa la informació de l’esquelet la Kinect. Com ja s’ha 
comentat representa el seguiment del esquelet a través de 25 joints. A continuació podem 
veure una imatge amb la representació de quins són aquests joints:  
Figura 7.3.1.4 Representació del esquelet per la Kinect 
El funcionament de l’esquelet és a través de la unió jeràrquica de joints. Per explicar com 
funciona aquesta relació jeràrquica explicarem primer el concepte d’emparentament pare-fill, 
utilitzat en aquest cas per motors de videojocs com Unity o aplicacions d’animació. Un objecte 
és fill d’un altre quan copia els mateixos moviments i rotacions del pare, és a dir que quan el 
objecte pare fa qualsevol desplaçament el objecte fill es mou de la mateixa manera. 
Anàlogament el mateix passa amb la rotació. En canvi el moviment del objecte fill és 
independent al pare, és a dir els desplaçaments d’aquests no afecten al moviment del objecte 
pare, al igual que les rotacions.  
Aquesta jerarquia és la forma per representar l’esquelet d’un avatar. Ens posem en l’exemple 
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del braç de la Figura 7.3.2.1, on el joint pare és l’ombro (joint 4). El seu joint fill és el colze i 
per tant si movem l’ombro el colze es desplaçarà de la mateixa manera. En canvi les rotacions 
i moviment en el colze no afectaran als de l’ombro.  
Així doncs, l’esquelet de la Kinect queda representat amb un joint central (Spine Base, num 
17 de la figura) i a partir s’estableix la relació jeràrquica de la resta de joints fins arribar a les 
extremitats. 
Per poder representar aquest esquelet amb un avatar haurem de tenir un model amb un 
rigging (esquelet) semblant al de la Kinect. Aquest haurà de tenir a més suficient joints per 
poder representar l’avatar a partir d’aquest esquelet. Unity requereix un mínim de 15 joints per 
poder representar un avatar del tipus humà de forma automàtica.   
Hi ha diferents formats que es poden utilitzar com a models 3D. Unity és compatible amb la 
gran majoria de formats d’animació. Per qüestions de facilitat i tenint en compte que en aquest 
projecte ens centrarem en la reproducció dels avatars agafarem un avatar ja fet, i per tant els 
formats més generals amb un mallat ja fer són .obj, .fbx i .bvh. El primer d’aquests s’ha 
descartat ja que no té un esquelet inclòs en el model. Es podria editar el model i afegir-li un 
esquelet interior a partir de softwares com Maya o Blender, però com hi havia models amb 
l’esquelet ja predeterminat s’ha decidit no utilitzar aquest format. 
Buscant a internet, s’ha trobat una empresa anomenada Mixamo creada al 2008 dedicada a 
vendre i desenvolupar serveis d’animació de personatges en 3D. Els avatars creats per 
l’empresa es poden descarregar a través de la seva pàgina web oficial de forma gratuïta amb 
la única condició de registrar-se. S’han descarregat 3 avatars amb el format .fbx i que 
s’explicaran a continuació. 
7.3.2. Els models utilitzats 
Per crear la millor sensació de immersió possible s’ha buscat models que fossin lo més 
semblants possibles a persones reals. A continuació podem veure els 3 avatars utilitzats. 
Figura 7.3.2.1 Avatars utilitzats en el projecte, de esquerra a dreta Remy, Stefani i Liam 
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Aquests models són arxius .fbx que vol dir que ja tenen el “rigging” incorporat. Quan importem 
aquests models a Unity s’han de generar de forma que cada joint de l’esquelet tingui un 
GameObject associat. La plataforma facilita molt aquesta feina ja que de forma automàtica és 
capaç de reconèixer un esquelet (si aquest té forma humana) i associar cada joint amb la part 
del cos que correspon. A continuació s’adjunta una imatge amb l’exemple de com es genera 
aquest avatar: 
Figura 7.3.2.2 Generació de l’avatar amb Unity a través de l’esquelet 
Es pot veure com el esquelet humà és molt semblant al que utilitzarà la Kinect, i clarament hi 
ha més de 15 joints per poder-lo generar. Així doncs es pot assegurar la compatibilitat d’aquest 
avatar amb la Kinect. D’aquesta forma es pot generar l’avatar amb totes les parts del cos 
anomenades amb el joint que correspon.  
Per aquest model l’esquelet estarà comprès per molts més joints dels que és capaç de seguir 
la Kinect. La majoria d’aquests joints sobrants seran fills d’altres GameObjects que sí seran 
detectats i seguits. És per això que el fet de tenir joints extres no influenciarà negativament 
amb el seguiment del model.  
La raó per la que es van utilitzar aquests avatars en concret és per les diferents textures que 
componen cada part del mallat dels avatars. El mallat d’aquests models està dividit en 
diferents parts com es pot veure a continuació en la Figura 7.3.2.2:  
Figura 7.3.2.3 Parts del cos del model 
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L’avatar consta doncs de 8 parts, el cos, els pantalons, l’acabat de la cara, els ulls el cabell, 
els joints del cos, les sabates i la samarreta. D’aquests, excepte l’esquelet, tots són mallats. 
Per cada un d’aquests mallats el model té associat un material concret, que s’ha d’incloure 
després de importar-los. El que és interessant d’aquests models és que al Material del mallat 
se li poden associar diferents textures incloses quan s’importa l’avatar.  
Es va veure una gran possibiltiat aquí per aconseguir l’objectiu de interaccionar amb l’entorn 
a través dels gestos de la Kinect. El que es va pensar va ser dissenyar diferents gestos per 
canviar la roba que porta l’avatar durant l’escena. La forma d’integrar els gestos per canviar 
la roba s’explicarà a l’apartat 7.6 de l’Escena Principal. 
 
7.4. L’escena Avatar Demo 
7.4.1. Introducció 
L’Avatar Demo és l’escena de la que es partia inicialment per desenvolupar el projecte. 
Aquesta és l’escena per la que l’avatar segueix els teus moviments en 3a persona. Podem 
veure un exemple d’aquesta escena a continuació: 
 
Figura 7.4.1.1 Escena Avatar Demo 
L’escena consta de 2 elements principals, l’avatar i la pantalla, a més dels elements 
secundaris com el terra, i els que inclou l’escena de forma automàtica que són la càmera 
principal i la llum.  
El primer dels elements és la pantalla ColorSource. Com ja s’ha explicat a l’apartat 7.1.3 
consta de dos elements, el GameObject en forma de pla que reprodueix el que capta la 
càmera RGB de la Kinect i el GameObject buit (Manager) que gestiona la informació.  
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En segon lloc l’avatar. L’avatar original de l’escena era un altre, però s’ha inclòs el que es veu 
en la figura per assegurar el bon funcionament del model escollit. En concret, s’ha agafat el 
2n dels tres models, la Stefani.   
Per a reproduir els moviments de l’avatar es fan servir 3 GameObjects o elements.  
 El primer és el GameObject buit que s’ha explicat a l’apartat 7.1.3, el 
BodySourceManager. Tindrà adherit el comportament a través del script 
BodySourceManager amb el que gestiona la informació de l’esquelet captada per la 
Kinect. 
 
 En segon lloc s’utilitza un altre GameObject buit que també farà de Manager. Aquest 
s’anomena AvatarManagerJoint. Es generen tants elements d’aquests com joints es 
vulguin reproduir (AvatarManagerSpineCentral, AvatarManagerShoulderLeft,...), per 
aquesta escena es faran servir 10 joints. El comportament d’aquests el gestiona el 
mateix script per tots, anomenat AvatarManagerBody que s’explica al final d’aquest 
apartat. 
 
 Per últim, cal el GameObject que reproduirà els moviments. L’avatar està comprès per 
GameObjects corresponents a cada joint del cos. A través del script 
AvatarManagerBody es seleccionarà el joint del que es volen reproduir els moviments.  
 
Entendre el funcionament del script AvatarManagerBody és imprescindible per entendre com 
funciona aquesta escena. Aquest script té la estructura següent: 
1) Es defineixen les variables que s’utilitzaran: 
- Variable “Joint” tipus JointTypeChild: Indica el fill del joint de la Kinect que es vol 
detectar 
- Variable “Avatar Part” tipus GameObject 
- Variable “BodySourceManager”: Variable on s’emmagatzema la informació del 
seguiment del cos 
2) Dins la funció Update(): 
- Hi ha condicions (estructures del tipus if) per evitar que s’obtinguin dades nul·les 
- Condició per la que si el joint que s’està detectant és el Spine Base (joint central 
de l’esquelet), la part de l’avatar adquireix la posició que detecta la Kinect per 
aquest joint. 
- Es guarda la rotació obtinguda de cada joint i se li aplica aquesta rotació a la part 
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de l’avatar pare. 
Com les variables declarades a l’inici d’aquest script són públiques es declararan a través de 
l’escena com es pot veure en la imatge a continuació 
 
Figura 7.4.1.2 Declaració de variables del AvatarManagerShoulderLeft 
En concret s’està declarant les variables de la part del cos referida al ombro esquerra. Estarem 
doncs declarant les variables del GameObject AvatarManagerShoulderLeft. S’ha de tenir en 
compte que aquesta escena es vol visualitzar en 3a persona. És per això que al desplegable 
en el que s’escull el joint fill que s’està detectant s’haurà de triar el costat contrari amb el que 
es treballa. Això és degut a l’efecte mirall de la reproducció dels moviments. Com que s’està 
mirant de cara a la pantalla i l’avatar està enfocat en direcció de l’usuari, el braç dret del usuari 
correspondrà al braç esquerra del avatar. Aquest efecte es pot veure més clarament en la 
figura a continuació: 
 
Figura 7.4.1.3 Efecte mirall 
7.4.2. Funcions especials per l’escena 
A més de les funcions principals explicades a l’apartat anterior aquesta escena inclou vàries 
funcions per a minimitzar els errors del seguiment del cos i fer una immersió de la millor forma 
possible. 
Un dels problemes en iniciar l’escena és que els eixos de coordenades que la Kinect utilitzar 
en una rotació i els eixos de coordenades de la part del cos a la que s’aplica la rotació no 
coincideixen. A continuació s’adjunta una imatge en la que es veu aquest problema de forma 
més acurada 
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Figura 7.4.2.1 Diferència d’eixos inicials 
Per calcular la diferència d’eixos inicials es farà servir una funció anomenada 
initialDifference(). Aquesta funció calcula la diferència d’eixos de coordenades entre la Kinect 
i el joint de l’avatar. Un cop calculada aquesta diferència només cal aplicar-la a la rotació de 
cada frame perquè la rotació aplicada sigui la correcta. 
Les escenes amb les que es treballa en el projecte sempre són amb l’objectiu d’imitar els 
moviments d’un sol usuari. Resulta obvi que només hi haurà un avatar el qual representi els 
moviments del usuari i és per això que el seguiment s’ha de realitzar només respecte un 
esquelet. En algun cas mentre s’estigui executant l’escena pot haver-hi una persona que sigui 
detectada involuntàriament pel dispositiu, i això pot induir a errors a l’hora de representar de 
forma correcte els moviments de l’usuari. Per aquesta mateixa raó existeix la funció 
GetClosestBody(). Aquesta funció evita que es detectin altres usuari secundaris. Per fer-ho 
calcula la posició del usuari més proper a la càmera (posició z menor) de cada frame, i recull 
la informació de només aquest avatar. 
Aquestes dues funcions exposades s’inclouen al script BodySourceManager. 
Tot i les grans capacitats per captar informació la Kinect no és un dispositiu perfecte. Com a 
sensor que capta un senyal físic és impossible que no apareguin errors en la mesura i soroll. 
Per a minimitzar els errors en aquestes senyals és imprescindible afegir un filtre i assegurar 
uns resultats més correctes.  
El filtre s’aplicarà a les rotacions, per evitar rotacions brusques entres dos frames consecutius.. 
Aquest filtre guarda els resultats de les rotacions dels frames anteriors i compara la rotació del 
frame actual amb la mitjana de les anteriors. Segons quant difereixi respecte la mitjana dels 
anteriors se li atorgarà un pes entre 0 i 1, i s’afegirà a la mitjana de les rotacions. Posteriorment 
s’aplicarà la rotació amitjanada de tots els frames anteriors a l’avatar. 
En aquest filtre es pot escollir el número de frames anteriors amb el que es calcularà la rotació 
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amitjanada. Com més alt sigui aquest número més suaus i acurats seran els moviments, però 
s’ha de tenir en compte que un alt número també aportarà una latència major. Un número 
adequat de frames es situaria entre 15 i 20. 
Aquest filtre s’aplicarà al script AvatarManagerBody, i s’exposa a continuació per a una millor 
comprensió: 
 
Figura 7.4.2.2 Script del filtratge 
 
7.5. L’escena VGB Demo 
Aquesta escena va ser creada a mode de proba per entendre com gestionar els gestos creats 
pel plugin Visual Gesture Builder. Aquesta escena parteix de l’escena anterior (Avatar Demo). 
La gestió de la informació dels gestos es farà a través d’un GameObject buit que farà de 
Manager (de la mateixa forma com s’ha fet a l’escena explicada a l’apartat anterior), el 
GestureSourceManager. Per gestionar el comportament d’aquest agregarem el script amb el 
mateix nom. L’estructura d’aquest script és molt semblant a la dels altres scripts que gestionen 
informació.  
La part més rellevant és com aquesta capta els resultats de quan s’està realitzant un gest. A 
continuació es mostra la part del script que ho fa: 
 
Figura 7.5.1 Part del script GestureSourceManager 
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La variable Gesture és la llista amb tots els gestos que s’han afegit al projecte, tal i com s’ha 
explicat a l’apartat 7.1.2. El funcionament d’aquest script és el següent:  
1) En primer lloc s’analitza el frame 
2) Si aquest frame no és nul es compara la llista de gestos amb el seguiment 
d’aquests 
3) Si els resultats no són nuls, s’ha detectat un gest, i es calcula la confiança amb la 
que es detecta el gest (out result) 
Per demostrar que la detecció de gestos era la correcte es va voler afegir un element que 
demostrés que el gest que s’estava realitzant era el correcte. Per això es va afegir a l’escena 
un GameObject del tipus text que indiqués quin era el nom del gest que s’estava realitzant.  
Per fer-ho simplement cal declarar una variable pública a l’script GestureSourceManager del 
tipus GameObject i una altra privada del tipus string que prendrà el valor del nom del gest. 
Quan la confiança del gest que s’està realitzant sigui major a 0,1 vol dir que el gest està sent 
realitzat. En cas que cap dels gestos obtingui una confiança major que 0,1 la variable string 
quedarà buida.  
Per aquest projecte s’han creat 6 gestos diferents: “Saludar”, “Seure”, “Swipe Right”, “Swipe 
Left”, “Tocant Pantalons”, “Tocant Panxa”. A continuació es mostra una demostració de 
l’escena amb els 6 gestos que es detecten: 
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Figura 7.5.2 Detecció dels 6 gestos durant l’execució de l’escena VGB Demo 
Els dos primers gestos es van crear a mode de proba per veure com funcionava el plugin i per 
analitzar l’eficàcia d’aquest per detectar-lo. Un cop comprovat el gran potencial d’aquesta eina 
es van afegir gestos més ràpids i per tant difícils de detectar com el “Swipe Right” i el “Swipe 
Left”. Veient que tampoc hi havia cap dificultat per detectar aquests dos es va pensar que 
seria interessant integrar aquests gestos per aconseguir un efecte de canvi de roba durant 
l’execució de l’escena i es van afegir els dos últims gestos, “Tocant Pantalons” per canviar els 
pantalons i “Tocant Panxa” per canviar la samarreta. La forma amb la que es canvia la roba 
s’explica a l’apartat 7.6.2 en l’Escena Final. 
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7.6. L’escena Final 
L’escena final consisteix en la integració de tots els elements dels que s’ha parlat en el projecte 
en una sola escena. Així doncs es pretén aconseguir una visualització a través del casc de 
realitat virtual en primera persona, de forma que l’avatar que representi els moviments ho faci 
de la millor manera possible. 
7.6.1. Integració d’un mirall 
Un dels problemes de una visualització de l’escena en primera persona és que no se sap si 
els moviments imitats per l’avatar són els correctes o no. És per això que es va pensar en la 
idea de integrar un mirall a l’escena. Per fer-ho es va cercar a internet possibles materials 
reflectors que permetessin crear un efecte d’emmirallament. Finalment es va trobar un tutorial 
de com fer un mirall. 
El funcionament d’aquest és molt simple. Primer es crea un GameObject anomenat 
ReflectionProbe i se li indica el seu comportament a través d’un script amb el mateix nom. A 
aquest se li afegirà la propietat de reflectir (propietat que es pot afegir en Unity). Només cal 
que reflecteixi en cada moment la posició adequada del personatge en moviment (l’avatar). A 
l’script ReflectionProbe es declaren 3 elements, el pla que farà de mirall i el personatge que 
es vol reflectir i la direcció en la que enfoca. A través d’una variable privada es mesura la 
distància entre el personatge i el pla. Només cal que en cada frame el element ReflectionProbe 
es col·loqui en la posició oposada respecte el mirall del avatar. Per tant si la direcció en que 
s’enfoca és l’eix Z, la posició respecte els eixos X i Y del element reflexió serà el mateix que 
el de l’avatar, mentre que respecte Z simplement se li ha de sumar la distància respecte el 
pla. A continuació es presenta el script descrit: 
  
Figura 7.6.1.1 Script ReflectionProbe 
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Aquest script és una mica diferent amb els que s’ha treballat ja que està escrit en Java en 
comptes de C#. Això és perquè el tutorial era en Java i es volia assegurar un resultat correcte. 
El resultat definitiu es pot veure a continuació: 
 
Figura 7.6.1.2 Escena Final amb la integració del mirall 
 
7.6.2. L’efecte del canvi de roba 
Un dels objectius del treball era aconseguir algun tipus d’interacció durant l’execució de 
l’escena. Com s’ha explicat anteriorment es va pensar que seria interessant poder canviar de 
roba durant l’escena. La forma de fer-ho és a través dels gestos que es van enregistrar. En 
concret per aquesta part els gestos que es fan servir són els següents: 
 Tocant Panxa: Gest estàtic en que l’usuari toca la panxa. Indica que es vol canviar la 
part de dalt de la roba, la samarreta. 
 
 Tocant Pantalons: Gest estàtic en que l’usuari es toca la part superior dels genolls. 
S’ha decidit tocar aquesta part del cos per no confondre el gest amb el de Tocant 
Panxa. Indica que es vol canviar la part de baix de la roba. 
 
 Swipe Right: Gest dinàmic en el que l’usuari mou la mà dreta, de dreta a esquerra amb 
la palma de la mà oberta. Indica que es vol passar a la següent textura. 
 
 Swipe Left: Gest dinàmic en el que l’usuari mou la mà esquerra, d’esquerra a dreta 
amb la palma de la mà oberta. Indica que es vol retornar a la textura anterior. 
Aquests gestos es poden veure en la imatge 7.5.2 de l’apartat anterior. Per evitar errors s’ha 
decidit que s’havia detectat algun d’aquest gest quan s’havia realitzat durant 5 frames com a 
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mínim. 
Per a dur a terme el canvi de roba s’ha utilitzat l’script GestureSourceManager. A aquest l’hem 
hagut d’afegir les següents variables: 
- “TopRenderer” i “BottomRenderer”: GameObject corresponent al mallat de la part 
de dalt o baix del cos (samarreta o pantalons respectivament) 
- “Top1”, “Top2”, “Top3” i “Bottom1”, “Bottom2”, “Bottom3”: Textures que pot adquirir 
l’avatar, afegint-les als “Renderer’s” 
- “CanviTop” i “CanviBottom”: Variables booleanes que detectaran si s’està canviant 
la roba. 
- “Num1” i “Num2”: Comptador de frames en que es realitza un gest. 
- “Daurat”: Textura que indicarà que es vol canviar el canvi de roba. 
En primer lloc es detectarà el gest Tocant Panxa o Tocant Pantalons. En el moment que això 
passi la part que s’hagi tocat canviarà a una textura daurada (aplicant la textura Daurat al 
GameObject Renderer adequat), i la variable booleana prendrà el valor de True (realitzant el 
canvi). Després es realitzarà el gest Swipe Right o Left que farà pujar o baixar el comptador, i 
quan aquest canviï en 5 unitats es canviarà la textura. 
El funcionament es pot veure més clarament amb l’exemple que hi ha a continuació, en que 
en la primera imatge es canvia la part de dalt de la roba de l’avatar Stefani, del Top1 al Top2 
i en la segona el mateix avatar es canvia la part d’abaix: 
Figura 7.6.2.1 Exemple de canvi de samarreta  
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Figura 7.6.2.2 Exemple de canvi de pantalons 
Es poden veure 3 passos en el canvi de roba, l’estat inicial, el moment en que es realitza el 
gest en que s’indica quina part és la que es vol canviar, i en tercer lloc el gest perquè passi a 
la següent o la anterior textura. 
7.6.3. Escalar l’avatar amb l’altura de l’usuari 
Una de les ventatges de Unity és que les unitats amb les que es treballa són en sistema 
internacional. Això vol dir que la posició dels elements està marcada en metres. Una de les 
millores que es va proposar durant el desenvolupament del projecte va ser que l’avatar 
s’escalés de forma que tingués la mateixa alçada que l’usuari. En aquest apartat s’explica 
com fer-ho. 
En primer lloc el que s’ha fet és mesurar la diferència entre la posició respecte l’eix y del joint 
del cap de l’usuari i el joint dels peus segons la Kinect. Es repeteix l’operació per mesurar la 
distància entre aquests joints respecte l’avatar i després es mesura l’alçada real de l’avatar. 
Per fer aquestes mesures s’ha creat un GameObject en forma de cub i s’ha mesurat l’escala 
respecte l’eix y, com es pot veure en la imatge a continuació: 
Figura 7.6.3.1 Mesura de l’alçada del avatar 
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Per últim, com l’avatar s’ha importat amb escala 1, simplement cal canviar-la adequadament 
segons l’alçada calculada. Això es farà a través del script AvatarManagerBody. 
7.6.4. La integració de la primera persona 
Una de les parts més difícils del treball és integrar les rotacions adequades per revertir l’efecte 
mirall del que s’ha parlat a l’apartat 7.4.2.  
La dificultat d’aquest problema es trobava en que les rotacions amb les que treballa la Kinect 
són Quaternions, una forma d’expressar les rotacions en 4 components en comptes de 3. A 
continuació es pot veure com funcionen els quaternions. 
 
Figura 7.6.4.1 Rotació amb quaternions 
La rotació s’expressa en 4 components corresponents als 3 eixos x, y i z, mentre que la 4a 
component és la w. Les 3 primers components indiquen la direcció d’eix de rotació, mentre 
que la quarta indica la quantitat d’angle respecte la que es gira.  
Al treballar respecte un mirall les rotacions que amb les que s’havia treballat anteriorment no 
eren correctes. Per revertir l’efecte mirall el que s’ha fet és canviar l’eix de rotació amb el que 
giren tots els joints del cos. Tal i com l’avatar està posicionat les rotacions que rep en un braç 
s’apliquen a l’altre, respecte el pla de simetria YZ. A continuació es pot veure més clarament 
aquest efecte. 
Figura 7.6.4.2 Efecte mirall en primera persona. L’eix verd, vermell i blau corresponen al y, x i z respectivament. 
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Per revertir l’efecte mirall respecte aquest pla simplement s’ha canviat les components y i z 
de cada rotació, invertint la direcció de l’eix de rotació respecte aquests components (canviant-
les de signe). Tal i com es veu a la figura al revertir la rotació respecte els eixos y i z l’eix de 
rotació queda de forma correcte (tant en cames com braços), fent que les rotacions d’un dels 
costats de l’avatar corresponguin amb les de l’usuari.  
L’efecte en primera persona ja està aconseguit ja que les rotacions del usuari corresponen 
correctament a les del avatar al costat adequat. Ara només cal afegir el casc. 
7.6.5. Integració del casc HTC Vive 
Per tal d’integrar la càmera del casc a l’escena s’haurà de canviar en primer lloc com el cap 
agafa les rotacions. A partir de declarar un GameObject públic al scipt AvatarManagerBody 
es col·locarà l’objecte càmera del casc (càmere (eyes) del apartat 7.2.1), integrat a través del 
plugin SteamVR. Ara simplement cal associar les rotacions d’aquest element a les del cap. 
Això ho farem canviant la condició del AvatarManager, en que si s’esta treballant amb el joint 
cap, les rotacions associades no seran les de la Kinect sinó que copiarà la rotació del 
GameObject casc HTC. 
Perquè l’avatar es mogui en funció de la posició del casc en la sala s’ha d’establir una relació 
entre el joint central, el Spine Base (espina central) i la posició del cap (que és on anirà el 
casc). Com que aquest joint correspon al joint pare de tot l’esquelet serà l’únic joint a través 
del qual tot l’avatar es desplaçarà quan aquest ho faci. Així doncs es mesurarà la distància 
entre el joint del cap i el joint de la espina central anomenada altura. Un cop fet això s’associarà 
la posició del joint de la espina central amb la del casc en els eixos x i z, i en l’eix y restant-li 
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Figura 7.6.5.1 Visualització de l’escena final, a la primera imatge es veu l’usuari mirant el mirall, i en la segona mirant 
les cap a baix. 
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8. Propostes de millora i futures aplicacions 
8.1. El ForeArmTwist 
Un dels problemes que es volia solucionar de bon principi és el ForeArmTwist. Aquest és un 
problema causat per la forma en la que l’avatar imita els moviments de la persona. Com ja 
s’ha explicat les rotacions que afecten a un joint són les del seu fill. Aquest model sembla 
funcionar per la majoria de tots els joints del cos excepte per la part del canell. El joint del 
canell és capaç de girar 180º respecte el seu os des de la seva posició natural, però el seu 
joint pare no.  
Aquest problema es pot veure en la Figura següent en el que el colze adopta una posició 
antinatural: 
 
Figura 8.1.1 ForeArmTwist 
S’ha invertit molt de temps intentant solucionar aquest problema, però al ser un problema de 
com la Kinect recull les dades ha estat impossible trobar una solució factible. És degut a que 
la rotació del colze s’agafa directament respecte un sol joint, i per això tots els models creats 
a partir de la Kinect tenen aquest mateix problema. Al veure que era un comú als fòrums de 
Microsoft de la Kinect s’ha decidit ignorar, ja que no hi ha cap solució proposada que sigui 
factible. 
8.2. Futures aplicacions de l’escena 
En aquest projecte s’ha vist el gran potencial que té el plugin VGB. Al incloure uns gestos 
personificats permet integrar qualsevol tipus de gest, pel que seria molt interessant 
desenvolupar aquest treball integrant més gestos per aconseguir altres tipus d’aplicacions. 
Una altra possible futura aplicació podria ser afegir altres dispositius de realitat virtual. Per 
exemple l’escena podria contar amb cert so que hauria de ser detectat en l’espai i així millorar 
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l’efecte immersiu. 
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9. Pressupost 
Aquest no és un projecte de gran cost pel que fa al desenvolupament del treball, ja que la gran 
majoria d’aquest es desenvolupament de software. Tot i això si els dispositius utilitzats   
s’haguessin d’obtenir únicament per desenvolupar aquest treball sí que suposaria un preu 
massa elevat. Com ja s’ha dit en la introducció, aquest projecte forma part d’un conjunt de 
treballs que es desenvolupen al CRV i al compartir l’ús dels dispositius el cost total es veu 
molt disminuït.  
La plataforma de desenvolupament del treball és Unity amb la versió Personal 5.4.3f1 (64-bit). 
Aquest software es pot obtenir de forma gratuïta sempre i quan no es faci servir per 
desenvolupar un projecte comercial amb el que s’arribi a guanyar més de 100.000$. Com que 
aquest projecte és purament didàctic no s’ha hagut de  pagar res per aquest software.  
A més Unity des de la versió 5.0 permet als usuaris importar plugins exteriors a la plataforma  
sense tenir la versió avançada del programa (versió Pro), valorada en uns 125$ mensuals. 
Pel que fa al dispositiu principal, la Kinect v2 el seu preu és de 93€ més el seu adaptador de 
54€ per poder-la utilitzar en un ordinador. Al ser un dispositiu que ja va ser utilitzat l’any anterior 
i serà utilitzat en altres treballs podem dir que el seu preu ha estat ben amortitzat.  
La part que encareix més aquest treball és el dispositiu del casc de Realitat Virtual HTC Vive. 
Aquest dispositiu està valorat en uns 1100€ i és un preu massa elevat a pagar per aquest 
treball. El casc però, és utilitzat al CRV per desenvolupar moltes aplicacions, per molts 
treballadors del centre.  
També s’ha de tenir en compte els requeriments per poder desenvolupar aquest treball, i és 
que la Kinect necessita certes especificacions mínimes en l’ordinador. El sistema operatiu ha 
de ser almenys un Windows 8 o superior. La connexió del adaptador a l’ordinador es fa a 
través d’un port USB 3.0 pel que l’ordinador necessita un port USB d’aquest tipus. La gràfica 
ha de tenir Direct 11 X  i la Ram necessàriament ha de ser de 4gB com a mínim.  
El ordinador utilitzat per a desenvolupar el treball és propietat del CRV i compleix els 
requeriments mínims. Aquest ordinador es pot valorar en uns 700€. 
L’últim dels softwares que s’ha fet servir és el paquet Office amb el que s’ha desenvolupat 
aquest document (Word) i esquemes que s’han creat amb PowerPoint. El preu d’una llicència 
és d’uns 149€. 
També s’ha comptabilitzat les hores de treball realitzades que com a enginyer s’han valorat 
en uns 20€/h. S’han afegit les hores del professor ponent d’ajuda i revisió del projecte, unes 
30h valorades en 30€ l’hora. 
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A continuació s’adjunta una taula que resumeix aquests costos: 
 
Figura 9.1 Pressupost del projecte 
Per tant el cost total del treball ha estat d’aproximadament 8996€.
 Número d’hores [h] Cost unitari [€/h] Cost total [€] 
Unity 5.4.3f1 (64-bit) - - 0 
Kinect v2 - - 93 € 
Adaptador - - 54 € 
HTC Vive - - 1100 € 
Ordinador - - 700 € 
Llicència Office - - 149 € 
Feina enginyer 300 h 20 €/h 6000 € 
Feina professor ponent 30 h 30 €/h 900 €  
COST TOTAL - - 8996€ 
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Conclusions 
En el desenvolupament d’aquest projecte s’ha vist el gran potencial de les eines que ofereix 
la Realitat Virtual. És una forma completament nova de concebre el món virtual. Ha estat una 
gran oportunitat poder treballar amb uns dispositius tan sofisticats i s’ha vist un gran futur en 
aquests. A més aquesta tecnologia pot aportar grans beneficis en àmbits com la medicina, en 
que es pot visualitzar per exemple l’interior dels òrgans abans de realitzar una operació. 
També s’ha descobert el gran potencial del plugin de la Kinect VGB. Amb els gestos que es 
poden personificar es pot utilitzar el dispositiu per fer aplicacions diferents a les del seguiment 
d’un cos si es vol.    
S’han aprés uns coneixements molt amplis sobre el funcionament de la Realitat Virtual. A més 
s’ha aprés un llenguatge de programació completament desconegut com és el C#. A través 
de la plataforma de Unity s’ha entès com funciona un programa d’animació, i un motor de 
videojocs completament nou. 
Pel que fa als objectius establerts a l’inici del projecte s’han aconseguit tots, aconseguint una 
aplicació en la que un usuari es pot immersa en un món virtual en que a través dels moviments 
és capaç de controlar un avatar.  
A més, partint d’aquest projecte es pot elaborar una escena més complerta amb un altre tipus 
d’interacció. El projecte pot ser un punt de partida d’un futur estudiant que vulgui iniciar el seu 
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