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Chapter 1
Introduction
During the past 60 years large theoretical and observational efforts have been in-
vested in studying classical novae. The theoretical efforts comprise both numerical
studies and nuclear experiments, while the observational efforts encompass detailed
photometric and spectroscopic analyses at almost all wavelengths. The discovery
of the binary nature of this phenomenon, the first theories that revealed its ther-
monuclear origin and the first one-dimensional hydrodynamical simulations, among
other advances, started to constrain the underlying physics of novae and paved the
road to understand these unique stellar explosions. All these efforts have helped
in constructing a reliable theory, the so-called thermonuclear runaway model, that
provides a solid explanation of several characteristics of nova events. However, being
many and impressive the achievements of this model, there are still many facets of
nova outbursts that remain to be thoroughly explored and for which a satisfactory
explanation is lacking.
1.1 Novae as cataclysmic variables
Cataclysmic variables (hereafter, CVs) are close binary systems composed of a com-
pact object (either a CO or an ONe white dwarf) and a companion star which can be
a main-sequence star, a hydrogen-rich white dwarf, a red giant — known as Algol-like
CVs — a helium white dwarf or a helium star — also known as helium CVs (Iben
& Fujimoto, 2008). Each star is characterized by its Roche lobe, which is defined as
the influence area surrounding the star due to its gravitational field. Matter which is
located within the Roche lobe is bound to the star and cannot escape. In CVs, the
companion star is filling (or almost filling) its Roche-Lobe. It is worth mentioning
that about 25% of all CVs host a magnetic primary star (and thereof, the name of
magnetic CVs). Those CVs that have very strong magnetic fields (B ≥ 107 G) are
named polar CVs. In this group of stars, accretion proceeds along the magnetic poles
of the compact object, and thus, an accretion disk is not formed. In intermediate
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polar CVs, the magnetic field is softer (106 ≤ B ≤ 107 G) and an accretion disk can
be formed, although the inner regions are truncated (Warner, 2008). Classical novae
are a particular sub-class of CVs, in which accretion of hydrogen-rich matter on top
of the surface of the white dwarf causes a thermonuclear runaway. Novae can be
classified as CO or ONe novae, depending on the composition of the accreting white
dwarf (the later being more massive). Because of the high temperatures achieved
during the outbursts, nova envelopes undergo substantial nuclear processing. In-
deed, the nuclear activity in ONe novae goes beyond the CNO mass region, moving
towards the MgAl and NeNa regions, while heavier isotopes are produced.
The existence of novae (stars that become brighter in the sky) has been known for
centuries, but a consistent theory was not accepted until the last century (Duerbeck,
2008). Already in the 18th century, Newton (1726) proposed that novae could be
driven by accretion of comets, and hence would appear as brighter stars in the sky
after burning the extra fuel. Late in the 19th century Pickering (1895), among
others, postulated that some spectral features observed in novae may be explained
by mass ejection from a star. Later on, Schatzman (1949, 1951), Cameron (1959) and
Gurevitch & Lebedinsky (1957) contributed to describe the thermonuclear nature of
classical novae, which indeed was responsible of the sudden explosion on the very
outer layers of the compact star. Again from observational studies, Walker (1954)
postulated the binarity of novae, which translated into a large step towards the
complete knowledge of the phenomenon. Kraft (1963, 1964) confirmed its binary
nature and also introduced the fact that the thermonuclear runaway would take
place after the accreting episode of hydrogen-rich matter on top of the compact star,
an idea that was also suggested by Paczyński (1965). The observational advances
and the thermonuclear studies merged and set the basis of the modern classical nova
theory, which started with the beginning of computational simulations, 40 years ago,
when Sparks (1969) carried out the first hydrodynamical calculation.
1.2 The thermonuclear runaway model
Classical novae are stellar explosions that take place in close stellar binary systems
(José et al., 2006; José & Hernanz, 2007b; Starrfield et al., 2008), with orbital peri-
ods in the range 1-15 h. The primary is a degenerate, white dwarf star, while the
secondary is a low-mass, K-M dwarf, main sequence star (although there is evidence
pointing towards more evolved companions in some cases). The secondary fills its
Roche lobe and matter from its outer layers starts flowing through the inner La-
grangian point L1 (the point at which the two Roche lobes intersect) and spirals in
towards the white dwarf. Since this material carries angular momentum, it forms an
accretion disk around the white dwarf component. A fraction of this material ulti-
mately piles up on top of the white dwarf (for about 105 years). These mass-transfer
episodes result in accretion of hydrogen-rich matter on the primary at typical rates
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ranging from 10−10 to 10−9M yr
−1, accumulating between 10−5 and 10−4M on
top of the white dwarf. Accretion proceeds until T ∼ 2.5×107 K, when the accretion
timescale becomes larger than the nuclear timescale (τacc > τnuc). Matter accumu-
lates and compresses in partially degenerate conditions, due to the high densities
attained. As a result, the envelope is heated, but since the material is degenerate,
the temperature rise is not accompanied by the expansion of the envelope layers,
paving the road for a thermonuclear explosion.
When the temperature is high enough, say T ∼ 107 K, thermonuclear reactions
can take place, first through the pp chains, followed by an extension of the nuclear ac-
tivity towards the CNO cycle. Consequently, hydrogen is ignited, but since pressure
is almost insensitive to temperature, matter undergoes a thermonuclear runaway,
driven by (p,α) and (p,γ) reactions, together with β+ disintegrations (José et al.,
2006). The runaway is basically triggered by the 12C(p,γ)13N reaction (José & Her-
nanz, 2008). However, it is worth mentioning that in low metallicity binaries, some
studies suggest that the triggering reaction could be 14N(p,γ)15O (Shen & Bildsten,
2009), although the importance of 12C(p,γ)13N cannot be excluded at all. Neverthe-
less, the suite of nuclear processes suggested to operate during nova outbursts are
unable to reproduce the observed high metallicities (much above solar) inferred from
the ejecta. Therefore, it is widely accepted that some mixing has to take place at
the core-envelope interface to account for the inferred metallicity enhancements —
typically, Z = 0.25 to 0.50 (Gehrz et al., 1998). This is assumed to operate through
injection of fresh 12C from the outer layers of the white dwarf core into the envelope.
In essence, the mixing process, whose origin has remained unsolved over the past 40
years, is the key ingredient to reproduce the nucleosynthetic pattern inferred from
classical nova explosions.
As the temperature at the base of the envelope increases, burning continues and
nuclear activity settles in the cold mode of the CNO cycle, proceeding via the chain of
reactions 12C(p,γ)13N(β+)13C(p,γ)14N. At this stage, the nuclear timescale becomes
smaller than the dynamical timescale, τnuc < τdyn, and hence burning continues while
the temperature in the accreted envelope keeps raising. Vast amounts of energy are
released that cannot be removed by means of conductive and radiative processes
anymore, and convection sets in. Convection plays a main role in the thermonuclear
runaway, since it will spread the local perturbations and drive further mixing. At
high temperatures, T ∼ 108 K, the timescale for proton capture onto 13N becomes
shorter than the corresponding disintegration time. This leads the nuclear activ-
ity towards the hot CNO cycle, which is basically driven by the chain of reactions
12C(p,γ)13N(p,γ)14O, 14N(p,γ)15O and 16O(p,γ)17F (José & Hernanz, 1998). A frac-
tion of the very abundant and short-lived isotopes 13N (τ1/2 = 866 s),
14O (τ1/2 =
102 s), 15O (τ1/2 = 176 s), and
17F (τ1/2 = 93 s), that are produced in the nuclear re-
actions of the CNO-cycle, are transported to the outermost layers of the envelope by
convection before decaying, because the turnover time for convection is smaller than
the timescale for β+ decays (Starrfield et al., 1972). In the outermost layers of the
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envelope, these isotopes are not destroyed by proton captures because of the lower
temperatures. In these cold layers, these unstable isotopes disintegrate releasing a
huge amount of energy. Degeneracy is then lifted. In fact, this is the key ingredient
that powers the expansion and ejection stages of the explosion, since it provides the
external layers with the required kinetic energy to escape (Starrfield et al., 1972).
As a consequence, it is expected that the products of these β+ disintegrations (i.e.,
13C, 14N, 15N, and 17O) would have sizable abundances in the ejecta.
The thermonuclear runaway that defines a classical nova outburst lasts for a few
minutes and drives peak temperatures between ∼ 1 and 4× 108 K. The suite of nu-
clear processes that operate in the envelope results in non-solar isotopic abundance
ratios in the ejecta. During these events about 10−4 − 10−5M, enriched in CNO
and/or other intermediate-mass elements, are ejected into the interstellar medium
with velocities that achieve ∼ 103 km s−1. In fact, it is believed that novae are
the major sources of 13C and 17O in the Galaxy (José & Hernanz, 1998; José et al.,
2006; José & Hernanz, 2007b; Starrfield et al., 1998, 2008). Moreover, they also con-
tribute, to some extent, to the Galactic abundance of 15N. Other species, like 31P,
32S, or 35Cl can also be produced in the most massive ONe novae (José, 1996; José
& Hernanz, 1998; José, 2005; José et al., 2006; José & Hernanz, 2007b, 2008). Neon
novae can accrete more matter than carbon-oxygen novae because the presence of
12C in the outer white dwarf layers is smaller. Thus, accretion proceeds for a longer
period of time before ignition. Additionally, the level of degeneracy is larger in ONe
novae because of its higher density. All this translates into higher peak temperatures
and a nuclear activity that extends towards heavier isotopes (NeNa and MgAl mass
regions). Instead, carbon-oxygen novae have a more limited production of isotopes,
since the nuclear activity does not proceed beyond the CNO region. The nucleosyn-
thetic endpoint of classical novae explosions is around 40Ca (José & Hernanz, 1998),
but it is worth mentioning that recent studies suggest that explosions in extremely
metal-defficient (primordial) novae may reach Cu-Zn (José et al., 2007; José & Her-
nanz, 2008). Actually, the small range of temperatures and the limited number of
isotopes involved make classical novae unique explosive stellar events that can be
used to constrain nuclear inputs, and vice versa. Several studies have been carried
out to measure accurate rates of the key reactions and to limit their uncertainties
(José et al., 1999a; Iliadis et al., 2002). This issue has a large impact on the accuracy
of the final abundances of the elements synthetized in a nova outburst. Among all
the nuclear processes, some reactions are still affected by large uncertainties (José
et al., 1999a; Iliadis et al., 2002; José et al., 2006). In particular, more efforts should
be made to evaluate and restrict the rates of 18F(p,α), 25Al(p,γ) and 30P(p,γ).
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1.3 Classical novae: observational constraints
The thermonuclear runaway theory described in the previous section is the result of
numerous hydrodynamical calculations. These calculations had been complemented
with observational efforts and nuclear physics experiments to better understand the
physics of classical novae. In particular, the predictions of the thermonuclear run-
away theory need to be confirmed by observations, while nuclear astrophysics pro-
vides more accurate nuclear information. In the following sections, we summarize
the contribution from observations and nuclear astrophysics to the the theory of
classical novae.
1.3.1 Observational properties
The Galactic rate of classical novae explosions is 30 ± 10 yr−1 (Shafter, 2002), but
around the plane and bulge of the Galaxy the rate is larger (Warner, 2008). Nova
explosions have a very distinctive light curve, characterized by a sudden rise in bright-
ness magnitude (by 8–18 magnitudes) and peak luminosities in the range 104–105 L.
Many novae present a pre-maximum halt and a final rise of about 2 magnitudes. This
first phase, which lasts only for a few days is followed by a decline phase, the du-
ration of which varies depending upon the nature of the nova. Payne-Gaposchkin
(1957) classified nova light curves as a function of the time needed to decrease 2
magnitudes. For instance, very fast or fast requiere less than 25 days, while slow
novae would need more than 81 days (250 days for the very slow nova class). Addi-
tionally, some novae experience a quiet decrease of their light curve, whereas some
other exhibit oscillations of about 1.5 magnitudes or go through a transition phase
(decreasing from 7 to 10 magnitudes) for months until recovery (Warner, 2008). All
novae are supposed to recur with periods ranging from ∼ 104 to 105 yr (except for
the recurrent nova class, with recurrence times of ∼ 100 yr) (Warner, 2008).
γ-ray emission is also one of the important signatures of novae. The predicted
emission of γ-rays from novae is closely related to the synthesis of 7Be(7Li), 13N,
18F, 22Na and 26Al. Preliminary studies of the potential γ-ray signatures associated
with such explosions (Clayton & Hoyle, 1974; Clayton, 1981; Leising & Clayton,
1987) already pointed in this direction. From then on, several satellites such as the
International Gamma-Ray Astrophysics Laboratory (INTEGRAL) or the Compton
Gamma-Ray Observatory (CGRO), among others, have surveyed the sky to detect
γ-ray emission. Also, many efforts have been made on the theoretical side to ac-
curately model this γ-ray emission. Both 13N and 18F have short lifetimes (862 s
and 158 min respectively) and disintegrate by emitting positrons, which experience
electron-positron annihilation. Thus, these two isotopes power a line emission at
511 keV and a lower-energy continuum (due to positronium emission and comp-
tonization), with a cut-off at ∼ 20 − 30 keV. 22Na and 26Al instead, have longer
lifetimes, τ = 3.75 yr and τ = 106 yr respectively, and produce line emission at
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1.275 keV and 1.809 keV (detected by HEAO 3 and COMPTEL) respectively, plus
some contribution to the 511 keV line in both cases. 7Be has an intermediate lifetime
(τ = 77 d) and produces an emission line at 478 keV after capturing an electron
(Hernanz, 2008). The electron-positron annihilation line and the continuum pro-
duced right after the outburst, represent the strongest (but shortest) γ-ray signal.
The continuum contains information on the expanding envelope after the explosion
(Gomez-Gomar et al., 1998; Hernanz et al., 1999). Whereas both ONe and CO novae
produce 13N and 18F, the emission corresponding to 7Be is more likely associated
to CO novae (Hernanz et al., 1996), while the emission from 22Na (and 26Al) would
definitely point to an ONe nova (Jose et al., 1997; José et al., 1999b). It is worth
noting that only the cumulative emission from 26Al can be observed, since its life-
time is much longer than the nova recurrence time. Unfortunately, the contribution
of novae to the Galactic levels of 26Al is not well known. Note as well that the
cumulative emission from 22Na could also be observed.
Studies of X-ray emission reveal details of the behavior of classical novae during
their hot stages. Over the past three decades EXOSAT, ROSAT, BEPPOSAX,
CHANDRA and XMM have surveyed the sky and have contributed to constrain
some properties of novae (Krautter, 2008). Basically, X-ray emission manifests as
hard X-rays, due to shocks between the ejecta and the surrounding area, and/or
soft X-rays, related to residual nuclear burning on top of the white dwarf after the
explosion (Starrfield et al., 1974; Starrfield, 1989; Sala & Hernanz, 2005). This X-ray
emission is important since it is known that its duration is linked to the amount of
mass that remains on top of the white dwarf after the outburst. This emission can
last from a few months, for the most massive white dwarfs, to a few years — see
Henze et al. (2009) and references therein. Thus, the soft X-ray emission offers a
unique tool to unveil the possible role of classical and recurrent novae as potential
type Ia supernova progenitors.
The identification of pre-solar grains of putative nova origin also helps in con-
straining the theoretical models (José & Shore, 2008). It is now widely accepted
that novae are factories of presolar grains, as shown by infrared (Evans, 1990; Gehrz
et al., 1998; Gehrz, 1999) and ultraviolet studies (Shore et al., 1994b). Preliminary
studies suggested that presolar nova grains could be identified by a number of spe-
cific signatures due to the overproduction of 13C, 14C, 18O, 22Na, 26Al, 30Si (Clayton
& Hoyle, 1976). For instance, a low 20Ne/22Ne ratio would be a clear signature of
a nova explosion: since noble gases, such as Ne, do not easily condense, this would
be interpreted as due to in situ decay of 22Na trapped in the grain. A few isolated
pre-solar grains, five SiC and two graphite grains, from the Murchison and Acfer
meteorites have shown imprints characteristic of nova nucleosynthesis, such as low
12C/13C and 14N/15N, high 30Si/28Si ratios, close-to-solar 29Si/28Si ratios, a high
26Al/27Al ratio for two of the grains and low 20Ne/22Ne ratio only for one grain
(Amari et al., 2001; Amari, 2002; José et al., 2004). A major concern for the firm
identification of these grains as nova grains was that in order to match grain data,
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models had to assume that the ejected material mixed with ten times close-to-solar
material (José & Shore, 2008). More recently, three additional SiC grains from the
Murchison meteorite were analyzed by Nittler & Hoppe (2005), revealing low carbon
and nitrogen ratios as the previous nova candidate grains but also Ti in non-solar
ratios which pointed towards a supernova progenitor. Although both samples are not
isotopically identical, and Ti production in novae cannot be ruled out under some
extreme conditions, such as low-luminosity white dwarfs (José & Hernanz, 2007a),
slow white dwarf accretors (Glasner & Truran, 2009) or primordial novae (José et al.,
2007), this stresses the need to rely on a large number of isotopes before conclusions
on grain paternity can be firmly established.
1.4 Open questions
As it becomes clear from the previous sections, classical novae have been vastly stud-
ied during the last decades, and using many different tools (observations, theory and
simulations). All these studies have helped to understand the gross features of a nova
explosion. However, there are still some open issues which are needed to complete
the puzzle. Amongst them we mention the following ones. Firstly, there is still some
discrepancy between the amount of ejected mass inferred from observations and the
values reported from hydrodynamic simulations. Indeed, observations yield larger
ejected masses, implying that the contribution of novae to the Galactic abundances
is still uncertain. Another relevant issue is the production of 7Li. The detection of
7Li would confirm one of the predictions of the thermonuclear runaway model, since
current simulations predict a large overproduction of this isotope in CO novae. More
experimental and theoretical efforts are also needed to shed light on the specific con-
tribution of novae to the Galactic 26Al. Also, theoretical models predict the presence
of potential γ-ray emmitters in the nova ejecta. The detection of γ-rays from novae
would confirm important predictions of the thermonuclear runaway model. Another
important and yet unexplained phenomenon is the inhomogeneous distribution of
abundances as seen in the ejecta, an aspect that one-dimensional models cannot re-
produce. Finally, despite the important efforts devoted during the past 20 years to
multi-dimensional nova simulations, the nature of the mixing process that operates
at the core-envelope interface remains still unsolved.
1.5 Mixing in classical novae: a multi-dimensional ap-
proach
Many one-dimensional nova simulations have been performed in the past and most
of them are able to reproduce fairly well the gross observational properties of no-
vae. In particular, these simulations can reasonably account for the abundances in
the ejected material, the nucleosynthetic end-point, the shape of the light curve,
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the luminosity,. . . However, several aspects remain to be explained, as discussed in
the previous sections. Perhaps, the most important ones are that current simula-
tions cannot account for the amount of ejected mass inferred from observations and,
moreover, they cannot provide a convincing explanation for the mixing mechanism
at core-envelope interface. Actually, this is a common drawback of one-dimensional
models, since these simulations cannot account for multi-dimensional effects (like
convection and mixing). Consequently, multi-dimensional hydrodynamical calcula-
tions are required to address these issues and to shed more light on the unexplained
features of classical nova explosions. Finally, it has to be taken into account that the
abundances inferred from the ejected material are intimately related to the mixing
processes on top of the white dwarf and to the precise time at which this mixing
takes place.
To account for the gross observational properties of classical novae — in par-
ticular, a metallicity enhancement above solar values in the ejecta — numerical
models assume mixing between the (solar-like) material transferred from the com-
panion and the outermost layers (CO- or ONe-rich) of the underlying white dwarf.
It is worth mentioning that one-dimensional simulations parameterize this mixing
assuming that an arbitrary percentage of core material is injected into the envelope.
Furthermore, these calculations also use the Mixing Lenght Theory (Böhm-Vitense,
1958) to represent the convective fluid motion, which clearly cannot account for
the gross convective pattern. This is not a satisfactory procedure, and the nature
of the mixing mechanism that operates at the core-envelope interface has puzzled
stellar modelers for about 40 years, since the first one-dimensional nova simulation
was performed (Sparks, 1969). In the past three decades, trying to shed light on
the unkown mixing mechanism has been a priority for the astronomical community.
Several mixing mechanisms have been proposed (Shore et al., 1994a):
1. Diffusive mixing. During the accretion phase, part of the accreted hydrogen
can diffuse inwards and mix with the outermost white dwarf layers. Due to
compression, these hydrogen-rich layers ignite and heavy isotopes from the core
can be convectively transported (Prialnik & Kovetz, 1984; Kovetz & Prialnik,
1985; Fujimoto & Iben, 1992; Iben et al., 1991, 1992). The lower the accretion
rate, the more mixing is found, since hydrogen can diffuse for a longer time.
Thus, the metallicity enhancement seems to depend on the value adopted for
the mass-accretion rate.
2. Shear mixing. Shear can be induced by differential rotation within the accre-
tion disk in such a way that instabilities arise and generate convective motions,
which would mix the material (Durisen, 1977; Kippenhahn & Thomas, 1978;
MacDonald, 1983; Livio & Truran, 1987; Fujimoto, 1988; Sparks & Kutter,
1987; Kutter & Sparks, 1987, 1989). However, this mechanism does not seem
to reproduce the observed mixing. Moreover, the simulations reported by Kut-
1.5 Mixing in classical novae: a multi-dimensional approach 9
ter & Sparks (1987) and Sparks & Kutter (1987) did not result in any nova-like
explosion for different mass-accretion rates.
More recently, another mixing mechanism related to shear has been proposed:
an imposed wind profile on top of the white dwarf star would originate the
formation of gravity waves on the surface. These translate into an effective
mixing at the core-envelope interface when the imposed velocity is high enough
(Rosner et al., 2001; Alexakis et al., 2002; Calder et al., 2002a; Alexakis et al.,
2004a,b).
3. Convective overshoot. Numerical studies suggest that convective overshoot
operating at the innermost layers of the accreted envelope would efficiently
dredge-up material from the core and carry it into the envelope during the
peak of the thermonuclear runaway (Woosley, 1986; Glasner & Livne, 1995;
Glasner et al., 1997, 2007).
The contribution of fluid instabilities should also be taken into account as a po-
tential seed for the CNO enhancement. The role of these instabilities deserves a
special attention, since it is found that Kelvin-Helmholtz (Glasner & Livne, 1995;
Glasner et al., 1997, 2007) and Rayleigh-Taylor instabilities (Shankar et al., 1992;
Shankar & Arnett, 1994) may play an important role and actively take part in the
onset of convection. It is worth mentioning that several mixing mechanisms may act
during different stages of the nova process (during the accretion phase and/or during
the thermonuclear runaway stage) and contribute to the overall metallicity enhance-
ment. Multi-dimensional studies could naturally address these questions and shed
light into the problem, since dimensionality will allow us to track the fluid motion
and the implications derived from convection. The multi-dimensional nova simula-
tion era started 20 years ago with the preliminary studies carried out by Shankar
et al. (1992) and Shankar & Arnett (1994). Although their simulations were a rough
approximation to the problem, they introduced the basis for the next generation of
models mapping a one-dimensional model onto the grid of a code that could follow
the evolution in two or three dimensions. This idea was further developed by Glasner
& Livne (1995); Glasner et al. (1997, 2007) and Kercek et al. (1998, 1999). Up to
date, only these two groups have performed multi-dimensional studies of mixing dur-
ing classical nova explosions. Whereas the first group (Glasner et al., 1997) found
that mixing is basically produced during the outburst, with huge convective cells
that efficiently dredge-up 12C from the core, the second group (Kercek et al., 1998),
did not find any effective mechanism operating at the core-envelope interface during
the thermonuclear runaway and concluded that mixing has to take place much prior
to the late stages of the outburst. Both studies used the same one-dimensional model
as input, and it has been suggested that the reason for the different results obtained
relies on a different choice of the boundary conditions, which are determined by
the different type of codes used: Lagrangian versus Eulerian (Glasner et al., 2005).
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The existing controversy calls for additional multi-dimensional simulations to prop-
erly establish the link between fluid instabilities and mixing during classical nova
explosions.
1.6 Outline of this thesis
The aim of this thesis is the multi-dimensional study of mixing at the core-envelope
interface, describing as well how convection sets in and extends, and how the burn-
ing front starts and propagates. To carry out the calculations we have used the
FLASH code, which is an Eulerian, parallelized multi-dimensional hydrodynamical
code developed at the Flash Center of the University of Chicago. The FLASH code
implements all the basic tools to model stellar explosions, such as classical novae.
The structure of this thesis is as follows: in chapter 2, we present a two-dimensional
simulation of mixing in CO classical novae. This is followed in chapter 3 by a sensitiv-
ity study, aimed at testing the possible influence of the initial perturbation (duration,
strength, location, and size), the resolution adopted, or the size of the computational
domain on the results. In chapter 4, we present the first three-dimensional simula-
tion of mixing up to date. Through these chapters, we also investigate the feasibility
of Kelvin-Helmholtz instabilities as a natural mechanism for self-enrichment of the
accreted envelope with core material, and the interplay between turbulence and the
inhomogeneous abundance distribution observed in the ejecta. Movies of the differ-
ent multi-dimensional simulations are provided in the attached CD-ROM and briefly
described in appendix D. The main conclusions of this thesis and their physical im-
plications are summarized in chapter 5, where we also provide some guidelines for
future work. A detailed description of the FLASH code is presented in appendix A.
This is complemented by a suite of hydrodynamical tests aimed at validating the code
(appendix B), and a description of procedure for mapping the initial one-dimensional
model onto the multi-dimensional grid of Godunov-like schemes (appendix C). Fi-
nally, in appendix E we outline the time requirements of simulations presented in this
thesis, which were performed at the MareNostrum super-computer of the Barcelona
Supercomputing Center.
Chapter 2
Mixing at the core-envelope
interface in nova outbursts
The assumption of spherical symmetry in classical nova models (and in general, in
stellar explosions) excludes an entire sequence of events associated with the way
that a thermonuclear runaway (hereafter, TNR) initiates (presumably as a point-
like ignition) and propagates. The first study of localized TNRs on white dwarfs was
carried out by Shara (1982) on the basis of semianalytical models. He suggested that
heat transport was too inefficient to spread a localized TNR to the entire white dwarf
surface, concluding that localized, volcanic-like TNRs were likely to occur. But his
analysis, based only on radiative and conductive transport, ignored the major role
played by convection on the lateral thermalization of a TNR.
The importance of multi-dimensional effects for TNRs in thin stellar shells was
revisited by Fryxell & Woosley (1982). In the framework of nova outbursts, the
authors concluded that the most likely scenario involves TNRs propagated by small-
scale turbulence. On the basis of dimensional analysis and flame theory, the authors
derived the velocity of the deflagration front spreading through the stellar surface,
in the form vdef ∼ (hP vconv/τburn)1/2, where hP is the pressure scale height, vconv
the characteristic convective velocity, and τburn the characteristic timescale for fuel
burning. Typical values for nova outbursts yield vdef ∼ 104 cm s−1 (that is, the flame
propagates halfway throughout the stellar surface in about ∼ 1.3 days). Shear-
driven mixing induced by accretion of matter possessing angular momentum was
also investigated by Kutter & Sparks (1987), but their numerical simulations failed
to obtain a strong enough TNR to power a nova outburst — see Sparks & Kutter
(1987).
The first multi-dimensional hydrodynamic calculations of this process were per-
formed by Shankar et al. (1992) and Shankar & Arnett (1994). They evolved an
accreting, 1.25M white dwarf with a 1-D hydro code that was mapped into a 2-D
domain (a spherical-polar grid of 25×60 km). The explosive event was then followed
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with a 2-D version of the Eulerian code PROMETHEUS. A 12-isotope network,
ranging from 1H to 17F, was included to treat the energetics of the explosion. Un-
fortunately, the subsonic nature of the problem, coupled with the use of an explicit
code (with a timestep limited by the Courant-Friedrichs-Levy condition), posed se-
vere limitations on the study, which had to be restricted to very extreme (rare) cases,
characterized by huge temperature perturbations of about ∼ 100 − 600%, in small
regions at the base of the envelope. The total computed time was only about 1 sec-
ond. The calculations revealed that instantaneous, local temperature fluctuations
cause Rayleigh-Taylor instabilities. Their rapid rise and subsequent expansion (in
a dynamical timescale) cools the hot material and halts the lateral spread of the
burning front, suggesting that such local temperature fluctuations are not important
in the initiation or early stages of the TNR. The study, therefore, favored the local
volcanic-like TNRs proposed by Shara (1982).
Glasner & Livne (1995) and Glasner et al. (1997) revisited these early attempts
using 2-D simulations performed with the code VULCAN, an arbitrarily Lagrangian
Eulerian (ALE) hydrocode capable of handling both explicit and implicit steps. As
in Shankar et al. (1992), a slice of the star (0.1 πrad), in spherical-polar coordinates
with reflecting boundary conditions, was adopted. The resolution near the envelope
base was around 5×5 km. As before, the evolution of an accreting, 1M CO white
dwarf was initially followed using a 1-D hydro code (to overcome the early, compu-
tationally challenging phases of the TNR), and then mapped into a 2-D domain as
soon as the temperature at the envelope base reached Tb ∼ 108 K. As in the pre-
vious works, the 2-D runs relied on a 12-isotope network. The simulations showed
a good agreement with the gross picture described by 1-D models (for instance, the
critical role played by the β+-unstable nuclei 13N, 14,15O, and 17F, in the ejection
stage, and consequently, the presence of large amounts of 13C, 15N, and 17O in the
ejecta). However, some remarkable differences were also identified. The TNR was
initiated by an ensemble of irregular, localized eruptions at the envelope base caused
by buoyancy-driven temperature fluctuations indicating that combustion proceeds
in a host of many localized flames — not as a thin front — each surviving only a few
seconds. Nevertheless, these authors concluded that turbulent diffusion efficiently
dissipates any local burning around the core, so the fast stages of the TNR cannot be
localized and the runaway must spread through the entire envelope. In contrast to 1-
D models, the core-envelope interface was convectively unstable, providing a source
for the metallicity enhancement of the envelope by means of a Kelvin-Helmholtz
instability — resembling the convective overshooting proposed by Woosley (1986).
Efficient dredge-up of CO material from the outermost white dwarf layers accounts
for ∼ 30% metal enrichment of the envelope (the accreted envelope was assumed
to be solar-like, without any pre-enrichment), in agreement with the inferred metal-
licites in the ejecta from CO novae (Gehrz et al., 1998). Finally, larger convective
eddies were observed, extending up to 2/3 of the envelope height with typical ve-
locities vconv ∼ 107 cm s−1. Despite these differences, however, the expansion and
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progress of the TNR towards the outer envelope quickly became almost spherically
symmetric, although the initial burning process was not.
The results of another set of 2-D simulations were published shortly afterward
by Kercek et al. (1998), which aimed to confirm the general behaviors reported by
Glasner et al. (1997), in this case with a version of the Eulerian PROMETHEUS
code. A similar domain (a box of about 1800×1100 km) was adopted, but using a
cartesian, plane-parallel geometry to allow the use of periodic boundary conditions.
Two resolution simulations were performed, one with a coarser 5×5 km grid as in
Glasner et al. (1997), and a second with a finer 1×1 km grid. The calculations used
the same initial model as Glasner et al. (1997), and produced qualitatively similar but
somewhat less violent outbursts. In particular, they obtained longer TNRs with lower
Tpeak and vejec, caused by large differences in the convective flow patterns. Whereas
Glasner et al. (1997) found that a few, large convective eddies dominated the flow,
most of the early TNR was now governed by small, very stable eddies (with lmax ∼
200 km), which led to more limited dredge-up and mixing episodes. The authors
attributed these discrepancies to the different geometry and, more significantly, to
the boundary conditions adopted in both simulations.
The only 3-D nova simulation to date was performed by Kercek et al. (1999),
adopting a computational domain of 1800×1800×1000 km with a resolution of 8×8×8
km. It produced flow patterns that were dramatically different from those found in
the 2-D simulations (much more erratic in the 3-D case), including mixing by tur-
bulent motions occurring on very small scales (not fully resolved with the adopted
resolution) and peak temperatures being achieved that were slightly lower than in the
2-D case (a consequence of the slower and more limited dredge-up of core material).
The envelope attained a maximum velocity that was a factor ∼ 100 smaller than
the escape velocity and, presumably, no mass ejection (except for a possible wind
mass-loss phase). In view of these results, the authors concluded that CO mixing
must take place prior to the TNR, in contrast to the main results of Glasner et al.
(1997)1.
In summary, two independent studies, that of Glasner et al. (1997) and that of
Kercek et al. (1998), based upon the same 1-D initial model, reached nearly oppo-
site conclusions about the strength of the runaway and its capability to power a fast
nova. The origin of these differences was carefully analyzed by Glasner et al. (2005),
who concluded that the early stages of the explosion, prior to the onset of the TNR
— when the evolution is almost quasi-static — are extremely sensitive to the outer
boundary conditions — see, e.g., Glasner et al. (2007), for a 2-D nova simulation
initiated when the temperature at the envelope base is only 5×107 K). Several outer
1Other multi-dimensional studies (Rosner et al., 2001; Alexakis et al., 2004a,b) focused on the role
of shear instabilities in the stratified fluids that form nova envelopes. They concluded that mixing
can result from the resonant interaction between large-scale shear flows in the accreted envelope and
gravity waves at the interface between the envelope and the underlying white dwarf. However, to
account for significant mixing, a very high shear (with a specific velocity profile) had to be assumed.
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boundary conditions were examined. The study showed that Lagrangian simula-
tions, where the envelope is allowed to expand and mass is conserved, are consistent
with spherically symmetric solutions. In contrast, in Eulerian schemes with a “free
outflow” outer boundary condition — the choice adopted in Kercek et al. (1998) —
the outburst can be artificially quenched.
In light of these conundrums, a reanalysis of the role of late mixing at the
core-envelope interface during nova outbursts seems mandatory. To this end, we
performed an independent 2-D simulation, identical to Glasner et al. (1997) and
Kercek et al. (1998), with another multi-dimensional hydrodynamic code to investi-
gate whether mixing can occur in an Eulerian framework with an appropriate choice
of the outer boundary conditions.
2.1 Models and input physics
The 2-D simulation reported in this chapter used FLASH, a parallelized, hydrody-
namical, Eulerian code based on the piecewise parabolic interpolation of physical
quantities for solving the hydrodynamical equations and with an adaptive mesh
refinement procedure. FLASH also uses a monotonicity constraint (rather than arti-
ficial viscosity) to control oscillations near discontinuities, a feature shared with the
MUSCL scheme of van Leer (1979). For consistency with Glasner et al. (1997) and
Kercek et al. (1998), the same initial model was used. The model was computed by
Glasner et al. (1997) on the basis of a 1-D, implicit hydro code, assuming accretion
of solar composition matter (Z = 0.02) onto the surface of a 1M CO white dwarf
at a rate of 5× 10−9M yr−1. The accumulation of matter in degenerate conditions
drives a temperature increase in the envelope, resulting in a superadiabatic temper-
ature gradient and eventually convective transport. The initial model corresponds
to the time when the temperature at the innermost envelope zone is ≈ 108 K. At
this stage, the mass of the accreted envelope reaches 2×10−5M. This radial profile
has been mapped onto a 2-D cartesian grid of 800×800 km and is initially relaxed
to guarantee hydrostatic equilibrium. The initial computational grid comprises 112
radial layers (including the outermost part of the CO core) and 512 lateral lay-
ers. Calculations rely on the adaptive mesh refinement with a minimum resolution
1.6×1.6 km (simulations with a finer resolution will be presented in chapter 3).
A reduced nuclear reaction network was used to compute the energetics of the
explosion: it consists of 13 isotopes (1H, 4He, 12,13C, 13,14,15N, 14,15,16,17O, and 17F
— as in Glasner et al. (1997) and Kercek et al. (1998) — supplemented with 18F
to include the important 17O(p, γ)18F reaction), linked through a net of 18 nuclear
processes (mainly, p-captures and β+-decays). Reaction rates are taken from Angulo
et al. (1999) and some more recent updates — see José et al. (2006), and references
therein.
Periodic boundary conditions were adopted at both lateral sides, while hydro-
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static boundary conditions are fixed at both the bottom (reflecting) and the top
(outflow).2 The set of boundary conditions are similar to those implemented in
Glasner et al. (1997) and Kercek et al. (1998), but note that the outer computa-
tional grid adopted in Glasner et al. (1997) is Lagrangian instead of Eulerian (to
follow the late expansion stages of the TNR). Finally, energy transport is included
using an effective thermal diffusion coefficient that includes radiative and conductive
opacities (Timmes, 2000).
2.2 Results
In Glasner et al. (1997), significant numerical noise was present at the onset of their
calculations that produced temperature fluctuations of about 10–20%. We intro-
duced (just at the initial time-step) a Gaussian temperature perturbation at the
core-envelope interface of 5%. For comparison, the value in Kercek et al. (1998) was
1%. The size of the initial perturbation was 2 km, much smaller than the contempo-
rary depth of the accreted envelope (∼ 800 km). The initial perturbation produces
fluctuations that move along the core-envelope interface during the first seconds of
the simulations. These fluctuations, in turn, spawn Kelvin-Helmholtz vortices, which
clearly show up about 200 s later (Fig. 2.1), and appear to initiate a turbulent cas-
cade. Filaments and buoyant plumes are fully resolved in these simulations. At this
stage, the fluid is characterized by a large Reynolds number, with a characteristic
eddy length of 50 km, fluid velocities of 105 − 106 cm s−1, and a dynamic viscosity
of 104 P. These Kelvin-Helmholtz instabilities transport unburnt CO-rich material
from the outmost layers of the white dwarf core and inject it into the envelope. The
characteristic eddy turnover time is lconv/vconv ∼ 10 s.
As the Kelvin-Helmholtz vortices grow in size, more CO-rich material is trans-
ferred into the envelope. Convection becomes more turbulent. The initially small
convective eddies merge into huge shells (Fig. 2.2), as seen also in Glasner et al.
(1997). At this stage, the nuclear energy generation rate reaches 1015 erg g−1 s−1,
while the characteristic burning timescale decreases to ∼5 s — Fig. 2.3. The convec-
tive filaments continue growing in size and progressively occupy the whole envelope
length. Although not resolved in these simulations, and in contrast to the 3-D case,
the conservation of vorticity in 2-D forces the largest eddies to grow in an inverse
vorticity cascade, while energy flows to the viscous scale with a distribution that
deviates from the Kolmogorov spectrum — see, e.g., Lesieur et al. (2001), and Shore
(2007). At this time, the temperature at the envelope base reaches ∼ 2 × 108 K,
at fluid velocities of 108 cm s−1 (of the order of the escape velocity, characteristic
of the dynamic phases of the explosion), and a nuclear energy generation rate of
1016 erg −1 s−1 — see Fig. 2.3. The convective turnover time is now ∼ 5 s. The
2Technical details of how boundary conditions are implemented in Godunov-type codes can be
found in Zingale et al. (2002).
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Figure 2.1: Snapshots of the development of Kelvin-Helmholtz instabilities at t = 215 s
(upper left panel), 235 s (upper right), 279 s (lower left), and 498 s (lower right), shown in
terms of 12C mass fraction (in logarithmic scale). The injection of core material driven by
the Kelvin-Helmholtz instabilities translates into a mass-averaged abundance of CNO-nuclei
in the envelope of 0.079, 0.082, 0.089, and 0.17, respectively. The mean CNO abundance at
the end of the simulations reaches 0.20, by mass.
mean CNO abundance in the envelope has increased to 0.20, a value that agrees well
with both the previous simulations by Glasner et al. (1997) and the mean metallici-
ties inferred from observations of the ejecta in non-neon (CO) novae — see José &
Shore (2008). At this stage, since the outer envelope layers had started to escape
the computational (Eulerian) domain, simulations were stopped.
Our 2-D simulations, in agreement with the results reported in Glasner et al.
(1997), show that the progress and extension of the TNR throughout the envelope
occurs with almost spherical symmetry, even though the structure of the ignition is
not. This explains the success of 1-D models in reproducing the gross observational
properties (light curves, velocities of the ejecta, nucleosynthesis) of nova explosions
(Starrfield et al., 2009; Yaron et al., 2005; Starrfield et al., 1998; José & Hernanz,
1998; Kovetz & Prialnik, 1997).
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Figure 2.2: Same as Fig. 2.1, but for the velocity fields at t = 279 s (top) and 498 s (bottom),
superimposed on a plot of the nuclear energy generation rate (in erg g−1 cm−1).
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Figure 2.3: Time evolution of the overall nuclear burning rate.
2.3 Discussion and conclusions
We have analyzed the possible self-enrichment of the solar-composition accreted
envelope with material from the underlying white dwarf during nova outbursts in a
multi-dimensional framework. We have found that a shear flow at the core-envelope
interface (which unlike the spherically symmetric case, does not behave like a rigid
wall) drives mixing through Kelvin-Helmholtz instabilities. Large convective eddies
develop close to the core-envelope interface, of a size comparable to the height of the
envelope (similar to the pressure scale height in 1-D simulations), mixing CO-rich
material from the outermost layers of the underlying white dwarf into the accreted
envelope. The metallicity enrichment achieved in the envelope, Z ∼ 0.20, is in
agreement with observations of CO nova ejecta. Our 2-D simulations also show
that even for a point-like TNR ignition, the expansion and progress of the runaway
is almost spherically symmetric for nova conditions. We note that the adopted
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resolution as well as the size, intensity, and location of the initial perturbation have
a very limited impact on the results, principally affecting the timescale for the onset
of the Kelvin-Helmholtz instability but not the final, mean metallicity. Details will be
extensively discussed in chapter 3. Our results agree with earlier 2-D hydrodynamic
simulations (Glasner et al., 1997) and solve the controversy raised by another 2-D
study (Kercek et al., 1998) that questioned the efficiency of this mixing mechanism,
and hence the corresponding strength of the runaway and its capability to power a
fast nova outburst.
Chapter 3
Mixing in classical novae: a 2-D
sensitivity study
Classical novae are cataclysmic stellar events. Their thermonuclear origin, theorized
by Schatzman (1949, 1951) and Cameron (1959) — see also Gurevitch & Lebedinsky
(1957) and references therein — has been established through multiwavelength ob-
servations and numerical simulations pioneered by Sparks (1969), who performed the
first 1-D, hydrodynamic nova simulation. These efforts helped to establish a basic
picture, usually referred to as the thermonuclear runaway model (TNR), which has
been successful in reproducing the gross observational properties of novae, namely
the peak luminosities achieved, the abundance pattern, and the overall duration of
the event; see Starrfield et al. (2008) and José & Hernanz (2007b) for recent reviews.
Many details of the dynamics of nova explosions remain to be explored. In partic-
ular, there are many observed cases of nonspherical ejecta, inferred from line profiles
during the early stages of the outburst and from imaging of the resolved ejecta,
including multiple shells, emission knots, and chemical inhomogeneities. Although
the broad phenomenology of the outburst can be captured by 1-D calculations, it is
increasingly clear that the full description requires a multi-dimensional hydrodynam-
ical simulation of such outbursts. To match the energetics, peak luminosities, and
the abundance pattern, models of these explosions require mixing of the material
accreted from the low-mass stellar companion with the outer layers of the under-
lying white dwarf. In fact, because of the moderate temperatures achieved during
the TNR, a very limited production of elements beyond those from the CNO-cycle
is expected (Starrfield et al., 1998, 2009; José & Hernanz, 1998; Kovetz & Prialnik,
1997; Yaron et al., 2005), and the specific chemical abundances derived from ob-
servations (with a suite of elements ranging from H to Ca) cannot be explained by
thermonuclear processing of solar-like material. Mixing at the core-envelope interface
represents a likely mechanism.
The details of the mixing episodes by which the envelope is enriched in metals
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have challenged theoreticians for nearly 40 years. Several mechanisms have been
proposed, including diffusion-induced mixing (Prialnik & Kovetz, 1984; Kovetz &
Prialnik, 1985; Iben et al., 1991, 1992; Fujimoto & Iben, 1992), shear mixing at
the disk-envelope interface (Durisen, 1977; Kippenhahn & Thomas, 1978; MacDon-
ald, 1983; Livio & Truran, 1987; Kutter & Sparks, 1987; Sparks & Kutter, 1987),
convective overshoot-induced flame propagation (Woosley, 1986), and mixing by
gravity wave breaking on the white dwarf surface (Rosner et al., 2001; Alexakis
et al., 2004a,b). The multi-dimensional nature of mixing has been addressed by
Glasner & Livne (1995) and Glasner et al. (1997, 2005, 2007) with 2-D simulations
of CO-novae performed with VULCAN, an arbitrarily Lagrangian Eulerian (ALE)
hydrocode capable of handling both explicit and implicit steps. They report an ef-
fective mixing triggered by Kelvin-Helmholtz instabilities that produced metallicity
enhancements to levels in agreement with observations. Similar studies — using the
same initial model as Glasner et al. (1997) — were conducted by Kercek et al. (1998,
1999) in 2-D and 3-D, respectively. Their results, computed with the Eulerian code
PROMETHEUS, displayed mild TNRs with lower peak temperatures and velocities
than Glasner et al. (1997) and insufficient mixing. While Glasner et al. (1997) argue
that substantial mixing can naturally occur close to peak temperature, when the
envelope becomes fully convective and drives a powerful TNR, Kercek et al. (1998)
conclude instead that mixing must take place much earlier: if it occurs around peak
temperature, it leads to mild explosions or to events that do not resemble a nova.
The differences between these studies have been carefully analyzed by Glasner
et al. (2005), who conclude that the early stages of the explosion, before TNR igni-
tion when the evolution is quasi-static, are extremely sensitive to the adopted outer
boundary conditions. They show that Lagrangian simulations, in which the enve-
lope is allowed to expand and mass is conserved, lead to consistent explosions. In
contrast, in Eulerian schemes with a “free outflow” outer boundary condition, the
choice adopted in Kercek et al. (1998), the outburst can be artificially quenched.
The scenario has been revisited in chapter 2 of this thesis and in Casanova et al.
(2010), who show that simulations with an Eulerian scheme — the FLASH code —
and a proper choice of the outer boundary conditions can produce deep-mixing of
the solar-like accreted envelopes with core material. The puzzling results reported
by Kercek et al. (1998) stress the need for a systematic evaluation of the effect that
different choices of model parameters (e.g., the intensity and location of the initial
temperature perturbation, resolution, or size of the computational domain) may have
on the results. To this end, we performed a series of 9 numerical simulations in 2-D
aimed at testing the influence of these parameters on the level of metal enhancement
of the envelope. Here we report the results of these simulations.
This chapter is organized as follows. In section 3.1 we explain our input physics
and initial conditions. Then section 3.2 is devoted to studying the mixing at the
core-envelope interface for our fiducial model. In section 3.3 the effects of the size
of the initial perturbation are analyzed, while in section 3.4 we discuss the effects of
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the size of the computational domain. In section 3.5 we quantify the influence of the
grid resolution. Finally, in section 3.6 we discuss the significance of our results and
draw our conclusions.
3.1 Input physics and initial conditions
The simulations reported in this chapter were performed with FLASH, a parallelized
explicit Eulerian code, based on the piecewise parabolic interpolation of physical
quantities for solving the hydrodynamical equations, and with adaptive mesh refine-
ment — see Fryxell et al. (2000). As in chapter 2 — see also Casanova et al. (2010)
— we used the same initial model as Glasner et al. (1997) and Kercek et al. (1998):
a 1M CO white dwarf that accretes solar composition matter (Z = 0.02) at a rate
of 5× 10−9M yr−1. The model was evolved spherically (1-D) and mapped onto a
2-D cartesian grid, when the temperature at the base of the envelope reached ≈ 108
K. It initially comprised 112 radial layers — including the outermost part of the
CO core — and 512 horizontal layers. The mass of the accreted envelope was about
2× 10−5M. Nuclear energy generation is handled through a network of 13 species
(1H, 4He, 12,13C, 13,14,15N, 14,15,16,17O, and 17,18F), and connected through 18 nuclear
reactions. We adopted the conductive and radiative opacities from Timmes (2000)
and an equation of state based on Timmes & Swesty (2000). Periodic boundary
conditions were imposed on both sides of the computational domain with vertical
hydrostatic equilibrium with an outflow constraint at the top and a reflecting con-
straint at the bottom on the velocity — see Zingale et al. (2002). A summary of the
main characteristics of the 9 models computed in this chapter is given in Table 3.1,
where H is the distance from the perturbation to the initial core-envelope interface,
Rx and Ry
1, δT , and δt are the size, strength, and duration of the temperature
perturbation, and Z the mass-averaged metallicity of the envelope at the end of the
calculations.
In this section, we describe the basic features of our fiducial model A, as a
framework for further discussion of the effect of the parameter choices on our results.
A movie, showing the development of Kelvin-Helmholtz instabilities, in terms of the
12C content, up to the time when the convective front hits the upper computational
boundary, is presented in appendix D (supplementary movie 2D C12.wmv). The
simulation was performed for the conditions of model A, as summarized in Table 3.1.
For all sequences reported in this chapter, the relaxation of the initial model
to guarantee hydrostatic equilibrium, together with the small amount of numerical
viscosity — in contrast with the simulations performed by Glasner et al. (1997) —
requires an initial perturbation close to the core-envelope interface to trigger the
onset of instabilities early in the calculations. The initial perturbation is applied
1The different values adopted for Rx and Ry in models F and G are used to account for the
assumption of a rectangular (rather than square) computational domain.
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Figure 3.1: Snapshot of the development of early instabilities, which later spawn Kelvin-
Helmholtz instabilities, shown in terms of the 12C mass fraction (in logarithmic scale) for
model A, 158 s from the start of the simulation when the core-envelope interface temperature
is Tbase ∼ 1.36× 108 K.
to the temperature using four parameters: strength, location, size and duration.
Model A assumes a top-hat temperature perturbation wherever ((x − x0)/Rx)2 +
((y − y0)/Ry)2 ≤ 1, where x and y are the space coordinates measured from the
center of the perturbation, (x0, y0), and Rx and Ry indicate its spatial extent. We
fixed x0 = 5 × 107 cm in all sequences. The strength of the perturbation is 5%
in temperature in all cases but one (see table 3.1). It is 1 km wide, applied only
during the initial timestep (that is, the temperature is fixed only during 10−10 s),
and imposed on the core-envelope interface (y0 = 5.51 × 108 cm). The resolution
adopted in model A is 1.56× 1.56 km, and the size of the computational domain is
800× 800 km.
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3.2 2-D simulations of mixing at the core-envelope in-
terface
The initial perturbation drives a shear flow that triggers the formation of instabilities
(Fig. 3.1), about 150 s after the start of the simulation. As soon as material from
the core is mixed into the envelope, small convective cells develop. At this early
stage, the fluid has a large Reynolds number, with a characteristic eddy length of 50
km, fluid velocities ranging between v = 105− 106 cm s−1, and a dynamic viscosity2
of 2 × 104 P. The fluid velocity v remains below the speed of sound cs (that is,
the Mach number Ma= v/cs is always less than unity, see Fig. 3.2), hence, the
fluid displays a deflagration rather than a detonation — see Williams (1985), for
a thorough analysis of the differences between flame propagation under detonation
and deflagration conditions. At t = 235 s, the characteristic eddy turnover time
is lconv/vconv ∼ 10 s. The merging of the small convective cells into large eddies,
characteristic of 2-D simulations, with a size comparable to the height of the envelope,
reinforces the injection of CO-rich material into the envelope. Convection becomes
more turbulent. At this stage (t = 450 s), the nuclear energy generation rate exceeds
1015 erg g−1 s−1, while the characteristic convective timescale decreases to ∼ 5 s.
The convection front propagates progressively upwards (Fig. 3.3, top panel), with a
velocity of ∼ 10 km/s, and eventually reaches the top of our computational domain.
The envelope base reaches a peak temperature of 1.64 × 108 K. At this time (t =
496 s), when matter starts to cross the outer boundary of the computational domain,
we stop the calculations because of the Eulerian nature of the FLASH code. At this
final stage, the mean mass-averaged metallicity in the envelope reaches Z ∼ 0.22. It is
worth noting, however, that the convective eddies are still pumping metal-rich matter
through the core-envelope interface. Hence, it is likely that the final metallicity in the
envelope will be larger. The simulation shows that the induced Kelvin-Helmholtz
vortices can naturally lead to self-enrichment of the accreted envelope with core
material to levels that agree with observations and that the expansion and progress
of the runaway is almost spherically symmetric for nova conditions even for a point-
like TNR ignition.
3.3 Effect of the initial perturbation
To quantify the influence of the initial perturbation on our results, we have per-
formed a series of 2-D hydrodynamic tests for a set of different durations, strengths
(intensities), locations and sizes of the perturbation. For simplicity, a top-hat per-
turbation, centered at x0 = 5× 107 cm, has been adopted in all models reported in
2The dynamic viscosity evaluates the resistance to flow of a fluid under an applied force. More
precisely, it is defined as the tangential force per unit area required to move one horizontal plane
with respect to the other at unit velocity when maintaining a unit distance apart by the fluid.
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Figure 3.2: Mach number at two different moments of the simulation, t = 230 s (top panel)
and 496 s (bottom panel), for model A.
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this chapter.
The effect of the duration of the perturbation was checked by means of a test case
(model B), identical to model A but with a perturbation lasting for 10 s. As shown
in Table 3.1, the characteristic timescales for model B, such as the time required for
the first instabilities to show up, TKH, or the time needed by the convective front
to hit the outer boundary, tY , become shorter. The role played by a temperature
perturbation can be understood in terms of the energy injected into the envelope: the
longer the duration of the perturbation, the larger the energy injected, and thus, the
shorter the characteristic timescales of the TNR. This has little effect, however, on
the overall metallicity enhancement in the envelope since a final CNO mass fraction
of ∼ 0.212 was found in model B, whereas ∼ 0.224 resulted in model A.
Both models A and B assumed temperature perturbations of δT ∼ 5% during
the initial timestep ∼ 10−10 s and 10 s, respectively. To test the possible influence
of the strength of the perturbation, a test case with δT ∼ 0.5% (model C) has also
been computed. As shown in Table 3.1 and Fig. 3.4, the time evolution of models A
and C is very similar, and hence, similar final mean CNO mass fractions at the end
of the simulations were found (with Z = 0.209 in model C).
The effect of the location of the perturbation along the vertical axis has also been
studied: whereas model A assumed a temperature perturbation of ∼ 5%, applied at
the innermost envelope shell (y0 = 5.51×108 cm), in model D, a similar perturbation
was placed ∼ 5 km above the core-envelope interface (y0 = 5.515 × 108 cm). Both
models exhibit a very similar temporal evolution, with almost identical times for
the appearance of the first instabilities and for the time required to reach the outer
boundary. Similar envelope mean CNO mass fractions (0.224 and 0.235, respectively)
were also found.
Finally, the influence of the size of the perturbation has also been analyzed.
Whereas model D was evolved with an initial temperature perturbation of size Rx =
1 km and Ry = 1 km, model E assumed Rx = 5 km and Ry = 5 km. As before, very
similar characteristic timescales (see Table 3.1) and final mean CNO mass fractions
(0.235 and 0.209, respectively) were found.
To summarize, the specific choice of the parameters that define the initial temper-
ature perturbation has a negligible effect on metallicity enhancement of the envelope.
3.4 Effect of the size of the computational domain
The choice of the computational domain represents a compromise between compu-
tational time requirements and numerical accuracy. Several considerations constrain
its minimum size. On one hand, the merger of large convective eddies often found in
2-D simulations may be severely affected by the adoption of a small computational
domain. On the other hand, nova outbursts eventually result in mass ejection. With
an Eulerian code such as FLASH, it is not possible to track the material that flows
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Figure 3.3: Top panel: propagation of the convective front as a function of time, for models
A, H, and I. Bottom panel: temperature profile versus radius at two different times, t = 0
s (solid line; Tbase = 9.84 × 107 K) and t = 496 s (dashed line; Tbase = 1.64 × 108 K), for
model A.
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off the grid, and hence, it is important to use domains that are as large as possible
along the radial direction (while being sufficiently wide along the horizontal axis).
Unfortunately, when the initial 1-D model is mapped into the 2-D grid, and relaxed
to guarantee hydrostatic equilibrium, densities quickly underflow values for large
heights (Zingale et al., 2002).
The specific size adopted for most of the models computed in this chapter, i.e.
800× 800 km, is a bit smaller than those used in Glasner et al. (1997) — 0.1πrad, in
spherical-polar coordinates — and in Kercek et al. (1998) — 1800 × 1100 km, in a
cartesian, plane-parallel geometry. In this section, we analyze possible dependences
of the results on the adopted size of the computational domain. To this end, two
additional simulations were performed. In the first one (model F), a wider compu-
tational domain has been adopted (i.e., 1600 × 800 km). In the second (model G),
aimed at testing the influence of the vertical (radial) length, a domain of 800× 1000
km has been used (where the choice of 1000 km results from numerical restrictions
that limit the vertical extent of our computational domain).
As shown in Table 3.1, the horizontal width (model F) has no noticeable effect
on the timescales of the simulations, either for the time required for the onset of the
first instabilities or for the time required for the convective front to reach the outer
boundary. The mass-averaged CNO abundance in the envelope reached ∼ 0.206 at
the end of this simulation, close to the value found for model A. These results confirm
that 800 km is an appropriate choice for the width of the computational domain,
stressing that above a threshold value the course of the TNR is insensitive to the
adopted width, in agreement with the sensitivity study performed by Glasner et al.
(2007).
The specific length adopted along the vertical direction (see model G), while
unimportant for the time of appearance of the instabilities (around 155 s after the
start of the simulation, as in model A), affects the time required to reach the outer
boundary, located 200 km above the value adopted for model A. Moreover, the larger
extension of the computational domain along the radial (vertical) direction allows
the convective eddies to pump additional metal-rich core material into the envelope
compared with all the simulations reported previously in this paper. Indeed, the
mean, mass-averaged metallicity in model G achieves the largest value of all the
simulations reported, ∼ 0.291. This result suggests that the likely mean mass-
averaged metallicity driven by Kelvin-Helmholtz instabilities should be Z ≈ 0.3. In
summary, we conclude that the size of the computational domain, above a certain
threshold value, has little influence on the physical quantities that are more directly
related with the mixing process at the core-envelope interface.
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Figure 3.4: Top panel: time evolution of the nuclear energy generation rate (in erg s−1)
for the 9 models computed in this chapter. Bottom panel: final CNO mass fraction versus
radius.
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3.5 Effect of the grid resolution
All simulations discussed so far (e.g., models A to G) were performed with a res-
olution of 1.56 × 1.56 km, a value similar to the minimum resolutions adopted in
Glasner et al. (1997) which is roughly ∼ 1.4 × 1.4 km, and in Kercek et al. (1998),
1×2 km. To quantitatively assess the possible effect of the resolution, two additional
test cases were computed with exactly the same input parameters as in model A but
with two different resolutions: 1× 1 km (model H) and 0.39× 0.39 km (model I)3.
As shown in Table 3.1, the increase in resolution produces a delay in the time
required for the first instabilities to develop, tKH. This seems to be a numerical
artifact. In models with a coarser resolution, the larger size of the blocks artificially
generates a larger numerical diffusion compared to models with a finer resolution —
a similar resolution dependence is clearly seen as well in the Kercek et al. (1998)
simulations. Actually, the ratio of differences in the initial build up times — i.e.,
(model I-model A)/(model H-model A) — scales approximately as the zone size di-
mensions to the power of two. This is a purely numerical perturbation that forces the
development of instabilities. To test this hypothesis, we computed an additional test
case (not included in Table 3.1), identical to model A but without any initial pertur-
bation. The onset of the instabilities in such an extremely low numerical diffusion
regime is substantially delayed. The simulations reported by Glasner et al. (1997)
also show the early appearance of instabilities in a model with substantial numerical
noise: within a very short time (about 10 s), the numerical noise (round-off) seeds
an intense convective flow in the envelope without any artificial perturbations.
A similar behavior is also found for the time required for the convective front to
reach the outer boundary, tY , and for the history of the nuclear energy generation
rate (Fig. 3.4). As expected, filamentary structures and convective cells are better
resolved in the finer resolution model I, compared to those computed with somewhat
coarser grids (models A and H; see Fig. 3.5). These minor differences do not, how-
ever, show significant variations in the final, mean CNO abundances achieved in the
envelope: while Z ∼ 0.224 in model A, models H and I yield 0.201 and 0.205, by
mass, respectively. Similar agreement is found in the peak temperatures achieved
and in the overall nuclear energy generation rates (Fig. 3.4).
Thus, the adopted resolution has not a critical effect for the mixing models
presented in this chapter. The variation in the final mean CNO abundance in the
envelope, under the range of resolutions adopted, is only about 12% (when comparing
results for models A, H, and I), a quite reasonable value.
3For comparison, whereas a maximum number of 5300 blocks are administered in model A, the
number of blocks increases up to 83000 in model I. The total CPU time spent in both simulations,
using 256 processors of the MareNostrum supercomputer, has been 3 and 110 khr, respectively.
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Figure 3.5: Snapshots of the 1H (upper panels) and 12C (middle panels) mass fractions at
t ∼ 395 s (model A; left panels), and 688 s (model I; right panels). Lower panels: the
number of blocks administered, at this stage, is 3184 for model A, and 43800 for model I. In
both simulations, FLASH divides each block in 8 cells. Structures such as vortexs are better
resolved in the finer resolution model I.
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3.6 Discussion and conclusions
In this chapter we have reported results for a series of nine 2-D numerical simulations
that test the influence of the initial perturbation (duration, strength, location, and
size), the resolution of the grid, and the size of the computational domain on the
results. We have shown that mixing at the core-envelope interface proceeds almost
independently of the specific choice of such initial parameters, above threshold values.
The study confirms that the metallicity enhancement inferred from observations
of the ejecta of classical novae can be explained by Kelvin-Helmholtz instabilities,
powered by an effective mesoscopic shearing resulting from the initial buoyancy.
Fresh core material is efficiently transported from the outermost layers of the white
dwarf core and mixed with the approximately solar composition material of the
accreted envelope. As soon as 12C and 16O are dredged up, convection sets in and
small convective cells appear, accompanied by an increased nuclear energy generation
rate. The size of these convective cells increases in time. Eventually, these cells merge
into large convective eddies with a size comparable to the envelope height. The range
of mean mass-averaged envelope metallicities obtained in our simulations at the time
when the convective front hits the outer boundary, 0.21 − 0.29, matches the values
obtained for classical novae hosting CO white dwarfs.
It is, however, worth noting that the convective pattern is actually produced by
the adopted geometry (e.g., 2-D), forcing the fluid motion to behave very differently
than 3-D convection (Shore, 2007; Meakin & Arnett, 2007). Nevertheless, the levels
of metallicity enhancement found in our 2-D simulations will likely remain unaffected
by the limitations imposed by the 2-D geometry (D. Arnett, private communication).
Fully 3-D simulations aimed at testing this hypothesis are presented in chapter 4.
Chapter 4
Three-dimensional modeling of
mixing in nova explosions
Classical novae (Bode & Evans, 2008; Hernanz & José, 2002) are stellar explosions
with an energy release that is only surpassed by supernovae and γ-ray bursts. They
eject 10−4 − 10−5 solar masses of nucleosynthetically enriched gas into the interstel-
lar medium. These events are considered the main source (José et al., 2006; José
& Hernanz, 2007b; Starrfield et al., 2008) of Galactic 15N, 17O, and 13C, and con-
tribute to the abundances of other species, such as 7Li and 26Al. However, the origin
of the inhomogeneous distribution of these species, as observed in the ejecta, is not
well-known (José & Shore, 2008) and has puzzled theoreticians for more than 40 yr.
In this chapter, we present a three-dimensional (3-D) nuclear-hydrodynamic simula-
tion of mixing at the core-envelope interface during nova outbursts. We show that
Kelvin-Helmholtz instabilities lead to self-enrichment of the solar accreted envelopes
with material from the outer white dwarf core, at the observed levels without artifi-
cial enhancements of the convective mixing length. The evolution proceeds through
bursting plumes to a turbulent cascade that retains significant filamentary substruc-
ture. The simulations also naturally produce large scale chemical inhomogeneities
and yield intrinsic dispersions in the abundances that are consistent with observa-
tions. The resulting structures may be the origin of the highly fragmented ejecta
detected during many different nova outbursts.
4.1 The source of inhomogeneous mixing in nova explo-
sions
Classical novae are stellar explosions produced on white dwarfs that accumulate
gas transferred from a (usually) low-mass, K-M dwarf, main sequence star. Mass
transfer episodes in these short period binaries (1–10 hr) result on the formation of
an accretion disk surrounding the white dwarf. A fraction of this matter spirals in
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and ultimately accumulates on its surface (typically at rates 10−9−10−10M yr−1),
piling up an envelope under degenerate conditions until a thermonuclear runaway
ignites (José et al., 2006; José & Hernanz, 2007b; Starrfield et al., 2008). Unlike
type Ia supernovae, nova outbursts are restricted to the outer layers and neither the
star nor the binary system are destroyed by the explosion. Thus, classical novae are
expected to recur on intervals ∼ 104 − 105 yr.
The initiating stages of the outburst are governed by nuclear processes domi-
nated by CNO-cycle reactions, resulting in the synthesis of large amounts of 13N,
14,15O and 17F. The main nuclear path runs close to the valley of stability, driven
by proton-captures and β+-decays (José et al., 2006), with a likely end-point around
Ca. Convection sets in as soon as the temperature gradient becomes super-adiabatic,
powered by the energy released from nuclear reactions, and plays a critical role in
the explosion, transferring a fraction of the abundant, short-lived species 13N, 14,15O
and 17F to the outer envelope layers. The energy released when these nuclei de-
cay lifts degeneracy and drives the expansion, and ultimate ejection, of the polluted
strata (Starrfield et al., 1972). The nuclear processes that occur during the different
stages of a nova explosion leave a characteristic imprint in the ejecta, with non-solar
isotopic abundance ratios. High-resolution spectra (Gehrz et al., 1998) of nova shells
show that the ejecta is highly enriched in metals, with mass fractions ranging from
Z ∼ 0.25 by mass, for CO novae, to 0.50, for ONe novae. Emission line profiles,
and direct imaging during the free expansion stage, when spatially resolved, also
show non-spherical ejecta even in the initial stages of the explosion. Multiple shells,
emission knots, and chemical inhomogeneities are typical, yet their origin(s) remain
unknown.
Because the peak temperatures reached during the explosion (as constrained by
the chemical abundance pattern inferred from the ejecta) do not exceed 4 × 108 K,
it is unlikely that the observed metallicity enhancements indicate thermonuclear
processes driven by CNO-breakout. Instead, mixing at the core-envelope interface
is the more likely explanation. Although several mixing mechanisms (Shore et al.,
1994a) have been proposed in the framework of one-dimensional (1-D) hydrodynamic
calculations, they have failed to reproduce the required abundance excesses. The
reason for this is that mixing in 1-D models is inhibited because convection cannot
be modeled accurately. In contrast, two-dimensional (2-D) simulations (Glasner &
Livne, 1995; Glasner et al., 1997; Kercek et al., 1998; Glasner et al., 2005, 2007;
Casanova et al., 2010, 2011) have shown that large convective eddies appear during
the late stages of the thermonuclear runaway that induce shear flows at the core-
envelope interface. Despite the promising results obtained in 2-D, a self-consistent
3-D calculation was lacking (Kercek et al., 1999). This is particularly important
since it is known that convection develops very differently in 2-D and 3-D (Meakin
& Arnett, 2007; Arnett et al., 2009). In this chapter, we present the first 3-D
simulation of mixing at the core-envelope interface during a nova outburst.
The initial model (Glasner & Livne, 1995) consists of a 1M CO white dwarf
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Figure 4.1: Snapshots of the development of Kelvin-Helmholtz instabilities at t = 151 s
(upper left panel), 193 s (upper right), 296 s (lower left), and 379 s (lower right), shown
in terms of the 12C mass fraction. Dredge-up of core material driven by Kelvin-Helmholtz
instabilities translates into a mass-averaged abundance of CNO-nuclei in the envelope of
0.118, 0.129, 0.157, and 0.182, respectively. The mean CNO abundance at the end of the
simulation reaches 0.20, by mass (see appendix D). Calculations were performed with the
FLASH code (Fryxell et al., 2000) and run at the MareNostrum supercomputer, requiring
150000 CPU hours with 256 (occasionally, 512) processors. The typical resolution adopted
was 3.12×3.12×3.12 km, with a maximum resolution of 1.56×1.56×1.56 km. The 3-D com-
putational domain initially comprised 112 radial layers — including the outermost part of
the CO core — and 512 horizontal layers along both horizontal axes. The mass of the ac-
creted envelope was about 2× 10−5M. Nuclear energy generation was handled through a
network of 13 species 1H, 4He, 12,13C, 13,14,15N, 14,15,16,17O and 17,18F, connected through
18 nuclear processes. Periodic boundary conditions were imposed at the four vertical sides
of the computational domain while hydrostatic equilibrium with an outflow constraint at
the top and a reflecting constraint at the bottom has been imposed on the velocity at the
horizontal boundaries (Zingale et al., 2002). Other details on the input physics are identical
to those adopted in our 2-D simulations — i.e., chapters 2 and 3; see also Casanova et al.
(2010, 2011).
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that accretes solar composition matter (Z = 0.02) at a rate of 5 × 10−9M yr−1.
The model has been evolved in 1-D and subsequently mapped onto a 3-D Cartesian
grid of 800×800×800 km, when the temperature at the base of the envelope reached
108 K (see Fig. 4.1 and appendix D). The model was relaxed to guarantee hydrostatic
equilibrium. A top-hat, 2 km wide temperature perturbation (Casanova et al., 2011)
(5% amplitude) was imposed close to the core-envelope interface. This perturbation
drives a shear flow triggering Kelvin-Helmholtz instabilities about ∼ 150 s after
the start of the simulation. Small convection cells develop as soon as material is
dredged-up into the envelope. The fluid velocity remains below the speed of sound,
confirming that a nova outburst is driven by a (subsonic) deflagration rather than a
(supersonic) detonation.
In fully developed turbulent convection, eddies are unstable in 3-D and con-
sequently break up, transferring their energy to progressively smaller scales (Kol-
mogorov, 1991a,b; Pope, 2000; Shore, 2007). These structures, vortices and filaments,
undergo a similar fate down to approximately the Kolmogorov scale, η ∼ (ν3/ε)1/4,
where ν is the kinematic viscosity and ε is the energy dissipation rate. This last stage
is, however, intermittent and our 3-D simulations appear to resolve at least the up-
per dissipation range (see appendix D). Thus η provides an estimate of the size of
the smallest eddies present in the flow. At this stage, the Reynolds number becomes
sufficiently small and molecular viscosity is effective in dissipating the kinetic energy
into heat. In sharp contrast, the conservation of vorticity in a 2-D geometry forces
the small convective cells to merge into large eddies, with a size comparable to the
height of the envelope, while energy flows to the viscous scale with a distribution
that deviates from the Kolmogorov spectrum, reinforcing the injection of CO-rich
material into the envelope.
At t = 400 s, matter crosses the outer computational boundary and we stop
the calculations because of the Eulerian nature of the FLASH code. At this stage,
the envelope base has reached a peak temperature of 1.82 × 108 K, and the mean
(mass-averaged) metallicity in the envelope reaches Z ∼ 0.20. This agrees with
observations of CO novae and with previous 2-D modeling (Casanova et al., 2010,
2011), suggesting that the dimensionality of the convective treatment is not crucial
to the mean values but is important for the details.
4.2 Inhomogeneous distribution of chemical species
A key feature of multidimensional nova models is their ability to produce different
values for the yields of different isotopes. In the simulations, the burning advances
along with the development of persistent density contrasts of large size, compara-
ble to the thickness of the layer and much larger than the burning transition zone.
These become turbulent, and the models require a fully 3-D treatment to capture
the full spectrum of the plumes and vortex structures. The resulting abundances in
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Figure 4.2: Cumulant distribution function for 15O (squares), at t = 190, 240, 315 and 397 s,
compared with a Gaussian process (dash line) with the same mean and dispersion. The
cumulant distribution shows the probability that a variable, x, has a value equal or below
a threshold value, a (i.e., P [x ≤ a]). The cumulant distribution is estimated by means of
an arbitrary layer, 100 km thick (5.75 × 108 − 5.85 × 108 cm; ∼ 27648 data points), a size
comparable with the pressure scale height. The evolution shows the effects of the intermittent
bursts seen in the accompanying movies (see appendix D).
our simulations have another particular feature that agrees with observations, the
structures are inhomogeneous and display large density contrasts. A few high spatial
resolution observations of novae taken soon after the optically thin transition in the
first months of expansion, before the matter has suffered substantial modifications
through interactions with the interstellar medium, reveal large chemical inhomo-
geneities. For example, although an ONe nova, V1974 Cyg showed a large C/He
difference, more than a factor of 3, between two knots resolved in the spectrum a
few years after outburst that substantiated inferences drawn from integrated spectra
(Shore et al., 1996). The ejecta are always highly fragmented as soon as individual
features can be discerned in the line profiles. Comparison of infrared with ultraviolet
spectra for the same ions at stages when the former, then the latter, turn optically
thin shows the same structures to be present even during the optically opaque stage
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(Gehrz, 2008; Shore, 2008).
This has been explained as a relic of a Rayleigh-Taylor instability during the
initial stage of the ejection. We have shown that such structures do indeed appear
within the burning zone, the initial plumes, and that these develop a secondary
Kelvin-Helmholtz vortex cascade that induces the onset of turbulent motions. In
this very high Reynolds number regime, the structures are concentrated as vortices
and filaments. These are more evident in the 2-D simulations, but cascade rapidly
into smaller eddies and filaments, subject to recombination and extension, as the
burning continues. Such dissipation is intermittent, leading to coherent, persisting
structures that advect with the expanding layer. Since the nuclear reaction rates
are density sensitive, higher density knots have a different nuclear history than the
background and this is best characterized by the abundance distribution function
behind the deflagration.
We show a sample of the time evolution of the cumulant function in Fig. 4.2. The
initial abundance for 15O, our trace species (whose abundance is increased by the
deep non-uniform mixing after the onset of thermal buoyant turbulence) is a narrow
initial distribution that evolves into a stable form with a lower cut-off and a power
law tail toward high abundances. Unlike the single value from 1-D models, we find
a 30% dispersion in the main component, fitted by a Gaussian (the dashed line in
Fig. 4.2), and containing ∼ 10% of the total volume an extended, non-Gaussian “fat
tail” whose maximum abundance (at the 1% level) extends up to 13σ from the mean
15O for the volume. One of the results often found from multiwavelength abundance
analyses during the nebular stage, that there is a large dispersion from line to line
in the abundance ratios of the principal species, may actually be a signature of the
turbulence generated during the thermonuclear runaway.
The contrast between these residual structures will be further amplified by the
supersonic motions that follow the stage shown here. Such fluctuations in abundance,
opacity and density will leave imprints not only in the ejecta but any initial outflows
and even the formation of dust and effect estimates of the maximum achievable
luminosities during the explosion such as the extent to which classical nova explosions
can exceed the Eddington luminosity and where this occurs.
Chapter 5
Conclusions and future work
5.1 Conclusions
In this thesis we have analyzed the mixing mechanisms that operate at the core-
envelope interface during classical nova explosions by means of the explicit, Eulerian,
parallelized, hydrodynamical FLASH code. The set of two- and three-dimensional
simulations have been performed on the MareNostrum Supercomputer of the Barcelona
Supercomputing Center, requiring a total amount of 1000 kh.
The two-dimensional simulations demonstrate that Kelvin-Helmholtz instabili-
ties can account for self-enrichment of the accreted material with matter from the
outermost layers of the white dwarf core, at levels that agree with observations
(metallicities above 0.20). To break the initial hydrostatic equilibrium, a tempera-
ture perturbation was imposed at the initial time step. This translates into a myriad
of instabilities that arise, later on, right at the interface. These first instabilities are
buoyancy-driven, and resemble Rayleigh-Taylor instabilities (Shankar et al., 1992;
Shankar & Arnett, 1994). The first plummes rise and expand as they dissipate.
The general behavior is in agreement with the results reported by Glasner & Livne
(1995), Glasner et al. (1997) and Glasner et al. (2007). The onset of the first fluc-
tuations, is followed by the formation of small convective cells in the innermost
envelope layers powering an efficient shear, which in turn spawns the formation of
Kelvin-Helmholtz instabilities. These instabilities efficiently dredge-up core mate-
rial into the envelope, while the convective cells grow in size. The convective front
progressively moves upwards and eventually reaches the top of the computational
domain. The two-dimensional geometry imposed forces conservation of vorticity,
which translates into convective cells recombining and merging into large cells that
occupy half of the envelope. Similar features were found in Glasner et al. (1997), and
clearly contradict the formation of small eddies as suggested by Kercek et al. (1998).
Despite two-dimensional simulations of reactive flows do not describe accurately the
way convection develops (Meakin, 2006; Meakin & Arnett, 2007; Arnett et al., 2009),
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this study proved Kelvin-Helmholtz instabilities as a very efficient mixing mechanism
that can account for the required CNO enrichment in classical novae.
In the second part of this thesis, we have presented the results of a sensitivity
study, aimed at analyzing the possible influence of the location, size and intensity of
the temperature perturbation on the results. The study proved that neither any of
these parameters, nor the shape adopted for the perturbation (top-hat or Gaussian)
have any effect in the results. We have also tested the possible impact of the duration
of the initial perturbation. Usually we have implemented it only at the initial time,
lasting for one timestep (∼ 10−10 s). Longer initial perturbations shorten the onset
of the initial instabilities, but the main results (i.e., metallicty) remain unaffected.
We have also investigated the influence of the size of the computational domain:
increasing the width of the domain has no noticeable effect. A similar behavior
is found when the height of the envelope is increased, although larger metallicities
(Z ∼ 0.29) are found, because the convective front needs more time to reach the
top of the domain, and therefore, Kelvin-Helmholtz instabilities operate and pump
up 12C for a longer time. Finally, we have also tested the influence of the level of
refinement adopted. Most of our simulations have been performed with a reason-
ably accurate level of refinement, 1.56 km, similar to those adopted in Kercek et al.
(1998) and Glasner et al. (2007). We have proven that increasing the refinement of
the simulation to 0.39 km, translates into somewhat longer timescales (such as the
time needed by the convective front to reach the outer boundary), as also reported in
Kercek et al. (1998). This might be caused by the more limited numerical diffusion
that accompanies the simulations performed with high refinement. Nevertheless, the
most relevant results of the simulation (metallicity, temperatures, velocities. . . ) are
not affected by the adopted resolution, as also reported in Glasner et al. (2007). In
all these simulations, the velocities achieved in the envelope are always below the
speed of sound, thus proving that nova outbursts propagate through deflagrations
rather than through detonations. As also found by Glasner et al. (1997), we conclude
that the thermonuclear runaway starts as a suite of irregular temperature fluctua-
tions, spreading laterally to finally undergo a global thermonuclear runaway that
propagates with almost spherical symmetry.
It is also worth stressing that numerical diffusion introduces limitations on the
simulations. One of the characteristic problems that arise from Eulerian codes is
their difficulty to describe interfaces. Numerical diffusion will tend to broaden the
interface, leading to numerical mixing, which acts as an artificial perturbation. Part
of the core material will be artificially injected into the envelope, thus contributing
to the final mixing (Kercek et al., 1998; Glasner et al., 2007). Even if we cannot
control the effect of numerical mixing, we can reduce its effects by adopting a good
resolution. Furthermore, we have shown that the final amount of mixing is not
influenced by the level of refinement and hence, despite the presence of numerical
diffusion, FLASH is able to describe accurately the mixing episodes during classical
novae, despite microphysical processes operating at the interface cannot be captured
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as they operate at scales much below the adopted refinements.
Complementing the two-dimensional studies mentioned above, we have also per-
formed the first three-dimensional simulation of mixing at the core-envelope interface
during nova explosions. Despite two-dimensional models can be used to describe
these mixing episodes, the imposed geometry induces a very specific convective pat-
tern that differs from the predicted Kolmogorov theory. Our three-dimensional sim-
ulation shows also the genesis of the same initial temperature fluctuations arising
at the interface and the onset of convection. However, small eddies do not merge
as in the two-dimensional case; instead, they break up, transferring their energy
to progressively smaller scales. These structures, vortices and filaments, undergo
a similar fate down to approximately the Kolmogorov scale. Although turbulence
does not reach a relaxed state in our simulations, we can reproduce part of this
behavior. We have shown that the envelope enters a turbulent stage, where large
filaments and plumes are formed, and through which mixing finds a way to proceed.
The convective eddies are engulfed at the upper zones of the convective front. This
bursting behavior becomes stronger at the late stages of the simulation, powering
robust Kelvin-Helmholtz instabilities and hence, driving a very effective deep mix-
ing. An important result obtained in this three-dimensional simulations is that the
presence of inhomogeneities in chemical species reside in the intermittent pattern
inferred from turbulence. Intermittency is a characteristic of fully developed turbu-
lence (Meakin & Arnett, 2007; Arnett et al., 2009; Arnett & Meakin, 2010). These
intermittent and filamentary features induce large density contrasts that translate
into inhomogeneous patterns, which in turn may influence subsequent phases during
and after the expansion, such as dust formation. This may be the source of the
inhomogeneous distribution of chemical species seen in the spectra from novae, the
origin of which has remained unknown for 40 years.
It is worth noting that, despite the different convective profile encountered in
three dimensions, as compared with the two-dimensional case, the global quantities
do not depend on the dimensionality. For instance, the overall envelope metallicity
reaches 0.20 in the three-dimensional case, a value which is in concordance with the
values reported in our two-dimensional simulations. Other physical quantities, such
as the maximum temperatures achieved or the rates of nuclear energy generation
obtained, are also similar, proving that two-dimensional calculations can reproduce
quantitatively the gross picture of mixing in classical novae, although they cannot
account for an accurate description of convection, turbulence and their implications.
5.2 Future work
One of the limitations we have encountered in our simulations is the reduced com-
putational domain that can be modeled. As we move outwards, towards the top of
the envelope, densities and the pressure scale height become smaller. In our simu-
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lations, when the radius is ∼ 6.46 × 108 cm, density drops below 1 g cm−3. Under
hydrostatic equilibrium conditions, density would underflow breaking the stability
of the calculation. At least there are two possibilities to work around this problem:
1. To model only a small portion of the envelope before density drops off (Zingale
et al., 2002). This is understood as if we were removing the outermost accreted
layers from above the domain. Therefore, a hydrostatic boundary condition
can be adopted at the top of the domain. This is the technique adopted in the
calculations reported in this thesis (the largest domain we have used is 1000 km
— simulation L, see chapter 3). The simulations thus performed introduce an
important constraint, since matter will flow off the grid and will not contribute
to the dynamics anymore.
2. To extend the domain by putting the initial model into hydrostatic equilib-
rium until an arbitray cutoff is reached (Zingale et al., 2002), much before
the values underflow. All layers above the cutoff will have a constant density,
equal to the cuttoff value. This will allow to increase the size of the domain
avoiding the underflows. Usually the density cuttoff is taken small enough to
be dynamically unimportant (Zingale, 2000; Zingale et al., 2001). The zone
with constant density, the so-called “fluff”, is not in hydrostatic equilibrium
and hence, matter will fall. This fact has little effect on the dynamics of the
simulation (Zingale, 2000; Zingale et al., 2001, 2002). Nevertheless, the use of
the fluff would allow to track the outburst and thus, follow the expansion to
some extent.
Both methods are able to support a hydrostatic envelope (Zingale et al., 2002). The
implementation of a version of the “fluff” condition, which would allow to follow the
expansion stage, is among our future priorities.
An alternative is to rely on an expanding grid that detaches from the original
Eulerian grid. Glasner & Livne (1995), Glasner et al. (1997) and Glasner et al. (2007)
used the ALE (Arbitrarily Lagrangian Eulerian) code VULCAN, which describes
the interface by means of an Eulerian frame and tracks the expansion switching to a
Lagrangian approach. Glasner et al. (2005) constructed a mass conserving grid such
that the outer boundary expands with time while allowing to track the ejecta and
to study the important role played by the unstable isotopes 13N,14O,15O and 17F in
the outermost layers (Glasner et al., 1997). We are planning to implement an ALE
code on top of FLASH, based on the method described in Glasner et al. (2005).
Once Kelvin-Helmholtz instabilities have been proven to account for the CNO
enhancement in CO novae, we want to extend this work to the following related
scenarios:
• Neon novae: these type of novae host an ONe white dwarf and reach higher
peak temperatures, as a consequence of the small amount of 12C injected from
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the outer core layers. The importance of these calculations resides on the fact
that the metallicity inferred from the ejecta of ONe novae reaches higher values
than in CO novae, with Z ∼ 0.30− 0.50 and up to 0.80 in some cases (Gehrz
et al., 1998; José & Hernanz, 1998; José & Shore, 2008). The thermonuclear
runaway operates in the same way as in CO novae and therefore, ONe novae
provide a good scenario to test the efficiency of Kelvin-Helmholtz instabilities
in reproducing the observed metallicities in different scenarios. To this end,
the nuclear network should be extended to include heavier isotopes (i.e., the
NeNa and MgAl mass regions).
• Primordial novae: these novae undergo explosions driven by accretion of ex-
tremely metal-defficient matter on top of the compact object. The outburst is
more energetic than in classical nova ones, with an extension of the nucleosyn-
thetic endpoint towards Cu-Zn (José et al., 2007). Multi-dimensional studies
could also shed light on the competition between the reactions 14N(p,γ)15O and
12C(p,γ)13N as the main triggers of the explosion (Shen & Bildsten, 2009).
• Recurrent novae: this subclass has recurrence times < 100 years. The outburst
takes place after accreting matter at high rates onto a very massive white dwarf,
close to the Chandrasekhar limit. The outburst is less energetic than that
of a classical nova, and the metallicity enhancement is believed to be lower,
scarcely reaching above solar values. The extend of mixing through the core-
envelope interface is yet a matter of debate. Actually, recurrent novae seem to
be a perfect scenario to test different mixing mechanisms, since it is not clear
whether convective overshoot would have time to operate. Therefore, other
mixing mechanisms, such as diffusion, would be at the forefront of possible
explanations.
We have initiated multi-dimensional calculations of ONe, recurrent and primor-
dial novae through the project “Three-dimensional Models of Novae: ONe, Primor-
dial and Recurrent Novae” (code AECT-2011-2-0007), for which 450 kh have been
allocated by the Barcelona Supercomputer Center. These calculations rely on initial
models computed with SHIVA, a one-dimensional, Lagrangian, implicit hydrody-
namic code (José & Hernanz, 1998).
It is also worth noting that the final amount of mixing can result from a combi-
nation of different mechanisms (including diffusion, shear mixing, Kelvin-Helmholtz
instabilities. . . ). Hence, as future work, we plan to investigate early mixing episodes
by mapping the initial model at earlier times, when T ∼ 107 K (Glasner et al.,
2007). In a second stage, we plan to study a possible mixing mechanism driven by
the presence of magnetic fields. The possibility of extra-mixing in Asymptotic Giant
Branch (hereafter, AGB) stars by magnetic buoyancy has been recently studied by
Busso et al. (2007), Nordhaus et al. (2008) and Palmerini & Busso (2008). The
FLASH code can solve the fluid dynamics equations in the presence of magnetic
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fields, allowing the possibility of porting the hypothesis of extramixing in AGB stars
to classical novae.
Finally, we are also interested in the application of the methodology described
in this thesis to type I X-ray bursts. In this scenario, accretion proceeds on top of a
neutron star until the explosion ensues. These stellar explosions have basically been
analyzed with one-dimensional calculations, while multi-dimensional studies have
been scarce to date. Zingale et al. (2001) approached this scenario with the FLASH
code, but studying He detonations (rather than deflagrations) on neutron stars. A
more realistic attempt has been recently reported by Malone et al. (2011). This two-
dimensional study, performed with the low-Mach number code MAESTRO, focuses
on the development of convection prior to the thermonuclear runaway in He-accreting
neutron stars. In line with the multi-dimensional nova explosions presented in this
thesis, we have started a suite of simulations to investigate multi-dimensional effects
in type I X-ray bursts. We have mapped a one-dimensional model computed with
the SHIVA code onto the grid of FLASH, when the temperature at the innermost
envelope layers reaches ∼ 6× 108 K. So far, we have implemented a reduced nuclear
network with 17 isotopes (1H, 3,4He, 12C, 14N, 16O, 20Ne, 24Mg, 28Si, 32S, 36Ar,
40Ca, 44Ti, 48Cr, 52,54Fe, and 56Ni) and 86 nuclear reactions to account for the
energetics of the explosion. This study should shed light into how combustion starts
and spreads over the accreted envelope under the challenging physical conditions
that characterize neutron stars.
Appendix A
The FLASH code
The FLASH code is a parallelized, multi-dimensional hydrodynamical code built at
the FLASH Center for Astrophysical Thermonuclear Flashes of the University of
Chicago to study explosive stellar regimes such as Type Ia supernovae, Type I X-ray
bursts and classical nova explosions. It is an Eulerian grid-based code that imple-
ments an adaptive mesh refinement method and uses the Message-Passing Interface
libray for computer communications. The routines are written in Fortran 90 and
C. The FLASH code also uses the Hierarchical Data Format (HDF) for the output
and needs specific visualization tools, such as Interactive Data Language (IDL) or
VISIT.
A.1 Hydrodynamics
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where g is the gravitational acceleration, ρ and v are, respectively, the density and






48 A The FLASH code
where ε is the internal energy. These equations express the conservation of mass, mo-
mentum and energy, but need to be closed with the equation of state (see Sect. A.3).
Furthermore, in reactive flows, each species l with a mass fraction Xl should fulfill
the following advection equation:
∂ρXl
∂t
+∇ · (ρXlv) = 0 (A.5)
satisfying the closure requirement ∑
l
Xl = 1. (A.6)
Numerical mixing or diffusion may arise from the fact that the code does not track
the interfaces explicitly.
The FLASH code uses an explicit, directionally split piece-wise parabolic method
(hereafter, PPM), which was first introduced by Colella & Woodward (1984) and
Woodward & Colella (1984). To be specific, to describe the dynamics of the fluid
the code uses the direct Eulerian implementation described in Colella & Woodward
(1984), whichs consists in solving the Euler equations directly. The version of PPM
implemented in FLASH is an algorithm derived from the method described in the
PROMETHEUS code (Fryxell et al., 1989). The basis of PPM can be found in
Godunov’s schemes (Godunov, 1959; Godunov et al., 1961). A Godunov’s scheme is
a finite volume method that splits the domain into a series of zones, where each of
the conserved quantities is processed as constant values (that is, piecewise-constant).
Then, at each cell interface, the Riemann problem is solved, and the solutions are
used to evaluate the fluxes at the boundaries. After this reconstruction step, quan-
tities can be advanced in time taking the previous fluxes into account. Godunov’s
schemes are accurate only to first order both in space and time. PPM is a high-order
scheme that implements the method used by Godunov’s schemes. However, the
improvement comes from using piecewise-parabolic functions (instead of piecewise-
constant) to represent the conserved quantities in each cell. Godunov’s schemes
and PPM give good performances when dealing with contact discontinuities and
sharp shocks and do not introduce important numerical oscillations. Actually, PPM
methods achieve these accuracies by introducing monotonicity criteria. That is, the
interpolant function in each cell takes values between the averaged values of the ad-
jacent cells. The monotonicity constraint, already introduced in the MUSCL scheme
(van Leer, 1979), is a very effective mechanism to control non-physical oscillations,
becoming a good alternative to classical dissipation methods.
To complement the monotonicity restriction, FLASH also implements a flatten-
ing method. When shock features are too narrow, post-shock oscillations may arise
behind the shock. Instead of applying an explicit amount of dissipation, the code
flattens the structure of the shocks that are too narrow (that is, steep and strong
A.2 Adaptive Mesh Refinement 49
shocks). The result is a structure which is flatter, reducing the formation of os-
cillations. The flattening procedure will be applied when the structure is indeed a
shock (a pressure jump above a given shock parameter and a fluid compression).
However, PPM suffers from numerical diffusion and hence, contact discontinuities
become broader as time goes on. However, a steepening procedure can be used to
keep contact discontinuities as sharp as posible, preventing them to diffuse infinitely.
This steepening mechanism is applied on density and chemical species. The method
is generalized to use all sort of equations of state (Colella & Glaz, 1985) and to pre-
vent overshoots in abundances (Plewa & Müller, 1999). To solve multi-dimensional
problems, FLASH uses a splitting technique (Strang, 1968), based on alternating
sweeps along each direction. Although, as mentioned earlier, the PPM scheme uses
techniques such as monotonicity and flattening, instead of direct dissipative meth-
ods, to ensure accuracy when using the splitting technique, a small artificial viscosity
is added (Lapidus, 1967). Moreover, an additional analytical artificial viscosity may
also be added to prevent oscillations within shocks (Colella & Woodward, 1984).
Finally, the FLASH code uses explicit methods and therefore, the hydrodynam-
ical timestep is limited by the Courant-Friedrichs-Lewy condition:












where cs is the speed of sound and dx, dy and dz are the cell sizes. The constant
K in this equation should be set to a value below 1 to ensure stability, preventing
information to travel more than one cell over a timestep. Typically, in our simulations
when a resolution of 1.56 km is adopted, dt ∼ 10−4 s.
A.2 Adaptive Mesh Refinement
FLASH is an Eulerian code that uses blocks to cover the computational domain.
An initial number of parent blocks along each direction is given at the beginning.
Each block is surrounded by a frame of guard cells (4 guard cells when using explicit
PPM) that are used to update the interior cells of a block with information from a
neighbouring block data and/or imposed boundary conditions. Each block is also
divided in nxb, nyb and nzb cells along each direction (usually 8 interior cells by
default). Since using an equally spaced grid is computationally expensive, the code
uses the Adaptive Mesh Refinement (AMR) method that allows to refine or derefine
when needed. The AMR package used by FLASH is based on the PARAMESH
library (MacNeice et al., 2000). The criterion used to refine and derefine blocks is
based on Lohner’s error indicator (Lohner, 1987), which uses the following second-
derivative condition (in a multi-dimensional form):























The expression is applied to a given variable u in the i1i2i3-th cell. Lohner’s
estimator appears to be a good prescription for refining the correct zones such as
sharp contact discontinuities or smoothed profiles (and not refining the formation of
wiggles that may appear as a consequence of noise). The value ε is set to 10−2 by
default. The error estimated in this way is compared to the values of the refine cutoff
and derefine cutoff, which are set to 0.8 and 0.2 respectively by default. FLASH will
refine if Ei1i2i3 is greater than the refine cutoff and derefine if it is smaller than the
corresponding cuttof. These values can be adjusted if the user wants to constrain
the refinement criterion. The refinement criterion is checked every two timesteps
by default through the parameter nrefs, which can be changed if the user needs a
different frequency of refinement.
Because FLASH uses the AMR method, the mesh structure will appear as a
hierarchical tree structure that fulfills the following rules:
• A new child block has to have half size of the parent block.
• The child block has to be nested inside the parent block.
• Adjacent blocks cannot differ by more than one level of refinement.
FLASH will start the simulation with nblockx × nblocky × nblockz top level
blocks and with an initial level of refinement Nref, which is defined as the number of
divisions along each direction that an arbitrary block may suffer during a simulation.
Therefore, the number of blocks that will cover the domain at the maximum refine-
ment will be 2Nref−1. The maximum level of refinement, as well as the minimum
level (in case we want a minimum refined mesh), can be set as initial parameters.
Usually our simulations started with 4 parent top blocks along each direction and
with 5 levels of refinement that translates into a resolution of 1.56 km.
In case that the refinement criterion should be more accurate, complementary
methods can be used. For instance, FLASH enables the possibility to refine specific
zones within the computational domain that need special refinement or to refine a
specific variable above or below a given threshold.
A.3 Equation of State
As mentioned in Sect. A.1, the physical description of a fluid needs to be closed with
the equation of state, which relates the different thermodynamic variables. FLASH
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uses the Helmholtz equation of state, which is suitable for degenerate stellar matter
(Timmes & Arnett, 1999; Timmes & Swesty, 2000). Given and isotope i with Zi





































FLASH takes the temperature, density, mean number of nucleons per isotope,
mean charge per isotope and composition as input and evaluates the pressure, en-
tropy and internal energy, the specific heats and the adiabatic indices needed by the
hydrodynamic module (Colella & Glaz, 1985). In order to check thermodynamic






































The equation of state implemented should evaluate the previous quantities as
quick as posible and with good accuracy, since in a multi-dimensional simulation
one may call the equation of state at least 1010 times. It has been proven that the
Helmholtz equation of state executes faster than other equations of state (Timmes
& Swesty, 2000).
The Helmholtz equation of state comprises contributions from ions, radiation
and degenerate electrons and positrons. Coulomb corrections are also taken into
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account. Hence, the final pressure, energy and entropy will contain the following
contributions:
P = Prad + Pion + Pe− + Pe+ + PCoul, (A.14)
S = Srad + Sion + Se− + Se+ + SCoul, (A.15)
and:
ε = εrad + εion + εe− + εe+ + εCoul (A.16)





























where mp is the proton rest mass and h is Planck’s constant.













where a = 4σc , being σ and c the Stephan-Boltzmann’s constant and the speed of
light, respectively.
Electrons and positrons are described with a non-interacting Fermi gas with an
arbitrary degree of degeneracy and relativity. This formalism involves the evaluation
of tedious calculations, such as the Fermi-Dirac integrals, to finally find the pressure,
specific internal energy and entropy contributions. A state of the art look-up table
method is implemented to obtain these thermodynamic quantities by means of the
evaluation of the Helmholtz free energy, F , and its derivatives:
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Starting from the first law of thermodynamics:




the following Maxwell relations need to be satisfied, such that the previous equation









































An equation of state that fulfills these relations will be thermodynamically con-
sistent. The relations derived from the Helmholtz free energy, such as the pressure
and the entropy, satisfy the first two Maxwell relations. The third Maxwell relation







In the Helmholtz equation of state, a table of the Helmholtz free energy F (ρ, T )
is provided and an interpolating function that satisfies the above mentioned rela-
tions to guarantee thermodynamical consistency is constructed. Given the values of
F (ρ, T ), the internal energy, the pressure and the entropy are evaluated (the two last
quantities are evaluated by means of the first derivative of F ). The derivatives of the
pressure, entropy and internal energy are required to be continuous, which in turn,
imposes a restriction on the second derivatives of the interpolant function. At the
end, these requirements impose 6 restrictions and therefore, at least a quintic order
polynomial will be needed. Since the Helmholtz free energy is tabulated for both
density and temperature, a biquintic Hermite polynomial is used. The coefficients
of this interpolant function H5(ρ, T ) are evaluated with the values of the Helmoltz
free energy F and the following eight partial derivatives:









































A look-up table and an interpolant function constructed like this will be ther-
modynamically consistent. The input table is formed with the Timmes equation
of state (Timmes & Arnett, 1999) with values stored with 16 figures, spanning the
following range of values for density and temperature: 10−10 < ρ < 1011 g cm−3
and 104 < T < 1011 K. The table is constructed with 211 density points and 71
temperature points. These values are chosen to guarantee maximum accuracy. The
table is constructed with Ye = 1 — that is, pure hydrogen — but it can be used for
any composition, since the final values can be scaled to Ye by multiplying or dividing
in the final expressions.
Finally, Coulomb corrections are computed based on the work of Yakovlev &
Shalybkov (1989) and added to the final pressure, entropy and specific internal en-
ergy. These corrections are aimed to include the interactions between ions and the
electron gas.
A.4 Thermal Diffusion




+∇ · (ρE + P )v = ρv · g +∇ · Fheat (A.31)
where Fheat = −σ(Xi, ρ, T )∇T is the heat flux and σ is the thermal conductivity.
The procedure used to calculate the conductivity and its corresponding diffusion
coefficient is based on the method described and tested by Timmes (2000). To get the
thermal conductivity, a total opacity with the radiative and conductive contributions
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where cP is the specific heat at constant pressure.
The conductive opacity evaluates the degenerate region contribution separately
from the non-degenerate one, and applies a blending of both expressions in the
intermediate regions. This method uses analytical fits from Iben (1975) for the non-
degenerate contribution, and from Yakovlev & Urpin (1980) and Potekhin et al.
(1997) for degenerate regions. Contributions from both ion-electron and electron-
electron collisions are included. The radiative opacity is evaluated from analytical
fits based on those found in Christy (1966) and Iben (1975) depending upon the
composition, temperature and density. Furthermore, the Compton scattering opacity
contribution is taken into account as in Weaver et al. (1978).
A.5 Nuclear reactions
The FLASH code includes a burn unit to implement nuclear networks and, therefore,
to include the energy release by nuclear processes. FLASH implements the tested
method described in Timmes (1999). The network we have used consists of 13
isotopes: 1H, 4He, 12,13C, 13,14,15N, 14,15,16,17O, and 17,18F, linked through 18 nuclear
reactions. In fact, this is a “hardwired” nuclear network since all the sequences are
entered by hand in the code. The network is connected through p-captures and
β+-decays that will supply the energy release during the thermonuclear runaway
episode. The reaction rates are those described in Angulo et al. (1999), José et al.
(2006) and José & Shore (2008).
12C + p −→ 13N + γ + 1.944 MeV
13C + p −→ 14N + γ + 7.551 MeV
13N + p −→ 14O + γ + 4.628 MeV
13N + γ −→ 12C + p − 1.944 MeV
13N −→ 13C + e+ + νe + 1.508 MeV
14N + p −→ 15O + γ + 7.297 MeV
14O −→ 14N + e+ + νe + 4.234 MeV
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14O + γ −→ 13N + p − 4.628 MeV
15N + p −→ 12C + α + 4.966 MeV
15N + p −→ 16O + γ + 12.128 MeV
15O −→ 15N + e+ + νe + 1.757 MeV
16O + p −→ 17F + γ + 0.600 MeV
17O + p −→ 18F + γ + 5.607 MeV
17O + p −→ 14N + α + 1.191 MeV
17F + p −→ 14O + α − 1.193 MeV
17F + γ −→ 16O + p − 0.600 MeV
17F −→ 17O + e+ + νe + 1.892 MeV
18F + p −→ 15O + α + 2.877 MeV
For each isotope i, the mass fraction Xi and the molar abundance Yi are com-
puted. At every timestep the code checks mass conservation:
N∑
i=1
Xi = 1, (A.35)
whereas the continuity equation for a given isotope fulfills the following expression:
dYi
dt




The second term on the left-hand side represents the mass diffusion contribution.
Mass diffusivity can be neglected, when compared to other processes, in regimes
of small Prandlt number and large Lewis number. The Prandlt number measures
the ratio of the viscous diffusion to the thermal diffusion contribution, while the
Lewis number measures the ratio of thermal diffusion to mass diffusion. Taking
this approximation into account, the mass-diffusivity term can be removed from the







The term on the right-hand side of this equation represents the reaction rate
contribution. We are taking into account the contribution of binary reactions, where
λkj(l) and λjk(i) are the reverse and forward rates. To solve this set of differential
ordinary equations, we first construct the jacobian matrix J = ∂f/∂y. This matrix is
usually a sparse matrix, since most of the elements are zero. However, the coefficients
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in this matrix vary rapidly and significantly over a small timescale because of the
strong dependence to temperature and density, and therefore, we have to solve a
stiff set of ordinary differential equations. Because of this, one needs an accurate
method to deal with this behavior, such as implicit or semi-implicit time integration
methods. FLASH adopts the method described in Timmes (1999) to solve this
system of ordinary differential equations. Specifically, the GIFT package is used,
which works well with small nuclear networks (less than 30 isotopes) coupled to
the variable order Bader-Deuflhard method (Bader & Deuflhard, 1983; Press et al.,
1996). GIFT solves the system of equations (Z · x = y) using a Gaussian method of
reduction to end up with an upper triangular matrix. Then the solution is found by
back-substitution.
The variable order Bader-Deuflhard method will evolve the network (ẏ = f(y))
to find the next value yn+1, advancing the stage yn over a large time step H (which
is splitted in m sub-time steps) as follows:
h = H/m (A.38)
(1− J) ·∆0 = h f(yn) (A.39)
y1 = yn + ∆0 (A.40)
and for k = 1, 2, ...,m− 1,
(1− J) · x = h f(yk)−∆k−1 (A.41)
∆k = ∆k−1 + 2x (A.42)
yk+1 = yk + ∆k (A.43)
obtaining in the last stage,
(1− J) ·∆m = h f(ym)−∆m−1 (A.44)
yn+1 = ym + ∆m (A.45)
This sequence is repeated at least twice with different values for the sub-time step m
until sufficient accuracy is found. This method is expensive, but also very accurate,
and since it allows to step over a large time step, its usage is efficient. Very precise
time integration methods will keep its accuracy below hydrodynamical algorithm
accuracy, so that numerical errors that arise from network algorithms are not dom-
inant (Fryxell et al., 2000). Finally, over every timestep, the code will update the
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where Bi is the nuclear binding energy. Then, the nuclear energy contribution εnuc
can be incorporated into the equation of energy conservation, to obtain:
∂ρE
∂t
+∇ · (ρE + P )v = ρv · g +∇ · Fheat + εnuc(Xi, ρ, T ) (A.47)





This timescale is ∼ 10 4 s when the temperature is ∼ 7× 107 K, but it drops to
a few seconds when the temperature is ∼ 108 K (Glasner & Livne, 2002; Glasner
et al., 1997). In our simulations, this timescale is about 103 s at the beginning of the
simulation and decreases to ∼ 5 s — a value much larger than the hydrodynamical
timestep — during the fully developed burning stage at the end of the simulation.
A.6 Gravitational field
The FLASH code can implement either externally applied gravitational fields (con-
stant gravitational field, plane-parallel gravitational field and point-mass gravita-
tional field) or self-gravity algorithms that solve the Poisson equation. Since the
computed slice is not very large we have adopted a constant gravitational field in
our simulations. The typical adopted domain is 800× 800 km for most of the simu-
lations in 2-D and 800× 800× 800 km for the 3-D simulation. Finally, the adopted
domain for model G (see Chapter 3) is 800× 1000 km, which is still not very large.
The gravitational field is applied along the radial direction and its value is set to
g = −6.32× 108 cm s−2.
Appendix B
Hydrodynamical tests
FLASH is a sophisticated code that has been already verified and validated (Fryxell
et al., 2000; Calder et al., 2002b). In particular, it has been developed to study
several astrophysical phenomena in the context of stellar explosion, such as type Ia
supernovae, type I X-ray bursts or classical novae. It proved useful to tackle complex
fluid dynamics phenomena, when convection, shocks or dynamical instabilities are
involved. We have tested the code to get familiar with its capabilities and limita-
tions, solving several fluid dynamics problems, and comparing the results with the
analytical solutions, if existing, or with other simulations performed with different
codes. The suite of hydrodynamical tests performed allow us to test specific units
within FLASH, such as the adopted equation of state, gravity, or the combustion
unit.
B.1 The advect problem
Advection tests show the ability of a code to handle both narrow and sharp structures
such as contact discontinuities. Advection problems have been analyzed by Boris &
Book (1997), Forester (1977) and Zalesak (1978), among others. This test consists in
creating a pulse which is advected through the computational domain. The code has
to keep the pulse shape as it moves. We have assumed both a square and a gaussian
pulse. In both cases, the adopted pulse width is 0.1 cm and the computational
domain consists of a box of 8 units length (that is, 8 × 8 cm). The pressure is
1 dyn cm−2 everywhere and the pulse is advected at a speed of 10 cm s−1. We
have analyzed the results after 0.4 s, that is, when the pulse is in the middle of the
box. For the square pulse, the density is set to 1 g cm−3 within the pulse. For the
gaussian pulse, the density within the pulse decays as 1 · exp(−x2), where x is the
distance to the center of the pulse, but scaled to its width. We have performed the
test by using the perfect gas equation of state with γ = 1.4. The exact solution is a
pulse that does not change in shape as it moves along the domain.
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Figure B.1: Square pulse at t = 0 s (upper panel) and t = 0.4 s (lower panel) with 8 levels of
refinement. The code is able to reproduce fairly well the sharp discontinuities and the pulse
strength as time goes on.
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Figure B.2: Gaussian pulse at t = 0 s (upper panel) and t = 0.4 s (lower panel) with 8 levels
of refinement. Although the code is able to reproduce fairly well the pulse shape at the
beginning of the simulation, it fails as the pulse advances since the amplitude of the pulse
is somewhat lower at the end. At this time, the code starts having difficulties to describe
the gaussian profile in the trailing edge. Nevertheless, the code captures the narrow profile
quite well.
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Figure B.3: Square pulse solution for the advect problem at t = 0.4 s for different levels of
refinement (6, 8 and 10). The snapshot of the density profile shows clearly how decreasing
the level of refinement results in a very coarse shape. For low refinements, the code tends to
broaden the borders, flatten the shape and clip the pulse.
For the square pulse, the simulation has used 8 levels of refinement, and therefore
the resolution is 0.0078 cm. At this level of refinement the code can capture the sharp
discontinuities all along the domain and resproduce fairly well the planar geometry
as time passes (see Fig. B.1). For the gaussian pulse, we have adopted the same
pulse width and used 8 levels of refinement that also translates into a resolution of
0.0078 cm. As can be seen in Fig. B.2, the shape and height is mantained, but a
small amount of diffusion appears and accumulates behind the pulse at the end.
In order to understand how good is the code at dealing with numerical diffusion,
we have performed two additional simulations for the square pulse but with 10 and 6
levels of refinement. As shown in Fig. B.3, using less levels of refinement translates
into an inaccurate shape of the pulse. Numerical difussion tends to broaden the
discontinuities as they move and produces numerical noise at the front and the back
of the pulse. When the resolution is not high enough, the code tends to deform
the structure, smooth the corners and reduce the intensity of the pulse. However, a
good choice of the level of refinement (i.e., 10) will give a good treatment of contact
discontinuities and narrow features. It is worth noting that the FLASH code can
B.2 The Sod shock tube 63
Figure B.4: Initial setup for the Sod shock tube test. The density profile looks very similar.
implement a procedure that steepens the contact discontinuities and does not allow
them to spread in more than 1 or 2 zones.
B.2 The Sod shock tube
The Sod shock tube problem (Sod, 1978) is designed to test the ability of the code
to handle strong shocks and contact discontinuities. The Sod test involves shock
structures such as detonation and rarefaction waves, which a hydrodynamical code
should be able to capture. The Sod shock problem is an example of a Riemann
problem. For this test, we adopted a fluid at rest in a box 1×1 cm, that is initialized
with a pressure and density jump in the middle of the domain (x = 0.5 cm). The
pressure is set to 1 dyn cm−2 and the density to 1 g cm−3 at the left-hand side, and
to 0.1 dyn cm−2 and 0.125 g cm−3, respectively, at the right-hand side (see Fig. B.4).
We have performed the simulation with 6 levels of refinement and 7 blocks per axis,
with a resolution of 0.00056 cm. We have used a perfect gas equation of state with
γ = 1.4. The simulation is performed in two dimensions and the boundary conditions
are set to outflow at all sides, so that the shock wave will flow off the domain once
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Figure B.5: Density profile at t = 0.2 s for the shock tube test. The initial conditions
evolve into a complicated structure formed by a shock wave, a contact discontinuty and a
rarefaction wave. In this figure it can be seen how the code is able to capture these 3 regions
without introducing much oscillations behind the shocks.
it hits the wall. The problem has an analytical solution, which is given by solving
the corresponding Riemann problem. As time passes, we follow the evolution of
the fluid. The initial conditions result in a formation of a shock wave (at x ∼ 0.86
cm) that moves to the right, and a rarefaction wave (0.27 < x < 0.49) that moves
backwards. Between these shock structures, we notice the presence of a contact
discontinuity at x ∼ 0.69 cm. Therefore, as also found in the analytical solution, in
our simulation (see Figs. B.5 and B.6) we can clearly distinguish 3 regions. In the
contact discontinuity, the pressure and the normal velocity are continuous, but at
the positions of the shocks all the magnitudes present discontinuities. The analytical
solution relies on the Runkine-Hugoniot conditions near the shock wave, and hence,
we are also testing the ability of the code to reproduce these conditions properly.
As shown in Figs. B.5 and B.6, the code is able to correctly reproduce the
shock, the rarefaction waves and the contact discontinuity, while keeping these dis-
continuities sharp and decomposing the initial structure into the mentioned resolved
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Figure B.6: Snapshots of the density at t = 0.2 s for the shock tube test, clearly showing
the regions predicted theoretically. In the lower panel it is shown how the code administers
more blocks around the discontinuities to capture them properly.
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Figure B.7: Comparison of the velocity (upper panel) and the pressure (lower panel) at
t = 0.2 s with the analytical solution for the shock tube problem. The code can reproduce
the detailed structures, keeping them sharp and correctly reproducing its evolution.
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Figure B.8: Initialization pressure setup for the two blast problem.
regions. The code is also able to capture the structures and describe properly the
regions behind the shocks, since we cannot appreciate postshock oscillations. Near
the positions of the shock and the contact discontinuity the adaptive mesh refine-
ment procedure acts, refining the regions that need special attention (bottom panel
of Fig. B.6). Results obtained with the FLASH code fit well the analytical solution
(see Fig. B.7, for the velocity and the internal energy), capturing correctly the sharp
discontinuities and the postshock regions, so we conclude that the code can describe
the Sod shock tube accurately.
B.3 The two-blast wave problem
The Woodward-Colella blast-wave problem tests the ability of the code to capture
very strong shocks and complex structures, such as those formed when two blast
waves collide. This test was first performed by Woodward & Colella (1984) and
it is based on the Sod shock tube test. For this test, two strong pressure jumps
were generated at x = 0.1 cm and x = 0.9 cm. We have run the test in one
dimension, with a computational domain of 1 cm. The density is set to 1 g cm−3
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Figure B.9: Snapshot of the Mach number at t = 0.003 s showing the formation of two blast
waves that propagate supersonically.
everywhere. The pressure at both sides of the interval are set to 1000 dyn cm−2
(left) and 100 dyn cm−2 (right). Between these two pressure jumps, the adopted
pressure is 0.01 dyn cm−2 (see Fig. B.8). We use the equation of state of a perfect
gas to model the two blast problem, with γ = 1.4, and reflect boundary conditions
at both sides. We have used 12 levels of refinement with a resolution of 6.1 ×10−5
cm.
Once the simulation starts, two strong shock waves that move supersonically
immediately form (see Fig. B.9). These two shocks move towards the center of the
grid, while two rarefaction waves are born behind and head to the walls. Between
each shock wave and its corresponding rarefaction wave, a contact discontinuity at
both sides (x1 ∼ 0.29 cm and x2 ∼ 0.84 cm for t = 0.01 s) — see the lower panel of
Fig. B.10 — is found. The rarefaction wave born in the left side of the computational
domain travels faster and is reflected after hitting the wall. In turn, this reflected
wave follows and catches the initial blast wave, distorting and smoothing its structure
(see the bottom panel of Fig. B.10 and the top panel of Fig. B.11). A similar
behavior is found for the rarefaction wave born in the right side, but catching the
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Figure B.10: Evolution of the two blasts at t = 0.006 s (upper panel) and t = 0.010 s (lower
panel).
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Figure B.11: Same as Fig. B.10, but for t = 0.026 s (upper panel) and t = 0.028 s (lower
panel). The snapshots show now the two blasts colliding and producing a density peak.
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Figure B.12: Same as Fig. B.10, but for t = 0.030 s (upper panel) and t = 0.032 s (lower
panel).
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Figure B.13: Same as Fig. B.10, but for t = 0.034 s (upper panel) and t = 0.036 s (lower
panel). The snapshots show the two reflected shock waves from the collision heading back
to the walls.
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corresponding blast wave at a later time, t = 0.026 s, because the softer pressure
jump creates a weaker rarefaction wave (upper panel of Fig. B.11). At t = 0.028s the
two blasts collide at x ∼ 0.68 cm. The collision produces a density peak that reaches
29 dyn cm−2 (see Fig. B.11 — lower panel). After the collision, at t = 0.034 s, the
two shock waves are reflected and start moving to the left and right (Figs. B.12 and
B.13). Where the two waves collide, a contact discontinuity is formed (Fig. B.13).
The two blast-wave problem does not have an analytical solution, but our results
can be compared with the ones obtained by Woodward & Colella (1984), with a
PPM scheme. The collision is produced at the same time (t = 0.028 s) and the peak
density approximately reaches the same value in both simulations. The evolution
of all the structures involved (contact discontinuities, rarefaction and shock waves)
agree with those found in Woodward & Colella (1984). Therefore, the FLASH code
is able to reproduce situations that involve strong shocks or narrow and complex
structures, such as the ones presented in this test.
B.4 The Shu-Osher problem
The Shu-Osher problem tests the ability to capture subtle flow patterns and to handle
problems that involve shock waves. Shock-capturing schemes need to treat shock
waves accurately, since oscillations can appear just behind the shock. Introducing
numerical dissipation can prevent these oscillations to form. Therefore, the Shu-
Osher problem is also testing the dissipation method that the FLASH code is using.
This problem was initially studied by Shu & Osher (1989) and consists of a fluid
which is initially at rest, with an initial pressure p = 1 dyn cm−2 and a sinusoidal
density flow given by
ρ = ρ0 (1 + a0 · sin (f0 · x)) , (B.1)
where ρ0 = 1 g cm
−3, a0 = 0.2 cm and f0 = 5 cm
−1. The wavelength (λ = 2πf0 )is
∼ 1.25 cm. We use an ideal gas with γ = 1.4 and the simulation is performed
in one dimension with a uniform grid. The size of the computational domain is
−4.5 < x < 4.5. At x < −4 cm, we introduce a shock wave by setting the density,
pressure and velocity to the following values: ρ = 3.86 g cm−3, p = 10.33 dyn
cm−2 and v = 2.63 cm s−1 — see Figs. B.14 and B.15. At the left side, we fix
the values exactly to the initial ones (boundary condition), but we set an outflow
condition at the right side instead (that is, the shock would flow off the grid). The
number of cells administered is 16 000, with a resolution of 5.625 × 10−4 cm. After
setting the initial values, a shock wave is formed, moving to the right and entering
the sinusoidal density field. As it was found by Shu & Osher (1989), behind the
shock wave density starts oscillating, but with the appearance of higher frequency
pulsations right behind the incident front — see the upper panel of Fig. B.16. These
oscillations do not arise from the noise that appears behind sharp shocks, but result
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Figure B.14: Initial velocity along the x-axis for the Shu-Osher problem. The shock wave
will sweep the domain with Ma∼ 1.36.
from the dynamics of the problem. The FLASH code is able to reproduce the same
solution found by Shu & Osher (1989), since it can describe accurately the post-
shock oscillations, specially when the resolution is high enough — see the upper
panel of Fig. B.16. For coarser resolutions, the code is not able to capture the
exact density profile. To prove this, we have also performed the same simulation,
but with only 160 cells and a resolution of 5.625 × 10−2 cm. When the accuracy
is not good, the code cannot resolve the subtle oscillations behind the shock, since
it underestimates their intensity and shape (lower panel of Fig. B.16). Thus, with
this test we have corroborated that the FLASH code is able to resolve subtle flow
patterns when resolution is high enough and to handle detailed structures behind
shocks.
B.5 The wind tunnel problem
The wind tunnel problem was first introduced by Emery (1968) and tests the ability
of the code to deal with strong shocks and complex structures. It consists of imposing
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Figure B.15: Initial values for pressure (upper panel) and density (lower panel) for the Shu-
Osher problem. The shock wave will enter an imposed sinusoidal density field at x > −4
cm.
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Figure B.16: Density profiles for the Shu-Osher problem at t = 1.8 s. The upper panel cor-
responds to the simulation with higher resolution, where postshock oscillations are resolved.
The lower panel corresponds to a coarser resolution that makes the code understimate the
strength and shape of the oscillations.
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Figure B.17: Evolution of the wind profile (density field) at t = 0 s (upper panel) and
t = 0.1s (lower panel), for the wind tunnel test.
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Figure B.18: Same as Fig. B.17, but at t = 0.5 s (upper panel) and t = 0.8 s (lower panel).
In the lower panel the first reflection point can be seen at the top of the panel.
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Figure B.19: Same as Fig. B.17, but at t = 1.3 s (upper panel) and t = 2.6 s (lower panel).
The upper panel shows the second reflection point at the step, while the lower panel shows
the formation of the Kelvin-Helmholtz instabilities at the Mach stem.
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Figure B.20: Same as Fig. B.17, but at t = 3.3 s (upper panel) and t = 4 s (lower panel).
Both panels show the layer formed over the step surface that might accelerate the formation
of the second Mach stem. Furthermore, Kelvin-Helmholtz instabilities can be appreciated
at the end of the step in both snapshots.
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a wind profile in the domain. We have performed the test in two dimensions, using
a rectangular box of dimensions 3 × 1 cm. From x = 0.6 cm to the end of the grid
we impose a 0.2 cm high step. We have administered 15 blocks along the x axis and
5 along the y axis to impose the same resolution in both directions. Furthermore,
we have used 5 levels of refinement and, therefore, a resolution of 0.0016 cm. At the
left-hand wall, and as a boundary condition, we impose a horizontal wind profile,
which moves towards the step at a speed of 3 cm s−1. Since the fluid density is set
to 1.4 g cm−3, the fluid pressure to 1 dyn cm−2 and γ = 1.4, a Ma= 3 shock is
originated (cs = (γp/ρ)
1/2 = 1 cm s−1; vwind = 3 cm s
−1). We set the boundary
conditions to outflow at the right-hand and reflect both at the top and bottom.
Furthermore, we impose a reflecting condition in the region in front of the step, so
that the wind will hit the step and be reflected.
From the very beginning the wind hits the step border and a shock wave is
formed — see the lower panel of Fig. B.17. Also at this corner (the singular point),
a rarefaction wave is born. The corner will introduce numerical errors that will be
present all along the evolution of the simulation. From this point, small numeri-
cal fluctuations are born and spread over the horizontal step surface, causing the
formation of a subtle structure or layer. Just right after the simulation starts, at
t = 0.1 s, the shock formed in front of the step will start moving upwards as it curves
— see the lower panel of Fig. B.17. At t = 0.5 s — upper panel of Fig. B.18 —
the shock has already expanded, and at t = 0.7 s, this structure reaches the upper
boundary and is reflected — see the bottom panel of Fig. B.18. As it continues
moving downstream, the reflected wave merges with the incident shock. The first
reflected shock will experience two more reflections: the first, on the step surface
at t = 1.2 s — the upper panel of Fig. B.19 — and, the second, at the top of the
domain again at t = 3.3 s — see Fig. B.20, upper panel. After the first reflection the
formation of a Mach stem at t = 1.8 s — lower panel of Fig. B.19 — can be clearly
seen. From t = 2 s on, the development of Kelvin-Helmholtz instabilities at the first
Mach stem can be appreciated — see the bottom panel of Fig. B.19 and Fig. B.20.
This point, the intersection of the incident and reflected shock, is responsible for
the numerical instabilities that keep growing in size as time goes on. That is, these
numerical errors suffer from an amplification phenomenon that does not decrease
with increasing refinement. Around t ∼ 3 s, we see the formation of a second Mach
stem at the second reflection point (x ∼ 1.65 cm), that might be induced by the
numerical noise created at the corner of the step. At the edge of the surface step,
small subtle structures appear, resembling Kelvin-Helmholtz instabilities — see Fig.
B.20.
This problem has no analytical solution. However we can compare our results
to the ones obtained by Woodward & Colella (1984). They performed this test to
compare the efficiency of different codes1 — as Emery (1968) previously did. Our
1They presented simulations performed with different schemes (such as Godunov’s scheme,
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results reproduce the same structures, the multiple reflections at similar times and
positions and the formation of Kelvin-Helmholtz instabilitites. It is worth noting
that the Kelvin-Helmholtz instabilities are better resolved and fully appreciated in
our simulations because of the high resolution used. Therefore, we conclude that the
FLASH code has the ability of handling strong shocks. It can also describe unsteady
flows that suffer multiple reflections and that tend to converge to a particular flow
pattern with time.
B.6 The Sedov explosion
The Sedov explosion (Sedov, 1959; Landau & Lifshitz, 1987) consists of a detonation
wave created by introducing an instantaneous amount of energy in a small area of
the domain. This translates into an over-pressure that drives a wave and sweeps
the domain preserving its spherical symmetry. With this problem we are testing the
ability of the code to handle strong explosions and to keep spherical geometries. The
problem has an analytical solution (Sedov, 1959).
To model the Sedov explosion we assume a fluid at rest in a computational domain
of 1 unit length, 1 × 1 cm. The density is set to 1 g cm−3 and the pressure to 1 ×
10−5 dyn cm−2 everywhere. At the initial time we introduce an energy perturbation
(E = 0.85 erg) in an area of size r ∼ 0.0136 cm, centered in the domain (x = y =
0.5 cm). Since we have used 6 levels of refinement (a resolution of 0.0039 cm), we
are increasing the energy in a very reduced area, and the over-pressure resembles
a Dirac delta. We solve the problem adopting an ideal gas equation of state with
γ = 1.4. The initial pressure will be p0 ∼ (γ − 1)E/r2. This over-pressure generates
a detonation that spreads over the domain, preserving the spherical geometry, as can
be seen in Fig. B.21.












where u is the speed of the shock, that depends on its geometry and parameters such
as the time, E and ρ0. We have stopped the simulation at t = 0.27 s, the time at
which the explosion is reaching the borders of the domain (the boundary conditions
MUSCL scheme or PPM) and also discussed techniques to reduce the numerical noise
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Figure B.21: Snapshots of the pressure at t = 0.03 s (upper panel) and t = 0.21 s (lower
panel) for the Sedov test. As time goes on, the explosion spreads over the domain, while the
pressure drops. The spherical geometry is preserved as the detonation sweeps the domain.
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Figure B.22: Comparison of the analytical solution with the density values obtained using
the FLASH code at t = 0.27 s for the Sedov test. Our results match the analytical solution
behind the shock, but the code fails to capture the shock discontinuity. The height of
the peak is reduced 20.2% in the numerical solution, although the shock profile is indeed
captured. Using a coarse grid will result in clipping and rounding the peak profile.
are set to outflow at all the sides). We have compared our numerical results with the
analytical solution in Figs. B.22, B.23, and B.24. A quick look at these figures allows
to conclude that the FLASH code, with 6 levels of refinement, is able to reproduce
the analytical results quite well. The shock structure is captured with 3 grid points
as can be seen in all three figures. For the pressure and the density — Figs. B.23 and
B.22, respectively — our numerical solution fits well the analytical solution behind
the shock. The shock discontinuity is far from being perfectly resolved, since the
code at this resolution is not able to reproduce the peak intensities for both, the
density and the pressure. For the pressure, the peak is reduced ∼ 13.4% and for the
density the peak is ∼ 20.2% lower than the analytical solution. The code, instead,
performs better at describing the velocity around the shock discontinuity and the
postshock behavior, since the velocity peak is just ∼ 4.2% lower than the analytical
solution. However, the code shows oscillations in the area near the center of the
grid — see Fig. B.24. However, in general, we conclude that the code can track the
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Figure B.23: Same as Fig. B.22, but for the pressure. Behind the detonation wave, our results
fit the analytical solution. The code does not resolve the shock discontinuity perfectly, since
the peak is now 13.4% lower than the analytical result. The discontinuity is captured with
only 3 cell points (as it happens with the density and the velocity).
evolution of the explosion properly. We nevertheless note that using a good level of
resolution would improve the description of the shock discontinuity and the behavior
of the region behind the shock.
B.7 The homologous dust collapse problem
The dust collapse problem consists of a homogeneous sphere that collapses (Colgate
& White, 1966; Monchmeyer & Muller, 1989), hence allowing to test the ability of
the code to keep the spherical geometry and the density constant in the interior while
the implosion takes place. This is a self-gravitating problem and the gravitational
field is calculated solving the Poisson equation. We use the multipole solver included
in FLASH, which is suitable for problems that involve spherical symmetry. Hence,
we are also testing the FLASH code gravity module. With the approximation that
the pressure is null, this problem has an analytical solution (Colgate & White, 1966),
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Figure B.24: Same as Fig. B.22, but for the velocity. This time, the code can resolve the
shock front structure fairly well, since now the peak is reduced only by 4.2%. Although the
detonation wave is better reproduced, now we find a worse fit in the region near the center
of the domain.















We construct a homogeneous sphere of r = 6.5×108 cm in the center of the grid
(7×108 cm, 7×108 cm, 7×108 cm) by setting the density to 1×109 g cm−3. The
sphere is initially at rest and, since the gravitational force is the only force acting on
the sphere, it will start collapsing immediately. We have performed the simulation in
three dimensions and used cartesian coordinates. The domain is a three-dimensional
cube of 1.4×109 cm and the boundary conditions are set to outflow at all sides. We
used an ideal gas with γ = 1.67. The calculation has administered 4 blocks per axis
and 4 levels of refinement that translates into a resolution of 5.5×106 cm.
Our numerical results show that the code is able to mantain correctly the spher-
ical symmetry when collapsing — see Figs. B.25 and B.26, for the evolution of the
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Figure B.25: The density field is plotted at t = 0 s (upper panel) and t = 0.034 s (lower
panel) for the homologous dust sphere problem. The boundaries of the sphere are quite
sharp.
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Figure B.26: Same as Fig. B.25, but for t = 0.054 s (upper panel) and at t = 0.064 s (lower
panel).
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Figure B.27: Density profiles at t = 0.034 s (upper panel) and t = 0.064 s (lower panel) for
the three-dimensional homologous dust sphere problem. Fluctuations appear and isotropy
breaks at late times, specially at the center of the computational domain.
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Figure B.28: Same as Fig. B.27, but for the one-dimensional simulation. The density remains
constant, except for small numerical oscillations at r = 0 cm at the end of the simulation.
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collapsing sphere projected onto the xy plane. In Fig. B.27 we show the density
profiles to see how well this simulation reproduces the expected results. To analyze
the results the density has been scaled by 2.53×109 g cm−3 when t = 0.034 s and by
3.22×1011 g cm−3 when t = 0.064 s. As can be seen the numerical solution departs
from the analytical one, and this is even more apparent at late times. At t = 0.034
s, the density remains almost constant in the interior of the sphere, although there
are oscillations about 8.7% at most. At t = 0.064 s, the density does not remain con-
stant in the entire interior and strong oscillations appear. We conclude that at this
level of refinement, the code does not describe the interior density profile correctly.
Nevertheless, it is worth noting that the radius of the collapsing sphere, r(t), at both
times (t = 0.034 s and t = 0.064 s, respectively), satisfies Eq. (B.5). Therefore, the
code is able to predict the right collapse time evolution.
Performing three-dimensional simulations requires large amounts of computa-
tional resources, specially when high level of refinements are used. We have per-
formed the same simulation in one dimension, this time using 8 levels of refinement, to
prove that the code can improve the results when the refinement is increased. The re-
sults are shown in Fig. B.28. The density profile has been scaled by 2.32×109 g cm−3
for t = 0.034 s (upper panel) and by 1.83×1011 g cm−3 for t = 0.064 s (lower panel).
This time, the code is able to reproduce correctly the constant density profile at short
times (upper panel) and also at late stages (lower panel), although numerical errors
appear at the origin in the latter case. The analytical solution of the dust sphere
collapse predicts that the density should remain constant during the implosion. Our
results show that when a high level of refinement is used, the density profile remains
isotropic in the interior of the sphere, although fluctuations appear at the center of
the grid. The isotropy seems to break at r = 0 — the density grows abruptly near
the origin, see the lower panel of Fig. B.28 — especially at late times. This effect
results from the difficulty of maintaining the spherical symmetry with a cartesian
grid. This problem can be solved using a refinement marking routine that comes
within the FLASH package, which refines specific small regions of the domain (such
as the center of the sphere) and, hence, improves the results at the center of the grid.
It is worth noting that oscillations also appear in the border of the collapsing sphere,
specially at initial times — see the upper panels of both Figs. B.27 and B.28. Nev-
ertheless, the code is able to keep sharp boundaries and spherical symmetry during
most of the time (see Figs. B.25 and B.26). Our results are very similar to those
obtained by Monchmeyer & Muller (1989).
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B.8 The cellular problem
The cellular problem reproduces a two-dimensional carbon detonation, and hence it
is a good test for the FLASH burn unit. Detonation problems rely on Chapman-
Jouguet and Zeldovich-Neumann-Doring detonation theories (William, 1985). How-
ever, multi-dimensional detonation simulations help showing the complex time-de-
pendent detonation structure that appears behind the shock wave which the theory
does not predict. The thin shock wave, that leaves the ashes behind, in fact comes
with subtle physics hidden within the multi-dimensionality. Historically, this test
has also been performed in order to explore the detonation regime in degenerate
matter, such as in type Ia supernovae (Gamezo et al., 1999; Boisseau et al., 1996).
The problem consists of a gas, whose composition is pure 12C. The fluid is initially
at rest and the density is 1 × 107 g cm−3, while the temperature is 2 × 108 K. We
set reflect boundary conditions at both sides and periodic boundary conditions at
the top and bottom of the domain. The size of the two-dimensional computational
domain is 256×25.6 cm. The area within the domain (0 < x < 25.6 cm) is perturbed
by setting the density to 4.236× 107 g cm−3, the temperature to 4.423× 109 K and
the post-shock material velocity to 2.877 × 108 cm s−1. These values will cause
an over-driven detonation that propagates to the right. As the shock front reaches
supersonic velocities, it compresses the material and burns the 12C fuel along the
x-axis (see Fig. B.29). We use an equation of state suitable for degenerate matter
(Timmes & Swesty, 2000) and a nuclear network which consists of an α chain of 13
isotopes connected via (α, γ) and (γ, α) reactions (4He, 12C, 16O, 20Ne, 24Mg, 28Si,
32S, 36Ar, 40Ca, 44Ti, 48Cr, 52Fe and 56Ni) plus 8 isotopes (27Al, 31P, 35Cl, 39K, 43Sc,
47V, 51Mn and 55Co) for (α, p)(p, γ) and (γ, p)(p, α) links, to mimic correctly the
energy when the temperature is above 2.5 × 109 K. We use 8 levels of refinement
that translates into a resolution of 0.025 cm.
The initial detonation is damped to a relaxed state. When t = 45 ns, the det-
onation becomes unstable since density perturbations show up, in such a way that
the initial planar detonation wave is substituted by a complex cell structure which
will continue driving the detonation — see Fig. B.30. These cell structures consist
of:
• Incident shocks that move forward.
• Triple points, corresponding to small hot spots that act as small detonations
and where transverse waves are born.
• Transverse waves, corresponding to new shock waves that move backwards,
which continue alive by colliding against another waves and creating new triple
points.
As a result, the detonation will step forward moving backwards and colliding
with other transverse waves. As the detonation wave advances, it burns material.
B.8 The cellular problem 93
Figure B.29: Snapshots of the 12C distribution at t = 62.510 ns (upper panel) and t = 82.503
ns (lower panel) for the cellular problem.
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Figure B.30: Snapshots of the detonation front moving to the right at supersonic velocities.
The density (upper panel) and temperature (lower panel) are shown for t = 185.016 ns, show-
ing the complex multi-dimensional cell structure: incident wave, triple points and transverse
waves. Notice that the post-shock structure extends about 20 cm behind the front.
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Figure B.31: Snapshots of the distribution of 28Si (upper panel) and 48Cr (lower panel)
at t = 185.015 ns, for the cellular problem, showing the formation of Kelvin-Helmholtz
instabilities.
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As a result, 12C is exhausted and behind the wave the ashes of combustion remain.
In figure B.31, the distributions of the ashes left behind by the detonation, such as
28Si and 48Cr, are depicted. In these panels Kelvin-Helmholtz instabilities can be
better appreciated, although these instabilities can also be seen in the distribution
of densities — see Fig. B.30, upper panel. Obviously, the better the resolution, the
more detailed the structures are.
The simulations presented here match the results obtained by Timmes et al.
(2000), since we get the same multi-dimensional detonation structure (triple points,
transverse waves. . . ). The results also agree with the results of Gamezo et al. (1999)
and Boisseau et al. (1996), although these studies were performed with carbon-
oxygen degenerate matter. Therefore, we conclude that the FLASH code is able
to handle problems in very extreme conditions such as detonations in degenerate
matter and solve scenarios where combustion should be coupled to hydrodynamics.
For instance, the cellular problem reproduces correctly the evolution of a detonation
in a very short time (the duration of the simulation is 186 ns), using very small
timesteps (δt = 9 × 10−12 s). Furthermore, the code is able to resolve the subtle




model onto a PPM scheme
A classical nova event, which may last 105 years, is characterized by very different
timescales: a long timescale regime during the accretion stage and a short timescale
phase (lasting only a few minutes) during the explosive stage. Due to the stability
condition that explicit codes like FLASH must fulfill (see appendix A), the accretion
phase cannot be followed with this code. These initial stages need to be described
with a completely different type of code, and preferably by implicit codes, while
the short timescales faced when the thermonuclear runaway sets are better suited
for explicit codes. For the calculations reported in this Thesis, we have adopted
the same initial model than Glasner et al. (1997), which was computed with a one-
dimensional implicit code. Therefore, the difficulty resides in mapping the original
simulation onto the grid of a new code (Shankar et al., 1992; Shankar & Arnett,
1994; Glasner & Livne, 1995; Glasner et al., 1997, 2007; Kercek et al., 1998, 1999;
Zingale et al., 2001).
The mapping procedure can introduce errors since we are following the evolution
of the nova event with two different codes, and hence, the coupling has to be as
accurate as possible. The aim of the mapping is to port a hydrostatic one-dimensional
model to a multi-dimensional frame, which should remain in hydrostatic equilibrium
after increasing the dimensionality. However, several aspects may amplify the errors
that result from mapping the model onto a new grid and, as a result, the initial model
might be pushed out of equilibrium when mapped in more than one dimension. It
is worth noting that the two types of codes can use different equations of state,
different hydrodynamic solvers and different boundary conditions (Zingale et al.,
2002). Moreover, one-dimensional codes usually rely on Mixing Length Theory to
describe convection. Since we do not have any guess on how to represent this one-
dimensional fluid motion profile in the new multi-dimensional grid, velocities are set
to zero after the mapping.
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FLASH uses the mapping procedure described in Zingale et al. (2002), where
mapping of an initial hydrostatic model onto an explicit, Godunov scheme (actually,
a PPM scheme) is detailed. The idea is to construct an initial setup that contains
the information of the initial one-dimensional model which will remain in hydrostatic
equilibrium (over several hydrodynamical timescales) until a perturbation is imposed.
C.1 The initial model
The initial model adopted by Glasner et al. (1997) assumes accretion of solar-like
material (Z = 0.02) on top of a 1M white dwarf at a rate of 5×10−9M yr−1 until
the mass of the accreted envelope was ∼ 2× 10−5M. The calculation was evolved
until the temperature at the bottom layers of the accreted envelope reached ∼ 108 K,
that is, just before the thermonuclear runaway ensues. This one-dimensional model
contains 51 layers. Of these, 25 correspond to the accreted envelope, and the re-
maining 26 layers belong to the core (see Tables C.1 to C.5). For each layer, several
physical quantities such as the pressure, temperature, density, velocity and compo-
sition are tabulated. FLASH interpolates this initial model onto a two-dimensional
(three-dimensional) computational domain with a spacing given by the finest grid.
Radially, the core extends between ∼ 5.46×108 cm and ∼ 5.51×108 cm. The compo-
sition of the core material only comprises 12C and 16O, with X(12C)=X(16O)=0.5
by mass. On top of the core, a solar-like accreted envelope is placed — see Ta-
bles C.3, C.4 and C.5. Under the assumption of plane-parallel geometry, we have
constructed a computational domain that extends up to 800 km and contains all the
physical information of the initial one-dimensional model.
After a proper choice of the maximum level of refinement lrefinemax, the number
of blocks nblocky and the number of cells nyb, a uniform grid is constructed by in-
terpolation with nblocky×nyb×2lrefinemax−1 points (512 grid points for a choice of 4
blocks along the radial direction, 8 cells inside each block and 5 levels of refinement).
This step is necessary because the original spacing is very coarse. Density, temper-
ature and composition are taken as input from the new interpolated points and the
new quantitites are returned by calling the equation of state (see Appendix A.3).
This is a crucial step to make the input quantities (evaluated with another code)
consistent with the new equation of state, and hence, fully consistent with FLASH.
Abundances will be renormalized in case they get mangled due to inaccuracies in
the interpolation step. When comparing the final thermodynamic quantities with
the original values, the accuracy is very high — differences less than 1% (Zingale
et al., 2002) are found. Finally, velocities are reset to 0. Note that the maximum
velocity found in the intial model (see Table C.1 and Table C.2) is of the order of
103 cm s−1, which is small compared to the velocities achieved in the runaway phase
(usually ∼ 107 cm s−1).
The next step is to modify the density profile to force the model to be in hydro-
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static equilibrium. A hydrostatic equilibrium stage is reached when the velocity v












Then, the code uses an iteration method to adjust the density and pressure, such
that these equations are satisfied. Describing the density as an average between two
adjacent cells, Eq. (C.2) can be expressed as:
〈P 〉i − 〈P 〉i−1 =
gdx
2
(〈ρ〉i + 〈ρ〉i−1) (C.5)
where g is the gravitational acceleration and dx is the size of the cell. This recon-
struction represents a first-order differencing. One could use a high-order differencing
but this will not translate into a relevant improvement of the results (Zingale et al.,
2002).
Starting from a fixed layer i with density 〈ρ〉i, and taking the density 〈ρ〉i−1
and pressure 〈P 〉i−1 from the layer below, Eq. (C.5) allows to integrate outwards by
adjusting the pressure and density profiles to finally meet the hydrostatic equilibrium
condition. Then, we can evaluate 〈P 〉i:
〈P 〉i = 〈P 〉i−1 +
gdx
2
(〈ρ〉i + 〈ρ〉i−1) (C.6)
The new pressure 〈P 〉i satisfies hydrostatic equilibrium through the two layers
involved in this reconstruction. However, this pressure is not consistent with the
original density of the layer. Therefore, the next step is to implement an iteration
process to make density and pressure consistent in this layer:
δρ =






〈ρ〉i = 〈ρ〉i + δρ (C.8)
where δρ is the correction to the density and 〈P 〉0 is the pressure corresponding to
〈ρ〉i, that is, the value that results after calling the equation of state with 〈ρ〉i as
input.
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This loop, from Eq. (C.6) to Eq. (C.8), is repeated until convergence is found
(sixth figure in the value of the density). The density thus constructed is now taken
as the final density of the layer. Calling the equation of state once more, will update
the thermodynamic quantities in this layer. This iteration method results in the
construction of a density profile that guarantees hydrostatic equilibrium and that is
consistent with the equation of state. We can continue this first-order differencing
through the layers of the model by steeping outwards and iterating as described
above. At the end, all the layers will be in hydrostatic equilibrium.
C.2 Boundary Conditions
The solution to our problem is sensitive to the boundary conditions imposed at
the borders of the computational domain (Glasner et al., 2005). As mentioned in
Appendix A, the boundary conditions are implemented in the guard cells — ghost
cells that contain the information from neighboring blocks or physical boundaries
(the real borders of the computational domain). Several combinations of boundary
conditions can be adopted depending on the geometry and the type of code: reflecting
at the bottom (Shankar & Arnett, 1994; Glasner et al., 1997; Kercek et al., 1998),
outflow at the top (Shankar et al., 1992; Shankar & Arnett, 1994; Kercek et al., 1998)
and periodic (Shankar et al., 1992; Kercek et al., 1998) or reflecting (Glasner et al.,
2007) at the sides. However, we need boundary conditions that are as realistic as
possible and that match the physical properties of the problem.
FLASH allows to implement hydrostatic boundary conditions at the top and the
bottom of the domain. This is done by using the hydrostatic equilibrium equation
in the guard cells — see Eq. (C.2). The iteration method described in the previous
section is used to recompute the pressure and density profiles. From the last interior
row of cells we want to integrate the pressure from the innermost to the outermost
guard cell to finally meet hydrostatic equilibrium. To set hydrostatic boundary
conditions in the frontiers, we have used a first-order differencing scheme and a
Newton-Raphson iteration method as detailed in the previous section.
The balance between the pressure gradient and the gravity source can be com-
plemented with an additional constraint on the velocity field:
1. At the bottom, we choose a reflect condition on the velocity along the direction
perpendicular to the boundary by reversing its sign. This condition will enforce
the rigid boundary condition that is required to represent the white dwarf core.
Therefore, the material that hits the bottom will not flow off and instead, will
be reflected.
2. At the top, we choose an outflow constraint on the velocity field. The normal
velocity is given a zero gradient and therefore, waves will be allowed to flow
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off the domain (a situation that resembles the outflow condition during a ther-
monuclear runaway). In fact, this boundary condition is just a simple outflow
condition, but complemented with a readjusted density and pressure profile in
order to support the material against gravity (the weight of the matter above).
3. Periodic boundary conditions are imposed at the vertical sides. This constraint
imposes a wrap-around condition, such that the conditions found at one side
are repeated at the other side. Therefore, waves that hit one side will appear
at the other side. This boundary condition might impose softer consequences
than using reflect boundary conditions.
Since we only simulate a small slice of the star, imposing periodic conditions
physically means that we are taking into account the presence of material at the
sides. To test this, we have performed a simulation setting outflow boundary
conditions at the sides. The formation of the initial temperature fluctuations
is also found, but as soon as 12C is grabbed from the core, material flows off
the grid and convection cannot set in. As a consequence, there is a front that
progressively moves upwards, but advancing irregularly (see Fig. C.1).
It is worth mentioning that we have also run a set of preliminary simulations
to test the stability of the initial model. We found that the model remains indeed
stable over a large number of hydrodynamical timescales when we turn combustion
off.
C.3 Temperature perturbation
The FLASH code supports several kinds of perturbations. We have adopted Gaussian
(see Chapter 2) and top-hat (see Chapter 3) temperature perturbations to break the
initial hydrostatic equilibrium, without changing the density. The perturbation is
imposed at an arbitrary point (x0, y0, z0) and is characterized by a given influence
radius (Rx, Ry, Rz). Adopting this notation, for a top-hat perturbation we have:
































where TP is the value of the perturbation and T0 is the unperturbed value of the
temperature. For the Gaussian perturbation we use:
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Figure C.1: Snapshots of the 12C abundance in logarithmic scale at t = 249 s (upper panel)
and t = 261 s (lower panel), showing how the front advances asymmetrically and disperses
because of the choice of outflow boundary conditions at both sides.
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where TP is again the value of the perturbation.
We find that both types of perturbation give similar results (Casanova et al.,
2010, 2011; Zingale et al., 2001). Usually we adopt a very small perturbation in size
to affect the initial model as less as possible, but to guarantee that it is properly
set in at least one cell of the domain (specially for the Gaussian perturbation), the
current cell is split in arbitrary sub-cells. Specifically, in our simulations we have
split each cell in 4 sub-cells along each direction. Then, the new temperature is
computed in each sub-cell using the expressions given above for the perturbation.
We evaluate the average temperature over all the sub-cells within the cell and, finally,
this ultimate value is imposed as the final temperature in the zone. The accuracy of
this procedure increases with the number of sub-cells.
The initial temperature perturbation breaks the hydrostatic equilibrium of the
model, paving the road to the onset of convection (Shankar & Arnett, 1994; Kercek
et al., 1998, 1999; Zingale et al., 2001). Other authors (Shankar et al., 1992), prefer
instead to introduce a different perturbation, such as an initial energy deposition. It
is worth noting that Glasner & Livne (1995) and Glasner et al. (1997) do not adopt
any initial perturbation, but they find large temperature variations of about ∼ 20%
at the initial time, which we judge to be excessive.

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Three supplementary movies have been included in the attached CD-ROM. The first
one, 2D C12.wmv, describes the evolution of the 12C abundance in the 2-D model
A (see chapter 3), showing the development of the first instabilities, and the way
convection sets in and spreads over the envelope. Around t ∼ 150 s, a set of hydrody-
namic instabilities are clearly seen at the core-envelope interface. These fluctuations
begin to dredge-up material from the core and pave the road for the development
of convection. Convective transport appears initially in the form of small convective
cells that because of conservation of vorticity in 2-D tend to merge into bigger cells
with a size comparable to the size of the envelope. At the end of the simulation,
the fluid motion becomes rather violent as the convective front progressively moves
upwards. At t ∼ 496 s, the front reaches the top of the computational domain. The
mean, mass-averaged CNO abundance in the envelope reaches ∼ 0.22, by mass, in
agreement with the values inferred from the ejecta of CO novae.
Two-dimensional slices of a 3-D model showing the evolution of the 12C and 15O
abundances (3D C12.wmv and 3D O15.mwv), from the onset of the initial fluctu-
ations to the time when the convective front reaches the top of the computational
domain, have also been included in the attached CD-ROM. The 2-D slices have
been taken along the xz plane (arbitrarily at y = 6 × 107 cm) of the overall 3-D
volume. Similar patterns to those described above for the 2-D simulations are also
found. A major exception is the way in which convection develops: in contrast to
the 2-D case (Casanova et al., 2010, 2011), the convective eddies do not recombine.
They tend to dissipate by breaking into smaller convective cells, transferring their
energy to progressively smaller scales. These structures, vortices and filaments, un-
dergo a similar fate down to approximately the Kolmogorov scale. This last stage is,
however, intermittent and our 3D simulations appear to resolve at least the upper
dissipation range. Thus the Kolmogorov scale provides an estimate of the size of
the smallest eddies present in the flow. The intermittent and filamentary behavior,
characteristic of these late stages, translates into contrast structures that arise as
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inhomogeneous abundance distributions, a well-known feature observed in the ejecta
from novae. The mean, mass-averaged CNO abundance in the envelope at the end




The 2-D and 3-D simulations reported in this thesis, have been performed on the
MareNostrum Supercomputer, which is located at the Barcelona Supercomputing
Center. The MareNostrum Supercomputer has 10,240 processors and is ranked in
the 118th position according to the Top500 list (as 2011), which ranks the largest
supercomputers in the world. We have been granted a total amount of 1,067 kh
through the following projects:
• Multi-dimensional simulation of nova outbursts: searching the source of metal-
licity enhancement at the core-envelope interface, 158 kh, AECT-2010-1-0014.
• Multi-dimensional simulation of stellar explosions: classical and primordial
novae, and type I X-ray bursts, 323 kh, AECT-2010-2-0002.
• Multi-dimensional simulation of stellar explosions: neon-rich and primordial
novae, and type I X-ray bursts, 281 kh, AECT-2010-3-0013.
• Mixing in classical novae and type I X-Ray bursts: a multi-dimensional ap-
proach, 305 Kh, AECT-2011-1-0006.
In Table E.1, we show the number of nodes and the time required in all the
simulations reported in this thesis.
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Table E.1: Computational details.
Model Resolution Computational Nodes Time
(km) Domain (km) (kh)
A 1.56 × 1.56 800 × 800 256 3
B 1.56 × 1.56 800 × 800 256 2.3
C 1.56 × 1.56 800 × 800 256 2.9
D 1.56 × 1.56 800 × 800 256 3
E 1.56 × 1.56 800 × 800 256 2.9
F 1.56 × 1.56 1600 × 800 256 4.9
G 1.56 × 1.56 800 × 1000 256 3.6
H 1 × 1 800 × 800 256 32
I 0.39 × 0.39 800 × 800 256 110
3-D 3.25 × 3.25 800 × 800 × 800 256–512 150
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Casanova, J., José, J., Garćıa-Berro, E., Calder, A. & Shore, S. N., 2011.
Mixing in classical novae: a 2-D sensitivity study. A&A, 527, A5+.
Christy, R. F., 1966. A Study of Pulsation in RR Lyrae Models. ApJ , 144, 108–+.
Clayton, D. D., 1981. Li-7 gamma-ray lines from novae. ApJ , 244, L97+.
Clayton, D. D. & Hoyle, F., 1974. Gamma-Ray Lines from Novae. ApJ , 187,
L101+.
Clayton, D. D. & Hoyle, F., 1976. Grains of Anomalous Isotopic Composition
from Novae. ApJ , 203, 490–496.
Colella, P. & Glaz, H. M., 1985. Efficient solution algorithms for the Riemann
problem for real gases. Journal of Computational Physics, 59, 264–289.
BIBLIOGRAPHY 115
Colella, P. & Woodward, P. R., 1984. The Piecewise Parabolic Method (PPM)
for Gas-Dynamical Simulations. Journal of Computational Physics, 54, 174–201.
Colgate, S. A. & White, R. H., 1966. The Hydrodynamic Behavior of Super-
novae Explosions. ApJ , 143, 626.
Duerbeck, H. W., 2008. Novae:an historical perspective. In M. F. Bode &
A. Evans, ed., Classical Nova Explosions, vol. 43 of Cambridge Astrophysics, 1–15.
Cambridge: Cambridge University Press.
Durisen, R. H., 1977. Accretion of rotating fluids by barytropes - Numerical results
for white-dwarf models. ApJ , 213, 145–156.
Emery, A. F., 1968. An Evaluation of Several Differencing Methods for Inviscid
Fluid Flow Problems. Journal of Computational Physics, 2, 306.
Evans, A., 1990. Formation and Evolution of Dust in Novae. In A. Cassatella &
R. Viotti, ed., IAU Colloq. 122: Physics of Classical Novae, vol. 369 of Lecture
Notes in Physics, Berlin Springer Verlag , 253–+.
Forester, C. K., 1977. Higher order monotonic convective difference schemes.
Journal of Computational Physics, 23, 1–22.
Fryxell, B., Müller, E. & Arnett, D., 1989. Computation of multi-
dimensional flows with non-uniform composition. In W. Hillebrandt & E. Müller,
ed., Nuclear Astrophysics, 100–102.
Fryxell, B., Olson, K., Ricker, P., Timmes, F. X., Zingale, M., Lamb,
D. Q., MacNeice, P., Rosner, R., Truran, J. W. & Tufo, H., 2000.
FLASH: An Adaptive Mesh Hydrodynamics Code for Modeling Astrophysical
Thermonuclear Flashes. ApJS , 131, 273–334.
Fryxell, B. A. & Woosley, S. E., 1982. Finite propagation time in multidimen-
sional thermonuclear runaways. ApJ , 261, 332–336.
Fujimoto, M. & Iben, Jr., I., 1992. Constraints on element mixing in classical
novae. ApJ , 399, 646–655.
Fujimoto, M. Y., 1988. Differential rotation and elemental mixing in accreting
stars. A&A, 198, 163–172.
Gamezo, V. N., Wheeler, J. C., Khokhlov, A. M. & Oran, E. S., 1999.
Multilevel Structure of Cellular Detonations in Type IA Supernovae. ApJ , 512,
827–842.
Gehrz, R. D., 1999. Infrared studies of classical novae and their contributions to
the ISM. Phys. Rep., 311, 405–418.
116 BIBLIOGRAPHY
Gehrz, R. D., 2008. Infrared studies of classical novae. In M. F. Bode & A. Evans,
ed., Classical Nova Explosions, vol. 43 of Cambridge Astrophysics, 167–193. Cam-
bridge: Cambridge University Press.
Gehrz, R. D., Truran, J. W., Williams, R. E. & Starrfield, S., 1998. Nu-
cleosynthesis in Classical Novae and Its Contribution to the Interstellar Medium.
PASP , 110, 3–26.
Glasner, A. & Livne, E., 2002. Multidimensional Nova Simulations. In M. Her-
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Iliadis, C., Champagne, A., José, J., Starrfield, S. & Tupper, P., 2002.
The Effects of Thermonuclear Reaction-Rate Variations on Nova Nucleosynthesis:
A Sensitivity Study. ApJS , 142, 105–137.
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