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Operations on Locally Free Classgroups
by
Bernhard Ko¨ck
Abstract. Let Γ be a finite group and K a number field. We show that the operation
ψk defined by Cassou-Nogue`s and Taylor on the locally free classgroup Cl(OKΓ ) is a sym-
metric power operation if gcd(k, ord(Γ )) = 1. Using the equivariant Adams-Riemann-Roch
theorem, we furthermore give a geometric interpretation of a formula established by Burns
and Chinburg for these operations.
Introduction
Exterior or symmetric powers of modules play an important role in algebraic K-theory,
in representation theory of finite groups, in number theory, or in algebraic geometry. The
object of this paper is to work out their central role in a fascinating interplay of these
four subjects we are now going to describe.
The k-th Adams operation ψk on the classical ring K0(CΓ ) of virtual characters of a finite
group Γ can be defined in the following two ways: In terms of modules, ψk is given by
ψk(M) = Nk(Λ
1
C(M), . . . ,Λ
k
C(M));
i.e., the exterior powers Λ1
C
(M), . . . ,Λk
C
(M) of the representation M of Γ are plugged
into the k-th Newton polynomial Nk = t
k
1 + · · · + tkk considered as a polynomial in the
elementary symmetric functions of t1, . . . , tk. In terms of characters, ψ
k is given by
ψk(χ)(γ) = χ(γk)
(for γ ∈ Γ and χ ∈ K0(CΓ ) a character).
Now let K be a number field. Let K0(OKΓ ) denote the Grothendieck group of all pro-
jective modules over the group ring OKΓ and let
Cl(OKΓ ) = ker(rank : K0(OKΓ )→ Z)
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denote the locally free classgroup associated with K and Γ . Fro¨hlich has established an
isomorphism between Cl(OKΓ ) and a certain residue class group of the group
HomGal(K¯/K)(K0(K¯Γ ), I(K¯))
consisting of Galois-invariant homomorphisms from K0(K¯Γ ) = K0(CΓ ) to the group
I(K¯) of ideles of K¯ (e.g., see Theorem 1 on p. 20 in [F1]). Using Taylor’s group loga-
rithm techniques, Cassou-Nogue`s and Taylor have shown that, under certain additional
assumptions, the endomorphism Hom(ψk, I(K¯)) of HomGal(K¯/K)(K0(K¯Γ ), I(K¯)) induces
an endomorphism on Cl(OKΓ ) (e.g., see Chapter 9 in [T]). This endomorphism will be
denoted by ψCNTk in the following considerations. In the paper [BC], Burns and Chinburg
have studied the question whether there is an algebraic description of ψCNTk , for instance
in terms of power operations on OKΓ -modules. Their main result essentially is a formula
for ψCNTk (A) where A is an arbitrary Γ -stable fractional ideal in a tame Galois extension
N/K with Galois group Γ . Their formula expresses ψCNTk (A) in terms of powers of the
different DN/K and of powers of the ideal A (see Corollary 2.4 in [BC]).
The central result of this paper is the identification of the endomorphism ψCNTk with
a symmetric power operation on K0(OKΓ ) in the case gcd(k, ord(Γ )) = 1. The aim
of this paper finally is to give a geometric interpretation of the formula of Burns and
Chinburg, namely as an equivariant Adams-Riemann-Roch formula for the Γ -morphism
Spec(ON)→ Spec(OK).
The following fact (see Proposition 1.1) is the fundamental observation for our central
result: Let R be a commutative ring and M a projective module over the group ring RΓ ;
if gcd(k, ord(Γ )) is invertible in R, then the k-th exterior power ΛkR(M) and the k-th
symmetric power SymkR(M) are projective over RΓ again; here, as usual, Γ acts on the
exterior or symmetric power diagonally.
A slightly more general form of this observation will enable us to define a k-th symmetric
power operation σk on the Grothendieck group K0(RΓ ) and, more generally, on Quillen’s
higher K-groupsKq(RΓ ), q ≥ 0, (see section 1). An obvious generalization of the module-
theoretic definition of ψk onK0(CΓ ) explained above furthermore yields an (additive) k-th
Adams operation ψk on Kq(RΓ ), q ≥ 0, if gcd(k, ord(Γ )) is invertible in R (see section
1). In Theorem 1.6, we will prove several standard properties of these operations such as
e.g. the compatibility with the Cartan homomorphism. Moreover, Theorem 1.6 contains
a proof of the identity
ψk([RΓ ]) = [RΓ ]
conjectured in (1.12) in Chapter 9 of [T].
In section 2, we will show that ψk is multiplicative. Since there is no splitting principle
available, this cannot be proved as e.g. in [FL]. Instead, we will use the universal form
of the Cauchy decomposition and of the Pieri formula (established by Akin, Buchsbaum,
and Weyman in characteristic-free representation theory) in order to express the exterior
power Λi(M ⊗N) of the tensor product of two modules as a universal polynomial in the
exterior powers of M and N . It remains an open problem how to prove that ψk ◦ψl = ψkl
on K0(RΓ ) (here, l denotes another natural number such that gcd(l, ord(Γ )) is invertible
in R).
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We now assume that gcd(k, ord(Γ )) = 1 and fix a k′ ∈ N with kk′ ≡ 1 mod ord(Γ ). By
the constructions explained above, we have operations σk and ψk on K0(OKΓ ) and, in
particular, on Cl(OKΓ ) by restricting. The precise form of our central result now is:
ψCNTk′ = σ
k and k · ψCNTk′ = ψk on Cl(OKΓ )
(see Theorem 3.7). This result in particular answers the question (raised in (1.12) in
Chapter 9 of [T]) how the endomorphism ψCNTk behaves with respect to the Cartan ho-
momorphism (see Corollary 3.9).
Now let N/K be a tame Galois extension with Galois group Γ . In section 4, we will
essentially establish the following simple representation of the cotangential element T∨f
associated with the Γ -morphism f : Spec(ON)→ Spec(OK):
T∨f = [D
−1
N/K ]− [ON ].
Here, as above, DN/K denotes the different associated with N/K.
This representation of T∨f implies a particularly simple shape of the Bott multiplier and
then of the equivariant Adams-Riemann-Roch formula for f (see Theorem 5.4). On the
other hand, we will reformulate the formula of Burns and Chinburg mentioned above
using the central result Theorem 3.7 (see Theorem 5.6). It will then turn out that, more
or less, the formula of Burns and Chinburg is a strengthening of the equivariant Adams-
Riemann-Roch formula.
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Notations. Let Γ be a finite group and let R be a commutative Γ -ring, i.e., a com-
mutative ring together with an action of Γ by ring automorphisms. The twisted group
ring associated with Γ and R is denoted by R#Γ . If Γ acts on R trivially, we simply
write RΓ for R#Γ . We denote the Grothendieck group of all finitely generated projective
R#Γ -modules (of all finitely generated R-projective R#Γ -modules, of all finitely gener-
ated R#Γ -modules) by K0(R#Γ ), (by K0(Γ,R), and by K
′
0(R#Γ ), respectively). We
have a canonical homomorphism c : K0(R#Γ ) → K0(Γ,R) which is called the Cartan
homomorphism. If the order of the group Γ is invertible in R, c is bijective (e.g., see
the proof of Corollary 2.2c) in [Ko3]) and K0(R#Γ ) will be identified with K0(Γ,R).
Furthermore, we have a canonical homomorphism K0(Γ,R)→ K ′0(R#Γ ). If R is regular
(e.g., if R is a field or a ring of integers in a number field), this homomorphism is bijective
(e.g., see Satz (2.1) in [Ko1]) and K0(Γ,R) will be identified with K
′
0(R#Γ ). Thus, if R is
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a field of characteristic zero, all three Grothendieck groups coincide. The corresponding
higher K-groups will be denoted by Kq(R#Γ ), Kq(Γ,R), K
′
q(R#Γ ), q ≥ 0, (see [Q]).
The corresponding identifications hold for higher K-groups as well. For K1(R#Γ ), we
will use also the following two descriptions (e.g., see [B]): By the third theorem on p. 228
in [Gr1], K1(R#Γ ) is isomorphic to the abelianized infinite linear group GL∞(R#Γ )
ab;
furthermore, K1(R#Γ ) is the free Abelian group over all pairs (M,α), where M is a f. g.
projective R#Γ -module and α is an R#Γ -automorphism of M , modulo the relations de-
fined on p. 348 in [B]. The notation K0T (−) will always stand for a Grothendieck group
of torsion modules.
§1 Power Operations for Projective Modules over
Group Rings
Let Γ be a finite group, R a commutative Γ -ring and k a natural number such that
gcd(k, ord(Γ )) is invertible in R.
The aim of this section is to construct a symmetric power operation σk, an exterior power
operation λk, and an Adams operation ψk on Quillen’s higher K-groups Kq(R#Γ ), q ≥ 0,
in particular on the Grothendieck group K0(R#Γ ) of all f. g. projective R#Γ -modules.
Furthermore, we will prove several standard properties of these operations and we will
show the equality ψk([R#Γ ]) = [R#Γ ] if gcd(k, ord(Γ )) = 1. The following proposition
is the fundamental observation for this equality and for the whole section.
Proposition 1.1. Let k1, . . . , kr ∈ N such that gcd(k1, . . . , kr, ord(Γ )) is invertible in R.
(For instance, this holds if k1 + . . .+ kr = k or if at least one ki is 1.) Let M1, . . . ,Mr be
projective R#Γ -modules. Then the R#Γ -module
P := Symk1(M1)⊗ · · · ⊗ Symkr(Mr)
is projective over R#Γ , too. (Here, all tensor products and all symmetric powers in P
are formed over R and Γ acts on P diagonally.)
If moreover gcd(k1, . . . , kr, ord(Γ )) = 1 and M1, . . . ,Mr are free over R#Γ , then P is free
over R#Γ , too.
Proof. First, let r = 1. We write k for k1. Let M be a free R#Γ -module and B ⊂ M
an R-basis of M which carries a free action of Γ . For instance, the basis consisting
of the Γ -images of an R#Γ -basis of M is such a basis. Let Bk/Σk denote the set of
unordered k-tuples in B. For any H = (b1, . . . , bk) ∈ Bk/Σk, let bH :=
∏k
j=1 bj denote the
corresponding standard basis element of Symk(M). Then we obviously have γ(bH) = bγ(H)
for all γ ∈ Γ , where the action of Γ on Bk/Σk is defined in the obvious way. For any
H ∈ Bk/Σk, the stabilizer Stab(H) := {γ ∈ Γ : γ(H) = H} clearly acts on the sets
H(n) := {b ∈ B : b occurs n times in H}, n ≥ 1, and this action is free by assumption.
Thus, the order ord(Stab(H)) divides the number #H(n) of elements in H(n) for all n.
Hence, it divides k =
∑∞
n=1 n · (#H(n)), too.
Now, let r be arbitrary and M1, . . . ,Mr free R#Γ -modules. Furthermore, let B1, . . . , Br
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be bases of M1, . . . ,Mr as above. Then, for any H = (H
1, . . . , Hr) ∈ Bk11 /Σk1 × · · · ×
Bkrr /Σkr , the element bH := bH1⊗· · ·⊗ bHr is a standard basis element of P with γ(bH) =
bγ(H). The order ord(Stab(H)) of the stabilizer of H divides the order of the stabilizer
of H i for all i. Then, by the first part of the proof, it divides gcd(k1, . . . , kr, ord(Γ )),
too. Hence, ord(Stab(H)) is invertible in R. Thus, the canonical R#Γ -linear surjection
R#Γ → R#[Γ/Stab(H)], γ 7→ [γStab(H)], can be split by the well-defined R#Γ -linear
map
R#[Γ/Stab(H)]→ R#Γ, [γStab(H)] 7→ 1
ord(Stab(H))
∑
γ′∈Stab(H)
[γγ′].
This proves that the R#Γ -module R#[Γ/Stab(H)] is projective over R#Γ . The R#Γ -
submodule generated by bH obviously is isomorphic to R#[Γ/Stab(H)]. Thus, it is R#Γ -
projective, too. Being a direct sum of such modules, also P is projective. This shows the
first assertion in Proposition 1.1 for free R#Γ -modules M1, . . . ,Mr and, by passing to
direct summands, also for projective R#Γ -modules.
If finally gcd(k1, . . . , kr, ord(Γ )) = 1, then Stab(H) is trivial. Hence, P is a free R#Γ -
module.
Now we are going to construct the power operations mentioned above. For this, it is con-
venient to define the following exact subcategories Mi, i = 1, 2, . . . of the exact category
M of all f. g. R-projective R#Γ -modules: LetMi be the smallest full subcategory ofM
which is closed under extensions and kernels of R#Γ -epimorphisms and which contains all
modules of the form Symk1(M1)⊗· · ·⊗Symkr(Mr), where M1, . . . ,Mr are f. g. projective
R#Γ -modules and k1, . . . , kr are natural numbers with k1 + · · · + kr = i. We call the
modules in Mi modules of weight i. Obviously, M1 is the category of all f. g. projective
R#Γ -modules. By Proposition 1.1, the category Mk is contained in M1.
Lemma 1.2. For all i, j ∈ N, the tensor product induces a functor
⊗ :Mi ×Mj →Mi+j.
Proof. A module of weight i is called of level 0 iff it is of the form Symk1(M1) ⊗ · · · ⊗
Symkr(Mr) as above. Inductively, a module of weight i is called of level ≤ m iff it is
an extension or the kernel of an R#Γ -epimorphism of two modules of weight i and level
≤ m − 1. Then one easily shows by induction that the tensor product of a module of
weight i and level ≤ m with a module of weight j and level ≤ n is a module of weight
i + j and level ≤ m + n. Since any module of weight i or j is of finite level, this shows
Lemma 1.2.
For any exact category P and for any i ≥ 1, let Fi(P) denote the category of all sequences
M1 →֒ · · · →֒ Mi of admissible monomorphisms in P of length i. Here, a monomorphism
M ′ → M in P is called admissible iff it can be completed to a short exact sequence
0→ M ′ → M → M ′′ → 0 in P.
Lemma 1.3. For any sequence M1 →֒ · · · →֒ Mi in Fi(M1), the R#Γ -module
M1 · · ·Mi := Image(M1 ⊗ · · · ⊗Mi can−→ Symi(Mi))
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is contained in Mi.
Proof. In the canonical filtration
M1 · · ·Mi ⊆M1 · · ·Mi−2MiMi ⊆ · · · ⊆ Symi(Mi)
of Symi(Mi), each successive quotient is isomorphic to one of the modules M1 · · ·Mr−1 ⊗
Symi−r+1
(
Mi
Mr
)
, r = 1, . . . , i. Now, Lemma 1.3 follows from Lemma 1.2 by induction on
i.
It is easy to prove that the exact categoriesM1,M2, . . . together with the tensor products
⊗ :Mi ×Mj →Mi+j , i, j ∈ N, (well-defined by Lemma 1.2) and the symmetric power
operations Fi(M1)→Mi, (M1 →֒ · · · →֒ Mi) 7→M1 · · ·Mi, (well-defined by Lemma 1.3)
satisfy the axioms (E1) through (E5) in section 7 in [Gr2]. Unlike Grayson in section
7 in [Gr2], we cannot define operations Fi(Mj) → Mij for j > 1, since it is not clear
whether the i-th symmetric power Symi(M) of a module M of weight j is a module of
weight ij. This problem is related to the so-called plethysm problem (see also Remark
2.6). Nevertheless, we may apply the construction of section 7 in [Gr2] for j = 1. It yields
continuous maps
σi : |GM1| → |GiMi|, i ≥ 1,
from the geometric realization of the G-construction associated with M1 to the geomet-
ric realization of the i-fold iterated G-construction associated with Mi. By passing to
homotopy groups, we obtain symmetric power operations
σi : Kq(R#Γ )→ Kq(Mi), q ≥ 0, i ≥ 1,
on Quillen’s K-groups. For i = k, we finally obtain a symmetric power operation
σk : Kq(R#Γ )→ Kq(R#Γ )
on the higher K-groups Kq(R#Γ ), q ≥ 0, since Mk is contained in M1 by Proposition
1.1.
Lemma 1.4. For any sequence M1 →֒ · · · →֒ Mi in Fi(M1), the R#Γ -module
M1 ∧ . . . ∧Mi := Image(M1 ⊗ · · · ⊗Mi can−→ Λi(Mi))
is contained in Mi.
Proof. For any i ≥ 1 and any f. g. projective R#Γ -module M , the Koszul complex
0→ Λi(M)→M ⊗ Λi−1(M)→ · · · → Symi−1(M)⊗M → Symi(M)→ 0
is an exact sequence of R#Γ -modules. It follows from Lemma 1.2 by induction on i that
Λi(M) is contained inMi. Now, Lemma 1.4 can be deduced from this fact as in the proof
of Lemma 1.3.
Remark 1.5. Lemma 1.4, Lemma 1.2, and Proposition 1.1 imply that Proposition 1.1
holds as well if some symmetric powers are replaced by exterior powers in the definition
of P . This can of course also be shown directly as in Proposition 1.1 by introducing some
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signs. Moreover, it is more convenient to define the categoriesMi, i ≥ 1, with symmetric
powers than with exterior powers since it would otherwise not be clear whether symmetric
powers (and, more generally, (co)Schur modules, see Proposition 2.1) are contained in the
categories Mi, i ≥ 1.
As above, we now obtain exterior power operations
λi : |GM1| → |GiMi|, i ≥ 1,
and the corresponding maps on the K-groups.
By Lemma 1.2, we furthermore have continuous maps
⊗ : |GiMi| × |GjMj| → |Gi+jMi+j|, i, j ≥ 1,
(see also section 1 of [Ko2]). Let Ni(s1, . . . , si) denote the i-th Newton polynomial t
i
1 +
· · · + tii considered as a polynomial in the elementary symmetric functions s1, . . . , si of
t1, . . . , ti. Replacing s1, . . . , si by the exterior power operations λ
1, . . . , λi defined above
and the products in Ni(s1, . . . , si) by the tensor products defined above, we finally obtain
continuous maps
ψi : |GM1| → |GiMi|, i ≥ 1,
and the corresponding maps on the K-groups as above. These maps are called Adams
operations.
Applying Grayson’s construction to the exact category M consisting of all f. g. R-
projective R#Γ -modules (i.e., all categories Mi, i ≥ 1, in section 7 in [Gr2] are identical
to M), we similarly obtain power operations
σi, λi, ψi : Kq(Γ,R)→ Kq(Γ,R), i ≥ 1, q ≥ 0,
(see also §2 and §3 in [Ko1]).
Theorem 1.6.
(a) Let γ be one of the operations σi, λi, ψi, i ≥ 1. Then the following diagram commutes
for all q ≥ 0:
Kq(R#Γ )
c−→ Kq(Γ,R)
↓ γ ↓ γ
Kq(Mi) can−→ Kq(Γ,R).
In particular, the operations σk, λk, and ψk on Kq(R#Γ ) are compatible with the cor-
responding operations on Kq(Γ,R) with respect to the Cartan homomorphism (for all
q ≥ 0).
(b) The operations σi, λi, ψi, i ≥ 1, commute with base change with respect to any
homomorphism R → R′ of Γ -rings and they commute with the restriction map for any
subgroup Γ ′ of Γ .
(c) For all i ≥ 1 and for all M,N ∈M1 we have in K0(Mi):
(i) σi([M ]− [N ]) =∑a≥0, b1,...,bu≥1
a+b1+···+bu=i
(−1)u[Syma(M)⊗ Symb1(N)⊗ · · · ⊗ Symbu(N)].
7
(ii) The assertion (i) analogously holds for exterior powers.
(iii) ψi([M ] + [N ]) = ψi([M ]) + ψi([N ]).
(iv)
∑i
j=0(−1)jλj([M ]) · σi−j([M ]) = 0.
(d) For all i ≥ 1 and q ≥ 1, we have:
(i) The maps λi, σi, ψi : Kq(R#Γ )→ Kq(Mi) are homomorphisms.
(ii) σi = (−1)i−1λi : Kq(R#Γ )→ Kq(Mi).
(iii) ψi = (−1)i−1iλi : Kq(R#Γ )→ Kq(Mi).
(e) If gcd(k, ord(Γ )) = 1, we have:
ψk([R#Γ ]) = [R#Γ ] in K0(R#Γ ).
(f) Let K˜0(Z, R#Γ ) := ker(K0(Z, R#Γ )
can−→ K0(R#Γ )) denote the reduced Grothen-
dieck group of all pairs (M,α), where M is a f. g. projective R#Γ -module and α is an
R#Γ -automorphism of M . Let γ : K˜0(Z, R#Γ )→ K˜0(Z, R#Γ ) be one of the operations
σk, λk, ψk defined similarly as above. Then the following diagram commutes:
K˜0(Z, R#Γ )
can−→ K1(R#Γ )
↓ γ ↓ γ
K˜0(Z, R#Γ )
can−→ K1(R#Γ ).
Proof. The assertions (a) and (b) follow from the functoriality of Grayson’s construction.
The assertions (c)(i) and (c)(ii) are proved in section 8 in [Gr2]. The λ-series λt([M ]) :=∑
i≥0 λ
i([M ])ti satisfies the rule λt([M +N ]) = λt([M ]) ·λt([N ]) by (c)(ii); being the loga-
rithmic derivative of the λ-series (see page 23 in [FL]), the ψ-series is additive. This proves
assertion (c)(iii). The assertion (c)(iv) follows from the fact that the Koszul complex
0→ Λi(M)→M ⊗ Λi−1(M)→ · · · → Symi−1(M)⊗M → Symi(M)→ 0
is an exact sequence of R#Γ -modules.
The assertion (d)(i) follows from the fact that maps on higher homotopy groups which are
induced by continuous maps are homomorphisms. By the same argument, the products
Kq(Mi)×Kq(Mj) → Kq(Mi+j) induced by the tensor product Mi ×Mj →Mi+j are
linear and hence trivial for q ≥ 1. This together with Newton’s recursion formula proves
assertion (d)(iii). Assertion (d)(ii) can be proved as in Theorem 6.1 in [Ko2].
To show assertion (e), we express ψk as a polynomial in the symmetric power operations
σ1, . . . , σk using (c)(iv). Then all monomials in this polynomial are of weight k. Thus,
by Proposition 1.1, there is an n ∈ N such that ψk([R#Γ ]) = n · [R#Γ ]. We have n = 1
since rankR(ψ
k([R#Γ ])) = rankR([R#Γ ]). This proves assertion (e).
The assertion (f) can be proved as in section 9 in [Gr2] (see also the proof of Theorem
3.3 in [Ko3]).
Remark 1.7.
(a) If not only gcd(k, ord(Γ )), but k is invertible in R, we have constructed an Adams
operation ψk onKq(R#Γ ), q ≥ 0, in [Ko4] by using so-called cyclic powers. One should be
able to prove that that operation agrees with the Adams operation defined in this section.
8
Since there is no splitting principle available for K0(R#Γ ), this is a problem already
(and in fact mainly) for K0(R#Γ ). At the end of the paper [Ko4], some speculations
are given from which a solution for this problem would follow. If R is a field and Γ acts
on R trivially, the Cartan homomorphism c : K0(RΓ ) → K0(Γ,R) is injective (see §5 in
[Ke]). Since both operations ψk commute with c, they agree in this case. In particular,
Proposition 1.1 yields a considerable simplification of §5 in [Ke].
(b) Compared with the construction of this section, the construction in [Ko4] has the
disadvantage that it is only possible under the stronger assumption k ∈ R×. However, it
has the advantage that both the multiplicativity of ψk and the rule ψk ◦ ψl = ψl ◦ ψk can
rather easily be proved and that the definition of ψk([M ]) involves only two modules if k
is a prime number.
Remark 1.8. Let Γ ′ be a subgroup of Γ . In §6 of [Ko5], the following question has been
raised: Under which conditions does the equality ψk([R#[Γ/Γ ′]]) = [R#[Γ/Γ ′]] hold in
K0(Γ,R). Using the equivariant Adams-Riemann-Roch formula, we have proved in §6
in [Ko5] that this equality holds in a certain completion of K0(Γ,R)[k
−1] for all k ∈ N.
By Theorem 1.6(e), we now have that this equality holds already in K0(Γ,R) if Γ
′ is a
normal subgroup and gcd(k, ord(Γ/Γ ′)) = 1.
§2 Multiplicativity of Adams Operations
Let Γ be a finite group, R a commutative Γ -ring, and k ∈ N such that gcd(k, ord(Γ )) is
invertible in R.
The aim of this section is to prove the multiplicativity of the Adams operation ψk on
K0(R#Γ ) (and on the higher K-groups) defined in the previous section. Since there is
no splitting principle available for K0(R#Γ ), this cannot be proved as e.g. in [FL]. In
place of the splitting principle, we will use a filtration of the exterior power Λi(M ⊗N) of
the tensor product of two modules M and N which has been constructed by K. Akin, D.
Buchsbaum, and J. Weyman. Each successive quotient in this filtration is isomorphic to
a tensor product of (co)Schur modules (see [ABW]). Furthermore, we will use a universal
form of the Pieri formula established by K. Akin and D. Buchsbaum in [AB] to express
(co)Schur modules as polynomials in exterior powers. The results of this section will not
be used in the subsequent sections.
Let λ = (λ1 ≥ λ2 ≥ . . .) ∈ N∞ be a partition with 1 ≤ |λ| := λ1 + λ2 + · · · < ∞.
The transposed partition (see p. 217 in [ABW]) is denoted by λ˜ = (λ˜1 ≥ λ˜2 ≥ . . .). For
any f. g. free R-module F , the Schur module Lλ(F ) is defined as the image of a certain
canonical map
dλ(F ) : Λ
λ1(F )⊗ Λλ2(F )⊗ · · · → Symλ˜1(F )⊗ Symλ˜2(F )⊗ · · ·
(see pages 219 and 220 in [ABW]). By Theorem II.2.16 in [ABW], Lλ(F ) is a f. g. free
R-module and Lλ commutes with base change. For any f. g. projective R-module M , we
define the Schur module Lλ(M) in the same way. By localization, we see that Lλ(M) is
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a f. g. projective R-module. If furthermore M is an R#Γ -module, then the map dλ(M)
obviously is R#Γ -linear and Lλ(M) is an R#Γ -module. The same holds for the coSchur
module Kλ(M) defined on p. 220 in [ABW].
Let sλ denote the Schur polynomial associated with λ˜ (see I §3 in [McD]). It will be viewed
as a polynomial in the elementary symmetric functions. It is homogeneous of weight |λ|.
Thus, for any f. g. projective R#Γ -module M ,
sλ(M) := sλ([Λ
1(M)], [Λ2(M)], . . .)
is a well-defined element of K0(M|λ|) by Lemma 1.2 and Lemma 1.4. (Here, the category
M|λ| is the category of modules of weight |λ| defined in section 1.)
Proposition 2.1. Let M be a f. g. projective R#Γ -module. Then the Schur module
Lλ(M) and the coSchur module Kλ(M) are contained in the categoryM|λ|. Furthermore,
we have:
[Lλ(M)] = sλ(M) and [Kλ(M)] = sλ˜(M) in K0(M|λ|).
Proof. First, we show that the Schur module Lλ(M) is contained in M|λ|. For this, we
use induction on λ with respect to lexicographic order (i.e., λ < µ iff there is an r ∈ N such
that λ1 = µ1, . . . , λr = µr and λr+1 < µr+1). For λ = (1, 0, 0, . . .), the assertion is trivial.
For the induction step, let µ denote that partition which arises from λ by omitting the last
column and let p denote the size of the last column in λ (i.e., p := λ˜l(λ˜) and µi := λi − 1
for i = 1, . . . , p and µi := λi for i > p). By the universal form of the Pieri formula (see
Theorem (3)(a) in section 3 in [AB]), we have for all f. g. free R-modules F : There is a
filtration on the tensor product Lµ(F )⊗ Symp(F ) such that the successive quotients are
isomorphic to Schur modules. More precisely, we have: If ν runs through the set
I := {ν a partition : µi ≤ νi ≤ µi + 1 for all i and |ν| = |λ|},
then Lν(F ) runs through the sequence of successive quotients. The partition λ is obviously
the biggest partition in I with respect to lexicographic order; in particular, Lλ(F ) is
isomorphic to the smallest (nontrivial) module in the filtration of Lµ(F )⊗ Symp(F ) (see
also section 2 in [AB]). By localization, one easily sees that the corresponding assertions
hold for f. g. R-projective R#Γ -modules as well. By the induction hypothesis and by
Lemma 1.2, the module Lµ(M) ⊗ Symp(M) and the modules Lν(M), ν ∈ I\{λ}, are of
weight |λ|. Thus, all filtration steps and, in particular, Lλ(M) are of weight |λ|. Using the
corresponding theorem for coSchur modules, one similarly deduces from this that K|λ|(M)
is of weight |λ|.
In order to show the equality [Lλ(M)] = sλ(M), we replace the Pieri formula for Lµ(M)⊗
Symp(M) by the Pieri formula for Lµ(M)⊗Λp(M) (see Theorem (3)(b) in [AB]) and the
lexicographic order by the transposed lexicographic order in the procedure above. Then,
we immediately obtain a polynomial s′λ such that [Lλ(M)] = s
′
λ([Λ
1(M)], [Λ2(M)], . . .) in
K0(M|λ|). We have s′λ = sλ by the Pieri formula for Schur polynomials (cf. Appendix A
in [FH]). Thus, we have shown the desired equality [Lλ(M)] = sλ(M) in K0(M|λ|). The
equality [Kλ(M)] = sλ˜(M) can be shown analogously.
For any i ≥ 1, let Mi ⊗Mi be the smallest subcategory of M which is closed under
extensions and kernels of R#Γ -epimorphisms and which contains all modules of the form
M ⊗ N , where M,N ∈ Mi. The category Mi ⊗Mi is obviously contained in M2i. By
Proposition 1.1, M1 ⊗M1 is contained in M1. Thus, by Proposition 1.1, Mk ⊗Mk is
contained in M1. In particular, the tensor product defines a ring structure on K0(R#Γ )
(in general without 1). Let Pi be the universal polynomial defined on page 5 in [FL].
It is homogeneous of weight i in both sets of variables. Thus, for all f. g. projective
R#Γ -modules M , N ,
Pi(M,N) := Pi([Λ
1(M)], . . . , [Λi(M)]; [Λ1(N)], . . . , [Λi(N)])
is a well-defined element of K0(Mi ⊗Mi) by Lemma 1.2 and Lemma 1.4.
Theorem 2.2. For all f. g. projective R#Γ -modules M , N and all i ≥ 1, the exterior
power Λi(M ⊗N) is contained in Mi ⊗Mi and we have:
[Λi(M ⊗N)] = Pi(M,N) in K0(Mi ⊗Mi).
Proof. By Theorem III.2.4 in [ABW], there is a filtration on Λi(M ⊗ N) by R#Γ -
submodules with the following property: If λ runs through the set of partitions of weight
i, then the tensor product Lλ(M) ⊗ Kλ(M) runs through the sequence of successive
quotients. (This is proved in [ABW] only in the non-equivariant situation and only for free
R-modules M , N . The general assertion follows from this using the standard arguments
already explained above.) Hence, by Proposition 2.1, all filtration steps and, in particular,
Λi(M ⊗N), are contained in Mi ⊗Mi and we have:
[Λi(M ⊗N)] =
∑
|λ|=i
[Lλ(M)⊗Kλ(N)]
=
∑
|λ|=i
sλ(M) · sλ˜(N)
= Pi(M,N) in K0(Mi ⊗Mi).
Here, the last equality is formula (4.3’) on p. 35 in [McD].
Corollary 2.3. For all x, y ∈ K0(R#Γ ) and all i ≥ 1, we have
ψi(x · y) = ψi(x) · ψi(y) in K0(Mi ⊗Mi).
In particular, ψk : K0(R#Γ )→ K0(R#Γ ) is a ring homomorphism.
Proof. It obviously suffices to show Corollary 2.3 for elements x = [M ] and y = [N ]
where M , N are f. g. projective R#Γ -modules. In this case, Corollary 2.3 follows from
Theorem 2.2 and the following identity of polynomials which is easy to prove:
Ni(Pj(X1, . . . , Xj; Y1, . . . , Yj), j = 1, . . . , i) = Ni(X1, . . . , Xi) ·Ni(Y1, . . . , Yi).
The tensor product yields aK0(R#Γ )-module structure on Quillen’sK-groupsKq(R#Γ ),
q ≥ 0, in the usual way (e.g., see §3 in [Q]).
Corollary 2.4. Let q ≥ 0. For all x ∈ K0(R#Γ ) and all y ∈ Kq(R#Γ ), we have:
ψk(x · y) = ψk(x) · ψk(y) in Kq(R#Γ ).
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Proof. For q = 0, this has been proved in Corollary 2.3. So let q ≥ 1. For any arbitrary
group G let K0(G,R#Γ ) denote the Grothendieck group of all representations of the
group G on f. g. projective R#Γ -modules. As in section 1, one can define a k-th Adams
operation ψk on K0(G,R#Γ ). Using Quillen’s universal transformation, we then obtain
a k-th Adams operation ψk on Kq(R#Γ ) as in section 2 of [Ko3]. As in section 9 of [Gr2],
one easily shows that this Adams operation agrees with the Adams operation defined in
section 1. Furthermore, one easily proves as in Corollary 2.3 that ψk on K0(G,R#Γ ) is
multiplicative. Finally, as in Corollary 2.2a) in [Ko3], one deduces Corollary 2.4 from this
using Quillen’s universal transformation.
Remark 2.5. If Γ acts on R trivially, the tensor product defines a K0(Γ,R)-module
structure on K0(RΓ ) by Lemma 2.1 in [Ko4]. One easily shows as above that the k-th
Adams operation ψk : K0(RΓ )→ K0(RΓ ) is semi-linear with respect to the k-th Adams
operation on K0(Γ,R) defined e.g. in section 1.
Remark 2.6. Let l be another natural number such that gcd(l, ord(Γ )) is invertible
in R. One should be able to prove similarly to Corollary 2.3 that ψk ◦ ψl = ψkl in
End(K0(R#Γ )). For this, one should be able to construct a “universal decomposition”
of Λk(Λl(M)) similarly to the universal form of the Cauchy decomposition of Λi(M ⊗N)
used in the proof of Theorem 2.2. This problem is called the plethysm problem in the
literature and is not yet solved.
If R is a field and Γ acts on R trivially, then the Cartan homomorphism c : K0(RΓ ) →
K0(Γ,R) is injective (see §5 in [Ke]). Thus, the rule ψk ◦ ψl = ψkl for K0(RΓ ) follows
from the corresponding rule for K0(Γ,R) in this case. If R is the ring of integers in a
number field and Γ acts on R trivially, the rule ψk ◦ ψl = ψkl follows from Theorem 1.3
(1) on p. 99 in [T] and Theorem 3.7 which is the main result of the next section.
§3 Power Operations on Locally Free Classgroups
Let K be a number field, Γ a finite group, and k ∈ N such that k is coprime to the
exponent e(Γ ) of Γ . Furthermore, we fix a k′ ∈ N with kk′ ≡ 1 mod e(Γ ). Let OK denote
the ring of integers in K and Cl(OKΓ ) := ker(rank : K0(OKΓ ) → Z) the locally free
classgroup associated with K and Γ .
In this section, we will prove that the endomorphism ψCNTk′ of Cl(OKΓ ) defined by Ph.
Cassou-Nogue`s and M. Taylor in [CNT] coincides with the restriction of the symmetric
power operation σk on K0(OKΓ ) defined in section 1.
To begin with, we recall some basic facts about the locally free classgroup (e.g., see §1
in Chapter 1 in [T]). Let K0T (OKΓ ) denote the Grothendieck group of all OK-torsion
modules over OKΓ which have a OKΓ -projective resolution of finite length (and then
also of length 1 by Theorem 8 on p. 145 in [Se2]). Let ∂ : K1(KΓ )→ K0T (OKΓ ) be the
connecting homomorphism; it is uniquely determined by the following property: Let F be
a f. g. free OKΓ -module and let α ∈ GL(F⊗K)∩End(F ); then ∂((F ⊗K,α)) = coker(α :
F → F ). Furthermore, let i∗ : K0T (OKΓ ) → K0(OKΓ ) denote the resolution map: it
maps a torsion module M with the OKΓ -projective resolution 0→ P → Q→M → 0 to
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the element [P ]− [Q] in K0(OKΓ ). Then the sequence
K1(KΓ )
∂−→ K0T (OKΓ ) i∗−→ K0(OKΓ ) rank−→ Z
is exact; in particular, we have:
Cl(OKΓ ) ∼= coker(∂ : K1(KΓ )→ K0T (OKΓ )).
Decomposing torsion modules into p-primary torsion modules induces an isomorphism
K0T (OKΓ ) ∼= ⊕
p∈Max(OK)
K0T (OKpΓ );
here, Kp denotes the completion of K at p and K0T (OKpΓ ) is the Grothendieck group
of all torsion modules over OKpΓ which have a OKpΓ -free resolution of length 1. Finally,
we have canonical exact (localization) sequences
K1(OKpΓ ) −→ K1(KpΓ ) ∂−→ K0T (OKpΓ ) −→ 0, p ∈ Max(OK);
here, K1(OKpΓ ) → K1(KpΓ ) is the canonical map and the local connecting homomor-
phism ∂ : K1(KpΓ )→ K0T (OKpΓ ) is defined in the same way as the global one.
Now we fix a prime ideal p 6= 0 in OK . Let Φ denote the composition
Φ : K1(KpΓ )
∂−→ K0T (OKpΓ ) can−→ K0T (OKΓ ) i∗−→ K0(OKΓ ).
Proposition 3.1. Let γ be one of the operations σk, λk, ψk defined in section 1. Then
the following diagram commutes:
K1(KpΓ )
Φ−→ K0(OKΓ )
↓ γ ↓ γ
K1(KpΓ )
Φ−→ K0(OKΓ ).
We will give an algebraic proof and a topological proof of this proposition. The algebraic
proof is elementary and explicit, but consists of lengthy computations. The topological
proof is conceptual and uses higher K-theory. We start with a lemma which will be used
in the algebraic proof.
Lemma 3.2. Let F be a f. g. free OKΓ -module and α ∈ GL(F ⊗Kp). We write α = β/π
with β ∈ End(F ⊗OKp) ∩GL(F ⊗Kp) and π ∈ OK\{0} and we put
C(β) := ker(F →֒ F ⊗OKp−→ coker(β)).
Then we have:
(a) Φ((F ⊗Kp, α)) = [C(β)]− [F ] in K0(OKΓ ).
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(b) For all k1, . . . , kr ∈ N such that gcd(k1, . . . , kr, ord(Γ )) = 1 and for all β1, . . . , βr ∈
End(F ⊗OKp) ∩GL(F ⊗Kp), the canonical OKΓ -linear homomorphism
Symk1(C(β1))⊗ · · · ⊗ Symkr(C(βr))→ C((Symk1(β1)⊗ · · · ⊗ Symkr(βr))
is bijective; here, Symk1(β1) ⊗ · · · ⊗ Symkr(βr) is considered as an endomorphism of
Symk1(F ⊗OKp)⊗ · · · ⊗ Symkr(F ⊗OKp) ∼= Symk1(F )⊗ · · · ⊗ Symkr(F )⊗OKp which is
free over OKpΓ by Proposition 1.1.
Proof. (a) In the commutative diagram
0 → C(β) → F → coker(β) → 0
↓ ↓ ‖
0 → F ⊗OKp β→ F ⊗OKp → coker(β) → 0,
the composition F →֒ F ⊗ OKp−→ coker(β) is surjective since (F ⊗ OKp)/F is a divis-
ible Abelian group and coker(β) is a f. g. torsion group. Thus, the upper sequence is
exact. Since coker(β) is cohomologically trivial, it has OKΓ -projective dimension 1 (cf.
Proposition 4.1 in [C]). Hence, the module C(β) is projective over OKΓ and we have
Φ((F ⊗Kp, β)) = [C(β)]− [F ] in K0(OKΓ ).
For β = π, we obviously have C(β) ∼= F ; consequently, Φ((F ⊗Kp, π)) = 0. This implies
assertion (a).
(b) We write Symk(−) for Symk1(−)⊗ · · · ⊗ Symkr(−). The canonical inclusion C(β) →֒
F ⊗ OKp obviously induces an isomorphism C(β)⊗ OKp →˜ F ⊗ OKp . Thus, the canon-
ical homomorphism Symk(C(β)) ⊗ OKp → Symk(F ⊗ OKp) is bijective. Hence, in the
commutative diagram with exact rows
0 → Symk(C(β)) i→ Symk(F ) → coker(i) → 0
↓ ‖ ↓
0 → C(Symk(β)) → Symk(F ) → coker(Symk(β)) → 0
↓ ↓ ‖
0 → Symk(F ⊗OKp)
Symk(β)→ Symk(F ⊗OKp) → coker(Symk(β)) → 0,
the right vertical composition is bijective. Then, the upper right vertical homomorphism
is bijective, too. Hence, the upper left vertical homomorphism is bijective, as was to be
shown.
Algebraic Proof of Proposition 3.1. We use additive notation for K1(KpΓ ). Let
(F ⊗Kp, β/π) be an element of K1(KpΓ ) as in Lemma 3.2. Then the element
[(F ⊗Kp, β/π)]− [(F ⊗Kp, 1)] of K˜0(Z, KpΓ )
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is a preimage of (F ⊗ Kp, β/π) under the canonical homomorphism K˜0(Z, KpΓ ) →
K1(KpΓ ) (see also Theorem 1.6(f)). Using Theorem 1.6(c)(i) and (f), Lemma 3.2(a),
Lemma 3.2(b), Theorem 1.6(c)(i), and Lemma 3.2(a) successively, we obtain:
Φ
(
σk ((F ⊗Kp, β/π))
)
=
= Φ
( ∑
a,b1,...,bu≥1
a+b1+···+bu=k
(−1)u
(
Syma(F ⊗Kp)⊗ Symb1(F ⊗Kp)⊗ · · · ⊗ Symbu(F ⊗Kp),
Syma(β)/πa ⊗ 1⊗ · · · ⊗ 1
))
=
∑
a,b1,...,bu≥1
a+b1+···+bu=k
(−1)u
(
[C(Syma(β)⊗ 1⊗ · · · ⊗ 1)]−
[Syma(F )⊗ Symb1(F )⊗ · · · ⊗ Symbu(F )]
)
=
∑
a,b1,...,bu≥1
a+b1+···+bu=k
(−1)u
(
[Syma(C(β))⊗ Symb1(F )⊗ · · · ⊗ Symbu(F )]−
[Syma(F )⊗ Symb1(F )⊗ · · · ⊗ Symbu(F )]
)
=
∑
a≥0,b1,...,bu≥1
a+b1+···+bu=k
(−1)u[Syma(C(β))⊗ Symb1(F )⊗ · · · ⊗ Symbu(F )]
= σk ([C(β)]− [F ])
= σk (Φ ((F ⊗Kp, β/π))) .
This proves Proposition 3.1 for γ = σk. For γ = λk or γ = ψk, Proposition 3.1 can be
shown analogously or can be deduced from the assertion for γ = σk using Theorem 1.6(c)
and (d).
Topological Proof of Proposition 3.1. Let K0Tpr(OKpΓ ) denote the Grothendieck
group of all torsion modules over OKpΓ which have a OKpΓ -projective resolution of length
1. Then the canonical homomorphism K0T (OKpΓ ) → K0Tpr(OKpΓ ) is bijective. The
injectivity has been proved in Theorem 1(ii) on p. 3 in [F2]. The surjectivity follows from
the fact that, in the commutative diagram
K1(KpΓ )
∂→ K0T (OKpΓ )
‖ ↓
K1(KpΓ )
∂→ K0Tpr(OKpΓ ) i∗→ K0(OKpΓ ) can→ K0(KpΓ ),
the lower sequence is exact (cf. Theorem 1(ii) on p. 3 in [F2]) and that the canoni-
cal homomorphism K0(OKpΓ ) → K0(KpΓ ) is injective (cf. Theorem 6.1 in [Sw]). In
the section “The localization theorem for projective modules” in [Gr1], it is shown that
K0Tpr(OKpΓ ) is isomorphic to the group of connected components of the homotopy fibre
of the canonical continuous map from the K-theory space associated with OKpΓ to the
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K-theory space associated with KpΓ . Thus, the continuous map σ
k on the K-theory
space associated with OKpΓ defined in section 1 induces a symmetric power operation
σk on K0Tpr(OKpΓ ) which in particular commutes with the connecting homomorphism
∂ : K1(KpΓ )→ K0Tpr(OKpΓ ). Analogously, the Grothendieck group K0Tp(OKΓ ) of all p-
torsion modules over OKΓ ofOKΓ -projective dimension 1 carries a symmetric power oper-
ation σk which commutes with the localization isomorphismK0Tp(OKΓ ) →˜ K0Tpr(OKpΓ )
and with the resolution map i∗ : K0Tp(OKΓ ) → K0(OKΓ ). Since Φ coincides with the
composition
K1(KpΓ )
∂→ K0Tpr(OKpΓ ) ←˜ K0Tp(OKΓ ) i∗→ K0(OKΓ )
(cf. Proposition 2.5 on p. 183 in [Sh]), Proposition 3.1 is proved for σk. The assertions
for λk and ψk can be deduced from this as in the algebraic proof.
Remark 3.3. Let X be a scheme and U an open subscheme of X . As in the proof
above, one can define power operations on the homotopy fibre of the canonical continuous
map from the K-theory space of X to the K-theory space of U . If U is affine and X\U
is a divisor, it is shown in the section “The localization theorem . . . ” in [Gr1] that this
homotopy fibre is homotopy equivalent to theK-theory space associated with the category
H consisting of all quasi-coherent sheaves on X which are zero on U and which have a
resolution by vector bundles on X of length 1. It is likely that one can use the ideas
developed in the algebraic proof to describe these operations on the K-theory space of H
simplicially, and, finally, on K0(H) algebraically, i.e., in terms of modules. I hope to say
more on this in a future paper.
Let M1,M2, . . . be the categories defined in section 1.
Proposition 3.4. For any 1 ≤ i ≤ k − 1, the composition
Cl(OKΓ )× Cl(OKΓ ) σ
i×σk−i−→ K0(Mi)×K0(Mk−i) ⊗→ K0(OKΓ )
is the zero map. In particular, the restriction of σk : K0(OKΓ )→ K0(OKΓ ) to the locally
free classgroup Cl(OKΓ ) is a homomorphism. Analogous assertions hold for exterior
power operations, too.
Proof. Let (x, y) ∈ Cl(OKΓ ) × Cl(OKΓ ). Let P1, P2, Q1, Q2 be f. g. projective OKΓ -
modules such that x = [P1] − [Q1] and y = [P2] − [Q2]. By Theorem A in [Sw], we
may assume that P1, P2, Q1, Q2 are projective left ideals in OKΓ . Then it suffices by
Theorem 1.6(c)(i) to show Proposition 3.4 for elements x, y of the form x = [OKΓ ]− [I]
and y = [OKΓ ]− [J ] where I, J are projective left ideals in OKΓ . Furthermore, we may
assume by Theorem A in [Sw] that the annihilators of the torsion modules OKΓ/I and
OKΓ/J are relatively prime. By Theorem 1.6(c)(i), we have in K0(Mi):
σi(x) =
∑
a≥0,b1,...,bu≥1
a+b1+···+bu=i
(−1)u [Syma(OKΓ )⊗ Symb1(I)⊗ · · · ⊗ Symbu(I)] =
=
∑
a,b1,...,bu≥1
a+b1+···+bu=i
(−1)u
( [
Syma(OKΓ )⊗ Symb1(I)⊗ · · · ⊗ Symbu(I)
]−
[
Syma(I)⊗ Symb1(I)⊗ · · · ⊗ Symbu(I)] ).
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For any a ≥ 1 and for any prime ideal p 6= 0 in OK which does not lie in the support of
OKΓ/I, the localization of the canonical homomorphism
Syma(I)→ Syma(OKΓ )
at p is bijective. In particular, Syma(I)→ Syma(OKΓ ) is injective and the support of the
torsion module Syma(OKΓ )/Syma(I) is contained in the support of the torsion module
OKΓ/I. The same holds for y and J . Consequently, it suffices to show the following
assertion: Let M1 ⊆ N1 and M2 ⊆ N2 be modules in Mi and Mk−i, respectively, such
that N1/M1 and N2/M2 are torsion modules whose annihilators are relatively prime. Then
we have:
([N1]− [M1]) · ([N2]− [M2]) = 0 in K0(OKΓ ).
This immediately follows from the fact that, in the commutative diagram with exact rows
0 → M1 ⊗M2 → N1 ⊗M2 → N1/M1 ⊗M2 → 0
↓ ↓ ↓
0 → M1 ⊗N2 → N1 ⊗N2 → N1/M1 ⊗N2 → 0.
the right vertical homomorphism is bijective.
The equality σk(x + y) =
∑k
i=0 σ
i(x) · σk−i(y) (for x, y ∈ Cl(OKΓ )) now shows that
σk : Cl(OKΓ )→ Cl(OKΓ ) is a homomorphism.
As for Proposition 3.1, we give a topological proof for Proposition 3.4 with a more con-
ceptual argument.
Topological proof of Proposition 3.4 (Sketch). We will consider only the case k = 2,
i = 1; i.e., we will only show that the multiplication
Cl(OKΓ )× Cl(OKΓ )→ K0(OKΓ )
is trivial. The general statement can then be proved by generalizing the following argu-
ment as in the algebraic proof.
As in the topological proof of Proposition 3.1, the tensor product induces a multipli-
cation on the various K-theory spaces and, in particular, on the K-groups K1(KpΓ ),
K0T (OKΓ ), K0(OKΓ ), . . . which are compatible with the maps in the local or global
localization sequences. On K1(KpΓ ) (as on all higher K-groups), this multiplication
is linear. Hence, it is trivial. Since the connecting homomorphism ∂ : K1(KpΓ ) →
K0T (OKpΓ ) is surjective, the multiplication on K0T (OKpΓ ) is trivial, too. As in the
algebraic proof, one shows furthermore that for all prime ideals p 6= q in OK , the multi-
plication K0Tp(OKΓ )×K0Tq(OKΓ )→ K0(OKΓ ) is trivial. Therefore, the multiplication
K0T (OKΓ )×K0T (OKΓ )→ K0(OKΓ ) is trivial. This implies that the multiplication on
Cl(OKΓ ) is trivial, as was to be shown.
Now let γ be one of the operations σk, λk, or ψk defined in section 1. For any prime ideal
p 6= 0 in OK , the operation γ commutes with the canonical homomorphism K1(OKpΓ )→
K1(KpΓ ) by Theorem 1.6(b) and hence induces an operation γ on K0T (OKpΓ ). Let γ
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also denote the direct sum of these operations on K0T (OKΓ ) ∼= ⊕pK0T (OKpΓ ). Then, γ
commutes with the connecting homomorphism ∂ : K1(KΓ ) → K0T (OKΓ ) by Theorem
1.6(b). Consequently, γ induces an operation on Cl(OKΓ ) ∼= coker(∂) denoted by γ again.
On the other hand, the operation γ on K0(OKΓ ) obviously induces an operation γ on
Cl(OKΓ ) by restricting.
Corollary 3.5. These two definitions of the operation γ on Cl(OKΓ ) coincide.
Proof. This immediately follows from Propositions 3.1 and 3.4.
For any prime ideal p 6= 0 in OK , let Gp := Gal(K¯p/Kp) denote the absolute Galois group.
By Chapter 1 in [T], the pairing
K0(K¯pΓ )×K1(K¯pΓ ) → K¯×p
([P ], (M,α)) 7→ detK¯p(HomK¯pΓ (P, α)|HomK¯pΓ (P,M))
(here, HomK¯pΓ (P, α) denotes the automorphism of HomK¯pΓ (P,M) induced by α) induces
an isomorphism
K1(KpΓ ) →˜ HomGp (K0(K¯pΓ ), K¯×p ).
Note that the determinant map used here coincides with the determinant map used in
[T] (see Proposition 2.3 in [Que]). We identify the Grothendieck group K0(K¯pΓ ) with the
classical ring of virtual characters of Γ . Let 〈−,−〉 : K0(K¯pΓ ) ×K0(K¯pΓ ) → Z denote
the classical character pairing.
Now let k be an arbitrary natural number. Let ψˆk ∈ EndGp(K0(K¯pΓ )) denote the adjoint
of the Adams operation ψk with respect to 〈−,−〉.
Lemma 3.6. (a) For all characters χ ∈ K0(K¯pΓ ) and all γ ∈ Γ , we have:
ψˆk(χ)(γ) =
∑
τk=γ
χ(τ) in K¯p.
In particular, we have ψˆk = ψk
′
if gcd(k, ord(Γ )) = 1 and kk′ ≡ 1 mod e(Γ ).
(b) Let Γ be an Abelian group. Let φ : K¯pΓ → K¯pΓ denote the ring homomorphism
given by γ 7→ γk. Then we have for all f. g. K¯pΓ -modules M :
ψˆk([M ]) =
[
(K¯pΓ )φ ⊗K¯pΓ M
]
in K0(K¯pΓ ).
Proof. (a) Let the class function ψ˜k(χ) : Γ → C be given by ψ˜k(χ)(γ) =∑τk=γ χ(τ) for
γ ∈ Γ . Then we have for all characters θ ∈ K0(CΓ ):
〈ψ˜k(χ), θ〉 = 1
ord(Γ )
∑
γ∈Γ
ψ˜k(χ)(γ)θ(γ)
=
1
ord(Γ )
∑
γ∈Γ
∑
τk=γ
χ(τ)θ(γ) =
1
ord(Γ )
∑
τ∈Γ
χ(τ)θ(τk)
=
1
ord(Γ )
∑
τ∈Γ
χ(τ)ψk(θ)(τ) = 〈χ, ψk(θ)〉 = 〈ψˆk(χ), θ〉.
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(Here, we have used Proposition (12.8) on p. 317 in [CR].) This shows the main assertion
of Lemma 3.6(a). If gcd(k, ord(Γ )) = 1, then we have {τ ∈ Γ : τk = γ} = {γk′} for all
γ ∈ Γ . This proves ψˆk = ψk′ in this case.
(b) For all K¯pΓ -modules N , we have:
〈(K¯pΓ )φ ⊗K¯pΓ M,N〉 = dimK¯p HomK¯pΓ ((K¯pΓ )φ ⊗K¯pΓ M,N) =
= dimK¯p HomK¯pΓ (M,ψ
k(N)) = 〈M,ψk(N)〉 = 〈ψˆk(M), N〉.
This proves Lemma 3.6(b).
We now assume that the prime divisors of ord(Γ ) are unramified in K. Furthermore, let k
be odd if Γ has irreducible symplectic characters. Under these assumptions, Ph. Cassou-
Nogue`s and M. Taylor have shown that the endomorphisms ψCNTk := Hom(ψ
k, K¯×p ) of
K1(K¯pΓ ) ∼= HomGp(K0(K¯pΓ ), K¯×p ), p ∈ Max(OK), induce an endomorphism of Cl(OKΓ )
denoted by ψCNTk again (cf. Chapter 9 in [T]). In the paper [BC], D. Burns and T.
Chinburg have raised the question whether there is an algebraic interpretation of this
endomorphism. The following theorem gives an affirmative answer to this question in the
case gcd(k, ord(Γ )) = 1. For this, let σk and ψk denote (the restriction of) the symmetric
power operation and k-th Adams operation on Cl(OKΓ ) ⊂ K0(OKΓ ) constructed in
section 1.
Theorem 3.7. Let gcd(k, ord(Γ )) = 1 and k′ ∈ N such that kk′ ≡ 1 mod e(Γ ). Then we
have:
ψCNTk′ = σ
k on Cl(OKΓ )
and
k · ψCNTk′ ⊕ id = ψk on Cl(OKΓ )⊕ Z[OKΓ ] = K0(OKΓ ).
Proof. By Theorem 3.3 in [Ko3], the operation λk on K1(K¯pΓ ) corresponds to the
endomorphism (−1)k−1Hom(ψˆk, K¯×p ) of HomGp(K0(K¯pΓ ), K¯×p ) via the isomorphism
K1(K¯pΓ ) ∼= HomGp(K0(K¯pΓ ), K¯×p ).
Thus, the operation σk corresponds to the endomorphism Hom(ψk
′
, K¯×p ) by Theorem
1.6(d)(ii) and Lemma 3.6(a). By construction (see Chapter 9 in [T]), ψCNTk′ on Cl(OKΓ )
is induced by Hom(ψk
′
, K¯×p ) on K1(K¯pΓ ), p ∈ Max(OK). Now the equality ψCNTk′ = σk
on Cl(OKΓ ) follows from Corollary 3.5. The equality k · ψCNTk′ = ψk on Cl(OKΓ ) can be
shown analogously. Finally, the equality ψk = id on Z[OKΓ ] ⊆ K0(OKΓ ) has already
been shown in Theorem 1.6(e).
Corollary 3.8. We have σk = σk+e(Γ ) on Cl(OKΓ ).
Proof. This follows from Theorem 1.3(2) on p. 99 in [T] and Theorem 3.7.
The following corollary answers the question (1.12) in Chapter 9 of [T].
Corollary 3.9. Let c : Cl(OKΓ ) →֒ K0(OKΓ ) → K0(Γ,OK) denote the Cartan homo-
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morphism. Then the following diagrams commute:
Cl(OKΓ ) c→ K0(Γ,OK)
↓ ψCNTk′ ↓ σk
Cl(OKΓ ) c→ K0(Γ,OK)
Cl(OKΓ )⊕ Z[OKΓ ] c→ K0(Γ,OK)
↓ k · ψCNTk′ ⊕ id ↓ ψk
Cl(OKΓ )⊕ Z[OKΓ ] c→ K0(Γ,OK).
Proof. This immediately follows from Theorem 1.6(a) and Theorem 3.7. In addition
to the algebraic or topological arguments used in the proof of Theorem 3.7, we give a
geometric proof of this corollary since Proposition 3.10 which will be used in this proof is
of independent interest.
By Theorem 1.3(3) on p. 99 in [T], the following diagram commutes for any prime ideal
p 6= 0 in OK :
K0T (OKpΓ ) c−→ K0T (Γ,OKp) ∼= K0(Γ,OK/p)
↓ ψCNTk′ ↓ ψk
K0T (OKpΓ ) c−→ K0T (Γ,OKp) ∼= K0(Γ,OK/p).
Now Corollary 3.9 follows from the following Proposition 3.10 (and Theorem 1.6(e)) where,
for the first diagram in Corollary 3.9, we in addition use the fact that, for all prime ideals
p 6= q in OK and all x ∈ K0(Γ,OK/p), y ∈ K0(Γ,OK/q), the product i∗(x) · i∗(y) vanishes
in K0(Γ,OK) (cf. the end of the (algebraic) proof of Proposition 3.4).
Proposition 3.10. For any prime ideal p 6= 0 in OK and any j ≥ 0, the following
diagrams commute:
K0(Γ,OK/p) i∗→ K0(Γ,OK)
↓ ψj ↓ σj
K0(Γ,OK/p) i∗→ K0(Γ,OK)
K0(Γ,OK/p) i∗→ K0(Γ,OK)
↓ j · ψj ↓ ψj
K0(Γ,OK/p) i∗→ K0(Γ,OK).
Here, i∗ denotes the composition of the canonical map K0(Γ,OK/p) → K ′0(OKΓ ) with
the isomorphism K ′0(OKΓ ) ∼= K0(Γ,OK) (cf. Notations).
Proof. The conormal module p/p2 of the closed immersion i : Spec(OK/p) →֒ Spec(OK)
is trivial. Thus, the Bott multiplier θj(i) := 1+ [p/p2]+ · · ·+[(p/p2)j−1] associated with i
equals j in K0(Γ,OK/p). Now, the commutativity of the second diagram follows from the
equivariant Adams-Riemann-Roch theorem without denominators (see Corollary (5.2) in
[Ko1]). The commutativity of the first diagram follows from the (more general) equivariant
Riemann-Roch theorem (see Satz (5.1) in [Ko1]) applied to the natural operation σj . For
this, we have to show
σj(p/p2, x) = ψj(x) in K0(Γ,OK/p)
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for all x ∈ K0(Γ,OK/p). Here, σj(p/p2, x) is defined as follows (see section 5 in [Ko1]):
Let the polynomial ring K0(Γ,OK/p)[N ] be equipped with the unique (special) λ-ring
structure such that K0(Γ,OK/p) is a λ-subring and such that N is of λ-degree 1; then,
σj(p/p2, x) is defined to be the value of the polynomial σj(x · (1 − N))/(1 − N) at the
place N = 1. As for exterior powers (see p. 5 in [FL]), there is a universal polynomial
Qj ∈ Z[X1, . . . , Xj; Y1, . . . , Yj] such that
σj(x · (1−N)) = Qj(σ1(x), . . . , σj(x); σ1(1−N), . . . , σj(1−N)).
Since σi(1 − N) = 1 − N for all i ≥ 0 and since Qj is homogeneous of weight j in both
sets of variables, we have:
σj(p/p2, x) = Qj(σ
1(x), . . . , σj(x); 0, . . . , 0, 1) in K0(Γ,OK/p).
If L1, . . . , Ln are of modules of rank 1, M := L1⊕· · ·⊕Ln, and N is an arbitrary module,
we have:
Qj
(
[Sym1(M)], . . . , [Symj(M)]; [Sym1(N)], . . . , [Symj(N)]
)
=
= [Symj((L1 ⊕ · · · ⊕ Ln)⊗N)]
= [Symj(L1 ⊗N ⊕ · · · ⊕ Ln ⊗N)]
=
∑
b1+···+bn=j
[Symb1(L1 ⊗N)⊗ · · · ⊗ Symbn(Ln ⊗N)]
=
∑
b1+···+bn=j
[L⊗b11 ⊗ · · · ⊗ L⊗bnn ⊗ Symb1(N)⊗ · · · ⊗ Symbn(N)].
Thus, for x =
∑n
i=1 li with elements li of λ-degree 1, we have:
Qj(σ
1(x), . . . , σj(x); Y1, . . . , Yj) =
∑
b1+···+bn=j
lb11 · · · lbnn · Yb1 · · ·Ybn
(with Yi := 0 for i > j) and, hence,
Qj(σ
1(x), . . . , σj(x); 0, . . . , 0, 1) = lj1 + · · ·+ ljn = ψj(x).
Using the splitting principle (see section (2.5) in [Ko1]), we finally obtain the equality
σj(p/p2, x) = ψj(x) for an arbitrary x ∈ K0(Γ,OK/p). This completes the proof of
Proposition 3.10.
Remark 3.11. The construction of ψCNTk in [T] only shows that, for any prime ideal
p 6= 0 in OK , the image of the canonical homomorphism
K1(OKpΓ )→ K1(KpΓ ) ∼= HomGp(K0(K¯pΓ ), K¯×p )
is invariant under the endomorphism Hom(ψk, K¯×p ). If p := char(OK/p) does not divide
gcd(k, ord(Γ )), the considerations above moreover show that there exists an endomor-
phism of K1(OKpΓ ) which is compatible with Hom(ψk, K¯×p ) on K1(KpΓ ) and that the
assumption “Kp is absolutely unramified” used in [T] is not necessary for this. There
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remains open the question whether, in the case p | gcd(k, ord(Γ )), there exists an endo-
morphism of K1(OKpΓ ) which is compatible with Hom(ψk, K¯×p ). This question has an
affirmative answer in the following two (extreme) cases:
(a) Let Γ be an Abelian group. Let φ : OKpΓ → OKpΓ denote the ring homomorphism
given by γ 7→ γk. Then φ induces an endomorphism on K1(OKpΓ ) which is compatible
with Hom(ψk, K¯×p ) on K1(KpΓ ). This is easy to prove or follows from formula (3.18) on
p. 113 in [T] which holds for arbitrary Abelian groups and not only for p-groups.
(b) Let k be equal to the exponent of Γ . Let ǫ : OKpΓ → OKpΓ ,
∑
aγ [γ] 7→
∑
aγ [1], de-
note the augmentation homomorphism. Then ǫ induces an endomorphism on K1(OKpΓ )
which is compatible with Hom(ψk, K¯×p ) on K1(KpΓ ), as one can easily show.
Remark 3.12. In the definition of ψCNTk , it has been assumed that k is odd if Γ has
irreducible symplectic characters. This assumption is obviously implied by the assumption
gcd(k, ord(Γ )) = 1. Thus, the description of ψCNTk given in this section does not yield any
improvement into this direction. The following considerations about K1(RΓ ) will make
clear why this assumption is necessary.
Let j denote complex conjugation and let K0(CΓ ) = K
R
0 ⊕KC0 ⊕KH0 be the decomposition
of the classical ring K0(CΓ ) of virtual characters introduced in I, section 12.6 in [Se1].
Then the subgroup Ks0 of K0(CΓ ) generated by symplectic characters has the following
description:
Ks0 = 2K
R
0 ⊕ (1 + j)KC0 ⊕KH0 = (1 + j)K0(CΓ ) +KH0 .
Furthermore, we have a canonical isomorphism
K1(RΓ ) ∼= Hom+j (K0(CΓ ),C×)
where Hom+j (K0(CΓ ),C
×) denotes the group of all Galois-invariant homomorphisms f :
K0(CΓ ) → C× with f(Ks0) ⊆ R×+ (see Chapter 1 in [T]). Now, the assertion that a
Galois-invariant operation γ on K0(CΓ ) induces an operation on K1(RΓ ) is equivalent to
the assertion that γ maps the subgroup KH0 into K
s
0. If Γ is the quaternion group Q8 and
γ = ψ2, the latter assertion is not true as one can easily show; i.e., the analogue of ψCNT2
cannot be defined on K1(RQ8) (and K1(KQ8)). However, we have
ψˆk(KH0 ) ⊆ Ks0
for all k ≥ 1. This follows from the fact that Hom(ψˆk,C×) corresponds to the operation
σk on K1(RΓ ) (see the proof of Theorem 3.7). Alternatively, this can be proved in the
following elementary way: Let S ∈ KH0 be an irreducible CΓ -module. Then we have to
show that, for all irreducible V ∈ KR0 , the number 〈V, ψˆk(S)〉 is even and that, for all
irreducible V ∈ KC0 , the equality 〈V, ψˆk(S)〉 = 〈j(V ), ψˆk(S)〉 holds. The first statement
follows from the fact that, for all f. g. RΓ -modules W , the dimension 〈C ⊗ W,S〉 =
dimCHomCΓ (C⊗W,S) is even since HomRΓ (W,S) is a vector space over H. The second
statement is clear since j fixes S.
Remark 3.13. Let Γ be an abelian group, p ∈ Max(OK), and φk : KpΓ → KpΓ given
by γ 7→ γk. Pulling back the module structure along φk defines an endomorphism φ∗k on
K1(Γ,Kp) = K1(KpΓ ). Then we have
φ∗k = σ
k on K1(KpΓ )
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for all k ≥ 1. This follows from Lemma 3.6(b) and the fact that the operation σk corre-
sponds to Hom(ψˆk, K¯×p ) via the isomorphism K1(KpΓ )
∼= HomGp(K0(K¯pΓ ), K¯×p ). Note
that φ∗k cannot be defined on K1(OKpΓ ) in general since a projective OKpΓ -module need
not to be projective again after pulling back the module structure along φk. Thus, it is un-
likely that the endomorphism σp = Hom(ψˆp, K×p ) of K1(KpΓ ) induces an endomorphism
of K0T (OKpΓ ) (p := char(OK/p)) in general.
§4 The Galois Structure of the Module of Relative
Differentials
Let N/K be a Galois extension of number fields with Galois group Γ = Gal(N/K). Let
Ω := Ω1ON/OK denote the module of relative differentials, D := AnnON (Ω) the different,
V := supp(Ω) the set of ramified primes in Spec(ON ), and J the Γ -stable ideal
∏
P∈V P
in ON .
The aim of this section is to prove the following theorem which will be used in section
5 to compute the tangential element Tf associated with the morphism f : Spec(ON ) →
Spec(OK).
Theorem 4.1. We have:
[Ω] = [J]− [JD] in K ′0(ON#Γ ).
Proof. The quotient module J/JD decomposes into the direct sum of the Γ -modules
Jp/JpDp, p ∈ f(V ), over ON . Thus, we have:
[J]− [JD] =
∑
p∈f(V )
[Jp/JpDp] in K
′
0(ON#Γ ).
Likewise, we have:
[Ω] =
∑
p∈f(V )
[Ωp] in K
′
0(ON#Γ ).
Therefore, it suffices to show that, for all p ∈ f(V ), we have
[Ωp] = [Jp/JpDp]
in the Grothendieck group K0T (Γ,ON,p) of all f. g. torsion modules over ON,p#Γ .
Now we fix a p ∈ f(V ) and a P ∈ V over p. Let ΓP ⊆ Γ denote the decomposition group
of P. Since the canonical homomorphism K0T (ON,p#Γ )→ K0T (ON,P#ΓP) is bijective,
it suffices to show the equality
[ΩP] = [PON,P/PDP] in K0T (ΓP,ON,P).
We now write Γ , ON , P, Ω, and D for ΓP, ON,P, PON,P, ΩP, and DP, respectively. Let
π ∈ P be a prime element and let L ⊆ N denote the inertia field associated with P. We
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again write OL for the localization of OL in P ∩ L. By Proposition 18 on p. 19 in [Se2],
the OL-algebra ON is generated by π. Thus, the module ΩON/OL of relative differentials
is generated by dπ. Since OL is unramified over OK,p, the canonical homomorphism
ΩON/OL → Ω is bijective. Hence, Ω is generated by dπ, too. Let the unit uγ ∈ O×N be
defined by γ(π) = uγ · π for each γ ∈ Γ . Then, for all i ≥ 1, we have γ(πi) = uiγ · πi and,
hence,
γ(πi dπ) = ui+1γ π
i dπ + uiγπ
i+1 duγ in Ω.
Consequently, we have:
γ(πi dπ) = ui+1γ π
i dπ in PiΩ/Pi+1Ω.
Thus, the sequence
0 → Pi+2 can→ Pi+1 → PiΩ/Pi+1Ω → 0
a · πi+1 7→ a · πi dπ
(a ∈ ON ) is an exact sequence of Γ -modules over ON for all i = 0, . . . , l − 1 (here, l
denotes the length of Ω, i.e., D = Pl). This implies the desired equality
[Ω] =
l−1∑
i=0
[PiΩ/Pi+1Ω] =
l∑
i=1
[Pi/Pi+1] = [P/PD] in K0T (Γ,ON).
Corollary 4.2. If N/K is a tame extension, we have
[Ω] = [D−1]− [ON ] in K ′0(ON#Γ ).
Proof. By Theorem (2.6) on p. 210 in [N], we have
JD =
∏
P∈V
PeP
where eP denotes the ramification index at P. Thus, for all p ∈ f(V ), the Γ -stable ideal
JpDp is equal to pON,p and then isomorphic to ON,p as a Γ -module over ON,p. Thus, we
have:
[Ω] =
∑
p∈f(V )
[Ωp] =
∑
p∈f(V )
[Ωp⊗ (JD)−1p ] = [Ω⊗ (JD)−1] in K0T (Γ,ON).
By Theorem 4.1, we finally have:
[Ω] = [Ω⊗ (JD)−1] = ([J]− [JD]) · ([JD]−1) = [D−1]− [ON ] in K ′0(ON#Γ ).
The following Remark 4.3 and Example 4.4 contain situations where the equality [Ω] =
[D−1]− [ON ] holds not only in the Grothendieck group K ′0(ON#Γ ), but Ω and D−1/ON
are in fact equivariantly isomorphic.
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Remark 4.3. Let P ∈ Spec(ON) be a tamely ramified prime ideal and let I ⊆ Γ denote
the inertia group associated with P. Then the modules ΩP and D
−1
P /ON,P are isomorphic
as I-modules over ON,P.
Proof. Let L := N I denote the inertia field associated with P, p := P ∩ L the prime
below P, and e the ramification index at P. Furthermore, let OˆN,P and OˆL,p denote the
respective completions. Then there is a prime element π ∈ OˆN,P such that πe ∈ OˆL,p (e.g.,
see p. 26 in [F1]). As in the proof of Theorem 4.1, the module of relative differentials
ΩP ∼= ΩON,P/OL,p ∼= ΩOˆN,P/OˆL,p is generated by dπ. Let the e-th root of unity ζγ defined
by γ(π) = ζγ · π for each γ ∈ I. Since ζγ is contained in OˆL,p (e.g., see p. 26 in [F1]), we
have:
γ(dπ) = ζγ dπ + π dζγ = ζγ dπ in ΩP.
Hence, the sequence
0 → PeOˆN,P → POˆN,P → ΩP → 0
a · π 7→ a · dπ
(a ∈ ON ) is an exact sequence of I-modules over OˆN,P. The homomorphism D−1P →
POˆN,P, a 7→ a · πe, of I-modules over ON,P now induces the desired isomorphism
D−1P /ON,P →˜ ΩP
of I-modules over ON,P.
Example 4.4. Let D be a square-free natural number, K the field of rational numbers,
and N := Q(
√
D). Then the modules Ω and D−1/ON are isomorphic as Γ -modules over
ON .
Proof. We have
ON =
{
Z[
√
D] ∼= Z[T ]/(φ) where φ = T 2 −D, if D 6≡ 1 mod 4
Z[(1 +
√
D)/2] ∼= Z[T ]/(φ) where φ = T 2 − T − (D − 1)/4, if D ≡ 1 mod 4.
Let t :=
√
D or t := (1 +
√
D)/2. By Satz (2.4) on p. 207 in [N], the different DN/K is
generated by φ′(t) which is equal to 2
√
D or
√
D. Let γ ∈ Γ = Gal(N/K) denote the
non-trivial automorphism. Then we have γ(t) = −t or γ(t) = −t + 1 and hence
γ(dt) = −dt in Ω
in both cases. Consequently, the sequence
0 → ON can→ D−1 → Ω → 0
a · (φ′(t)−1) 7→ a · dt
(a ∈ ON) is an exact sequence of Γ -modules over ON . This proves Example 4.4.
25
§5 Equivariant Adams-Riemann-Roch Formulas for
Tame Galois Extensions
Let N/K be a tame Galois extension of number fields with Galois group Γ = Gal(N/K).
Let f : Spec(ON ) → Spec(OK) denote the Γ -morphism associated with N/K. As in
section 3, let ψCNTk denote the endomorphism of the locally free classgroup Cl(OKΓ )
defined by Ph. Cassou-Nogue`s and M. Taylor in [CNT].
Any Γ -stable ideal A in N defines an element (A) ∈ Cl(OK) in the obvious way (see
below). In the paper [BC], D. Burns and T. Chinburg have established a formula for
ψCNTk ((A)). In this section, we will give a geometric interpretation of this formula: On
the one hand, we will apply the equivariant Adams-Riemann-Roch formula of [Ko5] to the
Γ -morphism f using Corollary 4.2. On the other hand, we will reformulate the formula
of Burns and Chinburg using Theorem 3.7. It will then turn out, that, more or less, the
formula of Burns and Chinburg is a strengthening of the equivariant Adams-Riemann-
Roch formula in this situation.
Since ON and OK are regular rings, the morphism f is a local complete intersection
morphism (see Remark on p. 86 in [FL]). Being a finite morphism, f in particular is a
projective morphism. By Remark (3.5) in [Ko5], the morphism f then is Γ -projective in
the sense of section 3 in [Ko5]. Let T∨f ∈ K0(Γ,ON) denote the equivariant cotangential
element associated with f . It is defined as follows (see section 4 in [Ko5]): Let
Spec(ON) i−→ A = Spec(A) p−→ Spec(OK)
be a factorization of f into a closed Γ -immersion i and a smooth Γ -morphism p of constant
relative dimension d. Then i is a regular embedding (see Remark on p. 86 in [FL]). Let
I denote the Γ -stable ideal in A associated with i. Then T∨f is defined to be
T∨f := [Ω
1
A/OK
⊗A A/I]− [I/I2] ∈ K0(Γ,ON ).
Lemma 5.1. We have:
T∨f = [Ω
1
ON /OK
] in K ′0(ON#Γ ).
Proof. We have a natural exact sequence
I/I2 → Ω1A/OK ⊗A A/I
ǫ→ Ω1ON/OK → 0
of Γ -modules over ON (e.g., see Theorem 58i) on p. 187 in [Ma]). Being a submodule
of Ω1A/OK ⊗ A/I, the kernel of ǫ is torsionfree; thus, it is ON -projective. Furthermore,
we obviously have rankON (ker(ǫ)) = d = rankON (I/I
2). Thus, the canonical surjection
I/I2 → ker(ǫ) is an isomorphism. This implies that the left homomorphism in the se-
quence above is injective which proves Lemma 5.1.
Let D denote the different associated with N/K.
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Corollary 5.2. We have:
T∨f = [D
−1]− [ON ] in K0(Γ,ON ).
Proof. This immediately follows from Lemma 5.1 and Corollary 4.2 since K0(Γ,ON) ∼=
K ′0(ON#Γ ) (see Notations).
Now, we fix a k ∈ N. Let Kˆ0(Γ,OK)[k−1] denote the J-adic completion of K0(Γ,OK)[k−1]
where J := ker(rank : K0(Γ,OK)→ Z) is the augmentation ideal.
Proposition 5.3. The Bott element θk(D−1) :=
∑k−1
i=0 [D
−1] is invertible in
K0(Γ,ON)⊗K0(Γ,OK) Kˆ0(Γ,OK)[k−1]
and we have:
θk(T∨f )
−1 = k · θk(D−1)−1
(see section 4 in [Ko5] for the definition of θk(T∨f )
−1).
Proof. For any f. g. ON -projective ON#Γ -module P , let θk(P ) ∈ K0(Γ,ON) denote
the k-th Bott element associated with P (see section 4 in [Ko5]). By section 4 in [Ko5],
there is a representation T∨f = [Ω] − [N ] in K0(Γ,ON) such that θk(Ω) is invertible
in K0(Γ,ON) ⊗K0(Γ,OK) Kˆ0(Γ,OK)[k−1]. By Corollary 5.2, we have θk(D−1) · θk(N ) =
k · θk(Ω). Thus, θk(D−1), θk(N ), and θk(T∨f ) are invertible and we have θk(T∨f )−1 =
k · θk(D−1)−1.
Pulling back the module structure along OK → ON defines a homomorphism
f∗ : K0(Γ,ON)→ K0(Γ,OK).
Obviously, f∗ coincides with the push-forward homomorphism f∗ defined in section 3 of
[Ko5]. The projection formula implies that f∗ induces a homomorphism
fˆ∗ : K0(Γ,ON)⊗K0(Γ,OK) Kˆ0(Γ,OK)[k−1]→ Kˆ0(Γ,OK)[k−1].
Let ψk denote the k-th Adams operation on K0(Γ,OK) and K0(Γ,ON).
Theorem 5.4 (Equivariant Adams-Riemann-Roch formula applied to f). For all x ∈
K0(Γ,ON ), we have:
ψkf∗(x) = fˆ∗(k · θk(D−1)−1 · ψk(x)) in Kˆ0(Γ,OK)[k−1].
Proof. Because of Proposition 5.3, this is the assertion of Theorem (4.5) in [Ko5] applied
to f .
We are now going to reformulate the formula of Burns and Chinburg mentioned in the
beginning of this section.
Lemma 5.5.
(a) Every f. g. ON -projective ON#Γ -module has a quotient which is isomorphic to a
Γ -stable fractional ideal in N . In particular, any invertible ON#Γ -module is isomorphic
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to such an ideal.
(b) Every f. g. ON -projective ON#Γ -module is projective as OKΓ -module.
(c) The (additive) group K0(Γ,ON) is generated by the classes of Γ -stable fractional
ideals in N .
Proof. Obviously, any f. g. ON -projective ON#Γ -module P is a Γ -stable lattice in
P ⊗ON N . By Morita theory, the N#Γ -module P ⊗ON N is isomorphic to N rank(P ). Thus,
there is an N#Γ -submodule W of P ⊗ON N such that (P ⊗ON N)/W is isomorphic to N .
Then, P/P ∩W is isomorphic to a fractional ideal in N . This shows assertion (a). Using
(a), one easily shows as in §3 of chapter I in [F1] that P is locally free over OKΓ . By
Theorem 1.1 on p. 1 in [T], this proves assertion (b). Assertion (c) follows from assertion
(a) by induction on the rank of P .
By Lemma 5.5(b), we have a push-forward homomorphism f∗ : K0(Γ,ON) → K0(OKΓ )
such that the following diagram commutes:
K0(Γ,ON )
f∗ ւ ց f∗
K0(OKΓ ) c−→ K0(Γ,OK).
Let IndΓ1 (Cl(OK)) denote the image of the classical classgroup Cl(OK) ⊂ K0(OK) under
the induction map IndΓ1 : K0(OK)→ K0(OKΓ ).
We now assume that the prime divisors of ord(Γ ) are unramified in K and that k is
coprime to the exponent e(Γ ) of Γ . We fix a k′ ∈ N such that kk′ ≡ 1 mod e(Γ ).
Theorem 5.6 (Reformulation of a formula of Burns and Chinburg). We have for all
x ∈ K0(Γ,ON):
ψkf∗(x) = f∗
(
k ·
k′−1∑
i=0
[D−ik] · ψk(x)
)
in K0(OKΓ )/
(
IndΓ1 (Cl(OK))⊕ e(Γ )Z[OKΓ ]
)
.
If the classical classgroup Cl(OK) is trivial and if the rank of x is 0, then this formula
already holds in K0(OKΓ ).
Proof. Let ψCNTk′ denote the endomorphism of Cl(OKΓ ) defined by Cassou-Nogue`s and
Taylor (e.g., see section 3). For any Γ -stable fractional ideal A in N , (A) := [f∗(A)] −
[OKΓ ] is a well-defined element of Cl(OKΓ ) by Lemma 5.5(b). By Corollary 2.7 in [BC],
we have:
ψCNTk′ ((A)) =
k′−1∑
i=0
(D−ik ·Ak) in Cl(OKΓ )/IndΓ1 (Cl(OK)).
Using Theorem 3.7, we obtain the equality
ψk([f∗(A)]− [OKΓ ]) = k ·
k′−1∑
i=0
([f∗(D
−ik ·Ak)]− [OKΓ ]) in K0(OKΓ )/IndΓ1 (Cl(OK)).
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Hence, we get the following equality in K0(OKΓ )/IndΓ1 (Cl(OK)) for all x ∈ K0(Γ,ON )
(by Lemma 5.5(c)):
ψkf∗(x) = f∗
(
k ·
k′−1∑
i=0
[D−ik] · ψk(x)
)
− kk′ · rankON (x) · [OKΓ ] + rankON (x) · ψk([OKΓ ]).
Now, Theorem 1.6(e) shows Theorem 5.6.
Using an idea of the proof of Theorem 2 in §4 in [CEPT], we show in the following
lemma that the right side of the formula in Theorem 5.4 coincides with the right side
of the formula in Theorem 5.6 (without f∗) for elements of the form x = T
∨
f · y with
y ∈ K0(Γ,ON ).
Lemma 5.7. We assume that the ON#Γ -modules Dord(Γ ) and ON are isomorphic. (This
certainly holds if the classical classgroup Cl(OK) is trivial.) Then we have for all y ∈
K0(Γ,ON ):
θk(D−1)−1 ·ψk(T∨f · y) =
k′−1∑
i=0
[D−ik] ·ψk(T∨f · y) in K0(Γ,ON)⊗K0(Γ,OK) Kˆ0(Γ,OK)[k−1].
Proof. We have:
θk(D−1)−1 · ψk(T∨f · y) =
= (
k−1∑
i=0
[D−i])−1 · ([D−k]− [ON ]) · ψk(y) (by Corollary 5.2)
= ([D−1]− [ON ]) · ψk(y) (geometric series)
= ([D−kk
′
]− [ON ]) · ψk(y) (since Dord(Γ ) ∼= ON by assumption)
= (
k′−1∑
i=0
[D−ik]) · ([D−k]− [ON ]) · ψk(y) (geometric series)
=
k′−1∑
i=0
[D−ik] · ψk(T∨f · y) (by Corollary 5.2).
Corollary 5.8. We assume that Cl(OK) is trivial. Then the element f∗(T∨f ) in K0(OKΓ )
or K0(Γ,OK) is an eigenvector of the Adams operation ψk with eigenvalue k.
Proof. This follows from Theorem 5.6 and the proof of Lemma 5.7.
In the following closing remark, we compare Theorems 5.4 and 5.6 and point out their
respective advantages.
Remark 5.9. On the one hand, Theorem 5.4 is a special case of a general (geometric)
equivariant Adams-Riemann-Roch formula which can be applied also in the non-tame
case, which does not need the assumption “gcd(k, ord(Γ )) = 1”, and which holds without
passing to residues modulo IndΓ1 (K0(OK)). On the other hand, Theorem 5.6 holds already
for K0(OKΓ ) without passing to Kˆ0(Γ,OK)[k−1] or even K0(Γ,OK). In particular, the
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multiplier
∑k′−1
i=0 [D
−ik] in Theorem 5.6 is definable already inK0(Γ,ON). In fact, Theorem
5.6 is not a reformulation but a weakening of the formula of Burns and Chinburg since
we have multiplied their formula by the factor k in the proof of Theorem 5.6. Finally,
choosing k = 1 and k′ = 1 + e(Γ ) in Theorem 5.6 yields the (non-trivial!) formula
f∗

e(Γ )∑
i=1
[D−i] · x

 = 0 in K0(OKΓ )/(IndΓ1 (Cl(OK))⊕ e(Γ )Z[OKΓ ])
for all x ∈ K0(Γ,ON) (see also Remark 2.8 in [BC]). One can show that, after passing to
Kˆ0(Γ,OK)[k−1]
/(
IndΓ1 (Cl(OK))⊕ e(Γ )Z[OKΓ ]
)
, this formula together with the formula
in Theorem 5.4 is in fact equivalent to the general form of the formula in Theorem 5.6.
Moreover, the paper [BC] contains a formula for ψCNTk ((A)) even if gcd(k, ord(Γ )) 6= 1
(see Corollary 2.4 in [BC]). Since, however, there is no relation of ψCNTk with Adams
operations in this case (see Remarks 3.11 and 3.12), this formula cannot be compared
with the Adams-Riemann-Roch formula.
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