A spatial domain optimal trade-off Maximum Average Correlation Height (SPOT-MACH) filter has been shown to have advantages over frequency domain implementations of the Optimal Trade-Off Maximum Average Correlation Height (OR-MACH) filter as it can be made locally adaptive to spatial variations in the input image background clutter and normalized for local intensity changes. This enables the spatial domain implementation to be resistant to illumination changes. The Affine Scale Invariant Feature Transform (ASIFT) is an extension of previous feature transform algorithms; its features are invariant to six affine parameters which are translation (2 parameters), zoom, rotation and two camera axis orientations. This results in it accurately matching increased numbers of key points which can then be used for matching between different images of the object being tested. In this paper a novel approach will be adopted for enhancing the performance of the spatial correlation filter (SPOT MACH filter) using ASIFT in a pre-processing stage enabling fully invariant object detection and recognition in images with geometric distortions. An optimization criterion is also be developed to overcome the temporal overhead of the spatial domain approach. In order to evaluate effectiveness of algorithm, experiments were conducted on two different data sets. Several test cases were created based on illumination, rotational and scale changes in the target object. The performance of correlation algorithms was also tested against composite images as references and it was found that this results in a well-trained filter with better detection ability even when the target object has gone through large rotational changes.
Introduction
Previously Gardezi etal [5] identified the major drawbacks of frequency domain correlation filters which were prone to giving false detections in the presence of non-uniform lighting conditions. However, the requirements for an optimal correlation filter is the invariance to multiple affine transformation parameters such as zoom, rotation and translation. This is considered a prerequisite for all object recognition systems based on real-time data acquisition and processing for security and surveillance systems.
The Scale Invariant Feature Transform (SIFT) algorithm [3] is based upon the concept of feature detection as it provides a feature-based description of the target in an image by extracting a group of interest points. The extracted feature description from the image can be used for detecting the target in a cluttered, multiple object scene. The matches between the target and reference (input) image are identified by finding the two nearest neighbors of each key point from the first image among those in the second image, and only considering a match if the distance to the closest neighbor is less than the there is a com
The neighbor invariant to d [2] . However over the y-ax ped object (bo Table 1 Whereas in the case of SIFT the impact of orientation change on performance is evident from minor changes in orientation. The hybrid approach is best suited in this case using ASIFT as a preprocessor in order to achieve better object recognition.
Conclusion and Future Work
Owing to the computationally intensive nature of the SPOT-MACH filter, speed enhancement techniques need to be implemented thereby reducing the computational overhead. Further evaluation of the system for implementation of the following applications is would be of value:
i. Intrusion detection systems ii.
Automatic number plate recognition iii.
Prohibited item detection using X-ray images iv.
Military grade video exploitation systems (post mission analysis)
In this paper correlation and feature based algorithms and techniques were implemented, tested and compared for their advantages and limitations. A detailed comparison was conducted of the SPOT-MACH filter with its frequency domain counterpart,the OT-MACH filter, whilst the SIFT and ASIFT algorithms were also tested for their effectiveness. 
SIFT VS ASIFT
SIFT-SHOE ASIFT-SHOE SIFT-BOX ASIFT-BOX ability when subjected to illumination variations while the ASIFT algorithm can be used as a robust preprocessing algorithm for object recognition in most cases, and for filtering out region of interests in the remaining cases. It was also pointed out that the main advantages of the SPOT-MACH filter is the ability to allow localised normalisation of the filter which is not possible in the usual frequency domain implementation of the MACH filter. The results presented indicate that a normalized spatial domain implementation of the filter is able to detect, locate and recognise a target object within a non-uniformly lit scene. The performance of the different methods was summarised in a table showing the number of matches achieved by the SIFT and ASIFT methods alongside the Correlation Plane Peak Intensity (COPI) values for the correlation filters. It was observed that the performance of the SIFT and ASIFT methods degrades when there are sudden changes in orientation and hence the SPOT-MACH filter can be used in a subsequent stage to enhance object recognition.
