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The asymptotic stability of isolated critical points of differential systems 
xvithout linear terms is related to the Signum of the type numbers introduced 
by Coleman. This leads to asymptotic estimates for solutions of a class of 
differential equations with homogeneous first approximation. 
1. INTRODUCTION 
Consider the vector differential equation 
where x belongs to Euclidean n-space Rn, f: Ii” -+ R”, is a continuously 
differentiable function, homogeneous of degree nz > 1, and the origin of Rn 
is an isolated critical point of (I). Thus 
f(O) = 0, and f(cx) = cm&) for c > 0. (2) 
We concern ourselves with conditions that are equivalent to the origin being 
an asymptotically stable equilibrium point of (f), and show that the type 
numbers defined by Coleman [l] play a role analogous to that of the real parts 
of the eigenvalues of linear systems in determining asymptotic stability. In 
particular, we show in Theorem 1 that the origin is an asymptotically stable 
equilibrium point of (l), if and only if, the type numbers of (1) are negative. 
In Theorem 2 we show that the asymptotic behavior of a certain class of 
solutions of (1) is governed by their type numbers. More generally, for 
solutions of (1) which tend to the origin we obtain bounds similar to those in 
Krasovski [2], Coleman [3] and Zubov [4] and relate these to the type 
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numbers. Extensions of some of these results are then given for a class of 
perturbed systems of the form 
dzldt = f(4 + gM (3) 
where g: I? --+ Rn, is a continuously differentiable function in some 
neighborhood of the origin, and 
II gWl/ = 41 x II”> as II x II - 0. (4) 
In doing this, we combine methods initiated by Zubov [4] with those of 
Coleman [l, 31 and Krasovski [2] to effect our proofs. Finally, we give a 
counterexample that limits the applicability of our results to finite dimensional 
spaces. 
2. TYPE NUMBERS AND ASYMPTOTIC BEHAVIOR 
In this section we shall consider the system (1) with the already stated 
restrictions onf. The first result concerning this system is in a certain sense 
an extension of Lyapunov’s classic theorem on the asymptotic stability of 
linear systems. Before stating this result we need the following notion due 
to Coleman [l]. Here we use the standard Euclidean real inner product and 
norm: 
(x9 Y) = (@l 7*-e, %J, (Yl ,--*, y,)) = 1 xiyi , [I x 11 = (x, x)l/‘2, 
Y = “a “V IL T = )I x(s, xJ~-~ ds, s y = II .2’ IL 
and note that the transformation reduces (1) to the system 
4+-r = f(r) - (Y,~(Y))Y> dr/dT = T(Y,~(Y)), IIY II = 1. (4) 
For details of this connection see Coleman [l]. 
DEFINITION. The type number h(q) of a solution x(t, x0), with 
x(0, x0) = x0 # 0 of (1) is given by 
A(%,) = $i~ sup 11~ In r(~, %a), 
where ~(7, x0) is the solution of the system (4) with ~(0, x,,) = II x,, //. 
Trmomznf 1. For the dz@reztial system (1) the following are equivalent 
conditions: 
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(i) The zero solution is asymptotically stable. 
(ii) The type numbers of all solutions are negative. 
(iii) Every non-trivial solution obeys the bounds 
atl/(l-“~) < 11 x(t, x,)11 < btW-i’“), 
for all t greater than T 11 x0 jlll(l-nz), with T, a, and b positive constants inde- 
pendent of x0 . 
(iv) There exists an asymptotic stability Lyapunoo function for (1) which 
is hom.ogeneous of degree two. 
Proof. The part of this result that is new is the equivalence of (ii) with the 
remainder of these assertions. The implication (ii) + (i) is in Coleman [I]. 
The equivalence of(i) and ( iii is in part (upper bound) due to Krasovskii [2] ) 
and in part (lower bound) due to CoIeman [3]. The equivalence of(i) and (iv) 
is due to Krasovski [2] and Zubov [4]. It remains to show that (ii) is implied 
by any of the others, and we do this by showing that (iii) implies (ii). 
Assume that the bounds in (iii) hold, and hence, that the origin is 
asymptotically stable. For any non-zero solution x(t, x,,) of (1) define 
and 
Then, using (I) and the homogeneity off, note that y and r satisfy Eq. (4). 
Since, 
i-(t) = r(T) + /; // x(s, zqJ//+‘+l ds, 
using the bounds in (iii) it is seen that 
T---f co, if and only if, f -+ 03. 
From the definition of h we now have 
h(x,) = $i~ sup In r(r(t), xJ/[Q-(T) + J: r+l(r(s), x0) ds]. 
From (iii) there exist T > 0 and b > 0 such that 
P+(S), x,,) < bsll(l-Pn), for all s > T. 
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Pick T large enough so that for t 3 T, we have (since nz > 1) btll(l-~z) < 1, 
and hence, 
Then 
In r(7(t), x0) < In bt1lc1-m) < 0. 
X < l&sup ln(btlicl-m))/[,(T) + Ji (6&(r-~))Pn-r ds] 
= pink sup[ln b + (l/(1 - m)) In t]/[~( T) + bm-1 In t - &-I In T] 
= (l/(1 - m)) 61-m < 0. 
This completes the proof of the theorem. 
Our next result yields more detailed information on the asymptotic 
behavior of solutions of asymptotically stable systems. We first introduce 
some simplifying notation. 
DEFINITION. If x(t, x,,) is a solution of (1) which exists for all t > 0, 
and if y(t, x,,) = x(t, q,)/ll x(t, x,)1/, define the upper and lower type numbers 
A(x,) and M(q,) by 
We shall see below that the numbers A and M are related to the previously 
defined type number A. The distinction between these two definitions of 
type numbers lies in the fact that in defining h we used the parameter 
T = s; 11 x(s, x#‘-~ d s, and thus performed a shrinking of the independent 
variable since 11 x(s, ~,,)~~~~~--l -+ 0 as s + co. 
THEOREM 2. If the origin is an asymptotically stable solution of (1) then 
A(x,) and M(xJ are negative for all x0 . lkloreover, 
LiI sup /I x(t, xo)ll/tl~‘l-“’ = [(l - m) A(aQl(i-m), (5) 
gz inf jj x(t, xo)ll/tll(l-m) = [(l - m) M(xJjl/(l-“). (6) 
Proof. Letting y(t, x,,) = x(t, q,)/lj x(t, x& F(t, x,,) = Ij x(t, q,)]l, and 
using the homogeneity off, we see that 
4W = i”““-‘If (9 - bs f b9>yl, dF/dt = Fm(f(y), y). 
DECAY CHARACTERISTICS 91 
The second of these equations implies that if r0 = /I x0 ij, then 
qt, a-0) = [i$-” + (1 - m) joi (y(s, .I!& f(y(s, x(J)) dsll~(i-“~). 
From the upper bound in (iii) of Theorem 1, we see that if t is large enough, 
bl-“t <il-yt, x0) =Pi-” 
and hence 
f jot (As, xg), f(y(s, x,,))) ds < T-‘;;; (@- - 7,. 
This together with the definition of A(%,,) yields 
A(x,) < bl-yl - m) < 0. 
Now, divide the expression for f((t, x0) by tll(l-+~ to obtain 
qt, xoo> @m-l) = [pi-/f + (1 - wz) t-l jot (y(s, x0), f(y(s, x0))) ds]“-. 
Since the first term in the bracket tends to zero as t goes to positive infinity, 
and since (1 - 112) A(r,) > 0, we obtain (5). 
Finally, it is clear that M(x,) < A(x,), hence, M(x,) < 0. Applying the 
same kind of reasoning as above, and the defining expression for db we 
obtain (6). This completes the proof of the theorem. 
Heuristically, Eq. (5) states that if two solutions x(t, x0) and ,x(t, x1) of (1) 
are given, and if A(x,) < &4(x1), then r(t, x,,} eventually tends to zero faster 
than x(t, xr). This lays the basis for a comparison of two systems of the form 
given in Eq. (I), in a manner similar to that used for linear systems, where 
optimal damping time is obtained by requiring that the right-most eigenvalue 
be as far to the left as possible in the complex plane (for a discussion of this 
notion and a proof of the stated result for linear and perturbations of linear 
systems, see Borrelli and Leliakov [5]). For linear systems this type of result 
can be extended to infinite dimensional spaces (see Busenberg [6]), and a 
similar extension may seem possible in the case of (I) also. Unfortunately, 
as the following example shows, the obvious extension cannot hold. This is 
due to the basic role that compactness arguments play in establishing the 
upper bound in part (iii) of Theorem 1 (see Coleman [3], for the detailed 
argument). 
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EXAMPLE. Consider the differential equation 
dx/dt = f(x), 
where x: [0, co) ---f 1, , the Hilbert space of all real square summable sequences 
with inner product (R, y) = ((x1, x3 ,... ), (yI ,y3 ,... )) = C xiyi . Let fi 
I2 -+ l2 be given by 
f(x) = (-xl”/2 . 1, -x33/2 - 2 ,...) -xa”/2 . i ,... ). 
The function f is homogeneous of degree three, the origin is clearly an 
isolated critical point of the differential equation, and is asymptotically 
stable. To see that this is indeed so, let y = (yr , y3 ,...) E I3 and consider 
the solution x(t, y) of the differential equation which has initial value y. 
This solution has components 
\ x&, y) = [yi” + t/i-y, 
and hence, for t > 0 
11 x(t, y)ll = [c (yi” + t/q2 6 (cYxy2 = l!Y II 
= II x(0, Y)ll. 
This immediately implies that 0 is globally stable. To see that it is also 
asymptotically stable, given any E > 0 pick 71 large enough so that 
(z:yi”)1/2 < 42, and T > 0 such that (1:” l/(y;” + ti;))ll” < 42 for all 
t > T. Then if t > T, we have from the triangle inequality and the above 
bounds 
n-1 
II 44 Y>II d 
( 
c l 
1 yy2 + tii 1 ( 
li2 + fl yr” -1; J2 
z 
Thus (I x(t, y)jI ---f 0 as t -f co and 0 is indeed asymptotically stable. 
Now, consider the solution of this differential equation which has the point 
(1, l/2 )...) l/i ,...) as initial point. This solution has the components 
xi(t) = [i’ + t/i-y”, t 2 0, 
11 x(t)// w = [ c a2 ; t,; ye = [c l fqt ]1’2* 
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Hence, for t > n3 we have by taking the nth term of this series 
(1 x(t)11 w 3 (n/2)1/” 
and lim,,, sup 11 m(t)jl t1/2 = co. Thus, the decay of this soIution is not 
governed by the form t1l(1-m), and is inherently different from that of any 
finite-dimensional system which has a homogeneous right hand side with 
m = 3. 
We now turn to the relation between the three type numbers, A, 114, and 11, 
that we have defined. 
THEOREM 3. If the orein is an asymptotical~ stable point of (I), then fog 
any x0 + 0, 
M(XJ < A(x(J < iI( 
lim /j x(t, x&/P/(1-m) = [(l - m) h(xO)]l/(l--n”), t&am 
whenever this limit exists. 
Proof. The second assertion follows directly from the first and Theorem 2. 
We proceed to prove the inequality h(xJ < A(x,), and leave out the details of 
the inequality M(x,) < A(& since it can be obtained in the same fashion. 
From Eq. (5) it follows that 
Hence, given E, with 0 < E < 1 A /, there exists T > 0, such that, 
(l/t(l - m)) jl x(t, x0)//l--m < A + E for all t > T, 
and by the asymptotic stability of the origin 
In II 46 %Jll -c 0, for all t > T. 
Thus, since m - 1 > 0, for all t > T 
11 x(t, ~~)\p--~ < [t(l - m&l f cl]-‘, 
and 
94 BUSENBERG AND JADERBERG 
where K is independent of t > T. Thus, for t > T, we have the two 
inequalities 
and 
11 x(t, xo)ll < [t(1 - m)(A + l )]ll(l’m), 
Since, for t > T, ln /I x(t(T), +,)io)ll < 0, we have, upon using these inequalities 
and setting r(7, t,) = 11 x(t(T), x0)11, 
K + (In t>/(l - m)(fl + 6) 
In[t(l - m&l + ~)]l/(l-~) 
’ K + (In t)/(l - m)(A + E) * (’ ’ ‘) as t - am 
Finally, G- -+ co, if and only if, t -+ 03, hence, for large enough 7 
(l/T) ln r(7, X0) < A + 2E. 
Since, E is arbitrary, this yields 
h(X,,) = F-2 SUp(l/T) hr(T, X0) < A. 
This completes the proof of the theorem. 
3. PERTURBED SYSTEMS 
In this section we consider the perturbed system 
dzldt = f(4 + &4 (3) 
with the already stated restrictions on f and g. We shall be concerned with 
deriving bounds and studying the asymptotic behavior of solutions of (3) 
in the vicinity of the origin. We shall show that the asymptotic behavior, 
as was the case for unperturbed systems (see Theorem 2), is governed by the 
upper type numbers A(%,,), when appropriately redefined. Our methods of 
proof rely on techniques introduced by Krasovskii [2] and exploited by a 
number of authors including Zubov [4], Coleman [3] and Reizin [7]. 
Massera [S] proved that the origin is an asymptotically stable point of (3) 
whenever it is so for (1) for more general forms of g than used here. In the 
next theorem we shall establish the existence of a Lyapunov function for (3) 
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satisfying certain particular bounds that will be needed in the sequel. Of 
course, the existence of this function Jr also establishes the asymptotic 
stability of the origin for Eq. (3). H owever, in the following proof we shall 
assume Massera’s result. 
THEOREM 4. Suppose that the origin is an asymptotically stable equilibGmz 
point of (I). Then, there exists a Lyapunov function V: R” ---f R, homogeneous 
of degree (I- l>m + 2 for some integer 1 3 1, and which for every solution 
a(t, zO) of (3) satisjes the inequality 
a, :j x I/(l-1)ni+S < J+) < a, /I ‘J plh+2, 
and if jj q, !j is sz@ciently small the inequazity 
(7) 
-(l + 6) j/ x(t, z,#‘~~+~ < (d/dt) V(x(t, x,,)) 
< -(I - q (1 z(t, Xojp+l. (8) 
There, a, and a4 ar-e positive constants independent of .q, , and E > 0 can Ire made 
arbitrarily small by restricting (8) to hold for suficiently small 11 q, I/. 
Proof. The first part of this proof is concerned with the construction of a 
continuously differentiable function I/: Rn - R. To do this we use an 
integral along solutions of (1). It is only towards the end of the proof that we 
evaluate J/ along solutions of (3) an s d h ow that it has the desired properties. 
Define V: R” --f R, by 
where E 3 1 is an integer to be chosen below, and s(t, ,x,,) is the solution 
of (1) satisfying ~(0, x0) = Jz, . The integral in (3) converges because of the 
upper bound in (iii) of Th eorem 1. Now, if c > 0, any solution x(t, x0) of 
(1) satisfies (see Zubov [4, p. 1051): 
Thus 
x(t, &x0) = cx(c’“-lt, x0). 





jj s(s, x0)11 lm+l& = cU-l,ri~+2~r(x,), o 
Now, note that V is a continuous, nonnegative function, vanishing only at 
the origin. 
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To verify the continuity of V we note that we only need to prove that V is 
continuous for x,, # 0 since the homogeneity of V will then imply that V is 
continuous at x,, = 0. Now, suppose that jl x,, I/ > 0, and given E > 0, pick 
M > 0 such that 
for all I/ x0 - y/I < I( “c, l//2. This is possible since the upper bound in 
(iii) of Theorem 1 holds for all t > T/I x0/2 Illj(l-pn) > T 11 y lI1l(l-mJ, the first 
inequality being uniform over ally satisfying /I x0 - y (I < 11 so l//2. Next, for 
these same E and n/r, there exists 7 with 0 < 7 < Ij .v,/2 II, such that 
1 /I x(t, y)llzm+l - /I x(t, xo)jlzm+l / < </3M, whenever II y - x0 j/ < 17 and 
0 < t < M. Here, we are using the continuity of solutions of (1) with respect 
to the initial data as well as the continuity of the function I/ * Ilzm+r. Combining 
these inequalities and using (9), we get 
1 V(xo) - V(y)] < Irn 1 /I x(t, xJ/~~~+~ - 11 x(t, y)llz”+l 1 dt 
0 
d loM I II x(6 q,)llzm+l - II w(f, Y)V”+~ I dt 
+ j-1 II G, 3~g)P+~ di
+ j-L /I x(t, y)(lzm+l dt < 43 + 43 + 43 = E. 
Thus V is continuous at all x0 # 0. Now defining a, and a, as follows 
a2 = GR V(Y), 
and using the homogeneity of V, we obtain (7). 
We next show that, if 1 is properly chosen, V is continuously differentiable. 
In the remainder of this proof all vectors will be regarded as column vectors, 
and any multiplication of vectors by matrices that are needed will be inter- 
preted as ordinary matrix multiplication. If &(t, ~&o)/a.~~ denotes the Jacobian 
matrix of x(t, ~~-10) with respect to the initial data, then the standard result on the 
differentiability of solutions implies that 
d ih(t, x0) -__- 
( dt ax0 1 
= g (x(t, x0)) axg;;‘. . 
Now, 3x(0, x~)/LLv~ = I, and if we employ the supremum norm on 1z x n 
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matrices, we have ]j 1 jj = 1. From the Gronwall inequality and the fact that 
i?f/ax is homogeneous of degree m - I, we then have 
< exp 
J 
et K /I X(S, xO)llnz--l A, 
0 
where k =sup,,,,,=,ll(af/ax)(.r>lll an d exists by the continuity of ;tf,:&. Now, using 
the upper bound in (iii) of Theorem 1 we get upon letting p = T jj x0 Ijl/(l-m) 
Thus, 
G exp [k/o’ll ( x s, x0)/j.“-l ds - kb”“-1 In p + kb+1 In t I 
. 
kb”-1 ln t] = C’A2+, 
where 
C = eC‘ and C’ = k o’ jl X(S, xo)l(m-l ds - k&-l In 7. 
.f 
Using this inequality, we note that the integral (obtained by formally 
computing aV/a~~), 
converges in norm if Em > (kbnf-l + l)(m - l), where again we employ the 
bound in (iii) of Theorem 1. We pick I to be the least positive integer satisfying 
this inequality. From the convergence of this integral and the continuity of 
&(t, xo)/axo ) me see that ~J~(x~,)/&~ exists and is continuous, hence, 
homogeneous of degree (I - 1)m + 1, since V was homogeneous of degree 
(I - 1)~. + 2. Th e continuity of aV(x,)/&, follows from the same reasoning 
as was used to establish the continuity of V. 
To complete the proof, we note that zero is an asymptotically stable point 
of (3) and pick z. close enough to the origin for the soIution x(t, zO) of (3j 
with ~(0, zo) = z. to satisfy I/ z(t, zo)/ < 6, for all f >, 0 and for g(z) to 
satisfy iig(a)\] < E’ /I z Ilm, where F’ SU~,,~,,=~ ~](aV(x)jam)]\ = F < 1, whenever 
/I z (j -c 6. Then 
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Moreover, we have 
and it remains to estimate the first term on the right-hand side. But 
= & Irn 11 x(s + t, X)jp+l ds] f=O 
= $ jtm /I x(u, Z)Ip~+l du] 
t=o 
= - I/ x(0, z)jp+l = - 1) zp+1. 
Combining this with (10) and (11) we obtain the desired inequality (8). This 
completes the proof of the theorem. 
THEOREM 5. Suppose that the origin is an asymptotically stable point for (1). 
Then tlzere exist positive constants a and b, and a neighborhood N of the origin 
in R*, such that, any solution z(t, zo) of (3) zuith x0 in N obeys the bounds 
atl/(l-wx) < I/ x(t, z,)~\ < btl/(l+), (W 
for all su$kiently large t. 
Proof. Let 01 = (Zm + l)/[(l- 1)m + 21, and define W by 
w@(t, 20)) = (44 V+, xo)), 
to obtain 
Hence, 
J‘” V-“(dV/dt) dt = Jr V-“Wdt. 
0 0 
V(z(t, zoo)) = [V(Z~)‘~-*’ + (1 - a) jot I~-“(+, zo)) W(z(s, zo)) ds]ll(l-a). 
Using inequalities (7) and (8) we obtain 
[ V(‘(zb)‘-“’ + (- 1 + OI)( 1 + -z) a;ort]l’(l-n) < V(x(t, zo)) 
< [ v(zop) + (- 1 + IX)( 1 - c) a;“lt]l’(l-a). 
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Finally, using inequality (7) once more, we obtain 
(l/a,) l~((zL1bZ+z) [ v(~~)(~-~) + (- 1 + a)( 1 + c) a~at]ll(l--l”) < iI x(t, xo)ji 
G (l/ad 
1/((2-1h+2) [~;(x,)'l-d + (-1 + a)(1 __ e) a,at]l/h-d~ 
Noting that a,, a, and -1 + 01 = (m - 1)/[(1 - 1)m + 21 are all positive, 
and that for E < 1 so is (1 - l ), we see that (12) holds for sufficiently large t. 
It is noted that the proof of this theorem provides estimates for the 
constants a and b in (12). These are, however, complicated and we shall derive 
simpler asymptotic estimates in the sequel. Before proceeding, we shall need 
the following definition which is given by the same relations as those for the 
corresponding notions for the unperturbed equation (1). 
DEFINITION. Let x0 be a point in Rn such that the solution x(t, x,,) of (3) 
exists for all t > 0. Then the upper and lower type numbers A and 111 
respectively, are defined by 
THEOREM 6. Suppose that the origin is an asymptotically stable equih’brium 
point of (I). Then M(x,) < A(z,) < 0 f OY all x,, in a su$iciently small ne$h- 
borhood of the origin in R”. 
Proof. If x(t, za) solves (3), we let r(t) = (1 z(t, x0)\!, and note that 
dq/dt = (z, dz/dt)/q = (l/q)&, f(x)) + (z, &))I. 
Now, given 7 > 0, there is a neighborhood N,, of the origin in R”, such that, 
11 g(.z)ij < 7 (1 x jlrn for all z in N, . Letting 3’ = z/Ii z //, and using the bound 
on g and the homogeneity off, we have 
Thus 
(13) 
r(t) > [r(0)l-“L + (1 - m) I?;,” (J(s, x0), f(y(s, x0))) ds - qt\]l”l-m’. 
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But, using the upper bound in Theorem 4, we obtain btl/(l-rrL) 3 r(t) for 
sufficiently large t. Thus 
bl-m r(O)l-flz 
I--m- (1 - m)t 
Taking the limit supremum of both sides, we obtain 
A < bl-m/(l - m) + 7. 
Since v > 0 can be taken arbitrarily small, and b is a constant, we see that 
A < 0. 
THEOREM 7. Suppose that the zero solution of (1) is asymptotically stable, 
and that x(t, z,,) is a solution of (3). Then $11 x0 11 is su$%iently small 
[(l - m) M(,z,)]~/~~-~~) < kz inf j/ x(t, x0)/l W+l) < /$-I sup 1) x(t, xo)lJtl~(Tn-l) 
< [(I - m) A(,)]‘/‘1-“‘. (14) 
Proof. We shall derive the upper bound only since the lower bound has 
a similar proof. Starting with (13) we see that 
-!I@- < [+r(o)l-m + 
p/G") (l ; m) loi (Y(S, %>, f (Y(St 4)) ds 
+ (1 - m)~]l’cl-m’. 
Using this, we have 
lim sup r(t)tl/cm-l) t+cc 
+(‘-C”l~~t(y(s,z,,),~(y(s,~O)))ds+(l - m)l/]l”l-l*) 
t 
Jot (Y(s, 4, f MS> 4)) ds + ~flli(l-~*) 
= [(l - m) A(z,) + (1 - m)7#/(1-m). 
Since A(x,,) < 0, and since 17 can be taken arbitrarily small by taking r(t, ra) 
small enough (note that r(t, ra) + 0 as t -+ co) it follows that the upper bound 
in (14) holds. 
We now extend the definition of type numbers given by Coleman to 
perturbed systems. 
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DEFINITION. Suppose that the zero solution of (1) is asymptotically stable. 
If z(t, x0) is a solution of (3) that tends to the origin as t tends to positive 
infinity, define T by 
and the type number h(z,) by 
Note that the bounds in (12) imply that 7(t) ---f co, if and only if t + CD. 
Thus h(x,) is well defined. It is clear that, if h(x,,) < 01 < 0 for all z,-, in a 
neighborhood of the origin in R”, then zero is an asymptotically stable point 
of (3). The converse also holds, as is seen by the following theorem. 
THEOREM 8. If the zero solution of (1) is asymptotically stable, tlzere exists 
a neighborhood N of the origin in R”, such that, any solution z(t, q,) of (3) with 
x,, in N has a negative type number X(x,). Moreover, there exists a negative 
constant 01 < 0 such that h(z,) < (y. < 0, for all x0 in N. 
Proof. The proof is the same as that of (ii) of Theorem 1, using the 
bounds of Theorem 5 instead of those in (iii) of Theorem 1. We omit the 
details. 
Our final result is the extension of Theorem 3 to perturbed systems. 
THEOREM 9. If the origin is an asynzptohcally stable point of (I), there 
exists E > 0, such that, for all x,, with I/ z0 [/ < E, and for any solution z(t, x,,j 
of (3) we have 
13Lqz,) < X(z,) < ./l@(J). 
Mooveover, 
kix [j x(t, .~,)jl/W-~) = [(l - m) h(~J]~!(l-+~).), 
whenever this limit exists. 
Proof. The proof is the same as that of Theorem 3, using inequality (14) 
instead of Eq. (5) which was used in proving Theorem 3. We again omit the 
details. 
It would be desirable to relate the type numbers X introduced by Coleman 
for the system (1) with those of the perturbed system (3). In fact, a more 
complete analogy with the real parts of the eigenvalues of linear systems 
would hold if each type number of the perturbed system was equal to some 
type number of the unperturbed system, and conversely. The authors 
102 BUSENBERG AND JADERBERG 
attempted to show such an equality by using a non-linear variation of 
parameters formula (Alekseev’s lemma) but could not do so without imposing 
what seemed to be unnatural conditions on ;if(x)/&. It may well be the case 
that additional conditions such as Brauer’s [9] “stability in variation” are 
needed to bring about such an equality. This, however, remains an open 
problem. Finally, we note that one of the results in a recent paper by 
Ladis [lo] also yields the upper bound in (12). 
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