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The dynamics of a predator–prey model with continuous threshold prey harvesting
and prey refuge is studied. One central question is how harvesting and refuge could
directly affect the dynamics of the ecosystem, such as the stability properties of some
coexistence equilibria and periodic solutions. Theoretical and numerical methods are used
to investigate boundedness of solutions, existence of bionomic equilibria, as well as the
existence and stability properties of equilibrium points and periodic solutions. Several
bifurcations are also studied.
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1. Introduction
The importance of predator–preymodels with harvesting is twofold. On one hand, it naturally attracts the interest of the
commercial harvesting industry and frommany scientific communities including biology, ecology, and economics, especially
because of concerns such as profit, overexploitation, and extinction of a species being harvested. On the other hand, they are a
common place for the application of several theoretical and numerical methods of differential equations; the corresponding
mathematical models show rich dynamics including several types and stability properties of equilibria and limit cycles, as
well as several types of bifurcations.
In thiswork, the basic interaction of predator andprey is represented via aMichaelis–Menten functional response, andwe
assume that the prey is being harvested by an external agent.We also consider the inclusion of prey refuge to counterbalance
predation. Our goals on this paper are to explore the dynamics of such predator–prey ecosystem, and to determine how the
harvesting policy and refuge affect the populations in the long run. In particular, we are interested in finding out how the
existence and stability properties of equilibria and periodic solutions change as the parameters related to harvesting and
refuge are allowed to vary. The inclusion of bifurcation analysis and the computation of connecting orbits are an important
part of such study. Some results are completed and illustrated using numerical computations.
To model harvesting, we propose a function that is positive only after the corresponding population has reached certain
size, and then such harvesting function increases smoothly up to a maximum (approaching a horizontal asymptote). In
practice, this represents in a more realistic way how managers can adjust harvesting of a given population. We represent
the prey refuge as an increasing linear function of the prey population, that is, as the prey population increases, the number
of individuals taking refuge should also increase, at a certain ratem.
2. Model formulation
Besides the natural interaction between predator and prey, in this work we consider harvesting on one of the species.
It is well-known that harvesting has a strong influence on the dynamics of the ecosystem: Clark [1] presents a detailed
discussion and a bioeconomic analysis on the impact of harvesting renewable resources. Most predator–prey models with
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harvesting consider either constant or linear harvesting functions, e.g. [2–4].We remark that it is not very realistic to assume
that harvesting on one species stays constant or changes linearly as the species density varies. Rational and nonlinear
harvesting functions are considered in [5,6]. However, we also need to point out that assuming that harvesting starts at
t = 0, independent of the population size, is not very realistic either. In this regard, threshold policy harvesting considers
starting harvesting only when a population x has reached a certain threshold value T . Classically, such a harvesting function
is defined as
φ(x) =

0 if x ≤ T
h if x > T . (2.1)
However, as pointed out in [7], this is impractical because it would be difficult for managers to immediately harvest at a
rate h once the population x has reached its threshold value T because e.g. of time delays and capital constraints. Instead,
the model in this work includes a continuous threshold policy harvesting function on the prey of the form
H(x) =
0 if x ≤ T
h(x− T )
h+ x− T if x > T .
(2.2)
In this way, once the prey population passes the size x = T , then harvesting starts and increases smoothly to a limit
value h. We believe that this harvesting function is more sound from the biological viewpoint. Our model also includes a
condition, called refuge, to protect a number of prey from predation. This is a natural phenomena that tends to reduce the
chance of extinction of the species, and its effect on the dynamics of the ecosystem has been studied e.g. in [8,9,2,3,10], as a
constant or linear function. We are interested in the effects that harvesting and refuge have on the ecosystem, especially in
the existence and stability properties of equilibria and periodic solutions.
We implement the harvesting function (2.2) on a predator–prey model with Michaelis–Menten functional response:
x˙ = x(1− x)− a(1−m)xy
1+ c(1−m)x − H(x)
y˙ = y

−d+ b(1−m)x
1+ c(1−m)x

,
(2.3)
where x and y denote the prey and predator populations, respectively. The parameters a, b, c, d, h,m, T are all positive
constants; a is the capture rate of the prey, b is the prey conversion rate, and d is the natural death rate of the predator. The
prey refuge represented in the expression (1−m)xy = (x−mx)y indicates thatmx of the prey is protected from predation,
withm ∈ (0, 1). That is, the number of protected prey increases linearly with the prey population. Models with prey refuge
factors, that include only constant or linear harvesting, or no harvesting have been considered in detail e.g. in [9,2,3], and
in some of the references therein. Here we consider a continuous threshold policy harvesting (2.2) and we also include the
study of possible bifurcations in the corresponding dynamical system.
For practical reasons, we are only interested in the equilibrium points of system (2.3) that lie on the first quadrant R2+,
that is, x ≥ 0 and y ≥ 0.
3. Boundedness of solutions
We start by showing that solutions of (2.3) that start in R2+ will remain there and are uniformly bounded. Indeed, we
have the following.
Theorem 1. Every solution of system (2.3) that starts in R2+ is uniformly bounded.
Proof. Letw = x+ aby. Then, w˙ = x(1− x)− adb y− H(x), and for each k > 0 we have
w˙ + kw ≤ (1+ k)
2
4
+ a

k− d
b

y− H(x).
Choose k < d. Since 0 ≤ H(x) ≤ h for x ≥ 0, there exists B > 0 such that w˙ + kw ≤ B, or w˙ ≤ B − kw. Using a
differential inequality [11] we get that 0 < w(t) ≤ Bk (1 − e−kt) + w0e−kt r ≤ Bk as t → ∞. That is, solutions stay in
S = (x, y) ∈ R2+ : x+ aby = Bk + γ , with γ > 0. 
4. Equilibrium points and their stability properties
Case 1: x ≤ T . When the number of prey is less than the threshold value T , system (2.3) has three equilibria: P1 = (0, 0),
P2 = (1, 0) and P3 = (x3, y3), where
x3 = d
(b− cd)(1−m) , y3 =
b
a
[
(b− cd)(1−m)− d
(b− cd)2(1−m)2
]
. (4.1)
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Thus, for P3 = (x3, y3) to be a coexistence equilibrium we must have
b > cd and (b− cd)(1−m) > d (or (1−m)b > [1+ (1−m)c]d). (4.2)
The inequalities above indicate that prey conversion rate b (what the predator gains from eating the prey) must be large
enough to avoid extinction.
The general Jacobian of (2.3) for x ≤ T is:
J(x, y) =
1− 2x−
a(1−m)y
[1+ c(1−m)x]2 −
a(1−m)x
1+ c(1−m)x
b(1−m)y
[1+ c(1−m)x]2 −d+
b(1−m)x
1+ c(1−m)x
 . (4.3)
Thus, at P1 it becomes
J(0, 0) =
[
1 0
0 −d
]
,
which immediately indicates that P1 is always a saddle point. Therefore, there is no way to reach mutual extinction, unless
we start on the predator axis (that is, with predators but with no prey).
At P2 it becomes
J(1, 0) =
−1 −
a(1−m)
1+ c(1−m)
0 −d+ b(1−m)
1+ c(1−m)
 .
Then, we can reach the following conclusions:
(a) P2 is a saddle if (1−m)b > [1+ (1−m)c]d.
(b) P2 is a stable node if (1−m)b < [1+ (1−m)c]d.
(c) P2 is never a focus or of center type.
Observe that if condition (a) is satisfied (that is, the prey conversion rate is large enough), then both P2 and P3 exist, so that
predator extinction or survival (coexistence) is possible, all depending on the initial population. However, if condition (b) is
satisfied, P2 exists but not P3, that is, no coexistence is possible for a relatively small prey conversion rate bwhen compared
to the predatory death rate d. Only the prey will survive.
At P3 it becomes
J(x3, y3) =

d[(b− cd)(c(1−m)− 1)− 2cd]
b(b− cd)(1−m) −
ad
b
(b− cd)(1−m)− d
a(1−m) 0
 . (4.4)
In such a case, its trace τ and determinant D are
τ = d[(b− cd)(c(1−m)− 1)− 2cd]
b(b− cd)(1−m) , D =
d[(b− cd)(1−m)− d]
b(1−m) . (4.5)
From the second condition in (4.2), we conclude that we always have D > 0, and we have
τ 2 − 4D = d
b2(1−m)2
[
d[(b+ cd)− c(b− cd)(1−m)]2
(b− cd)2 − 4b(1−m)[(b− cd)(1−m)− d]
]
. (4.6)
Thus, using a classical trace-determinant analysis we conclude that the coexistence equilibrium P3 of (2.3) has the
following properties:
(a) P3 can never be a saddle.
(b) P3 is a node if d[(b+ cd)− c(b− cd)(1−m)]2 ≥ 4b(b− cd)2(1−m)[(b− cd)(1−m)− d].
– If (b− cd)[c(1−m)− 1] < 2cd, then the node is stable, and unstable if the inequality is reversed.
(c) P3 is a focus if d[(b+ cd)− c(b− cd)(1−m)]2 < 4b(b− cd)2(1−m)[(b− cd)(1−m)− d].
– If (b− cd)[c(1−m)− 1] < 2cd, then the focus is stable, and unstable if the inequality is reversed.
(d) P3 is of center-type if (b− cd)[c(1−m)− 1] = 2cd.
In Fig. 1, we show sample phase portraits of (2.3) when P1 and P2 are saddle, and P3 is a (a) stable node or a (b) stable focus.
When P3 is unstable, the solution curve approaches a limit cycle. See Fig. 2. Indeed, one can show that this limit cycle is
unique and globally asymptotically stable.
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Fig. 1. Phase portraits of (2.3) for x < T .
(a) No harvest. (b) With harvest.
Fig. 2. Effect of harvesting: unstable to stable.
Theorem 2. For x ≠ d
(b−cd)(1−m) , system (2.3) has a unique globally asymptotically stable limit cycle on the positive quadrant if
(b− cd)[c(1−m)− 1] ≥ 2cd.
Proof. Let g(x) = 1− x, p(x) = a(1−m)x1+c(1−m)x , q(x) = b(1−m)x1+c(1−m)x . Then,
d
dx

xg ′(x)+ g(x)− xg(x) p′(x)p(x)
−d+ q(x)

= d
dx
[ [c(1−m)− 1]x− 2c(1−m)x2
(b− cd)(1−m)x− d
]
≤ 0
⇐⇒ 2[2d− (b− cd)(1−m)x]c(1−m)x− [c(1−m)− 1]d[(b− cd)(1−m)x− d]2 ≤ 0
⇐⇒ [2c(b− cd)(1−m)2]x2 − [4cd(1−m)]x+ [c(1−m)− 1]d ≥ 0
⇐⇒ [c(1−m)− 1]d
2c(b− cd)(1−m)2 −
d2
(b− cd)2(1−m)2 ≥ 0
⇐⇒ (b− cd)[c(1−m)− 1]d− 2cd
2
2c(b− cd)2(1−m)2 ≥ 0
⇐⇒ (b− cd)[c(1−m)− 1] ≥ 2cd.
Using a uniqueness theorem in [12], we conclude that if such an inequality holds, there is a unique globally asymptotically
stable limit cycle. 
Note. The inequality on Theorem 2 can also be written as b ≥

c[1+(1−m)c]
(1−m)c−1

d, which indicates that a condition for the
stable coexistence cycle to exist is that the prey conversion rate b be large enough, when compared to the predator death
rate d.
On the other hand, one can also get conditions for global stability of P3 = (x3, y3). This is contained in the following.
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Theorem 3. Let either one of the following conditions hold:
(a) c(1−m) > 1 and (b− cd)[c(1−m)− 1] < 2cd,
(b) c(1−m) ≤ 1.
Then, the coexistence equilibrium P3 = (x3, y3) of system (2.3) is asymptotically stable in R2+.
Proof. Let v = a(1 − m)y and dt = [1 + c(1 − m)x]ds. Then, system (2.3) can be written as (we still denote v and s as y
and t):
x˙ = x(1− x)[1+ c(1−m)x] − xy =: F1(x, y)
y˙ = (b− cd)(1−m)xy− dy =: F2(x, y).
Then, with R(x, y) = 1/(xy), we have:
Q := ∂(RF1)
∂x
+ ∂(RF2)
∂y
= 1
y
[(c(1−m)− 1)− 2c(1−m)x].
Thus, we deduce that if c(1 − m) > 1, then Q < 0 for all x > x∗ = c(1−m)−12c(1−m) > 0. Thus, if we let x3 > x∗, that is,
d
(b−cd)(1−m) >
c(1−m)−1
2c(1−m) , or equivalently, 2cd > (b − cd)[c(1 − m) − 1], then Q < 0, for x∗ < x3 < x, or x∗ < x ≤ x3. If
c(1−m) ≤ 1, then clearly Q < 0 for all x > 0 (and we also have 2cd > (b− cd)[c(1−m)− 1]). Using Dulac’s criterion, we
conclude that no limit cycles can exist in R2+ under such, and therefore P3 must be globally asymptotically stable there. 
Note. According to Theorem 3, if there is enough refuge

m ≥ c−1c

, then P3 is globally asymptotically stable; otherwise,
an additional condition must be satisfied (2cd > (b − cd)[c(1 − m) − 1]), that is, if refuge is not enough, then also the
predator must not be so successful (relatively small b) for stable coexistence. See also the note before Theorem 3.
Case 2: x > T . When the number of prey is above the threshold value T , the origin (0, 0) is not an equilibrium point of
system (2.3), but there are two nontrivial equilibria: P4 = (x4, 0) and P5 = (x5, y5), where x4 is the positive solution of the
equation
x3 − (T − h+ 1)x2 + Tx− hT = 0.
We also have
x5 = d
(b− cd)(1−m) , y5 =
[1+ c(1−m)x5][x5(1− x5)(h+ x5 − T )− h(x5 − T )]
a(1−m)(h+ x5 − T )x5 . (4.7)
Observe that we always have x5 = x3, that is, the number of prey in the coexistence equilibria remains constant, before
and after the prey population reaches the threshold value x = T . For P5 to be a coexistence equilibrium, we need
b > cd and x5(1− x5)(h+ x5 − T ) > h(x5 − T ). (4.8)
(Again, a large enough prey conversion rate b is necessary).
The general Jacobian of (2.3) for x > T is:
J(x, y) =
1− 2x−
a(1−m)y
[1+ c(1−m)x]2 −
h2
(h+ x− T )2 −
a(1−m)x
1+ c(1−m)x
b(1−m)y
[1+ c(1−m)x]2 −d+
b(1−m)x
1+ c(1−m)x
 . (4.9)
Thus, at P4 it becomes
J(x4, 0) =
1− 2x4 −
h2
(h+ x4 − T )2 −
a(1−m)x4
1+ c(1−m)x4
0 −d+ b(1−m)x4
1+ c(1−m)x4
 . (4.10)
The eigenvalues λ1, λ2 of J(x4, 0) are given by the diagonal entries (1, 1) and (2, 2), respectively. We notice that 1− 2x4 −
h2
(h+x4−T )2 ≤ 1 − 2x4 ≤ 1 − 2T , so that λ1 < 0 if T > 1/2. We also see that λ2 < 0 if b(1 − m)x4 < d[1 + c(1 − m)x4], or
equivalently if (b − cd)(1 − m)x4 < d, that is, precisely when x4 < x5. Similarly, λ2 > 0 when x4 > x5. Thus, we have the
following.
(a) P4 is a saddle when T > 12 and x4 >
d
(b−cd)(1−m) .
(b) P4 is a stable node when T > 12 and x4 <
d
(b−cd)(1−m) .
(c) P4 is never a focus or a center-type equilibrium.
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Thus, for T > 12 , we see that if the prey population x4 is large enough, there is a chance of coexistence, as P4 is a saddle;
however, from (b), we see that if that is not the case, and the initial predator population is small, then predators will go
extinct, and only the prey will survive.
At P5 it becomes
J(x5, y5) =
1− 2x5 −
x5(1− x5)(h+ x5 − T )− h(x5 − T )
[1+ c(1−m)x5](h+ x5 − T )x5 −
h2
(h+ x5 − T )2 −
ad
b
b[x5(1− x5)(h+ x5 − T )− h(x5 − T )]
a[1+ c(1−m)x5](h+ x5 − T )x5 0
 .
In this case we immediately see that because of (4.8), the determinant D is always positive, which implies P5 is never a
saddle. Moreover, we have the following theorem.
Theorem 4. Consider system (2.3), with x > T , and let
A = x5(1− x5)(h+ x5 − T )− h(x5 − T ), B = [1+ c(1−m)x5](h+ x5 − T )x5,
E = AB + h
2
(h+x5−T )2 . Then, we have the following.
(a) P5 is never a saddle.
(b) P5 is a node if

(1−E)(b−cd)(1−m)−2d
(b−cd)(1−m)
2
> 4dA/B. The node is stable if (1 − E)(b − cd)(1 − m) < 2d, and unstable if the
inequality is reversed.
(c) P5 is a focus if

(1−E)(b−cd)(1−m)−2d
(b−cd)(1−m)
2
< 4dA/B. The focus is stable if (1 − E)(b − cd)(1 − m) < 2d, and unstable if the
inequality is reversed.
(d) P5 is a center-type equilibrium if (1− E)(b− cd)(1−m) = 2d.
Proof. The Jacobian at P5 can be written as
J(x5, y5) =
1− 2x5 − E −
ad
b
bA
aB
0
 ,
where A > 0 because of (4.8), and B > 0 because x5 > T and m ∈ (0, 1). Thus, its determinant D = dAB is always positive,
which proves (a). Observe that wemust have x5 < 1, otherwise the second inequality in (4.8) fails. We also observe that the
trace can be written as τ = (1−E)(b−cd)(1−m)−2d
(b−cd)(1−m) , hence the conclusions (b), (c) and (d). 
Harvest’s stabilizing effect. One interesting question is whether harvesting could have a stabilizing effect on some
equilibria. For our particular system, canwe go fromanunstable coexistence point P3 (case x ≤ T ) to a stable P5 (case x > T )?
We have explicitly computed those equilibria for the parameter values T = 0.11, h = 0.8, a = 0.9, b = 2.5, c = 2,
d = 0.2,m = 0.2, and indeed, the unstable focus P3 = (0.119, 1.4566) becomes a stable node P5 = (0.119, 1.3334).
Remarkably, harvesting can have a stabilizing effect on the ecosystem. See Fig. 2. One can also verify that stable equilibria
for x < T remain stable for x ≥ T .
Refuge and coexistence equilibria. We discuss the influence of prey refuge on the coexistence equilibria, starting with the
case x ≤ T . In such a case, the coexistence equilibrium is P3 = (x3, y3), given in (4.1). Clearly, the prey x3 is an increasing
function ofm. As for the predator y3, we have
dy3
dm
= b
a
[
(b− cd)(1−m)− 2d
(b− cd)2(1−m)3
]
.
Observe that dy3dm > 0 when (b− cd)(1−m) > 2d, or equivalently, when
0 < m < 1− 2d
b− cd . (4.11)
Thus, y3 is an increasing function ofm on the interval

0, 1− 2db−cd

, and decreasing on the interval

1− 2db−cd , 1

. Thus, too
much of a prey refuge

m > 1− 2db−cd

, would cause the predator population to decrease.
For the case x > T , the coexistence equilibrium is P5 = (x5, y5), given in (4.7). Again, the prey x5 is clearly an increasing
function ofm. For the predator y5, we have
dy5
dm
= bd
a(b− cd)3
[
2(b− cd)(1−m)− 3d
(1−m)6
]
+ bh
a(b− cd)
[
d2 − (b− cd)(1−m)[2dh− T (b− cd)(h− T )(1−m)]
[(b− cd)(h− T )(1−m)+ d]2(1−m)2
]
.
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Thus, dy5dm > 0 if 2(b − cd)(1 − m) > 3d and 2dh < T (b − cd)(h − T )(1 − m), or equivalently, if m < 1 − 3d2(b−cd) and
m < 1 − 2dhT (b−cd)(h−T ) . Thus, dy5dm > 0 that is, the predator density y5 is an increasing function of m if either of the following
two conditions is true:
(a) hT (h−T ) <
3
4 andm ∈

0, 1− 3d2(b−cd)

,
(b) hT (h−T ) >
3
4 andm ∈

0, 1− 2dhT (b−cd)(h−T )

.
The inequalities above give conditions for the predator population to increase with prey refuge, for a given range of
harvesting (observe that the inequality in (a) can be rewritten as h < 3T
2
3T−4 ).
Note. Comparing (a) with (4.11), it is very interesting to see that for an appropriate harvesting, the case x > T allows
larger refuge with increasing predator population.
Similarly, dy5dm < 0 ifm > 1− 3d2(b−cd) and d2 < (b− cd)(1−m)[2dh−T (b− cd)(h−T )(1−m)]. Using the first inequality,
we find that a sufficient condition for the second inequality to hold is d2 < (b−cd)(1−m)[2dh− 32dT (h−T )]. Thus, dy5dm < 0
that is, the predator density y5 is a decreasing function ofm if
m > 1− 3d
2(b− cd) and m < 1−
d2
(b− cd)[2dh− 32dT (h− t)]
=: m∗
or, ifm ∈

1− 3d2(b−cd) ,m∗

.
The value m = 1 − 3d2(b−cd) is a threshold value on the rate of prey refuge which indicates that the predator population
starts to decrease with prey refuge.
No limit cycles. We can get some sufficient conditions under which (2.3) has no limit cycles in the positive quadrant. To
this end, we let v = a(1−m)y and dt = [1+ c(1−m)x]ds. Then, system (2.3) becomes (we still denote v and s as y and t):
x˙ = x(1− x)[1+ c(1−m)x] − xy− h(x− T )
h+ x− T [1+ c(1−m)x] =: F1(x, y)
y˙ = (b− cd)(1−m)xy− dy =: F2(x, y).
Then, with R(x, y) = 1/(xy) and Q = ∂(RF1)
∂x + ∂RF2∂y , we have:
Q = 1
y
[(c(1−m)− 1)− 2c(1−m)x] − h
y
[ [hc(1−m)+ 1]x2 + (h+ T − 2)x− (1− T )(h− T )
[x2 + (h− T )x]2
]
.
If we let c(1−m) ≤ 1 and h > T > 1, then clearly Q < 0 for all x > 0. Using Dulac’s criterion this implies that no limit
cycles can exist under these conditions. Thus, we have proved the following theorem.
Theorem 5. Let c(1−m) ≤ 1 and h > T > 1. Then, system (2.3) has no limit cycles in the positive quadrant R2+.
The inequalities on Theorem 5 tell us that with too much refuge

m ≥ c−1c

and too much harvesting (h > T > 1), no
limit cycles of coexistence are possible.
5. Bionomic equilibrium
In this section, we want to find the simultaneous biological and economic coexistence equilibrium of system (2.3), that
is, a point (x∗, y∗, h∗), where x˙ = y˙ = 0, and total cost equals total revenue of harvesting. To this end, let
k = cost per unit effort for prey.
p= price per unit biomass for the prey.
Assuming that x > T , the profit function is then
P(x, h) = pH(x)− kh, (5.1)
where H(x) is given in (2.2). Then, a bionomic equilibrium (x∗, y∗, h∗) is obtained by solving
x(1− x)− a(1−m)xy
1+ c(1−m)x −
h(x− T )
h+ x− T = 0 (5.2)
y

−d+ b(1−m)x
1+ c(1−m)x

= 0 (5.3)
p

h(x− T )
h+ x− T

− kh = 0. (5.4)
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Since x, y > 0, from (5.3) we have,
x∗ = d
(b− cd)(1−m) . (5.5)
Substituting this into (5.4) gives h∗ = (p−k)(x∗−T )k , or
h∗ = p− k
k(b− cd)(1−m) [d− T (b− cd)(1−m)]. (5.6)
Thus, we require p > k and d > T (b − cd)(1 − m). Substituting h∗ into (5.2) and observing that h∗(x∗−T )h∗+x∗−T = (p−k)(x
∗−T )
p , we
have
y∗ =
[1+ c(1−m)x∗]

x∗(1− x∗)−

p−k
p

(x∗ − T )

a(1−m)x∗ .
Finally, substituting the value of x∗, and observing that 1+ c(1−m)x∗ = bb−cd and a(1−m)x∗ = adb−cd , we get
y∗ = b
ad(b− cd)2(1−m)2
[
(b− cd)(1−m)
p
[cd− T (p− k)(b− cd)(1−m)] − d2
]
. (5.7)
6. Bifurcations
Next, we want to find out if there are some bifurcations present in our model, for x > T , that is, with harvesting. These
bifurcations will give us values of parameters for which radical changes in the qualitative behavior of the solutions happen.
Saddle–node bifurcation. System (2.3) for x > T undergoes a saddle–node bifurcation as the equilibrium P4 = (x4, 0)
passes through certain values of the parameter h. More precisely, we have the following.
Theorem 6. Let r = (1 − 2x4) + √1− 2x4, and let h∗ = 12x4 r(x4 − T ), with x4 > 1/2, and x4 − T > 1/3. Then,
system (2.3) exhibits saddle–node bifurcations.
Proof. The Jacobian of (2.3) at P4 = (x4, 0) is given in (4.10). The eigenvalues are λ1 = 1 − 2x4 − h2(h+x4−T )2 and
λ2 = −d+ b(1−m)x41+c(1−m)x4 . One can readily see that if h = h∗, then λ1 = 0. On the other hand, one canwrite λ2 =
(b−cd)(1−m)x4−d
1+c(1−m)x4 ,
so that λ2 ≠ 0 (as long as x4 ≠ x5). We shift the equilibrium (h∗, x4, 0) to the origin: α = h − h∗, u = x − x4, v = y, and
the new system can be written as
u˙ = F1(α, u, v)
v˙ = −v + F2(α, u, v).
Then, we have
∂F1
∂α
= − (u+ x4 − T )
2
(α + h∗ + u+ x4 − T )2 ,
∂2F1
∂u2
= −2+ 2ac(1−m)
2v
[1+ c(1−m)(u+ x4)]3 +
2(α + h∗)2
[α + h∗ + u+ x4 − T ]3
and
∂F1
∂α
(0, 0, 0) = − (x4 − T )
2
(h∗ + x4 − T )2 ≠ 0,
∂2F1
∂u2
(0, 0, 0) = −2+ 2h
2
(h∗ + x4 − T )3 .
To make sure ∂
2F1
∂u2
(0, 0, 0) ≠ 0, we need to require that h2 ≠ (h + x4 − T )3, which is true if 3(x4 − T ) > 1. Then, we can
conclude that there exists [13] a saddle–node bifurcation. 
Thus, Theorem 6 gives us an explicit value h = h∗, for x4 large enough, so that the system undergoes a saddle–node
bifurcation. In particular, this means that for h > h∗ the system has no equilibrium points, for h = h∗ there is exactly one
equilibrium, and for h < h∗ there are two.
Note. One such value of h is h∗ = 0.1715729.
Transcritical bifurcation. One can also determine conditions under which system (2.3), with x > T has a transcritical
bifurcation. Observe that at P4 = (x4, 0), the Jacobian of (2.3) has one zero eigenvalue precisely when d = d∗ = b(1−m)x41+c(1−m)x4 ,
and the Jacobian has the form J(x4, 0) =

a11 a12
0 0

, where a12 ≠ 0 and a11 ≠ 0 as long as (2x4− 1)(h+ x4− T )2+ h2 ≠ 0.
The eigenvalue λ = 0 of J(x4, 0) has an eigenvector vT =

1− a11a12

, and a left eigenvectorwT = [0 1]. If we write the right
hand side of system (2.3) as f (x, y), then one gets wT fd(x4, 0) = 0, wTDfd(x4, 0)v = a11a12 ≠ 0, and wTD2f (x4, 0)(v, v) =
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Fig. 3. Bifurcation diagrams for (2.3), with x > T , on h andm.
2b(1−m)
[1+c(1−m)x4]2

− a11a12

≠ 0. Therefore, using Sotomayor’s theoremone concludes that under the conditions established above,
system (2.3) experiences a transcritical bifurcation at P4.
Thus, under some condition relating x4 to h and T , we have an explicit value of the predator death rate d = d∗ when such
bifurcation happens, and an exchange of stability between equilibria is possible.
Hopf bifurcation. We consider again system (2.3) for the case x > T and determine when it may undergo a Hopf
bifurcation. From Theorem 4(d), we have conditions under which the coexistence equilibrium P5 is of center-type, and to
determine the existence of such bifurcationwe explicitly compute the corresponding Lyapunovnumber [14].More precisely,
we have the following.
Theorem 7. When the equilibrium point P5 satisfies conditions to be of center-type, system (2.3) exhibits subcritical and
supercritical Hopf bifurcations.
Proof. We first shift the equilibrium point P5 = (x5, y5) to the origin using a change of coordinates given by u = x− x5 and
v = y − y5, then we obtain the corresponding power series expansions, and noticing that some of the coefficients vanish,
we get
u˙ = a10u+ a01v + a20u2 + a11uv + a30u3 + a21u2v + O1(|(u, v)|4)
v˙ = b10u+ b01v + b20u2 + b11uv + b30u3 + b21u2v + O2(|(u, v)|4).
(6.1)
Here, aij, i, j = 0, 1, 2, 3 are the coefficients of the expansions and are given in terms of the parameters a, b, c, d,m, T , h.
We know from the assumptions thatD = a10b01−b10a01 > 0 and a10+b01 = 0. Since a01 = a(1−m)x51+c(1−m)x5 and x5 = d(b−cd)(1−m) ,
the Lyapunov number is
σ = −3πR
2a01D3/2
= 3bπR
2adD3/2
,
where R is a long polynomial expression in terms of the parameters. There are parameter values so that P5 satisfies
Theorem 4(d). For instance, a = 1, d = 1, b = 25, c = 1,m = 0.5, h = 0.0458710440832745, for which we have
σ < 0, and also a = 1, d = 1, b = 25, c = 1,m = 0.490659653477335902, h = 0.005, for which we have σ > 0. Thus,
system (2.3) experiments subcritical and supercritical Hopf bifurcations. 
In Fig. 3, we show two bifurcation diagrams, where one can see fold, transcritical and Hopf bifurcations. The parameter
h is free on the first one, while m is free on the second. In Fig. 4(a), we show some periodic orbits that are born out of the
Hopf bifurcation, with m varying between 0.6076278 and 0.6145188. They are unstable periodic solutions of coexistence.
The periodic orbits obtained when h is free are also unstable. One such periodic orbit is shown in Fig. 4(b).
7. Final remarks
We have studied a predator–prey system with a continuous threshold harvesting function on the prey, as a better
alternative to constant or linear harvesting. The model also includes a prey refuge and we have taken care of discussing
the effects that both, harvesting and refuge have in the dynamics of the model. In particular, with no harvesting, (x ≤ T ) we
have three equilibria: P1, P2 and P3, the first one being trivial. The equilibria P2 and P3 correspond to P4 and P5, respectively
(x > T ). Even more, we always have x3 = x5. With harvesting, the origin is not an equilibrium. Both, P2 and P4 can never be
foci or of center-type, and both, P3 and P5 (the coexistence equilibrium for each case) can never be saddle points. We have
observed that harvesting can have a stabilizing effect on the coexistence equilibria, but the computed periodic solutions of
coexistence are unstable.
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(a) Periodic orbits (h = 0.1). (b) Unstable orbit, h = 0.0032,m = 0.5.
Fig. 4. Periodic orbits.
It is natural to think that the presence of prey refuge should imply decreasing populations of the predator species.
However, we have established certain intervals for the parameter m for which the predator population is an increasing
function ofm.
In addition to stability analysis,wehave also given conditions underwhich solutions are uniformly bounded, some critical
points or limit cycles are globally asymptotically stable, or no limit cycles exist, we have computed bionomic equilibria and
studied some bifurcations, showing the rich dynamics of the proposed system. This system includes the particular cases
m = 0 (no refuge), h = 0 (no harvesting) and T = 0 (rational harvesting function, with no threshold).
No single mathematical model on predator–prey populations can be studied in full and with rigorous mathematical
details if all considerations and associated natural phenomena are included. In this work, we have studied in detail a two-
dimensional predator–prey ecosystem with nonlinear threshold harvesting and a refuge factor that increases linearly with
the population, but several topics can be generalized, extended and/or added to this study. Possible future avenues of
research that can be taken in this direction include: two prey and one predator, time delay (say, due to gestation, or from
the moment the prey is killed, to the time biomass is added to the predator), feedback control (say, to control some special
bifurcations or stabilize the system), stage structured populations (say, immature and mature species), seasonal or periodic
harvesting functions, dispersal rates of one or both species (say, in two-patch environments), and an infectious disease
(especially when this is associated with a risk of mortality of one or both species).
For some related work in these directions, see [8,15–17,10].
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