The development of novel platforms and techniques for emerging "Big Data" applications requires the availability of real-life datasets for data-driven experiments, which are however not accessible in most cases for various reasons, e.g., confidentiality, privacy or simply insufficient availability. An interesting solution to ensure high quality experimental findings is to synthesize datasets that reflect patterns of real ones using a two-step approach: first a real dataset X is analyzed to derive relevant patterns Z (latent variables) and, then, such patterns are used to reconstruct a new dataset X that is like X but not exactly the same. The approach can be implemented using inverse mining techniques such as inverse frequent itemset mining (IFM), which consists of generating a transactional dataset satisfying given support constraints on the itemsets of an input set, that are typically the frequent ones. This paper introduces various extensions of IFM within a uniform framework with the aim to generate artificial datasets that reflect more elaborated patterns (in particular infrequency and duplicate constraints) of real ones. Furthermore, in order to further enlarge the application domain of IFM, an additional extension is introduced that considers more structured schemes for the datasets to be generated, as required in emerging big data applications, e.g., social network analytics.
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Introduction
Emerging "Big Data" platforms and applications call for the invention of novel data analysis techniques that are capable to effectively and efficiently handle large amount of data (Michael and Miller 2013; Chen and Zhang 2014) . There is therefore an increasing need to use real-life datasets for data-driven experiments but, as pointed out in a recent ACM SIGMOD Blog post by Weikum (2013) , datasets used into research papers are often poor. Companies have their own interesting data, and industrial labs have access to such data and real-life workloads; however, such datasets are often proprietary and out of reach for academic research.
An additional issue motivating the design of synthetic datasets is privacy. For instance, many research areas, e.g., epidemiology, public health, social science, study the behavior of large populations of individuals under natural scenarios, as well as under human interventions. A key need across these domains is the ready availability of realistic synthetic datasets that can capture key attributes and activities of large populations without violating confidentialities of individuals Wu et al. (2018) .
A renewed interest for synthetic data generation has been raised by recent advances in deep learning, in particular, auto-encoder, which is a neural network that is trained to attempt to copy its input to its output. Internally, it has a hidden layer h that describes the input in a compressed representation Hinton and Salakhutdinov (2006) ; Bengio (2009) . The network may be viewed as consisting of two parts: an encoder function h = f (x) and a decoder that produces a reconstruction r = g (h) . In this paper we follow a similar approach while applying inverse mining techniques to generate an artificial dataset that reflects the patterns of real one: the patterns can be thought of as a compressed representation of the original dataset and are first discovered by data mining techniques (encoding step) and they are next used to generate a "realistic" pattern-preserving dataset (decoding step).
To get an idea of the problem dealt with, consider a NoSQL platform handling multivalued attributes, e.g., column-oriented database systems such as Cassandra or HBase Michael and Miller (2013) . Let R(K , A 1 , . . . , A p , A p+1 , . . . , A p+q ) be a NoSQL table, where K is the table key, A 1 , . . . , A p are classical single-valued (SV) attributes and A p+1 , . . . , A p+q are multi-valued (MV) attributes. For each i, 1 ≤ i ≤ p + q, let A i be the finite domain for the attributes A i -we assume that the values of these domains (called SV or MV items) are given in input. On the other hand, the domain of the key K is countably infinite and its values are not listed.
A tuple on R is of the form [k, a 1 , . . . , a p , g 1 , . . . , g q ], where a 1 ∈ A 1 , . . . , a p ∈ A p , g 1 ⊆ A p+1 , . . . and g q ⊆ A p+q . We want to generate a set of tuples for R (i.e., a table instance for R) such that a number of given constraints be satisfied. We assume that such constraints do not involve the relation keys so that we can only consider sub-tuples of the form [a 1 , . . . , a p , g 1 , . . . , g q ], called many-sorted transactions. We next illustrate relevant types of constraints by means of an example.
Let R (K , Gender, Location, Age, Groups, Events) be a NoSQL table storing individuals who are characterized by the SV attributes Gender, Location and Age and by the MV attributes Groups and Events: an individual may belong to various groups and may attend a number of events. A many-sorted transaction [Male, Rome, 25, { p 1 , p 4 }, {e 1 , e 3 }] represents 25-year old male individuals located in Rome who belong to the groups p 1 and p 4 and attend the events e 1 and e 3 . Note that, as the key has been dropped out, the transaction may represent a number v of individuals by suitably generating v distinct keys. A typical constraint is: the number of individuals in a feasible dataset having some properties must be in predefined ranges -possible properties are for example: (i) individuals who are participating to at least the groups p 1 and p 2 , and (ii) female individuals located in Rome who are participating to at least the groups p 1 and p 2 and attending at the least the events e 1 and e 3 .
The inverse data mining problem consists of: given a NoSQL table R, (1) compute relevant constraints, applying frequent itemset mining techniques to R and (2) construct a new table R satisfying the constraints.
A simple specialization of the problem arises when the table is of the form R(K , I ), i.e., it contains exactly one multi-valued attribute I . This problem is known with the name of Inverse Frequent itemset Mining (IFM), first stated in Mielikainen (2003) , which consists of finding a transactional database D satisfying given support constraints, say σ i min and σ i max , on some itemsets S i on I, which are typically the frequent ones-let the set of such itemsets be denoted by S. The frequency constraint may be represented by ∀S i ∈ S :
is the sum of all number of duplicates of itemsets in D containing I . The IFM formulation represents an interesting starting point to solve the problem for the case of a NoSQL table.
As an example, given I = {a, b, c, d} and S = {{a, b}, {b, c}, {c, d}}, consider the support constraints represented in Table 1 -a-observe that minimal and maximal supports coincide. The itemsets S 1 = {a, b} and S 2 = {b, c} must occur in exactly 100 transactions (possibly as sub-transactions) and the itemset S 3 = {c, d} must occur in exactly 50 transactions. We also assume that the database size (i.e., the total number of transactions) must be 170.
A feasible database D 1 is shown in Table 1 -b-the second column indicates the number of duplicates (occurrences) of every transaction. The first support constraint is satisfied by the transactions {a, b, c} and {a, b}, the second one by the transactions {a, b, c}, {b, c, d} and {b, c} IFM does not enforce any constraint on the itemsets that are neither in S nor subsets of some itemset in S-we call the set of such itemsets S . It may therefore happen that D contains additional (and, perhaps, unsuspected or even undesired) frequent itemsets. For instance, the itemset {a, b, c} in the database D 1 of Table 1-b is in S and turns out to be frequent with a support of 70. Note that in the example, S consists of {a, b, c, d} and all non-empty subsets of it, except {a, b}, {b, c}, {c, d}, {a}, {b}, {c} and {d}. To remove this anomaly, an alternative formulation, called IFM S , has been proposed in Guzzo et al. (2009) : only itemsets in S can be included as transactions in D and, therefore, no unexpected frequent itemsets may eventually occur. However, the IFM S formulation remains in a sense unsatisfactory: it is too restrictive in forbidding any transaction besides the ones in S. For instance, there is no feasible database for our running example. A reasonable compromise is to admit some transactions in S , provided that their supports are below a given threshold σ . This version of the problem, called IFM with infrequency support constraint (IFM I for short), has been recently proposed in Guzzo et al. (2013) in the attempt of providing novel solutions to the demand for more and more realistic datasets. By the anti-monotonicity property, it is sufficient to enforce the infrequency support constraint to the minimal (inclusion-wise) elements in Sthe set of such elements is denoted by B S and coincides with the negative border (see Gunopulos et al. 1997 An alternative possibility to enforce infrequency constraint is to introduce a duplicate threshold δ and require that every itemset in S can occur as transaction at most δ times. We call this formulation IFM with infrequency duplicate constraint (IFM D for short). It is easily seen that IFM D does not guarantee that eventually some itemset I in B S does not get a high support as I may inherit the support of several itemsets in S . For instance, take the database D 3 in Table 1 -d. If we fix δ = 30, then D 3 is a feasible database for IFM D . However, the supports of {a, c}, {a, d}, {b, d} are respectively 60, 30 and 50, thus {a, c} and {b, d} result to be frequent. The goal of this paper is to provide a uniform framework to analyze inverse mining techniques and compare their capabilities to generate "realistic" datasets and, therefore, to effectively perform the decoding step. To this end, we present a general formulation of the inverse frequent itemsets mining problem, called General IFM (IFM G for short), which includes all other variants (IFM, IFM S , IFM I and IFM D ) as its special cases. We also characterize the decision complexity of IFM G , provide a unified picture of the complexity of all variants of the problem and perform an empirical comparison of accuracy of all IFM variants.
Following the approach of Guzzo et al. (2013) , we formulate IFM G as a linear program LP with a large number of variables and constraints, which is however represented in a succinct format Bertsimas and Tsitsiklis (1997) . We observe that a constraint programming perspective in itemset mining has been also proposed in Guns et al. (2011) . This confirms the effectiveness of any model based on a set of decision variables, an objective function to maximize or minimize, and a set of constraints in dealing with itemset mining.
We stress that, while only the number of variables is large in Guzzo et al. (2013) , the new formulation of IFM G also handles a large number of constraints. This formulation provides a unified framework for the resolution of the various specializations of IFM G , which are immediately obtained by removing some of the constraints.
For the resolution of LP, we extend the column generation algorithm, which is variant of the simplex method used in operation research literature for solving linear programs with an exponential number of variables. This approach is often used in veicle routing Beheshti and Hejazi (2015) . In our contecxt Column generation algorithm has been adopted in Guzzo et al. (2013) to solve IFM I . The extension presented in this paper is needed to handle infrequency duplicate constraints that are handled as bounds on the variables corresponding to the itemsets in S . We point out that bounds dramatically increase the number of constraints and the novelty of our approach is to handle them by exploiting their succinct representation.
We show that the extended column generation algorithm can be easily specialized to solve all variants of the general problem: IFM, IFM D and IFM I . On the other hand, IFM S can be immediately solved by any classical linear program solver as the number of variables and constraints is polynomial in this case. The extended column generation algorithm allows us to handle linear programs with an enormous number of variables and constraints (from 10 22 to over 10 240 in our experiments) using a reduced amount of space. The experiments reveal that time does not grow exponentially in practice as it happens for the classical execution of the simplex algorithm.
We perform an empirical accuracy comparison of the solutions computed by IFM S , IFM, IFM I , IFM D using suitable Jaccard similarity indices, as it is done by loss functions. The results show that IFM I yields very high accuracy, whereas the other formulations have two main drawbacks: (1) IFM and IFM D return a larger number of frequent itemsets that were instead expected to be infrequent, and (2) IFM S may be unable to compute accurate solutions because enforcing the transactions to be in S does respect infrequency constraints, but often to the cost of returning inaccurate support values for the itemsets in S.
As further evaluation of the accuracy of the solutions computed by the various IFM methods, we show that synthetic data can successfully replace original data in an analytics task, in particular classification (Han and Kamber 2005) . To this end, we set up a classification problem by representing a transactional dataset with a standard dataset for classification, where each item corresponds to a binary attribute (i.e., 1 if present and 0 otherwise). To create several different classification tasks for each dataset used in the experiments, we selected the top-k most frequent items. For each of such items, we consider this item as the dependent feature (i.e., the binary attribute that we want to classify) and the remaining top-k items as the independent features (i.e., the input of the classification model). For each synthetic dataset generated with IFM techniques, we train a classification model for each of the top-k most frequent items and we test the trained model on the original dataset. In the experiments, we use 3 different classification models (Han and Kamber 2005) : Logistic Regression, Decision Tree, and Random Forest. The experimental results show that the synthetic datasets generated with all IFM techniques perform the data mining task of classification with an accuracy close to the one achieved with the original datasets, i.e., there is no significant difference in the classification tasks when using synthetic data as opposed to real data.
In order to enlarge the domain of IFM to NoSQL applications, as sketched at the beginning of this section, we introduce a further extension that considers more structured schemes for the datasets to be generated, as required by emerging big data applications, e.g., social network analytics. We shall define a many-sorted extension of IFM called ms-IFM, by replacing the basic simple schema R(K , I ) with a more general NoSQL schema R(K , A 1 , . . . , A p , I 1 , . . . , I q ). We conduct a number of experiments to evaluate the accuracy of the solutions produced by ms-IFM, including the classification test mentioned above.
We observe that a recent paper (Patki et al. 2016 ) deals with the construction of a system (Synthetic Data Vault, SDV) that automatically creates synthetic data for classical SQL databases. SDV builds generative models of relational databases by sampling from the model and create synthetic data. A critical point is the generation of tuples for relations defining relationships among entities.To this end, SDV uses an algorithm that computes statistics on two tables that are connected by a parent-child relationship by means of a pair: key and foreign key. Note that ms-IFM provides an effective solution to the problem of generating relationship tuples of a NoSQL database, which are represented by itemsets.
In synthesis, the main contributions of this paper are five and are listed below together with some remarks on their advances w.r.t. previous results presented in Guzzo et al. (2013) :
1. A uniform framework to describe the various variants of IFM: it is an interesting general formulation of the inverse frequent itemsets mining problem (IFM G ) in terms of linear programming-note that we do not propose a solver for the whole IFM G as the two specializations IFM I and IFM with duplicate constraints (IFM D ) are in a sense alternative and combining their resolutions has very high computational costs and the results do not repay them;
2. An effective method for solving large instances of IFM D by means a novel extension of the column generation simplex to handle an exponential number of bounded variables: to the best of our knowledge, this extension is not known in the linear programming literature and it corresponds to approach used by the ellipsoid method to solve linear programs with exponential many constraints by a separation oracle to avoid examining all constraints Bertsimas and Tsitsiklis (1997) ; 3. An empirical accuracy comparison of various variants of IFM by applying suitable similarity indices: the experiment results show a quite surprising evidence that IFM I provides the most accurate approximation (i.e., it is the best decoder) and behaves much better than IFM D ; 4. A further extension of IFM, called many-sorted IFM (ms-IFM), to generate datasets with a schema that better fits the characteristics of emerging big data applications: this extension is in a sense surprising for its simplicity and effectiveness, at the same time; 5. A method for solving ms-IFM that is shown to be effective by means of a number of experiments: the solver follows the approach of IFM I and exploits the property that the set of minimal infrequent itemsets is the simple union of those for the different multivalued attributes; 6. An experimental evaluation of the capability of the synthetic datasets generated with all IFM techniques to perform the data mining task of classification with an accuracy close to the one achieved with the original datasets.
The paper is organized as follows. In Sect. 2 we introduce basic notions on transactional databases, the frequent itemset mining problem and the inverse problem. In Sect. 3 we present the formulation of IFM G and prove the complexity results in comparison with the ones of its specializations. In Sect. 4 we formulate IFM G as a linear program and show that all its specializations are special cases for which a number of constraints are simply dropped out. We present the extended column generation algorithm in the same section. We perform the empirical accuracy comparison in Sect. 5. The formalization of many-sorted IFM as well as its complexity and resolution are illustrated in Sect. 6 together with some experiments. Finally, in Sect. 7, we draw the conclusion. Due to space limits, all proofs are omitted and included in the "Appendix".
Preliminaries and related work
Let I be a finite domain of n elements, also called (multivalued) items. Any subset I ⊆ I is an itemset over I. A (transactional) database D over I (also called dataset) is a bag of itemsets, which may occur duplicated in D -alternatively, D can be thought of as a set if each itemset comes together a key. The size |D| of D is the total number of its itemsets, called transactions.
Given a database D over I, for each itemset I ∈ D, there exist two important measures: (i) the number of duplicates of I , denoted as δ D (I ), that is the number of occurrences of I in D, and (ii) the support of I , denoted as σ D (I ), that is the sum of all number of duplicates of itemsets in D containing I , i.e., σ D (I ) = J ∈D∧I ⊆J δ D (J ) -an alternative measure is the frequency f D (I ) = σ D (I )/|D|. A database D can be represented in a succinct format as a set of pairs (I , δ D (I )).
We say that I is a frequent (resp., infrequent) itemset in D if its support is greater than or equal to (resp., less than) a given threshold. A popular mining task over transaction databases is to single out the set of the frequent/infrequent itemsets and the related literature covers almost three decades: after the seminal papers in the nineties (Agrawal et al. 1993; Gunopulos et al. 1997) , additional aspects were studied in the two thousand years (Han et al. 2007; Zhong 2007) and in the last decade (Cagliero and Garza 2013; Jindal and Malaya 2016) . There are privacy issues concerning the disclosure of frequent itemsets -see for instance (Hu et al. 2008) . To analyze these issues a number of approaches have been proposed. A first approach is to hide all sensitive frequent itemsets (see, for instance, Stavropoulos et al. 2016) . Another approach is to use the inverse formulation of frequent itemset to derive synthetic data that preserve the same patterns of real ones, thus preserving privacy.
The perspective of the frequent itemset mining problem can be naturally inverted as follows: we are be given in advance a set of itemsets together with their frequency constraints and our goal is then to decide whether there is a transaction database satisfying the above constraints (and, of course, compute the database whenever the answer is positive). This problem, called the inverse frequent itemset mining problem (IFM), has been introduced in the context of defining generators for benchmarks of mining algorithms (Mielikainen 2003) , and has been subsequently reconsidered in privacy preserving contexts (Agrawal and Srikant 2000; Wu et al. 2005) .
IFM has been proved to be in PSPACE and NP-hard Mielikainen (2003) . As discussed in Sect. 1, the original IFM formulation does not introduce any constraint on infrequency.
A reformulation of IFM in terms of frequencies instead of supports has been introduced in Calders (2004 Calders ( , 2007 with the name FREQSAT{NTRANS}. The two problems are equivalent and have been shown to be in PSPACE and NP-hard. The basic version of the frequency formulation, called FREQSAT, does not fix the number NTRANS of transaction in a feasible database -the corresponding decision problem has been proved to be NP-complete. A further variant of the problem has been introduced in Calders (2004 Calders ( , 2007 with the name FREQSAT{NTRANS, NDUP}: all itemsets may occur as transactions in D at most a fixed number of times (NDUP). This problem is in PSPACE and PP-hard.
A simple solution to exclude unexpected frequent itemset from a feasible solution is the formulation proposed in Guzzo et al. (2009) , which is called IFM S : only itemsets in S can be included as transactions in D. The decision complexity of this problem is NP-complete as stated in Guzzo et al. (2009) . The version of IFM with infrequency support constraint (IFM I for short), has been recently proposed in Guzzo et al. (2013) .
We conclude this section by mentioning that a different perspective of generating a dataset respecting given frequency constraints as well as the lengths of frequent itemsets has been analyzed in Ramesh et al. (2003) ; Ramesh et al. (2005) .
General IFM problem
In this section we provide a general formulation of the inverse frequent itemsets mining problem that takes into account infrequency constraints as well. Let a set I of n items be given and U I be the set of all itemsets on I -note that |U I | = 2 n . We introduce some additional notation:
1. S is a given set of m non-empty itemsets in U I (given frequent itemsets);
is a given set of triples assigning a minimum and maximum support to each itemset in S -an unlimited maximum support is denoted by ∞ (given frequent itemset supports);
A first way to enforce infrequency for the itemsets in S is to require that every infrequent itemset of a feasible database must have a support less than or equal to a given support threshold σ . By the anti-monotonicity property, it is sufficient to apply the constraint to the minimal infrequent itemsets in B S . We point out that B S is also called the negative border and coincides with the set of all minimal transversals of the hypergraphĒ = {I \ I : I ∈ S} (Gunopulos et al. 1997 ). An alternative way for enforcing infrequency is to introduce a duplicate threshold δ for all itemsets I in S so that, in any feasible database D, δ D (I ) ≤ δ .
Definition 1 Given I, S, Σ S , σ , δ and size, the general inverse frequent itemset mining problem, shortly denoted as IFM G , consists of finding a database D over I such that the following conditions hold (or of eventually stating that there is no such a database):
(4) (3) is replaced by ∀I / ∈ S : δ D (I ) = 0 (i.e., only the itemsets in S may be transactions in a feasible database).
Note that the constraints (2) and (3) are expressed in an intensional format, i.e., all itemsets in B S and S are not explicitly listed. Then, the problem input size is simply O(n × m), where n is the number of items and m is the cardinality of S. It is easy to see that a feasible database for IFM S is also feasible for both IFM I and IFM D ; in turn, a feasible database for IFM I or IFM D is also feasible for IFM; finally, if σ ≤ δ , a feasible database for IFM I is also feasible for IFM D . Note that constraints (2) can be removed from the formulation of IFM S as they are automatically enforced by the constraints ∀I / ∈ S : δ D (I ) = 0. The proposition below states that the complexity of the decision versions of both IFM G and of its variants. Recall that (1) NEXP is the class of decision problems that can be solved by a non-deterministic Turing machine using time O(2 p(n) ) for some polynomial p(n), where n is the size of the input, and (2) PP is the set of decision problems that can be solved by a nondeterministic Turing machine in polynomial time, where the acceptance condition is that a majority (more than half) of computation accepting paths (see Papadimitriou 1994 for more insights on basic complexity background).
To reduce the complexity of IFM I , the class k-bounded IFM I (k-IFM I for short) has been introduced in Guzzo et al. (2013) , which consists of all IFM I instances x for which |B S | ≤ n −n +n κ(x) , wheren = | ∪ I ∈S I |, κ(x) is an instance parameter that can be computed in polynomial time, κ(x) ≤ k and k is a given rational constant. Thus the number of itemsets in B S is polynomial in the number of items that are included into the itemsets in S; in addition, the set B S can be computed in polynomial time as well. We point out that experiments described in Guzzo et al. (2013) show that the parameter κ(x) is small in typical frequent/infrequent applications: its value slightly exceeds 3 only in one case and for two thirds of the cases the value is less than 2. The fact that κ(x) is small in practice is confirmed by the analysis of 12 real large datasets, which has been performed in Guzzo et al. (2013) .
We apply the definition of k-boundedness to IFM G : given a rational constant k, k-bounded IFM G (k-IFM G for short) is the class of all IFM G instances x for which |B S | ≤ n −n +n κ(x) and κ(x) ≤ k.
Proposition 1 Decision k-IFM G is in PSPACE and PP-hard and decision k-IFM I is in PSPACE and NP-hard.
To further reduce the complexity, we relax the integer constraint for the number δ I of duplicates for a transaction I of a feasible database, i.e., δ I may be a rational number. We therefore have a relaxed version for each IFM formulation. The next results refer to decision complexity. In the next section we provide a uniform framework for solving all relaxed IFM problems using linear programming techniques.
Solving relaxed k-bounded general IFM
By extending the approach of Guzzo et al. (2013) , we formulate the relaxed k-IFM G problem as a linear program LP with a large number of variables and constraints, which is however represented in a succinct format-recall that a problem is succinct if its instances are not given explicitly, but are encoded using an exponentially smaller input Papadimitriou (1994) . Recall that B S are not represented in a succinct format as its elements are preliminary computed in polynomial time and explicitly listed in the LP representation.
Formulation of relaxed k-IFM G by linear programming with bounds
Assume that n = |I|, m = |S| and m = |B S |. Without loss of generality, we select any ordering of all non-empty itemsets, say {I 1 , . . . , I 2 n −1 } -for example, we can take any lexicographic order based on a fixed ordering of items. We use the vector v = [1, . . . , 2 n − 1] to list all possible non-empty itemset indices. Let the vector s = [i 1 , . . . , i m , j 1 , . . . , j m ] represent the indices of the itemsets in S and in B S , i.e., S = {I i 1 , . . . , I i m } and B S = {I j 1 , . . . , I j m }. Finally, the vector s represent all indices of the itemsets in S . Note that, while s is explicitly represented, s is not: it is sufficient to check wether an index is in s and this can be easily done in linear time.
Let l and u be two vectors of m integers such that for each j, 1 ≤ j ≤ m, l j = σ J min and u j = σ J max , where J = I s j is the j-th itemset in S according to the ordering fixed by s.
Let x be a vector of 2 n − 1 non-negative rational variables whose intended meaning is that its j-th coordinate, x j , denotes the number of duplicates for the transaction I j .
We consider a (m + m ) × (2 n − 1) matrix A where for each i, 1 ≤ i ≤ m + m , and for each j ∈ v, a i j = 1 if I s i ⊆ I j or a i j = 0 otherwise.
We finally introduce a vector w of 2m + 1 non-negative rational number artificial variables, whose values represent the costs of violating some support constraints. In particular, w 1 , . . . , w m and w m+1 , . . . , w 2m are the costs of violating respectively lower-bound and upper-bound support constraints on the itemsets in S and w 2m+1 is the cost of violating the database size constraint.
We formulate an approximate version of IFM G using the following linear program, whose objective function measures the cost of violating the constraints:
The variables w i (1 ≤ i ≤ 2m + 1) and x j (∀ j ∈ v) are constrained to be nonnegative rational numbers. The variables in w are artificial in the sense that their role is to absorb possible violations of the constraints (6), (7) and (9): the minimization of their values entails the search for a solution with the minimal number of violations. Therefore, the optimal solution of the presented LP consists of a database (as induced by variables x in the optimal solution) with minimal violation of the lower-bound database size constraint. Note that, as we do not insert artificial variables in the constraints (8), (10) and (11), such constraints must be directly satisfied in any feasible solution. This is always possible as an initial feasible solution can be constructed as follows:
Constraints (11) enforce that, for each infrequent itemset I j in S , the corresponding variable x j has an upper bound of δ , where δ is the duplicate threshold introduced as an alternative way for enforcing infrequency. As the number of infrequent itemsets is exponential in the number of items, the number of constraints (11) is exponential as well.
Notice that if the optimal solution of LP problem is greater than zero, then the database D induced by the optimal solution is not feasible (i.e., it is an approximate solution) for one (or both) of the following reasons: the support of at least one itemset in S is not in the prescribed range or the database size does not satisfy its lower bound.
We use a succinct format to represent LP. In particular, we simply store all the n items, all the itemsets in S and in B S , represented as arrays of items (with size at most n × m and n × m , respectively), the vector s containing the indices of the (m + m ) itemsets in S and B S , the vectors l and u of support bounds (each with size m), the database size and the values of σ and δ . It turns out that the input is represented in a succinct format with size at most (n + (n + 1)
where ω is the number of bits that are used to represents constants. The coefficients a i j as well the bound constraints (11) are computed as they are needed. We stress that the advantage of succinctness is lost unless we devise mechanisms avoiding the whole input expansion, as shown in the next sub-section.
Column generation algorithm for solving relaxed k-IFM G
Column generation (see e.g. Gilmore and Gomory 1961) is an extension of the simplex method for dealing with linear programs with a large number of variables. Let us first present the general scheme of the column generation simplex. To this end, we refer to a generic linear program LP g in standard format, say:
are two vectors of rational numbers, c T is the transpose of c and A = [a i j |1 ≤ i ≤ n r , 1 ≤ j ≤ n c ] is a n r × n c matrix of rational numbers. We also assume that LP g is succinct, i.e., m r = O(pol(log n c )), where pol is a polynomial in log n c , and that the representation size is polynomial in n r . The feasible region of LP g is a convex polytope of points (i.e., values assigned the variables) satisfying the constraints and a basic feasible solution, also called a basis, is any vertex of it. The variables taking a value different from zero in a basis are at most n r and are called basic variables. Therefore, any basis can be represented with size linear in n r by simply storing the list of basic variables together with their values. From linear programming theory (see for instance Bertsimas and Tsitsiklis 1997) , it is known that if there is an optimal solution, then the optimal value is achieved by an optimal basis as well.
The column generation simplex solves a linear program without explicitly including all columns (i.e., variables), in the coefficient matrix but only a subset of them with cardinality equal to the number of rows (i.e., constraints). Columns are dynamically generated by solving an auxiliary optimization problem called the pricing problem.
In this sub-section we extend the classical column generation simplex to handle the bounds introduced by Constraints (11). We stress that, as there is a constraint of type (11) for each infrequent itemset and the number of such itemsets is exponential in the number of items, the number of equations corresponding to these constraints is exponential as well and, therefore, an extension of column generation is needed to handle them without expanding their representation.
The linear program to be solved is denoted as the master problem (MP). In our case the MP problem consists of r = 2m + m + 2 rows and c = 2 n + 2m columns. In addition, the variables x j with j ∈s have an upper bound of δ .
The linear program with only a subset of the MP columns with cardinality c equal to the number r of rows is called the restricted master problem (RMP). Then, the restricted master problem is the master problem with a subset of columns w.r.t. the original master problem. From the theory of the simplex algorithm we know that a basic solution for a linear program is an assignment of the variables that satisfy the constraints and where only r (number of rows are activated) variables are assigned with a value greater or equal than zero (i.e., the variables in the basic solution), the reaming ones are zero. The basic solution is a solution concept for the linear programming field, and the simplex algorithm will find the optimal basic solution. Since each variable is assigned to a column, it turns out that if the RMP contains the columns associated to the variables in the optimal base solutions of the MP, then the RMP will return the same solution. Then the column generation approach is an iterative algorithm that working on the restricted master problem will keep the number of columns bounded and iterates till the RMP does not contain the columns associated with optimal base solution of the MP.
As r is polynomial in the succinct size of the input, RMP does not need a succinct representation. Actually the number of columns c passed to RMP can be greater than r , provided that c is polynomial in r . From linear programming theory we know that if there is an optimal solution then there also exists an optimal solution corresponding to a basis of the coefficient matrix (in our case any basis consists of at most r columns).
The column generation method looks for an optimal basis as within the simplex algorithm. It starts from an initial basis and moves from a current basis to a new one by adding a new basic column with a negative reduced cost (iteration step). Primal feasibility is maintained and the objective function is non-increasing during this search. The reduced cost of a column can be computed by using the current dual variables. The task of providing a column with a negative reduced cost, or certifying that there is not such a column, is delegated to the pricing problem. If there is no column with a negative reduced cost, then the algorithm terminates and the current basis is optimal.
We generalize the column generation method to handle bounds as follows. Following the approach described in Luenberger (2003), we adopt an extended notion of basic solution, to avoid to include the bounds as constraints of the program. An extended basic solution is a basic feasible solution where the n variables are partitioned into three groups: the set B of the classic basic variables, the set U of the variables equal to the upper bound and the set N of those equal to 0.
The pseudo-code of the column generation algorithm to solve a column-succinct LP is presented in Fig. 1 . The algorithm starts by initializing B, that is the list of variables to be given as input to the method RMP at the first call. B includes the indices in w (i.e., the columns corresponding to the 2m + m + 1 artificial variables) and those in s (i.e., the columns corresponding to the itemsets in S and in B S ); so, the cardinality c of B is equal to r = 3m + m + 1. As discussed in the previous sub-section, a feasible solution can be easily found using such columns. The list U of the variables equal to the upper bound is initially set to be empty.
The output of RMP is: B (the list of variables in the computed basis), Z (the list of values for the basic variables), D (the values of the r dual variables) and the updated list U .
Procedure PRICE solves the pricing problem. The classical sufficient optimality condition must be now restated for the case of LP with bounds. To this end, the input of PRICE is not only the dual costs D but also the list U , in order to exclude the itemsets in U in the search of the column with the minimum reduced cost.
PRICE returns ( j, c j ), where j is a column with a minimum reduced cost c j . If c j happens not to be negative, the current basis is optimal and the "while" cycle stops; otherwise, the column j and all the columns in w are added to the previous basis B to update B and the cycle continues. Note that adding the columns in w would not be necessary; nevertheless, as the number 2m + 1 of artificial variables in w is linearly bounded by the number of rows r , we also include all of them in B to simplify the formulation of the pricing problem. The implementation of PRICE is presented in the next subsection.
As the execution time could be expensive, we fix a time-limit TL for termination. The algorithm stops for one of the the following two conditions: (i) the time-limit has been reached and (ii) the pricing algorithm does not return a column with negative reduced cost. The latter condition indicates that the current solution is optimal whereas in the first case, the algorithm returns a suboptimal solution. The overall algorithm eventually terminates, provided that certain precautions against cycling are taken. We point out that the hardest task is the implementation of procedure PRICE, that is in general NP-hard. Despite its alleged intractability, the column generation algorithm has an attractive characteristic: it makes a bounded use of the space, proportional to the number r of constraints and of the size of the list U .
Resolution of the pricing problem
First of all, we observe that the pricing problem here is different from the one presented in Guzzo et al. (2013) because of the bound constraints (11) that need a new formulation and a novel resolution scheme.
We are given a set D of dual variable rational number values. We represent them by the m-element vectors λ and π , the m -element vector ξ , and the scalars τ 1 , and τ 2 of the RMP, that are associated to the constraints (6), (7), (8), (9) and (10) respectively. (see Sect. 4.1). Note that no dual values are associated to the constraints (11) as they only force an upper bound to infrequent itemsets and they do not play any role in the search of the column with minimum reduced cost. However, as it will be illustrated later in this section, the list U of the variables that have been set equal to the upper bound plays an important role in the price formulation, as no column already present in U may be generated by the price resolution.
Given a column j ∈ v corresponding to any itemset variable x j , the reduced cost c j is:
For notational simplicity, we define τ = τ 1 −τ 2 and φ as the (m +m )-element vector:
Then, as a i j = 1 if I s i ⊆ I j or a i j = 0 otherwise, where the itemsets I s i and I j correspond respectively to the row i and the column j, the reduced cost can be reformulated as:
We formulate the Pricing Problem in terms of an integer linear program that computes an itemset I * , say with index j, such that j ∈ v and c j is minimum. I * is represented by a vector of binary variables β = [β 1 , . . . , β n ], corresponding to the n items: each component β h indicates whether I * contains the item o h (β h = 1) or not (β h = 0). We use the vector of binary variables y = [y 1 , . . . , y m+m ], corresponding to the itemsets in s, to model the inclusion of such itemsets in I * : thus, y i = 1 if I s i ⊆ I * or y i = 0 otherwise. Then I * is the union of all itemsets I s i ∈ S for which y i = 1. As pointed out before, the price problem may not generate a column already present in U ; therefore, the variables in U must enter in the price formulation. Thus, for each column j ∈ U , we define a value k j as the number of itemsets
The integer linear program formulation to solve the pricing problem, denoted as PRICE, follows (to simplify the notation we set m = m + m ):
The objective function (12) represents the reduced cost c j (modulo the constant −τ ) of a generic column j ∈ v, that we want to minimize to compute I * .
The constraints (13) impose that, given any i, if β h = 1 for all o h ∈ I s i then y i = 1; in other words, I * contains all items of an itemset I s i . The constraints (14) impose that if β h = 1 then there exists an element i of s such that o h ∈ I s i ∧ y i = 1; thus, an item o h is in I * only if at least one of the itemsets included in I * contains o h . The constraints (15) impose that if ∃ o h ∈ I s i : β h = 0 then y i must be equal to zero, i.e., an itemset I s i cannot be declared included in I * if any of its items is not contained in I * . The constraints (15) also enforce that, if I s i is declared to be an itemset included in I * (y i = 1), then all items of it must be in I * as well (β h = 1, ∀h ∈ I s i ). The constraint (16) imposes that no column j ∈ U is returned from the pricing method because of the following result, proven in the "Appendix".
Proposition 3 Each column j ∈ U is an infeasible solution for the ILP price formulation.
Observe that it is not necessary to explicitly enforce integer constraints on the variables y in constraints (17). In fact, for each i-element of s two cases are possible: (i) each variable β h with o h ∈ I s i has value 1, or (ii) there exists at least one variable β h with o h ∈ I s i that has value 0. In the first case, by constraints (13) y i = 1. Instead in the second case, y i = 0 by constraints (15). Hence, as the β variables are enforced to be integer, variables y can only be either 1 or 0.
The crucial point of the ILP formulation is that it excludes the columns in U in the search of the column with minimum reduced cost. This is done because of the following result: each column j ∈ U is an infeasible solution for the ILP price formulation.
Specializations of column generation algorithm
If we remove constraints (9), then LP expresses IFM I . The column generation algorithm then reduces to the one described in Guzzo et al. (2013) . It is interesting to note that the latter algorithm has two main simplifications: (1) the list U of bounded variables is not needed and (ii) the PRICE method is simplified as well and an effective polynomial-time heuristic has been proposed for its implementation. If now, in addition to constraints (9), we further remove the constraints (8), then LP expresses classical IFM. In this case, the simplified scheme of the column generation algorithm of Guzzo et al. (2013) for IFM I can be immediately adopted with an additional simplification: the vector s only contains the indices of the itemsets in S. This implies that the number of rows greatly reduces.
To express IFM D , it is only sufficient to remove the constraints (8) from LP. As constraints (9) are kept, the general scheme of the column generation algorithm for solving IFM G does not change, in particular the list U of bounded variables is to be handled. However, as for IFM, the vector s only contains the indices of the itemsets in S and, then, the number of rows greatly reduces also in this case.
Finally, we point out that column generation algorithm is not needed for solving IFM S as its LP formulation has a polynomial number of columns: those corresponding to the itemsets in S. In a sense, its resolution can be simply obtained with a single call of RMP.
An empirical comparison of accuracy
We now present an empirical study to measure the accuracy of the solutions produced by the various IFM formulations. To this end, we consider a number of databases and for each of them, we fix an infrequency support threshold σ and derive the set of frequent itemsets S and their actual supports Σ S . We also fix an infrequency duplicate threshold δ , which is much less than σ to reduce the risk of violating infrequency.
Starting from the values of Σ S , σ and δ , we construct instances of the problems IFM S , IFM, IFM I and IFM D and compute their solutions using our column generation approach. The solution database will be then compared with the original dataset using suitable Jaccard similarity indices. Once defined the accuracy indices, we perform the empirical comparison of the various IFM formulations by conducting experiments on three databases that are used as benchmarks for frequent itemsets discovery algorithms. By using various support thresholds, starting from the three datasets, we construct 27 problem instances for our experiments. Finally, we also show how the synthetic datasets can be effectively used in classification tasks as opposed to real datasets.
Accuracy indices
Given the original database D and the databaseD computed by the column generation approach of any of the various IFM formulations, the accuracy can be measured by a suitable index for comparing the similarity of frequent itemsets occurring in the two datasets, denoted by S andS respectively. Using the Jaccard similarity index, the accuracy measure could be
, the frequent itemsets ofD that are also frequent in D) andS I = {I ∈ S | σD(I ) > σ } (i.e., the frequent itemsets ofD that are infrequent in D). As S is part of the input, the cardinality of bothS andS F can be easily computed. On the other hand, the computation ofS I is in general very heavy whenD is generated by IFM or IFM D . Therefore, we next introduce an upper bound for the index. We replaceS I withS B = {I ∈ B S | σD(I ) > σ } (i.e., the frequent itemsets ofD that are minimal infrequent ones in D). The approximate overall accuracy is
and, then replacing A(D) with A A (D) will provide an "optimistic" estimation of the overall accuracy measure for both IFM and IFM D .
We next introduce a second index, called frequency accuracy, that provides a more precise accuracy evaluation for all frequent itemsets in S by comparing their supports in D andD:
σD(I )
A F (D) can be thought of as an implementation of the Jaccard index for bags (i.e., a multi-set that allows for multiple instances for each of its elements). To grasp this point, consider for each frequent item I in S, the bags of (possibly duplicated) frequent itemsets in D and inD, denoted I D and ID, respectively. It is then easy to see that |I D ∩ ID| = min ( σ D (I ), σD(I ) ) and |I D ∪ ID| = max ( σ D (I ), σD(I ) ). As S is part of the input, the index can be effectively computed.
Experiments for accuracy comparison
We perform the empirical accuracy comparisons on problem instances for which known solutions (i.e. the original dataset itself from which they are taken) exist.
We consider three distinct databases, which are often used as benchmarks for frequent itemsets discovery algorithms (Zheng et al. 2001) : the artificial database T10I4D100K, that is generated by the IBM Almaden association rule synthetic data generator, and the real databases BMS-WebView-1 and BMS-WebView-2, which contain clickstream data from two e-commerce web sites. The three databases can be downloaded from the KDD-Cup 2000 competition website (KDDCUP2000 2000).
A total of nine test instances (datasets) for each database are built as follows. For each database D, we extract-by using standard itemsets discovery algorithms-the set S of all itemsets that are frequent in D w.r.t. a given threshold s. We express the threshold s in percentage points w.r.t. the number of itemsets in the dataset. We use values of the threshold s belonging to the set {0.2%, 0.3%, . . . , 0.9%, 1%}.
We point out that it is possible to represent the set S of all frequent itemsets using a concise representation that is lossless in the sense that it is possible to derive all frequent itemsets from it. For instance, closed itemsets (Pasquier et al. 1999 ) and disjunctionfree sets (Bykowski and Rigotti 2001) are both lossless representations. A concise lossless representation definitely improves the computation time of experiments but the construction of the concise representation may be very expensive in terms of time. For this reason, we decided to take the entire set S of all frequent itemsets for our experiments.
For each of the above support threshold s, we obtain the set S of frequent itemsets. For each I ∈ S, we set σ I min = σ I max = σ D (I ). Concerning the value of σ , σ /|D| must be obviously less than s. So it would be sufficient to set σ equal to the greatest integer number that divided for the size of D is smaller than s -we call this value σ max . However, in order to prevent rounding errors, we decrease σ max of a small factor that, on the basis of our experiments, we have fixed to 0.04 · |D|. In synthesis, σ = σ max − 0.04 · |D|. Finally, we fix δ equal to 10, which is significantly smaller than σ in all cases.
In sum we construct 9 instances (one for each of the values of s) for each of the 3 databases: in total 27 test instances. Table 2 reports the number n of items and the cardinalities m and m of the sets S and B S in the generated 27 instances according to the original database, and the threshold s.
Execution times
The heuristic column-generation algorithms described in Sect. 4 were coded in Java using the Ilog cplex 12.0 library for solving the restricted master LP problem RMP. The computational experiments were performed on a server with an Intel Xeon E5450 3.0 GHz platform, 16 GB of RAM, and Linux 64 bit as Operating System. We imposed a time limit of 3 h to each test. In Fig. 1a we report the execution times to solve the various IFM problems (IFM S , IFM, IFM D and IFM I ) on the 9 instances derived from BMS-WebView-1. Not surprisingly, IFM S has the best performance, followed by IFM. Instead it is in a sense unexpected that IFM I performs better than IFM D . The reason is that the number m of itemsets in B S , which can be in theory exponential, is "small" in practice -this issue has been deeply investigated in Guzzo et al. (2013) .
A similar trend holds for the execution times on the 9 instances derived from BMS-WebView-2 -see Fig. 1b . In this case, all IFM formulations except IFM S were unable to complete the execution within the time limit of 3 h for the instance with s = 0.2%. In addition, IFM I execution was interrupted also for s = 0.3%. We stress that an advantage of our approach is that a sub-optimal solution is returned also when the execution is stopped because of time expiration.
Execution times for the 9 instances derived from T10I4D100K are shown in Fig. 1c . Again the optimal solutions were computed within the time limit for IFM S . Instead, executions for the instance with s ≤ 0.6% were interrupted for the other IFM formulations. For the instances with s = 0.9% and 1.0%, both IFM and IFM D completed the execution on time; IFM also terminates for s = 0.7% and 0.8%. As argued in Guzzo et al. (2013) , the bad execution performances probably depend on the artificial nature of the database T10I4D100K.
Frequency accuracy comparison
We first compare the accuracy of the various IFM formulations using the index A F (D). Figure 2a reports frequency accuracy indices for the 9 instances derived from BMS-WebView-1. It turns out that accuracy of all IFM formulations but IFM S is substantially 1 for all cases. The relatively poor accuracy of IFM S depends on the fact that frequency constraints on the itemsets in S cannot be enforced without using transactions that are not in S. Frequency accuracy indices for the 9 instances derived from BMS-WebView-2 are reported in Fig. 2b . The situation is similar as for BMS-WebView-1 with two exceptions. Firstly, the accuracy of IFM I is slightly below 0.9 for s = 0.2%; this is not surprising as execution was interrupted because of time expiration. Secondly, the accuracies of IFM and IFM D are slightly below 1.0 (actually > 0.98) for s = 0.9% and 1.0%. A possible explanation for these values is that integer relaxation yields an approximation slightly worse than in the other cases.
The frequency accuracy for the instances derived from T10I4D100K are reported in Fig. 2c . Because of premature execution interruptions, the accuracy of IFM I in these cases turn to to be around 0.8. As seen in a while, IFM I will take the rematch with the overall accuracy comparison.
Overall accuracy comparison
We now compare the accuracy of the various IFM formulations using the index A A (D). Figure 3a reports overall accuracy indices for the instances derived from BMS-WebView-1. The accuracy values for IFM I are close to 1 in all cases. The accuracy for IFM S is between 0.6 and 0.8 and is in the average better than the ones of IFM and IFM D . The accuracy values for the latter two formulations are rather unstable: they This confirms our suspect that the lack of explicit infrequency constraints may yield very inaccurate solutions. It also confirms that inaccurate solutions can be returned also when the infrequency duplicate constraint is enforced instead of the infrequency support constraint. A similar trend is present in the overall accuracy indices for the instances derived from BMS-WebView-2 -see Fig. 3b . The overall accuracy values for the instances derived from T10I4D100K, reported in Fig. 3c , clearly show that only IFM I is able to delivery accurate solutions.
Classification analysis
As further evaluation of the accuracy of the solutions computed by the various IFM methods, we show that synthetic data can successfully replace original data in an analytics task, in particular classification, which is the problem of identifying to which of a set of categories (subpopulations), a new observation belongs to, on the basis of a training set of data containing observations and whose categories membership is known (Han and Kamber 2005) . To this end, we set up a classification problem by representing a transactional dataset with a standard dataset for classification, where each item corresponds to a binary attribute (i.e., 1 if present and 0 otherwise). To create several different classification tasks for each dataset used in the experiments, we selected the top-k most frequent items. For each of such items, we consider this item as the dependent feature (i.e., the binary attribute that we want to classify) and the remaining top-k items as the independent features (i.e., the input of the classification model). For each synthetic dataset generated with IFM techniques, we train a classification model for each of the top-k most frequent items and we test the trained model on the original dataset. In the experiments, we use 3 different classification models (Han and Kamber 2005) : Logistic Regression, Decision Tree, and Random Forest. All of these models are trained with datasets and specific procedures to balance the training sets are executed. For each model and for each dataset, we compute the accuracy of the classification model, which was first trained and tested on the original dataset. The accuracy computed while testing classification on the original dataset (denoted as original accuracy) can be assumed to be the best classification accuracy value that any synthetic dataset generation approach can achieve. Table 3 reports for each approach the average results among all the top-k most frequent items, where k is 30.
From this Table, we can see that, in the case of BMS-WebView-1 and BMS-WebView-2, IFM I generates datasets that better preserve the information for the classification. This is especially true when the support is minimum (i.e., it is provided a reasonable amount of items that determine the amount of information describing the joint distribution of the transaction in the dataset). In this particular situation IFM D is usually the second best approach after IFM I . While, if the support is increased to 0.4, the results of IFM I are comparable with IFM S and IFM S is better than IFM D . In all the case IFM is always the worst among all. In the case of T10I4D100K IFM S , for the selected supports, outperforms the other approaches. This is due to two motivations: first, for this dataset and supports, the computations of IFM I and IFM D are truncated before reaching the optimal (this is not the case for IFM S ), and second, the number of frequent itemsets extracted in T10I4D100K with their support is pretty large so that I F M S can easily achieve good results. As a general good aspect, we can see that the synthetic datasets generated with this approaches are usually very close in term of accuracy w.r.t. the result achieved with the real datasets (Column Original of Table 3 ). Thus the experimental results show that the synthetic datasets generated with all IFM techniques perform the data mining task of classification with an accuracy close to the one achieved with the original datasets, i.e., there is no significant difference in the classification tasks when using synthetic data as opposed to real data.
Many-sorted IFM
In this section we provide a further extension of the inverse frequent itemsets mining problem for generating datasets with a more elaborated schema. Let a NoSQL relation R (K , A 1 , . . . , A p , A p+1 , . . . , A p+q ) be given, where K is the table key, A 1 , . . . , A p are classical single-valued (SV) attributes and A p+1 , . . . , A p+q are multi-valued (MV) attributes. We assume that the attributes are ordered, i.e., K is the first attribute, A 1 the second attribute, A p+1 the (1 + p + 1)-th attribute and so on.
For each i, 1 ≤ i ≤ p + q, let A i be the finite domain for the attributes A i and |A i | = n i . We assume that the values of every domain A i (called items) are given in input -they are SV items or MV items depending on whether the attribute A i is SV or MV. On the other hand, the domain K of the key K is countably infinite and, then, its values are not listed. Letṅ = p i=1 n i ,n = p+q i= p+1 n i and n =ṅ +n. A NoSQL tuple on R is of the form t = [k, a 1 , . . . , a p , g 1 , . . . , g q ], where k ∈ K, for each i, 1 ≤ i ≤ p, a i ∈ A i (a i is an item of t) and for each i, 1 ≤ i ≤ q, g i ⊆ A p+i (g i is an itemset of t). Items and itemsets are called values of t. A NoSQL table on R is a finite set of NoSQL tuples.
A many-sorted transaction T is a ( p + q)-tuple [a 1 , . . . , a p , g 1 , . . . , g q ] where the key attribute value is dropped out from a NoSQL tuple. It follows that a many-sorted transaction can be transformed into a tuple simply by inventing a key for it. Given any attribute A i in R and a many-sorted transaction T , T A i denotes the value of T for the attribute A i (e.g.,
Let T be the set of all many-sorted transactions. The cardinality of T is n T = 2n · p i=1ṅ i . A many-sorted dataset D is set of pairs (T , δ D (T )), where T is a many-sorted transaction and δ D (T ) is the number of occurrences of T . D can be transformed into a NoSQL table T D by making δ D (T ) tuple duplicates of each manysorted transaction T . The cardinality of D, denoted as |D|, is the number of pairs in D and the size of D is δ D = |T D | = T ∈D δ D (T ). We stress that in general δ D |D|. From now on, we shall omit the term many-sorted whenever it is clear from the context.
A sub-transaction S is a ( p + q)-tuple [a 1 , . . . , a p , g 1 , . . . , g q ] on R for which the domain of each SV attribute is extended with ⊥, which stands for a null value. Let ⊥(S) denote the number of null values in S -a transaction T can be also seen as a sub-transaction type for which ⊥(T ) = 0. The length of S, denoted as l(S), is the number of values different from ⊥ and ∅.
A sub-transaction S subsumes a transaction T (written S T ) if for each SV attribute A i , either S.A i = ⊥ or S.A i = T .A i , and for each MV attribute A i , S.A i ⊆ T .A i . Observe that if S happens to be a transaction then every transaction T for which S T has the same SV items as S, whereas its MV itemsets are supersets of the corresponding itemsets in S. In the classical IFM setting, every transaction type S coincides with an itemset and the transactions T subsumed by S are all itemsets for which S ⊆ T . This analogy explains why we write S T for transaction subsumption.
Given a sub-transaction S for which l(S) > 0 and two integers σ 1 and σ 2 for which 0 ≤ σ 1 ≤ σ 2 , γ = S, σ 1 , σ 2 represents a frequency support constraint defined as: a database D satisfies γ (written as D | γ ) if: σ 1 ≤ T ∈D∧S T δ D (T ) ≤ σ 2 . An infrequency support constraint γ is a pair S, σ and is actually a shorthand for the frequency support constraint S, 0, σ . The upper bound σ will be simply referred to as γ # . A (frequency or infrequency) support constraint γ for which l(γ S ) = 1 is called a domain support constraint.
Given a set 5 of support constraints, a database D satisfies 5 (written as D | 5), if for each γ ∈ 5, D | γ .
Example 1 Individuals are characterized by the SV attributes Gender, Location and Age and by the MV attributes Groups and Events: an individual may belong to various groups and may attend a number of events. A transaction I = [Male, Rome, 25, {g 1 , g 4 }, {e 1 , e 3 }] represents a 25-year old male individual located in Rome who belongs to the groups g 1 and g 4 and attends the events e 1 and e 3 . The transaction J = [Female, Rome, 20, {g 1 , g 2 }] represents an individual who does not attend any event. Note that, as the attributes do not define a key, there may exist several occurrences of the same individual. Examples of constraints are shown next. Frequency constraints: -[Male, Rome, ⊥, {g 1 , g 2 }, ∅], 10000, 20000 fixes the range for the overall duplicate number of male individuals who are located in Rome and are participating to at least the groups g 1 and g 2 ;
-[Female, ⊥, 25, {g 1 , g 2 }, {e 1 , e 3 }], 500, 1000 fixes the range for the overall duplicate number of 25-year old female individuals who are participating to at least the groups g 1 and g 2 and attending at least the events e 1 and e 3 ; Infrequency constraints: -[⊥, Cosenza, ⊥, {g 1 , g 2 }, ∅], 100 states that the number of individuals located at Cosenza in a feasible dataset who are participating to at least the groups g 1 and g 2 is at most 100;
-[⊥, ⊥, ⊥, ∅, {e 1 , e 2 }], 10000 states that the number of individuals attending at least the events e 1 and e 2 is at most 10000;
-[⊥, ⊥, ⊥, {g 1 }, ∅], 100000 is a domain support constraint stating that the number of individuals participating to at least the group g 1 is at most 100000.
From now on, we assume that the following sets of constraints are given: (1) a set 6 of frequency support constraints with cardinality m = |6| > 0 and (2) a set 6 of infrequency support constraints with cardinality m = | 6| ≥ 0. Let˘ = 6 ∪ 6 and m = |˘ | = m + m.
Observe that, to reduce the grow of complexity induced by the multi-sorted setting "per se", we do not consider duplicate constraints -indeed, the experiments described in the previous sections have shown that such constraints do no add much accuracy in the results. Only frequency and infrequency constraints are taken into account. In addition, as their number could be large, infrequency constraints are not induced as for the IFM I case but explicitly defined. The drawback of this formulation is that it is not anymore excluded to eventually obtain undesired frequent itemsets. But an accurate choice of explicit infrequent itemsets may reduce this risk. Note that in our experiments, shown in the next sections, we have computed all the infrequency constraints as for the IFM I , since the number of multi-valued attributes was small (only two). Definition 2 Given R,˘ = ∪ , and an integer size > 0, the multi-sorted inverse frequent itemset mining problem, shortly denoted as ms-IFM, consists of finding a many-sorted dataset D on R such that both δ D = size and D | ˘ (or of eventually stating that there is no such a dataset).
If the integer constraint for the number of duplicates for a transaction of a database D is relaxed (i.e., it is a rational number), the problem is called relaxed ms-IFM.
By assuming that items, constraint bounds and size are stored using a constant amount of space, the input size of the problem is O( n +m ( p + qn + 1) + m ) .
It is easy to see that ms-IFM reduces to the classical IFM problem if p = 0 and q = 1, i.e., there exists exactly one non-key attribute in R and this attribute is of MV type, say G. A transaction is then any itemset on the domain G of G. The next result shows that the complexity of ms-IFM and of relaxed ms-IFM.
Proposition 4 The decision version of ms-IFM is in PSPACE and NP-hard and the decision version of relaxed ms-ISM is NP-complete.
Note that, as shown in Guzzo et al. (2013) , the higher complexity of the IFM I problem derives from the task of discovering "minimal" itemsets that must be enforced to be infrequent: in IFM I minimal infrequent itemsets are computed by the resolution algorithm, whereas they are assumed to be part of the input for ms-IFM. Minimal infrequent itemsets are constructed during the decoder step in IFM I while they are computed by the encoding step in ms-IFM. Therefore, given a source dataset X , the encoding step computes frequent itemsets, selecting an appropriate frequency threshold and a suitable concise representation, and produces a number of minimal infrequent itemsets (that would not cover all of them). In other words, the encoding step selects a degree of infrequency, thus defining the typology of the subsequent decoding step as an intermediate problem between IFM and IFM I .
To solve the relaxed ms-IFM, we formulate the problem as a linear program similar to the one used for the definition of IFM G . In the next section, we define the new linear formulation and the new pricing problem for the ms-IFM by keeping a similar notation as for IFM G . Please note that, once the new linear and pricing formulations are provided, the column generation approach remains the same.
Linear program formulation
In this section, we adapt the linear formulation of the IFM G problem to the problem of ms-IFM. We select a ordering of all non-empty many-sorted transactions in T , say {T 1 , . . . , T n T }. We use the vector v = [1, . . . , n T ] to list all possible non-empty manysorted transaction indices. Let the vector s = [i 1 , . . . , i m , j 1 , . . . , j m ] represent the indices of the frequency support constraints in 6 and the infrequency support constraint 6.
Let l and u be two vectors of m integers such that for each j, 1 ≤ j ≤ m, l j = σ J min and u j = σ J max , where J = γs j is the j-th frequency support constraints in 6 according to the ordering fixed by s.
Let u be the vector of m integers such that for each j, m ≤ j ≤ m + m, u j = σ J max , where J = γs j is the j-th infrequency support constraints in 6 according to the ordering fixed by s.
Let x be a vector of n T non-negative rational variables whose meaning is that its j-the coordinate, x j , denotes the number of duplicates for the many-sorted transaction T j .
We consider a (m + m) × n T matrix A where for each i, 1 ≤ i ≤ m + m, and for each j ∈ v, a i j = 1 if S T j where γ s i = S, σ 1 , σ 2 or a i j = 0 otherwise.
As usual, we introduce a vector w of 2m + 1 non-negative rational number artificial variables, whose values represent the costs of violating some support constraints. The approximate linear formulation of the Many-Sorted IFM is the following:
− j∈v x j ≥ size (24)
Pricing problem
The pricing problem definition for the many-sorted IFM problem is different from the one of IFM. The pricing problem is looking for a column j representing a many-sorted transaction T j . As usual, given the dual variable rational number values, we represent them by the m-element vectors λ and π , the m-element vector ξ , and the scalars τ 1 , and τ 2 of the RMP, that are associated to the constraints (20), (21), (22), (23) and (24) respectively. A column j ∈ v (see the many-sorted IFM linear formulation ) corresponding to any many-sorted transaction variable x j , has the following reduced cost :
For notational simplicity, we define τ = τ 1 − τ 2 and φ as the (m + m)-element vector:
Since a i j = 1 if S T j where γ s i = S, σ 1 , σ 2 or a i j = 0 otherwise, the reduced cost can be reformulated as:
To formulate the Pricing Problem in terms of an integer linear program that computes T * , say with index j, such that j ∈ v and c j is minimum. Given a NoSQL relation R (K , A 1 , . . . , A p , A p+1 , . . . , A p+q ) we assume that each attribute A i has a finite domain of values that can be ordered (this is just for notation purpose), i.e.
We represent a generic many sorted transaction T = [a 1 , . . . , a p , g 1 , . . . , g q ] by the set of binary variables β
Given an optimal assignment for the variables β, the resulting transaction T * = [a 1 , . . . , a p , g 1 , . . . ,
We use the vector of binary variables y = [y 1 , . . . , y m+ m ], corresponding to the frequency and infrequency many-sorted constraint in s, to model the inclusion of such constraint in T * : thus, y i = 1 if S T * where γ s i = S, σ 1 , σ 2 or y i = 0 otherwise.
The integer linear program formulation to solve the pricing problem, denoted as PRICE, follows (to simplify the notation we set m = m + m): = [a 1 , . . . , a p , g 1 , . . . , g q ], _, _ (26) [a 1 , . . . , a p , g 1 , . . . , g q ], _, _ ,
The objective function (25) represents as usual the reduced cost c j (minus the constant −τ ) of a generic column j ∈ v, that we want to minimize to compute T * . The constraints (26) impose that, given any many sorted constraint i, if the transaction T (represented by β) has all the required β variables set to 1 s.t. the sub-transaction S = [a 1 , . . . , a p , g 1 , . . . , g q ] of the constraint i subsume T then y i = 1. The constraints (27) and (28) impose that if there exists at least one of the required variables in β set to 0 s.t. the sub-transaction S = [a 1 , . . . , a p , g 1 , . . . , g q ] of the constraint i does not subsume T then y i = 0. The constraints (29) impose that for each single value attribute only one value can be assigned.
Empirical evaluation of Many-sorted IFM
In this section, we discuss the empirical evaluation of our ms-IFM approximated approach. The implementation is available in ms-IFM code (2018) To create instances for our ms-IFM, we used the Yelp dataset ms-IFM dataset (2017) to extract a NOSQL table. In particular, each transaction of the NOSQL table represents one business in Yelp (e.g., restaurant, hospital, etc.) . In total there are 101824 transactions. The table has 4 attributed described as follows:
-STARS: the average number of stars for each business. This is a single value attribute with 9 distinct values. -STATE: the state where the business is located. This is a single value attribute with 50 distinct values. -CATEGORIES: these are all the categories that a particular business belongs. This is a multi-valued value attribute with 397 distinct values (e.g., garage, restaurant, space for kids, etc.). The longest transaction in this attribute has in total 16 items, and each transaction has in average 3.2 items. -REVIEWERS: the list of all the reviewers who review a specific business. This is a multi-valued attribute with 200 distinct values. The longest transaction in this attribute has in total 62 items, and each transaction has in average 5.7 items.
To create the frequency and infrequency support many-sorted constraints, we convert this NOSQL table in a transactional dataset. Given a NOSQL table R (K , A 1 , . . . ,  A p , A p+1 , . . . , A p+q ) we create a transactional datset with the following procedure: for each transaction T = [a 1 , . . . , a p , g 1 , . . . , g q ] in R we materialize the following itemset transaction {A i :
With this procedure we have an item A : v for each attribute A and each values v that can be assigned to A, e.g. STATE: Idaho or CATEGORIES: restaurant. This avoids the issue that multiple values can be assigned to the same attribute. The resulting transnational dataset has 656 items, the longest transaction has in total 68 items, and each transaction has in average 10.9 items. By using this dataset, we can easily extract all the frequent itemsets and consequently convert them in frequent support many-sorted constraints. Also, we can compute B S and convert them in infrequency support many-sorted constraint.
By following the same structure and the metrics defined in Sect. 5, we show the experiments for our Many Sorted IFM. We compare the case with infrequency constraints (called ms-IFM I ) and without the infrequency constraint (simply called ms-IFM) . To compute the frequent itemsets we considered, we considered several support thresholds ranging from 1.2 to 2.0% (consider smaller support threshold means a huge increment of the frequent itemsets).
In Table 4 we reported the comprehensive table of our experiments with the size of the frequency support constraints (m) and infrequency support constraints (m ).
In Fig. 4 we can observe that ms-IFM I is usually slower than ms-IFM this because of the overhead due to the infrequency constraints. Also, we can see that the frequency accuracy is mostly comparable except in those cases where the support threshold is low. These few cases are mostly due because fixed a time cut on our algorithm of 12 h. If the algorithm is stopped and the objective function does not reach 0, it means that some frequency constraints are not completely satisfied. The best result is that ms-IFM I presents w.r.t. ms-IFM a much higher approximated accuracy in all the cases, this confirms once again the importance of the infrequency constraints.
Classification analysis
As for the IFM problems, we perform the analysis of classification accuracy for Many-Sorted IFM. The entire relational table can be converted into a binary classification dataset, where both single and multi valued attributes are coded as binary features. Once constructed the binary classification dataset, we perform the same classification task done for IFM . In Table 5 , we report the average classification results obtained for 30-top frequent items in the two different datasets obtained by means of two selected supports. Table 5 it is possible to see that, also in this case, the synthetic datasets generated are pretty close to the original dataset in term of accuracy. In addition, in this particular case we did not observe a strong variation when the support changes.
Conclusion
The Inverse Frequent itemset Mining (IFM) problem consists of generating a transactional database satisfying given support constraints on some itemsets, which are typically the frequent ones. As IFM does not enforce any constraint on infrequent itemsets (i.e., itemsets that are not listed among the frequent ones given in input), it may happen that the generated database contains itemsets that additional (and, perhaps, unsuspected or even undesired) frequent itemsets. A first alternative is IFM S that only returns itemsets included in the input so that no unexpected frequent itemsets may eventually occur-this formulation has a polynomial time implementation but it may be too restrictive in forbidding any transaction besides the ones given in the input. A reasonable compromise, called IFM I , is to admit some "infrequent" transactions, provided that their supports are below a given threshold. An alternative possibility for enforcing infrequency constraints is IFM D that introduces a duplicate threshold δ and requires every infrequent itemset to occur as transaction at most δ times.
In this paper we have presented a general formulation of IFM called IFM G , that provides a uniform framework to describe the above mentioned variants of the problem. We have also presented an effective method for solving IFM G together with suitable specializations to solve all the IFM variants. Then, we have performed an empirical accuracy comparison of the solutions returned by the various IFM formulations. As further evaluation of the accuracy of the solutions computed by the various IFM methods, we have shown that synthetic data can successfully replace original data in a data mining task, in particular for classification.
As result of the accuracy evaluation, it turned out that the solutions computed by IFM I are the most accurate. In particular, IFM I behaves much better than IFM D . This result is relevant in the sense that it should discourage further attempts to exploit IFM D . Another "negative" (perhaps, surprising) result is about the effective applicability of the original IFM: this method is not only outperformed by IFM I as expected, but also by IFM S , which has been proved to be very effective when the number of distinct frequent itemsets is high.
Finally, in order to enlarge the application domain of IFM, we have introduced a further extension, called ms-IFM, that considers more structured schemes for the datasets to be generated, as required in emerging big data applications, e.g., social network analytics. The itemsets of ms-IFM consist of elements from different domains and correspond to sub-tuples of NoSQL tables.
Our on-going research is to provide a powerful tool for generating realistic instances of NoSQL tables. As a motivating application scenario for such a tool, assume that the owner of a transaction database is willing to make available the data to any interested party, but s/he wants to keep private information or sensitive knowledge from being disclosed. This scenario is depicted in several contributions in the privacy preserving data publishing field, where approaches proposed are mainly devoted to modify the original database before publishing it by means of various sanitization methods, such as anonymization, hiding and perturbation (Aggarwal and Yu 2008; Shah and Gulati 2016; Mendes and Vilela 2017) . Methods that allow the knowledge extraction from data, while preserving privacy, are known as privacy-preserving data mining (PPDM) techniques.
PPDM methodologies are designed to guarantee a certain level of privacy, while maximizing the utility of the data, such that data mining can still be performed on the transformed data efficiently. The drawback of these approaches is that modifying the original database to limit the disclosure of sensitive knowledge may impact on other, non-sensitive knowledge (Evfimievski et al. 2003; Liu et al. 2008; Oliveira and Zaïane 2003) . For instance, due to the access to other publicly available sources, adversaries can try to de-anonymize or to infer sensitive information (Sweeney 2002; Narayanan and Shmatikov 2009) . As the amount of published data continues to grow in both quantity and complexity, modeling background knowledge of adversaries presents several difficulties (Zhou et al. 2008) , such as the identification of what data can be used to de-anonymize and the amount of public data sources that can be linked together. This calls for the development of more evolved and realistic models of background knowledge available to adversaries, that can urge research on privacy mechanisms effective against these overhauled adversaries.
An alternative solution to the data sanitization problem, which is implemented in our on-going research on , is to provide a powerful tool for generating realistic NoSQL instances using inverse frequent set mining for PPDM. The tool follows the general scheme adopted by auto-encoders and consisting of two steps: encoding and decoding. The frequency and infrequency constraints are first discovered by data mining techniques (encoding step) and, then, used to generate a realistic frequency-preserving dataset (decoding step). In the decoding step, we select a suitable degree of frequency and infrequency thresholds to be used by IFM algorithms. A preliminary version of the tool is shown in ms-IFM code (2018). Based on the input graph G = (V , E), we construct an instance of the IFM S (I, Σ S ) problem such that: the set I of items is {r , g, b, l 1 , l 2 , l 3 }∪{v x |x ∈ V }∪{e z,y |(z, y) ∈ E}, where conceptually the item r , g, b are the colors in G, l 1 , l 2 , l 3 are labels implementing an encoding of the three colors, v x is an item for each node in G and e z,y is an item for each edge in G. The encoding of colors by label is such that any two colors share exactly one label; in the proof we shall use the encoding r = {l 1 , l 2 }, g = {l 1 , l 3 } and b = {l 2 , l 3 }.
The set Σ S contains two groups of constraints: Group (I) these constraints are repeated for each node x ∈ V and enforces that x must be colored with exactly one color. There are 7 itemsets associated to x organized on 3 levels: -3 itemsets at the highest level 2: there is an itemset for each possible color c for
x, containing the items corresponding to the node x, to all the arcs leaving x, to the color c and to the encoding of the color -the support for such itemsets can be either 0 or 1; -3 itemsets at level 1: there is an itemset for each of the 3 encoding labels, containing the item corresponding to the label and the item corresponding to the node x -the support must be exactly 1; -1 itemset at level 0 containg the item corresponding to the node x -its support must be exactly 2;
We explicit the constraints below:
-(I x,r , 0, 1), (I x,g , 0, 1), (b x,r , 0, 1), where I x,r = {v x , r , l 1 , l 2 } ∪ I , I x,g = {v x , g, l 1 , l 3 } ∪I , I x,b = {v x , b, l 2 , l 3 } ∪ I , and I = {e x,y |(x, y) ∈ E}; -({l 1 , v x }, 1, 1), ({l 2 , v x }, 1, 1) and ({l 3 , v x }, 1, 1); -({v x }, 2, 2).
Because of the support constraints for the itemsets at level 1, {l 1 , v x } cannot occur as transaction in D as it inherits support from those itemsets; in addition, as the support of {l 1 , v x } is 2 and there are 3 itemsets at level 1 with obligatory support 1, exactly one of the itemsets at level 1 must occur as transaction, whereas the other two inherit support from a same itemset at level 2. It turns out that exactly one itemset at level 2 can occur as transaction whereas all others must have support 0 -the itemset selected as transaction will then fix the unique color for the node x.
Group (II) these constraints are repeated for each edge (x, y) ∈ E and enforce that two end nodes of the edge have different color. There are 3 itemsets, one for each possible color; the constraints are: ({r , e z,y , 0, 1)}, ({g, e z,y , 0, 1)}, ({b, e z,y , 0, 1)}. These itemsets inherit support from two itemsets at level 2: one for x and the other for y. The constraints of Group (II) enforces that the two itemsets at level 2 cannot be of the same color, thus any two adjacent nodes cannot share the same color. It follows that the existence of a solution to IFM S witnesses the fact that the graph G admits a 3-coloring; on the other hand, if IFM S has no solution then the graph cannot be 3-colored. Hence, IFM S is NP-hard in general.
Proof
The complexity results for k-IFM I have been proved in (Guzzo et al. 2013; Saccà and Serra 2013) . The PP-hardness of k-IFM G immediately derives from the PPhardness of IFM D , which is a sub-problem of k-IFM G . Finally PSPACE membership of k-IFM G follows from the fact that, given any instance x of k-IFM G , x is a yesinstance if and only if both x I is a yes-instance of k-IFM I and x D is a yes-instance of IFM D .
Proposition 2 (1) Relaxed k-IFM I and relaxed IFM are NP-complete; (2) relaxed k-IFM G and relaxed IFM D are in PSPACE and PP-hard; (3) relaxed IFM S is in P.
The NP-completeness of relaxed k-IFM I has been proved in Guzzo et al. (2013) ; Saccà and Serra (2013) . The NP-membership of IFM derives from the fact that IFM is a sub-problem of k-IFM I ; the NP-hardness can be easily proved by reduction from FREQSAT that has been shown to be NP-complete in Calders (2004 Calders ( , 2007 . The PSPACE-memberships of relaxed k-IFM G and relaxed IFM D are obvious. The PPhardness can be easily proved by reduction from FREQSAT{NDUP} that has been shown to be PP-hard in Calders (2007) . It follows that k-IFM G is PP-hard as well. Finally, to prove that relaxed IFM S is in P, we encode the problem as a system of linear equations over |S| rational variables δ I , ∀I ∈ S, and 2 |S| inequalities implementing the minimal and maximum support constraint for each itemset in S. The result then follows, since it is well-known that deciding whether a system of linear equations admits a solution is feasible in polynomial time.
Proof By constraints (14), a generic column j ∈ U represented by the itemset I j can be uniquely identified by the itemsets in S ∪ B S that are included in I j . Then, in order to prove that the itemset I * returned by PLI formulation is different from each other itemset representing a column j in U , the following condition must hold: either the itemset in S ∪ B S contained in I * is a subset of some itemset in S ∪ B S contained in I j or there exists an itemset in S ∪ B S that is contained in I * but not in I j . The previous condition can be formulate by the following disjunction of integer linear inequalities:
Now we prove that the above disjunction is equivalent to the inequality (15). and only if there exists a basic feasible solution x (i.e., with at most m + m +1 values in x different from 0). Therefore we can guess a (m + m + 1)-vector S of variable indices and non-deterministically assign values v ≤ size to them. At this point we are able to verify that this basic solution is admissible (i.e. satisfy the linear constraints).
