I. INTRODUCTION
Mesoscopic soft-matter systems composed of supramolecular aggregates like colloids or star polymers represent excellent realizations of classical liquids on a mesoscopic length scale. By now, different colloidal suspensions can actually be well synthesized such that they consist of monodisperse spherical particles whose interaction can be modeled by a simple spherically symmetric effective pair potential V(R), R denoting the distance between the centers of two macromolecular particles ͓1͔. The interesting point is that these colloidal spheres can serve as model systems to study phase transitions such as freezing, melting, and solid-to-solid transformations ͓2,3͔. Recent research has focused on a detailed comparison between the experimental data of the phase diagram and theoretical calculations assuming a concrete form of V(R).
A remarkable agreement was achieved for sterically stabilized colloids which are modeled as hairy balls described by a hard-sphere potential simply governed by excluded volume terms. In fact, experimental studies using samples of monodisperse polymethylmethacrylate ͑PMMA͒ spheres ͓4͔ reveal that the freezing transition perfectly coincides with that theoretically predicted from the hard-sphere model: there is a strong first-order freezing transition with a huge density jump of about 10% from a fluid into a face-centeredcubic crystal.
For charged colloidal suspensions the traditional linear screening theory of Derjaguin, Landau, Verwey, and Overbeek ͓5͔ is frequently invoked to describe the effective interparticle interactions. For index-matched suspensions this interaction assumes a Debye-Hückel ͑or Yukawa͒ form for V (R) . In fact by renormalizing the bare charge as dictated by nonlinear screening theory for strongly coupled systems ͓6͔, Monovoukas and Gast ͓7͔ could show that the experimental phase diagram of highly salted charge-stabilized polystyrene spheres could indeed be mapped onto that of a pure Yukawa system explored by computer simulation ͓8͔. Less satisfactory agreement is achieved in the regime of deionized ͑salt-free͒ charged suspensions where high accuracy scattering data for the liquid-solid phase boundaries are known ͓9͔.
Other interesting soft-matter systems exhibiting a rich phase behavior are polymeric micelles ͓10͔ and star polymers ͓11͔. Here, calculations of the effective interactions are available ͓12͔ describing the experimental data ͓13͔ for the phase diagram ͓14͔.
In this paper we study the relation between the phase diagram of a soft-matter system and that of a one-component system interacting via the effective pair potential V(R) in more detail. Calculating phase boundaries means that one has to equate the total pressure and the chemical potential at fixed temperature. Hence the phase boundaries can strongly be affected by the huge number f of microscopic degrees of freedom which significantly contribute to the total pressure. If this number f is fixed by the number N m of macroparticles, we show that the location of phase boundaries is significantly affected by the microscopic degrees of freedom. In this case, phase transitions can happen to be isochoric ͑i.e., there is no density jump͒. A linear relation between f and N m is, for instance, established for star polymers with a fixed arm number or for salt-free charged suspensions where global charge neutrality couples the number of counterions to the number of macroions.
Our results are based on density-functional perturbation theory by which we obtain the effective potential together with additional contributions to the total free energy from the microscopic degrees of freedom. We first focus on a model of beads and springs for which the procedure is most transparent. This is then generalized towards a more realistic chain model of star polymers. Depending on the system parameters, we find that the correlational free energy of the monomers can dominate the total pressure. Then we use the density-functional language to describe linear screening theory for charged suspensions where we find that the entropic contributions of the counterions to the total pressure reduces any density jump across freezing considerably in the absence of salt. On the other hand, sterically stabilized suspensions and highly salted charged colloids exhibit density jumps across phase transformations.
Usually one performs a double tangent construction to get the coexisting densities in a plot of the isothermal free energies per particle versus inverse density. Our analysis shows that the microscopic degrees of freedom may change the situation insofar as one has simply to take the minimum of the free energies in the effective one-component system. Hence phases in the effective one-component model that are metastable and preempted by a density jump of other phase transitions can now turn out to be thermodynamically stable soft-matter phases.
Although our arguments are simple, the results have apparently not been stated for soft-matter systems, apart from very recent papers by van Roij and co-workers ͓15,16͔. The importance of the microscopic degrees of freedom in softmatter systems was already pointed out by Silbert and coworkers ͓17,18͔ but the implication on phase transitions was not discussed there. In the case of charged suspensions, the osmotic pressure was recently obtained together with the counterionic contributions in Ref. ͓19͔ but its influence on density jumps across phase transitions was not discussed there. We finally remark that there is also an analog to liquid metals where the electrons play the role of microscopic degrees of freedom ͓20͔.
Our paper is organized as follows: First we introduce a bead-spring model for a star polymer in Sec. II. Using density-functional perturbation theory we show that the effective interaction potential V(R) is Gaussian. Calculating the freezing transition we demonstrate that the number f of microscopic degrees of freedom in fact reduces the density jump across freezing. Then, in Sec. III, we generalize our result to star polymers. The linear screening theory of salted suspensions with an effective Yukawa pair potential is discussed extensively in Sec. IV. We finally conclude in Sec. V.
II. BEAD-SPRING MODEL FOR SUPRAMOLECULAR AGGREGATES

A. Definition of the model
In order to demonstrate clearly the interplay between the microscopic and mesoscopic degrees of freedom for a colloidal phase transition let us introduce and discuss a simple bead-spring model. The centers of a supramolecular particle are modeled as pointlike cores where f microscopic springs are attached. Each spring carries one hard sphere of diameter at its other end, see Fig. 1 . Hence the potential energy of a hard sphere at position r ជ attached to its core at position R ជ is
where K is the spring constant. We assume f ӷ1 in the following. An analytical treatment of the effective interactions becomes possible if the hard spheres do not interact with each other, or-formally-if the diameter vanishes. Then the number density profile (r ជ ) of the hard spheres around a single core centered at position R ជ is readily calculated to be
where ␤ϵ1/k B T is the inverse thermal energy and (r) has the meaning of a density orbital function. The typical extension of the density profiles is contained in the length scale aϭͱk B T/K. The corresponding canonical free energy of the harmonically coupled indistinguishable beads is
where ⌳ is the thermal de Broglie wavelength of the spheres.
B. Density-functional perturbation theory of the effective interaction
Let us first note that the result from Sec. II A can alternatively be obtained by minimizing the free energy density functional
with respect to (r ជ ) under the constraint of fixed average density
where V is the system volume. Inserting the result into the functional yields again the corresponding free energy ͑3͒. The next step is to consider N m macroparticles ͑i.e., cores͒ located at positions ͕R ជ 1 , . . . ,R ជ N m ͖ each of them carrying f noninteracting beads. The total density profile is then a linear superposition of density orbitals centered at the macroparticle positions. This result can be obtained again by minimizing the free energy functional
Here, i (r ជ ) is the density of spheres centered around particle i. The total free energy is N m F 0 . We now perturb the system by considering also the hardsphere interaction among the beads. For weak local packing fractions, the leading contribution can be written in the local density approximation by adding the term
to the functional F 0 ͓͕ 1 (r ជ ), . . . , N m (r ជ )͖͔ where ⌿() is the excess free energy per unit volume of a uniform hardsphere fluid and tot (r ជ )ϭ ͚ iϭ1 N m i (r ជ ) is the total number density of the spheres. An analytical expression for ⌿() is provided within the Carnahan-Starling approximation ͓21͔
where ϭ 3 /6 is the packing fraction. As a further approximation, we expand the additional contribution ͑8͒ and ͑9͒ quadratically around the mean hardsphere density ϵ f m where m ϭN m /V is the mean number density of the macroparticles, i.e.,
In first-order perturbation theory the total free energy is that of the unperturbed system N m F 0 plus the perturbation ͑8͒ evaluated at the unperturbed density fields. This finally yields for the total microparticle-averaged free energy
with four different terms which depend on the core density but not on the core configuration:
These terms are frequently called ''volume terms'' ͓20,17͔ since they directly scale with the system volume V. Furthermore the effective potential energy is contained in F 2 , i.e.,
The effective pair potential V(R) is Gaussian and given by a convolution of two density orbitals
Note that the effective potential depends both on the macroparticle density m and on temperature 1/␤. Let us finally discuss the relative importance of the four different ''volume terms'' in Eq. ͑12͒: the first one does not affect the location of phase boundaries since it simply shifts the free energy per core by a constant in both phases. If the density is small, the function ⌿() is practically quadratic in , and hence the second and the third ''volume term'' cancel each other. The most important contribution is the remaining fourth term which describes the density-dependent correlation energy of a single star. It is this density dependence that will significantly affect the location of phase boundaries.
C. The freezing transition of a Gaussian potential
Up to now we have not yet considered the canonical average of the macroparticles. In fact, the total free energy gained in the last section only concerns an average over the microscopic degrees of freedom and is the pure potential energy as far as the macroparticles are concerned. The total effective Hamiltonian H eff of the macroparticles
involves the kinetic energy K m of the macroparticles plus their total potential energy ͑11͒. It is this effective Hamiltonian which has to be canonically averaged with respect to the macroparticle coordinates ͕R ជ i ͖. Thus we obtain the total canonical free energy as
where F 3 is the Helmholtz free energy of a classical system interacting via Gaussian pair potentials for fixed temperature and core number density m ϵN m /V. Now the crucial point is that one has not to forget the ''volume term'' F 1 ͓22͔. We are interested in the region of low temperature and moderate density m where the system behaves as an effective hard-sphere system of macroparticles and freezes from a disordered fluid into a face-centered cubic crystal. We use a mapping onto a hard-sphere reference system as proposed and used by Barker and Henderson ͓23͔ to estimate the free energies F 3 of the ''Gaussian'' fluid and solid. This procedure is defined as follows: We introduce an auxiliary core diameter d via
and approximate the free energy of the fluid by the Carnahan-Starling free energy ͓21͔ of the corresponding hard-sphere system which is explicitly given by
where
and
with ⌳ m and m ϭ m d 3 /6 denoting the thermal wavelength and effective packing fraction of the macroparticles. The free energy of the solid is approximated by a cell approach for the hard-sphere crystal as used in ͓24͔ which is explicitly given by
with Cϭ2.1.
Results for the total free energy per macroparticle, F/N m , in the fluid and solid phases are shown in Figs. 2 and 3 versus inverse core density 1/ m for different parameters f and /a. First, as a reference case, we have shown the result where all additional volume terms are neglected and the effective potential V(R) alone is used to compute the coexisting densities ͓Figs. 2͑a͒ and 3͑a͔͒. Phase coexistence is obtained by the familiar double tangent construction. One clearly sees that the large density jump is strongly reduced if the volume terms are taken into account as shown in Figs. 2͑b͒ and 3͑b͒. The density jump becomes smaller for an increasing number f of microscopic degrees of freedom. This can be seen by comparing Fig. 2͑b͒ where f ϭ5000 with Fig.  3͑b͒ where f ϭ40 000. In the latter case one can hardly see the double tangent but the phase equilibrium construction becomes visible when subtracting the linear part of the free energy as shown in the inset. Hence, for large f , the phase transition occurs when the fluid and solid energies cross and it is practically isochoric.
For the sake of completeness we have also plotted the effective potentials belonging to the parameters of Figs. 2 and 3 together with their effective diameter d in Fig. 4 . Since the potential V(R) becomes steeply repulsive at RϷd, the mapping onto an effective hard-sphere system is justified.
III. STAR POLYMERS
Star polymers consist of a number of f polymer chains attached to a central microscopic core. The bead-spring model of the preceding section is only a crude model of star polymers since one arm has only one degree of freedom and behaves as a single spring. In this section we extend our The total monomer density (r) around the fixed core at the origin is given by a superposition of Gaussians ͓25͔:
) is the probability integral. For large distances r from the cores the leading term in (r) behaves as ϰexp(Ϫ3r 2 /2b 2 N 0 )/r 2 which falls off slightly faster than the pure Gaussian profile known from the preceding section. The typical extension of the monomer density around a single star is given by the radius of gyration R g which is related to the second moment of (r):
Taking now into account the interaction between the monomers modeled as hard spheres with a microscopic diameter , one follows the same strategy as in the preceding section ͓25͔. We then obtain the effective potential between two star polymer centers to be
where ϭ f N 0 m is the mean monomer density, m denoting the number density of the cores, and the function I(R,␣ 2 ) is analytically given by
The large distance behavior for the effective potential is governed by
decaying faster than the pure Gaussian potential from the preceding section. All the volume terms are now summarized by
where F single , the entropy for a single star, is irrelevant for the phase boundary analysis. Proceeding with the same hard-sphere mapping as in Sec. II C we obtain the phase boundaries for the freezing transition. Results are shown in Fig. 6͑a͒ where we plotted the coexisting fluid and solid densities versus the arm number f for two values of N 0 . If the density is scaled with the inverse cube of the radius of gyration R g the phase boundaries are insensitive to N 0 but sensitive to f . The relative density jump ( s Ϫ f )/ f is shown versus f in Fig. 6͑b͒ . It can be seen that this jump strongly depends on f : while it is more than 10% for small arm numbers ( f Ϸ5), it is strongly reduced for large arm numbers ( f Ϸ200). If one would neglect the volume terms, the density jump would be practically constant, i.e., independent of f and N 0 . This is also shown in Fig. 6͑b͒ .
IV. CHARGED COLLOIDAL SUSPENSIONS
A. Density-functional perturbation theory of the effective interaction
We now turn to charged colloidal suspensions and derive the effective pair potential between the macroions in a similar way as before. Again additional ''volume terms'' show up in the total free energy which have to be taken into account when exploring the phase boundaries. To obtain the effective interaction of charged colloids we start from the primitive model ͓26͔, assuming that the macroions, counterions, and salt ions are point charges, carrying charges Ze, qe, and Ϯqe, respectively. The solvent is described by a uniform background of dielectric constant ⑀. The macroion number density is m ϭN m /V, and the system is held at fixed temperature T. We further assumed that the counterions and all salt ions have the same valency and that equally charged microscopic ions are indistinguishable. Similar calculations including also the finite macroion core have been recently published by van Roij and Hansen ͓15͔. can be expressed as a functional of the counterion oneparticle density field (r ជ ) which becomes minimal for the equilibrium density field under the constraint of fixed average counterion density (1/V)͐ V (r ជ )ϭϵ(ϪZ/q) m . It can be split into three parts as follows:
Here the nonlinear but local ideal term is given by
All counterion correlations are approximately contained in the mean-field term
and the coupling to the macroion coordinates is described by
We now quadratically expand the nonlinear ideal term around the mean counterion density :
which is the free energy of an ideal gas of counterions. Now the minimization of F c (T,͓͔,͕R ជ 1 , . . . ,R ជ N m ͖) with respect to (r ជ ) can be done analytically ͓28͔ leading to the equilibrium density
where ϭͱ4(q 2 e 2 /⑀k B T) is the inverse Debye screening length.
Inserting this density profile in the free energy functional leads to an effective Hamiltonian
is the total potential energy from the usual DerjaguinLandau-Verwey-Overbeek ͑DLVO͒ pair interaction ͓2,5͔. There are two ''volume terms:'' F 0 and which involves the coupling to the macroions as well as correlational contributions.
Case of added salt
In this case we have the salt concentration as an additional parameter. The total mean number density of counterions and cations is denoted with ϩ ϭN ϩ /V, whereas the coions ͑carrying a charge Ϫqe) have a mean density Ϫ ϭN Ϫ /V.
Again the density-functional language can be applied involving ideal terms for the counterions and coions as well as the mean-field term describing the Coulomb coupling ͓28,29͔. The free energy functional of the small ions is approximated by an ideal gas term
where the summation takes into account positive and negative ions jϭ(ϩ,Ϫ), a mean-field contribution
and the term describing the ions in the external field of the macroions
Doing a similar analysis as in the preceding section, one obtains the following equilibrium densities for the counterions and coions:
where ϭͱ ϩ 2 ϩ Ϫ 2 is the inverse Debye screening length with Ϯ 2 ϭ4(q 2 e 2 /⑀k B T) Ϯ . Inserting these density profiles in the free energy functional leads again to the usual DLVO pair interaction between the macroparticles V DLVO (R)ϭ(Z 2 e 2 /⑀)(e ϪR /R). The effective Hamiltonian now involves three ''volume terms,'' namely,
B. The freezing transition of charged colloids
Macroionic free energies in the fluid and solid phases
Canonically averaging over the macroparticle degrees of freedom leads to a total free energy 
The splitting distance R 0 is the nearest neighbor lattice distance R 0 ϭͱ3/2(2/) 1/3 of a bcc solid. F(R) is assumed to be a linear function F(R)ϵaϩbR, where the constants a and b are determined by requiring V 0 (R) and W(R) and their derivatives to be continuous at RϭR 0 . The short-range potential V 0 (R) is then further approximated by a hardsphere interaction with an effective diameter d according to the Barker-Henderson formula ͑17͒
In the fluid phase the free energy of the hard-sphere reference system is obtained as in Sec. II C with the help of the Carnahan-Starling expression. In addition to that we add the free energy F pert f associated with W(R) perturbatively as
where g 0 (R) is the radial distribution function of the hardsphere fluid which is analytically available, e.g., in the Verlet-Weis treatment ͓21͔. For high densities, the system is expected to freeze into a bcc-solid phase. Similar to Eq. ͑21͒, we use a free volume theory ͓31͔ to obtain the free energy of a bcc hard-sphere solid
with Cϭ2.1 and add a lattice sum ͓32͔ to get the free energy F pert s associated with W(R) in the solid phase
where the summation runs over the bcc-lattice positions R ជ nkl . We have also considered the case of a fcc solid with a similar route to get its free energy as in Sec. II C.
Results
If the ''volume terms'' are omitted in the salt-free case, a ''pure'' one-component system governed by the DLVO potential exhibits a gas-liquid phase transition although there are no attractive interactions ͓16͔. The reason for that is that the screening parameter depends on density. Within our theoretical approach, the results with a gas-liquid phase transition of the ''pure'' one-component system are shown in Fig. 7͑a͒ . This transition is spurious, however, since it disappears if the ''volume terms'' are added to the free energy which is shown in Fig. 7͑b͒ . This strikingly demonstrates the importance of the volume terms in locating phase boundaries. Conversely it can happen that the volume terms drive a new liquid-gas transition which is absent for the ''pure'' one-component system. This was investigated in more detail by van Roij and Hansen ͓15͔.
In the salt-free case, when all counterions stem from the macroions, phase equilibrium between the solid phase and the fluid phase of the macroparticles is obtained by the equilibrium of the total pressure in both phases as well as the equilibrium of the chemical potential of the macroparticles. Global charge neutrality then causes equalization of the chemical potential of the counterions in both phases. However, when adding salt one has to fulfill additionally the equality the chemical potential of the salt ions. This leads to a higher salt concentration in the fluid phase.
When calculating the phase boundaries one may follow three different routes. First, one can directly map the system onto a state-independent Yukawa system and take the phase boundaries from this system as was done by Monovoukas and Gast ͓7͔. This approach neglects the density dependence of the inverse Debye screening length across the phase transition. Second, one can include this but neglect the volume terms. The correct way is-thirdly-to include these volume terms as well in the phase coexistence analysis. It is worth noting that the phase boundaries themselves are practically equal and not affected by the procedure used. More details, however, such as the relative density jump across the phase transition, are heavily affected by the procedure. This is strikingly shown in Fig. 8 where we show the relative density jump for charged colloids versus salt concentration. The parameters are Zϭ200, qϭ1, ⑀ϭ81, and Tϭ298 K. The pure Yukawa mapping yields a density jump which is two times larger than that obtained from a state-dependent . Inclusion of the ''volume terms'' shrinks the relative density jump further. This reduction is particularly pronounced for strongly deionized systems where it becomes about 50%. Note that there is always a residual salt concentration of about 0.1 mol/l due to the protonization of water providing a lower limit of the salt concentration.
V. DISCUSSION AND CONCLUSIONS
In conclusion, a density jump across a phase transition in soft-matter systems can be very small if many microscopic degrees of freedom are directly coupled to the number of the macroparticles. Then the condition of constant pressure in both coexisting phases cannot be maintained for a finite density jump since the microscopic degrees of freedom dominate the osmotic pressure. In the case of star polymers the pressure was dominated by the correlational free energy of the self-avoiding monomers while for salt-free charged suspensions the microscopic counterion entropy reduces the density jump across macroion freezing.
Let us now discuss further examples frequently encountered in soft-matter physics.
͑i͒ Sterically-stabilized colloids. Colloids stabilized by grafted polymers can be viewed as star polymers with quite different length scales. While the core size in the former case is much smaller than the length of a polymer chain, it is quite the opposite for sterically stabilized suspensions such as PMMA spheres. Here the particle diameter is much larger than the thickness of the grafted polymer layer. This implies that the thermodynamics and the contribution of the grafted polymer chains to the total osmotic pressure is a surface contribution as compared to the macroparticle contribution. It hence can be neglected which opens the way for possible density jumps across phase transitions.
͑ii͒ Colloids with nonadsorbing polymers. If one adds nonadsorbing polymers to a colloidal suspension, the effective interaction potential becomes attractive due to depletion forces, see, e.g., ͓33͔. As in the case of added salt for charged suspensions the concentration of the polymers is not fixed by the macroparticle concentration. It hence may differ in different phases. Hence large density jumps are possible. In fact liquid-gas-like phase transitions with a huge volume jump are observed experimentally ͓33͔.
͑iii͒ Effects of the solvent. One may finally worry about the influence of the discrete microscopic solvent on density jumps across phase transitions. Again the solvent concentration is not fixed by the macroparticle concentration and the ordering of the solvent near the macroparticle surfaces is a surface effect which does not contribute to the osmotic pressure.
We finally remark that the additional ''volume terms'' may bring about the occurrence of quite interesting crystalline phases that are only stable over a finite density range and are normally preempted by nonisochoric freezing. A typical situation is sketched in Fig. 9 . A normal double tangent construction within the effective one-component system would exclude a metastable solid 2 phase by the nonisochoric solid 1-fluid transition. If only isochoric phase transformations are possible, the phase diagram looks quite different and the solid 2 phase becomes stable within a finite density interval. Hence it is conceivable that some unusual phases become stable for salt-free suspensions that do not show up for salted suspensions. For pair potentials that exhibit a structure on different length scales this may lead to the observability of unusual open crystalline structures or colloidal quasicrystals ͓34͔.
To summarize: while the effective pair potential is useful to describe the static correlations as embodied in the fluid structure factor in the fluid phase one has to be careful not to forget the influence of the microscopic degrees of freedom in a discussion of the phase diagram. For a crude estimation of the phase boundaries the effective one-component pair potential picture applies reasonably well, but details as the magnitude of the density jumps across coexistence are not described correctly.
It would be interesting to resolve the magnitude of the density jumps experimentally. Using the same samples of deionized charged suspensions as discussed in Ref. ͓9͔, it should be possible to measure the density of the coexisting fluid and solid by scattering techniques, e.g., along a sedimentation profile of a charged suspension. Our consideration would lead to a practically vanishing density gap for salt-free suspensions. 
