





Conditional Heteroscedasticity (CCC GARCH) by Ayu, Annisa Tri
 
 
 PEMODELAN VECTOR AUTOREGRESSIVE (VAR)- 
MULTIVARIATE CONSTANT CONDITIONAL CORRELATION 
GENERALIZED AUTOREGRESSIVE CONDITIONAL 
HETEROSCEDASTICITY (CCC GARCH) 

























PROGRAM STUDI SARJANA STATISTIKA 
JURUSAN STATISTIKA 









“PEMODELAN VECTOR AUTOREGRESSIVE (VAR)- 
MULTIVARIATE CONSTANT CONDITIONAL CORRELATION 
GENERALIZED AUTOREGRESSIVE CONDITIONAL 
HETEROSCEDASTICITY (CCC GARCH)”  



























PROGRAM STUDI SARJANA STATISTIKA 
JURUSAN STATISTIKA 







LEMBAR PENGESAHAN SKRIPSI 
 
PEMODELAN VECTOR AUTOREGRESSIVE (VAR)- 
MULTIVARIATE CONSTANT CONDITIONAL CORRELATION 
GENERALIZED AUTOREGRESSIVE CONDITIONAL 
HETEROSCEDASTICITY (CCC GARCH) 
 
Oleh: 
ANNISA TRI AYU 
155090507111022 
 
Setelah dipertahankan di depan Majelis Penguji  
pada tanggal 16 Juli 2019 












Ketua Jurusan Statistika 












Saya yang bertanda tangan di bawah ini: 
Nama : Annisa Tri Ayu 
NIM : 155090507111022 
Jurusan : Statistika 
Judul Skripsi : 
 
PEMODELAN VECTOR AUTOREGRESSIVE (VAR)- 
MULTIVARIATE CONSTANT CONDITIONAL CORRELATION 
GENERALIZED AUTOREGRESSIVE CONDITIONAL 
HETEROSCEDASTICITY (CCC GARCH) 
 
 
Dengan ini menyatakan bahwa: 
1.   Isi dari Skripsi yang saya buat adalah benar-benar 
karya sendiri dan tidak menjiplak karya orang lain, 
selain nama-nama yang bermaksud di isi dan tertulis di 
daftar pustaka dalam Skripsi ini. 
2.   Apabila dikemudian hari ternyata Skripsi yang saya 
tulis terbukti hasil jiplakan, maka saya akan bersedia 
menanggung segala risiko yang saya terima. 
 
Demikian pernyataan ini dibuat dengan segala kesadaran. 
 
 













PEMODELAN VECTOR AUTOREGRESSIVE (VAR)- 
MULTIVARIATE CONSTANT CONDITIONAL 
CORRELATION GENERALIZED AUTOREGRESSIVE 
CONDITIONAL HETEROSCEDASTICITY (CCC GARCH) 
ABSTRAK 
Model Vector Autoregressive (VAR) merupakan 
pengembangan dari model Autoregressive (AR) pada kasus 
deret waktu multivariat. Model VAR merupakan pemodelan 
deret waktu yang memiliki hubungan dua arah. Model VAR(p) 
memiliki asumsi ragam sisaan model yang bersifat konstan 
atau homogen. Apabila asumsi tersebut tidak terpenuhi akibat 
data yang memiliki volatilitas tinggi, maka perlu dilakukan 
pemodelan terhadap ragam sisaan. Pemodelan pada ragam 
sisaan dapat dilakukan dengan representasi Multivariate 
GARCH. Terdapat tiga representasi pada Multivariate GARCH 
yaitu representasi Constant Conditional Correlation (CCC), 
representasi Dynamic Conditional Correlation (DCC), serta 
representasi Baba, Engle, Kraft dan Kroner (BEKK). Pada 
penelitian ini bertujuan untuk memodelkan Suku Bunga 
Kebijakan (SBK) dan Indeks Harga Saham Gabungan (IHSG) 
menggunakan model VAR-CCC GARCH(1,1). Hasil penelitian 
ini menunjukkan pada data SBK dan IHSG terdapat volatilitas 
dan merupakan pemodelan VAR(2)-CCC GARCH(1,1) bahwa 
SBK dipengaruhi oleh SBK dua bulan sebelumnya dan IHSG 
dipengaruhi oleh IHSG dua bulan sebelumnya.  
 






MODELING VECTOR AUTOREGRESSIVE (VAR)- 
MULTIVARIATE CONSTANT CONDITIONAL 
CORRELATION GENERALIZED AUTOREGRESSIVE 
CONDITIONAL HETEROSCEDASTICITY (CCC GARCH) 
ABSTRACT 
Vector Autoregressive (VAR) model is an expansion of 
autoregressive model that is used to capture the linear 
interdependencies among multiple time series. VAR(p) model 
assumes that there is a homogeneity of variance in the data set. If 
the underlying assumption is not satisfied due to the high volatility 
of the data, which may results in a non-homogeneity variance, 
there needs to be a variance modeling. In this case, Multivariate 
GARCH can be used to model the variance. There are three 
representation of Multivariate GARCH: (1) Constant Conditional 
Correlation (CCC); (2) Dynamic Conditional Correlation (DCC); 
and (3) Baba, Engle, Kraft, and Kroner (BEKK) representation. 
This research aims to model the Suku Bunga Kebijakan (SBK) and 
Indeks Harga Saham Gabungan (IHSG) using the VAR-CCC 
GARCH model (1,1). The result shows that there is a high 
volatility in both SBK and IHSG data, and that their data are 
affected by each of their own data from two months prior. 
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1.1.   Latar Belakang 
Analisis deret waktu merupakan suatu analisis pada data yang 
mempertimbangkan pengaruh waktu. Analisis deret waktu bertujuan 
untuk meramalkan nilai suatu data di masa yang akan datang 
berdasarkan data di masa lampau. Analisis deret waktu dapat 
melibatkan satu atau lebih dari satu variabel. Analisis deret waktu 
yang melibatkan hanya satu variabel disebut dengan analisis data deret 
waktu univariat, sedangkan jika analisis deret waktu melibatkan lebih 
dari satu variabel maka disebut dengan analisis deret waktu 
multivariat. Pada pemodelan analisis deret waktu multivariate perlu 
dilakukan pengujian untuk mengetahui antar data deret waktu terdapat 
hubungan satu arah atau hubungan dua arah. 
Yule memperkenalkan model Autoregressive (AR) yang 
merupakan salah satu pemodelan analisis deret waktu univariat 
pertama kali pada tahun 1926. Sedangkan pada kasus deret waktu 
multivariat, model AR(p) dikembangkan menjadi model Vector 
Autoregressive (VAR(p)). Model VAR(p) merupakan pemodelan deret 
waktu yang memiliki hubungan dua arah. Model VAR(p) pada 
umumnya sering digunakan dalam ekonometrika untuk memodelkan 
deret waktu linier dari peubah-peubah ekonomi yang memiliki 
hubungan dua arah. Pada dasarnya syarat untuk membuat model VAR 
harus menggunakan data yang bersifat stasioner dan memiliki 
hubungan dua arah antar variabel endogennya. Apabila data yang 
digunakan belum stasioner, maka harus dilakukan beberapa proses 
kestasioneran data agar memiliki sifat stasioneritas. Proses 
kestasioneran data dapat dilakukan dengan transformasi dan 
differencing (pembedaan).  
Model VAR(p) memiliki asumsi ragam sisaan yang bersifat 
konstan atau homogen. Jika data memiliki volatilitas tinggi, maka 
asumsi tersebut tidak dapat terpenuhi. Apabila asumsi tersebut tidak 
terpenuhi, maka perlu dilakukan pemodelan terhadap ragam sisaannya. 





digunakan yaitu model Multivariate Generalized Autoregressive 
Conditional Heteroscedastic (GARCH). 
Pada tahun 1982, Engle memperkenalkan model Autoregressive 
Conditional Heteroscedastic (ARCH) untuk memodelkan data yang 
memiliki sifat heterokedastisitas. Sebagai pengembangan dari model 
ARCH, diperkenalkan model Generalized Autoregressive Conditional 
Heteroscedastic (GARCH) oleh Bollerslev pada tahun 1986. Menurut 
Lütkepohl (2005), dalam model Multivariate GARCH terdapat tiga 
representasi, yaitu representasi Constant Conditional Correlation 
(CCC), representasi Dynamic Conditional Correlation (DCC), serta 
representasi Baba, Engle, Kraft dan Kroner (BEKK). Apabila data 
yang digunakan memiliki korelasi yang hampir sama pada setiap 
waktu maka representasi yang digunakan adalah representasi CCC, 
sedangkan jika data yang digunakan memiliki korelasi yang berbeda di 
setiap waktu maka menggunakan representasi DCC atau BEKK, 
namun jika data yang digunakan banyak maka tidak disarankan untuk 
menggunakan representasi DCC. Woźniak (2012) menggunakan 
model VAR(1)-CCC GARCH(1,1) pada data nilai tukar Euro terhadap 
Dollar, nilai tukar Euro terhadap Pound, dan nilai tukar Euro terhadap 
Frank. Model yang digunakan pada penelitian tersebut yaitu VAR 
karena antar variabel memiliki hubungan kausalitas dan tidak saling 
berkointegrasi.  
Seiring berkembangnya zaman, fenomena dalam bidang ekonomi 
dan finansial lebih sering melibatkan peubah-peubah yang saling 
mempengaruhi. Terdapat kausalitas dua arah atau hubungan yang 
saling mempengaruhi antara suku bunga moneter dengan Indeks Harga 
Saham Gabungan (IHSG). Kebijakan moneter merupakan kebijakan 
bank sentral dalam mencapai tingkat pertumbuhan ekonomi yang 
tinggi secara berkelanjutan dengan tetap mempertahankan harga agar 
tetap stabil. Tujuan dari kebijakan moneter yaitu menjaga dan 
memelihara kestabilan nilai rupiah yang salah satunya tercermin dari 
tingkat inflasi yang stabil. BI 7-Day (Reverse) Repo Rate merupakan 
suku bunga kebijakan yang ditetapkan oleh Bank Indonesia sejak 19 
Agustus 2016, yang sebelumnya dinamakan BI rate. Perubahan suku 
bunga kebijakan hingga mempengaruhi inflasi disebut dengan 
mekanisme transmisi kebijakan moneter. Perubahan suku bunga 
kebijakan mempengaruhi inflasi melalui berbagai jalur yang salah 





Indeks Harga Saham Gabungan (IHSG) merupakan salah satu 
indikator yang digunakan oleh Bursa Efek Indonesia (BEI) sebagai 
indikator yang dapat menggambarkan kondisi harga aset di Indonesia. 
Penggunaan BI 7-Day (Reverse) Repo Rate sebagai suku bunga 
kebijakan yang baru, muncul tiga dampak utama yang diharapkan. 
Pertama, memperkuat sinyal kebijakan moneter dengan suku bunga 
(Reverse) Repo Rate 7 hari sebagai acuan utama di pasar keuangan.  
Kedua, meningkatnya efektivitas transmisi kebijakan moneter melalui 
pengaruhnya pada pergerakan suku bunga pasar uang. Ketiga, 
terbentuknya pasar keuangan yang lebih dalam khususnya transaksi 
dan pembentukan struktur suku bunga di pasar uang antarbank 
(PUAB).  
Menurut Sunariyah (2003), IHSG merupakan suatu rangkaian 
informasi historis mengenai pergerakan harga saham gabungan hingga 
tanggal tertentu yang mencerminkan suatu nilai yang berfungsi sebagai 
pengukuran kinerja suatu saham gabungan di bursa efek. Penelitian 
yang dilakukan oleh Christie dkk. (2017), menyatakan bahwa terdapat 
hubungan (kausalitas) dua arah atau saling mempengaruhi antara suku 
bunga kebijakan dengan Indeks Harga Saham Gabungan (IHSG). 
Adanya hubungan kausalitas dua arah antara suku bunga kebijakan 
dengan IHSG, penelitian ini akan melakukan pemodelan Vector 
Autoregressive (VAR). Pemodelan VAR pada data suku bunga 
kebijakan dan indeks harga saham gabungan dipengaruhi oleh 
tingginya nilai volatilitas maka diduga memiliki ragam sisaan yang 
bersifat heterogen, sehingga perlu dilakukan pemodelan terhadap 
ragam sisaannya. Pemodelan ragam sisaan yang digunakan adalah 
model Multivariate Generalized Autoregressive Conditional 
Heteroscedastic (GARCH) dengan representasi Constant Conditional 
Correlation (CCC). Representasi CCC dipilih karena pada data, 
korelasi diasumiskan tetap atau representasi CCC memformulasikan 
konstan korelasi. Representasi CCC diasumsikan memiliki korelasi 
yang tetap pada tiap waktunya. Pada penelitian ini digunakan 
GARCH(1,1) karena GARCH(1,1) dapat  mendekati model ARCH(∞). 
 
1.2.   Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan, permasalahan 
yang akan dibahas dalam penelitian ini adalah bagaimana memodelkan 





bunga kebijakan dan indeks harga saham gabungan dengan 
menggunakan VAR-CCC GARCH(1,1)? 
 
 
1.3.   Tujuan Penelitian 
Tujuan yang ingin dicapai dalam penelitian ini adalah 
memodelkan deret waktu yang memiliki hubungan kausalitas dua arah 
yaitu suku bunga kebijakan dan indeks harga saham gabungan pada 
Agustus 2008 hingga Maret 2016 dengan menggunakan VAR-CCC 
GARCH(1,1). 
1.4.   Manfaat Penelitian 
Manfaat yang diharapkan dalam penelitian ini adalah 
memberikan informasi mengenai pemodelan deret waktu 
menggunakan model VAR-CCC GARCH(1,1) yang merupakan 
pemodelan gabungan dari pemodelan VAR dan pemodelan 
Multivariate CCC GARCH dengan hubungan dua arah antara suku 
bunga kebijakan dengan indeks harga saham gabungan (IHSG).  
1.5.   Batasan Masalah 
Batasan masalah dalam penelitian ini adalah representasi yang 
digunakan pada pemodelan Multivariate GARCH adalah Constant 







BAB II  
TINJAUAN PUSTAKA 
 
2.1 Analisis Deret Waktu 
Analisis deret waktu adalah analisis yang dilakukan terhadap 
kumpulan data hasil pengamatan yang disusun menurut urutan waktu. 
Terdapat dua tujuan analisis deret waktu secara umum, yaitu untuk 
mengetahui kecenderungan suatu nilai dari waktu ke waktu dan untuk 
meramalkan nilai periode yang akan datang berdasarkan nilai periode 
sebelumnya dan faktor-faktor yang masih saling berkaitan (Cryer dan 
Chan, 2008). 
 Sebelum menentukan metode yang digunakan dalam 
melakukan pemodelan, terdapat hal penting yang harus diketahui 
terlebih dahulu, yaitu bagaimana pola deret waktu yang diteliti. 
Menurut Makridakis dkk. (1999), beberapa pola data deret waktu 
sebagai berikut. 
a.   Pola Horizontal (H) 
 Pola ini terjadi ketika data deret waktu berfluktuasi di sekitar rata-
rata yang konstan. Pada kondisi tersebut dapat diartikan bahwa data 
sudah bersifat stasioner terhadap rata-rata.  
b.   Pola Musiman (S) 
 Pola musiman terjadi apabila deret waktu membentuk pola yang 
teratur atau berulang pada periode tertentu yang dapat dipengaruhi 
oleh faktor musiman.  
c.   Pola Siklus (C) 
 Pola siklus terjadi apabila deret waktu tidak beraturan dan 
membentuk fluktuasi gelombang atau siklus dengan durasi yang 
cukup panjang. Dapat dikatakan juga, pola siklus terjadi saat suatu 
data deret waktu dipengaruhi oleh fluktuasi ekonomi yang panjang. 
d.   Pola Tren (T) 
 Pola tren ini terjadi ketika suatu deret waktu menunjukkan 
peningkatan ataupun penurunan pada periode tertentu. Pola tren 
dapat berupa pola linier dan juga pola non linier.  
Mengetahui jenis pola data deret waktu merupakan langkah 
penting yang dilakukan untuk memilih metode yang tepat untuk 
analisis deret waktu. Setelah melihat jenis pola data, perlu diketahui 





2.2 Stasioneritas Deret Waktu 
Stasioneritas merupakan asumsi yang paling penting dalam 
statistika inferensia (Cryer dan Chan, 2008). Stasioneritas dalam deret 
waktu berarti rata-rata dan ragam yang dimiliki tetap konstan 
sepanjang waktu pengamatan. Asumsi stasioneritas terbagi menjadi 
dua, diantaranya stasioneritas ragam dan stasioneritas rata-rata. 
2.2.1 Stasioneritas Ragam 
Menurut Wei (2006), apabila data deret waktu tidak stasioner 
terhadap ragam, maka dapat menggunakan transformasi Box-Cox. 
Transformasi Box-Cox merupakan suatu metode untuk membuat suatu 
data deret waktu stasioner terhadap ragam sehingga dapat sekaligus 
digunakan untuk memeriksa stasioneritas terhadap ragam pada suatu 
deret waktu. Transformasi Box-Cox yaitu trasnformasi pangkat 
berparameter tunggal (𝜆) terhadap suatu peubah (𝑌%) sehingga menjadi 
(𝑌%&). Menurut Box dan Cox (1964), transformasi Box-Cox dapat 




	   ; 	  𝜆 ≠ 0
𝐺 ln 𝑌% ; 	  𝜆 = 0
  (2.1) 
Dengan G merupakan rata-rata geometrik dari 𝑌%. Nilai 𝜆 merupakan 
parameter yang perlu diduga, sedangkan 𝑊%	  merupakan 𝑌% setelah 
transformasi. Misalkan 𝑊% dapat dimodelkan AR(1), maka fungsi 
likelihood yang terbentuk sebagai berikut. 
L(𝜙, 𝜆, 𝜎;) = (2𝜋𝜎;),
@
Aexp	   − -
;FA
(𝑊% −G%H- 𝜙𝑊%,-);  (2.2) 
Berikut merupakan persamaan yang dihasilkan dari mengalikan 
transformasi Jacobian dari peubah 𝑌%  menjadi peubah 𝑊%  terhadap 
fungsi likelihood pada persamaan (2.2) 
L(𝜙, 𝜆, 𝜎;) =
(2𝜋𝜎;),
@
A exp − -
;FA




= 𝑌%&,-G%H-G%H-    (2.4) 
Menggunakan persamaan (2.4), fungsi likelihood pada persamaan (2.3) 





L(𝜙, 𝜆, 𝜎;) =
(2𝜋𝜎;),
@
Aexp	   − -
;FA
(𝑊% −G%H- 𝜙𝑊%,-); 𝑌%
&,-G
%H-   (2.5) 
Ln 𝜙, 𝜆, 𝜎; = − G
;





(𝑊% −G%H- 𝜙𝑊%,-); + (𝜆 − 1) ln	  (G%H- 𝑌%)  (2.6) 
Berdasarkan fungsi log-likelihood pada persamaan (2.6), fungsi 
maksimum likelihood untuk nilai 𝜆 yang ditetapkan sebagai berikut. 
𝐿NOP 𝜆 = −
G
;
ln 𝜎; 𝜆 + (𝜆 − 1) ln	  (𝑌%)G%H-   (2.7) 
Dengan 𝜎; 𝜆  adalah (JKS/(n-2)). JKS merupakan jumlah kuadrat 
sisaan yang diperoleh setelah membentuk model regresi dengan 𝜆 yang 
ditentukan. Selain itu, berikut merupakan persamaan yang dihasilkan 
dengan mereduksi konstanta pada persamaan (2.7). 
𝐿NOP 𝜆 = −
G
;
ln 𝜎; 𝜆    (2.8) 
Apabila nilai 𝜆 yang diduga sama dengan satu, maka data telah 
stasioner terhadap ragam karena sudah tidak dapat dilakukan 
transformasi. Sedangkan apabila nilai 𝜆 tidak sama dengan satu, maka 
data belum stasioner terhadap ragam sehingga dilakukan transformasi 
Box-Cox. Nilai 𝜆 dan hubungannya dengan transformasi dapat dilihat 
pada Tabel 2.1. 
Tabel 2.1 Nilai 𝜆 dan Bentuk Transformasi 
Nilai 𝜆 Bentuk Transformasi 
0,0 ln𝑌% 
-1,0 1/𝑌% 
-0,5 1/ 𝑌%	   
0,5 𝑌%	   






2.2.2 Stasioneritas Rata-rata 
Data deret waktu yang telah stasioner terhadap ragam 
selanjutnya dilakukan pengujian stasioneritas rata-rata. Stasioneritas 
rata-rata dapat diperiksa  menggunakan plot autokorelasi atau plot 
Autoccorelation Function (ACF) dan uji akar unit Dickey-Fuller. 
Pengujian stasioneritas terhadap rata-rata  melalui analisis korelogram 
pada plot ACF  dilakukan dengan memerhatikan plot ACF. Data 
dikatakan stasioner terhadap rata-rata jika nilai autokorelasi dari data 
stasioner turun sampai nol atau tidak signifikan setelah lag ketiga.  
Uji akar unit Dickey-Fuller merupakan uji akar unit yang 
cukup terkenal dan sering digunakan. Pertama kali diperkenalkan oleh 
David Dickey dan Wayne Fuller. Gujarati (2003) memberikan 
pengertian mengenai uji akar unit dengan memandang model AR(1) 
sebagai berikut. 
𝑍% = 𝛿𝑍%,- + 𝑢% ; −1	   ≤ 𝛿	   ≤ 1   (2.9) 
Dengan 𝑢% merupakan sisaan yang bersifat white noise. Jika 𝑢% = 1 
maka persamaan (2.9) menjadi model random walk with drift. Model 
random walk with drift merupakan model yang bersifat tidak stasioner. 
Oleh karena itu, untuk mengatasi permasalahan tersebut pada 
persamaan (2.9) kedua sisi dikurangi dengan 𝑍%,- sehingga diperoleh 
persamaan sebagai berikut. 
𝑍% − 𝑍%,- = 𝛿𝑍%,- − 𝑍%,- + 𝑢%  
𝑍% − 𝑍%,- = (𝛿 − 1)𝑍%,- + 𝑢%   (2.10) 
∇𝑍% = 𝛿∗𝑍%,- + 𝑢%  
dengan ∇𝑍% = 𝑍% − 𝑍%,- dan 𝛿∗ = 𝛿 − 1.  
Adapun hipotesis yang digunakan dalam pengujian stasioneritas 
terhadap rata-rata dengan uji akar unit Dickey-Fuller sebagai berikut. 
H0 : 𝛿∗= 0 (data deret waktu tidak stasioner terhadap rata-rata) vs 
H1 : 𝛿∗< 0 (data deret waktu stasioner terhadap rata-rata) 
Berikut merupakan statistik uji yang digunakan dalam uji akar unit 















se(𝛿∗)   = 𝝈
𝟐𝒂
𝒁𝟐𝒕/𝟏𝑻𝒕_𝟏
  (2.13)         
𝜎O 	  	  	  	  	  	   = 	  
(𝒁𝒕,	  𝜹∗𝒁𝒕/𝟏)𝟐𝑻𝒕_𝟏
𝒏,𝟏
  (2.14) 
keterangan: 
𝛿∗  : nilai duga parameter autoregressive 
se(𝛿∗)   : salah baku penduga 𝛿∗ 
Kaidah pengambilan keputusan dikatakan tolak H0 jika t > 
tf(g)	  sehingga dapat dikatakan bahwa data stasioner terhadap rata-rata 
atau dapat dikatakan terima H0. Jika deret waktu belum stasioner 
terhadap rata-rata maka dapat dilakukan pembedaan (differencing) 
dengan orde tertentu hingga tercapai deret data yang stasioner. 
2.3 Model Autoregressive (AR) 
Pertama kali Yule memperkenalkan model Autoregressive 
(AR(p)) pada tahun 1926. Persamaan linier dapat dikatakan sebagai 
model autoregressive apabila Zt menunjukkan fungsi linier dari 
sejumlah Zt pada periode waktu sebelumnya bersama dengan 
kesalahan periode pada waktu sekarang. Model AR(p) merupakan 
salah satu pemodelan analisis deret waktu univariat. Model 
Autoregressive dengan orde p (AR(p)) dapat ditulis dalam bentuk 
persamaan sebagai berikut. 
Φi 𝐵 𝑍% = 	  𝑢%  (2.15) 
Keterangan: 
Φi 𝐵 	   ∶ (1 − Φ-𝐵 − Φ;𝐵; − Φl𝐵l − ⋯− Φi𝐵i)  
𝑢% : sisaan pada periode waktu ke-t 
2.4 Model Vector Autoregressive (VAR) 
Model Vector Autoregressive (VAR) merupakan perluasan dari 
model Autoregressive (AR(p)). Model Vector Autoregressive biasa 
digunakan apabila terdapat hubungan kausalitas dua arah antar peubah. 
VAR merupakan suatu metode yang serupa dengan sistem persamaan 
simultan yang memertimbangkan beberapa peubah endogen secara 
bersama-sama (Gujarati, 2003). Dalam model VAR, setiap peubah 





dan nilai peubah endogen lainnya baik di masa lalu maupun di masa 
sekarang. Menurut Wei (2006), persamaan model VAR dengan orde p 
dapat ditulis sebagai berikut.  
𝒁𝒕 = 𝚽𝟏𝒁𝒕,𝟏 + ⋯+ 𝚽𝒑𝒁𝒕,𝒑 + 𝒖𝒕  (2.16) 
Keterangan: 
𝒁𝒕 : vektor variabel endogen pada periode ke-t berukuran m×1 
𝚽𝒊 : matriks koefisien variabel endogen berukuran m×m 
𝒁𝒕,𝟏 : vektor variabel endogen pada time lag ke-(𝑡 − 1) berukuran 
m×1 
𝒖𝒕 : vektor sisaan berukuran m×1 
p : panjang lag 
m : banyak variabel endogen 
Sebagai contoh, dengan menggunakan persamaan tersebut 
persamaan model VAR(p) untuk dua variabel endogen yaitu 𝑍- dan 𝑍; 
dengan time lag dua dapat dituliskan sebagai berikut. 
r0,*
rA,*
= s0,00 s0,0As0,A0 s0,AA
r0,*/0
rA,*/0
+ sA,00 sA,0AsA,A0 sA,AA
r0,*/A
rA,*/A
+ t0,*tA,*    (2.17) 
Model VAR(p) digunakan untuk memodelkan deret waktu 
yang telah bersifat stasioner. Apabila deret waktu dalam analisis yang 
digunakan tidak bersifat stasioner maka perlu dilakukan operasi 
pembedaan (differencing) untuk membuat deret waktu tersebut 
menjadi stasioner.  
2.5 Matrix Autocorrelation Function  
Sangat penting menentukan lag optimal karena variabel 
independen yang digunakan merupakan lag dari variabel dependen itu 
sendiri. Apabila diketahui vektor deret waktu Z1t, Z2t, ..., Zkt. Dari 
vektor-vektor deret waktu tersebut, dapat ditentukan matriks fungsi 
autokorelasi (MACF) dengan rumus sebagai berikut. 
𝝆𝒌 = 𝜌xy(𝑘)   (2.18) 
 
dengan 𝜌xy(𝑘) merupakan korelasi silang sampel dari komponen data 








( (r{,*,r{)A (r|,*}~,r|)A*_0*_0 )
0
A
  (2.19) 
 
dengan 𝑍x dan 𝑍y merupakan rata-rata sampel dari komponen data 
yang bersesuaian atau bersangkutan. Nilai k untuk panjang lag 
ditentukan terlebih dahulu dari persamaan VAR hingga didapat lag 
maksimum yang dihasilkan dari nilai MACF terkecil. Apabila semakin 
panjang jumlah lag yang dipergunakan maka akan semakin banyak 
jumlah parameter yang harus diestimasi, dan akan semakin sedikit 
derajat kebebasannya.  
 
2.6 Matrix Partial Autocorrelation Function 
Menurut Tiao dan Box (1981) dalam Wei (2006) 
melambangkan matriks fungsi autokorelasi parsial pada lag ke-s 
dengan 𝒫(s) terhadap deret waktu yang dimodelkan dengan VAR 
dengan orde s. 𝒫(s) setara dengan ΦY,Y. Persamaan Yule-Walker pada 
generalisasi multivariate adalah sebagai berikut. 




𝚪(0) ⋯ 𝚪′(s − 2)
⋮ ⋱ ⋮









  (2.20) 
Dengan 𝒫(s) dan ΦY,Y untuk p ≥ 2 mengarah pada pemecahan 
persamaan (2.20) dengan memisalkan 
 
𝑨 𝑠 =




𝚪(0) ⋯ 𝚪′(𝑠 − 3)
⋮	  	  	  	   ⋱	  	  	  	  	  	  	  	  	  	  	   ⋮
𝚪(𝑠 − 3) … 𝚪(0)
	  
(Y,-)(Y,-)
  (2.21) 















𝚪(𝑠 − 1) Y,- P-
  (2.23) 





  (2.24) 







𝚪(𝑠)   (2.25) 
Atau dapat dituliskan seperti berikut. 
𝑨 𝑠 𝚽∗ 𝑠 − 1 + 𝒃 𝑠 𝚽Y,Y = 	  𝒄(𝑠)  (2.26) 
𝒃′ 𝑠 𝚽∗ 𝑠 − 1 + 𝚪 0 𝚽Y,Y = 	  𝚪(𝑠)  (2.27) 
Persamaan (2.21) menunjukkan bahwa  
𝚽∗ 𝑠 − 1 = 𝑨 𝑠 ,-𝒄 𝑠 − 𝑨 𝑠 ,-𝒃(𝑠)𝚽Y,Y  (2.28) 
apabila persamaan (2.28) disubstitusikan ke dalam persamaan (2.27), 
maka diperoleh persamaan untuk pemecahan dan pemecahan ΦY,Y 
sebagai berikut.  
ΦY,Y = {𝚪 𝑠 − 𝐛′(𝑠)[𝑨(𝑠)],𝟏𝒄 𝑠 }{𝚪 0 −
𝐛′(𝑠)[𝑨(𝑠)],𝟏𝒃 𝑠 },-  (2.28) 
𝒫(𝑠)
𝚪 1 𝚪 0 ,-; 𝑠 = 1
{𝚪 𝑠 − 𝐛′(𝑠)[𝑨(𝑠)],𝟏𝒄 𝑠 }{𝚪 0 − 𝐛′(𝑠)[𝑨(𝑠)],𝟏𝒃 𝑠 },-	  
; 𝑠 > 1
 
 (2.29) 
Dengan demikian, berikut merupakan 𝒫(s) untuk model VAR(p). 
𝒫(𝑝)
𝚽i	  ; 𝑠 = 𝑝





Dalam pendugaan 𝒫(s), 𝚪 𝑠  pada persamaan (2.29) dapat diduga 
dengan persamaan berikut. 
𝚪 𝑠 = -
G
(𝐘𝐭 − 𝐘) 𝐘𝐭𝐬 − 𝐘 	  ; 𝑠 = 1,2, …G,Y%H-   (2.31) 
dengan 𝐘 merupakan vektor rata-rata sampel. 
 
2.7 Uji Kausalitas Granger  
Uji Kausalitas Granger merupakan suatu metode yang dapat 
digunakan untuk menentukan arah hubungan dalam suatu sistem 
persamaan simultan. Persamaan simultan yaitu sebuah sistem yang 
menjelaskan peubah-peubah yang memiliki hubungan simultan atau 
dua arah (Koutsoyiannisa, 1977). Kejadian di masa lalu dapat 
memengaruhi terjadinya kejadian di masa kini dan kejadian di masa 
kini tidak disebabkan oleh kejadian di masa depan. Sebelum 
melakukan uji kausalitas Granger, terdapat beberapa hal yang perlu 
diperhatikan, sebagai berikut. 
a.  Deret waktu peubah yang digunakan dalam pengujian kausalitas 
granger merupakan deret waktu yang telah stasioner. 
b.  Panjang lag (m) yang digunakan bersesuaian dengan orde yang 
ditentukan berdasarkan skema Matrix Partial Autocorrelation 
Function (MPACF). 
c.  Unsur galat diasumsikan tidak saling berkorelasi. 
Misalkan terdapat dua peubah yaitu Zt dan Xt, berikut langkah-langkah 
dalam pengujian kausalitas granger. 
a.   Meregresikan Zt dengan lag Zt tanpa mengikutsertakan lag Xt. 
Model regresi yang dihasilkan merupakan restricted regression 
dengan persamaan sebagai berikut. 
𝑍% = 𝛽x𝑍%,x + 𝑢-%NxH-    (2.32) 
𝑋% = 𝜆x𝑋%,x + 𝑢;%NxH-    (2.33) 
Dari restricted regression diperoleh jumlah kuadrat galat 
restricted (RSSR). 
b.   Meregresikan Zt dengan lag Zt dan mengikutsertakan lag Xt. 
Model regresi yang dihasilkan merupakan unrestricted regression 
dengan persamaan sebagai berikut. 
𝑍% = 𝛼x𝑌%,- + 𝛽y𝑍%,y + 𝑢-%NxH- 	  NxH-    (2.34) 





Dari unrestricted regression diperoleh jumlah kuadrat galat 
unrestricted (RSSu). 
c.   Menguji bahwa Xt merupakan penyebab granger bagi Zt 
berdasarkan persamaan (2.34) dengan hipotesis sebagai berikut. 
H0 : 𝛼x = 0	  vs 
H1 :  𝛼x ≠ 0  
d.   Hipotesis pada langkah c diuji dengan statistik uji F.  
F = ,/N
/(G,¡)
	  ~	  𝐹(N,G,¡)  (2.36) 
Keterangan: 
m :panjang lag 
n  :banyaknya pengamatan 
k :banyaknya parameter yang digunakan pada unrestricted 
regression 
Apabila statistik uji F yang dihasilkan bernilai lebih kecil dari 
𝐹f(N,G,¡), maka diperoleh keputusan untuk menerima H0, dan 
sebaliknya. 
e.   Mengulangi langkah a hingga langkah d untuk menguji bahwa Zt 
merupakan penyebab granger bagi Xt berdasarkan pada persamaan 
(2.35). Hipotesis yang digunakan adalah sebagai berikut. 
H0 : 𝛿y = 0	  vs 
H1 : 𝛿y ≠ 0  
 Berdasarkan pengujian kausalitas Granger, terdapat empat 
kesimpulan yang mungkin diperoleh. Empat kemungkinan yang 
diperoleh tersebut antara lain: 
a.   Xt merupakan penyebab granger bagi Zt atau terjadinya 
kausalitas satu arah dari Xt terhadap Zt. Hal ini terjadi apabila 
didapatkan kesimpulan secara statistik bahwa paling sedikit 
terdapat satu 𝛼x ≠ 0 dan 𝛿y = 0. 
b.   Zt merupakan penyebab granger bagi Xt atau terjadinya 
kausalitas satu arah dari Zt terhadap Xt. Hal ini terjadi apabila 
didapatkan kesimpulan secara statistik bahwa paling sedikit 
terdapat 𝛿y ≠ 0 dan 𝛼x = 0. 
c.   Terjadinya kausalitas dua arah yaitu Xt merupakan penyebab 
granger bagi Zt dan Zt merupakan penyebab granger bagi Xt. Hal 
ini terjadi apabila diperoleh kesimpulan secara statistik bahwa 





d.   Tidak terdapat kausalitas antara Xt dan Yt atau dapat dikatakan Xt  
dan Yt saling bebas. Hal ini terjadi apabila diperoleh kesimpulan 
secara statistik bahwa 𝛼x = 0 dan 𝛿y = 0. 
Jika pada hasil pengujian kausalitas Granger terdapat hubungan 
dua arah atau poin c terpenuhi, maka dapat disimpulkan bahwa data 
dapat dilakukan pemodelan VAR. 
2.8 Pendugaan Parameter VAR 
 Metode Maximum Likelihood Estimation (MLE) adalah 
metode pendugaan parameter yang umum digunakan dalam pendugaan 
parameter model VAR (Lütkepohl, 2005). Penurunan model VAR(p) 
pada persamaan (2.16) untuk fungsi log-likelihood untuk VAR(p) 
dituliskan sebagai berikut.  





ln ∑,- − -
;
𝒖′𝒕∑,𝟏𝒖𝒕G%H-    (2.37) 
dengan 𝚽 = (𝚽𝟏𝚽𝟐 …𝚽𝟑) dan 
 𝒖𝒕 = 𝒁𝒕 − 𝚽𝟏𝒁𝒕,𝟏 − ⋯− 𝚽𝒑𝒁𝒕,𝒑   (2.38) 
Sisaan model VAR pada persamaan (2.38) dapat dituliskan kembali ke 
dalam persamaan (2.39) sebagai berikut. 
𝒖𝒕 = 𝒁𝒕 − 𝚽′𝒙𝒕  (2.39) 
dengan 𝒙′𝒕 = (𝒁𝒕,𝟏𝒁𝒕,𝟐 …𝒁𝒕,𝒑) 
Pendugaan parameter dengan fungsi maximum likelihood estimation 
dilakukan dengan memaksimumkan fungsi log-likelihood. Oleh karena 
itu untuk mendapatkan penduga parameter 𝚽 dalam model VAR(p) 
fungsi log-likelihood pada persamaan (2.37) akan diturunkan secara 




= −∑,𝟏 (𝒁𝒕 − 𝚽𝑥%)(−𝒙𝒕)G%H-   (2.40) 




𝒁𝒕 − 𝚽𝒙𝒕 −𝑥% = 0 = 𝚽𝑥%𝑥%′ − 𝒁𝒕𝒙𝒕𝒏𝒕H𝟏𝒏𝒕H𝟏G%H-   (2.41) 
Dengan menyederhanakan persamaan (2.41), persamaan yang 





𝚽 = 𝒁𝒕𝒙′𝒕𝒏𝒕H𝟏 𝒙𝒕𝒙′𝒕𝒏𝒕H𝟏 ,-  (2.42) 
Apabila 𝒁𝒕 menghasilkan model VAR dengan konstanta, maka vektor 
𝜇 dapat diduga dengan vektor rata-rata sampel. Setelah didapatkan 
hasil pendugaan parameter, kemudian dilakukan pengujian signifikansi 
parameter model VAR dengan uji t. 
2.9 Pengujian Signifikansi Parameter Model VAR 
Pengujian signifikansi parameter dilakukan secara parsial 
menggunakan uji t (Gujarati, 2003). Hipotesis yang digunakan dalam 
pengujian signifikansi parameter sebagai berikut. 
H0 : Φx = 0 (Parameter dalam model tidak signifikan) vs 
H1 : Φx ≠ 0 (Parameter dalam model signifikan) 
Statistik uji t yang digunakan sebagai berikut. 
𝑡 = s{
YZ(s{)










Φx : penduga parameter (i= 1, .., p) 
𝑠𝑒(Φx) : salah baku penduga parameter 
p : banyak parameter yang diduga 
 Kriteria pengujian yang digunakan adalah jika |t| > 𝑡(¶A,G,i)
, 
maka diperoleh keputusan untuk menolak H0. Selain itu, kriteria 
pengujian yang dapat digunakan yaitu dengan membandingkan antara 
nilai-p dengan taraf nyata yang digunakan (𝛼).	  H0 ditolak apabila nilai-
p < 𝛼 yang artinya parameter dalam model signifikan pada tingkat 
signifikansi 𝛼. 
2.10 Diagnostik Sisaan Model VAR 
Setelah dilakukan pendugaan parameter, hanya model-model 
dengan nilai parameter yang signifikan yang akan dilakukan pengujian 
diagnostik. Pemeriksaan diagnostik sisaan model VAR bertujuan untuk 
mengetahui terpenuhinya asumsi yang mendasari model VAR telah 
terpenuhi atau tidak. Dengan kata lain, diagnostik sisaan model 





diagnostik sisaan model terdapat dua pengujian yaitu uji white noise 
sisaan dan uji normalitas sisaan.  
2.10.1 Pengujian Sisaan Bersifat White Noise 
Pengujian diagnostik model salah satunya dapat dilakukan 
dengan uji Ljung-Box untuk mengetahui terpenuhinya asumsi sisaan 
bersifat white noise. Menurut Enders (2004), apabila sisaan tidak 
berautokorelasi atau dapat dikatakan bersifat white noise, maka skema 
MACF tidak menunjukkan adanya pola tertentu dan tidak terdapat 
autokorelasi yang signifikan pada setiap lag. Selain melalui analisis 
korelogram dengan skema MACF, untuk melihat asumsi white noise 
terhadap sisaan dapat dilakukan dengan uji Portmanteau, dengan 
hipotesis sebagai berikut (Tsay, 2002). 
 
H0 : 𝚪- = 	  𝚪; = ⋯ = 𝚪y = 0  (sisaan saling bebas) vs 
H1 : paling sedikit terdapat satu 𝚪y ≠	  0 (sisaan tidak saling bebas)  
dengan j=1,2,..,j 
Statistik uji yang digunakan adalah statistik uji Q dengan persamaan 
sebagai berikut. 
 
𝑄¡ = 𝑛; 𝑡𝑟¡yH- Γ 𝑗 Γ,- 0 Γ 𝑗 Γ,- 0   (2.44) 
dengan  
𝚪 𝒋 = -
G
𝑢%′𝑢%,yG%Hy-   
Keterangan 
𝚪 𝒋  : matriks kovarian sisaan 
𝒖𝒕 : vektor sisaan dari model  
n : banyaknya pengamatan (data deret waktu) 
k : lag maksimum 
Apabila nilai yang dihasilkan statistik uji Q lebih kecil dari 
(𝜒 ¡,i
; ) maka disimpulkan bahwa terima H0 atau nilai-p > α maka 






2.10.2 Pengujian Normalitas Sisaan  
Suatu model dapat dikatakan layak apabila menghasilkan 
sisaan yang menyebar normal. Pemeriksaan terhadap terpenuhinya 
normalitas sisaan dapat dilakukan dengan menggunakan uji koefisien 
korelasi Q-Q Plot terhadap sisaan yang dihasilkan oleh suatu model. 
Berikut merupakan hipotesis yang digunakan dalam pengujian 
normalitas sisaan.  
H0 : sisaan berdistribusi normal multivariat vs 
H1 : sisaan tidak berdistribusi normal multivariat 
Statistik uji yang digunakan dapat dituliskan pada persamaan sebagai 




  (2.45) 
Keterangan: 




xt  : d2t  
d2t : (𝒁𝒕 − 𝒁)′𝚪 𝒌 ,𝟏(𝒁𝒕𝒑 − 𝒁) 
𝑟½  : koefisien korelasi antara qt dan xt 
d2t  : jarak mahalanobis  
𝑟½(f,³) : titik kritis Q-Q plot pada tabel uji koefisien korelasi untuk 
normalitas 
𝚪(𝒌) : matriks kovarian 
 Kriteria pengambilan keputusan apabila 𝑟½ > 𝑟½(f,³) maka 
terima H0, sehingga dapat dikatakan bahwa model menghasilkan 
sisaan yang berdistribusi normal multivariat. 
 
2.11 Volatilitas  
 Salah satu kegunaan analisis deret waktu ialah untuk 
menemukan pola sistematis agar tersusunnya suatu model matematika 
yang dapat menjelaskan perilaku masa lalu dari deret tersebut. 
Volatilitas merupakan pengukuran statistik untuk fluktuasi harga suatu 
komoditas selama periode tertentu (Firmansyah, 2006). Dalam ilmu 





terhadap rata-rata dari sebuah deret waktu keuangan. Adanya 
volatilitas akan menyebabkan risiko yang dihadapi pelaku pasar 
semakin besar, sehingga minat pelaku pasar untuk berinvestasi 
menjadi tidak stabil. Jenis volatilitas yang sering diamati pada pasar 
saham yaitu volatilitas harga saham. Volatilitas harga saham 
menggambarkan perubahan harga penutupan sebuah saham atau suatu 
indeks saham yang terjadi dalam jangka waktu pengamatan tertentu. 
Volatilitas harga saham sangat penting bagi investor karena menjadi 
dasar untuk menghitung volatilitas return saham. Volatilitas return 
saham menggambarkan fluktuasi selisih harga pengamatan harian 
dalam suatu periode pengamatan tertentu. 
Adanya volatilitas ini memunculkan permasalahan 
heterokedastisitas pada ragam sisaan. Munculnya sifat 
heterokedastisitas pada ragam sisaan perlu diatasi agar pemodelan 
yang dihasilkan memiliki penduga parameter yang efisien. Model yang 
mengasumsikan ragam sisaan konstan seperti model tren linier, 
ARIMA ataupun model VAR tidak dapat melihat fenomena adanya 
volatilitas yang tinggi (peningkatan ragam). Sedangkan model 
ARCH/GARCH dapat mengatasi masalah heterokedastisitas. Oleh 
karena itu, untuk menganalisis permasalahan volatilitas yang 
menyebabkan terjadinya sifat heterokedastisitas pada ragam sisaan 
digunakan analisis ARCH/GARCH. 
2.12 Autoregressive Conditional Heteroscedasticity/Generalized 
Autoregressive Conditional Heteroscedasticity 
(ARCH/GARCH) 
Data yang tidak memenuhi asumsi stasioneritas rata-rata dapat 
dimodelkan dengan model VAR(p) dengan proses pembedaan 
(differencing). Kelemahan pemodelan VAR(p) adalah tidak dapat 
mengakomodasi adanya sifat heterokedastisitas sisaan yang ditandai 
dengan tidak stasionernya suatu deret dalam ragam. 
Ketidakstasioneritasan dalam ragam dapat menimbulkan adanya 
pelanggaran asumsi homokedastisitas. Pelanggaran asumsi 
homokedastisitas ragam sisaan pada model VAR(p) menyebabkan 
pendugaan parameter menjadi tidak efisien. Oleh karena itu, adanya 
sifat heterokedastisitas pada sisaan perlu diatasi agar pemodelan yang 
dihasilkan memiliki penduga parameter yang efisien. Untuk mengatasi 





GARCH oleh Bollerslev (1986) yang merupakan bentuk umum atau 
generalisasi dari model ARCH. Bentuk umum pada model ARCH(p) 
sebagai berikut. 
𝜎%; = 𝛼¿ + 𝛼-𝑒%,-; + 𝛼;𝑒%,;; + ⋯+ 𝛼i𝑒%,i;   (2.46) 
Bentuk umum dari model GARCH(p,q) sebagai berikut. 
𝜎%; = 𝛼¿ + 𝛼-𝑒%,-; + ⋯+ 𝛼i𝑒%,i; + 𝜆-𝜎%,-; + ⋯+ 𝜆i𝜎%,¾;   (2.47) 
Keterangan: 
𝜎%; : varians dari residual pada waktu ke-t 
𝛼¿ : komponen konstanta 
𝛼¿ : parameter dari ARCH(p) 
𝑒%,i;  : kuadrat dari residual pada waktu ke t-i 
𝜆i : parameter dari GARCH(p) 
𝜎%,¾;  : varians dari residual pada saat t-j 
2.13 Pengujian Efek Multivariate GARCH 
Uji Lagrange Multiplier (LM) merupakan salah satu cara 
untuk mengetahui ada tidaknya efek Multivariate GARCH pada suatu 
model (Lütkepohl, 2005). Uji LM membutuhkan model auxiliary 
sebagai berikut.  
𝑣𝑒𝑐 𝒖𝒕𝒖𝒕 = 𝜷𝟎 + 𝜷𝟏𝑣𝑒𝑐(𝒖𝒕,𝒊𝒖′𝒕,𝒊) + 𝜺𝒕
𝒒
𝒊H𝟏   (2.48) 
Keterangan: 
𝒖𝒕 : vektor sisaan model berukuran m×1 
𝜷𝟎 : vektor konstanta berukuran 
-
;
𝑚 𝑚 + 1  ×1 
𝜷𝒊 : vektor konstanta berukuran 
-
;
𝑚 𝑚 + 1  ×	  -
;
𝑚 𝑚 + 1  
𝜺𝒕 : vektor galat model berukuran 
-
;
𝑚 𝑚 + 1 ×1 
m : banyak variabel 
Jika semua matriks 𝜷𝒊 = 0 maka dapat dikatakan bahwa sisaan 
tidak mengandung unsur multivariat GARCH. 𝐿𝑀ÉÊËÌ(𝑞) mengikuti 
distribusi 𝜒¾NA(N-)A/Î
; . Hipotesis yang digunakan dalam pengujian 





H0 : 𝜷𝟏 = ⋯ = 𝜷𝒒 = 𝟎 (tidak terdapat unsur Multivariate 
GARCH) vs 
H1 : 𝜷𝟏 ≠ 𝟎  (terdapat unsur Multivariate GARCH) 




𝑇𝑚 𝑚 + 1 − 𝑇	  𝑡𝑟(𝚺ÑZÒÓ𝚺¿,-)  (2.49) 
Keterangan: 
T   : banyak data deret waktu 
k   : banyak variabel 
ΣÑZÒÓ   : matriks varian kovarian sisaan dari model berukuran m×m 
Σ¿,-  : invers dari matriks varian kovarian sisaan model untuk q = 0 
berukuran m×m 
 Keputusan hipotesis didasarkan apabila nilai statistik uji 
𝐿𝑀ÉÊËÌ 𝑞 ≤ 𝜒¾NA(N-)A/Î
;  pada taraf nyata 𝛼 atau nilai-p dari 
statistik uji 𝐿𝑀ÉÊËÌ 𝑞  > 𝛼 maka dapat dikatakan bahwa model 
tidak mengandung Multivariate GARCH. 
2.14 Model Multivariate CCC GARCH 
Salah satu asumsi yang harus dipenuhi dalam model VAR 
adalah model yang memiliki sisaan homogen. Namun, pada kondisi 
nyata asumsi ini tidak selalu terpenuhi. Data deret waktu di bidang 
ekonomi dan finansial khususnya, mengalami peningkatan dan 
penurunan yang tidak menentu. Dapat dikatakan juga, kondisi tersebut 
menyatakan bahwa ragam pada data ekonomi dan finansial cenderung 
tidak konstan yang disebut juga terdapat volatilitas. Model 
Multivariate GARCH merupakan suatu model yang dapat menangani 
beberapa kasus secara bersamaan pada data deret waktu yang memiliki 
volatilitas tinggi.  
Dalam model Multivariate GARCH terdapat tiga representasi, 
yaitu representasi Constant Conditional Correlation (CCC), 
representasi Dynamic Conditional Correlation (DCC), serta 
representasi Baba, Engle, Kraft dan Kroner (BEKK) (Lütkepohl, 
2005). Sebelum menentukan representasi yang digunakan, perlu 
diketahui terlebih dahulu jumlah pengamatan yang digunakan dalam 





sama pada setiap waktu penelitian, atau korelasi yang berbeda di setiap 
waktu. 
 Representasi Contant Conditional Correlation (CCC) 
diperkenalkan pertama kali oleh Bollerslev pada tahun 1990. 
Representasi CCC memformulasikan korelasi tetap di setiap waktu. 
Pemodelan CCC GARCH dapat dituliskan sebagai berikut. 
=𝒕𝒍 𝝀𝟎 + 	   𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋 𝒕 − 𝒋𝒔𝒋H𝒊𝒓𝒊H𝟏   (2.50) 
Keterangan: 
𝝀𝟎 : vektor konstanta berukuran m×m 
𝝀𝒊 dan 𝜸𝒋  : matriks parameter model CCC Multivariate GARCH 
yang berukuran m×m 
𝒖𝒕,𝟏𝟐  : vektor sisaan kuadrat berukuran m×1 
𝚺𝒕,𝒋 : vektor varian kovarian berukuran m×1 
Koefisien korelasi konstan (𝜌xy) pada dua variabel 𝑧x dan 𝑧y 
didefinisikan sebagai berikut. 






    (2.52) 
 
Penentuan representasi model multivariate GARCH apabila 
data memiliki korelasi yang hampir sama di setiap waktu maka dapat 
menggunakan representasi CCC, sedangkan jika data memiliki 
korelasi yang berbeda di setiap waktu maka menggunakan representasi 
DCC atau BEKK, namun jika data yang diamati banyak maka tidak 
disarankan menggunakan representasi DCC (Minović, 2007). 
Menurut Minović (2007), dari ketiga model representasi 
tersebut, terdapat masing-masing kelebihan dan kekurangan seperti 








Tabel 2.2 Kelebihan dan Kekurangan Representasi Multivariate 
GARCH 
Representasi Kelebihan Kekurangan 
CCC Pendugaan matriks 
varian hanya melalui 
proses univariate 
GARCH 
Asumsi korelasi konstan 
jarang terjadi di dunia nyata 
DCC Semua korelasi 
mematuhi dinamika 
yang sama 
Pendugaan parameter tidak 
dapat dilakukan dengan 
mudah untuk pengamatan 
yang besar dan teori 
asimtotik tidak tersedia 
BEKK Matriks kondisional 
kovarian definit positif 
tanpa dilakukan 
pembatasan 
Interpretasi ekonomi pada 
parameter model tidak jelas 
 
Penentuan representasi model Multivariate GARCH, apabila 
data memiliki korelasi yang hampir sama di setiap waktunya maka 
digunakan representasi CCC, sedangkan apabila data memiliki korelasi 
yang berbeda di setiap waktu maka digunakan representasi BEKK atau 
DCC. Apabila data yang diamati tidak banyak maka digunakan 
representasi DCC, dan sebaliknya jika data yang diamati banyak maka 
digunakan representasi BEKK (Minović, 2007). 
2.15 Pendugaan Parameter CCC GARCH(1,1) 
 Menurut Lütkepohl (2005), ketika 𝑢% diasumsikan 
berdistribusi normal maka dapat dituliskan fungsi log-likelihood dari 
𝑢% mengikuti persamaan sebagai berikut. 
ln 𝑙 𝜽 = ln 𝑙%(𝜽)³%H-   (2.53) 
dengan 𝜽 = 𝑣𝑒𝑐(𝜶𝟎, 𝜶𝟏	  , … , 𝜶𝒓	  , 𝜸𝟏	  , … , 𝜸𝒔) merupakan parameter 
model GARCH yang tidak diketahui dan dapat dituliskan dalam bentuk 





ln 𝑙% 𝜽 = −
³
;





𝑢%(𝚺𝒕),-𝒖𝒕   (2.54) 
Karena ln(2π) tidak termasuk ke dalam parameter, maka fungsi log-
likelihood dapat dituliskan seperti persamaan sebagai berikut. 






𝑢%(𝚺𝒕),-𝒖𝒕   (2.55) 
Keterangan 
𝑡 = 1,2, … , 𝑇  
𝑇 : banyaknya data deret waktu 
𝚺𝒕 : matriks varian kovarian berukuran m×m 
𝒖𝒕 : vektor sisaan berukruan m×1 
 
Dengan menggunakan representasi CCC pada model GARCH(1,1) 
maka dihasilkan fungsi log-likelihood untuk sisaan sebagai berikut. 
ln 𝐿 = − -
;
ln	  (𝝀𝟎 + 	   𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋 𝒕 − 𝒋𝒔𝒋H𝒊𝒓𝒊H𝟏³%H- ) −
-
;
𝒖𝒕(𝝀𝟎 + 	   𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋 𝒕 − 𝒋𝒔𝒋H𝒊𝒓𝒊H𝟏 ),𝟏𝒖𝒕 
 (2.56) 
Pendugaan parameter diperoleh dengan cara mencari turunan parsial 






{ [𝝀𝟎 𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋𝚺𝒕,𝒋],𝟏} 	  +𝒔𝒋H𝟏𝒓𝒊H𝟏𝑻𝒕H𝟏
𝟏
𝟐





{2 𝒖𝒕,𝟏𝟐 [𝝀𝟎 𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋𝚺𝒕,𝒋],𝟏} 	  +𝒔𝒋H𝟏𝒓𝒊H𝟏𝑻𝒕H𝟏
𝟏
𝟐






{2 𝚺𝒕,𝒋[𝝀𝟎 𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋𝚺𝒕,𝒋],𝟏} 	  +𝒔𝒋H𝟏𝒓𝒊H𝟏𝑻𝒕H𝟏
𝟏
𝟐
(𝚺𝒕,𝒋)𝒖𝒕	  ( 𝝀𝟎 𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋𝚺𝒕,𝒋),𝟏𝒖𝒕 = 𝟎𝒔𝒋H𝟏𝒓𝒊H𝟏  
 (2.59) 
Penyelesaian dilakukan dengan iterasi karena persamaan yang 





satu metode iterasi yang dilakukan adalah metode Marquadt, yaitu 
metode yang digunakan untuk menyelesaikan pendugaan parameter. 
Digunakan GARCH(1,1) karena GARCH(1,1) dapat mendekati model 
ARCH(∞). 
2.16 Uji Signifikansi Parameter CCC GARCH(1,1) 
 Pengujian signifikansi parameter model Multivariate GARCH 
dilakukan pada tiap elemen matriks. Menurut Gujarati (2003), 
pengujian signifikansi parameter model menggunakan uji t dengan 
hipotesis sebagai berikut. 
H0 : 𝛼-ß~ = 0	  	  vs 
H1 : 𝛼-ß~ ≠ 0	   
H0’ :	  𝛾-ß~ = 0 vs 
H1’ :	  𝛾-ß~ ≠ 0  
Statistik uji yang digunakan adalah sebagai berikut. 
𝑡Óx%tGá = 	  
f0ß~
Ú(f0ß~)
   (2.60) 
dengan nilai 𝑆𝐸 𝛼-ß~ =
A𝝀*
³
 dan 𝑆;𝝀* diperoleh dari diagonal 
utama 𝝀𝒊𝒖𝒕,𝟏𝟐  
𝑡Óx%tGá = 	  
â0ß~
Ú(â0ß~)
   (2.61) 
dengan nilai 𝑆𝐸 𝛾-ß~ =
A𝜸*
³
 dan 𝑆;â* diperoleh dari diagonal utama 
𝚺𝒕,𝒋. 
Keterangan 
𝜶- dan 𝛾-  : nilai duga parameter Multivariate GARCH 
𝚺𝒕 : matriks varian kovarian berukuran m×m 
b : letak baris (1,2,...,m) 
k : letak kolom (1,2,...,m) 
 Kriteria pengujian signifikansi parameter tolak H0 jika nilai-p 





2.17 Model VAR-CCC GARCH(1,1) 
 Model VAR-Multivariate GARCH digunakan pada data yang 
antar variabelnya memiliki hubungan dua arah dan memiliki ragam 
yang sifatnya heterogen. Representasi yang digunakan pada penelitian 
ini adalah Multivariate CCC GARCH. Persamaan Model VAR-CCC 
GARCH(1,1) adalah sebagai berikut. 
1. 𝒁𝒕 = 𝚽𝟏𝒁𝒕,𝟏 + ⋯+ 𝚽𝒑𝒁𝒕,𝒑 + 𝒖𝒕  (2.62) 
2. 𝒖𝒕 = 𝑫𝒕𝜺𝒕  (2.63) 
3. =𝒕 	  𝝀𝟎 + 	   𝝀𝒊𝒖𝒕,𝟏𝟐 + 𝜸𝒋 𝒕 − 𝒋𝒔𝒋H𝒊𝒓𝒊H𝟏    (2.64) 
dengan  
𝒖𝒕 = (𝒖𝟏𝒕, … , 𝒖𝒎𝒕) : vektor sisaan dari model berukuran m×1 
𝑫𝒕 : matriks diagonal berukuran m×m dimana 
elemen diagonal utama adalah akar diagonal 
utama matriks Σ% 
𝜺𝒕 = (𝜺𝟏𝒕, … , 𝜺𝒎𝒕) : vektor variabel random yang bersifat white 


















   



















𝚺𝒕 : matriks varian kovarian berukuran m×m 
𝝀𝟎 : matriks konstanta berukuran m×m 
𝝀𝟏 : matriks parameter Multivariate GARCH berukuran m×m 





𝜸𝟏 : matriks parameter Multivariate GARCH berukuran m×m 
 
2.18 Diagnostik Model VAR CCC GARCH(1,1) 
 Menurut Lütkepohl (2005), model Multivariate GARCH 
dikatakan layak digunakan apabila nilai 𝜺𝒕 = 	  𝑫𝒕,𝟏𝒖𝒕 bersifat white 
noise seperti yang sudah tertulis pada persamaan (2.44) dan menyebar 
normal multivariate yang tertulis pada persamaan (2.45) 
 
2.19 Tinjauan Non Statistika 
2.19.1 Suku Bunga Kebijakan  
Bank Indonesia menetapkan suku bunga kebijakan sebagai 
instrumen kebijakan utama yang mempengaruhi aktivitas kegiatan 
perekonomian dalam menjaga serta memelihara tingkat kestabilan nilai 
rupiah yang salah satunya tercermin dari tingkat inflasi yang rendah 
dan juga stabil. BI Rate merupakan suku bunga kebijakan yang 
dikeluarkan oleh Bank Indonesia, namun sejak 19 Agustus 2016 BI 
Rate digantikan menjadi BI 7-Day (Reverse) Repo Rate. Instrumen BI 
7-Day (Reverse) Repo Rate menjadi acuan yang baru memiliki 
hubungan yang lebih kuat ke suku bunga pasar uang yang sifatnya 
transaksional atau diperdagangkan di pasar dan mendorong 
pendalaman pasar keuangan.  
Dengan instrumen BI 7-Day (Reverse) Repo Rate sebagai suku 
bunga kebijakan yang baru, muncul tiga dampak yang diharapkan. 
Harapan pertama yaitu dapat menguatkan sinyal kebijakan moneter 
dengan suku bunga 7-Day (Reverse) Repo Rate sebagai acuan utama di 
pasar keuangan. Kedua, dapat meningkatkan efektivitas transmisi 
kebijakan moneter melalui pengaruhnya pada pergerakan suku bunga 
pasar uang dan suku bunga perbankan. Harapan yang ketiga yaitu 
terbentuknya pasar keuangan yang lebih dalam khususnya transaksi 
dan pembentukan struktur suku bunga di pasar uang antar bank 
(PUAB). 
2.19.2 Indeks Harga Saham Gabungan (IHSG)  
Saham merupakan sebuah surat berharga yang menunjukkan 
bagian kepemilikan dari suatu perusahaan. Terdapat indikator bursa 
saham yang berupa indeks (rerata) pada pasar modal. Sedangkan 
indeks yang mempresentasikan saham-saham di Indonesia yaitu 





diperkenalkan pada tanggal 1 April 1983. IHSG merupakan salah satu 
indeks pasar saham yang digunakan oleh Bursa Efek Indonesia (BEI) 
yang sebelumnya bernama Bursa Efek Jakarta (BEJ). Seluruh harga 
saham yang tercatat pada bursa efek dilibatkan sebagai komponen 
perhitungan indeks dalam IHSG sehingga indeks tersebut sering 
diperhatikan oleh para investor.  
Menurut Anoraga dan Pakarti (2001), IHSG dapat digunakan 
sebagai acuan tentang perkembangan kegiatan di pasar modal. 
Sedangkan menurut Sunariyah (2003), IHSG merupakan suatu 
rangkaian informasi historis mengenai pergerakan harga saham 
gabungan hingga pada tanggal tertentu yang dapat mencerminkan 
suatu nilai yang berfungsi sebagai pengukuran kinerja suatu saham 
gabungan di bursa efek. Sehingga IHSG dapat digunakan untuk 
mengetahui kondisi umum yang terjadi pada pasar modal, baik berupa 
kenaikan maupun penurunan harga saham. Kenaikan IHSG tidak dapat 
diartikan bahwa seluruh jenis saham mengalami kenaikan harga, tetapi 
hanya sebagian yang mengalami kenaikan harga dan sebagiannya yang 
lain mengalami penurunan harga. Sama dengan halnya pada penurunan 
IHSG bahwa hanya sebagian saham mengalami penurunan dan 







 METODE PENELITIAN 
 
3.1.  Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder 
yang diperoleh dari situs resmi Bank Indonesia, yaitu bi.go.id. Data 
tersebut merupakan data suku bunga kebijakan yang sudah ditetapkan 
oleh Bank Indonesia dan data Indeks Harga Saham Gabungan (IHSG). 
Dalam penelitian ini suku bunga kebijakan dana IHSG merupakan 
peubah endogen. Data yang digunakan dalam penelitian ini dimulai 
dari Agustus 2008 hingga Maret 2016. Data yang digunakan dapat 
dilihat pada Lampiran 1.  
3.2.   Metode Penelitian  
Langkah analisis deret waktu dalam penelitian ini dilakukan 
dengan pembentukan beberapa model. Tahapan awal yaitu pemodelan 
VAR, kemudian dilanjutkan dengan diagnostik sisaan model VAR. 
tahap berikutnya dilakukan uji efek Multivariate GARCH. Kemudian 
dilakukan pemodelan ragam sisaan menggunakan model Multivariate 
GARCH dan diagnostik model Multivariate GARCH. Adapun langkah-
langkah yang dilakukan dalam analisis sebagai berikut.  
3.2.1 Model VAR 
Langkah-langkah dalam pembentukan model VAR sebagai 
berikut. 
1.   Membuat plot deret waktu untuk data Suku Bunga Kebijakan dan 
IHSG. 
2.   Melakukan uji stasioneritas  
a. Pengujian stasioneritas terhadap ragam  
b. Pengujian stasioneritas terhadap rata-rata. 
3.   Melakukan uji hubungan antar variabel data deret waktu dengan 
uji Kausalitas Granger antar variabel endogen untuk mengetahui 
apakah terdapat hubungan dua arah antar variabel endogen 
tersebut menggunakan persamaan (2.35). Apabila terdapat 
hubungan dua arah maka dilakukan pemodelan VAR. 
4.   Menentukan orde p menggunakan MPACF seperti pada 





5.   Melakukan pendugaan parameter berdasarkan pada persamaan 
(2.42). 
6.   Melakukan pengujian signifikansi parameter pada model VAR 
menggunakan persamaan (2.43). 
7.   Melakukan diagnostik sisaan model VAR dengan persamaan 
(2.44) untuk uji asumsi sisaan white noise dan persamaan (2.45) 
untuk uji asumsi sisaan berdistribusi normal multivariate. 
 
 Jika hasil yang didapat dari uji diagnostik sisaan model VAR di 
3.2.1 telah didapatkan, maka dilakukan tahap 3.2.2. Pembentukan 
model VAR pada poin 1 dan 2a menggunakan software Minitab 17, 
pada poin 2b, 3 dan 5 menggunakan software EViews 8, sedangkan 
pada poin 4 menggunakan software SAS, pada poin 6 menggunakan 
software R 3.5.1.  
3.2.2 Pengujian Efek Multivariate GARCH 
 Langkah-langkah dalam pengujian efek Multivariate GARCH 
sebagai berikut. 
1.   Memeriksa sisaan model VAR untuk mengetahui keberadaannya 
efek Multivariate GARCH menggunakan uji Lagrange Multiplier 
(LM) pada persamaan (2.49). Apabila terdapat efek Multivariate 
GARCH, maka dilakukan pemodelan Multivariate GARCH. 
Tetapi jika tidak terdapat efek Multivariate GARCH maka 
pemodelan dapat dihentikan pada model VAR. 
  
 Jika hasil yang didapat dari uji Lagrange Multiplier (LM) di atas, 
terdapat efek Multivariate GARCH, maka dilakukan 3.2.3. Pengujian 
efek Multivariate GARCH menggunakan software Eviews 8.  
3.2.3 Model VAR-CCC GARCH(1,1) 
 Langkah-langkah dalam pembentukan model VAR-CCC 
GARCH(1,1) sebagai berikut. 
1.   Melakukan pendugaan parameter CCC GARCH(1,1) dengan 
persamaan (2.57), (2.58) dan persamaan (2.59). 
2.   Melakukan pengujian signifikansi parameter model CCC 






3.   Pemodelan VAR-CCC GARCH(1,1) berdasarkan persamaan 
(2.62), (2.63) dan persamaan (2.64). 
4.   Menganalisis volatilitas data suku bunga kebijakan dan IHSG.  
5.   Melakukan diagnostik sisaan pada model VAR-CCC GARCH(1,1) 
dengan mengestimasi nilai 𝜀%. Diagnostik sisaan menggunakan 
persamaan (2.44) untuk uji asumsi sisaan white noise dan 
persamaan (2.45) untuk uji asumsi sisaan berdistribusi normal 
multivariate. 
 
Pembentukan model VAR-CCC GARCH(1,1) pada poin 1, 2, dan 
3 menggunakan software Eviews 8, sedangkan pada poin 5 







3.3  Diagram Alir 
Prosedur pemodelan pada penelitian ini secara lengkap 









































Kausalitas dengan Uji 
Kausalitas Granger
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HASIL DAN PEMBAHASAN 
 
4.1.  Plot Data Deret Waktu 
Langkah awal dalam analisis deret waktu adalah identifikasi pola 
data yang bertujuan untuk mengetahui informasi atau gambaran awal 
mengenai data deret waktu yang akan dianalisis. Salah satu cara untuk 
mengidentifikasi pola data yaitu dengan plot data yang dibentuk terhadap 
masing-masing variabel yang digunakan dalam analisis.  
4.1.1 Plot Data Indeks Harga Saham Gabungan 
 Berikut merupakan plot data deret waktu untuk Indeks Harga Saham 
Gabungan (IHSG) pada Agustus 2008 hingga Maret 2016. 
 
 
Gambar 4.1 Plot Data Indeks Harga Saham Gabungan 
 
Berdasarkan gambar 4.1 dapat diketahui bahwa indeks harga saham 
gabungan cenderung fluktuatif yang dapat mengindikasikan data IHSG 
berpola non linier. IHSG terendah dalam periode Agustus 2008 hingga 
Maret 2016 adalah sebesar 1241,51 yang terjadi pada bulan November 
2008, sedangkan IHSG tertinggi dalam periode Agustus 2008 hingga Maret 
2016 adalah sebesar 5518,67 yang terjadi pada bulan Maret 2015. Plot data 


















naik yang dapat mengindikasikan data deret waktu dari IHSG tidak 
stasioner terhadap rata-rata. 
4.1.2 Plot Data Suku Bunga Kebijakan 
 Berikut merupakan plot data deret waktu untuk suku bunga 
kebijakan pada Agustus 2008 hingga Maret 2016. 
 
 
Gambar 4.2 Plot Data Suku Bunga Kebijakan 
 
Berdasarkan gambar 4.2 dapat diketahui bahwa suku bunga 
kebijakan beberapa kali memiliki nilai yang sama untuk beberapa periode 
waktu tertentu seperti pada periode Agustus 2009 hingga Januari 2011 dan 
pada periode Februari 2012 hingga Mei 2013. Suku bunga kebijakan 
tertinggi dalam periode Agustus 2008 hingga Maret 2016 adalah sebesar 
9,25% yang terjadi pada bulan Oktober 2008 dan November 2008, 
sedangkan suku bunga kebijakan terendah pada periode Agustus 2008 
hingga Maret 2016 adalah sebesar 5,25% yang terjadi pada bulan Februari 
2012 hingga Mei 2013. Dari plot data deret waktu pada Gambar 4.2 dapat 
diketahui bahwa terdapat unsur trend turun yang dapat mengindikasikan 






















4.2 Pengujian Stasioneritas Deret Waktu 
 Stasioneritas data deret waktu terbagi menjadi dua yaitu stasioneritas 
data deret waktu terhadap ragam dan stasioneritas data deret waktu 
terhadap rata-rata. 
4.2.1  Stasioneritas terhadap Ragam 
 Stasioneritas deret waktu terhadap ragam dapat diuji dengan 
menduga nilai lambda yang bersesuaian dengan subbab 2.1.1. Apabila nilai 
lambda yang diduga dari suatu deret waktu bernilai sama dengan satu, 
maka dapat diartikan bahwa data deret waktu telah stasioner terhadap 
ragam, namun jika tidak stasioner dapat diartikan bahwa data deret waktu 
belum stasioner terhadap ragam. Plot nilai lambda untuk indeks harga 
saham gabungan dan suku bunga kebijakan dapat dilihat pada Lampiran 2. 
Berikut merupakan tabel dari kedua plot nilai lambda.  
 
Tabel 4.1 Pemeriksaan Stasioneritas terhadap Ragam  
Variabel Nilai Lambda Keterangan 
Indeks Harga Saham 
Gabungan 1 Stasioner 
Suku Bunga Kebijakan 1 Stasioner 
 
 Berdasarkan Tabel 4.1 dapat diketahui bahwa variabel indeks harga 
saham gabungan dan suku bunga kebijakan masing-masing menghasilkan 
nilai lambda sama dengan satu yang artinya data deret waktu indeks harga 
saham gabungan dan suku buka kebijakan telah stasioner terhadap ragam, 
maka dari itu tidak diperlukan trasnformasi Box-Cox. 
4.2.2  Stasioneritas terhadap Rata-rata 
 Setelah melakukan pengujian stasoneritas deret waktu terhadap 
ragam, kemudian dilakukan pengujian stasioneritas deret waktu terhadap 
rata-rata dengan uji Augmented Dickey-Fuller. Pengujian stasioneritas 









A.   Indeks Harga Saham Gabungan (IHSG) 
Hipotesis yang digunakan dalam uji Augmented Dickey-Fuller 
adalah sebagai berikut. 
H0 : 𝜹∗= 0 (data IHSG tidak stasioner terhadap rata-rata) vs 
H1 : 𝜹∗< 0 (data IHSG stasioner terhadap rata-rata) 
Hasil dari uji Augmented Dickey-Fuller secara lengkap dapat dilihat pada 
Lampiran 3 dan telah diringkas pada Tabel 4.2 sebagai berikut. 
 
Tabel 4.2 Pengujian Stasioneritas terhadap Rata-rata untuk Variabel Indeks 
Harga Saham Gabungan 
Data Statistik Uji t Nilai-p 
Level 𝑌-,% -1,183 0,679 
Setelah Pembedaan Pertama ∇𝑌-,% -8,412 0,000 
 
Berdasarkan Tabel 4.2, statistik uji t yang dihasilkan dari data 
indeks harga saham gabungan menghasilkan nilai-p sebesar 0,679 yang 
berarti lebih besar dari taraf nyata (α) 10% sehingga dapat diputuskan 
untuk menerima H0 dan dapat disimpulkan bahwa indeks harga saham 
gabungan tidak stasioner terhadap rata-rata. Oleh karena itu, dilakukan 
pembedaan pertama (first differencing). Setelah dilakukan pembedaan 
pertama, statistik uji t menghasilkan nilai-p (0,000) yang lebih kecil dari 
taraf nyata (α) sebesar 10% sehingga dapat diputuskan untuk menolak H0 
yang berarti data indeks harga saham gabungan stasioner terhadap rata-rata 
setelah pembedaan pertama.  
B.   Suku Bunga Kebijakan 
Hipotesis yang digunakan dalam uji Augmented Dickey-Fuller 
adalah sebagai berikut. 
H0 : 𝜹∗= 0 (data SBK tidak stasioner terhadap rata-rata) vs 
H1 : 𝜹∗< 0 (data SBK stasioner terhadap rata-rata) 
Hasil dari uji Augmented Dickey-Fuller secara lengkap dapat dilihat pada 
Lampiran 4 dan telah diringkas pada Tabel 4.3 sebagai berikut. 
Tabel 4.3 Pengujian Stasioneritas terhadap Rata-rata untuk Variabel Suku 
Bunga Kebijakan  
Data Statistik Uji t Nilai-p 





Berdasarkan Tabel 4.3, statistik uji t yang dihasilkan dari data suku 
bunga kebijakan menghasilkan nilai-p sebesar 0,02 yang berarti lebih kecil 
dari taraf nyata (α) 10% sehingga dapat diputuskan untuk menolak H0 dan 
dapat disimpulkan bahwa suku bunga kebijakan stasioner terhadap rata-
rata. 
 
4.3 Pengujian Hubungan Arah antar Variabel dan Indentifikasi 
Model VAR 
4.3.1  Pengujian Kausalitas Granger 
Pengujian kausalitas Granger dilakukan untuk mengetahui apakah 
antar variabel endogen memiliki hubungan satu arah atau dua arah. 
Sebelum melakukan pengujian kausalitas Granger, perlu ditentukan dahulu 
panjang lag (m) yang akan digunakan. Penelitian ini menggunakan panjang 
lag yang diuji sama dengan dua. Uji kausalitas Granger secara lengkap 
dapat dilihat pada Lampiran 5 dan telah diringkas pada Tabel 4.4. 
Berdasarkan persamaan (2.27) digunakan hipotesis untuk pengujian 
kausalitas Granger adalah sebagai berikut. 
H0 : 𝛼x = 0 	  vs 
H1 : 𝛼x ≠ 0  
Berdasarkan persamaan (2.28) digunakan hipotesis untuk pengujian 
kausalitas Granger adalah sebagai berikut 
H0 : 𝛿x = 0 	  vs 
H1 : 𝛿x ≠ 0 
Tabel 4.4 Pengujian Kausalitas Granger 
Hipotesis yang Diuji Statistik Uji F Nilai-p 
H0 : 𝛼x = 0 	  vs H1 : 𝛼x ≠ 0 3,24 0,03 
H0 : 𝛿x = 0 	  vs H1 : 𝛿x ≠ 0 2,19 0,11 
 
Berdasarkan Tabel 4.4, didapatkan nilai-p untuk variabel DIHSG 
(0,03) dan SBK (0,11) yang lebih kecil dari taraf nyata (α) 10% sehingga 
dapat diputuskan untuk menolak H0 dan dapat disimpulkan bahwa variabel 
SBK penyebab Granger bagi DIHSG begitu pula sebaliknya DIHSG 
penyebab Granger bagi SBK. Dengan demikian, dapat disimpulkan bahwa 





dan suku bunga kebijakan. Model persamaan kausalitas Granger antara 





xH- + 𝛽y𝑆𝐵𝐾%,y + 𝑢-%
i
yH-   (4.1) 
𝐷𝐼𝐻𝑆𝐺% = 𝜆x𝐷𝐼𝐻𝑆𝐺%,x
i
xH- + 𝛿y𝑆𝐵𝐾%,y + 𝑢;%
i
yH-   (4.2) 
 
4.3.2  Identifikasi Orde p 
 Identifikasi orde p dapat dilakukan dengan memerhatikan skema 
MACF (Matrix Autocorrelation Function) dan MPACF (Matrix Partial 
Autocorrelation Function).  Skema MACF dan MPACF secara lengkap 
dapat dilihat pada Lampiran 6 dan telah diringkas pada Tabel 4.5 dan Tabel 
4.6. 
Tabel 4.5 Skema MACF 
Variabel/Lag 0 1 2 3 4 5 6 7 8 9 10 
Y1 (SBK) +- +- +- +- +- +- +- +- +- +- .- 
Y2 (IHSG) -+ .+ .+ .+ .+ .+ .+ ++ ++ ++ ++ 
 
Tabel 4.6 Skema MPACF 
Variabel/Lag 0 1 2 3 4 5 6 7 8 9 10 
Y1 (SBK) +. -. .. .. .. .. .. .. .. .. .. 
Y2 (IHSG) .+ +. .. .. .. .. .. .. .. .. .. 
 
Simbol (+) dan (-) pada skema MACF dan MPACF memiliki arti yaitu 
adanya korelasi parsial. Skema MACF pada penelitian ini tidak dijelaskan 
secara lanjut mengenai Vector Moving Average (VMA(q)). Pada skema 
MPACF dapat dilihat bahwa nilai signifikan pada lag ke 1 dan cut off pada 
lag ke 2. Kondisi pada MPACF ini merupakan ciri dari Vector 
Autoregressive (VAR(p)), sehingga orde p untuk model VAR ini adalah 2 
atau VAR(2). 
 
4.4  Pendugaan dan Pengujian Signifikansi Parameter Model VAR 
Pendugaan parameter model VAR dilakukan dengan metode 
Maximum Likelihood Estimation (MLE). Setelah melakukan pendugaan 
parameter model VAR(p), dilakukan pengujian signifikansi parameter 





signifikansi parameter secara lengkap dapat dilihat pada Lampiran 7 dan 
telah diringkas pada Tabel 4.7 dengan hipotesis yang digunakan pada 
pengujian signifikansi parameter adalah sebagai berikut.  
H0 : 𝚽𝒊 ≠ 0 (Parameter dalam model tidak signifikan) vs 
H1 : 𝚽𝒊 = 0 (Parameter dalam model signifikan) 
 
Tabel 4.7 Pendugaan dan Pengujian Signifikansi Parameter Model VAR 
Pendugaan 
Parameter Nilai Duga Nilai-p Keputusan 
𝚽𝟏,𝟏𝟏 -0,008 0,938 Terima H0 
𝚽𝟐,𝟏𝟏 -0,08 0,742 Terima H0 
𝚽𝟏,𝟏𝟐 -253,2 0,05 Tolak H0 
𝚽𝟐,𝟏𝟐 239,14 0,05 Tolak H0 
𝚽𝟏,𝟐𝟏 -0,000 0,088 Tolak H0 
𝚽𝟐,𝟐𝟏 0,000 0,065 Tolak H0 
𝚽𝟏,𝟐𝟐 1,584 0,000 Tolak H0 
𝚽𝟐,𝟐𝟐 -0,638 0,000 Tolak H0 
 
Apabila nilai-p suatu parameter kurang dari (α) 10% maka keputusan 
menolak H0 dan dapat disimpulkan parameter tersebut signifikan. 
Berdasarkan tabel 4.7 dapat diketahui bahwa pada model VAR(2) parameter 
yang signifikan antara lain 𝚽𝟏,𝟏𝟐, 𝚽𝟐,𝟏𝟐, 𝚽𝟏,𝟐𝟏, 𝚽𝟐,𝟐𝟏, 𝚽𝟏,𝟐𝟐, dan 𝚽𝟐,𝟐𝟐. 
Model VAR(2) dapat dituliskan sebagai berikut. 
r0,*
rA,*
= ,¿,¿¿ê ,;Àl,;,¿,¿¿¿ -,ÀêÎ
r0,*/0
rA,*/0
+ ,¿,¿ê ;lë,-Î¿,¿¿¿ ,¿,ìlê
r0,*/A
rA,*/A
+ t0,*tA,*  (4.3) 
atau dalam bentuk persamaan non matriks menjadi seperti persamaan (4.4) 
dan (4.5). 
𝑍-,% = −0,008𝑍-,%,- − 253,2𝑍;,%,-−0,08𝑍-,%,;+	  239,14𝑍;,%,; + 𝑢-,% 
 (4.4) 









4.5 Pengujian Diagnostik Sisaan Model VAR(2) 
Suatu model VAR dapat dikatakan layak apabila dapat menghasilkan 
sisaan yang bersifat white noise dan menyebar normal multivariat. Berikut 
merupakan pengujian diagnostik yang dilakukan terhadap model VAR. 
4.5.1 Pengujian White Noise terhadap Sisaan Model VAR(2) 
Pengujian asumsi white noise sisaan menggunakan uji Portmanteau 
Autocorrelation. Hasil pengujian secara lengkap dapat dilihat pada 
Lampiran 8 dan telah diringkas pada Tabel 4.8 dengan hipotesis yang 
digunakan pada uji Portmanteau Autocorrelation adalah sebagai berikut. 
H0 : 𝚪- = 	  𝚪; = ⋯ = 𝚪y = 0   (sisaan saling bebas) vs 
H1 : paling sedikit terdapat satu 𝚪y ≠	  0 (sisaan tidak saling bebas)  
Tabel 4.8 Hasil Uji Portmanteau Autocorrelation terhadap Sisaan Model 
VAR(2) 
Lags Statistik Uji Nilai-p 
1 1,7825 0,7756 
2 2,8367 0,9441 
3 5,5475 0,9371 
4 9,8736 0,8731 
5 14,5049 0,8001 
6 15,5049 0,9051 
7 17,6571 0,9344 
8 22,1119 0,9043 
9 31,2008 0,6961 
10 35,1656 0,6874 
 
Berdasarkan hasil uji Portmanteau Autocorrelation, diketahui 
bahwa seluruh panjang lag yang diuji menghasilkan statistik uji Q dengan 
nilai-p yang lebih besar dari taraf nyata (α) 10% sehingga diputuskan untuk 
menerima H0, dengan demikian dapat disimpulkan bahwa taraf nyata 10% 
data menyediakan cukup bukti bahwa sisaan model VAR tidak 
berautokorelasi sehingga dapat dikatakan sisaan model VAR memenuhi 






4.5.2 Pengujian Normalitas Sisaan Model VAR(2) 
 Pengujian normalitas sisaan dilakukan menggunakan koefisien 
korelasi Q-Q Plot. Hasil pengujian nomalitas multivariat sisaan disajikan 
secara lengkap pada Lampiran 9 dan telah diringkas pada Tabel 4.9 dengan 
hipotesis sebagai berikut. 
H0 : sisaan berdistribusi normal multivariat vs 
H1 : sisaan tidak berdistribusi normal multivariat 
 
Tabel 4.9 Hasil Pengujian Koefisien Korelasi Q-Q Plot Model VAR(2) 
Model 𝑟½ 𝑟½(f,³) Keputusan 
VAR(2) -0,4866 0,9886 Tolak H0 
 
Berdasarkan Tabel 4.9, didapatkan koefisien korelasi Q-Q Plot 
yang kurang dari titik kritis, sehingga dapat diputuskan untuk menolak H0 
dan dapat disimpulkan bahwa sisaan model VAR tidak berdistribusi normal 
multivariat.  
 
4.6  Pengujian Efek Multivariate GARCH 
 Pemodelan VAR(2) memiliki plot sisaan yang masih mengandung 
volatilitas. Plot sisaan model VAR(2) dapat dilihat pada Gambar 4.3 dan 






























































































































































































































































































































































































Gambar 4.4 Plot Sisaan Model Rata-rata SBK pada VAR(2) 
 
Berdasarkan Gambar 4.3 dan Gambar 4.4, dapat diketahui bahwa sisaan 
dari model VAR(2) berfluktuatif. Hal tersebut dapat mengindikasikan 
bahwa terdapat unsur Multivariate GARCH. Oleh karena itu, dilakukan uji 
Lagrange Multiplier  (LM) dengan taraf nyata (α) 10%, untuk mengetahui 
ada tidaknya unsur Multivariate GARCH. Hasil uji LM secara lengkap 
disajikan pada Lampiran 10 dan telah diringkas pada Tabel 4.10 dengan 
hipotesis yang digunakan pada uji LM sebagai berikut.  
H0 : 𝜷𝟏 = ⋯ = 𝜷𝒒 = 0 (tidak terdapat unsur Multivariate GARCH) vs 
H1 : 𝜷𝒒 ≠ 𝟎  (terdapat unsur Multivariate GARCH) 
Tabel 4.10 Hasil Uji Lagrange Multiplier 
Variabel Statistik Uji Nilai-p 
DIHSG 4,680 0,096 
SBK 7,624 0,022 
Berdasarkan Tabel 4.10 didapatkan nilai-p kurang dari α (10%), 
sehingga dapat diputuskan untuk menolak H0 dan dapat disimpulkan bahwa 
terdapat unsur Multivariate GARCH pada sisaan model VAR(2). Setelah 
mengetahui bahwa terdapat unsur Multivariate GARCH pada sisaan model 





digunakan berdasarkan koefisien korelasi. Hasil uji koefisien korelasi yang 
didapat yaitu menunjukkan bahwa nilai koefisien korelasi konstan pada 
angka -0,213 dan dapat dilihat pada Lampiran 11. 
 
4.7 Pendugaan dan Pengujian Signifikansi Parameter Model 
VAR(2)–CCC GARCH(1,1) 
  Model VAR yang digunakan adalah VAR(2). Model VAR tersebut 
memiliki unsur Multivariate GARCH, sehingga pemodelan VAR 
dilanjutkan ke model Multivariate GARCH dengan representasi CCC. 
Model VAR(2)-CCC GARCH dibagi ke dalam tiga model yaitu, model rata-
rata, model sisaan dan model ragam sisaan. Nilai duga dan uji signifikansi 
parameter model VAR dapat dilihat pada Lampiran 12 dan telah diringkas 
pada Tabel 4.11 dengan hipotesis yang digunakan sebagai berikut. 
H0 : 𝚽𝒊 ≠ 0 (Parameter dalam model tidak signifikan) vs 
H1 : 𝚽𝒊 = 0 (Parameter dalam model signifikan) 
Parameter CCC GARCH 
H0 : 𝛼-ß~ = 0	  	  vs 
H1 : 𝛼-ß~ ≠ 0	   
H0’ :	  𝛾-ß~ = 0 vs 
H1’ :	  𝛾-ß~ ≠ 0  
Tabel 4.11 Hasil Pendugaan dan Pengujian Signifikansi Parameter Model 
VAR(2)–CCC GARCH(1,1) 
Pendugaan Parameter Nilai Duga Nilai-p Keputusan 
𝚽𝟏,𝟏𝟏 -0,027 0,829 Terima H0 
𝚽𝟐,𝟏𝟏 -0,138 0,190 Terima H0 
𝚽𝟏,𝟏𝟐 -254,45 0,000 Tolak H0 
𝚽𝟐,𝟏𝟐 230,33 0,000 Tolak H0 
𝚽𝟏,𝟐𝟏 -8,40E-05 0,253 Terima H0 
𝚽𝟐,𝟐𝟏 6,71E-05 0,284 Terima H0 
𝚽𝟏,𝟐𝟐 1,643 0,000 Tolak H0 





Apabila nilai-p suatu parameter kurang dari (α) 10% maka keputusan 
menolak H0 dan dapat disimpulkan parameter tersebut signifikan. 
Berdasarkan tabel 4.11 dapat diketahui bahwa pada model VAR(2)-CCC 
GARCH(1,1) parameter yang signifikan antara lain 𝚽𝟏,𝟏𝟐, 𝚽𝟐,𝟏𝟐, 𝚽𝟏,𝟐𝟐, 
dan 𝚽𝟐,𝟐𝟐. Model VAR(2)-CCC GARCH(1,1) dapat dituliskan sebagai 
berikut. 
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0/A   (4.8) 
Model rata-rata jika dituliskan dalam bentuk non matriks ditunjukkan 
pada persamaan (4.9) dan (4.10) 
𝑍-,% = −0,027𝑍-,%,- − 254,45𝑍;,%,-−0,138𝑍-,%,;+	  230,33𝑍;,%,; +
𝑢-,%   (4.9) 
𝑍;,% = −0,000𝑍-,%,- + 1,643𝑍;,%,; + 0,000𝑍-,%,;	  −	  0,672𝑍;,%,; +
𝑢;,%    (4.10) 
Model sisaan jika dituliskan dalam bentuk non matriks ditunjukkan pada 
persamaan (4.11) dan (4.12) 
𝑢-,% = 𝜎--,%
-/;𝜀-,%  (4.11) 
𝑢;,% = 𝜎;;,%
-/;𝜀;,%  (4.12) 
Model ragam sisaan jika dituliskan dalam bentuk non matriks 





𝜎-,% = 1758,8 − 0,132𝑢-,%,-; + 1,071𝜎-,%,-  (4.13) 
𝜎;,% = 0,004 + 0,429𝑢;,%,-; + 0,229𝜎;,%,-  (4.14) 
Berdasarkan persamaan (4.9), dapat diketahui bahwa Suku Bunga 
Kebijakan (SBK) pada waktu ke-t berhubungan dengan beberapa faktor, 
diantaranya: 
a.   Suku bunga kebijakan pada satu bulan sebelumnya berhubungan 
secara negatif sebesar 0,027 terhadap suku bunga kebijakan pada 
waktu ke-t. 
b.   Perubahan Indeks harga saham gabungan pada satu bulan 
sebelumnya berhubungan secara negatif sebesar 254,45 terhadap 
suku bunga kebijakan pada waktu ke-t. 
c.   Suku bunga kebijakan pada dua bulan sebelumnya berhubungan 
secara negatif sebesar 0,138 terhadap suku bunga kebijakan pada 
waktu ke-t. 
d.   Perubahan Indeks harga saham gabungan pada dua bulan 
sebelumnya berhubungan secara positif sebesar 230,33 terhadap 
suku bunga kebijakan pada waktu ke-t. 
Berdasarkan persamaan (4.10), dapat diketahui bahwa perubahan 
Indeks Harga Saham Gabungan (DIHSG) pada waktu ke-t berhubungan 
dengan beberapa faktor, diantaranya: 
a.   Suku bunga kebijakan pada satu bulan sebelumnya berhubungan 
secara negatif sebesar 0,000 terhadap perubahan indeks harga 
saham gabungan pada waktu ke-t. 
b.   Perubahan Indeks harga saham gabungan pada dua bulan 
sebelumnya berhubungan secara positif sebesar 1,643 terhadap 
perubahan indeks harga saham gabungan pada waktu ke-t. 
c.   Suku bunga kebijakan pada dua bulan sebelumnya berhubungan 
secara positif sebesar 0,000 terhadap perubahan indeks harga 
saham gabungan pada waktu ke-t. 
d.   Perubahan Indeks harga saham gabungan pada dua bulan 
sebelumnya berhubungan secara negatif sebesar 0,672 terhadap 
perubahan indeks harga saham gabungan pada waktu ke-t. 
Berdasarkan persamaan (4.13), dapat diketahui bahwa ragam sisaan 
dari model rata-rata Suku Bunga Kebijakan (SBK) pada waktu ke-t 





a.   Sisaan kuadrat dari model rata-rata suku bunga kebijakan pada satu 
bulan sebelumnya berhubungan secara negatif sebesar 0,132 
terhadap ragam sisaan dari model rata-rata suku bunga kebijakan 
pada waktu ke-t. 
b.   Ragam sisaan dari model rata-rata suku bunga kebijakan pada satu 
bulan sebelumnya berhubungan secara positif sebesar 1,071 
terhadap ragam sisaan dari model rata-rata suku bunga kebijakan 
pada waktu ke-t. 
Berdasarkan persamaan (4.14), dapat diketahui bahwa ragam sisaan 
dari model rata-rata perubahan Indeks Harga Saham Gabungan (DIHSG) 
pada waktu ke-t berhubungan dengan beberapa faktor, diantaranya: 
a.   Sisaan kuadrat dari model rata-rata perubahan indeks harga saham 
gabungan pada satu bulan sebelumnya berhubungan secara positif 
sebesar 0,429 terhadap ragam sisaan dari model rata-rata perubahan 
indeks harga saham gabungan pada waktu ke-t. 
b.   Ragam sisaan dari model rata-rata perubahan indeks harga saham 
gabungan pada satu bulan sebelumnya berhubungan secara positif 
sebesar 0,229 terhadap ragam sisaan dari model rata-rata perubahan 
indeks harga saham gabungan pada waktu ke-t. 
 
4.8 Diagnostik Sisaan Model VAR(2)–CCC GARCH(1,1) 
 Diagnostik sisaan model meliputi pengujian asumsi white noise 
terhadap sisaan dan pengujian asumsi normalitas multivariat pada sisaan. 
Pengujian asumsi white noise sisaan menggunakan uji Portmanteau 
Autocorrelation, sedangkan pengujian normalitas multivariat sisaan 
menggunakan koefisien Q-Q Plot.  
4.8.1 Pengujian White Noise Sisaan Model VAR(2)–CCC 
GARCH(1,1) 
 Pengujian asumsi white noise sisaan menggunakan uji Portmanteau 
Autocorrelation. Tujuan dari pengujian ini dilakukan yaitu untuk 
mengetahui apakah model VAR(2)–CCC GARCH(1,1) telah memenuhi 
asumsi white noise atau tidak. Hasil dari pengujian ini secara lengkap dapat 
dilihat pada Lampiran 14 dan telah diringkas pada Tabel 4.12 dengan 






H0 : 𝚪- = 	  𝚪; = ⋯ = 𝚪y = 0  (sisaan saling bebas) vs 
H1 : paling sedikit terdapat satu 𝚪y ≠	  0 (sisaan tidak saling bebas)  
Tabel 4.12  Hasil Uji Portmanteau Autocorrelation Model VAR(2)–CCC 
GARCH(1,1) 
Lags Statistik Uji Nilai-p 
1 0,5794 0,9653 
2 2,2390 0,9727 
3 5,3062 0,9469 
4 7,8254 0,9538 
5 11,4039 0,9350 
6 15,0827 0,9183 
7 19,4668 0,8831 
8 22,8116 0,8841 
9 30,5687 0,7243 
10 33,2406 0,7664 
 
Berdasarkan Tabel 4.12 dapat diketahui bahwa pada model VAR –
CCC GARCH(1,1) memiliki nilai-p dari uji Q yang lebih besar dari taraf 
nyata (α) 10%, sehingga dapat diputuskan untuk menerima H0 dan 
disimpulkan bahwa model VAR  dan model CCC GARCH memenuhi 
asumsi sisaan yang white noise.  
4.8.2 Pengujian Normalitas Sisaan Model VAR(2)–CCC GARCH(1,1) 
 Pengujian normalitas multivariat sisaan dilakukan menggunakan 
koefisien Q-Q Plot. Hasil pengujian normalitas multivariat sisaan model 
secara lengkap dapat dilihat pada Lampiran 15 dan telah diringkas pada 
Tabel 4.13 dengan hipotesis yang digunakan sebagai berikut.  
H0 : sisaan berdistribusi normal multivariat vs 
H1 : sisaan tidak berdistribusi normal multivariat 
Tabel 4.13 Hasil Pengujian Koefisien Korelasi Q-Q Plot Model VAR(2)–
CCC GARCH(1,1) 
Model 𝑟½ 𝑟½(f,³) Keputusan 
VAR(2)-CCC 






Berdasarkan Tabel 4.13 didapatkan koefisien korelasi Q-Q Plot 
yang kurang dari titik kritis sehingga dapat diputuskan untuk menolak H0 
dan disimpulkan bahwa sisaan model tidak memenuhi asumsi normalitas 
multivariat, tetapi sebaran sisaan model VAR(2)–CCC GARCH(1,1) lebih 
baik dibandingkan sebaran sisaan model VAR. Dapat dilihat dari koefisien 
korelasi Q-Q Plot yang lebih erat.  
 
4.9 Analisis Volatilitas 
 Volatilitas data dapat dianalisis dengan menggunakan plot sisaan 
model rata-rata indeks harga saham gabungan dengan suku bunga 
kebijakan pada pemodelan VAR(2)-CCC GARCH(1,1) terdapat pada 





































































































































































































































































































































































































Berdasarkan Gambar 4.5 dan Gambar 4.6, dapat dilihat bahwa sisaan 
model rata-rata DIHSG sama berfluktuatifnya dengan SBK. Adanya sisaan 
model yang berfluktuatif, mengakibatkan sifat heterokedastisitas pada 













Berdasarkan hasil analisis yang telah dilakukan pada penelitian ini, 
maka dapat disimpulkan bahwa pemodelan data suku bunga kebijakan 
dan indeks harga saham gabungan dengan menggunakan model 
VAR(2)-CCC GARCH(1,1) terdiri atas tiga model, yaitu 
1.   Model rata-rata VAR(2)-CCC GARCH(1,1) 
𝑍-,% = −0,027𝑍-,%,- −
254,45𝑍;,%,-−0,138𝑍-,%,;+	  230,33𝑍;,%,; + 𝑢-,%  
 (5.1) 
𝑍;,% = −0,000𝑍-,%,- + 1,643𝑍;,%,; +
0,000𝑍-,%,;	  −	  0,672𝑍;,%,; + 𝑢;,%    (5.2) 
 
2.   Model sisaan VAR(2)-CCC GARCH(1,1) 
𝑢-,% = 𝜎--,%
-/;𝜀-,%  (5.3) 
𝑢;,% = 𝜎;;,%
-/;𝜀;,%  (5.4) 
 
3.   Model ragam sisaan VAR(2)-CCC GARCH(1,1) 
𝜎-,% = 1758,8 − 0,132𝑢-,%,-; + 1,071𝜎-,%,-  (5.5) 
𝜎;,% = 0,004 + 0,429𝑢;,%,-; + 0,229𝜎;,%,-  (5.6) 
4.  Didapatkan hasil pengujian analisis volatilitas data perubahan 
indeks harga saham gabungan dan suku bunga kebijakan yang 
masing-masing berfluktuasi. 
5.2. Saran 
 Saran yang dapat diberikan berdasarkan hasil penelitian ini, yaitu 
dapat dilakukan penanganan kasus terhadap model yang tidak 
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Lampiran 1. Data Suku Bunga Kebijakan (SBK) dan Indeks Harga 
Saham Gabungan (IHSG) bulan Agustus 2008 hingga 
bulan Maret 2016 
 
Periode SBK IHSG 
Agust-08 9 2165.94 
Sept-08 9.25 1832.51 
Okt-08 9.5 1256.7 
Nov-08 9.5 1241.54 
Des-08 9.25 1355.41 
Jan-09 8.75 1332.67 
Feb-09 8.25 1285.48 
Mar-09 7.75 1434.07 
Apr-09 7.5 1722.77 
Mei-09 7.25 1916.83 
Jun-09 7 2026.78 
Jul-09 6.75 2323.24 
Agust-09 6.5 2341.54 
Sept-09 6.5 2467.59 
Okt-09 6.5 2367.7 
Nov-09 6.5 2415.84 
Des-09 6.5 2534.36 
Jan-10 6.5 2610.8 
Feb-10 6.5 2549.03 
Mar-10 6.5 2777.3 
Apr-10 6.5 2971.25 
Mei-10 6.5 2796.96 






Lampiran 1. (Lanjutan) 
 
Periode SBK IHSG 
Nov-12 5.75 4276.14 
Des-12 5.75 4316.69 
Jan-13 5.75 4453.7 
Feb-13 5.75 4795.79 
Mar-13 5.75 4940.99 
Apr-13 5.75 5034.07 
Mei-13 5.75 5068.63 
Jun-13 6 4818.9 
Jul-13 6.5 4610.38 
Agust-13 7 4195.09 
Sept-13 7.25 4316.18 
Okt-13 7.25 4510.63 
Nov-13 7.5 4256.44 
Des-13 7.5 4274.18 
Jan-14 7.5 4418.76 
Feb-14 7.5 4620.22 
Mar-14 7.5 4768.28 
Apr-14 7.5 4840.15 
Mei-14 7.5 4893.91 
Jun-14 7.5 4878.58 
Jul-14 7.5 5088.8 
Agust-14 7.5 5136.86 







Lampiran 1. (Lanjutan) 
 
Periode SBK IHSG 
Okt-14 7.5 5089.55 
Nov-14 7.75 5149.89 
Des-14 7.75 5226.95 
Jan-15 7.75 5289.4 
Feb-15 7.5 5450.29 
Mar-15 7.5 5518.67 
Apr-15 7.5 5086.42 
Mei-15 7.5 5216.38 
Jun-15 7.5 4910.66 
Jul-15 7.5 4802.53 
Agust-15 7.5 4509.61 
Sept-15 7.5 4223.91 
Okt-15 7.5 4455.18 
Nov-15 7.5 4446.46 
Des-15 7.5 4593.01 
Jan-16 7.25 4615.16 
Feb-16 7 4770.96 
Mar-16 6.75 4845.37 
 
Keterangan: 
IHSG : Indeks Harga Saham Gabungan 








Lampiran 2. Plot Nilai Lambda 
 









Lampiran 3. Hasil Uji Augmented Dickey-Fuller untuk Variabel 
Indeks Harga Saham Gabungan (IHSG) Sebelum dan 
Setelah Pembedaan Pertama (First Differencing) 
 
Sebelum Pembedaan Pertama (First Differencing) 
 
Null  Hypothesis:  IHSG  has  a  unit  root     
Exogenous:  Constant        
Lag  Length:  0  (Automatic  -­  based  on  SIC,  maxlag=11)  
              
                       t-­Statistic       Prob.*  
              
              Augmented  Dickey-­Fuller  test  statistic   -­1.183076     0.6790  
Test  critical  values:   1%  level      -­3.503879     
   5%  level      -­2.893589     
   10%  level      -­2.583931     
                            *MacKinnon  (1996)  one-­sided  p-­values.     
 
Setelah Pembedaan Pertama (First Differencing) 
 
Null  Hypothesis:  DIHSG  has  a  unit  root     
Exogenous:  Constant        
Lag  Length:  0  (Automatic  -­  based  on  SIC,  maxlag=11)  
              
              
         t-­Statistic       Prob.*  
              
              Augmented  Dickey-­Fuller  test  statistic   -­8.412045     0.0000  
Test  critical  values:   1%  level      -­3.504727     
   5%  level      -­2.893956     
   10%  level      -­2.584126     
              
              *MacKinnon  (1996)  one-­sided  p-­values.     









Lampiran 4. Hasil Uji Augmented Dickey-Fuller untuk Variabel 
Suku Bunga Kebijakan (SBK)  
 
Null  Hypothesis:  SBK  has  a  unit  root     
Exogenous:  Constant        
Lag  Length:  1  (Automatic  -­  based  on  SIC,  maxlag=11)  
              
                       t-­Statistic       Prob.*  
              
              Augmented  Dickey-­Fuller  test  statistic   -­3.251077     0.0204  
Test  critical  values:   1%  level      -­3.507394     
   5%  level      -­2.895109     
   10%  level      -­2.584738     






Lampiran 5. Hasil Uji Kausalitas Granger terhadap Indeks Harga 
Saham Gabungan (IHSG) dan Suku Bunga Kebijakan 
 
Pairwise  Granger  Causality  Tests  
Date:  05/13/19      Time:  22:15  
Sample:  1  92     
Lags:  2        
           
             Null  Hypothesis:   Obs   F-­Statistic   Prob.    
           
             SBK  does  not  Granger  Cause  DIHSG     86     2.19503   0.1179  
  DIHSG  does  not  Granger  Cause  SBK     3.42182   0.0374  









Lampiran 6. Syntax Skema MACF dan MPACF 
*Import data; 
proc import out=work.varimax 







proc print data=varimax; 
run; 
 
*Identifikasi model VARIMA ; 
proc varmax data=varimax; 
model Y1 Y2/ lagmax=10 






























Lampiran 7. Pendugaan dan Pengujian Signifikansi Parameter 
Model VAR(2) 
Dependent  Variable:  DIHSG        
Method:  Least  Squares        
Date:  05/21/19      Time:  15:41        
Sample  (adjusted):  4  92        
Included  observations:  89  after  adjustments     
DIHSG  =  C(1)*DIHSG(-­1)  +  C(2)*DIHSG(-­2)  +  C(3)*SBK(-­1)  +  
C(4)*SBK(-­2)    
                +  C(5)           
              
                 Coefficient   Std.  Error   t-­Statistic   Prob.      
              
              C(1)   -­0.008304   0.107919   -­0.076943   0.9389  
C(2)   -­0.080732   0.108716   -­0.742596   0.4598  
C(3)   -­253.2000   132.2893   -­1.913988   0.0590  
C(4)   239.1497   123.6901   1.933458   0.0565  
C(5)   133.5459   165.4214   0.807308   0.4218  
              
              R-­squared   0.046852          Mean  dependent  var   40.32213  
Adjusted  R-­squared   0.001464          S.D.  dependent  var   172.5348  
S.E.  of  regression   172.4084          Akaike  info  criterion   13.19215  
Sum  squared  resid   2496872.          Schwarz  criterion   13.33196  
Log  likelihood   -­582.0507          Hannan-­Quinn  criter.   13.24850  
F-­statistic   1.032260          Durbin-­Watson  stat   1.952178  
Prob(F-­statistic)   0.395516           
                              
Dependent  Variable:  SBK        
Method:  Least  Squares        
Date:  05/21/19      Time:  15:43        
Sample  (adjusted):  4  92        






Lampiran 7. (Lanjutan) 
 
SBK  =  C(6)*DIHSG(-­1)  +  C(7)*DIHSG(-­2)  +  C(8)*SBK(-­1)  +  
C(9)*SBK(-­2)  +  
                C(10)           
              
                 Coefficient   Std.  Error   t-­Statistic   Prob.      
              
              
              C(6)   -­0.000121   7.01E-­05   -­1.722575   0.0886  
C(7)   0.000132   7.06E-­05   1.863881   0.0658  
C(8)   1.584275   0.085908   18.44158   0.0000  
C(9)   -­0.638521   0.080324   -­7.949357   0.0000  
C(10)   0.359229   0.107424   3.344045   0.0012  
              
              R-­squared   0.981603        Mean  dependent  var   6.856742  
Adjusted  R-­squared   0.980727        S.D.  dependent  var   0.806479  
S.E.  of  regression   0.111961        Akaike  info  criterion  
-­
1.486794  
Sum  squared  resid   1.052961        Schwarz  criterion  
-­
1.346983  
Log  likelihood   71.16232        Hannan-­Quinn  criter.  
-­
1.430440  
F-­statistic   1120.500        Durbin-­Watson  stat   2.034233  
Prob(F-­statistic)   0.000000           






Lampiran 8. Syntax Uji Portmanteau Autocorrelation Model 
VAR(2) 






> #Model VAR(2) 
> #Membuat Matriks Sisaan Model 
> u1=Data[,1] 
> u2=Data[,2] 




> #Uji Portmanteau 
> library(portes) 







Lampiran 9. Syntax Q-Q Plot Sisaan Model VAR(2) 








> #Q-Q Plot 
> qqnorm(Maha, ylab="Mahalanobis",main="Q
-Q Plot Sisaan Model") 
> qqline(Maha, ylab="Mahalanobis",main="Q
-Q Plot Sisaan Model",col=2,lwd=2) 
 
> #Koefisien Korelasi QQ Plot 
> xt=Data[,3] 
> qt=Data[,4] 
> yt <- cbind(xt,qt) 
> yt 
> cor(yt) 
           xt         qt 
xt  1.0000000 -0.4866221 







Lampiran 10. Uji Lagrange Multiplier pada Sisaan Model  
Uji Lagrange Multiplier pada Sisaan Model DIHSG 
 
Heteroskedasticity  Test:  ARCH        
              
              F-­statistic   2.390549          Prob.  F(2,80)   0.0981  
Obs*R-­squared   4.680655          Prob.  Chi-­Square(2)   0.0963  
                                          
 
Uji Lagrange Multiplier pada Sisaan Model SBK 
 
Heteroskedasticity  Test:  ARCH        
              
              F-­statistic   4.049343          Prob.  F(2,79)   0.0212  
Obs*R-­squared   7.624596          Prob.  Chi-­Square(2)   0.0221  













































































































































Lampiran 12. Pendugaan Parameter VAR(2)-CCC GARCH(1,1) 
Estimation  Method:  ARCH  Maximum  Likelihood  (Marquardt)  
Covariance  specification:  Constant  Conditional  Correlation  
Date:  05/20/19      Time:  14:34        
Sample:  4  92           
Included  observations:  89        
Total  system  (balanced)  observations  178     
Presample  covariance:  backcast  (parameter  =0.7)     
Convergence  achieved  after  103  iterations     
              
                 Coefficient   Std.  Error   z-­Statistic   Prob.      
              
              C(1)   -­0.027824   0.128803   -­0.216016   0.8290  
C(2)   -­0.138115   0.105389   -­1.310523   0.1900  
C(3)   -­254.4505   52.99978   -­4.800973   0.0000  
C(4)   230.3373   68.71003   3.352309   0.0008  
C(5)   203.3159   128.0572   1.587696   0.1124  
C(6)   -­8.40E-­05   7.36E-­05   -­1.141185   0.2538  
C(7)   6.71E-­05   6.28E-­05   1.069316   0.2849  
C(8)   1.643149   0.102905   15.96770   0.0000  
C(9)   -­0.672751   0.102853   -­6.540899   0.0000  
C(10)   0.199795   0.101179   1.974666   0.0483  
              
                 Variance  Equation  Coefficients     
              
              C(11)   1758.893   1428.881   1.230959   0.2183  
C(12)   -­0.132725   0.086159   -­1.540478   0.1234  
C(13)   1.071982   0.116283   9.218770   0.0000  
C(14)   0.004674   0.001619   2.885940   0.0039  
C(15)   0.429427   0.280787   1.529368   0.1262  
C(16)   0.229417   0.202188   1.134675   0.2565  
C(17)   -­0.213524   0.174481   -­1.223763   0.2210  
              
              Log  likelihood   -­496.6608  Schwarz  criterion   12.01830  
Avg.  log  likelihood   -­2.790229  Hannan-­Quinn  criter.   11.73454  
Akaike  info  
criterion   11.54294           
              





              
Lampiran 12. (Lanjutan) 
Equation:  DIHSG  =  C(1)*DIHSG(-­1)  +  C(2)*DIHSG(-­2)  +  
C(3)*SBK(-­1)  +  
                C(4)*SBK(-­2)  +  C(5)        
R-­squared   0.041159          Mean  dependent  var   40.32214  
Adjusted  R-­
squared   -­0.004500          S.D.  dependent  var   172.5348  
S.E.  of  regression   172.9226          Sum  squared  resid   2511786.  
Durbin-­Watson  stat   1.890025           
              
Equation:  SBK  =  C(6)*DIHSG(-­1)  +  C(7)*DIHSG(-­2)  +  C(8)*SBK(-­
1)  +  C(9)  
                *SBK(-­2)  +  C(10)        
R-­squared   0.980355          Mean  dependent  var   6.856741  
Adjusted  R-­
squared   0.979419          S.D.  dependent  var   0.806479  
S.E.  of  regression   0.115697          Sum  squared  resid   1.124405  
Durbin-­Watson  stat   2.054956           
              
              
              Covariance  specification:  Constant  Conditional  Correlation  
GARCH(i)  =  M(i)  +  A1(i)*RESID(i)(-­1)^2  +  B1(i)*GARCH(i)(-­1)  
COV(i,j)  =  R(i,j)*@SQRT(GARCH(i)*GARCH(j))     
              
                 Transformed  Variance  Coefficients  
              
                 Coefficient   Std.  Error   z-­Statistic   Prob.      
              
              M(1)   1758.893   1428.881   1.230959   0.2183  
  A1(1)   -­0.132725   0.086159   -­1.540478   0.1234  
B1(1)   1.071982   0.116283   9.218770   0.0000  
M(2)   0.004674   0.001619   2.885940   0.0039  
A1(2)   0.429427   0.280787   1.529368   0.1262  
B1(2)   0.229417   0.202188   1.134675   0.2565  
R(1,2)   -­0.213524   0.174481   -­1.223763   0.2210  






Lampiran 13. Estimasi Nilai Epsilon Model VAR(2)-CCC 
GARCH(1,1) 
Periode 𝑢-,% 𝑢;,% 𝜎-,% 𝜎;,% 𝜺-,% 𝜺;,% 
Nov’08 611175 -0,1127 79883 0,0179 2162,4 -0,8406 
Des’08 596804 -0,1312 10317,3 0,0142 58755,5 -1,0986 
Jan’09 -59518 -0,2472 12346,1 0,0153 -53565,2 -1,9960 
Feb’09 -13958 -0,1139 14523,5 0,0344 -11582,8 -0,6140 
Mar’09 24585 -0,1216 14741,7 0,0181 20249,5 -0,9029 
Apr’09 15470 0,1316 17481,5 0,0151 11701,1 1,0681 
Mei’09 14256 -0,0453 17322 0,0156 10832,0 -0,3627 
Jun’09 69144 -0,0700 17630,2 0,0091 52074,6 -0,7330 
Jul’09 23421 -0,078 20023,5 0,0088 16551,6 -0,8297 
Agust’09 -56401 -0,064 15942,9 0,0093 -44668,9 -0,6651 
. . . . . . . 
. . . . . . . 
. . . . . . . 
. . . . . . . 
. . . . . . . 
Sept’15 -33125 0,0048 23869,6 0,0066 -21440,4 0,0596 
Okt’15 16039 0,0178 12783,1 0,0062 14186,6 0,2268 
Nov’15 -64211 0,0608 12047,5 0,0062 -58500,6 0,7702 
Des’15 15578 0,0059 14126,4 0,0076 13107,0 0,0680 
Jan’16 25567 -0,214 13681,1 0,0064 21858,6 -2,674 
Feb’16 90577 -0,074 16423,9 0,0259 70677,8 -0,465 









Lampiran 14. Syntax Uji Portmanteau Autocorrelation Model 
VAR(2)-CCC GARCH(1,1) 
 





> #Model VAR(2)-CCC GARCH(1,1) 
 
> #Membuat Matriks Estimasi Nilai Epsilon 
> e1=Data[,5] 
> e2=Data[,6] 
> Epsilon <- cbind(e1,e2) 
> Epsilon 
 
> #Uji Portmanteau 
> library(portes) 







Lampiran 15. Syntax Q-Q Plot Sisaan Model VAR(2)-CCC 
GARCH(1,1) 






> #Q-Q Plot 
> qqnorm(Maha, ylab="Mahalanobis",main="Q-Q P
lot Sisaan Model") 
> qqline(Maha, ylab="Mahalanobis",main="Q-Q P
lot Sisaan Model",col=2,lwd=2) 
 
 
> #Koefisien Korelasi QQ Plot 
> xt=Data[,7] 
> qt=Data[,4] 
> yt <- cbind(xt,qt) 
> yt 
> cor(yt) 
          xt        qt 
xt 1.0000000 0.9033445 
qt 0.9033445 1.0000000 
 
 
 
78 
 
