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Abstract
Multi-task transfer learning based on pre-trained language
encoders achieves state-of-the-art performance across a range
of tasks. Standard approaches implicitly assume the tasks, for
which we have training data, are equally representative of the
tasks we are interested in, an assumption which is often hard
to justify. This paper presents a more agnostic approach to
multi-task transfer learning, which uses automated curricu-
lum learning to minimize a new family of worst-case-aware
losses across tasks. Not only do these losses lead to better
performance on outlier tasks; they also lead to better perfor-
mance in zero-shot and few-shot transfer settings.
Introduction
Multi-task learning is the problem of minimizing the average
error across n tasks, as measured on held-out samples, and
motivated by the observation that sometimes learning a sin-
gle model with partially shared parameters performs better
than n single-task models. In the learning-to-learn setting,
we worry about our error on a task n+ 1. Both of these set-
tings apply to randomly initialized base learners, as well as
architectures pre-trained on yet another task(s). In learning-
to-learn, the new task n + 1 is assumed to come from an
ambiguity set defined by the n tasks.
Unsurprisingly, most approaches to multi-task learning
minimize the average loss across the training samples avail-
able for these tasks. This does not always lead to the best
solution, however, since the relations between loss and er-
ror may differ across tasks. Several off- and online methods
for normalizing these relations have been proposed (Chen
et al. 2018; Bronskill et al. 2020), but even with this, mini-
mizing average loss across tasks has two disadvantages: (a)
Performance on outlier tasks may be very poor (Zhang, Ye-
ung, and Xu 2010; Hernandez-Lobato, Hernandez-Lobato,
and Ghahramani 2015); and (b) in the learning-to-learn set-
ting, minimizing average loss is only optimal if the task se-
lection is unbiased (Wolpert 1996; Oren et al. 2019; Zhou
et al. 2020).
Minimizing the worst-case loss across tasks instead of
the average loss, in theory solves these two problems,
which is why this approach is popular in algorithmic fair-
ness (Hashimoto et al. 2018) and domain adaptation un-
der covariate shift assumptions (Duchi, Hashimoto, and
Namkoong 2020). In some multi-task settings, it is possible
to directly modify the loss that is minimized in multi-task
learning (Mehta, Lee, and Gray 2012), but this is for exam-
ple not possible in the common approach to multi-task learn-
ing where each batch is sampled from one of n tasks at ran-
dom (Caruana 1997; Baxter 2000). We present a more gen-
eral approach to multi-task learning with worst-case-aware
loss minimization, instead relying on automated curriculum
learning (Graves et al. 2017).
Contributions We present an automated curriculum
learning approach to robust multi-task transfer learning. Our
approach is general and parameterizes a family of worst-
case-aware objectives, with minimax and loss-proportional
minimization at the two extremes. In a series of experiments
on the GLUE multi-task benchmark (Wang et al. 2018), we
show that several of these objectives lead to better perfor-
mance on the benchmark itself, but more importantly, also
lead to much better (zero-shot and few-shot) generalization
to other out-of-domain data sets.
Worst-Case-Aware Multi-Task Curriculum
Learning
In multi-task learning, we minimize a loss over a set of n
related tasks:
min
θ
`(θ) = min
θ
fi≤n`i(θ) (1)
where `i(θ) is the loss of the i-th task, and f is some function
combining the task-specific losses. Most multi-task learning
algorithms simply use
∑
(·) for f(·), but often task losses
are weighted to compensate for differences in data set sizes
and complexities (Stickland and Murray 2019). Mehta, Lee,
and Gray (2012), in contrast, explore the ‖`i(θ)‖j family
of losses for multi-task learning, i.e., of minimizing the `i-
norm of the loss vector, with `1 equivalent to the standard
average loss, and `∞ corresponding to worst-case minimiza-
tion over the n tasks.
If the tasks and datasets are sampled i.i.d., minimizing∑
i≤n `i(θ) or ‖`1(θ)‖j makes sense, but if not, minimiz-
ing average error is unlikely to generalize well. In practice,
moreover, some tasks may be easier to learn than others,
and their loss may decrease quickly, whereas the loss for
other tasks will decline more gradually. Common sampling
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Figure 1: THE ARCHITECTURE OF WORST-CASE-AWARE MULTI-TASK CURRICULUM LEARNING. The architecture con-
sists of the sampler, buffer, trainer and the multi-task model. The trainer samples data batches for k times at each round, evalu-
ated by the neural architecture and then cached in the buffer. The buffer consists of n first-in first-out queues. The trainer adopts
worst-case-aware strategy to select the task according to average loss in the buffer for the training of the neural architecture.
techniques will likely result in overfitting on some tasks and
under-fitting on others. Finally, optimizing for one task may
impair performance of another task. Minimizing the average
loss over n tasks leads to better average performance (if data
is i.i.d), but provides no guarantees for worst-case perfor-
mance. All of this motivates more dynamic training strate-
gies that pay attention to tasks on which our joint model per-
forms poorly. We refer to such training strategies as worst-
case-aware strategies.
We argue it makes more sense to minimize a worst-case
loss when the task selections or the datasets are biased, and
all we can assume is that the tasks at hand are members of
an ambiguity set from which future tasks will also be sam-
pled: Assume, for example, that tasks are sampled from an
unknown α-ball of distributions with uniform probability
(Kuhn et al. 2019; Yue, Kuhn, and Wiesemann 2020). We
can assume that each observed task is within the α-ball. In
other words, our best estimate of the center of the α-ball is
not, for example, the Gaussian mean over tasks, but simply
their centroid. Worst-case minimization minimizes the ex-
pected worst-case loss within this α-ball.
The approach in Mehta, Lee, and Gray (2012) is based on
computing norms over batches composed of data from mul-
tiple tasks. Such an approach would interact heavily with
batch size and batch normalization, which are key hyper-
parameters in deep learning. We instead propose a much
simpler wrapper method, in which the departure from the
standard multi-task objective is delegated to a multi-armed
bandit used for sampling data batches during training. The
multi-armed bandit is trained to optimize a worst-case aware
loss. We call this worst-case-aware multi-task curriculum
learning.
Architecture
In the remainder of this section, we describe our approach
in detail. Our family of loss functions will be different
from Mehta, Lee, and Gray (2012). Instead of introducing
a continuum from `1-loss to `∞-loss, we introduce a con-
tinuum from (minimax) `∞-loss to loss-proportional loss,
i.e., a stochastic, adaptive form of worst-case optimization.
The entire continuum is worst-case-aware and, from an op-
timization perspective, represents degrees of stochastic ex-
ploration. Our overall architecture is presented in Figure 1.
Our architecture consists of four parts: the sampler, the
buffer, the trainer, and the model itself. The sampler, i.e., a
multi-armed bandit, selects data batches from the n tasks
by revising an automated curriculum learning policy, and
the losses associated with these batches are then evaluated
by the multi-task learning model. The buffer maintains n
fixed-length queues to cache the sampled data and their loss
values according to the current model. The trainer chooses
a task that is worth optimizing for the multi-task learning
model to update the parameters of the model and sends re-
wards to the sampler. We describe our approach to curricu-
lum learning in detail in the next section. Since most state-
of-the-art architectures in natural language processing rely
on pre-trained language encoders, we will assume the multi-
task learning model is, in part, initialized by pre-training
with a masked language modeling objective (Devlin et al.
2019). Specifically, we adopt MT-DNN (Liu et al. 2019) as
our multi-task learning architecture; see paper for details.
We will evaluate our n-task fine-tuned model on the n tasks,
as well as new tasks (n + 1), with and without additional
data for fine-tuning. We refer to the latter scenarios as few-
shot and zero-shot transfer learning. We will not explore the
impact of pre-training on the learned curricula in this paper,
but preliminary experiments suggest that effects of worst-
case aware learning on generalization are even stronger in
randomly initialized networks.
Algorithm 1: sampler(pi,w,Q)
1 for τ = 1, 2, · · · , k do
2 Take action aτ = i by sampling i ∼ pi(t) ;
3 Select data B(τ)i and calculate loss `
(τ)
i ;
4 Push tuple (B(τ)i , `
(τ)
i ) to queue Qi ;
5 end
6 i˜ = Trainer.ChosenIndex(Q) ;
7 for i = 1, 2, · · · , n do
8 if task i ∈ [a1, a2, · · · , ak] then
9 Calculate r(t)i according to i˜ ;
10 Update w(t+1)i using Equation (6) ;
11 end
12 end
13 Empty(Qi˜)
Worst-Case-Aware Curriculum Learning
The performance of a multi-task neural network trained on
data from n tasks on task i, is sensitive to how often and
when the network saw data sampled from task i (Glover and
Hokamp 2019; Stickland and Murray 2019). The standard
approach is to sample batches uniformly at random from the
n tasks. In this paper, we use a multi-armed bandit with n
arms (Bubeck, Munos, and Stoltz 2008) – one for each task
– to learn curricula in an online fashion. Our approach is
loosely inspired by Graves et al. (2017).
Our algorithm is presented in Algorithm 1 and consists of
three steps:
Step 1: Populating the Buffer This is the step in lines 2–
6 of Algorithm 1. The sampler selects a sequence of k arms
(out of a total of n arms, and overR rounds) leading to a total
of kR steps with (1 ≤ aτ ≤ n): a11 . . . a1k . . . aR1 , . . . aRk .
In the tth step, if the ith arm is selected, a batch of data B(τ)i
– or simply bτ – is sampled from task i (line 2). Selecting
the ith arm in the τ th action yields a pay-off rτ by evalu-
ating the loss `(τ)i of the multi-task model on the data batch
(line 3). The batch bt and its loss `
(τ)
i are stored in the buffer,
i.e., n queues of maximum length m. Specifically, (bτ , `
(τ)
i )
is pushed to the queue Qi (line 4). The buffer thus contains
data instances across n queues that are deemed good under
φ, from which the multi-task trainer selects its training data
by either sampling a task i with likelihood proportional to
the average loss in Qi, or simply the task with the highest
loss. See Step 2 for details. The arms are selected stochasti-
cally according to a policy pi.
This procedure is repeated k times at each round, and the
sampler updates its policy after receiving rewards from the
trainer.
Step 2: Worst-Case-Aware Training In multi-task learn-
ing with n tasks, it is common practice to minimize
the sum of losses across the n tasks; i.e., minθ `(θ) =
minθ
∑
i≤n `i(θ). This is typically implemented by uni-
formly sampling data across tasks during training. An-
other approach is to sample size-proportionally (Glover and
Hokamp 2019; Stickland and Murray 2019), i.e., to rely on
a weighted sum,
∑
i≤nNi`i(θ), where Ni is the size of the
training set for task i. We instead present a general class of
worst-case-aware minimization strategies parameterized by
the parameter φ ∈ [0, 1]. Our worst-case-aware minimiza-
tion strategy can be defined as:
min `(θ) =
 min maxi(`i(θ)), p < φmin `i˜(θ), p ≥ φ, i˜ ∼ P` (2)
where p is a randomly generated real number in [0, 1); P`
is the probability distribution of the current, normalized task
losses, i.e., `i∑
j≤n `j
; and i˜ is the index of the task that is
chosen by our strategies, either because it is the task with
the highest loss (when p < φ), or when it is stochasti-
cally sampled with the probability of its normalized task loss
(when p ≥ φ). If φ equals 1, our trainer just optimizes for
the worst-case task. If φ equals 0, the strategy samples loss-
proportionally. In practice, the loss of task i is approximated
by the average loss of the batches for that task in the buffer.1
`i(θ) = vi · 1|Qi|
∑
`
(j)
i (θ)∈Qi
(`
(j)
i (θ)) (3)
where vi is the hyper-parameter representing the weight of
the task, which can be simply all set to 1 if tasks are treated
equally.
Step 3: Updating pi Since rewards will change dynami-
cally throughout learning, we adopt the fixed share method
(Herbster and Warmuth 1998) to mix in weights additively.
The sampling policy pi in t-th round is:
pi
(t)
i = (1− γ) ·
w
(t)
i∑
j≤n w
(t)
j
+
γ
n
(4)
where γ is an egalitarianism factor which balances the
explore-exploit trade-off.
If the arm i is selected in a round with k actions,
r
(t)
i =

|Q(t)i |−|Q(t−1)i |
maxj(|Q(t)j |−|Q(t−1)j |)
, i = i˜
− |Q
(t)
i |−|Q(t−1)i |
maxj(|Q(t)j |−|Q(t−1)j |)
, i 6= i˜
(5)
where | · | means the count of the queue, and i˜ is the index
of the task that is chosen by the trainer. Note the reward r(t)i
1The batches in the buffer are not re-evaluated once they are in,
in order to speed up training. The loss of new batches is always
computed using the current model, and old batches that are not
selected are eventually replaced with batches with loss values based
on recent models.
Dataset #Train #Test #Class Metrics Task Domain Classifier
GLUE tasks
CoLA 8.5k 1k 2 Matthews corr. Acceptability General -
SST-2 67k 1.8k 2 Accuracy Sentiment Movie Reviews -
MRPC 3.7k 1.7k 2 Accuracy/F1 Paraphrase News -
STS-B 7k 1.4k 1 Pearson/Spearman corr. Sentence Similarity General -
QQP 364k 391k 2 Accuracy/F1 Paraphrase Community QA -
MNLI 393k 20k 3 Accuracy NLI General -
QNLI 105k 5.7k 2 Accuracy NLI/QA Wikipedia -
RTE 2.5k 3k 2 Accuracy NLI Wikipedia -
Transfer learning tasks
IMDB 25k 25k 2 Accuracy Sentiment Movie Reviews SST-2
Yelp-2 56k 38k 2 Accuracy Sentiment Yelp Reviews SST-2
SICK-R 5k 5k 1 Pearson/Spearman corr. Sentence Similarity General STS-B
SICK-E 5k 5k 3 Accuracy NLI General MNLI
SNLI 55k 10k 3 Accuracy NLI General MNLI
SciTail 24k 2.1k 2 Accuracy NLI Science RTE
WikiQA 20k 6k 2 MAP/MRR QA Wikipedia QNLI
Table 1: DATASET CHARACTERISTICS. STS-B and SICK-R are regression tasks, while the rest are classification tasks. We
use SciTail’s development set for evaluation, since the test set labels are not public available. IMDB: (Maas et al. 2011);Yelp-
2: https://www.kaggle.com/yelp-dataset/yelp-dataset; SICK-R/E: (Marelli et al. 2014); SNLI: (Bowman et al. 2015); SciTail:
(Khot, Sabharwal, and Clark 2018); WikiQA: (Yang, Yih, and Meek 2015).
does not depend directly on the loss `i, but the losses ` are
used to select i˜ in Step 2, which subsequently determines the
reward.
With r(t)i , w
(t+1)
i is then updated (Algorithm 1, line 10):
w
(t+1)
i = w
(t)
i × exp {
γ
n
· r
(t)
i
pi
(t)
i
} (6)
The initial value of every w(0)i is set to 1 such that each arm
is sampled with the same probability at the initial stage.
Experiments
Datasets
We evaluate our approach on the General Language Under-
standing Evaluation (GLUE) benchmark (Wang et al. 2018),
which is widely used to evaluate approaches to multi-task
natural language understanding (Liu et al. 2019; Clark et al.
2019; Stickland and Murray 2019), as well as a number of
other datasets that represent the same task as one of the
GLUE datasets, but using data from a different domain. The
GLUE benchmark contains nine (9) tasks, including accept-
ability judgements, sentiment classification, text paraphras-
ing, natural language inference (NLI), question answering
(QA), etc. The upper part of Table 1 presents some ba-
sic statistics about these 8 GLUE tasks (WNLI task is ex-
cluded). In addition, we select seven (7) extra datasets to
evaluate how our models generalize in zero-shot and few-
shot applications to new datasets. The datasets are assumed
to be samples from the α-ball within which we are minimiz-
ing the expected worst-case loss. As mentioned, each task is
similar in format and objective to at least one of the original
GLUE tasks. We present the data characteristics of the new
datasets in the lower part of Table 1, and list the GLUE tasks
they correspond to, and whose trained classifier we will rely
on in our experiments, in the last column of the Table.
Sampling Strategy Avg.
piRANDOM † 79.1
piTASK SIZE † 74.9
piEXP3.S † 78.9
piC † 80.5
PALS (sqrt) ‡ 81.0
PALS (anneal) ‡ 81.7
Our model (φ = 0) 83.9
Our model (φ = 1) 84.3
Our model (φ = 0.5) 84.2
Our model (φ = 0→ 1) 83.8
Table 2: COMPARISON OF SAMPLING STRATEGIES us-
ing GLUE development sets. †From Glover and Hokamp
(2019). ‡From Stickland and Murray (2019). The results of
the four different approaches to worst-case-aware multi-task
learning are not significantly different after Bonferroni cor-
rection.
Model CoLA SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE Avg.8.5k 67k 3.7k 7k 364k 393k 108k 2.5k 634
BERTBASE† 52.1 93.5 84.8/88.9 87.1/85.8 89.2/71.2 84.6/83.4 90.5 66.4 80.0
MT-DNNBASE‡ 44.1 93.4 84.6/88.8 85.0/84.2 88.4/70.5 84.1/83.3 90.8 76.2 79.9
PALS(Stickland and Murray 2019) 51.2 92.6 84.6/88.7 85.8/- 89.2/71.5 84.3/83.5 90.0 76.0 80.4
piC (Glover and Hokamp 2019) 48.5 93.1 83.7/88.0 80.7/80.6 88.7/70.4 83.5/83.1 90.5 74.5 79.5
φ = 0.5 48.0 92.9 86.0/89.8 87.7/86.8 88.8/71.2 84.6/83.2 90.9 75.2 80.8
ANNEAL-φ 48.8 92.7 85.4/89.2 87.3/86.4 88.1/70.0 84.5/82.8 91.0 75.3 80.6
Table 3: IN-DOMAIN RESULTS ON GLUE TEST SETS. †Single-task training results from (Devlin et al. 2019). ‡Results of re-
running the code provided by Liu et al. (2019) without second-stage fine-tuning for the individual task. We note our approach,
across all settings of φ, performs on par with or better than MT-DNNBASE baselines, with generally better performance on
smaller tasks. We show below that our approach also leads to much better generalization.
Baselines
The baselines used for comparison in this paper all use
BERTBASE as the encoder. The main differences are the sam-
pling and training strategies used: MT-DNN (Liu et al. 2019)
uses a size-proportional sampling strategy; Glover and
Hokamp (2019) propose learning a sampling policy using
counterfactual estimation (denoted as piC ), and compare it
to uniformly random sampling piRANDOM , size-proportional
sampling (piTASK SIZE ) and automated curriculum learning
(piEXP3.S ) (Graves et al. 2017); Stickland and Murray (2019)
present PALS, using an annealed sampling strategy, which
changes from size-proportional sampling to uniformly ran-
dom sampling during the training procedure. They also com-
pare the method to the square-root-size-proportionally sam-
pling strategy. In Table 2, we compare the different sam-
pling strategies. Since our worst-case-aware sampling strate-
gies are not significantly different, we hedge our bets and
rely on φ = 0.5 and φ = 0 → 1 in our remaining experi-
ments; we refer to these as φ = 0.5 and ANNEAL-φ.
Experimental Setups
Our implementation is based on the open-source implemen-
tation of MT-DNN.2 The original MT-DNN code adopts
a size-proportional sampling strategy, but we replace this
with our automated curriculum learning strategy. We also
use BERTBASE as our pre-trained encoder for comparability.
Our hyper-parameters were optimized on the GLUE devel-
opment sets: We initialize the task-specific weights wi to 1
at the beginning of each epoch. The weight vi of loss is set
to 1. The batch size is set to 8, and the gradient accumulation
step is set to 4. The γ value in automated curriculum learn-
ing is set to 0.001. The number k of actions in a round is set
to twice the number of tasks, which is 16. At the beginning
of each round, we push one data batch per task to the queue,
in case the queue of a task is empty when the trainer selects,
this is excluded in the calculation of rewards. The capacity
of the queue in the buffer is set to 50. We report results with
φ set to 0, 0.5 and 1 respectively, as well as with increasing
φ from 0 to 1 by 0.15 per epoch. All other hyper-parameter
values were adopted from (Liu et al. 2019) without further
2https://github.com/namisan/mt-dnn
optimization. Our code will be publicly available.3
Note, again, that our method is designed for zero-shot and
few-shot transfer learning, and we are therefore mainly in-
terested in out-of-domain performance. In our domain trans-
fer experiments, we either evaluate our models directly on
unseen domains or randomly select 1% and 10% of the tar-
get domain training set. We refer to the unsupervised do-
main adaptation scenario as zero-shot, and the scenarios
with limited supervision as few-shot. Note our models are
trained with worst-case-aware multi-task learning, but not
fine-tuned for the target task. For few-shot learning, we re-
peat our experiments five (5) times and report average scores
to reduce the variance that results from randomly subsam-
pling the training data.
In-Domain Results
To sanity check our system, we submitted our result files
to GLUE online evaluation system;4 the results are shown
in Table 3. The first row shows the result of fine-tuning the
BERTBASE model on each single task separately, followed by
the result of MT-DNNBASE model trained on all tasks. We
can see that compared with single-task learning, the MTL
model is comparable in terms of four tasks with large data
volume (SST-2, QQP, MNLI and QNLI), and shows sub-
stantial improvement on RTE task, due to its shared encoder
that contains the information from similar MNLI and QNLI
tasks. However, the performance on the outlier task, such
as CoLA, has been significantly undermined. This shows
that MTL models with size-proportionally random sampling
strategy pay more attention to dominant tasks (e.g. tasks
with large amount of data) than the out-of-domain tasks,
which is consistent with the findings by (Liu et al. 2019;
Glover and Hokamp 2019).
The lower part of Table 3 shows the results of our mod-
els using the worst-case-aware minimization strategies. It
can be seen that our models are comparable with the MT-
DNN model and achieve better performance on some small
datasets, such as CoLA, MRPC and STS-B, which demon-
strates that our sampling and training strategies have the
3github.com/anonymous
4https://gluebenchmark.com/
ability to balance the training between the dominant task and
the outlier task.
Domain Transfer Results
Table 4 presents our transfer learning results after fine-
tuning on 0% of the training data for the new task (zero
shot), or 1% or 10% of it (few shot). In the zero-shot set-
ting, our models are considerably better than the MT-DNN
models, across different φ values, especially for SICK-R/E
and SciTail tasks. In the few-shot setting, we see the same
trend. Compared to the MT-DNN model, our models still
perform much better on small tasks (SICK-R/E, SciTail and
WikiQA) and slightly better on average. The gap between
our models and the original MT-DNN models narrows as
more training data is available.
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Figure 2: SAMPLING PROBABILITY OF TASKS PER EPOCH.
Figure (a) shows the (normalized) sampling probabilities
per epoch; Figure (b) the (normalized) number of iterations
per task in each epoch relative to dataset size. Two hori-
zontal dash-dotted lines correspond to uniform (a) and size-
proportional (b) sampling, respectively. Comparing (a) and
(b), we see, for example, that QQP is sampled more than it
would with uniform sampling, but less than it would with
size-proportional sampling.
Figure 2 shows statistics of each task selected by the
trainer during the training process. In Figure 2a, the sam-
pling probability of each task is initially proportional to the
size of the training data (except for the STS-B, which uses
numerically larger mean squared error loss; see Figure 3).
When we inspect the number of times a task was selected
(iterations) across epochs, curves cluster in two groups of
four (4) tasks; see Figure 2b. Tasks in the lower cluster have
relatively large amounts of data, and the curves gradually
converge to around 1. On the contrary, tasks in the upper
cluster have small amounts of data, and their datasets are
queried several times per epoch. Note that our approach does
not explicitly take dataset size into account.
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Figure 3: LOSS CURVES. Strict worst-case minimization (b)
synchronizes loss curves.
Figure 3 shows the trend of training loss of each task when
φ is set to two extremes 0 and 1. If φ equals 0, the task is
sampled loss-proportionally. The loss for some tasks drops
quickly, but they can still be selected by the trainer, therefore
curves are apart from each other. On the contrary, the trainer
selects the worst-case task when φ equals 1. Once the loss
of a task is not the maximum, it will not be selected by the
trainer, as a result, the curves are close to each other.
Related Work
Sampling strategies for multi-task learning While most
previous work in multi-task learning relies on uniform or
proportional sampling, more sophisticated sampling tech-
niques have been proposed. Stickland and Murray (2019)
presents square root sampling, which balances uniform
and proportional sampling, as well as annealed sampling,
which gradually moves from one to the other across train-
ing epochs. Xu et al. (2019) use language models to assign
weights to data before sampling. None of this work evalu-
ates the robustness of sampling strategies in domain transfer
scenarios.
Multi-task curricula Guo, Pasunuru, and Bansal (2019)
use Bayesian optimization to learn a fixed curriculum for
Setting Model IMDB Yelp-2 SICK-R SICK-E SNLI Scitail WikiQA Avg.
25k 56k 5k 5k 55k 24k 20k
Zero
Shot
(0%)
MT-DNNBASE 85.1 86.2 80.7/79.3 50.4 78.8 77.4 78.8/79.6 76.7
φ = 0.5 86.2 88.2 83.0/79.4 57.1 79.7 80.6 78.5/79.3 78.8
ANNEAL-φ 86.1 87.7 82.1/78.7 56.1 79.9 82.3 81.9/82.5 79.3
Few
Shot
(1%)
MT-DNNBASE 87.0 91.9 82.9/79.1 82.0 85.2 87.5 79.7/80.8 85.0±0.49
φ = 0.5 86.8 92.1 85.6/80.0 85.0 85.0 87.4 79.9/80.8 85.6±0.32
ANNEAL-φ 86.7 92.0 85.0/79.4 85.7 84.9 88.1 82.1/82.9 86.0±0.17
Few
Shot
(10%)
MT-DNNBASE 88.7 94.3 86.8/81.9 87.2 88.1 91.6 83.1/84.4 88.3±0.09
φ = 0.5 89.0 94.2 87.8/82.6 87.4 87.8 92.4 83.1/84.0 88.5±0.10
ANNEAL-φ 88.7 94.2 87.3/82.1 87.4 87.7 92.0 84.5/85.5 88.5±0.14
Table 4: MAIN RESULTS (DOMAIN TRANSFER). Our models have great advantages in zero-shot and few-shot learning settings,
although the gap narrows as the data volume increases. Few shot results are averages over five (5) repeated experiments to reduce
the variance from random subsampling.
multi-task learning problems derived from the GLUE bench-
mark. Glover and Hokamp (2019) evaluate fixed curricula,
as well as the automated curriculum learning approach in
Graves et al. (2017), on the GLUE benchmark and show
how this approach can be improved by counterfactual pol-
icy estimation. Zaremoodi and Haffari (2020), in contrast,
formulate the curricular as a Markov decision process and
adopt oracle policy to adaptively and dynamically select dif-
ferent tasks.
Robust curricula We are not the first to use automated
curriculum learning to minimize a worst-case loss. Cai, Liu,
and Song (2018) learn curricula of adversarial examples
generated by attacks. Sharma et al. (2018) also present three
worst-case-aware algorithms for learning multi-task curric-
ula, which they evaluate on stochastic computer games,
quite different from the GLUE benchmark: Two of them use
multi-armed bandits to update the sampling distribution by
the end of each episode. The reward used to train the multi-
armed bandit is the normalized task performance of the three
(currently) worst tasks. Apart from the fact that the learning
problem considered here is very different from theirs, our
approach also differs from theirs in that we use a more gen-
eral loss function instead of relying on the top-3 heuristic.
Conclusion
In this work, we introduce a worst-case-aware approach to
automated curriculum learning for zero-shot and few-shot
applications of multi-task learning architectures. Our mod-
els achieves competitive or slightly better average perfor-
mance on the GLUE benchmark and, more importantly, im-
proves generalization to out-of-domain tasks in zero-shot
and few-shot settings. Our approach also generally leads to
better performance on small tasks. We analyze the learning
dynamics of automated curriculum learning in this context
and show how it learns a very different sampling strategy
from commonly used baseline heuristics.
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