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In this paper we describe and analyse an algorithm for solving the satisfiability problem. If E 
is a boolean formula in conjunctive normal form with n variables and r clauses, then we will show 
that this algorithm solves the satisfiability problem for formulas with at most k literals per clause 
in time O(]F[. a~), where a k is the greatest number satisfying ak=2-  1/a~ I (in the case of 
3-satisfiability a 3 = 1,6181). 
1. Introduction 
The problem whether a boolean formula F in conjunctive normal form (CNF) is 
satisfiable is known as the satisfiability problem and will be denoted by SAT. If  the 
number of literals in each clause of a formula is restricted by k, the satisfiability pro- 
blem for such formulas is denoted by k-SAT. 
SAT and 3-SAT were the first problems, which have been shown to be NP- 
complete (see [1]). The related problem 2-SAT can be solved in linear time (see [5]). 
The NP-completeness of SAT and k-SAT, for k -  3, is a strong argument that there 
don't  exist algorithms, which solve these problems in polynomial time. There has 
been done a lot of work in the past studying the behaviour of algorithms to solve 
SAT and k-SAT. Most of this work deals with the average case and with the pro- 
babilistic analysis of different versions of the Davis-Putnam procedure (DPP) 
under several instance distributions. In [3] and in [4] polynomial average case results 
for SAT are shown, where in [2] for some class of distributions a weaker form of 
DPP is shown to require exponential time with probability 1. 
We will present in this paper an algorithm for SAT and analyse its worst case 
complexity. The algorithm is based upon branching techniques. 
It is clear that SAT can be solved within time O(]F] • 2n), where IF] is the length 
of the encoding of the formula F and n the number of its variables. Our algorithm 
has a worst case complexity which is strictly better than 2 n. It solves k-SAT for 
k_> 3 in time O([F[ • a~ ), where ak is the greatest number satisfying ak  = 2 -- 1 /a~-  1 
We get for example 
a3 = 1,6181, a4~1,8393, as-~ 1,928, a6 = 1,966. 
We will use the following notions in this paper. 
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Let V= {al . . . . .  an} be a set of  boolean variables and L = {as,as . . . . .  an,gtn} be the 
corresponding set of  literals. I f  L'c_ L, then we denote 
lit(L') := {a,a[ a~L '  or a~L '} .  
A disjunction c= (XlV--. vxt) of  literals xi eL  is called a clause. As usual we de- 
mand that a literal occurs at most once in a clause and a clause doesn't  contain both, 
a literal x and its negation ~. We represent c by the set {xl . . . . .  xt} of  literals in c. 
A conjunction F= cl A".ACr of  clauses is called a formula in conjunctive normal 
form (CNF). We represent F by the set {Cl,..., Cr} of  its clauses. By [] we denote 
the empty clause, which is unsatisfiable by definition and by 0 the empty formula, 
which is a tautology by definition. 
Let k, n, r ~ N. Then Kk(n, r) denotes the set of  all CNF-formulas F which contain 
at most n variables and r clauses for which each clause c ~ F has at most k literals. 
Set K(n,r):= Uk~N Kk(n,r) and K := U .... N K(n,r) is the set of  all CNF-formulas.  
A truth assignment t :L-- ,{true,false} satisfies a formula F~K iff 
Vc ~ F: fix ~ c: t(x) = true. 
2. A branching algorithm for solving k-SAT 
The algorithm which we will describe and analyse in this chapter is based upon 
branching at a clause as follows. 
Let F~K~(n,r) and c= {Xl ..... xl} eF,  l<_k. If  there is a satisfying truth assign- 
ment t for F, then particularly t must satisfy c. So we will split F into the following 
1 formulas F 1 . . . . .  F t, which are computed according to the following l truth 
assignments satisfying e. 
F 1 
F2: 
Ft: 
X 1 = ture, 
X 1 -~ false, x2 = true, 
Xl . . . . .  XI- I = false, X z = true. 
Trivially F is satisfiable iff at least some F i, 1 <_i<_l, is satisfiable. Moreover 
F 1CKk(n - 1, r -  1), FzeKk(n -2 ,  r -  1) . . . . .  Ft6Kk(n - l , r -  1). Define by Tk(F) the 
running time of the recursive algorithm based upon the above branching technique. 
Set 
Tk (n, r) := max{ Tk(F) I F~ Kk(n, r)}. 
Then Tk(n,r) satisfies the recurrence relation 
Tk(n,r)<_c for n<k,  
k 
T~(n,r)<q(k,r)+ ~ Tk(n--i,r--1) for n>k.  
i -1  
where q(k,r) is some polynomial. 
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It can be shown by induction on n that 
Tk(n,r)=p(k,r)f l  ~, for some ilk<2, and some polynomial p. 
Here the smallest flk which can be chosen is the greatest number satisfying 
fl~ = 2 -  1/fig. We get for example in the cases 
,~3 ~ 1,8393, f14-- 1,928, fls-- 1,966. 
In order to obtain an algorithm based upon this branching, which has the an- 
nounced worst case running time, we have to do some extra work. We will use the 
notion of an autark truth assignment, which is defined as follows. Let L'c_ L and 
t: lit(L')--*{true, false} be a truth assignment. Then t is called autark in F iff 
Vc ~ F: c N lit(L') :~ 0 ~ ~/x ~ c n lit(L'): t(x) = true. 
The importance of the notion autark for our approach is based upon the follow- 
ing consideration. If t: l it(L')~ {true, false} is autark in F, then all clauses ce F with 
c n lit(L') ~ 0 are simultaneously satisfied by t without having fixed any of the literals 
not in lit(L'). If t is not autark in F, then there is a clause c e F such that cA lit(L') ¢ 0 
and Vxecn l i t (L ' ) : t (x ) : fa lse .  Thus the formula F',  which is computed by 
evaluating F according to t contains the clause c '=c- l i t (L ' )  and [c' 1 < Icl. 
The analysis of the algorithm presented below is based on the fact that when we 
evaluate a formula from Kk(n, r) then every branching step which is preceeded also 
by a branching step leads to at most k -  1 subproblems. In order to guarantee this 
we need the notion autark. We determine a shortest clause and investigate whether 
one of the truth assignments defined by this clause in the above sense is autark. If 
this is the case, then we can use this truth assignment and we don't have to branch 
in this step. Otherwise we branch and we know that all the formulas generated by 
this branching contain a clause of length at most k -  1. The analysis will show that 
this behaviour is sufficient to guarantee our estimation. The constants ak are 
chosen in such a way that a~ determines the growth of the sequence of generalized 
Fibonacci numbers xl ... . .  xn .... which are defined by the recurrence relation 
xn=2 n for O<_n<_k-2 and xn=xn lq-"'q-Xn_k+l for n>k-1 .  Therefore the 
autarky tests make it possible to replace in the worst case estimation flf = a~:+l by 
a~. We have to pay for this improvement of the worst case bound by a slightly in- 
creased running time per branching step. Note that we do not investigate whether 
there exists some autark truth assignment but we look whether some given truth 
assignment is autark. The complexity of this test is of the same order than the com- 
plexity of the corresponding branching step. 
Algorithm 
Input FEK(n, r) 
Output. satisfiable, if F is satisfiable 
unsatisfiable, otherwise 
Procedure BSAT(F); 
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begin 
1. if F= 0 then return F satisfiable; 
2. if [] eF  then return F unsatisfiable; 
3. determine a shortest clause {xl . . . . .  xt} ~F  and its length l; 
4. notaut :=true;  i := 1; 
while i_< I and notaut do 
if x I . . . . .  x i_ 1= false, x i=true  induces an autark truth assignment on 
lit({xl . . . . .  xi}) 
then begin 
F '  := {cs  F] c f) lit({Xl . . . . .  xi} ) = 0}; 
notaut := false; 
BSAT(F ' ) ;  
if F '  satisfiable then return F satisfiable 
else return F unsatisfiable 
end else i : = i + 1; 
5. if notaut then 
begin 
unsat := true; i := 1; 
while i< l  and unsat do 
begin 
F i :={c-{x  1 . . . . .  xi_l ,Xi} [c~F,  cN{X 1 . . . . .  Xi_l ,xi} =0}; 
BSAT(Fi); 
if Fi satisfiable 
then begin 
unsat := false; return F satisfiable 
end else i := i + 1; 
end; 
if i = l + 1 then return F unsatisfiable 
end 
end; 
The meaning of the statements 1, 2 and 3 is clear. Now let {xl . . . . .  xl} be the 
branching clause determined in 3. In statement 4 it is tested whether there is some 
i, 1 _< i_< l, such that xl . . . . .  xi_ 1 = false, xi = true induces an autark truth assign- 
ment t for F. I f  there is such an i, then by definition of  the notion autark every 
clause c~F containing some x~lit({xl . . . . .  xi}) is satisfied by t. In this case the 
algorithm computes F '  by deleting all such clauses from F and calls BSAT with F ' .  
Statement 5 will only be executed if during the preceeding execution of  statement 
4 none of the tested truth assignments had turned out to be autark. Then BSAT is 
called with F i, computed in the same way as explained at the beginning of  this 
chapter, for i= 1, 2 .... in this order, until a first i is encountered such that F i is 
satisfiable. In this case F is also satisfiable. Or none of the Fi, l<_i<_l, is 
satisfiable, then F is unsatisfiable. 
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The correctness of this algorithm should be obvious. 
The next lemma shows an important property of statement 5. 
Lemma 1. Let FeKk(n ,  r). Then for  all subproblems F i generated in the while-loop 
o f  statement 5 there is a clause ci ~ Fi with ]ci] < k. 
Proof. If statement 5 will be executed, then the following must have happened ur- 
ing the preceeding execution of statement 4. For all 1 <_i<_l the truth assignment 
ti: l it({x 1 . . . . .  xi})~{true, false} induced by x~ . . . . .  Xi_l=false, x/=true is not 
autark in F. Thus there is a clause ceF  such that cNlit({x 1 .... .  xi}):~0 and 
Vx ~ cOl i t ({x I . . . . .  Xi}): ti(X ) = false. Thus cA {X" 1 .... .  xi 1, xi} = 0, and therefore 
c i :=c-{x  1 . . . . .  xi_l,Y~i}~Fi, where ci fulfills ]ci]<k. [] 
Lemma 2. The execution time of  BSAT between two successive calls is bounded by 
O(]F]), when applied to F~K.  
Proof. The bound certainly holds for the statements 1, 2 and 3. The execution time 
of statement 4 can also be bounded by O(]FI), for if we have tested without success, 
whether x~ . . . .  xi-  1 = false, xi = true induces an autark truth assignment for F, then 
we can compute whether x~ . . . .  xi=false, xi+~=true induces an autark truth 
assignment for F by looking only at the clauses containing one of the literals 
Xi,.~i,Xi+ 1, ) ( i+ 1- This is true since we can mark during the preceeding computation 
all clauses which are fulfilled by setting Xl . . . . .  xi 1 = false and all clauses which 
contain some xj, 1 <_j<_i-1, but are not fulfilled by this setting. 
Thus each literal in F is inspected at most twice and so the running time of state- 
ment 4 is bounded by O(IF]). Statement 5 can be treated in a similar way. [] 
Note that the autarkness test in BSAT, though not needed for the correctness of 
the algorithm, requires nearly the same amount of time as the branching statement. 
Thus the autarkness test may double the running time of the algorithm in the worst 
case. However it is possible to combine both the autarkness and the branching state- 
ment by 'looking ahead' one subproblem. The estimated running time of the 
algorithm changed this way can the shown to be of the same order as that of BSAT, 
while its running time never exceeds the running time of BSAT without the autark- 
ness test. On the other hand this can be achieved only for the price of using more 
memory, because we always have to remember two subproblems in the branching 
statement. 
In a series of tests an implemented version of BSAT found autark truth 
assignments rarely and then nearly always in case of testing the first truth assign- 
ment x~ = true. On the other hand tests have shown the number of recursive calls 
of our algorithm to be significantly smaller in the average compared with an 
algorithm based on the DPP-procedure in case of formulas with three literals per 
clause and n _ 20 variables. 
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In order to compute the running time of the algorithm BSAT it remains to com- 
pute the number T(F) of recursive calls BSAT has to perform to evaluate F. Define 
T~(n) := max{ T(F) ]FeKk(n, r)} and 
T~(n) := max{ T(F) I F e Kk(n, r), 2Ic ~ F: I cl < k}. 
Then the following holds. 
Lemma 3. 
Tk(O) = T~(O) = 1, 
t T/~(n)-max({ Tk(n- i )+ l l l < i<k-1}  U Il + i~=l T~(n-i) l  l < j<k-  l l  U {1} ). 
Proof. Let F~Kk(n,r). If F=0 or [~¢F,  then T (F )=I .  Now let {x I . . . . .  x/}, 
1 <_l<_k, be a shortest clause determined by statement 3. I f  2tc¢F: Icl<k, then 
l x  k -  1. Now assume that during the evaluation of statement 4 the truth assignment 
t for lit({xt . . . . .  xi}) induced by Xl . . . . . .  x i_ l=false,  x i=true is autark in F, 
1 <_i<_l. Then all clauses c~F with cNlit({xl . . . . .  xi})~O are satisfied by t. So the 
resulting formula F '  by which BSAT is called recursively belongs to the class 
Kk(n - i, r -  1) and therefore T(F) = T(F') + 1 < Tk(n -- i) + 1. 
I f  none of the above truth assignments is autark, then each generated subproblem 
Fi in the while-loop belongs to Kk(n-  i, r -  1) and contains by Lemma 1 a clause 
c i E F i with [cil < k. This implies 
/ / 
T(F) <_ 1 + ~ T(Fi) <_ 1 + ~ T{(n - i). [] 
i -1  i=1  
In the following we only consider the case k_>_3. 
In order to compute a bound for Tk(n ) we introduce two functions ~0(n) and ~,(n) 
bounding the functions Tk(n ) and T~(n). Let ¢p and ~ be defined as follows 
~o(0) = v / (0 )  = 1, 
¢p(n)=~,(n)=l+ ~ ~(n- i )  for l<_n<k-1 ,  
i=1 
~o(n) = max 1 + ~o(n - 1), 1 + ~ ~,(n - i) 
~=1 for n>_k. 
~,(n)=max 1 +(o(n-  1), 1 + ~ ~(n- i )  
i=1  
Obviously ~o(n) and ~(n) have the desired property. We will next show the follow- 
ing relation between ~o and ~. 
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Lemma 4. ~p(n)=2 ~u(n- 1) for  n>_ 1. 
Proof .  (By induction on n.) By a straightforward proof  it can be shown tha! 
~o(n) -- ~(n) = 2 n for n _> k - 1 and ~p(k) = 2 k. So for n _< k the lemma holds. Now let 
n > k. Then 
2 q/(n - 1) = gt(n - 1) + gt(n - 1) 
=~u(n-1)+max l+~o(n-2) , l+  ~ ~(n- l - i )  
i=1 
=~(n-1)+max 1+2~, (n -3) ,1+ ~ ~(n- l - i )  
i=1 
) =~u(n-1)+ 1+ ~ ~u(n- i -1 )  because ~(n) is increasing 
i= l  
k 
=1+ ~ qJ (n- i )  
i= l  
= max 1 + 2 ~,(n - 2), 1 + ~=~ qJ(n - i) 
= max l1 +~o(n-1) , l+ i=~ ~ N(n- i ) l  
= ~o(n). [ ]  
by ind. hyp. 
because ~,(n) is increasing 
by ind. hyp. 
Note that gt(n) = 1 + ~=11 gt(n-  i), because by Lemma 4 (o(n- 1)=2 g/(n-  2) and 
2 ~(n-  2)_< ]2~_-11 ~(n-  i), because ~,(n) is increasing. 
By Lemma 4 and the above remark the function qJ(n) is defined by 
qj(O) = 1, 
~u(n) = 1 + ~ ~(n - i) 
i=1 
k 1 
~,(n) = 1 + ~ q / (n - i )  
i=1 
Let q)(n) be defined as follows: 
~(o)  = l ,  
for n < k -  1, (2.2) 
for n>_k. 
q?(n) = ~ q)(n - i) 
i=1 
k 1 
q)(n) = ~ q)(n-  i) 
i=1 
for n<k-  1, (2.3) 
for n>k.  
Then the following holds. 
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Lemma 5 .  y (n )  < 3 g(n)  for all n  E IN. 
Proof. As mentioned above y (n)  = 2", for n  5 k - 1. 
In the same way it can easily be checked that @(n)  = 2"-I, for 1 s n s  k  I .  So 
for n  5 k - 1 the lemma holds. Now let n  r k. Then 
k -  I  
5 3  @ ( n -  1 ) +  y ( n - i )  by ind. hyp. since y(n- 1 ) 1 3  $ ( n -  1)- 1 
i = 2  
k -  1 
< 3 $ ( n - 1 ) + 3 C $ ( n - i )  b y i n d . h y p . s i n c e k r 3  
i= 2 
Lemma 6 .  @(n) 5 a" for all n  E N, where a is the greatest number mtisfying cr = 
2 - l / a k - I .  
Proof. (By induction on n.)  We will first prove the lemma for O s n s k .  
For n = O  the bound trivially holds. 
As mentioned above @(n)  = 2"- ' for 1 I n I k  - 1 ,  and # (k )  = 2 k  - 1 .  
So it is sufficient to show zk- '  l a k ,  because this implies 
2k-1-1 I 2 k - 1 / a 1 < a k - '  - for O l i l k - 1 .  
Now 
We have to show: 
This can be seen as follows. Because x  + l / xk - I  < 2 for x =  q, we obtain q <  a < 2. 
That implies ( I  + l / a k ) k - l < ( l  + ( $ ) k ) k - l .  The term ( 1  + ( $ ) k ) k l  is monotonously 
decreasing in k  ( k  > 3), and ( I  + (+)3)2 < $. Thus 
so we finally have shown 
Now let n > k. Then 
k -  1 A - I  k 2 " k - 1 - 1  
@(n )=  x @ ( n - i ) l  a " - i = a n k + '  1 al=an-k+l  
# = I  , = I  I = O  a-1 
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It remains to show (a k - l -  1) / (a -1 )=a k-1. 
1 a k 1 -1  
a=2_  - ~ c~k=2ak- l _ l  = ak- l=  
O~ k-1 t~-- 1 
So we have proved the lemma. [] 
Now we can estimate the number Tk(n) of recursive calls of the algorithm BSAT: 
Tk(n)-<~o(n ) =2 ~(n-  1)--<6 ~(n-  1)-< 6 an" 
t~ 
We get the final result of this chapter because of this estimation and because of 
Lemma 2. 
Theorem. The algorithm BSAT computes every formula  Fe  Kk(n, r) in O([F[.  a n) 
steps, where a is the greatest number  satisfying a = 2 - 1/a k- 1. 
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