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System reliability is an important aspect of real-time systems, because the
result of a real-time application may be valid only if the application functions
correctly and its timing constraints are satisfied. There are two kinds of faults,
hardware and software faults, and the paper considers hardware transient
faults. Full replication or full hardware redundancy can achieve a high degree
of reliability; however, it wastes lots of resources. For most real-time systems,
such schemes might not be available and hence reliability estimation becomes
essential. We propose an analytic model for system reliability estimation
based on the Markov chain and investigate the accuracy of the estimated
reliability. The results show that the proposed model obtains good estimation
in various simulated real-time systems.  2000 Academic Press
1. INTRODUCTION
Real-time systems (RTS) generally carry out time-critical missions. RTS should
perform missions correctly and meet the deadline requirements even with underlying
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failures. Hence, fault-tolerance capability is extremely important for RTS. A fault
might cause mission failure or, even worse, catastrophic error.
Faults can be classified as hardware and software faults. A software fault refers
to a design or coding fault in a software system; a hardware fault refers to any
deviation of a machine state from the correct state. Common software fault-
tolerance approaches are recovery block [14] and N-version programing [7].
There are also some other approaches such as message reordering [23] and
progressive retry [24]. Hardware faults can be caused by transient disturbance,
environmental disturbance, [9] and permanent failure of a component. Since most
faults in a system occur due to transient failures [8], in this paper, we consider
only transient faults.
Many researches use rollback technique to deal with transient failures.
Upadhyaya and Saluja [21] consider multiple transient failures and long-lived
transients. In such cases, multiple retries are needed to enhance the overall system
reliability. However, in most cases, transient failures subside very quickly; a single
retry is enough to handle an independent transient fault. In our paper we assume
that transient faults are independent and rollback once can skip a transient fault.
Upadhyaya and Saluja [22] also study the effects of using a recovery cache [10]
to save the states of a system. They present a new optimization model to determine
a suitable task size for a given application. They conclude that a good pre-analysis
and accurate estimation of the various program parameters result in high efficiency
of the rollback method. Chandy and Ramamoorthy [3] propose an optimal check-
point insertion strategy (CR model) under the objective of minimizing the maxi-
mum save time, where save time refers to the time to save the state of the program
in a safe storage. Upadhyaya [20] extends the CR model and presents a new
checkpoint insertion algorithm to be used in RTS with dynamic constraints. The
proposed algorithm is a near-optimum solution in terms of load time, where load
time refers to the time to load a saved state from a safe storage.
Belli and Jedrzejowicz [2] compare the performance of consensus recovery block
scheme [16] and concurrent recovery block scheme [1] in the context of real-time
environments. They conclude that the latter scheme outperforms the former one in
most cases. Shrivastava and Waterworth [18] propose an object-oriented model
for structuring real-time tasks and introduce atomic actions and exception handling
techniques for providing fault-tolerance. Shin et al. [17] present analytical models
of RTS with different assumption on the coverage of error detection. In the basic
model, they assume perfect coverage of error detection and conclude that equidis-
tant checkpointing is optimal. The extended model is assumed to have imperfect
coverage of error detection and they present an optimal checkpoint insertion
strategy to minimize the average run time, where run time refers to the time needed
to complete a program despite failures.
In this paper, we propose a hybrid technique of combining rollback recovery and
duplication to cope with independent hardware transient faults and present an
analytical model for the proposed method. The proposed strategy attempts to
achieve fault-tolerance capability with the guarantee of meeting the deadlines and
to reserve free resources for aperiodic tasks when no fault occurs. The simplest way
of achieving fault-tolerance is to use fully redundant hardware or to replicate all the
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tasks in the system. These naive approaches increase the communication cost and
need a voting mechanism to get the results of execution. Hence, the overhead and
the resource usage are quite large in these cases. Besides, some systems might not
have enough resources to replicate all tasks or do not have fully redundant
hardware architecture. But, they need to have fault-tolerance capability. In non-
real-time systems, a task can roll back many times to skip a transient fault, since
it does not have timing constraint. Tasks in RTS usually run periodically and have
timing constraints, so they might not have such luxury to roll back several time or
even once. We can pre-analyze the execution behavior of the tasks in a real-time
systems; we may only need to replicate some tasks which have stringent timing
constraints and can achieve a very high degree of system reliability. Since we do not
replicate all the tasks, the system will have more free resources, comparing with a
full replicated system, left for aperiodic tasks if no fault occurs.
2. SYSTEM MODEL
Our system model is a real-time system consisting of a set of processors and a
set of periodic tasks. Let the elemental unit (EU) be the smallest nonpreemptable
execution unit [12]. Each EU is associated with its release time, execution time,
and deadline. Each task can be described by an elemental unit graph (EUG), where
an EUG is a directed acyclic graph, each node is an EU, and each directed edge
represents the precedence relation.
Since tasks are periodic, the window size for examining the execution behavior
of tasks can be the least common multiple (LCM) of the periods of all the tasks.
We define such a time interval as a frame. Let the minframe of an EU be the time
interval between its release time and its deadline. We assume that the interarrival
time between two consecutive transient failures in a system is greater than the
longest minframe.
Since each EU is the smallest executable unit, let each EU be checkpointed
before it exits. Assume that the save time is equal to the load time for a given EU
and the save time is included in the execution time. We also assume that the system
has a fault detection mechanism which can detect faults before the failure EUs do
checkpointing. This assumption ensures that the system is in a clear-defined state
in our analytic model at any time. A transient failure is removed once the failure
EU rolls back or we use the result of its replicated copy. We define that an EU is
fault-tolerant if it has a replicated copy or a rollback copy to cope with transient
failures.
2.1. Fault-Tolerance Approach
Our primary objective is to provide fault-tolerance capability with the guarantee
of meeting the deadlines, and the secondary objective is to save resources for
aperiodic tasks. Rollback is more favorable than replication, since it can achieve
both objectives. However, when rollback cannot satisfy our primary objective, we
have to choose replication.
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Our approach can be briefly described as follows. First, we try to use temporal
redundancy (i.e., rollback) to achieve fault-tolerance. The adjustment of the
schedule is temporary, i.e., the modified schedule is used only when the fault occurs;
otherwise, the original schedule is used. In other words, the system does not pre-
allocate resources to the rollback copy of an EU instance, xi , but it does mark the
resources dedicated to the rollback copy such that when xi experiences a fault it can
rollback to recover. We say that an EU instance has stringent timing constraint if
it cannot use temporal redundancy to avoid transient faults. If rollback fails to
satisfy our primary objective, we attempt to use spatial redundancy (i.e., replica-
tion) to handle transient faults. The new schedule with the replicated EU instance
is used hereafter if the modified schedule meets all deadlines.
We use an example to illustrate our approach. Suppose we have a two-processor
system running one application. The EUG and the execution time, release time, and
deadline of each EU are given in Fig. 1a; the original schedule, before applying our
approach, is shown in Fig. 1b; and the final schedule, after applying our approach,
is shown in Fig. 1c. Let us first examine EU-1, since scheduling it dos not depend
on any EUs. As described above, we increase the execution time of EU-1 by the
amount of its original execution time in the first attempt, i.e., we want to see if
it can use rollback to handle a transient fault. EU-1 cannot roll back to skip
FIG. 1. An example for illustrating the replication test.
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a transient fault, since the rollback copy will finish at time 20, which exceeds its
deadline. Therefore, it is replicated and its execution time is restored to the original
execution time. The replicated copy of EU-1, 1$, runs on processor P2 . Using the
same technique (increasing the execution time of EU-2), we find that the rollback
copy of EU-2, 2$, can be completed before its deadline, so it can use rollback to
achieve our objectives. The increased amount of execution time is for the rollback
copy; hence the resources are marked so that the rollback copy can use them once
a transient error occurs. A similar theory applies to EU-3.
Each EU goes through a test called the replication test, which checks if an EU
can use rollback or replication to achieve fault-tolerance. The detail algorithm is
given in Fig. 2. Steps 1 to 3 are the attempt for rollback recovery. The routine
adjustsched is to adjust the schedule when the execution time of an EU is changed
or a new EU instance is in. Steps 4 to 7 are the second attempt for replication.
Since the execution time is extended in Step 1, Step 4 is to restore to the original
execution time. When neither rollback nor replication can achieve our objective, in
Step 8, we discard the replicated copy and the EU is not fault-tolerant.
We assume that a schedule, with the guarantee of meeting all deadline, is given.
Since applications are periodic, an application can have many instances of the
application within a frame; thereby an EU can have many EU instances in a frame.
All EU instances need to apply the duplication test. The test is not applied in ran-
dom order. If an EU instance xi precedes another EU instance xj according to
EUGs, xi should apply the duplication test before xj does. If two instances xi and
xj have no precedence relation and xi is scheduled before xj , xi should apply the
duplication test before xj does. If two distinct instances xi and xj have no precedence
relation and both are scheduled at the same time (of course not on the same
FIG. 2. The replication test.
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FIG. 3. Fault-tolerance model.
processor), but the slack time of xi is smaller than that of xj , xi should apply the
duplication test before xj does.
Our redundancy is dynamic in that temporal redundancy is used only when a
fault actually happens. Our approach is adaptive. We do not replicate the whole
application; we only replicate the EU instances with stringent timing constraints in
order to achieve fault-tolerance execution and high resource utilization.
In order to estimate the reliability of the system using the proposed approach, we
approximate the real-time system by a Markov chain shown in Fig. 3. Initially, the
system is in state N (normal state) if there is no failure. When a transient failure
occurs, the system jumps to state R (recovery state). It either tries to adjust the
schedule to accommodate the rollback of the EU instance that experiences the fault
or takes the result from the replicated copy of the EU instance experiencing the
fault. If the system can get the result either from the rollback or from the replicated
copy of the EU instance and can guarantee to meet all the deadlines, it goes back
to state N; otherwise, it enters state F (failure state). In state F, the system goes
back to state N when a new instance of the failure application is regenerated.
* is the effective transient failure rate. An effective transient failure means it hits
a primary EU instance. Let *0 be the total transient failure rate of the system. We
define q as the primary EU occupation rate which is the rate of the total execution
time of all the primary EU instances to the total available processor time. In other
words, we can think of q as the probability that a transient failure is effective. Then,
*=q*0 . Let + be the repair rate and c be the coverage factor, denoting the condi-
tional probability that the system recovers, given that a fault has occurred. We
called (1&c) + the un-reschedulability rate and c+ the reschedulability rate. Let \
be the regenerating rate. Assume that the interarrival time of two errors is an
exponential distribution, the repair time is exponentially distributed, and the time
between two regenerating tasks also has an exponential distribution. The following
sections will describe how to compute system reliability and how to estimate the
repair rate +, coverage factor c, and regenerating rate \.
2.2. Reliability Analysis
Let Ps(t) be the probability that the system is in state s at time t, for s=N, R,
F. The initial state is state N, so that
PN=(0)=1, PR(0)=PF (0)=0.
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First, we compute the steady state probabilities for the system [19]. We can get the
steady state probabilities:
PN =
+\
+\+*\+(1&c) +*
,
PR=
*\
+\+*\+(1&c) +*
,
PF =
(1&c) +*
+\+*\+(1&c) +*
.
To compute the mean time to failure (MTTF), we set state F as an absorbing
state. The differential equations follow:
dPN
dt
=c+PR&*PN ,
dPR
dt
=*PN&+PR ,
dPF
dt
=(1&c) +PR .
Using Laplace transforms, the above equations reduce to:
SP N&1=c+P R&*P N ,
SP R=*P N&+P R ,
SP F =(1&c) +P R .
Solving this system of linear equations, we can get
P F=
(1&c) +*
S
V
1
:1&:2 \
1
S+:2
&
1
S+:1 + ,
where
:1 , :2=
(++*)\- +2+2(1&2c) +*+*2
2
After an inverse Laplace transform, we can get PF , the probability that the
system is in failure mode at time t0. Let Y be the time to failure of the system.
The reliability of the system is
R(t)=1&PF (t).
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The Laplace transform of the failure density,
fY (t)=&
dR(t)
dt
=
dPF (t)
dt
,
is expressed as
LY (S)=f Y (S)
=
(1&c) +*
:1&:2 \
1
S+:2
&
1
S+:1+ .
Inverting the transform in the above expression, we obtain
fY (t)=
(1&c) +*
:1&:2
(e&:2 t&e&:1 t).
Hence, the MTTF of the system is given by
E[Y]=|

0
yfY ( y) dy
=
1
1&c \
1
+
+
1
*+ . (1)
2.3. Estimation of System Parameters
To compute the system parameters: repair rate +, coverage factor c, and
regenerating rate \, we need the following assumptions and notations. Let x1 ,
x2 , ..., xNt be the EU instances with single copy in the schedule and xNt+1 ,
xNt+2 , ..., xN be the EU instances with replicated copy. Let Ei be the random
variable representing the execution time of the EU instance xi and E$i be the ran-
dom variable representing the time that the system needs to report the unrecovered
error condition because xi fails, for i=1, 2, ..., Nt . Let Ri be the random variable
representing the processing time that the system needs to get the result from the
replicated copy of xi , for i=Nt+1, Nt+2, ..., N. Assume that Ei has exponential
distribution with the mean ei , for i=1, 2, ..., N; E$i has exponential distribution with
the mean e$i , for i=1, 2, ..., Nt ; and Ri has exponential distribution with the mean
ri for i=Nt+1, Nt+2, ..., N.
All the system parameters we want to estimate relate to the probability that the
system recovers if a given EU instance fails. We define pi as the probability that xi
can be rescheduled. For i=1, 2, ..., Nt , the fact that x i can be rescheduled implies
that the schedule can be modified, by the routine adjustsched, and can guarantee
to meet all the deadlines, given that the execution time of xi is increased to twice
its original execution time. For i=Nt+1, Nt+2, ..., N, p i equals 1 because the
schedule accommodates the replicated instance x$i and hence x i must be able to be
rescheduled. Note that for the case that i=Nt+1, Nt+2, ..., N, the execution time
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of x i does not need to be extended, since it has a replicated copy. The fact that xi
can be rescheduled implies that the system can recover if xi experiences a fault. We
assume that each EU instance has an equal change to fail. So, the coverage factor
can be expressed as the average probability that an EU can be rescheduled.
c=
1
N
:
N
i=1
pi . (2)
The repair rate + can be expressed as the average jumping-out rate. For an EU
instance xi with single copy, its jumping-out rate from state R is ( pi (1e i)+
(1& pi)(1e$i)); for an EU instance xi with replicated copy, its jumping-out rate
from state R (always to state N) is 1ri . Hence, the computation for + is followed:
+=
1
N \ :
Nt
i=1 \pi
1
ei
+(1& pi)
1
e$i++ :
N
i=Nt+1
1
ri+ . (3)
To estimate the regenerating rate, we need to know the probability that an EU
instance fails and the system enters state F. Fortunately, we can obtain this prob-
ability from pi . 1& pi is the probability that the EU instance xi cannot be
rescheduled; that is, the probability that xi will enter state F if xi experiences a fault.
Since applications are periodic, a new instance of an application is generated at the
beginning of its period. Let ti be the period of the application that contains xi . We
express the regenerating rate as the weighted probability that an EU instance enters
state F multiplied by the frequency; that is,
\= :
N
i=1
1& pi
Nj=1 (1& pj)
1
ti
. (4)
Now, the resulting problem is how to compute pi . Since the set of periodic
applications running on the system is fixed, we know which EU can be rescheduled,
right after it applies the replication test. If it passes the test, it uses either rollback
or replication to skip transient errors and the schedule still can meet all deadlines.
That is, pi equals 1 if xi passes the replication test; otherwise, pi equals 0.
We have presented the methods of computing the system parameters (c, +, and
\), pi , and system reliability. Once we get the values of the system parameters, we
can obtain system reliability. By applying our proposed fault-tolerance approach, a
hybrid method of temporal and spatial redundancy, we can get a very high degree
of coverage factor and hence a long MTTF. Besides, the system has higher resource
utilization because it has more free resources that can be used for aperiodic tasks.
In the following section, we describe an application to show how our approach
works.
3. AN APPLICATION AND DISCUSSION
Suppose we have a real-time system with two processors running two real-time
applications. The EUGs and the a priori information of the applications are given
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FIG. 4. (a) EUGs and a priori information. (b) EU instances in a schedule.
in Fig. 4a. Since the period of application A is 40 ms and that of application B is
60 ms, the length of a schedule is the LCM of the periods of these two applications,
i.e., 120 ms. Each LCM period of time has two instances of application A and three
of B as shown in Fig. 4b.
To simplify our discussion, we assume that the system has only one resource: a
processor. Hence, the scheduler only considers processor allocation and scheduling.
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FIG. 5. Schedules before and after EU instances apply the duplication test.
The scheduling policy is shortest period first (rate-monotonic [11]). If two EU
instances have the same period, the one with shorter execution time is scheduled
first. Suppose all EU instances of application A are allocated on processor P2 and
those of application B are on processor P1 . The original schedule, before EU
instances apply the duplication test, is shown in the upper part of Fig. 5.
The rescheduling algorithm time-shifts the following EU instances if the execu-
tion time of an EU instance is extended, and it tries to put the replicated copy of
an EU instance to a free slot without shifting any EU instances. If no such free slot
is found, it rejects the replicated copy. The final schedule after all EU instances
apply duplication test is shown in the lower part of Fig. 5. A dotted slot represents
the reservation for the rollback of an EU instance, but it can be utilized by
aperiodic tasks right after the primary EU instance completes without experiencing
a fault. From the final schedule, we know that the system cannot be fault-free, since
EU instance 9 neither has a duplicated copy or is allowed to rollback if a fault
occurs. However, we still can compute the system parameters and reliability, which
will be presented in the next section.
3.1. Calculation of System Parameters and Reliability
Suppose the failure rate of the system *0 is 0.48 errorh. The primary EU occupa-
tion rate q is 20 V 5120 V 2 ; hence the effective transient failure rate * is 0.2 errorh. Suppose
the mean processing time for getting the result from a replicated copy is 4 ms and
the mean processing time for reporting an error is 2 ms. The computation of pi
becomes simple, since the system has a dedicated scheduling policy and reschedul-
ing algorithm, we know exactly which EU instance can be recovered from failure.
As mentioned above, only EU instance 9 cannot be recovered if it fails. Hence the
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probability that EU instance 9 can be rescheduled is 0 and the probability that an
instance other than instance 9 can be rescheduled is 1. By Eq. (2), we can compute
the coverage factor.
c=
14
15
=0.93.
By Eq. (3), the repair rate is followed.
+=
1
15 \\
1
5
V 8+
1
10
V 4+
1
2++\
1
4
V 2++
=0.2.
By Eq. (4), the regenerating rate
\=
1
40
=0.025.
MTTF of the system is
1
1&c \
1
+
+
1
*+=
1
(1&0.93)
(5+18 V 106)
r2.57 V 108.
That is the MTTF of the system is about 71 h. We can see that the MTTF can be
approximated by 11&c
1
* , because the interarrival time of two consecutive errors is
much longer than the repair time. To get longer MTTF, the system should try to
recover as many errors as possible so that it can have a larger coverage factor.
Besides the MTTF, we are also interested in how much free processor power is
left for aperiodic tasks. We define the free processor ratio as the rate of the free pro-
cessor time to the total processor time. The best case of the free processor ratio,
Abest , happens when no fault occurs. That is
Abest=
120 V 2&(5 V 10+10 V 7)
120 V 2
=0.50.
The worst case occurs when the EU instance with single copy and with the longest
execution time experience an error. So, the worst case of the free operator ratio is
Aworst=
120 V 2&(5 V 10+10 V 7+10)
120 V 2
=0.46.
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However, if we fully replicate the applications, the system availability may be as
low as
Afull replication=
120 V 2&(5 V 10+10 V 5) V 2
120 V 2
=0.17.
Even if we want to fully replicate, EU instance 9 still cannot be replicated in this
case. We can see that our approach can get high system reliability as well as greater
system availability.
4. SIMULATION DESIGN AND RESULTS
In this section, we validate the proposed analytical model by comparing the
estimated reliability obtained from the proposed model with the reliability obtained
from the simulation. To see how accurate the analytical model can be in estimating
the system reliability, we use a difference ratio, which is defined as the percentage
of the difference between the MTTF and the simulated average time to failure
(ATTF) over the ATTF, as our performance measurement.
4.1. Simulation Model
The simulation model, an extension from [5], consists of four components: task
generation, fault injection, scheduler, and resource management, as shown in Fig. 6.
The task generation component is responsible for generating a set of periodic tasks
associated with various timing constraints and EUGs for the tasks; the fault injec-
tion component generates transient faults according to the probability distribution
of the faults. The scheduler takes charge with allocating and scheduling the tasks.
The resource management component maintains the status of the resources and
consumes the resources according to the schedule.
Based on the schedules, the analytic model computes the system parameters
defined in Section 2.3 and the MTTF for the simulated system. For each experi-
ment, we generate 500 simulated systems; for each simulated system, 1000 system
failures are produced to obtain the ATTF of the system. The final results were
FIG. 6. The overview structure of the simulation.
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evaluated by averaging the difference ratios, between ATTF and MTTF, obtained
from the 500 systems.
The run-time simulation parameters are described as follows.
v N cpu represents the number of processors in the system.
v N app represents the number of applications in the system.
v NEUInApp represents the number of EUs in an application. It is uniformly
distributed over the range of 2 to MaxNEUInApp for all experiments.
v MaxOutDegree represents the maximum outdegree of an EU in an EUG. It
relates to generating a precedence relationship. The number of immediate suc-
cessors of an EU is uniformly distributed over the range of 0 to MaxOutDegree. If
the number of EUs in an application is fixed, the larger MaxOutDegree is, and the
higher degree of parallelism the application is. We have tried different values of
MaxOutDegree. Since they convey a similar behavior, we only show the results with
the value of 4.
v PeriodScale represents the scale of a period. The period of an application is
a multiple of PeriodScale.
v MinExeTime and MaxExeTime determine the rang of the execution time
of an EU. Execution time is uniformly distributed between MinExeTime and
MaxExeTime.
v GetResultTime represents the processing time to get the result from a
replicated copy.
v ErrorReportTime represents the processing time to report an unrecovered
error condition.
v TranArrivalTime denotes the interarrival time of two consecutive transient
faults (TAT), which determines the transient failure rate, *.
Experiments show that the values of GetResultTime, ErrorReportTime, and
MigrationTime do not affect much on the performance of the model. Therefore, we
choose fixed values of the first two parameters as 1 time unit and the last one as
2 time units.
A number of experiments were conducted to examine the performance of the
proposed analytic model over various system workloads and failure rates. The
parameter settings are chosen to simulate general RTS and can show the perfor-
mance behavior of the model. We randomly generate EUGs and real-time
requirements for each simulated system, according to the simulation parameters.
We adopt the allocation and scheduling algorithm proposed by Cheng et al. [6]
and Chen et al. [4] to obtain fault-tolerance schedules. The algorithms are the
framework of the allocator of MARUTI [13, 15], a hard real-time operating
system developed at the University of Maryland. The maximum values of N cpu and
N app and the value if MaxNEUInApp are set to 14, 4, and 20, respectively, due
to the implementation limitation of the schedule generator implemented by Cheng.
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TABLE 1
Settings for the Experiment of Varying N cpu
Parameter Case 1 Case 2 Case 3
N app 2 3 4
PeriodScale 32 32 32
MinExeTime (time units) 8 8 8
MaxExeTime (time units) 18 18 18
TAT (time units) 1000 1000 1000
4.2. Simulation Results
This section discusses the experimental results for the validation of the proposed
model by examining the sensitivity of the Markov chain model on failure rate and
system workload. We have run many different settings on the experiments of
changing the failure rate. Since they convey a similar behavior, we only show
FIG. 7. Results for varying the number of processors.
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TABLE 2
Settings for the Experiment of Varying the Range of Execution Time
Parameter Case 1 Case 2 Case 3
N cpu 5 8 10
N app 2 3 4
PeriodScale 32 32 32
MinExeTime (time units) 8 8 8
TAT (time units) 1000 1000 1000
several settings on the experiments and the corresponding results. For the sets of
the experiments on various workloads, we change one simulation parameter relat-
ing to workload at a time to observe the performance of the proposed model over
a wide range of workloads, from light to heavy workload. For each workload or
each case described in Tables 1 to 4, we generate 500 simulated systems and
average the difference ratios obtained from those systems for a given case (or
FIG. 8. Results for varying the range of execution time.
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TABLE 3
Settings for the Experiment of Varying PeriodScale
Parameter Case 1 Case 2 Case 3
N cpu 6 8 10
N app 2 3 4
MinExeTime (time units) 8 8 8
MaxExeTime (time units) 18 18 18
TAT (time units) 1000 1000 1000
workload). For each simulated system, 1000 failures are injected to obtain the
ATTF of the system.
Table 1 gives the settings for the experiments that vary the number of processors
and Fig. 7 presents the corresponding results. The figure shows that the difference
ratio drops as the number of the processors increases. The number of the systems
FIG. 9. Results for varying the scale of period.
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TABLE 4
Settings for the Experiment of Varying TAT
Parameter Wkd 1 Wkd 2 Wkd 3 Wkd 4 Wkd 5
N cpu 6 7 8 9 10
N app 2 2 3 3 3
PeriodScale 26 34 35 36 35
MinExeTime (time units) 8 9 5 8 10
MaxExeTime (time units) 14 15 12 12 14
with full coverage (ct and cp are 1) increases when the workload decreases, since the
number of free slots in the schedule increases and the probability that an EU
instance has a redundant copy increases. The estimated reliability of a full
coveraged system is exactly the same as the simulated reliability, which is infinity;
such a case has a zero difference ratio. Therefore, when the workload decreases, the
number of the full coveraged systems increased and the difference ratio decreases.
FIG. 10. Results for varying TAT.
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The settings for the experiments that vary the range of execution time are shown
in Table 2 and the corresponding results in Fig. 8. Fixing either the minimum of the
maximum execution time while changing the other gives similar results, so we only
show the results with fixed minimum execution time. The same reasoning described
above applies to this set of experiments, sine the workload decreases when the
execution time becomes small.
The settings and the results for the experiments on varying the scale of period are
shown in Table 3 and Fig. 9, respectively. Because of the interleaving of EU
instances in the schedule, a small period does not necessarily imply heavy
workload. For each case of a different scale of period, approximately 10 to 200 of
generated systems has full coverage. The results show that the analytic model per-
forms quite stably on various scales of period. In general, the model performs very
well at various workloads.
We conduct the experiments that change the interarrival time between two trans-
ient failures (TAT). Table 4 shows the settings for the experiments and Fig. 10 gives
the results from the experiments. The results show that the analytic model performs
stably at various failure rates. Hence, we conclude that the proposed analytic model
can estimate the reliability accurately at various system workload and failure rates.
5. CONCLUSION
Reliability is an active research area in real-time systems. Improving reliability
requires the evaluation of different fault-tolerance schemes and we need a tool to
quantitatively evaluate the reliability for a system using different fault-tolerance
scheduling schemes. This paper presents an analytic model to estimate the reliability
of RTS using offline scheduling and validates the model through the simulation.
We develop a method of computing the system parameters of the model used for
estimating the reliability. The calculation of the system parameters is based on the
offline schedule with the guarantee of meeting timing constrains and does not
depend on specific scheduling scheme. The method is very general and can be
deployed to evaluate various fault-tolerance scheduling schemes which adopt
redundancy to enhance reliability.
The analytic model is based on stochastic models of exponential time distribu-
tion, while real-time tasks run periodically and the system has deterministic
behavior. However, we demonstrate that the model performs very well over dif-
ferent simulated systems at various workloads and failure rates. We believe that the
proposed model is easy to use and is practical to the real systems.
Our current model does not consider dynamic fault-tolerance scheduling. The
model can be further explored to extend to the evaluation of dynamic scheduling.
The fault model in this paper considers transient faults only and the extended
model to permanent faults is in progress. Correlated transient faults is another
direction to be discovered. The failure rate for correlated transient faults should be
studied further, since such faults are dependent. Because of the dependency of EUs
in an EUG, further investigation should be made on the relations between EUGs
and the faults. Other modeling techniques, such as Petri-Net, may be useful to
address this issue.
475A FAULT-TOLERANCE MODEL FOR REAL-TIME SYSTEMS
REFERENCES
1. F. Belli and R. Jedrzejowicz, Fault-tolerant programs and their reliability, IEEE Trans. Reliability
39 (1990), 184192.
2. F. Belli and R. Jedrzejowicz, Comparative analysis of concurrent fault tolerance techniques for
real-time applications, in ‘‘1991 International Symposium on Software Reliability Engineering,’’
pp. 202209, 1991.
3. K. M. Chandy and C. V. Ramamoorthy, Rollback and recovery strategies for computer programs,
IEEE Trans. comput. 21 (1972), 546556.
4. C. M. Chen, S. K. Tripathi, and S. Cheng, Adaptive redundancy for fault-tolerant real-time systems,
in ‘‘Fault-Tolerant Parallel and Distributed Systems,’’ IEEE Comput. Soc. Press, Los Alamitos, CA,
1994.
5. C. M. Chen, S. K. Tripathi, and S. Cheng, A fault-tolerance model for real-time systems, in ‘‘The
1994 IEEE Workshop on Fault-Tolerant and Distributed Systems,’’ 1994.
6. S. Cheng, S. I. Hwang, and A. K. Agrawala, Mission-oriented replication of periodic tasks in real-
time distributed systems, submitted for publication.
7. A. Grnarov, J. Ariat, and A. Avizienis, On the performance with fault-tolerance strategies, in
‘‘Proceedings IEEE Fault-Tolerant Computing Symposium,’’ pp. 251253, 1980.
8. R. K. Iyer and D. J. Rossetti, A statistical load dependency model for cpu errors at slac, in
‘‘Proceedings 12th Annual International Symposium on Fault Tolerance Computing,’’ pp. 363371,
1982.
9. C. M. Krishna and A. D. Singh, Modeling correlated transient failures in fault-tolerant systems, in
‘‘Proceedings IEEE Fault-Tolerant Computing Symposium,’’ pp. 374381, 1989.
10. Y. H. Lee and K. G. Shin, Design and evaluation of a fault tolerant multiprocessor using hardware
recovery blocks, IEEE Trans. Comput. 33 (1984), 113124.
11. C. L. Liu and J. W. Layland, Scheduling algorithms for multiprogramming in a hard-real-time
environment, J. Assoc. Comput. Mach. 20 (1973), 4661.
12. D. Mosse and A. K. Agrawala, ‘‘Resilient Computation Graphs for Distributed Real-Time Environ-
ments,’’ Technical Report CS-TR-2613, Dept. of Computer Science, University of Maryland at
College Park, 1991.
13. D. Mosse , M. Saksena, and A. Agrawala, The design of the MARUTI system, in ‘‘Proceedings
Complex Systems Engineering Synthesis and Assessment Technology Workshop,’’ Naval Surface
Warfare Center, July 1992.
14. B. Randell, System structure for software fault tolerance, IEEE Trans. Software Eng. 1 (1975),
220232.
15. M. Saksena, J. da Silva, and A. Agrawala, Design and Implementation of Maruti-II, in ‘‘Principles
of Real-Time Systems’’ (S. Son, Ed.), PrenticeHall, Englewood Cliffs, NJ, 1994. [Also available as
CS-TR-2845, University of Maryland.]
16. K. Scott, J. W. Gault, and D. F. McAllister, Fault-tolerant software reliability modeling, IEEE
Trans. Software Eng. 13 (1987), 582592.
17. K. G. Shin, T. H. Lin, and Y. H. Lee, Optimal checkpointing of real-time tasks, IEEE Trans. Comput.
36 (1987), 13281341.
18. S. K. Shrivastava and A. Waterworth, Using objects and actions to provide fault tolerance in dis-
tributed, real-time applications, in ‘‘Proceedings of the Real Time Systems Symposium,’’ pp. 276285,
1991.
19. K. S. Trivedi, ‘‘Probability and Statistics with Reliability, Queuing, and Computer Science Applica-
tions,’’ PrenticeHall, Englewood Cliffs, NJ, 1982.
20. S. J. Upadhyaya, Rollback recovery in real-time systems with dynamic constraints, in ‘‘The
14th Annual International Computer Software and Applications Conference COMP-SAC 90,’’
pp. 524529, 1990.
476 CHENG, CHEN, AND TRIPATHI
21. S. J. Upadhyaya and K. K. Saluja, A watchdog processor based general rollback technique with
multiple retries, IEEE Trans. Software Eng. 12 (1986), 8795.
22. S. J. Upadhyaya and K. K. Saluja, An experimental study to determine task size for rollback
recovery systems, IEEE Trans. Comput. 37 (1988), 872877.
23. Y. M. Wang and W. K. Fuchs, Scheduling message processing for reducing rollback propagation,
in ‘‘Proceedings IEEE Fault-Tolerant Computing Symposium,’’ pp. 204211, 1992.
24. Y. M. Wang, Y. Hwang, and W. K. Fuchs, Progressive retry for software error recovery in dis-
tributed systems, in ‘‘Proceedings IEEE Fault-Tolerant Computing Symposium,’’ pp. 138144, 1993.
477A FAULT-TOLERANCE MODEL FOR REAL-TIME SYSTEMS
