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Abstract
QWitt rings are quotient rings of a special class of integral group rings for which the group is an elemen-
tary 2-group. We find the group of units of an arbitrary QWitt ring. We also find all abelian groups that can
appear as the groups of units of indecomposable QWitt rings and find the way to construct a QWitt ring
from a given group of units, and count all nonisomorphic SAP QWitt rings that can be constructed from the
same group of units.
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1. Introduction
In this paper let R denote a ring with identity 1 = 0 and for an arbitrary finite set X, let |X|
denote the number of elements of X. We denote the group of units of R by G = G(R) and the
Jacobson radical of R by J = J (R).
If X is a topological space, we denote the ring of continuous functions from X to Z by
C(X,Z), where Z is endowed with the discrete topology. In our case X will always be a finite
set, so topology will play a minimal role in our considerations.
The following definition can be found in [2].
Definition 1.1. Let H be a group of exponent 2. A Witt ring for H is a quotient ring R = Z[H ]/K
such that R has only 2-torsion.
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Definition 1.2. A QWitt ring is a ring R formed by taking the quotient ring of a Witt subring
of C(X,Z) with |X| < ∞, defined by taking the function f ∈ C(X,Z) to a function f :X →⋃
x∈X Znx for each x ∈ X. That is, the restriction mapping to each point x ∈ X is composed with
the quotient mapping Z→ Znx . We shall refer to the set of numbers {nx} as the data associated
with R.
When a QWitt ring is obtained from a Witt ring of maximal size for a given set X, it is called
a SAP ring (see [3, Theorem 3.20]).
In this paper we study the structure of QWitt rings and characterize the group of units of an
arbitrary QWitt ring. We find all groups that can appear as groups of units of QWitt rings. We
find the criteria to show us whether, taking an arbitrary abelian group G, one can construct a
QWitt ring R with its group of units isomorphic to G. We also find the number of nonisomorphic
SAP QWitt rings that can be constructed from the same group of units.
Firstly, we look at QWitt rings with data 2mx for all x ∈ X and then in the next section we
study the structure of general QWitt rings, so that we can then generalize the results to an arbitrary
indecomposable QWitt ring with |X| > 1.
2. QWitt rings with data 2mx
The next proposition can be obtained from [1, Lemma 2.5], but we include the proof for the
sake of completeness.
Proposition 2.1. Let X be a finite set and let R be a QWitt ring with data nx = pmxx , where px is
a prime number for all x ∈ X. Then R is a ring consisting of functions f from X to ⋃x∈X Znx
such that f (x) ≡ f (y) (mod 2) for all x, y ∈ X such that px = py = 2.
Proof. Since H is a 2-group, the ring Z[H ]/K has only 2-torsion, and R is finite, we see that
the elements of H can have order at most 2. If we look at these elements as functions from X
to Z, we see that they can take on only the values 1 and −1 at any x ∈ X. Therefore, all elements
of Z[H ]/K are mutually congruent modulo 2. Now, R is a quotient of Z[H ]/K , so if we take
quotients of elements modulo even integers, we can get all elements of the quotient ring, and if
we take quotients modulo odd integers, the congruences still hold in the quotient rings. 
Now, let X be a finite set and let R be a QWitt ring with data 2mx > 1 for all x ∈ X. Then R
is a local ring consisting of functions f on X with the parity condition f (x) ≡ f (y) (mod 2) for
all x, y ∈ X. Thus, since R/J  Z2, we see that every element of R is either an element of J , or
an element of 1 + J . Let us therefore examine the multiplicative group 1 + J , which is exactly
the group of all units of R. We shall need the following, technical, lemma.
Lemma 2.2. Let m > 1. Then the multiplicative order of the element 3 ∈ Z2m equals 2m−2 for
m > 2 and 2m−1 for m = 2.
Proof. We can assume that m > 2, since the multiplicative order of 3 ∈ Z4 is 2. Notice that the
multiplicative group of Z2m is a group of order 2m−1. So, let k = 2l , where l  m − 1, denote
the multiplicative order of 3 ∈ Z2m and examine the equation (1 + 2)k = 1 + t2m, where t ∈ Z.
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verify directly that the statement holds. Now, by studying the binomial expansion of the equation
above, observing that 2k + 22(k2
)= 22l+1 and first subtracting 1 from both sides of the equation
and then dividing it with 2l+2 (one notices that now the left side of the equation is a multiple
of 2l+2, because l  2), we get 2l−1 + 2 (2l−1)(2l−1−1)3 + (2
l−1)(2l−3)(2l−1−1)
3 + 4v = t2m−(l+2) for
some integer v. This is true, because 12l+2 2
j
(2l
j
)
is divisible by 4 for every j  5. Since the left
side of the equation is an odd number, we get l + 2  m, so the multiplicative order of 3 is at
least 2m−2. We can now prove by induction on m that the order is exactly 2m−2. We can easily
verify that the statement holds for m = 3. However, if 32m−2 = 1 + w2m, then by squaring the
equation we get 32m−1 = 1 + w′2m+1. 
Lemma 2.3. Let A, B , C, D be mutually disjunct sets and X = A ∪ B ∪ C ∪ D. Let also
u = 2χ(A ∪ B), v = 2χ(A ∪ C), z = 2χ(A ∪ D) and w = 2χ(C ∪ D) be functions from X
to
⋃
x∈X Z2mx and assume that mx  3 for all x ∈ X. Denote G = (1 +Zu)(1 +Zv)(1 +Zz)×
(1 + Zw). Then 1 + 8λχ(E) ∈ G and 1 + 4χ(E) /∈ G for every E ∈ {A,B,C,D} and every
λ ∈ Z.
Proof. Since 1 + 2Z ⊆ (1 + Zu)(1 + Zw), we could replace 2χ(C ∪ D) with 2χ(B ∪ D) or
2χ(B ∪ C), thus the role of the sets A,B,C and D are symmetrical and we shall therefore
prove this lemma only for the case E = A. Now, an arbitrary element of G is of form (1 +
nu)(1 + mv)(1 + rz)(1 + sw) for some integers n, m, r , s. Denote α = minx∈X {mx}. Observe
that the equation 1 + 2tχ(A) = (1 + nu)(1 + mv)(1 + rz)(1 + sw) yields the following four
equations, modulo 2α−1: n = 0, m + r + 2mr = 2t , s + m + 2sm = 0 and s + r + 2sr = 0. So,
s = −m(1+2m)−1 and r = (2t−m)(1+2m)−1, where (1+2m)−1 denotes the inverse of 1+2m
in G(Z2α−1). It now follows that −m(1 + 2m) + (2t − m) = 0 and therefore m2 + m − t = 0,
if we look at the equation modulo 2α−2. For t = 1, this equation does not have a solution in Z,
because 2α−2 is an even number on at least one component. For t = 2λ, we can find a solution
as soon as the element 1 + 8λ is a square in Z2mx . Now, H = {1 + 8λ; λ ∈ Z} is a subgroup of
G(Z2mx ) with 2mx−3 elements and one can also observe that the set of all squares of elements of
G(Z2mx ) is a subset of H . However, by the previous lemma this set of squares has at least 2mx−3
elements, therefore every element from H is indeed a square. 
Theorem 2.4. Let X be a finite set and let R be a QWitt ring with data 2mx > 1 for all x ∈ X and
let H denote the group from Definition 1.1. Then G(R) is a group of exponent 2maxx∈X{mx } and
G(R) = 1 + J (R) ⊕∑x∈X′ (Z2mx−2 ⊕Z2) for some subset X′ of X with |X′| log2 |H | (if
mx  2 then the factors Z2mx−2 do not appear). Moreover, for SAP QWitt rings we have X′ = X.
Proof. Since all elements of H can have order at most 2, the functions from X to Z2mx , repre-
senting the elements of H , can take on only the values 1 and −1 at any x ∈ X.
The ideal of all nonunits of R is generated (as a Z-module) by representations of all elements
of the form 1 + h and 1 − h for all h ∈ H . Thus, it is generated by functions ui such that for
every i, ui = 2χ(Xi), where χ(Xi) is a characteristic function of some subset Xi of X.
Now, choose any xi ∈ Xi such that mxi = maxxi∈Xi {mxi } and add this xi to X′. (The set X′
will consist of all these “maximal” xi , one for every generator 1 + ur , corresponding to some
element r ∈ H that we are adding to G, as described in detail below.)
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multiplicative order of the function 1+ui is 2mxi −2. So, all the powers of 1+ui generate exactly
half of the 2mxi −1 elements of 1 + Zui . However, since mxi > 2, 1 − ui cannot be a power
of 1 + ui , since (1 − ui)2 = 1 and we would have (1 + ui)2mxi −3 = 1 − ui + t2mxi and then
also (1 + ui)2mxi −2 = 1 + w2mxi +1 for some integers t and w, which is a contradiction with
Lemma 2.2, because 1+ui should be of order 2mxi −1 in Z2mxi +1 . Therefore 1+Zui is generated
by 1 + ui and 1 − ui , so 1 + Zui is indeed isomorphic to the direct sum of Z2mxi −2 and Z2. If
mxi = 2, then 1 +Zui is obviously isomorphic to Z2 = Z20 ⊕Z2.
Now, choose any two generators g,h ∈ H and let ug and u′h denote the representations of
1 + g and 1 + h respectively. We can assume that 1 + Zu′h ⊂ 1 + Zug , since we could oth-
erwise study the same ring R with a smaller group H . Let t be the smallest positive integer
such that (1 + u′h)t ∈ 1 + Zug . We can now replace 1 + u′h with an element 1 + uh such that
(1 + uh)t = 1 (we can lift the element (1 + u′h)(1 + Zug) to G). As above, the group 1 + Zuh
is now again isomorphic either to Z2 or Z2mx−2 ⊕ Z2 for some x ∈ X. This is true, because the
element 1 − uh is not contained in (1 + Zug)(1 + uh)Z for mx > 2, otherwise we would have
1 + nug = (1 + muh)(1 − uh), where n and m are integers and either m = 1 or m is even, but
then (m + 1)uh would be an element in 1 + Zug , which is a contradiction with the assumptions
that 1 +Zuh ⊂ 1 +Zug and mx > 2.
If uguh = 0 then 1 − gh is represented by ug + uh and therefore (1 + Zug)(1 + Zuh) =
1 +Zug +Zuh. On the other hand, if uguh = 0, let ugh denote the representation of 1 + gh and
assume that 1+Zugh ⊂ (1+Zug)(1+Zuh). Since 1−ug is a representation of −g and 1−uh is
a representation of −h, we can see that (1 +Zug)(1 +Zuh) already contains the representation
of gh, therefore (1 + Zug)(1 + Zuh)(1 + Zugh) = {(1 + Zug)(1 + Zuh)(1 + ugh)λ; λ ∈ Z}.
But now, we have the situation from Lemma 2.3: Since uguh = 0, we must have mx  3 for at
least one x ∈ X, so 1 + ug + uh + ugh /∈ K = (1 + Zug)(1 + Zuh)(1 + Zugh), because at least
one of the four times characteristic functions is not in K by the proof of the lemma. However,
(1 + ug + uh + ugh)2 ∈ K , so this time the factor 1 + Z(ug + uh + ugh) gives us the additional
factor Z2. But since ug , uh and ugh are twice the characteristic functions and Lemma 2.3 also
tells us that eighth multiples of the characteristic functions are in K , we can now easily verify
that 1 +Zug +Zuh +Zugh = K(1 +Z(ug + uh + ugh)).
We now proceed to add further elements to K . We notice that the above argument still applies,
because we can assume that for every additional generator r of H , we get the corresponding
element 1 + ur in G, such that 1 + ur is not yet contained in K , because otherwise we could
again start with a smaller group H . But we can again assume that ur is still equal to twice a
characteristic function of some subset of X, since K contains all functions of the form 1+4χ(A),
where A is an arbitrary set, corresponding to any of the generators of K . Because of this, the
group K that we are constructing, is equal to 1 +∑Zug , where the sum goes over all the
generators that we had added.
We now prove that every factor (1 + u)Z that had appeared as a factor above is a direct
summand in G. This follows from the fact that we can always choose u such that 1 + u has the
highest possible order of all the remaining elements. Then let L be the maximal subgroup of G
such that (1 +u)Z ∩L = {1}. We only have to check that (1 +u)ZL = G. Assume that this is not
true, so there must exist an element x /∈ (1 + u)ZL. Since (1 + u)ZL is a subgroup of index 2t in
G for some t , we can assume without any loss of generality that x2 = (1+u)ρl ∈ (1+u)ZL. Let
2s denote the order of x (we can assume that s > 1). Then ((1 + u)ρ)−2s−1 = l2s−1 = 1, because
(1+u)Z∩L = {1}. So, (1+u)−2s−1ρ = 1. Because the order of 1+u is greater or at least equal to
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L was maximal, there exists an element 1 = (x(1 + u)−σ )τ c ∈ (1 + u)Z for some c ∈ L. Since
(1 + u)Z ∩ L = {1}, we see that τ cannot be divisible by 2. But if τ is an odd number, the fact
that xτ ∈ (1 + u)ZL implies that x ∈ (1 + u)ZL, which is a contradiction with our assumption
on the existence of such an element x.
Since 1 +∑h∈H Zuh = 1 + J , we have thus found the structure of the whole G(R). 
Definition 2.5. Let G be a finite abelian 2-group. Let g2 denote the number of factors isomorphic
to the group Z2 in the decomposition of G into the direct sum of cyclic groups and let g1 denote
the number of all the other factors. We say that G is a QWitt group if g = g2 − g1  0. We shall
call the (nonnegative) number g a QWitt number of the group G.
Theorem 2.6. The following statements hold.
(1) Let X be a finite set and let R be a QWitt ring with data 2mx > 1 for all x ∈ X. Then G(R)
is a QWitt group. (And also, R is isomorphic to some factor ring of Z[G].)
(2) For every QWitt group G (with its QWitt number g), there exist the following: a finite set X,
integers mx > 1 for all x ∈ X and a SAP QWitt ring R with data 2mx such that G is exactly
the group of units of R. Moreover, there are exactly [g2 ] + 1 nonisomorphic SAP QWitt rings
such that their group of units is isomorphic to G. Thus, R is unique (up to an isomorphism),
if and only if g = 0 or 1.
Proof. The first statement follows directly from Theorem 2.4 and the fact that R/J is isomorphic
to Z2. Let G = G1 ⊕G2 be a QWitt group, where G1 gets all the summands Z2s for s > 1, each
with a copy of Z2, and any choice of summands Z2, also each with an additional copy of Z2. So,
G2 then gets all the copies of Z2 that one chooses to leave out of G1.
Let us start with an empty set X and then add the elements inductively. Let μ′ denote a
multiplicative generator of a cyclic direct summand Z2s of G1 and assume that s > 1. We add
an element x to X and choose mx = s + 2 and by Lemma 2.2 we know that the element μ =
3 ∈ Z2mx has the same multiplicative order as μ′, because the additive order of μ − 1 in Z2mx is
equal to 2mx−1. Thus, we can choose the function h ∈ H , mapping x to 1 and all other elements
from X to −1 and the element u = μ − 1 is exactly the representation of 1 + h. The factor Z2
then comes from the cyclic group generated by 1 − u. Now, examine those g direct summands
of G that are isomorphic to Z2. Let μ′ now denote a multiplicative generator of a cyclic direct
summand Z2 of G2. We again add an element x to X and proceed to construct the elements u
and h as above. But we can either choose mx = 3 (thus getting another factor Z2 of G2, from the
group generated by 1−u) or we can choose mx = 2. So, we can construct as many nonisomorphic
SAP QWitt rings as there are different ways for sorting these summands into pairs and singles, as
one can then take either of the two ways of constructing QWitt rings described above. So, let us
count all the different possibilities. Examine how many of the direct summands are not in pairs.
We have the possibility of either g,g − 2, g − 4, . . . single direct summands. This then yields
exactly [ g2 ] + 1 rings. 
3. Direct sums of indecomposable QWitt rings
In this section, we study the decomposition of QWitt rings into the sum of indecomposable
rings. The next proposition is a more detailed description of the results in [1].
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isomorphic to the direct sum R0 ⊕ (⊕∑pz =2Zpzmz ), where R0 is a QWitt ring constructed on
a set Y with data 2my for every y ∈ Y , and every pz is an odd prime such that pmzz is a divisor of
some nx .
Proof. As R is a finite commutative ring, it can be decomposed into a direct sum of its local
subrings. Any subring of a QWitt ring is again a QWitt ring and Lemmas 2.3 and 2.4 from [1]
tell us that R is a local QWitt ring if and only if either X = {x} and nx = pmxx for some prime
number px and integer mx , or nx = 2mx for every mx ∈ X. So, let A = {x ∈ X; nx = 2mxkx for
some mx  1} and denote R = R0 ⊕ R1, where R0 is a QWitt ring with data 2mx for x ∈ A and
R1 decomposes into the above direct sum because every indecomposable direct summand of R1
has to be a QWitt ring constructed on a singleton. But then, since f (z) equals either 1 or −1
in Zpmzz , we see that the integer multiples of f (z) generate all elements of Zpmzz , which proves
the proposition. 
Since the group of units of the ring Zpmzz is well known, we can now use the results from the
previous section to find the group of units of an arbitrary QWitt ring.
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