Abstract. AdaBoost produces a linear combination of weak hypotheses. It has been observed that the generalization error of the algorithm continues to improve even after all examples are classified correctly by the current linear combination, i.e. by a hyperplane in feature space spanned by the weak hypotheses. The improvement is attributed to the experimental observation that the distances (margins) of the examples to the separating hyperplane are increasing even when the training error is already zero, that is all examples are on the correct side of the hyperplane. We give an iterative version of AdaBoost that explicitly maximizes the minimum margin of the examples. We bound the number of iterations and the number of hypotheses used in the final linear combination which approximates the maximum margin hyperplane with a certain precision. Our modified algorithm essentially retains the exponential convergence properties of AdaBoost and our result does not depend on the size of the hypothesis class.
Introduction
In the most common version of boosting the algorithm is given a fixed set of labeled training examples. In each stage the algorithm produces a probability weighting on the examples. It then is given a weak hypothesis whose error (probability of wrong classification) is slightly below 50%. The weak hypothesis is used to update the distribution. Intuitively, the hard examples receive high weights. At the end of each stage the weak hypothesis is added to the linear combination, which forms the current hypothesis of the boosting algorithm.
The most well known boosting algorithm is AdaBoost [5, ] . It is "adaptive" in that the linear coefficient of the weak hypothesis depends on error of the weak hypothesis. Earlier work on boosting includes [18, 3] . AdaBoost has two interesting properties. First, along with earlier boosting algorithms [18, ] , it has the property that its training error converges exponentially fast to zero. More precisely, if the training error of the t-th weak learner is t = weak learner is t = 1 2 − 1 2 γ t , then an upper bound on the fraction of examples with margin smaller than is reduced by a factor of 1 −
2 at stage t of AdaBoost (cf. Section 3.2). To achieve a large margin, however, one needs to assume that the guess is at most * . Exploiting this property, we prove the exponential convergence rate of our algorithm (cf. Theorem 2) if ≤ ρ * . A good guess at most ν below * can be found in essentially log 2 (2/ν) stages. We complete the paper with experiments confirming our theoretical analysis (Section 4) and a conclusion.
Marginal Boosting
Boosting algorithms form linear combinations of weak hypothesis. In iteration t the weak hypothesis h t (x) is added to the linear combination. For AdaBoost it has been shown it generates a combined hypothesis
that is consistent with the training set in a small number of iterations [5, ] . This is desirable for the analysis in the PAC setting [18,21, ] . Consistency on the training set means that the margin 1 of each training example is greater than zero, i.e. min n=1,...,N y n f (x n ) > 0.
We start with a slight modification of AdaBoost, which does not only aim to find a hypothesis with margin of at least zero, but with at least margin , where is pre-specified (cf. Algorithm 1).
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We call this algorithm AdaBoost , as it naturally generalizes AdaBoost for the case when the target margin is . The original AdaBoost algorithm now becomes AdaBoost 0 , as it targets = 0.
The algorithm AdaBoost is already known as unnormalized Arcing [2, ] or AdaBoost-type Algorithm [17, ] . Moreover, it is related to a algorithms proposed in [6] and [23] . The only difference to AdaBoost is the choice of the hypothesis coefficients α t : An additional term − 1 2 log 1+ 1− appears in the expression for α t . This term is zero for AdaBoost 0 . The constant might be seen as a guess of the maximum margin * . If is chosen properly (slightly below * ), then AdaBoost will converge exponentially fast to a combined hypothesis with a near maximum margin. See Section 3.2 for details.
The following example illustrates how AdaBoost works. Assume the base 1 If « 1 = 1, then a result by [11] shows that the dot product x · « is equal to the signed distance of the point x to the closest point on the plane with normal vector « through the origin, where the distance is measured with the ∞-norm. This explains why we can use ynf (xn) instead of the ∞-norm distance to the separating hyperplane. 2 The original AdaBoost algorithm was formulated in terms of weighted training error t of a weak hypothesis. Here we use an equivalent formulation in terms of the edge γ, where t = 
(e) Update weights: learner returns the constant hypothesis h t (x) ≡ 1. The error of this hypothesis is the sum of all negative weights, i.e.
t+1 is computed (otherwise the algorithm stops). The parameter α t is chosen so that the edge of h t with respect to the new distribution is exactly (instead of 0 as in AdaBoost). Actually, the edge is for any ±1-valued base hypotheses or more generally, if one chooses α t s.t. Z t (α t ) is minimized. In [9] the standard boosting algorithms are interpreted as approximate solutions to the following optimization problem: choose distribution d subject to the constraints that the edges of the previous hypotheses are equal zero. In this paper we use the inequality constraints that the edges of the previous hypotheses are at most . The α t 's are the Lagrange multipliers for these inequality constraints, which are always positive.
Since one does not know the value of * beforehand, one also needs to find * . We propose an algorithm that constructs a sequence { r } R r=1 converging to * : A fast way to find a real value up to a certain accuracy ν on the interval [−1, 1] is to use a binary search -one needs only log 2 (2/ν) search steps.
3 AdaBoost r (Algorithm 1) is used to decide whether the current guess is larger or smaller than * . This leads to the Marginal AdaBoost algorithm (cf. Algorithm 2).
The algorithm proceeds in R steps, where R is determined by the accuracy ν that we would like to reach: In each iteration r it calls AdaBoost r (cf. step 3b in Marginal AdaBoost), where r is chosen to be in the middle of an interval [l r , u r ] (cf. step 3a). Based on the success of AdaBoost r to achieve a large enough margin, the interval is updated (cf. step 3c). We can show that the interval is chosen such that it always contains * , the unknown maximal margin, while the length of the interval is almost reduced by a factor of two. Finally, in the last step of the algorithm, one has reached a good estimate R of * and calls AdaBoost for = l R+1 − ν generating a combined hypothesis with margin at least * − 4ν (as we will show later). In the next section we will give a detailed analysis of how the algorithm works and how many calls to the base learner are needed to approximate * : in the worst case one needs about log 2 (2/ν) times more iterations than for the case when * is known.
Since AdaBoost is used as a sub-routine and starts from the beginning in each round, one can think of several speed-ups, which might help to reduce the computation time. For instance, one could store the base hypotheses of previous iterations and instead of calling the base learner, one first sifts through these previously used hypotheses. Furthermore, one may stop AdaBoost , when the combined hypothesis has reached a margin of or the base learner returns a hypothesis with edge lower than .
Algorithm 2 -The Marginal AdaBoost algorithm
Constraining the edges of the previous hypotheses to equal zero (as done in the totally corrective algorithm of [9] ) leads to a problem if there is no solution satisfying these constraints. Because of duality, the maximal edge over all base hypotheses is always greater than the minimal margin of the examples. Thus, if there is a separation with margin greater than 0, then the equality constraints on the edges are not satisfyable. In Marginal AdaBoost we consider a system of inequality constraints
where is adapted. Again, if there is a separation with margin greater than , then the system of inequalities has no solution (and the Lagrange multipliers diverge to infinity). However, in this case our algorithm stops and increases , which increases the size of the feasible set. Finally, if = * , then there is presumably only one point left, which is then the dual solution of the maximum margin solution.
Detailed Analysis

Weak Learning and Margins
The standard assumption made on the base learning algorithm in the PACBoosting setting is that it returns a hypothesis h from a fixed set H that is slightly better than random guessing on any training set. 4 More formally this means that the error rate is consistently smaller than
2 γ for some γ > 0. Note that the error rate of 1 2 (i.e. γ = 0) could easily be reached by a fair coin, assuming both classes have the same prior probabilities. Thus, this requirement is the least we can expect from a learning algorithm [5, ] .
The error rate is defined as the fraction of points that are misclassified. In Boosting this is extended to weighted example sets and one defines 
which is an affine transformation of h (d) in the case when h(x) ∈ {−1, +1}:
Recalling from Section 1, the margin of a given example (x n , y n ) is defined by yf α (x).
Suppose we would combine all possible hypotheses from H (assuming H is finite), then the following well-known theorem establishes the connection between margins and edges first seen in connection with Boosting in [4, 2] :
where d ∈ P N , α ∈ P |H| and P k is the k-dimensional probability simplex.
Thus, the minimal edge γ * that can be achieved over all possible weightings d of the training set is equal to the maximal margin * of a combined hypothesis from H. Also, for any non-optimal weightings d and α we always have max
. If the base learning algorithm guarantees to return a hypothesis with edge at least γ for any weighting, there exists a combined hypothesis with margin at least γ. If γ = γ * , i.e. the lower bound γ is largest possible, then there exists a combined hypothesis with margin exactly γ = * (only using hypotheses that are actually returned by the base learner). From this discussion we can derive a sufficient condition on the base learning algorithm to reach the maximal margin: If it returns hypotheses whos edges are at least γ * , there exists a linear combination of these hypotheses that has margin γ * = * . This explains the termination condition (cf. step 3c in AdaBoost ). We will prove later that our Marginal AdaBoost algorithm is able to compute the coefficients of the combination efficiently (cf. Theorem 2).
Convergence Properties of AdaBoost ±
We now analyze a slightly generalized version of AdaBoost , where is not fixed but could be adapted in each iteration. We therefore consider sequences { t } T t=1 , which might either be specified before running the algorithm or computed based on results during the algorithm. For instance, the idea proposed by [2] is to compute t by min n=1,...,N y n f α t−1 (x n ), which leads to Arc-GV asymptotically converging to the maximum margin solution.
In the following we are answering the question how good AdaBoost { t} is able to increase the margin and bound the fraction of examples, which have a margin smaller than say θ. We start with the following useful lemma similar to a lemma shown in [19, 20] :
where Z t is as in AdaBoost , step (3e).
This leads to a result generalizing Theorem 5 in [5, ] for the case = 0:
Proposition 1 ([17]). Let γ t be the edge of h t in the t-th step of AdaBoost
The algorithm makes progress, if the right hand side of (3) is smaller than one. Suppose we would like the reach a margin θ on all training examples, where we obviously need to assume θ ≤ * . Then the question arises, which sequence of { t } T t=1 one should use to find such combined hypothesis in as few iterations as possible. Since the right hand side (rhs.) of (3) is minimized for t = θ, one should always use this choice, independent of how the base learner performs.
We therefore assume for the rest of the paper that is held constant in a run of AdaBoost . Let us reconsider (3) of Proposition 1 for the special case
where
1−γt is the binary relative entropy. This means that the right hand side of (2) is reduced by a factor exactly exp(−∆ 2 ( , γ t )), which can be bounded from above by using Taylor expansion and the convexity in the second argument of exp(−∆ 2 (·, ·)):
where we need to assume 5 γ t ≥ and 0 ≤ ≤ 1. Note that this is the same form of bound one also obtains for original AdaBoost (i.e. = 0), where the fraction 5 For the case < 0 one gets a slightly worse bound: 1 − 3 14
of points with margin smaller than zero is reduced by at least 1 − 
The margin is at least for all examples, if the right hand side is smaller than 1 N , hence after at most
which proves the statement. ✷ A similar result is found for < 0 in [15] , but without the additional factor 1 − 2 ; in that case the number of iterations is bounded by 2 log(N )/ν 2 + 1.
Asymptotical Margin of AdaBoost
With the methods shown so far, we can also analyse to what value the maximum margin of the original AdaBoost algorithm converges to asymptotically. First, we state a lower bound on the margin that is achieved by AdaBoost . We find, that the size of the margin is not as large as it could be theoretically (by considering Theorem 1). In a second part we consider an experiment that shows that depending on some subtle properties of the base learner, the margin of combined hypotheses generated by AdaBoost can converge to quite different values (while the maximum margin is kept constant). We observe that the previously lower bound on the margin is almost tight in empirical cases.
As long each factor in Eq. (3) is smaller than 1, the right hand side of the bound reduces. If it is bounded away from 1, 6 then the rhs. converges exponentially fast to zero. The following corollary considers the asymptotical case and gives a lower bound on the margin. 
Corollary 2 ([15]). Assume AdaBoost generates hypothesis
γ > . Then the asymptotically (t → ∞) smallest marginρ of the combined hypothesis is bounded from below bŷ
From (6) one can understand the interaction between and γ: if the difference between γ and is small, then the right hand side of (6) 
Experimental Illustration of Corollary 2:
To illustrate that the abovementioned gap, we perform an experiment showing how tight (6) can be. We analyze two different settings: the base learner selects (i) the hypothesis with largest edge over all hypotheses and (ii) the hypothesis with minimal edge among all hypothesis with edge larger than * . This is the best and the worst case, respectively. Note that Corollary 2 holds in particular for the worst case, where the base learner is allowed to return any hypothesis with edge larger than * (the maximal achievable margin). In practice, however, the base learner may perform better.
We use random data with N training examples, where N is drawn uniformly between 10 and 200. The labels are drawn at random from a binomial distribution with equal probability. We use a hypothesis set with 10 4 hypotheses. The output of every hypothesis is either −1 or +1 and is chosen such that with probability p it is equal to the previously generated label.
7 First we compute the solution of the margin-LP problem (left hand side of (1)) and determine * . Then we compute the combined hypothesis generated by AdaBoost after 10 4 iterations for = 0 and = 1 3 using the best and the worst selection strategy, respectively. The latter depends on * . This procedure is repeated for 300 random draws of p from an uniform distribution. The parameter p ensures that there are cases with small and large optimal margins. The resulting margins computed by the three algorithms are plotted in Figure 1 . On the abscissa is the maximal achievable margin * for a particular data realization. On the ordinate is the margin of AdaBoost using the best and the worst strategy. We observe a great difference between both selection strategies. Whereas the margin of the worst strategy is tightly lower bounded by (6), the best strategy has near maximal margin. [right]: On the abscissa is the maximal achievable margin * and on the ordinate the margin achieved by AdaBoost for one data realization. For comparison the line y = x ("upper bound") and the bound (6) ("lower bound") are plotted. On the interval [ , 1], Eq. (6) lower bounds the achieved margin of the worst strategy tightly. The optimal strategy almost achieves the maximal margin. There is a clear gap between best and worst performance of the selection scheme, which we cannot explain by theory. If is chosen appropriately, then this gap is reduced to 0
These experiments show that one obtains different results by changing some properties of the base learning algorithm. These properties are not used for computing the bound (only the minimal edge is used). This is indeed a problem, as one is not able to predict where AdaBoost is converging to. 8 We therefore propose Marginal AdaBoost, which solves this problem. Roughly speaking, by choosing near * , one can make the difference between worst and best case performance of the base learner arbitrary small (cf. Figure 1) . This is exploited in the next section.
Convergence of Marginal AdaBoost
So far we have always considered the case where we already know some proper value of . Let us now assume the case that the maximum achievable margin is * and we would like to achieve a margin of * − ν. in Marginal AdaBoost). This is the worst case. The better case is, if the distribution d generated by AdaBoost will be too difficult for the base learner and it eventually fails to achieve an edge γ of at least and AdaBoost will stop (cf. stopping condition in Marginal AdaBoost). Second, assume is chosen too low, say < * − ν, then one achieves a margin of in a few steps by Corollary 1 . Since the maximum margin is always greater that a certain achieved margin, one can conclude that * ≥ (cf. step 3c in Marginal AdaBoost).
Note that there is a small gap in the proposed binary search procedure: We are not able to identify the case * − ν ≤ ≤ * efficiently. This means that we cannot reduce the length of the search interval by exactly a factor of two in each iteration. This makes the analysis slightly more difficult, but eventually leads to the following theorem on the worst case performance of Marginal AdaBoost: Proof. See Algorithm 2 for definitions of u r , l r , γ r , ρ r .
We claim that in any iteration
. By assumption γ t,r ≥ * and we may set u r+1 = min r0=1,...,r min t=1,...,T γ t,r . By Theorem 1 holds * ≥ ρ r for all r = 1, 2, . . . and, hence, we may set l r+1 = max r0=1,...,r ρ r0 . We have to consider two cases. (a) ρ r ≥ r and (b) ρ r < r . In case (b) we have an additional term in u r+1 , which follows from r + ν ≥ * , justified by ρ r < r and Proposition 1.
By construction, the length of interval [l r , u r ] is (almost) decreased in each iteration by a factor of two. We show u r − l r ≤ 2 −r+1 + 2ν. In case (a) the interval is reduced by at least a factor of two. The worst case is if always (b) happens:
Since l r is non-decreasing,
We continue by using 1 = 0 and min r l r = −1:
Thus after R = log 2 (1/ν) steps we have u R+1 −l R+1 ≤ 3ν and * −l R+1 ≤ 3ν.
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Now we run AdaBoost lR+1−ν (S, 2 log(N )/ν 2 ) and achieve a margin of at least l R+1 − ν by Corollary 1. This can only be 4ν away from * . We called R+1 = log 2 (1/ν)+1 times AdaBoost , each time calling at most 2 log(N )/ν 2 + 1 times the base learning algorithm. Marginal AdaBoost returns only the last hypothesis, combining only 2 log(N )/ν 2 + 1 base hypotheses. ✷ The bound could be improved by a factor 1 − * 2 , if ≥ 0, since we have not exploited the additional factor (1 − 2 ) as in Proposition 1.
Infinite Hypothesis Sets
So far we have implicitly assumed that the hypothesis space is finite. In this section we will show that this assumption is (often) not necessary. Also note, if the output of the hypotheses is discrete, the hypothesis space is effectively finite [16, ] . For infinite hypothesis sets, Theorem 1 can be restated in a weaker form as:
Theorem 3 (Weak Min-Max, e.g. [12] ).
where d ∈ P N , α ∈ P |H| with finite support. We call Γ = γ * − * the "duality gap".
In particular for any d ∈ P N : sup h∈H N n=1 y n h(x n )d n ≥ γ * and for any α ∈ P |H| with finite support: min n=1,...,N y n t:αt≥0 α t h t (x n ) ≤ * . In theory the duality gap may be nonzero. However, Proposition 1 and Theorem 2 do not assume finite hypothesis sets and show that the margin will converge arbitrarily close to * , as long as the base learning algorithm can return a single hypothesis that has an edge not smaller than * . In other words, the duality gap may result from the fact that the sup on the left side can not be replaced by a max, i.e. there might not exists a single hypothesis h with edge larger or equal to * . By assuming that the base learner is always able to pick good enough hypotheses (≥ * ) one automatically gets that Γ = 0 (by Proposition 1).
Under certain conditions on H this maximum always exists and strong duality holds (see e.g. [16, 15, 8, 12] for details):
Theorem 4 (Strong Min-Max). If the set
In general this requirement can be fulfilled by base learning algorithms whose outputs continuously depend on the distribution d. Furthermore, the outputs of the hypotheses need to be bounded (cf. step 3a in AdaBoost ). The first requirement might be a problem with base learning algorithms such as some variants of decision stumps or decision trees. However, there is a simple trick to avoid this problem: Roughly speaking, at each point with discontinuityd, one adds all hypotheses to H that are limit points of L(S, 
Experimental Illustration of Marginal AdaBoost
First of all, we would like to note that we are aware of the fact that maximizing the margin of the ensemble does not lead in all cases to an improved generalization performance. For fairly noisy data sets even the opposite has been reported cf. [14, 2, 7, 17] . Also, Breiman once reported an example where the margins of all examples are larger in one ensemble than another and the latter generalized considerably better.
However, at least for well separable data the theory applies for hard margins and for larger margins one can prove better generalization error bounds. We expect that one should be able to measure differences in the generalization error, if one function approximately maximizes the margin while another function does Here we report experiments on artificial data to (a) illustrate how our algorithm works and (b) how it compares to AdaBoost. Our data is 100 dimensional and contains 98 nuisance dimensions with uniform noise. The other two dimensions are plotted exemplary in Figure 2 . For training we use only 100 examples and there is obviously the need to carefully control the capacity of the ensemble.
As base learning algorithm we use C4.5 decision trees provided by Ross Quinlan [13, cf.] using an option to control the number of nodes in the tree. We have set it such that C4.5 generates trees with about three nodes. Otherwise, the base learner often classifies all training examples correctly and over-fits the data already. Furthermore, since in this case the margin is already maximal (equal to 1), both algorithms would stop since γ = 1. We therefore need to limit the complexity of the base learner, in good agreement with the bounds on the generalization error [19, ] .
In Figure 3 Figure 3 (right) ). One observes that it is not able to achieve a large margin efficiently (ρ = 0.37 after 1000 iterations). In Table 1 we see the average performance of the three classifiers. For AdaBoost we combined 200 hypotheses for the final prediction. For Marginal AdaBoost we use ν = 0.1 and let the algorithm combine only 200 hypotheses for the final prediction to get a fair comparison. We see a large improvement of both ensemble methods compared to the single classifier. There is also a slight, but -according to a T-test with confidence level 98% -significant difference between the generalization performances of both boosting algorithms. Note also that the margins of the combined hypothesis achieved by Marginal AdaBoost are on average almost twice as large as for AdaBoost.
Conclusion
We have analyzed a generalized version of AdaBoost in the context of large margin algorithms. From von Neumann's Min-Max theorem the maximal achievable margin * is at least γ, if the base learner always returns a hypothesis with weighted classification error less than 1 2 − 1 2 γ. The asymptotical analysis lead us to a lower bound on the margin of the combined hypotheses generated by AdaBoost in the limit, which was shown to be rather tight in empirical cases. Our results indicate that AdaBoost generally does not maximize the margin, but achieves a reasonable large margin.
To overcome these problems we proposed an algorithm for which we have shown the convergence to the maximum margin solution. This is achieved by increasing iteratively, such that the gap between the best and the worst case becomes arbitrarily small. In our analysis we did not need to assume additional properties of the base learning algorithm. To the best of our knowledge this is the first algorithm that combines the merits of Boosting with the maximum margin solution.
In a simulation experiment we have illustrated the validity of our analysis and also that a larger margin can improve the generalization ability when learning on high dimensional data with a few informative dimensions.
