In this paper a new adaptive non linear function for blind signal separation is presented. It is based on a spline approximation whose control points are adaptively changed using information maximization techniques. The monotonously increasing characteristic is obtained using suitable B-spline functions imposing simple constraints on its control points. In particular, the problem of adaptively maximizing the entropy of the output is considered in the context of blind separation of independent sources. We derive a simple form of the learning algorithm which allows not only to adapt the separation matrix coefficients but also the shape of the non linear functions. A comparison with the Mixture-OfDensities approach is also presented on some experimental data that demonstrates the effectiveness and efficiency of the proposed method.
INTRODUCTION
In the last years a great interest is raised on blind signal processing. In particular, several researchers proposed information maximization techniques, implemented in neural like architecture, for the problem of blind source separation and deconvolution of independent sources. Bell and Sejnowski in [I] , propose the use of a one-layer neural network in order to separate linear mixtures of signals. The architecture is composed by an invertible linear transformation followed by a bounded, monotonously increasing, nonlinear function applied to all outputs separately. The adaptation (or learning in neural network context) is carried-out by maximizing the output entropy. In this case, if the pdf s of the sources are known, the fixed nonlinearities should be taken equal to the cumulative density functions of the sources. In [2] the authors, giving a new explanation of work [I] , underline the relevance of the output information and reinterpret the Bell and Sejnowski approach in a more general context of probability density function estimation. However the cumulative density functions of the sources are usually not known. Although simulations exhibit good results in some cases also for nonlinearities that don't exactly match the signals, in general it is important to better estimate the exact non-linear functions. Several approaches have been proposed to get adaptive non-linearities (see for example [3,4]) for use in blind separation problem. These functions however can present some limitations due their representation capability and/or computational complexity. In [5] , in order to flatting the pdf of a signal, the authors proposed a polynomial functional link approach. The monotonously increasing characteristic of the curve is ensured by certain polynomial constraints. The polynomial shape adaptation, as discussed in [6] , suffers of the "forgetting problem": changing each polynomial's coefficient produces the modification of the entire curve shape and this can cancel the information of the previous training patterns. Recently, in order to reduce the computational burden and improve the generalization capabilities, an adaptive spline neural network has been proposed [6-71. This architecture is shown to be suitable for signal processing applications
The basic idea of deriving adjustable non-linear functions by using a spline approximation whose control points are adaptively changed, can be usefully applied also in the blind signal processing context, particularly using information maximization techniques. In this paper a new non-linear architecture is proposed and applied to the problem of blind signal separation. It is based on B-spline functions that allow to have only simply constraints on the control parameters in order to ensure the needed monotonously increasing characteristics. In Section 2 the new architecture is presented while in Section 3 the derivation of the learning algorithm is reported. Some experimental results are also shown in Section 4.
THE B-SPLINE NON-LINEARITY
The spline activation functions (see [6] ) are smooth parametric curves, divided in multiple tracts (spans) each controlled by four control points. Let y=h(u) be the non-linear function to reproduce, then the spline activation function can be expressed as: . In fact, using the B-spline matrix instead of the original Catmull-Rom spline allows to ensure the monotonously increasing characteristic of the overall function only with the following additional constraint on the control points:
ADAPTATION ALGORITHM
Following an information theoretic approach, the entropy of the output y has to be maximized with respect to the control points.
As an exemplary case we analyze the two input -two output separation problem where the network is composed by only 2 neurons denoted by the index j G=1,2). Let x, be the input of the network, U , , y , respectively the input and output of the non linearities, wlk the weight between the k-th input and the activation value U ] of the jth neuron. The entropy is defined as:
where p,. (y) is the pdf of the output vector y and J represent the Jacobian.
we get:
aE{lnIJI} -alnlJl aQ, ,! + "t aQ,,,+,, The weights of the network are adapted following [4J. Let be W the weight matrix and F the following cost fucntion:
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where g, (U,) = f,' (u,) and f , are the non linear functions and n is 2 for our exemplary case. Since we get
F ( W ) = j P,(Y) 1ogp,(Y)dy=-H(Y)
Minimizing F(W) is equivalent to maximizing the entropy H(y):
where Using the natural gradient as in [9] , the final weight update rule is therefore:
EXPERIMENTAL RESULTS
Several different experiments have been carried out on input signals x(t) sampled at 16kHz with various px(x). For all the experiments an adaptive spline structure with 24 control points is used, while the initial shape of the function is a typical hyperbolic tangent. Three different experiments of signal separation are reported here (see fig. 1 ): (a) male and female speech, (b) female speech and uniform noise, (c) female speech and hi-constant noise. The learning has been performed on 60000 samples repeated 5 times for a total of 300'000 adaptation steps. The obtained performance has been compared with those of the Mixture-Of-Densities method [4] and the method reported in [5] . Although the performance are quite similar, the required computational complexities are different; as reported in tables 1 and 2 the proposed method shows a superior performance in terms of complexity both in the forward and learning phase.
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