This document describes the work performed in the DARPA Engine System Prognosis program to detect faults in the hot gas path (HGP) due to causes other than blade damage related to normal operation, e.g., foreign object damage. A model of HGP health was developed offline. This model was intended to represent the typical deterioration of a normal (unfaulted) engine from completely new to completely deteriorated. The output of this model is known as "Health Index" (HI), and has a value of one for an undeteriorated engine, and a value of zero for a fully deteriorated engine. A method of identifying steady state pointsi.e., points where the thermal and mechanical state of the engine is not changing dramatically -was developed. The HI of an engine is estimated at steady state points in each flight. A sensitive classifier fusion approach was developed that is capable of detecting subtle changes in engine health. This approach makes it possible to detect faults quickly. Additionally, the Health Index might be used to monitor normal deterioration of the engine, and to schedule maintenance on an as-needed basis, rather than on a regular schedule.
Nomenclature

HGP
= hot gas path HI = Health Index SCD = special cause diagnostics CLM = component level model RF = random forest MSRP = multiscale rank permutation LPT = low pressure turbine HPT = high pressure turbine EGT = exhaust gas temperature EGTR = corrected exhaust gas temperature
I. Introduction
he path of a commercial aircraft engine through the flight envelope is generally quite predictable, and the bulk of operational time is at steady state; conversely, military engines are frequently used in dramatically different ways from flight to flight, with very little -if any -time spent at steady state. Thus, characterizing the health of
II. Special Cause Diagnostics
A. SCD Overview Figure 1 is an overview of the SCD development process. Note that there is both an offline (i.e., done only once, during development) and an online (performed continuously as flight data are collected) process. All steps of both processes are described below.
B. Offline Development Figure 1. Overview of the SCD development process.
A model of hot gas path (HGP) health was developed offline. This model was intended to represent the typical deterioration of a normal (unfaulted) engine from completely new to completely deteriorated. The output of this model is known as "Health Index" (HI), and has a value of one for an undeteriorated engine, and a value of zero for a fully deteriorated engine.
Normal deterioration is due to many factors, such as seal wear, blade erosion, actuator wear. The development team uses a model of the cumulative effect of deterioration on the flows and efficiencies of various engine components for a given number of flights. This model was adopted for SCD development as the standard course of deterioration.
Variation in a great number of factors including manufacturing, materials, missions, ambient conditions, maintenance, and many others result in both different and varying rates of deterioration for each individual engine. While no engine is expected to closely follow the standard deterioration model, the level of deterioration should change slowly over time. Dramatic changes in deterioration rate or level are normally the result of either changes in aircraft use (mission types, ambient conditions) or maintenance actions; changes that are not attributable to either of these sources are likely due to engine faults.
1. Data Simulation [1] 7
A high fidelity physics-based model of the gas path known as a component level model (CLM) was used to simulate the performance of actual engines with known levels of deterioration.
These simulated data were in turn used to build a general model of engine performance. The simulation approach used is outlined below:
1. Flight data (altitude, Mach number, ambient temperature, throttle angle) from 6000 actual missions was sampled with replacement. The selected mission was used in its entirety for each iteration. 2. Each sampled mission was assigned an arbitrary level of deterioration over the full range of possible values 3. The combination of mission and deterioration level was used as input to the CLM, which simulated temperatures, pressures, speeds, and flows at various points in the engine for the entire mission 4. The above three steps were repeated six thousand times, and the CLM data was recorded each time.
The HI model was built from these data, as outlined below.
Data Simulation [2]
Engine diagnostics is essentially the inference of engine condition by tracking the changes in the relationship between various sensed engine parameters (e.g., temperatures, pressures). To accurately estimate the relationships between engine parameters, it is helpful to use the values of the selected engine parameters recorded when the engine is at steady state conditions. Steady-state conditions in military aircraft engines are quite rare because military aircraft are typically flown on arbitrary paths through the flight envelope, with frequent and unpredictable changes in throttle settings and altitude. However, within each mission, military engines are often operated at steady state for brief periods. The data from these periods can be used for engine health estimation.
By definition, steady state is a condition where the underlying properties of the system either do not change over time or change at a constant rate. If the system properties are fully observable through a set of sensed engine parameters, then periods of steady state operation can be inferred from the sensed engine parameters. The sensor readings at any time step represent a point in an ndimensional space (where n is the number of sensed engine parameters). The change of values over two consecutive time steps can be calculated and steady state is achieved if the calculated change rate is close to zero.
For illustration convenience, we represent the sensed parameters space in a 2D space as shown in ∇ r is the n-dimensional vector representing the 2 nd -order derivative of the sensed parameters over time. Using this criterion, we can find both steady state conditions, i.e., where system properties do not change or change is at a constant rate. If we restrict ourselves to only identifying the steady state conditions that system properties do not change, we can simply replace the 2 nd -order difference function with the 1 st -order difference function.
Flight Envelope Partitioning [3]
The apparent performance of an engine varies over the flight envelope. Therefore, to have a consistent metric of engine health, it is necessary to compare measurements in relatively small region of the flight envelope. However, the naïve approach of just taking steady state (SS) data from within some small region of the flight envelope is unsuitable for military engines because the flight path is so variable -too many flights do not reach SS in a suitable region, so too much data is thrown away. Thus an approach to normalize measurements to a small region in the flight envelope is necessary to maximize fault detection performance. However, before this can be done, it is first necessary to choose what region the data will be normalized to. Data from real missions was used to select a small region of the flight envelope to normalize to based on the density of steady-state points there.
Health Index Definition [4]
Exhaust gas temperature (EGT) is affected by both normal deterioration and many HGP faults, so it is a closely monitored parameter indicative of engine health. Normal deterioration manifests as a slow increase in EGT over time. Faults -such as foreign object damage or high pressure turbine blade loss -generally cause more dramatic changes in EGT. EGT, when corrected for environmental conditions (know as EGTR), is quite closely correlated with the standard deterioration model in the normalization region of the flight envelope ( Figure 3 ). Therefore, EGT was selected as the parameter to base the engine health metric upon. Health index is defined as 1 for EGTR at its minimum value, and 0 at its maximum.
Flight Envelope & Health Index Sensor Correction [5]
Engine performance at steady state is strongly affected by position in the flight envelope, and deterioration level. To accurately diagnose faults, it is necessary to "correct" sensed readings to one region of the flight envelope. Historically, the effect of deterioration was uncorrectable -it contributed to noise. But if the level of deterioration was known, it could reduce the variance in the corrected parameters considerably.
During the development phase, deterioration level known. Therefore, it is possible to build a model that corrects sensed values to any point in the flight envelope for a given level of deterioration. Neural networks were trained to map performance to the value in the normalization region, using flight envelope parameters and other inputs, and the sensed parameter value as output 6. Full Flight Envelope Health Index Model [6] During the development phase, deterioration level for all of the simulated data is known. Thus, it is possible to develop a model that predicts HI for any point in the flight envelope based on the available sensed data. Any number of modeling approaches might be used; for the work presented here a feedforward neural network was used. A selection of sensed parameters were used as input, and [HI] was the output. This model is used to correct sensed parameters (see below) for fault diagnosis.
C. Online Process
The previous major section (B) described the development process for the fundamental tools used to construct the special cause diagnosis system. Specifically, those tools are:
1. A method for detecting steady-state operation for military aircraft. 2. A region of the flight envelope that aircraft engines under real use conditions frequently achieve steady state; this region can be used to normalize data from the more sparsely traversed regions comprising the bulk of the flight envelope. 3. A definition of engine health known as "Health Index" based on an assuming a schedule of normal deterioration. 4. A series of models for correcting sensor readings given a position in the flight envelope and a level of deterioration. 5. A model for estimating Health Index anywhere in the flight envelope based on sensed parameters. Those tools were developed using synthetic data from a high fidelity physics-based thermodynamic model of the hot gas path.
This section describes how to assemble those tools in to a system that can both track the normal deterioration of an aircraft engine, and also detect faults with much greater sensitivity than the former state-of-the-art at GE 1. Engine Data [7] As implemented, SCD operates on high frequency operational data from the MDEC. As implemented, all calculations are performed on the ground -data are analyzed one flight at a time as a single unit. Features extracted from each flight are stored for future use, resulting in considerable data compression.
Steady State Identification [8]
The operational steady state identification procedure is the same as the developmental procedure, described in section 2 above.
Health Index Estimation [9]
Health Index is estimated using the model developed in section 4, above. HI estimation is crucial because it provides a substantial reduction in the amount of noise in sensed parameters used for both fault isolation and prognosis. Additionally, the detection of anomalies in the engine is based primarily on the Health Index.
Flight Envelope and Health Index Correction [10]
This step takes the model developed in section 5 and uses the estimated HI, in combination with flight envelope information, to correct sensed values to the normalization region. These corrected values can then be used for anomaly detection and fault isolation.
Trend Removal [11]
The key idea behind SCD is that deterioration accumulates slowly, and that dramatic change in deterioration rate or level are attributable to either changes in aircraft use (mission types, ambient conditions), maintenance actions, or engine faults.
Although at a large scale deterioration is nonlinear in time, over a small number of flights a linear approximation is quite good. Because we are interested in large change, and not the absolute level of HI, making a linear fit to local HI values and looking at the residuals -thus, removing the short-term trend -is an effective way of normalizing the data.
Feature Extraction and Anomaly Detection [12 & 13]
Multi-scale rank-permutation (MSRP) was used to detect changes in the HI residuals. The component concepts behind MSRP are described below, as is the final algorithm. Permutation
The idea of using random permutations of the data to develop an exact or near exact probability of occurrence was proposed by Fisher 3 . Unfortunately for Fisher the computing power required for any but the simplest of problems would not be available for many years. However today the computing power required to calculate near exact probabilities for an instance of data is cheap and common, available on almost every researcher's desktop. The principal is illustrated in Figure 4 . The top set of axes show the original data. The hypothesis to be tested is whether the last five data (diamonds) are drawn from the same distribution as the previous data (dots). The null hypothesis is that they are not. If the null hypothesis is true, then a statistic (say, the mean) calculated for the diamond data should be about the same as that statistic for any five points randomly selected from all of the data (both diamond and dot). If we keep the data the same, and randomly permute the labels (diamond or dot), and calculate the "mean of diamond samples" statistic many times, we get the distribution in Figure 5 . This result suggests that any five points randomly selected from all data (both diamond and dot) will have a mean as great or greater than the original five (represented by the dashed line in Figure 5 ) only 7.2% of the time. Similarly, any set of data can be compared to another set (e.g., using the current vs. past approach outlined above), and an exact (to an arbitrary number of significant figures) probability that the sets differ on any test statistic can be calculated.
Rank Transformation
Using ranks rather than absolute values solves a number of problems. First, the problematic effect of outliers is vastly diminished [4] [5] [6] [7] . For example, consider the two sets of data, {1 3 5 7 99} and {2 4 6 8 10}; in the first set, the 99 is an outlier. Combining the data and sorting from least to greatest yields {1 2 3 4 5 6 7 8 10 99}; the rank of these data are, respectively, {1 2 3 4 5 6 7 8 9 10}. Separating the data rank back in to the corresponding original sets yields rank sets of {1 3 5 7 10} and {2 4 6 8 9}. The means of the raw data sets are 23 and 6, respectively; the mean ranks are 5.2 and 5.8, respectively, a much smaller difference and in a different direction. The rank transformation is employed to great advantage in nonparametric statistics 5, 7 . Rank Permutation Transformation Putting both ideas (using rank rather than raw data and permutation distributions to calculate exact statistical significance), the "rank permutation transformation" (RPT) can be used to transform raw, poorly behaved time series features into features that closely represent exact probabilities of occurrence (with the assumption that the error across features is uncorrelated). To calculate RPT, one must first define a small number of points to be the "post-change" set and a (typically larger) number of points to be the "pre-change" set. The two sets of data are first concatenated and the ranks of the combined data are calculated. The sum of the ranks for the original ordering (the test statistic) for the "current" data is calculated. Next, the data labels (post-change/pre-change) are randomly permuted, and the test statistic is calculated; this step is repeated many times (e.g., 5,000). The value of the test statistic for the original ordering of the data is compared to the values generated via the permutations, and the probability of the original ordering occurring by chance is calculated.
Multi-Scale
For the rank permutation transformation there is a tradeoff between sensitivity (in the sense of "quick detection") and accuracy. Sensitivity to change depends on the number of elements in each comparison group (post-change and pre-change). There is by definition plenty of data available to be part of the pre-change group, and ideally, if the change is detected as quickly as possible, a very small amount of data available to be in the "post-change" group. For maximum sensitivity, we want to shrink the size of both groups for big changes, and expand as much as possible for small changes. However, we don't know anything about the size of the change in advance.
SCD, as implemented, uses multiple different scales to detect anomalies. Each MSRP calculation produces a probability of difference between the pre and post change groups, i.e., of the HI data being anomalous.
Classifier Fusion [14]
The use of multiple scales increases the dimensionality of the problem dramatically by introducing many highly correlated dimensions: each of the combinations used in the MSRP calculation produces a different -but correlated -outcome. Both of these factors (more dimensions and correlated dimensions) should theoretically reduce performance. Thus, the mechanism to resolve the MSRP output to one metric of anomalous operation -i.e., the fusion method -must be robust to high dimensionality and correlated features.
Random Forests (RF 2 ) is a classification and regression method that applies bagging 8 to a variation of classification and regression trees 1 . A standard classification and regression tree is constructed by splitting the data on the best feature of all possible features at each node. For RF, only a randomly selected subset (chosen always from the full set) of features are evaluated at each node. Moreover, in contrast to standard classification and regression trees, the individual RF trees are not pruned; rather they are grown to 100% node purity. Although typically hundreds of trees are developed, RF's are very quick to train (e.g., much faster than neural networks for a given data set and computer). Among other good properties of RFs, they are robust to high dimensionality. Thus, RF was selected to fuse the MSRP output.
State Estimation [15]
The seven MSRP probabilities were treated as an intermediate feature space. A RF was trained on synthetic data to fuse the raw MSRP output into a single anomaly score. A state estimate -normal or abnormal -is issued based on the RF output exceeding a threshold. Figure 6 is an example fault modeled after a real fault that is typical of LPT distress that will be used as an example in this section. Figure 7 is the corrected EGT from this simulation. Figure 8 is the Health Index estimate for this engine, with a linear fit overlaid. Figure 9 is the residual Health Index value based on the linear fit (step 11) Figure 6 . Example LPT fault. Figure 10 is the output from the seven MSRP raw classifiers before fusion. Figure 11 is the result of fusion -because of "lucky" stochastic deterioration, in combination with the effect of the actual fault, the SCD systems alarms immediately after fault onset. However, on average, across many unique flights, many unique deterioration scenarios, and many simulated faults, the approach outlined in this paper takes significantly fewer flights to detect a fault compared to the 2006 state-ofthe-art approach. 
III. Example SCD Case
IV. Conclusions
The three main results of this work are as follows: 1. a method for identifying steady state points in an arbitrary military flight path was developed; 2. a mechanism for characterizing the health of an engine, the Health Index, was developed; 3. a sensitive classifier fusion approach capable of detecting subtle changes in engine performance was developed. The combination of these three major elements makes it possible to detect faults in significantly fewer flights as the baseline technology. Additionally, the Health Index might be used to monitor normal deterioration of the engine, and to schedule maintenance on an as-needed basis, rather than on a regular schedule.
V. Future Work
There are two main improvements that might be made to advance this technology. First, the takeoff conditions, while not steady state, are generally consistent from flight to flight. These conditions would allow reliable performance tracking over time. Thus, the fusion of the quasi steady state points identified in this work with data from takeoff might well yield improvements in fault detection performance.
Secondly, the performance of any prognostics system will drift over time, due to materials changes, vendor changes, new operational environments, novel operational conditions, maintenance changes, equipment aging, and other reasons. An automated learning system could be used to monitor the performance of the prognostics system, and update this as necessary.
