The string-to-string correction problem is to find a minimal sequence of edit operations for changing a given string into another given string. Extant algorithms compute a longest common subsequence (LCS) of the two strings and then regard the characters not included in the LCS as the differences. However, an LCS does not necessarily include all possible matches, and therefore does not produce the shortest edit sequence.
INTRODUCTION
The string-to-string correction problem is to find a minimal sequence of edit operations for changing a given string into another given string. The length of the edit sequence is a measure of the differences between the two strings. Programs for determining differences in this manner are useful in the following situations.
(1) Difference programs help determine how versions of text files differ. For instance, computing the differences between revisions of a software module helps a programmer trace the evolution of the module during maintenance [5] , or helps create test cases for exercising changed portions of the module. Another appli-cation is the automatic generation of change bars for new editions of manuals and other documents.
(2) When a computer network is partitioned, the subnets may continue operating if shared files are replicated. When the subnets are reconnected, the changes to the replicated files must be reconciled [12] . A reliable mechanism is a threeway file merge, which merges two files with respect to a common ancestor. It is based on computing the differences among the three files. Three-way file merges are also used in software engineering for combining parallel lines of development. For example, a three-way merge incorporates customer modifications of a base release into an update provided by the software producer [16] .
(3) Frequently revised documents like programs and graphics are stored most economically as a set of differences relative to a base version [7, 13, 16] . Since the changes usually occupy only a fraction of a complete copy, substantial space savings result. For example, difference techniques can store the equivalent of 10 to 50 revisions in the same space that would be required for saving two revisions in cleartext (i.e., one original and one backup copy).
(4) Changes to programs and other data are most economically distributed as update decks or deltas, which are edit sequences that transform the old version of a data object into the new one. A related application can be found in screen editors and graphics packages. These programs update display screens efficiently by computing the difference between the old and new screen contents, and then transmitting only the changes to the display. This approach is used in the EMACS editor [1] . (5) In molecular biology, difference algorithms compare macromolecules consisting of long chains of nucleotides or amino acids. The differences help answer questions regarding the evolution of macromolecules (RNA, DNA, and protein molecules) and provide a measure of the relationship between types of organisms [14] .
Most of the existing programs for computing differences are based on algorithms that determine a longest common subsequence (LCS). An LCS has a simple and elegant definition, and algorithms for computing an LCS have received some attention in the literature [3-6, 8, 11, 17] . An extensive discussion of the state of the art of LCS and related algorithms appears in [15] . An LCS of two strings is the longest subsequence that can be obtained by deleting zero or more symbols from each of the two given strings. For example, the longest common subsequence of shanghai and sakhalin is sahai. Once an LCS has been obtained, all symbols that are not included in it are considered differences. A simultaneous scan of the two strings and the LCS isolates those symbols quickly. For example, the following edit script, based on the LCS sahai, would construct the target string sakhalin from shanghai:
An edit-command of the form M p, l, called a move, appends the substring S[p ..... p + l -1] of source string S to the target string, and an add command of the form A w appends the string w to the target string. In the above example, the edit script takes up much more space than the target string, and none of the savings mentioned earlier are realized. In practical cases, however, the common subsequence is not so fragmented, and a single move command covers a long substring. In addition, if this technique is applied to text, one usually chooses full text lines rather than single characters as the atomic symbols. Consequently, the storage space required for a move is negligible compared to that of an add command, and it is worth minimizing the occurrence of the add commands. Note that in the above example, the last add command could be replaced with a move, since the symbol n appears in both strings. Unfortunately, the definition of an LCS is such that the n cannot be included in the LCS. The algorithm presented below does not omit such matches. 
0_<q_m-l+l, l > 0). Thus, a block move represents a nonempty, common substring of S and T with length l, starting at position p in S and position q in T. A covering set of T with respect to S, denoted by 5s(T), is a set of block moves, such that every symbol T[i] that also appears in S is included in exactly one block move. For example, a covering set of T = abcab with respect to S = abda is {(0, 0, 2), (0, 3, 2) }. A trivial covering set consists of block moves of length 1, one for each symbol T[i] that appears in S.
The problem is to find a minimal covering set, Ass(T), such that I ~s(T) I _< 5s(T)l for all covering sets 5s(T). The coverage property of As(T) assures that all possible matches are included, and the minimality constraint makes the set of block moves (and therefore the edit script) as small as possible.
Because of the coverage property, it is apparent that As(T) includes the LCS of S and T. (Consider the concatenation of the substrings T[qi,..., qi + lj -1], where (pi, qi, li) is a block move of As(T), and the substrings are concatenated in order of increasing qj.) The minimality constraint ensures that the LCS cannot provide a better parceling of the block moves.
FALSE STARTS
Before presenting the solution, it is useful to consider several more or less obvious approaches, all of which fail. The first approach is to use the LCS. As we have seen, an LCS has the property of not necessarily generating a covering set of block moves. For example, the following two pairs of strings have the LCS abc, which does not include the (moved) common substring de nor the (repeated) common substring abc. The LCS match is shown on the left, As(T) on the right. Heckel [2] pointed out similar problems with LCS techniques and proposed a linear-time algorithm to detect block moves. The algorithm performs adequately if there are few duplicate symbols in the strings. However, the algorithm gives poor results otherwise. For example, given the two strings aabb and bbaa, Heckel' s algorithm fails to discover any common substring.
For finding a covering set, one could apply the LCS extraction iteratively. For instance, after finding the initial LCS in the above examples, one could remove it from the target string T and recompute the LCS. This process is repeated until only an LCS of length 0 remains. The iterative LCS strategy succeeds in finding a covering set, but not necessarily the minimal one. The following example illustrates this strategy.
S=abcdea S=abcdea =
Assuming again that S is the source string and T the target string, the left diagram shows the match obtained via an iterative LCS algorithm. The first LCS is cda, the second one is b. Since cda is not a substring of S, we obtain a total of three block moves. The minimal covering set, shown on the right, consists of two block moves.
An extension of the basic LCS algorithm permits transpositions of adjacent symbols [8] but fails to generate a minimal set. Consider the following example:
S=abaa S=abaa
The extended LCS algorithm matches characters in S and T individually, minimizing the total cost of deletions, insertions, substitutions, and line crossings. It rejects the right match because it contains two line crossings (character by character), whereas the left one contains only one. (Unless applied iteratively, the algorithm also fails to find a covering set.)
Another tack is to search for the longest common substring rather than the longest common subsequenee. 1 Computing the longest common substring iteratively results in a covering set, but again not necessarily a minimal one. Consider the following example:
S = a b ~ d e f d e a = ~c ~cc S = a b c d e [ d e a = ~
The left diagram shows the block moves obtained by searching repeatedly for the longest common substring of S and T. The result is a set of three block 
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• 313 moves, although two are minimal. Searching for the longest common substring is too "greedy" a method, since it may mask better matches.
BASIC ALGORITHM
A surprisingly simple algorithm does the job. Start at the left end of the target string T, and try to find prefixes of T in S. If no prefix of T occurs in S, remove the first symbol from T and start over. If there are prefixes, choose the longest one and record it as a block move. Then remove the matched prefix from T and try to match the longest prefix of the remaining tail of T, again starting at the beginning of S. This process continues until T is exhausted. The recorded block moves constitute a As(T), a minimal covering set of block moves of T with respect to S, as will be discussed later. The following example illustrates several steps in the execution of the algorithm. The string to the right of the vertical bar is the unprocessed tail of T.
Step 1: Since there is none, we search for a prefix of T[1 ..... 4] in the next step. This time we find two matches, and choose the longer one, starting with S [2] . In step 3, we search for T [5] in S[0 ..... 5], and find two matches, both of length 1. We can choose either one. Now T is exhausted and the algorithm stops. Note that in each step we start at the left end of S in order to consider all possible matches.
The algorithm is presented below. Let us assume that the source string is stored in an array S[0 .... , m], and the target string in T[0 .... , n]. T[q] is the first symbol of the unmatched tail of T; q is initially zero. The first refinement of the algorithm is as follows. We now show that this program finds a A8(T). Clearly, the set of block moves printed is a covering set, because each symbol in T that is not included in some block move is known not to match any symbol in S. To see that the covering set is minimal, consider the string T:
Substrings included in a block move are bracketed by "(" and ")". Substrings of symbols excluded from any block move are denoted by X. Suppose there is a 5,{T) with fewer block moves than the set generated by Algorithm 1. Clearly, the substrings denoted by X cannot be part of ~-,(T), because the program does produce a covering set. We can, therefore, exclude all unmatched substrings from consideration and concentrate on individual sequences of contiguous block moves. Now consider block moves that are continguous in T. The only way to obtain a smaller covering set is to reparcel a sequence of k > 1 contiguous block moves into a covering set of fewer moves. We will show by induction on a number of contiguous block moves that the set produced is minimal.
Suppose we have k _ 1 contiguous block moves generated by Algorithm 1. This means that we have k triples (pi, qi, /i), (1 _ i _ k) satisfying the following conditions:
The first condition is just the definition of a block move. The second condition ensures that each block move is maximal. The third condition means that the block moves are contiguous in T.
We need to show that for any set of k block moves satisfying (1)- (3), any equivalent set has at least k block moves. Actually, it is convenient to prove something slightly more general. For any set of k block moves satisfying (1)-(3), any set that covers the first k -1 block moves and a nonempty prefix of block move k has at least k block moves. This condition clearly holds for k = 1. Now assume that k > 1, and that all sets covering the first k -2 block moves and any nonempty prefix of block move k -1 consist of at least k -1 block moves. Consider what we can do with nonempty prefixes of the kth block move. There are two cases. The first case applies to equivalent sets that cover the original block move k -1 with a single move B. In this case, let B = (Pb, qb, lb) , where Pb -< ph-1, and Pb + lb = Pk-1 + Ik-1. By the induction hypothesis, B is at least the (k -1)st move in the equivalent set. It is impossible to append a nonempty prefix of move k to B since that would contradict (2). Thus we need at least k moves for covering the original k -1 moves and a nonempty prefix of original move k. The second case applies to equivalent sets that split the original block move k -1 into at least two nonempty moves: The only choice for reducing the number of block moves below k is to coalesce the suffix of the original move k -I with a nonempty prefix of move k. This new parceling leaves us with (a) a set covering the original k -2 block moves and a nonempty prefix of block move k -1, (b) a new coalesced move covering a suffix of move k -1 and a prefix of k, and (c) another block move if the suffix of move k is not empty. By the induction hypothesis, we know that (a) has at least k -1 moves. Add to that the (nonempty) coalesced move, and we end up with at least k moves for covering the first k -1 block moves and any nonempty prefix of move k. Thus, any set equivalent to the block moves generated by Algorithm 1 has at least k elements. Q.E.D.
FIRST IMPROVEMENT OF THE BASIC ALGORITHM
Consider a situation where the source string S has few replicated symbols. That is, a, the size of the alphabet of S, is approximately equal to m. In this case, a significant improvement of the basic algorithm is possible. We prepare an index that, for each symbol s in the alphabet, lists the positions of all occurrences of s and S. We replace Algorithm 2 with the following: Assume T[q] = s is the first symbol of the unmatched tail of T. Look up the list L of occurrences of symbol s in S, using the above index. If the list is empty, no match is possible. Otherwise, find the maximal block move among those starting with the elements of L in S.
To estimate the performance of this algorithm, assume the average length of a block move is l. Then the maximal block move must be selected among rn/ol alternatives, at a cost of not more than l + 1 comparisons each. Thus, the run time of the algorithm is O
(l.(m/oe).(n/l)) = O(mn/~). If m ~ a, that is if there
are few replicated symbols, we obtain a nearly linear algorithm. Note that the index can be prepared in linear time, either by using a hash table or by providing a table the size of the alphabet.
Program text and prose have the property of few repeated lines. In program text, the only repeated lines are empty or consist of bracketing symbols like begin and end; for all other repetitions one would normally write a subprogram.
In prose text, the only repeated lines should be empty or contain formatting commands. In applying the block move algorithm to prose or program text, it is therefore appropriate to choose lines as the atomic symbols. To speed up comparisons, the program should use hash codes for lines of text rather than performing character-by-character comparisons.
We implemented a program incorporating these ideas, called bdif[, and compared it with diff [5] , which uses an LCS algorithm. We executed both programs on 1400 pairs of files. Each pair consisted of two successive revisions of text, deposited in a database maintained by the Revision Control System [6] . This system stores multiple revisions of text files as differences. The sample consisted almost entirely of programs. Diff and bdiff executed with similar speeds, but bdiff produced deltas that were, on the average, about 7 percent smaller. Apparently, block moves and duplicate lines in the sample are not frequent enough to obtain significant space savings over LCS algorithms. It is also possible that programmers are aware that the Revision Control System uses diff rather than bdiff and therefore avoid rearranging their programs for the sake of storage efficiency. We expect that the situation is more advantageous for block moves in the other applications mentioned in the introduction.
SECOND IMPROVEMENT OF THE BASIC ALGORITHM
A more sophisticated data structure achieves linear running time. Since the basic algorithm repeatedly matches patterns taken from the target string against the source string, it makes sense to preprocess the source string to speed up the matching. An adequate data structure for this purpose is a suffix tree. Given the source string S, append a unique character # to it and build a tree for all suffixes of S#. Given the suffix tree, a pattern can be matched in time proportional to its length. Since the tree can be constructed in space and time proportional to the length of the source string [10] , the total running time and space requirement is
O(m + n).
As an example, let S = vwvwxy, and T = zvwxw. The suffix tree for S# is shown in Fig. 1 . Each arc in a suffix tree is associated with a substring of S. For a path from the root to a leaf, the substrings associated with the arcs spell out a suffix of S. The starting point of the suffix represented by the path is recorded in the leaf node. Suffixes with a common prefix share an interior node whose path spells out the common prefix. The shared interior node records the starting point of one of those suffices (e.g., the leftmost one).
In the above example, to find As(T), start by tracing the string T[0 .... ] in the suffix tree, beginning with the root. Since there is no arc labeled z emanating from the root, there exists no possible match for T[0]. Tracing T[1, ...] terminates on the arc to the leaf labeled 2, producing the block move (2, 1, 3) . Finally, tracing T [4] terminates at an interior node, resulting in the block move (1, 4, 1) . Alternatively, we could have used (3, 4, 1) , which can be found by searching for leaves reachable from the interior node. In general, tracing a string P in a suffix tree terminates for the following reasons:
(a) The trace reaches the end of P, that is, P is fully matched. (b) The suffix tree is exhausted, that is, the trace reaches a leaf node before matching the last character of P. (c) The trace reaches an interior node none of whose arcs spell a valid continuation of P.
In case (a), the trace may reach the end of P in the middle of a string associated with an arc. In this case, we say the trace ends at the node to which that arc leads. Similarly in case (c), the match may fail somewhere in the middle of the string associated with an arc. Again, we say that the trace ends at the node to which that arc leads.
If a trace ends at a leaf, the matched portion of P occurs exactly once in S, and its starting point is recorded in the leaf. If a trace ends at an interior node, the matched portion of P occurs more than once in S. One of the starting points for the match is recorded in the interior node. Additional starting points can be found by visiting the leaves of the subtree rooted in the node at which the trace ended. Any of those starting points is acceptable. The last section discusses how to choose a starting point that minimizes the time for reconstructing the target string.
The trace through the suffix tree finds the longest possible prefix match of P in time proportional to the length of the prefix. To obtain an efficient search, the arcs of the suffix trees should be encoded as entries in a hash table, as discussed in [10] .
DISCUSSION OF THE THREE ALGORITHMS
Both the basic algorithm and the improvement using an index are easy to implement and tune. Replacing array indexing operations with pointers and using sentinel values¢o eliminate some of the tests speeds up the l~rograms significantly. The basic algorithm is unusable for long strings, due to its quadratic nature. The index algorithm performs surprisingly well, and is preferable to the basic algorithm even for short strings. The program using suffix trees is difficult to implement, but it is the method of choice for long strings. Table I compares the three algorithms on random strings over an alphabet of 26 characters. The programs were written in C and executed on a VAX-ll/780. All three algorithms were tuned with pointers and sentinel values, but the suffix tree was not implemented with a hash table. Note that the string lengths must be over 1000 for the suffix-tree algorithm to outperform the index algorithm.
RECONSTRUCTING THE TARGET STRING
An edit script that reconstructs target string T from source string S is a sequence of move and add commands. In general, T cannot be constructed in a single pass over S, because block moves may cross. If S is a sequential file, one can minimize the number of rewind operations by choosing the proper block move among two or more equivalent ones. For example, suppose we have the following equivalent maximal block moves starting with T[q]: B1 = (Pl, q, l) and B2 = (p2, q,/), with pl < P2. If the previous block move emitted, had its S-endpoint between S[pl] and S[p2], choosing the block move B2 saves one rewind operation for S. The algorithms given above are easily modified to accommodate this idea. In the basic algorithm and its first improvement, searching for the appropriate block move has a negligible cost overhead because these programs generate all possible matches explicitly. In the implementation using suffix trees, naively searching for all starting positions of a match may degrade the worst-case performance of the algorithm to O(mn). (Consider, for instance, S = a"b and T = (ac)".) An additional data structure for interior nodes can speed up that process.
So far, we have assumed that T is constructed separately from S. It is also possible to transform S in place. In-place transformation is important if S is stored on a medium where no additional space for T is available, for example, on a terminal screen. The following discusses in-place transformation in some detail. Thus, for the kth move command M Pk, lk, h = max(pj + lj, 0 <_ j <_ k). There is also a market t indicating the index of the last symbol processed in V.
The first step is to remove all symbols from V which are not in T. This step preprocesses the edit script to determine the symbols to be deleted, and then actually removes them from V. It also updates the mapping array U to reflect the compression. The second step processes the edit commands in sequence. An add command simply inserts the given string to the right of t, and resets t to point to the last symbol so inserted. It also updates the array U for the symbols shifted right by the insertion. For each move of the form M p, l, compare p and the current value of h. If p > h, then the current block move is to the right of the previous one. The symbols between h and p, that is,
, are not included in the current move, but will be moved later. Mark them as such and set h to p + l -1 and t to U [h] . Thus, the characters S[p,..., p + l -1] will be included in the result. Otherwise, if p _< h, the current block move crosses the previous one, and a substring located before t must be moved or copied forward. All symbols in that string that were marked for moving by an earlier command are now moved, the others are simply copied forward. It is conceivable that the current block move involves symbols to the left and right of h. In that case, first handle the string to the left of h by moving or copying Figure 2 is a trace of the algorithm, transforming the string shanghai to sakhalin by applying the edit script M0, 1; M2,1; A"k"; M1, 2; A"l"; M7, 1; M3, 1. The algorithm can be applied to update display screens with minimal data transmission, provided the display offers operations for character and line insertion and deletion, as well as a copy/move feature. The latter feature is needed for copying and moving character strings forward. The buffer V is the display screen, and the auxiliary array U is allocated in main memory.
CONCLUSIONS
The original string-to-string correction problem as formulated in [8] did not permit crossing block moves, and required a one-to-one correspondence between characters of source and target strings. By dropping both of these restrictions, shorter edit sequences result.
If k is the maximum length of the source and target strings, the LCS problem has a general lower bound of k log k and a general upper bound of k2(log log k)2/ log k, which is slightly better than quadratic [9] . The block move algorithm presented here runs in linear time and space. Reconstructing the target string is equally efficient for both methods, provided that the source string can be accessed randomly.
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