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Resumen
La presente tesis esta´ dividida en tres partes: en la primera se estudia el problema de los
conectivos nuevos en categor´ıas de Heyting, generalizando algunos resultados conocidos; en
las siguientes se trabajen dos casos concretos: el bi-intuicionismo y la lo´gica modal intuicio-
nista. Para ambos sistemas se estudian teoremas de completitud y validez.
Palabras clave: A´lgebras de Heyting, Topos, Conectivos Nuevos, Bi-Intucionismo,
Lo´gica Modal.
Abstract
This thesis consists of three parts: part one studies the new connectives problem in Heyting
Categories, generalizing some known results; in the following two cases are worked: the bi-
intuitionism and intuitionistic modal logic. For both systems theorems of completeness and
soundness are discussed.
Keywords: Heyting Algebra, Topos, New Connectives, Bi-Intuitionism, Modal
Logic.
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Introduccio´n
Uno de los requerimientos ba´sicos de la ciencia es que las estructuras bajo su estudio modelen
lo mejor posible el mundo real. A esta premisa no escapa la lo´gica, por lo que se le pide que sus
lenguajes y teor´ıas correspondan lo mejor posible a las estructuras y los modelos asociados.
As´ı, aunque en cierta medida el intuicionismo es ma´s natural que la lo´gica cla´sica dado
que no conocemos todo sobre el universo, tambie´n es cierto que e´l tambie´n se queda corto
muchas veces al momento de captar sutilezas lingu¨´ısticas que empleamos diariamente. Por
ese motivo es interesante considerar extensiones del intuicionismo que las capturen. En esta
tesis estudiamos dos de estas extensiones: el bi-intuicionismo y la lo´gica modal intuicionista.
Ambos sistemas se obtienen a partir del intuicionismo expandiendo el lenguaje con nuevos
conectivos y la lo´gica con nuevos axiomas y reglas de inferencia.
En el bi-intuicionismo consideramos dos negaciones: la usual intuicionista y una ma´s
de´bil, que en cierto sentido es dual a la primera. Estas pueden captar ciertas diferencias que
surgen al negar una afirmacio´n: por ejemplo no es lo mismo decir que un libro sea malo,
donde excluimos completamente cualquier aspecto positivo que pueda tener, que decir que
es no es (tan) bueno, donde se le puede conceder algu´n valor. Este sistema junto con su
sema´ntica algebraica, las a´lgebras de bi-Heyting, fue introducido y ampliamente estudiado
por la matema´tica Cecylia Rauszer ([26]), y ha resurgido actualmente en la teor´ıa de topos
por motivos completamente diferentes: en [16] para captar la nocio´n de frontera, en [4] para
caracterizar los topos donde existen cubrimientos normales iniciales y en [29] para introducir
operadores modales en topos. En esta tesis seguimos de cerca este u´ltimo trabajo.
En la lo´gica modal dos nuevas operaciones tratan de captar las ideas de posible y
necesario en todos sus a´mbitos. Aunque estos sistemas han sido estudiados durante ma´s de
100 an˜os, casi siempre las investigaciones se han realizado en el contexto de la lo´gica cla´sica
y el campo de las lo´gicas modales intuicionistas es relativamente nuevo. Aqu´ı desarrollamos
un ca´lculo modal intuicionista profundamente ligado con el bi-intuicionismo.
Estos dos sistemas son estudiados en el marco de la teor´ıa de categor´ıas en general y
en el de los topos en particular, al parecernos los modelos actuales ma´s adecuados para el
estudio del intuicionismo.
Descripcio´n del Contenido
Los cap´ıtulos 1, 2 son introductorios y en ellos so´lo se presentan las definiciones y los re-
sultados ba´sicos que se utilizara´n ma´s a menudo a lo largo de la tesis para lograr que esta
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sea lo ma´s autocontenida posible; as´ı en el cap´ıtulo 1 desarrollamos las nociones ba´sicas de
las teor´ıas de categor´ıas y de topos, mientras que en el cap´ıtulo 2 se presentan las de la
lo´gica catego´rica. Como todo lo escrito esta´ ampliamente desarrollado en la bibliograf´ıa, nos
limitamos a profundizar so´lo en aquellas partes que nos parecen ma´s importantes desde el
punto de vista de lo que se va a desarrollar ma´s adelante.
En el capitulo 3 desarrollamos un tema un poco ma´s espec´ıfico: el de los conectivos
nuevos en lo´gica intuicionista y en topos. Las definiciones y resultados, aunque ya son tra-
tados en la bibliograf´ıa, son un poco menos conocidos. All´ı tambie´n explicamos por que´ los
conectivos que trataremos en los cap´ıtulos posteriores escapan de los trabajos usuales.
En el cap´ıtulo 4 estudiamos la teor´ıa de los topos de bi-Heyting y co´mo ellos captan el
bi-Intuicionismo en los topos. Se establecen las sema´nticas de Kripke-Joyal en algunos ejem-
plos importantes y estudiamos teoremas de completitud catego´ricos. Por u´ltimo terminamos
discutiendo una teor´ıa de la falsedad.
El cap´ıtulo 5 empieza planteando los principales inconvenientes a la hora de tratar de
definir operadores modales en topos y propone dos aproximaciones diferentes para resolverlos.
Estudiamos las propiedades lo´gicas de estos sistemas y procedemos a relacionarlos.
El cap´ıtulo 6 presenta dos aplicaciones de los sistemas planteados al lenguaje natural
de todos los d´ıas.
Aportes del Autor
Generalizacio´n de [5, Lema 1] a 3.3.2;
Generalizacio´n de [4, Lema 6.3] a 3.3.4;
Planteamiento y demostracio´n de 3.3.5;
Generalizacio´n de 2.2.3 a 3.3.7;
Planteamiento y demostraciones de 4.2.2;
Planteamiento y demostracio´n de 2.2.3 y 4.3.9;
Planteamiento y demostracio´n de 4.3.12;
Definicio´n de las fo´rmulas falsas en topos (4.4.1), teoremas de validez (4.4.5) y com-
pletitud (4.4.6, 4.4.9);
Generalizacio´n de [29, Definicio´n 2.4] a 5.2.1;
Definicio´n de los sistemas HMo, bHMo (5.2.13) con sus consecuencias (5.2.16, 5.2.17)
y teoremas de completitud (5.2.20, 5.2.21 y 5.2.22) ;
Las partes modales de los ejemplos del cap´ıtulo 6.
1 Nociones Fundamentales
La lo´gica intuicionista fue desarrollada por Arend Heyting para proveer una base solida al
programa intuicionista desarrollada por Brouwer, el cual, como respuesta a las paradojas de
la teor´ıa de conjuntos surgidas a principio del siglo XX, aceptaba como pruebas matema´ticas
va´lidas so´lo aquellas que hac´ıan una construccio´n explicita de lo que se quer´ıa mostrar
(concepto vago que los trabajos de Heyting hicieron preciso). Como consecuencias de esta
postura la lo´gica intuicionista no aceptada el principio del tercio excluso, porque hasta no
hacer una prueba de una afirmacio´n o su negacio´n no podemos afirmar que ella es verdadera
o falsa, ni el de la doble negacio´n, porque hacer una prueba de que la negacio´n de una
proposicio´n es falsa no nos da una prueba contructivista de la afirmacio´n.
La lo´gica intuicionista, vista tan so´lo como una curiosidad por ma´s de 50 an˜os, re-
aparecio´ con fuerza al modelar el comportamiento de ciertos objetos geome´tricos (haces,
esquemas), surgidos durante la segunda mitad del siglo XX, mejor que la lo´gica cla´sica. Re-
sultado nada sorprendente si recordamos que Brouwer fue, ante todo, un topo´logo fuera de
serie.
La aproximacio´n que seguiremos al intuicionismo en categor´ıas sera´ ba´sicamente al-
gebraico: empezamos estudiando las a´lgebras de Heyting y posteriormente las introducimos
en algunas categor´ıas especiales. La definicio´n de la lo´gica en estas categor´ıas y el porque
la estructura algebraica dada en este cap´ıtulo hace que esta resulte intuicionista se hara´ en
detalle en el siguiente cap´ıtulo.
1.1. A´lgebras de Heyting
Definicio´n 1.1.1. ([3, Definicio´n 1.2.1]) Un a´lgebra de Heyting H es un ret´ıculo con mı´nimo
tal que para todo b P H, el funtor
^ b : HÑ H
a ÞÑ a^ b
tiene adjunto derecho, el cual denotamos
bñ  : HÑ H
c ÞÑ bñ c.
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Esta adjuncio´n tambie´n puede ser indicada diciendo que para arbitrarios a, b, c en H, tenemos
a^ b ¤ c ssi a ¤ bñ c.
Un caso importante de a´lgebras de Heyting es el siguiente.
Definicio´n 1.1.2. Un local es un a´lgebra de Heyting completa (como ret´ıculo).
Ejemplo 1.1.3. 1. Sea E un espacio topolo´gico y AbpEq la familia de abiertos de E.
Vie´ndolo como un ret´ıculo, AbpEq resulta ser un local definiendo para todo X, Y P
AbpEq, X ñ Y  intpXc Y Y q (el interior de la unio´n entre complemento de X y Y ).
Los detalles pueden ser consultados en [20, p. 9].
2. Si n  t0, . . . , n 1u es una cadena de n elementos, entonces la operacio´n
xñ y 
#
1, x ¤ y
y, x ¡ y
para todo x, y P n le otorga a n una estructura de local[20, p. 10].
Definicio´n 1.1.4. ([20, p. 23]) Una congruencia θ en un a´lgebra de Heyting es una relacio´n
de equivalencia que respeta las operaciones t^, _, ñu.
La importancia de las congruencias es que nos permite definir a´lgebras de Heyting
cocientes.
Definicio´n 1.1.5. [6, p. 1621] Una funcio´n f : Hn Ñ H es compatible si para cada con-
gruencia θ tenemos
xiθyi 1 ¤ i ¤ n implica fpx1, . . . , xnqθfpy1, . . . , ynq.
1.2. A´lgebras de Heyting en Categor´ıas
Estamos interesados en aquellas categor´ıas para las cuales el poset de subobjetos es un
a´lgebra de Heyting.
Definicio´n 1.2.1. Una categor´ıa C es coherente ([19, p. 44], tambie´n llamadas pre-logos en
[10]) si
1. tiene l´ımites finitos;
2. para todo X P C, SubpXq es un ret´ıculo;
3. para toda f : X Ñ Y en C, f : SubpY q Ñ SubpXq es un homomorfismo de ret´ıculos;
1.2 A´lgebras de Heyting en Categor´ıas 5
4. para toda f : X Ñ Y en C, f : SubpY q Ñ SubpXq tiene un adjunto izquierdo, notado
Df ;
5. para cualquier pullback
X Y
X 1 Y 1
w
f
w
f 1
u
a
u
b
el siguiente diagrama conmuta
SubpXq SubpY q
SubpX 1q SubpY 1q
w
Df
u
a
u
b
w
Df 1
Un funtor entre categor´ıas coherentes es llamado coherente si preserva las operaciones que
definen las categor´ıas coherentes: l´ımites finitos, supremos finitos de subobjetos y Df para
cada f en la categor´ıa de partida.
Aunque SubpXq no alcanza a ser a´lgebra de Heyting en las categor´ıas coherentes, ellas
jugara´n un rol muy importante en el trabajo que desarrollaremos ma´s adelante.
Definicio´n 1.2.2. Una categor´ıa de Heyting ([19, p. 47], tambie´n llamada logos en [10]) es
una categor´ıa coherente en la cual para toda f : X Ñ Y en C, f : SubpY q Ñ SubpXq tiene
un adjunto derecho, denotado @f . Un funtor entre categor´ıas de Heyting se denominara´ Hey-
ting si es coherente y preserva @f .
Como su nombre lo indica, en estas categor´ıas SubpXq es siempre un a´lgebra de Heyting:
si A1, A2 P SubpXq definimos A1 ñ A2 como @mpA1 ^ A2q, donde m : A1  X. Las
categor´ıas de Heyting ma´s importantes son los topos.
Definicio´n 1.2.3. ([11, p. 81]) En una categor´ıa E con objeto terminal 1, definimos un
clasificador de subobjetos como un objeto Ω provisto de un morfismo J : 1 Ñ Ω, tal que
para todo monomorfismo g : a d hay una y so´lo una flecha xgy, llamada la caracter´ıstica
del morfismo g , tal que el diagrama siguiente es un pullback
a d
1 Ω
z w
g
u
!
u
Xg
w
J
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Definicio´n 1.2.4. ([3, p. 291]) Una categor´ıa E es llamada un topos cuando
1. E tiene l´ımites finitos.
2. E es cartesiana cerrada.
3. E tiene clasificador de subobjetos.
Proposicio´n 1.2.5. ([10, p. 171]) Un topos es una categor´ıa de Heyting.
Los topos tambie´n captan las a´lgebras de Heyting internamente.
Proposicio´n 1.2.6. ([3, p. 349]) En un topos, los siguientes datos inducen una estructura
de a´lgebra de Heyting sobre Ω:
El ma´ximo es la verdad , J : 1 Ñ Ω.
El mı´nimo es la falsedad , K : 1 Ñ Ω, la cual es por definicio´n el morfismo caracter´ıstico
de ! : 0  1.
^ : ΩΩ Ñ Ω es el morfismo caracter´ıstico de la flecha producto JJ : 1  ΩΩ.
_ : Ω  Ω Ñ Ω es el morfismo caracter´ıstico de la unio´n de los subobjetos J  1Ω :
1 Ω Ñ Ω Ω y 1Ω  J : Ω 1  Ω Ω.
ñ: Ω  Ω Ñ Ω es el morfismo caracter´ıstico del subobjeto ¤ Ω  Ω, el cual es el
igualador de ^ y la primera proyeccio´n.
 : Ω Ñ Ω es el morfismo caracter´ıstico de K : 1  Ω.
Para cada objeto A del topos E, la composicio´n con estos morfismos provee a EpA,Ωq una
estructura de a´lgebra de Heyting isomorfa a la existente sobre los subobjetos de A.
1.3. Ejemplos de Topos
1.3.1. La categor´ıa de prehaces sobre una categor´ıa pequen˜a
([3, Definicio´n 3.2.2]) Sea C una categor´ıa pequen˜a y Con la categor´ıa de conjuntos. Definimos
PrpCq, la categor´ıa de prehaces sobre C, como aquella cuyos objetos son los funtores F : Cop Ñ
Con (los prehaces) y sus morfismos las transformaciones naturales entre ellos. La categor´ıa
PrpCq es un topos para toda C pequen˜a [3, Ejemplo 5.2.5].
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1.3.2. Topos de Grothendieck
Definicio´n 1.3.1. ([3, Definicio´n 3.2.4]) Una topolog´ıa de Grothendieck sobre una categor´ıa
pequen˜a C consiste en darnos, para cada objeto C P C, una familia LpCq de subfuntores del
funtor representable Cp , Cq, la cual satisface los siguientes axiomas:
1. Para cada objeto C P C, Cp , Cq P LpCq.
2. En el pullback siguiente
Rf R
Cp , Dq Cp , Cq
w
fR
u
rf
u
r
w
Cp ,fq
donde f : D Ñ C es un morfismo de C y r : R Cp , Cq es la inclusio´n de subfuntor,
si R P LpCq entonces Rf P LpCq.
3. Considere un objeto C P C, un subfuntor arbitrario R Cp , Cq y S P LpCq; suponga
que para cadaD P C y cada morfismo f P SpDq tenemos, con la notacio´n de la condicio´n
2, que Rf P LpDq; entonces R P LpCq.
Cuando L es una topolog´ıa de Grothendieck sobre una categor´ıa pequen˜a C, la pareja pC,Lq
es llamada un sitio .
Definicio´n 1.3.2. ([3, Definicio´n 3.2.2]) Un prehaz F sobre C es un haz sobre pC,Lq cuando,
dado C P C y R P LpCq, tenemos que toda transformacio´n natural α : R Ñ F se extiende
de manera u´nica a Cp , Cq, es decir,
R Cp , Cq
F
w
u
α
ﬀ
ﬀ
ﬀ
ﬀ
ﬀﬂ
β
Definicio´n 1.3.3. ([3, Definicio´n 3.4.1]) Un topos de Grothendieck es una categor´ıa equi-
valente a una categor´ıa de haces sobre un sitio.
Como su nombre lo indica todo topos de Grothendieck es un topos en el sentido in-
troducido al principio de este cap´ıtulo (los detalles pueden ser consultados en [3, Ejemplo
5.2.9]).
Ejemplo 1.3.4. Sea H un local. Decimos que un subconjunto S  H es un cubrimiento
hereditario de un elemento u P H si
8 1 Nociones Fundamentales
para todo w P S y para todo v P H si v ¤ w entonces v P S;
u 

S.
La familia Lpuq  tS|Ses un cubrimiento hereditario de uu, para todo u P H, constituye
una topolog´ıa de Grothendieck sobre H [3, Ejemplo 3.2.14.e]. El topos de Grothendieck en
este caso es llamado el topos de haces sobre H y es denotado ShpHq.
2 Lo´gica interna de los Topos
Introducidas las categor´ıas en las que el ret´ıculo de subobjetos son a´lgebras de Heyting,
procedemos a estudiar la lo´gica sobre ellas. En la seccio´n 2,1 vemos como interpretar fo´rmulas
de primer orden y definimos la validez de una fo´rmula. En la seccio´n 2,2 mostramos que la
estructura Heytiniana del ret´ıculo de subobjetos fuerza a que en las categor´ıas de Heyting
la lo´gica resulte ser intuicionista, es ma´s, ellas constituyen una sema´ntica completa para el
intuicionismo (en el sentido que una fo´rmula de primer es consecuencia del intuicionismo si
y so´lo si vale en todas las categor´ıas de Heyting). A partir de all´ı es relativamente sencillo
mostrar que los topos tambie´n constituyen una sema´ntica completa para el intuicionismo.
En la seccio´n 2,3 procedemos a estudiar otra sema´ntica que nos permite interpretar de otra
forma el intuicionismo en topos: la de Kripke-Joyal. Acabamos el cap´ıtulo mencionando en
la seccio´n 2,4 dos ejemplos importantes, que aunque son bien estudiados en la literatura, son
tratados aqu´ı pues sera´n constantemente utilizados en los cap´ıtulos posteriores.
2.1. Lenguaje de los Topos
Definicio´n 2.1.1. ([3, Definicio´n 6.1.1], [13, p. 808]) Un lenguaje de primer orden consiste
en lo siguiente:
un conjunto de tipos;
un conjunto de s´ımbolos de funciones, junto con una asignacio´n para cada funcio´n del
tipo de su dominio y rango;
un conjunto de s´ımbolos de relaciones, junto con su tipo;
un conjunto numerable de s´ımbolos formales, llamadas variables de tipo A.
A partir de estos, construimos inductivamente los te´rminos, cada uno equipado de su tipo y
su conjunto de variables libres:
cada variable a de tipo A es un te´rmino de tipo A, con a como u´nica variable libre;
si τ es un te´rmino de tipo A y f : AÑ B es un s´ımbolo de funcio´n, la expresio´n formal
fpτq es un te´rmino de tipo B, con las mismas variables libres que τ ;
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si τ1, . . . , τn son te´rminos de tipos A1, . . . , An respectivamente con las mismas variables
libres, entonces la expresio´n formal pτ1, . . . , τnq es un te´rmino de tipo A1  . . .  An,
de nuevo con las mismas variables libres;
si τ es un te´rmino de tipo A con variables libres x1, . . . , xn y si x1, . . . , xm pm ¥ nq es
un conjunto de variables ma´s grande, la expresio´n formal τ x1,...,xm¡ es un te´rmino de
tipo A con variables libres x1, . . . , xm (el cual, en general, se continuara´ escribiendo τ);
sea τ un te´rmino de tipo A con variables libres x1, . . . , xn de tipos X1, . . . , Xn; sean
σ1, . . . , σn te´rminos de tipos X1, . . . , Xn con las mismas variables libres y no conte-
niendo acotada ninguna variable de τ ; entonces la expresio´n formal τpσ1, . . . , σnq es un
te´rmino de tipo A, con variables libres las de σ1, . . . , σn.
Por u´ltimo tenemos las fo´rmulas, las cuales tambie´n vienen equipadas con un conjunto de
variables libres:
los s´ımbolos J y K son fo´rmulas sin variables libres;
si τ, σ son te´rminos de tipo A con las mismas variables libres, la expresio´n τ  σ es
una fo´rmula con las mismas variables libres;
si τ es un te´rmino de tipo A y R es un s´ımbolo de relacio´n de tipo A, la expresio´n formal
Rpτq es un fo´rmula de tipo A, con las mismas variables libres que τ (caso particular
importante R P);
si ϕ es una fo´rmula, entonces  ϕ es una fo´rmula con las mismas variables libres que
ϕ;
si ϕ, ψ son fo´rmulas con las mismas variables libres, las expresiones ϕ^ψ, ϕ_ψ, ϕñ ψ
son fo´rmulas con otra vez las mismas variables libres;
si ϕ es una fo´rmula con variables libres x, y1, . . . , yn (con x distinta de cada yi), las
expresiones Dxϕ, @xϕ son fo´rmulas con variables libres y1, . . . , yn;
si ϕ es una fo´rmula con variables libres x1, . . . , xn y si x1, . . . , xm pm ¥ nq es un
conjunto ma´s grande de variables, la expresio´n formal ϕ x1,...,xm¡ es una fo´rmula con
variables libres x1, . . . , xm (la cual escribiremos muchas veces como ϕ);
sea ϕ una fo´rmula con variables libres x1, . . . , xn de tipos X1, . . . , Xn; sean σ1, . . . , σn
te´rminos de tipos X1, . . . , Xn con las mismas variables libres y no teniendo acotada
ninguna variable de ϕ; entonces ϕpσ1, . . . , σnq es una fo´rmula con variables libres las
de σ1, . . . , σn.
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Aunque en muchos de los teoremas posteriores no se haga mencio´n explicita del lenguaje
con que se esta´ trabajando, siempre se ha de mantener en mente que este ya ha sido fijado.
En la definicio´n siguiente la interpretacio´n de un lenguaje se hace en una categor´ıa de
Heyting, aunque las fo´rmulas que no envuelven ñ y @ pueden interpretarse de igual modo
en cualquier categor´ıa coherente.
Definicio´n 2.1.2. ([3, Definicio´n 6.3.3], [13, p. 817]) Sea C una categor´ıa de Heyting. Una
interpretacio´n M de un lenguaje de primer orden en C consiste en especificar:
para cada tipo A, un objeto MpAq P C. Asumiremos que esta aplicacio´n transforma
concatenaciones de tipos en productos, es decir,MpA1, . . . , Anq MpA1q. . .MpAnq;
para cada s´ımbolo de funcio´n f : pA1, . . . , Anq Ñ B se tendra´ un morfismo Mpfq :
MpA1q  . . .MpAnq ÑMpBq;
para cada s´ımbolo de relacio´n R  pA1, . . . , Anq se tendra´ un subobjeto MpRq 
MpA1q  . . . MpAnq (por convencio´n la relacio´n P sera´ interpretado so´lo en topos
como el subobjeto PMpAqMpAq  ΩMpAq [3, Definicio´n 5.4.8]).
Despue´s, mediante un proceso inductivo, definimos la realizacio´n xτ y de un te´rmino τ :
una variable de tipo A admite como realizacio´n la identidad sobre M(A);
si τ es un te´rmino de tipo A y f : A Ñ B es un s´ımbolo de funcio´n, el te´rmino fpτq
admite a Mpfqxτ y como realizacio´n;
si τ1, . . . , τn son te´rminos de tipos A1, . . . , An con las mismas variables libres x1, . . . , xm
de tipos X1, . . . , Xm, la realizacio´n del te´rmino pτ1, . . . , τnq es el morfismo
MpX1q  . . .MpXmq MpA1q  . . .MpAnq;w


xτ1y
...
xτny


si x1, . . . , xm son variables de tiposX1, . . . , Xm y τ es un te´rmino de tipo A con variables
libres x1, . . . , xn pn ¤ mq, la realizacio´n del te´rmino τ x1,...,xm¡ es la compuesta
MpX1q  . . .MpXmq MpX1q  . . .MpXnq MpAqw
pi
w
xτ y
donde pi es la proyeccio´n cano´nica;
sea τ un te´rmino de tipo A con variables libres x1, . . . , xn de tipos X1, . . . , Xn; sean
σ1, . . . , σn te´rminos de tipos X1, . . . , Xn con las mismas variables libres y1, . . . , ym de
tipos Y1, . . . , Ym; asuma que ninguna variable de τ aparece acotada entre las variables
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de σ1, . . . , σn; la realizacio´n del te´rmino τpσ1, . . . , σnq es la compuesta
MpY1q  . . .MpYmq MpX1q  . . .MpXnq MpAq.w


xσ1y
...
xσny


w
xτ y
La interpretacio´n de una fo´rmula ϕ con variables libres x1, . . . , xn de tipos X1, . . . , Xn sera´ un
subobjeto JϕKMpX1q  . . .MpXnq definido mediante el siguiente proceso inductivo:
la interpretacio´n de J es el ma´ximo de Subp1q, mientras que la de K es el mı´nimo;
si τ, σ son te´rminos de tipo A con las mismas variables libres x1, . . . , xn de tipos
X1, . . . , Xn, la fo´rmula τ  σ es interpretada como el igualador de xτ y, xσy;
si ϕ es una fo´rmula con variables libres x1, . . . , xn de tipos X1, . . . , Xn, la interpretacio´n
de  ϕ es  JϕKMpX1q  . . .MpXnq;
si ϕ, ψ son fo´rmulas con las mismas variables libres x1, . . . , xn de tipos X1, . . . , Xn,
las fo´rmulas ϕ ^ ψ, ϕ _ ψ, ϕ ñ ψ tienen respectivamente como interpretaciones aJϕK^ JψK, JϕK_ JψK y JϕKñ JψK;
si ϕ es una fo´rmula con variables libres x, y1, . . . , yn de tipos X, Y1, . . . , Yn (la variable
x distinta de las yi), las interpretaciones de las fo´rmulas Dxϕ, @xϕ son respectivamente
los subobjetos DppJϕKq, @ppJϕKq de MpY1q  . . .MpYnq, donde p : MpXq MpY1q 
. . .MpYnq ÑMpY1q  . . .MpYnq es la proyeccio´n cano´nica;
si x1, . . . , xm son variables de tipos X1, . . . , Xm y ϕ es una fo´rmula con variables libres
x1, . . . , xn pn ¤ mq, la interpretacio´n de la fo´rmula ϕ x1,...,xm¡ es el subobjeto p
pJϕKq
donde pi : MpX1q  . . .MpXmq ÑMpX1q  . . .MpXnq es la proyeccio´n cano´nica;
sea ϕ una fo´rmula con variables libres x1, . . . , xn de tipos X1, . . . , Xn; sean σ1, . . . , σn
te´rminos de tiposX1, . . . , Xn con las mismas variables libres y1, . . . , ym de tipos Y1, . . . , Ym;
asuma que ninguna variable acotada de ϕ aparece entre las variables de σ1, . . . , σn; la
interpretacio´n de ϕpσ1, . . . , σnq es el pullback de JϕK a lo largo del morfismo
MpY1q  . . .MpYmq MpX1q  . . .MpXnqw


xσ1y
...
xσny


Ejemplo 2.1.3. Sea A una categor´ıa coherente. El lenguaje cano´nico de A, denotado como
LA, es el lenguaje de priemr orden cuyos tipos son los objetos de A, sus s´ımbolos de funcio´n
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son los morfismos de A y sus s´ımbolos de relacio´n de tipo A son los subobjetos de A. La
interpretacio´n estandar de LA en A es la que asigna a cada tipo A el objeto A, a cada s´ımbolo
de funcio´n f el morfismo f y a cada s´ımbolo de relacio´n R de tipo A el subobjeto R A.
Definicio´n 2.1.4. ([13, p. 825]) En una categor´ıa coherente, sea ϕ una fo´rmula con variables
libres x1, . . . , xn de tipos X1, . . . , Xn. Esta fo´rmula es llamada va´lida , y escribiremos M ( ϕ,
cuando JϕK MpX1q  . . .MpXnq.
Proposicio´n 2.1.5. ([11, p. 186]) Sea E un topos y ϕ una fo´rmula con variables libres
x1, . . . , xn de tipos X1, . . . , Xn. Las siguientes condiciones son equivalentes:
M ( ϕ;
El morfismo caracter´ıstico xϕy correspondiente a JϕK se factoriza a trave´s de la verdad,
es decir, el siguiente diagrama conmuta
MpX1q  . . .MpXnq Ω.
1
w
xϕy
     !X1...Xn 4
44
44
446
J
Ahora presentamos un resultado que nos permitira´ relacionar la validez de diferentes
interpretaciones:
Proposicio´n 2.1.6. ([13, p. 825]) Sean C, D categor´ıas de Heyting y F : C Ñ D un funtor
de Heyting entre ellas. Si C tiene una interpretacio´n M y D la dada por F pMq (es decir, un
tipo A es interpretado como F pMAq, un s´ımbolo de funcio´n f como F pfq y un s´ımbolo de
relacio´n R como F pRq), entonces si M valida una fo´rmula ϕ, F pMq tambie´n lo hace. Si F
es conservativo (es decir, si e´l refleja isomorfismos) tenemos la implicacio´n inversa.
2.2. Lo´gica Intuicionista en Topos
Asumiremos que las subfo´rmulas de una fo´rmula dada tienen siempre las mismas variables
libres.
Definicio´n 2.2.1. ([3, Definicio´n 1.1.1]) El ca´lculo de primer orden intuicionista I consta
de los siguientes esquemas axioma´ticos:
1. ϕñ pψ ñ ϕq;
2. pϕñ pχñ ψqq ñ ppϕñ χq ñ pϕñ ψq;
3. ϕ^ χñ ϕ;
4. ϕ^ χñ χ;
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5. ϕñ pχñ pϕ^ χqq;
6. ϕñ ϕ_ χ;
7. χñ ϕ_ χ;
8. pϕñ ψq ñ ppχñ ψq ñ pϕ_ χñ ψqq;
9. K ñ ϕ;
10. p@xϕq ñ ϕpτq, donde τ es un te´rmino con ninguna de sus variables libres acotada en
ϕ;
11. ϕpτq ñ pDxϕq, donde τ es un te´rmino con ninguna de sus variables libres acotada en
ϕ.
Contamos tambie´n con las reglas de inferencia
1. ϕ, ϕñ ψ implica ψ;
2. ψ ñ ϕ implica ψ ñ @xϕ siempre que x no aparezca en ψ;
3. ϕñ ψ implica Dxϕñ ψ siempre que x no aparezca en ψ.
Dado que SubpAq es un a´lgebra de Heyting, es de esperar que la lo´gica interna de los
topos sea intuicionista. En los teoremas siguientes una teor´ıa intuicionista T es un conjunto
de fo´rmulas que contiene el ca´lculo de primer orden intuicionista.
Teorema 2.2.2 (Validez). ([13, p. 832]) Sea T una teor´ıa de primer orden y M un modelo
de T en una categor´ıa de Heyting. Si ϕ es una fo´rmula que es demostrable a partir de T
entonces M |ù ϕ.
Teorema 2.2.3. Sea T una teor´ıa intuicionista de primer orden. Si ϕ es una fo´rmula que es
satisfecha en todos los modelos de T en categor´ıas de Heyting, entonces ella es demostrable
a partir de T.
Demostracio´n. La prueba de este resultado puede encontrarse en [13, Seccio´n D1.4], pero
dado que a lo largo de la tesis haremos varias demostraciones ana´logas, es conveniente hacer
varios comentarios al respecto. La idea de la prueba es construir, a partir de las fo´rmulas
del lenguaje, una categor´ıa CT a la que los axiomas de la lo´gica proveera´n de la estructura
adecuada y que valide exactamente los teoremas de T. As´ı, en cierto sentido, lo que haremos
sera´ generalizar a la lo´gica de tipos de primer orden el a´lgebra de Lindenbaum de una teor´ıa
en lo´gica proposicional (all´ı constru´ıamos un ret´ıculo al que los axiomas proposicionales
prove´ıan de estructura y en donde val´ıan exactamente los teoremas de la teor´ıa).
Para esto diremos que dos fo´rmulas ϕ, ψ son α-equivalentes si una es obtenida de la otra
renombrando sus variables libres, manteniendo su tipo (que las variables acotadas pueden
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ser renombradas es una supuesto estandar). Los objetos de CT sera´n las clases de fo´rmulas
α-equivalentes. Emplearemos la notacio´n tϕpxqu para indicar la clase de ϕpxq, donde la x
denotara´ todas las variables libres de ϕ para facilitar la escritura.
Entre dos objetos tϕpxqu, tψpyqu (donde podemos asumir que sus representantes ϕpxq, ψpyq
tienen todas sus variables libres distintas) habra´ un morfismo rθs, si θ es una fo´rmula que
tiene como variables libres las de ϕpxq y ψpyq, tal que las fo´rmulas
θpx, yq ñ ϕpxq ^ ψpyq,
θpx, yq ^ θpx, zq ñ y  z,
ϕpxq ñ Dyθpx, yq
son demostrables de T. Interpretando una fo´rmula ϕpxq de tipo A como el “subconjunto” de
A que satisface ϕpxq, vemos que las tres fo´rmulas anteriores dicen exactamente que θ, vista
como una relacio´n, es en realidad una funcio´n. Diremos que dos morfismos rθs, rτ s : tϕpxqu Ñ
tψpyqu son iguales si la fo´rmula θ ô τ es demostrable de T. La composicio´n de dos morfismos
rθs : tϕpxqu Ñ tψpyqu, rτ s : tψpyqu Ñ tχpzqu es definida como la clase de equivalencia de
fo´rmulas T-demostrables de Dypθpx, yq ^ τpy, zqq, mientras que la identidad viene dada por
rϕpxq ^ x  ys : tϕpxqu Ñ tϕpyqu. Con las anteriores definiciones CT resulta ser un categor´ıa
de Heyting (los detalles pueden ser consultados en [13], aunque las pruebas son bastantes
simples: consiste en demostrar las propiedades que caracterizan estas categor´ıas probando la
validez de ciertas fo´rmulas a partir de los axiomas del calculo intuicionista de primer orden).
Adema´s tenemos [13, p. 844]
Afirmacio´n 2.2.4. Cualquier subobjeto de tϕpxqu en CT es isomorfo a uno de la forma
rψpxq^px  yqs : tψpyqu Ñ tϕpxqu donde ψ es una fo´rmula tal que la secuencia ψpyq ñ ϕpxq
es demostrable en T. Adema´s para dos de tales subobjetos, correspondientes a formulas ψ y
χ, tenemos tψpxqu ¤ tχpxqu en Subpϕpxqq ssi ψpxq ñ χpxq es demostrable en T.
En CT definimos la interpretacio´n MT dada por la asignacio´n:
a un tipo A, el objeto Jpxq, con x variable de tipo A;
a un s´ımbolo de funcio´n f : A1 . . . An, el morfismo rfpx1 . . . , xnq  ys : Jpx1 . . . , xnq Ñ
Jpyq, xi de tipo Ai;
a un s´ımbolo de relacio´nR A1 . . . An, el subobjetoRpx1, . . . , xnq Jpx1, . . . , xnq, xi
de tipo Ai.
Con estas definiciones tenemos
Afirmacio´n 2.2.5. i Para cualquier te´rmino τpx1, . . . , xnq de tipo B con variables libre xi
de tipoAi, su interpretacio´n enMT es el morfismo rτpx1, . . . , xnq  ys : tJpx1, . . . , xnqu Ñ
tJpyqu donde y es variable de tipo B.
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ii La interpretacio´n de cualquier formula ϕpx1, . . . , xnq es el subobjeto tϕu Jpx1, . . . , xnq.
De las dos afirmaciones anteriores concluimos que una fo´rmula ϕpxq ñ ψpxq es demos-
trable en T ssi es va´lida en CT.
Ahora procederemos a probar un resultado ana´logo para el caso de los topos aplicando
2.1.6, por lo que necesitaremos un funtor de Heyting conservativo F de CT en un topos
E. Entre las varias opciones disponibles (ver, por ejemplo [13, p. 899] o [10, 1.74, 2.33])
escogeremos el as´ı llamado Teorema de Joyal por parecernos el de ma´s fa´cil generalizacio´n
para los casos tratados ma´s adelante.
Definimos, para cualquier categor´ıa coherente A, la categor´ıa ModpAq conformada por
los funtores coherentes de A a Con y las transformaciones naturales entre ellos. Sea LA el
lenguaje cuyos tipos son los objetos de A y sus s´ımbolos de funcio´n son los morfismos de A y
ΘA el conjunto de fo´rmulas de LA va´lidas enA; entonces un funtorAÑ Con no es ma´s que un
modelo de ΘA y un transformacio´n natural entre funtores de esta forma es un homomorfismo
de modelos. Si λ es un cardinal mayor que ℵ0 y la cardinalidad de las flechas deA, definimosK
como la subcategor´ıa de ModpAq cuyos objetos son los modelos λ-especiales (en el sentido de
[8, p. 295]) de A y sus morfismos son las transformaciones naturales entre ellos. Trabajar con
modelos λ-especiales no es necesario para esta primera versio´n del teorema de Joyal, pero s´ı lo
sera´ para las versiones bi-Heyting y modal que haremos ma´s adelante donde necesitaremos
ciertas propiedades de saturacio´n para garantizar la existencia de homomorfismos de modelos
que cumplan ciertas condiciones espec´ıficas. Definamos el funtor evaluacio´n e como
A ConK
A K Con
M MA
N NA
A
B
MA
MB
e
eA
h hA
f Mf
Proposicio´n 2.2.6. Sea A una categor´ıa coherente pequen˜a. Entonces existe una subcate-
gor´ıa K de ModpAq, tal que el funtor evaluacio´n e : AÑ ConK es conservativo, coherente y
preserva todos los ñ existentes en A.
Demostracio´n. Ver [19, Teorema 6.2].
Teorema 2.2.7. Sea T una teor´ıa intuicionista de primer orden. Si ϕ es una fo´rmula que es
satisfecha en todos los modelos de T en Topos, entonces ella es demostrable a partir de T.
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Demostracio´n. Considere un funtor de Heyting conservativo F de CT en el topos ConK. Si
proveemos a ConK con la interpretacio´n dada por F pMTq, entonces por 2.1.6 tenemos que
las fo´rmulas que este topos valida son exactamente aquellas que son demostrables en T.
2.3. Sema´ntica de Kripke-Joyal
La siguiente exposicio´n esta´ tomada ı´ntegramente de [3, Seccio´n 6.6].
La sema´ntica de Kripke-Joyal nos permite pasar de teoremas en la lo´gica interna del
topos a teoremas en el lenguaje catego´rico y viceversa. Tambie´n es u´til a la hora de probar
que determinada fo´rmula vale en algu´n topos dado. Aunque podemos trabajar esta sema´ntica
en contextos ma´s generales, aqu´ı lo haremos so´lo para interpretaciones esta´ndar de lenguajes
cano´nicos.
Definicio´n 2.3.1. Sea E un topos con una clase G de generadores. Llamaremos niveles a
los elementos de G, un cambio de nivel a cualquier morfismo u : V Ñ U con V, U P G, y un
cubrimiento de un nivel U P G a una clase epimo´rfica de morfismos pui : Ui Ñ UqiPI (esto
es, si fui  gui para toda i entonces f  g), con Ui P G.
Definicio´n 2.3.2. En un topos E con clase G de generadores, un elemento generalizado a
de un objeto A en algu´n nivel U, denotado por a PU A, es un morfismo a : U Ñ A.
Definicio´n 2.3.3. Sea E un topos con clase G de generadores.
1. Considere un te´rmino τ de tipo A con variables libres x1, . . . , xn de tipos A1, . . . , An.
Para un nivel U P G y elementos a1 PU A1, . . . , an PU An, el elemento τpa1, . . . , anq PU A
es la compuesta
U A1  . . . An A.w


a1
...
an


w
xτ y
2. Considere una fo´rmula ϕ con variables libres x1, . . . , xn de respectivos tipos A1, . . . , An.
Para un nivel U P G y elementos a1 PU A1, . . . , an PU An, diremos que pa1, . . . , anq sa-
tisface ϕ y escribiremos $U ϕpa1, . . . , anq cuando el siguiente diagrama conmuta
U A1  . . . An Ω.
1
w


a1
...
an


!U
w
xϕy
A
A
A
A
A
AC
J
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Proposicio´n 2.3.4. Sea E un topos con clase G de generadores. Considere una fo´rmula ϕ
con variables libres x1, . . . , xn de tipos A1, . . . , An. Entonces ( ϕ ssi para cada nivel U P G
y cada eleccio´n de elementos a1 PU A1, . . . , an PU An tenemos $U ϕpa1, . . . , anq.
Teorema 2.3.5. $U J;
$U K ssi U  0;
$U pτ  σqpa1, . . . , anq ssi τpa1, . . . , anq  σpa1, . . . , anq;
$U pτ P Σqpa1, . . . , anq ssi pτpa1, . . . , anq, 1Uq : U Ñ A  U se factoriza a trave´s de
σU : ΣU  A  U , el cual es el subobjeto cuyo morfismo caracter´ıstico corresponde a
Σpa1, . . . , anq : U Ñ Ω
A por exponencial;
$U pϕ^ ψqpa1, . . . , anq ssi $U ϕpa1, . . . , anq y $U ψpa1, . . . , anq;
$U pϕ _ ψqpa1, . . . , anq ssi existe un cubrimiento pui : Ui Ñ UqiPI del nivel U tal que
para algu´n indice i P I $Ui ϕpa1|ui , . . . , an|uiq o $Ui ψpa1|ui , . . . , an|uiq;
$U pϕñ ψqpa1, . . . , anq ssi para cada nivel V y para todo cambio de nivel u : V Ñ U ,
si $V ϕpa1|u, . . . , an|uq entonces $V ψpa1|u, . . . , an|uq;
$U p ϕqpa1, . . . , anq ssi para cada nivel V y para todo cambio de nivel u : V Ñ U ,
tenemos que $V ϕpa1|u, . . . , an|uq es equivalente a V  0;
$U pDxφqpa1, . . . , anq ssi existe un cubrimiento pui : Ui Ñ UqiPI y elementos bi PUi A
tal que @i P I, $Ui φpbi, a1|ui , . . . , an|uiq;
$U p@xφqpa1, . . . , anq ssi para cada nivel V, para cada cambio de nivel u : V Ñ U y
cada elemento b PV A, tenemos $V φpb, a1|u, . . . , an|uq.
2.4. Lo´gicas superintuicionistas en Topos
En este trabajo no estamos muy interesados en el estudio de lo´gicas superintuicionistas en
topos. Sin embargo, en los ejemplos y resultados tratados ma´s adelante nos encontraremos a
menudo dos casos importantes: los topos de De Morgan y los Booleanos. Daremos una breve
descripcio´n de cada uno de ellos; los detalles pueden ser consultados en [3].
2.4.1. Topos de De Morgan
En un a´lgebra de Heyting la ley de De Morgan  pa _ bq   a ^  b vale para todos a, b,
mientras que la otra,  pa ^ bq   a _  b, no: en efecto si tomamos en R la topolog´ıa
usual, para los abiertos a  p8, 0q y b  p0,8q tenemos que  pa ^ bq  R y  a _  b 
p8, 0q Y p0,8q.
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Definicio´n 2.4.1. Un a´lgebra de Heyting H es de De Morgan si  pa ^ bq   a _  b vale
para todos a, b P H.
Proposicio´n 2.4.2. Para un a´lgebra de Heyting H, las siguientes condiciones son equiva-
lentes:
1. H es de De Morgan;
2. @a P H  a_  a  1;
3. @a, b P H   pa_ bq    a_  b.
Definicio´n 2.4.3. Un topos E es de De Morgan si para todo X P E, SubpXq es un a´lgebra
de De Morgan.
Proposicio´n 2.4.4. Para un topos E las siguientes condiciones son equivalentes:
1. E es de De Morgan;
2. Ω es un a´lgebra de De Morgan;
3. para cada interpretacio´n M en E y para cada par de fo´rmulas ϕ, ψ, M |ù  pϕ^ψq ô
p ϕ_ ψq;
4. para cada interpretacio´n M en E y para cada fo´rmula ϕ, M |ù  ϕ_  ϕ;
5. la inclusio´n 1 > 1  Ω es el igualador de   y idΩ.
Ejemplo 2.4.5. 1. El topos de haces sobre un local L es de De Morgan ssi L es un local
de De Morgan.
2. El topos de prehaces PrpCq es de De Morgan ssi la condicio´n de Ore vale en C: cada
diagrama de la forma
C
C1 C2

ﬁ [
[^
puede ser completado en uno conmutativo
C
C1 C2
C3

ﬁ [
[^
[
[^

ﬁ
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2.4.2. Topos Booleano
En un a´lgebra de Heyting H tenemos que a ^  a  0 se tiene para toada a P H, mientras
que a _  a  1 rara vez se da: por ejemplo en R con la topolog´ıa usual solo la tenemos
cuando a  R o a  H. Si a_ a  1 diremos que el elemento a es complementado.
Definicio´n 2.4.6. Un a´lgebra de Heyting es booleana si cada elemento en ella es comple-
mentado.
Proposicio´n 2.4.7. Para un a´lgebra de Heyting H, las siguientes condiciones son equiva-
lentes:
1. H es a´lgebra booleana;
2. para toda a P H   a  a.
Para el trabajo que realizaremos en el cap´ıtulo 5, especialmente en 5.2.21, es conveniente
trabajar con elementos booleanos en contextos ma´s generales que los topos.
Definicio´n 2.4.8. Sea C una categor´ıa coherente. Un subobjeto a X sera´ llamado com-
plementado si lo es en el a´lgebra SubpXq. C se denominara´ booleana si SubpXq es a´lgebra
booleana para cada X P C.
Proposicio´n 2.4.9. Sean C,D categor´ıas coherentes y F : C Ñ D un funtor coherente entre
ellas. Entonces F preserva los elementos complementados existentes en C.
Demostracio´n. F preserva _, ^, 1 y 0.
Proposicio´n 2.4.10. Para un topos E, las siguientes condiciones son equivalentes:
1. E es booleano;
2. Ω es un a´lgebra booleana;
3. para cada interpretacio´n M en E y para cada fo´rmula ϕ, M |ù   ϕñ ϕ;
4. para cada interpretacio´n M en E y para cada fo´rmula ϕ, M |ù ϕ_ ϕ;
5. la inclusio´n 1 > 1  Ω es un isomorfismo;
Ejemplo 2.4.11. 1. El topos de haces sobre un local L es Booleano ssi L es una a´lgebra
booleana completa.
2. El topos de prehaces PrpCq es Booleano ssi cada morfismo en C es invertible.
3 Conectivos Nuevos en Lo´gica
Intuicionista y en Topos
En la lo´gica cla´sica cualquier conectivo de aridad n puede verse como una funcio´n de
t0, 1un Ñ t0, 1u (porque en esta lo´gica hay solamente dos valores de verdad). As´ı es relativa-
mente fa´cil la bu´squeda de conjuntos de conectivos funcionalmente completos (es decir, de
conectivos que nos permitan expresar a los dema´s como una combinacio´n de ellos).
En el caso de la lo´gica intuicionista la situacio´n es un mucho ma´s complicada, dado
que esta´ lo´gica no tiene finitos valores de verdad. Esto lleva a que existan muchos otros
conectivos, con importante significado lo´gico, que no pueden ser obtenidos de los usuales
tñ, _ ,^,  u.
Los conectivos nuevos intuicionistas ya han sido estudiados en lo´gica catego´rica con
anterioridad, particularmente en la teor´ıa de topos. Sin embargo, para los casos que estu-
diaremos en los cap´ıtulos posteriores necesitamos una definicio´n un poco ma´s libre que la
usualmente trabajada. Para llegar a esta, daremos primero unos preliminares que nos hara´n
entender mejor el contexto en el que estamos trabajando.
3.1. Conectivos Nuevos: Punto de vista Algebraico
Una familia de conectivos tciu sobre un a´lgebra de Heyting H es una familia de funciones
ci : Hn Ñ H. Entre todos los posibles conectivos definibles estamos interesados en aquellos
ligados a la estructura Heytiniana del a´lgebra H. Para lo siguiente, seguimos las definiciones
y resultados de [22].
Definicio´n 3.1.1. Una cuasi-identidad es una expresio´n de la forma
pps1  t1q ^ ps2  t2q ^ . . .^ psk  tkqq ñ ps  tq
donde s1, t1, . . . , sk, tk, s, t son te´rminos del lenguaje proposicional.
Una cuasi-variedad es una clase de a´lgebras K definida por cuasi-identidades. Puede
mostrarse para esta clase de a´lgebras un ana´logo al teorema de Birkhoff: K esta´ definida por
cuasi-identidades si y solamente si contiene las a´lgebras triviales (es decir, las que tienen un
so´lo elemento) y es cerrada bajo isomorfismos, suba´lgebras, productos y ultraproductos.
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Definicio´n 3.1.2. Sea K una clase de a´lgebras de tipo τ y tciu un conjunto de s´ımbolos de
operacio´n disjunto de los de τ . Diremos que tciu es definido impl´ıcitamente por un conjunto
de cuasi-identidades C si en cada a´lgebra A de K donde exista un conjunto de operaciones
tcAi u que satisfaga las cuasi-identidades de C, este es u´nico.
En contraste
Definicio´n 3.1.3. Sea K una clase de a´lgebras de tipo τ y tciu un conjunto de s´ımbolos de
operacio´n disjunto de los de τ . Diremos que tciu es definido expl´ıcitamente por un conjunto
de te´rminos ti en el lenguaje τ si en cada a´lgebra A de K donde exista un conjunto de
operaciones tcAi u tenemos c
A
i  t
A
i .
Cuando K son las a´lgebras de Heyting, por definicio´n de te´rmino en la lo´gica pro-
posicional, los conectivos definidos expl´ıcitamente son aquellos que son combinacio´n de las
operaciones ba´sicas tñ, _ ,^,  u. Luego un conectivo que esta´ definido impl´ıcitamente
pero no expl´ıcitamente sera´ nuevo en el sentido que no es una combinacio´n de los usua-
les. Una condicio´n necesaria para que un conectivo este´ definido expl´ıcitamente es que sea
compatible.
Como es de esperarse en la variedad de la a´lgebras boolenas toda familia de conecti-
vos definido impl´ıcitamente por cuasi-identidades, lo esta´ expl´ıcitamente por te´rminos ([22,
Teorema 3.8]); mientras que en las a´lgebras de Heyting existen multitud de operaciones
nuevas.
3.2. Conectivos Nuevos: Punto de vista Lo´gico
Trabajaremos so´lo en el caso proposicional, dado que las lo´gicas de primer orden que con-
sideraremos sera´n extensiones de la proposicional en el sentido [23, Suplemento], es decir,
en el primer orden mantendremos los mismos axiomas que en la proposicional y a las reglas
de inferencia le agregaremos solamente las ba´sicas: la de introduccio´n del cuantificador exis-
tencial, introduccio´n del cuantificador universal, eliminacio´n del cuantificador existencial y
eliminacio´n del cuantificador universal.
Sea I el ca´lculo proposicional intuicionista. Por una extensio´n IC de I entendemos
un expansio´n del lenguaje por un conjunto C de conectivos nuevos, por medio de nuevos
axiomas tAiu y nuevas reglas de inferencia trku. Supondremos que IC satisface la siguiente
condicio´n.
Definicio´n 3.2.1. ([7, p. 160]) Una extensio´n IC de I define C impl´ıcitamente si
(LCYLC1 ∇pp1, . . . , pn∇q ô ∇1pp1, . . . , pn∇q para todo ∇ P C
donde C 1 es una copia disyunta de los s´ımbolos de C, ∇1 P C 1 es el s´ımbolo correspondiente
a ∇ P C y LC Y LC1 es la extensio´n de LC obtenida agregando los axiomas y reglas de
inferencia de LC despue´s de cambiar cada s´ımbolo de C por su correspondiente de C 1.
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La anterior definicio´n implica que si pi ô qi 1 ¤ i ¤ n∇ entonces ∇pp1, . . . , pn∇q ô
∇pq1, . . . , qn∇q [7, prueba Teorema 1], lo que nos permite construir el a´lgebra de Lindenbaum
de lo´gica IC . De esta forma IC puede ser algebraizada por la cuasi-variedad HpICq de las
a´lgebras de Heyting con las nuevas operaciones C, que satisfacen las cuasi-identidades dadas
por los axiomas y reglas de IC , los cuales adema´s definen impl´ıcitamente los conectivos C.
Definicio´n 3.2.2. ([7, p. 166]) Un conectivo ∇ definido impl´ıcitamente por una extensio´n I∇
esta´ definido expl´ıcitamente por un te´rmino θ de I si (I∇ θpp1, . . . , pn∇q ô ∇pp1, . . . , pn∇q.
Todo conectivo definido expl´ıcitamente ya era una combinacio´n de los usuales, por lo
que los nuevos sera´n aquellos definidos impl´ıcitamente pero no expl´ıcitamente.
El punto de vista lo´gico es un poco ma´s fuerte que el punto de algebraico: en el cap´ıtulo
4 veremos un conjunto de axiomas que definen impl´ıcitamente dos nuevos conectivos en las
a´lgebras de Heyting, pero no alcanzan para definirlos impl´ıcitamente sobre el intuicionismo.
3.3. Conectivos Nuevos: Punto de vista Catego´rico
Definicio´n 3.3.1. Sea K una subclase de las a´lgebras de Heyting. Decimos que una categor´ıa
C es K-Heyting si es de Heyting y SubpXq P K para todo X P C.
Cada operacio´n T sobre K determina una familia de operaciones tTXuXPC en cada
categor´ıa de K-Heyting C. La familia tTXuXPC sera´ llamada natural si para cada morfismo
f : Y Ñ X y cada S1, . . . , Sn P SubpXq, f
pTXpS1, . . . , Snqq  TY pf
S1, . . . , f
Snq.
Proposicio´n 3.3.2. Suponga que la operacio´n T esta´ definida impl´ıcitamente por cuasi-
identidades en todas las a´lgebras de K. Entonces la familia de operaciones tTXuXPC es natural
ssi cada TX es compatible.
Demostracio´n. ñq. Sean S1, . . . , Sn, A P SubpXq, con i : A  X. Como ipSq  A ^ S,
obtenemos TXpS1, . . . , Snq ^ A  i
pTXpS1, . . . , Snqq  TXpi
pS1q, . . . , i
pSnqq  TXpS1 ^
A, . . . , Sn ^ Aq y basta aplicar [6, Lema 2.1].
ðq. Gracias al primer teorema de isomorfismo ([20, p. 24]) y a la compatibilidad de TX ,
podemos considerar solamente el caso en que f : SubpXq Ñ SubpY q es un isomorfismo.
Sean Ti P SubpY q y Si P SubpXq tales que Ti  f
pSiq. Si definimos T
1
Y pT1, . . . , Tnq 
fpTXpS1, . . . , Snqq, entonces esta nueva operacio´n satisface las mismas cuasi-identidades
que definen a TY , por lo que tenemos T
1
Y pT1, . . . , Tnq  TY pT1, . . . , Tnq.
Proposicio´n 3.3.3. ([15, Teorema 9.2.2]) En todo topos existe una correspondencia biyec-
tiva entre los morfismos Ωn Ñ Ω y las familias de operaciones naturales.
Dado que los nuevos conectivos con que trabajaremos en los pro´ximos cap´ıtulos no
sera´n en general compatibles tampoco sera´n naturales y no podra´n definirse como morfismos
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Ωn Ñ Ω. Esto hace que nuestra definicio´n de conectivo sea ma´s general que las trabajadas
en [5], [21], [30]: un conectivo sera´ una familia de operaciones tTXuXPC en una categor´ıa C.
Lema 3.3.4. Sea K una cuasivariedad con todas sus operaciones compatibles y E un topos
con una familia tGi : i P Iu de generadores en e´l. Entonces E es un topos de K-Heyting sii
SubpGiq es un a´lgebra de K-Heyting para cada i P I.
Demostracio´n. Para un objeto arbitrario A P E tenemos un epimorfismo p :
²
jPJ Gfpjq  A
donde f : J Ñ I es una funcio´n desde algu´n conjunto J (ver [2, Prop. 4.5.2 pa´g. 151]). Luego
al pasar a los subobjetos obtenemos p : SubpAq 
±
jPJ SubpGfpjqq (Subp q  Homp ,Ωq
y [2, Prop. 2.9.5 pa´g. 64]). Como todas las operaciones de K son compatibles y por tanto
naturales, tenemos que SubpAq es una suba´lgebra de
±
jPJ SubpGfpjqq.
Teorema 3.3.5. Sea K una variedad con todas sus operaciones compatibles. Si L es un
local, el topos ShpLq de haces sobre L es de K-Heyting ssi L es un a´lgebra de K-Heyting.
Demostracio´n.
ñ Inmediato pues Subp1q  L.
ð Como Subp1q  L, tenemos que Subp1q es de K-Heyting. Luego si i : U  1 entonces
i : Subp1q  SubpUq es un homomorfismo sobreyectico y as´ı SubpUq tambie´n sera´ de K-
Heyting. Como estamos en un topos loca´lico, ShpLq es generado por subobjetos de 1 y por
el lema anterior ShpLq es K-Heyting.
Sea IC una extensio´n del ca´lculo de predicados intuicionista como la trabajada en la
seccio´n anterior y HpICq la cuasi-variedad de las a´lgebras de Heyting que la algebraiza.
Entonces toda categor´ıa de HpICq-Heyting valida todas los teoremas de IC . Ma´s en general,
tenemos:
Proposicio´n 3.3.6 (Validez). Sea T una teor´ıa de primer orden de IC y M un modelo
de T en una categor´ıa de HpICq-Heyting. Si ϕ es una fo´rmula en el lenguaje de IC que es
demostrable a partir de T entonces M |ù ϕ.
Proposicio´n 3.3.7 (Completitud). Sea T una teor´ıa de primer orden en una extensio´n IC
de la lo´gica intuicionista. Si ϕ es una fo´rmula en el lenguaje de IC que es satisfecha en todos
los modelos de TpΦq en categor´ıas de HpICq-Heyting, entonces ella es demostrable a partir
de T.
Demostracio´n. La prueba es ana´loga a la de 2.2.3. Construimos CT de la misma manera, pero
esta vez a partir de las fo´rmulas en el lenguaje de IC . Dado que todo teorema intuicionista
es un teorema de T, CT es de nuevo una categor´ıa de Heyting. Los axiomas del calculo IC
le otorgan tambie´n una estructura de HpICq-Heyting, donde si tϕiu P Subptχuq entonces
∇ptϕ1u, . . . , tϕnuq  t∇pϕ1, . . . , ϕnqu. Si proveemos a CT con la misma interpretacio´n que
antes, las afirmaciones 2.2.4, 2.2.5 continu´an siendo ciertas (la primera pues se basa solamente
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en la definicio´n de morfismo en CT [13, p. 844], y la segunda porque es una prueba por
induccio´n sobre fo´rmulas en la que los pasos nuevos son para los conectivos de la forma
∇ P C, que se prueban gracias a que ∇ptϕ1u, . . . , tϕnuq  t∇pϕ1, . . . , ϕnqu). As´ı tenemos
que α es demostrable en T ssi es va´lida en CT.
Para establecer un teorema de completitud en topos, necesitamos un funtor de Hey-
ting conservativo F : CT Ñ E, donde E sea un topos de HpICq-Heyting, que preserve las
operaciones de C. Aunque no contamos con el resultado general, s´ı contamos con el que
necesitaremos en los casos tratados en los cap´ıtulos 4 y 5 (proposiciones 4.3.8, 5.2.21).
4 Bi-Intuicionismo en Topos
Como un primer ejemplo de las ideas generales dadas en el Cap´ıtulo 3 estudiaremos la
lo´gica bi-intucionista en topos. Esta lo´gica fue introducida por la matema´tica polaca Cecylia
Rauszer en 1.974 como una forma de hacer ma´s sime´trico el ca´lculo intuicionista: as´ı como _
y ^ tienen un comportamiento dual en el intuicionismo, queremos que en el bi-intuicionismo
existan conectivos ,  duales, respectivamente, a ñ,  . Como consecuencias de esta
simetr´ıa, en la lo´gica bi-intuicionista podemos desarrollar un ca´lculo de falsedades que nos
permite razonar sobre fo´rmulas falsas de una forma ana´loga a como razonamos con verdades
en el ca´lculo usual (seccio´n 4.4), y tambie´n podemos introducir operadores modales v´ıa
adecuadas iteraciones de las dos negaciones (5.2.2).
La introduccio´n de esta lo´gica en topos se hara´ a trave´s de su sema´ntica algebraica, las
a´lgebras de bi-Heyting.
4.1. A´lgebras de bi-Heyting
Dado un conjunto parcialmente ordenado P, su dual Po es el conjunto parcialmente orde-
nado obtenido invirtiendo el orden de P. Como una consecuencia inmediata del proceso de
dualizacio´n, los supremos e ı´nfimos en P (siempre que existan) se convertira´n en ı´nfimos y
supremos, respectivamente, de Po.
Definicio´n 4.1.1. ([15, Definicio´n 9.1.8]) Un a´lgebra de co-Heyting es un poset cuyo dual
es un a´lgebra de Heyting.
Dado que p ^ bqo  b_ , un a´lgebra de co-Heyting C es un ret´ıculo acotado, donde el
funtor b_ : C Ñ C tiene un adjunto izquierdo b (llamado operacio´n de sustraccio´n ). Esta
u´ltima condicio´n tambie´n puede ser reformulada diciendo que para arbitrarios x, y, z P C,
tenemos
x y ¤ z sii x ¤ y _ z.
En un a´lgebra de co-Heyting definimos la operacio´n de suplemento () como la dual a la
negacio´n intuicionista ( ), es decir,  x  1 x. Obviamente tenemos
 x ¤ y sii 1  x_ y.
Un caso particular de las a´lgebras de co-Heyting importantes dentro de la teor´ıa son las
siguientes.
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Definicio´n 4.1.2. ([15, Definicio´n 9.1.7]) Un co-local es un poset cuyo dual es un local. En
otras palabras, un co-local es un ret´ıculo distributivo completo que satisface
a_
©
iPI
bi 
©
iPI
a_ bi
donde I es un conjunto arbitrario y a, bi son elementos del poset.
Proposicio´n 4.1.3. ([15, Proposicio´n 9.1.10]) Para un ret´ıculo L, las siguientes condiciones
son equivalentes
1. L es un co-Local.
2. L es un a´lgebra de co-Heyting completa.
Demostracio´n. Esto se tiene por dualidad del resultado bien conocido para locales y a´lgebras
de Heyting (Ver por ejemplo [3, pag. 14]). So´lo notaremos que en este caso la operacio´n de
sustraccio´n viene dada por
a b 
©
tc : a ¤ b_ cu
Definicio´n 4.1.4. ([15, p. 143]) Un a´lgebra H sera´ llamada de bi-Heyting si es de Heyting
y co-Heyting al tiempo.
Son estas u´ltimas las que utilizaremos para introducir el bi-intuicionismo en topos.
4.2. Topos de bi-Heyting
Como un caso particular de categor´ıas de K-Heyting, tenemos
Definicio´n 4.2.1. ([15, p. 175]) Una categor´ıa C es de bi-Heyting si es de Heyting y para
cada A P ObpCq, SubpAq es a´lgebra de bi-Heyting.
Veamos en primer lugar algunos ejemplos de este tipo de categor´ıas.
Teorema 4.2.2. Si L es un local, el topos ShpLq de haces sobre L es de bi-Heyting ssi L es
un a´lgebra de bi-Heyting completa.
Demostracio´n. La clase de las a´lgebras de bi-Heyting forman una variedad [24, 1.1], as´ı basta
aplicar el teorema 3.3.5.
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Puede ser interesante construir expl´ıcitamente el subobjeto dado por el teorema ante-
rior. Para esto, sean F P ShpLq, el topos de haces sobre un a´lgebra de bi-Heyting completa
L, y B,C P SubpF q. Entonces @u P L definimos
pBFCqpuq  tx P F pUq : Du  _ui, vi ¥ ui y ei P Bpviq con ei|ui  x|ui y ui ¤ vimpei, vi, Cqu
donde mpe, v, Cq 

tr ¤ v : e|r P Cprqu. Gracias al axioma de pegamiento de los haces,
tenemos e|mpe,v,Cq P Cpmpe, v, Cqq y por definicio´n este es el elemento ma´s grande menor que
v con dicha propiedad.
Verificar que B  C es un subhaz de F es un ejercicio sencillo. Veamos solamente que
si D P SubpF q es otro subhaz, tenemos
B  C ¤ D sii B ¤ C _D
ñq Sea a P Bpuq. Si a P Cpuq hemos acabado, as´ı que supongamos que a R Cpuq. Sabemos
que a|mpa,u,Cq P Cpmpa, u, Cqq y por construccio´n a|umpa,u,Cq P pB  Cqpu mpa, u, Cqq 
Dpumpa, u, Cqq. As´ı por definicio´n tenemos a P pC _Dqpuq.
ðq Si a P pB  Cqpuq entonces existen u  _ui, vi ¥ ui y ei P Bpviq con ei|ui  a|ui y ui ¤
vi  mpei, vi, Cq. Por hipo´tesis ei P pC _ Dqpviq y por tanto existen ki, ti P L tal que
vi  ki_ti, ei|ki P Cpkiq y ei|ti P Dptiq. Como ki ¤ mpei, vi, Cq tenemos ui ¤ vimpei, vi, Cq ¤
vi  ki ¤ ti. As´ı a|ui  ei|ui P Dpuiq y por ser D un haz a P Dpuq.
La operacio´n de suplemento en este caso toma la forma
pF Cqpuq  tx P F pUq : Du  _ui, vi ¥ ui y ei P F pviq con ei|ui  x|ui y ui ¤ vimpei, vi, Cqu
Proposicio´n 4.2.3. ([29, Corolario 3.3]) PrpCq es un topos de bi-Heyting para toda C
categor´ıa pequen˜a.
Demostracio´n. Presentamos dos pruebas de este hecho:
1. Sea F P PrpCq. Dado que en un topos el a´lgebra de subobjetos siempre es completa,
en realidad lo que debemos mostrar es que ella siempre es un co-local, es decir (por
4.1.2), que @A,Bi P pSubpF q,¤q tenemos
A_
©
iPI
Bi 
©
iPI
A_Bi.
Pero esto es equivalente a que para todo C P C, en los conjuntos correspondientes valga
ApCq Y
£
iPI
BipCq 
£
iPI
ApCq YBipCq
Lo cual se tiene porque en conjuntos uniones distribuyen con intersecciones arbitrarias.
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2. Sea F P PrpCq y X, Y P SubpF q. Definamos para todo C P C
pXY qpCq  tx P F pCq|Dh : C Ñ C 1, Dx1 P F pC 1q tal que F phqpx1q  x, x1 P XpC 1q y x1 R Y pC 1qu
Obviamente X  Y es un subprehaz de F . Veamos que si Z ¤ F entonces
X  Y ¤ Z sii X ¤ Y _ Z
ñq. Sea a P XpCq. Si a P Y pCq no hay nada que probar pues Y pCq  pY _ ZqpCq. Si
a R Y pCq entonces a P pX  Y qpCq (basta tomar h  idC) y por hipo´tesis a P ZpCq 
pY _ ZqpCq.
ðq. Sea a P pX  Y qpCq. Luego existen h : C Ñ C 1, x1 P F pC 1q tal que F phqpx1q 
x, x1 P XpC 1q y x1 R Y pC 1q. Por hipo´tesis tenemos que x1 P pY _ZqpC 1q y as´ı x1 P Y pC 1q
o x1 P ZpC 1q. Como x1 R Y pC 1q concluimos que x1 P ZpC 1q, que era lo que quer´ıamos
mostrar.
En este caso el suplemento toma la forma
p Y qpCq  tx P F pCq|Dh : C Ñ C 1, Dx1 P F pC 1q tal que F phqpx1q  x y x1 R Y pC 1qu.
Ejemplo 4.2.4. ([29, p. 29]) Sea C una categor´ıa compuesta por dos objetos V, L junto con
dos morfismos s, t : V Ñ L, adema´s de las identidades. Entonces PrpCq se puede ver como
la categor´ıa de los grafos orientados . En efecto, si F P PrpCq podemos ver a F pLq como
un conjunto de lados, a F pV q como uno de ve´rtices y a F psq, F ptq : F pLq Ñ F pV q como
funciones que asocian a cada lado sus ve´rtices inicial y final, respectivamente. Es conveniente
para futuros ejemplos describir las dos negaciones en este caso particular. Si X es un subgrafo
(subfuntor) de F , como X 

tS ¤ F : S^X  0u y X 

tS ¤ F : S_X  1u vemos
que  XpV q  XpV qc y  XpLq  XpLqcztl P F pLq : F psqplq P XpV q o F psqplq P XpV qu,
mientras que  XpLq  XpLqc y  XpV q  XpV qc Y F psqpXpLqcq Y F ptqpXpLqcq.
Antes de dar una caracterizacio´n interesantes de los topos de bi-Heyting, recordemos
la nocio´n de morfismo geome´trico.
Definicio´n 4.2.5. Un morfismo geome´trico p∆ % Γq : E Õ S es una pareja de funtores
Γ : E Ñ S y ∆ : S Ñ E tales que ∆ % Γ y ∆ preserva l´ımites finitos. Un morfismo
geome´trico p∆ % Γq : EÕ S se dice sobreyectivo si ∆ es conservativo.
Teorema 4.2.6. Un topos E es bi-Heyting ssi existe un topos booleano B y un morfismo
geome´trico sobreyectivo p∆ % Γq : B Ñ E tal que ∆ preserva los ı´nfimos de subobjetos de
B.
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Una prueba de este resultado puede ser encontrada en [29, p. 36]. Observemos sola-
mente que la u´ltima parte del teorema (∆ preserva los ı´nfimos de subobjetos de B) es la
clave del resultado dado que para cualquier topos E siempre es posible encontrar un morfismo
geome´trico sobreyectivo desde algu´n topos booleano B [12, Prop. 7.54]. Un hecho fundamen-
tal es que las operaciones X ,X , a diferencia de las de Heyting, no son siempre naturales.
En efecto tenemos:
Teorema 4.2.7. ([15, Proposicio´n 9.2.4]) Las siguientes condiciones son equivalentes para
un topos E de bi-Heyting:
1. X : SubpXq  SubpXq Ñ SubpXq es natural para todo X P OBpEq.
2. X : SubpXq Ñ SubpXq es natural para todo X P OBpEq.
3. E es booleano.
Demostracio´n. 1.ñ 2. Por definicio´n de X .
2. ñ 3. Sea i : A ãÑ X. Dado que estamos en un topos, A^ X A es el pullback de
X A ãÑ X a lo largo de i, as´ı A^ X A  i
pX Aq A i
pAq A A  0A  0X .
3.ñ 1. Pues si SubpXq es booleano, entonces AX B  A^X  XB y por tanto natural al
ser compuesta de operaciones naturales.
Por la proposicio´n 3.3.3 concluimos que en general no podremos hallar morfismos :
Ω Ñ Ω,  : ΩΩ Ñ Ω que representen estas operaciones “internamente” y as´ı todo nuestro
trabajo en topos de bi-Heyting sera´ exclusivamente externo. Sin embargo, estas operaciones
s´ı alcanzan a ser lax naturales en el sentido de la siguiente proposicio´n.
Proposicio´n 4.2.8. Sean E topos de bi-Heyting, Φ : X Ñ Y morfismo y B,C P SubpY q.
Entonces
(a) ΦpBq X Φ
pCq ¤ ΦpB Y Cq;
(b) X Φ
pBq ¤ ΦpY Bq.
Demostracio´n. (a) Por ser SubpY q bi-Heyting tenemos que B Y C ¤ B Y C implica
B ¤ pB Y Cq _Y C. Luego Φ
pBq ¤ ΦpB Y Cq _X Φ
pCq y as´ı ΦpBq X Φ
pCq ¤
ΦpB Y Cq.
(b) Dado que ΦpY q  X es consecuencia del anterior por la definicio´n de .
Dado que los resultados sobre naturalidad son tan importantes en lo´gica catego´rica,
daremos un u´ltimo comentario al respecto. Muchas veces se dice que un topos E puede ser
pensado como un universo de conjuntos variables. Sin embargo, algunas veces dentro de un
topos tambie´n se puede definir una subcategor´ıa plena de conjuntos constantes.
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Definicio´n 4.2.9. ([15, p. 186]) Sea p∆ % Γq : E Õ S un morfismo geome´trico entre dos
topos. Entonces la subcategoria plena C de conjuntos u objetos constantes se define como
aquella cuyos objetos son de la forma ∆S para cada S P S.
Veamos que la sustraccio´n es natural sobre conjuntos constantes en un caso importante.
Proposicio´n 4.2.10. ([29, Proposicio´n 4.7]) Sea p∆ % Γq : EÕ Set el morfismo geome´trico
u´nico desde un topos de bi-Heyting E. Entonces la operacio´n de sustraccio´n es natural sobre
objetos constantes ∆S S P Set.
Demostracio´n. Dado F ãÑ ∆S, definimos Fs ps P Sq como el resultado de los pullbacks
de F a lo largo de ∆s : 1  ∆1 Ñ ∆S y definimos el a´lgebra de bi-Heyting Fam{S
cuyos elementos son pFsqsPS y las operaciones son calculadas puntualmente. La funcio´n ηS :
Subp∆Sq Ñ Fam{S que env´ıa F a pFsqsPS es un isomorfismo de a´lgebras de bi-Heyting.
Adema´s ella es una equivalencia natural: dado f : T Ñ S P Set, el siguiente diagrama
conmuta
Subp∆Sq Fam{S
Subp∆T q Fam{T
z w
ηS
u
∆pfq1
u
f1
w
ηT
donde f1 re-indexa las familias en cuestio´n: f1pFsqsPS  pFfptqqtPT . Dado que f
1 es un
morfismo de bi-Heyting, entonces ∆pfq1 tambie´n lo es.
4.3. Lo´gica bi-Intuicionista
Definicio´n 4.3.1. Sean ϕ, ψ fo´rmulas con variables libres x1,    , xn de tipos X1,    , Xn yJϕK, JψK sus interpretaciones, entonces la interpretacio´n de la fo´rmula ϕ ψ es el subobjetoJϕK JψK de X1     Xn. En particular, la interpretacio´n de  ϕ es  JϕK.
La siguiente lo´gica fue introducida y estudiada por Cecylia Rauszer.
Definicio´n 4.3.2. ([24, p. 241]) El ca´lculo de primer orden bi-intuicionista BInt es la ex-
tensio´n del intuicionista obtenida agregando los conectivos , , los axiomas
AxB-1 pϕñ pψ _ pϕ ψqqq;
AxB-2 ppϕ ψq ñ pϕñ ψqq;
AxB-3 pppϕ ψq  χq ñ pϕ pψ _ χqqq;
AxB-4 p pϕ ψq ñ pϕñ ψqq;
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AxB-5 pppχñ χq  ϕq ñ ϕq;
AxB-6 p ϕñ ppχñ χq  ϕqq;
AxB-7 ppϕñ pψ  ψqq ñ  ϕq;
AxB-8 p ϕñ pϕñ pψ  ψqqq.
y la regla de inferencia
R: ( ϕ implica (   ϕ.
Estos axiomas pueden ser entendidos recordando que  actu´a como una sustraccio´n.
As´ı AxB-1 expresa el hecho que si sustraemos y luego agregamos lo que quitamos, lo que
obtenemos es mayor o igual a lo que ten´ıamos originalmente, y AxB-3 que sustraer por
separado es lo mismo que sustraer todo junto al principio. AxB-2 y AxB-4 son un poco
ma´s te´cnicos, aunque su fuerza sera´ apreciada en las pruebas de algunas demostraciones.
Los axiomas AxB-5 y AxB-6 corresponden a la definicio´n de  en te´rminos de , mientras
que AxB-7 y AxB-8 a la de  en te´rminos de ñ. La regla R, aunque expresa un hecho
obvio (la doble negacio´n de una verdad es de nuevo una verdad), es una de las claves de la
axiomatizacio´n, como procedemos a probar a continuacio´n.
Proposicio´n 4.3.3. BInt define impl´ıcitamente t,u sobre el intucionismo.
Demostracio´n. Sea ∇ otro conectivo que satisface los mismos axiomas de . Entonces tene-
mos por AxB  1 que ϕ ñ ψ _ pϕ∇ψq, de donde podemos concluir (ver [24, p. 242] para
una prueba) que pϕ ψq ñ pϕ∇ψq.
Sin embargo si no consideramos la regla de inferencia R el ca´lculo resultante BIntR
no es ni siquiera algebrizable. En efecto, aplicando el mismo argumento de [7, Ejemplo 1],
consideramos el a´lgebra de bi-Heyting 4 
1
c
a b
0
La u´nica congruencia definible en 4  que respeta , es la ide´ntica. Por otro lado, los
conjuntos t1u, t1, cu, t1, c, au y t1, c, bu son los filtros ([1, p. 9]) de BIntR en 4  (cualquier
valuacio´n de los axiomas AxB-1 a AxB-8 en 4  siempre es 1). As´ı el operador de Leibniz Ω
([1, p. 10]) no es inyectivo en este caso y as´ı por [1, Teorema 5.1] esta lo´gica no puede ser
algebraizable. Observemos que si agregamos la regla de inferencia R esta hace que el u´nico
filtro de BInt en 4  sea t1u: en efecto   c  0. Los axiomas AxB-1 a AxB-8 alcanzan
para definir las operaciones , impl´ıcitamente en la variedad de las a´lgebras de Heyting.
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Proposicio´n 4.3.4. Sea H un a´lgebra de Heyting con una operacio´n binaria M y otra
unaria N que cumplen los axiomas AxB-1 a AxB-8 de la definicio´n 4.3.2. Entonces H es un
a´lgebra de bi-Heyting. Adema´s M   y N .
Demostracio´n. Por AxB-5 y AxB-6 tenemos Npaq  Mp1, aq, por lo que basta mostrar
Mpa, bq ¤ c ssi a ¤ b_ c.
ñq. a ¤ b_Mpa, bq ¤ b_ c, aplicando AxB-1.
ðq. Los axiomas AxB-7 a AxB-8 significan que añMpb, bq   a @a, b P H. Luego tomando
a  b  1 tenemos Mp1, 1q  0. Por AxB-2 Mpa, b _ cq ¤ Mp1, a ñ b _ cq  Mp1, 1q  0,
donde en la penu´ltima igualdad hemos usado que a ñ b _ c  1 pues a ¤ b _ c. Esta
u´ltima igualdad y AxB-3 implican  MpMpa, bq, cq  1, por lo que gracias a AxB-4 tenemos
Mpa, bq ñ c  1.
Luego BInt es algebraizable por las a´lgebras de bi-Heyting. Sin embargo t,u no
son nuevos conectivos intuicionistas en el sentido de [6] en BInt ni BInt R, pues no son
compatibles: en efecto cualquier congruencia en 4  diferente de la identidad no los respeta.
Haremos expl´ıcitos algunos resultados que involucran cuantificadores.
Proposicio´n 4.3.5. Sean ϕ, ψ y χ fo´rmulas y x una variable que no aparece entre las de χ.
Entonces las siguientes fo´rmulas son consecuencias del bi-intuicionismo
1. ( Dxϕñ @x  ϕ;
2. ( @xϕô Dx  ϕ;
3. (  @xϕñ Dx  ϕ;
4. ( @x ϕñ Dxϕ;
5. ( @xpχ ϕq ñ pχ @xϕq;
6. ( pχ Dxϕq ñ @xpχ ϕq;
7. ( p@xϕ χq ñ @xpϕ χq;
8. ( pDxϕ χq ô Dxpϕ χq;
9. ( pDxϕ Dxψq ñ Dxpϕ ψq;
10. ( p@xϕ @xψq ñ Dxpϕ ψq;
11. ( pχ Dxϕq ñ p@xϕ χq;
12. ( pχ @xϕq ô Dxpχ ϕq.
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Para entender el significado de estos axiomas recordemos la interpretacio´n algebraica
usual de los cuantificadores en lo´gica de primer orden (ver [23, p. 366])
JDxϕK  ¤
τPT
JϕpτqK J@xϕK  £
τPT
JϕpτqK
donde T es el conjunto de te´rminos del lenguaje. As´ı las fo´rmulas anteriores pueden ser
fa´cilmente demostradas v´ıa las propiedades de las uniones e intersecciones de elementos en
a´lgebras de bi-Heyting.
Tenemos teoremas de validez y completitud.
Proposicio´n 4.3.6. Sea T una teor´ıa bi-intuicionista y M un modelo de T en una categor´ıa
de bi-Heyting. Si ϕ es una fo´rmula que es demostrable a partir de T entonces M |ù ϕ.
Teorema 4.3.7. Sea T una teor´ıa bi-Intuicionista de primer orden. Si ϕ es una fo´rmula
que es satisfecha en todos los modelos de T en categor´ıas de bi-Heyting, entonces ella es
demostrable a partir de T.
Demostracio´n. Se tiene directamente de 3.3.7.
Una generalizacio´n de 2.1.6 es fa´cilmente enunciable y demostrable para funtores de
bi-Heyting entre categor´ıas del mismo tipo. Adema´s tenemos
Proposicio´n 4.3.8. Sea A una categor´ıa coherente pequen˜a. Entonces existe una subcate-
gor´ıa K de ModpAq, tal que el funtor evaluacio´n e : AÑ ConK es conservativo, coherente y
preserva todos los ñ, existentes en A.
Demostracio´n. En [19, Teorema 6.2] prueban que el funtor e de 2.2.6 tambie´n preserva los
 existentes en A.
Teorema 4.3.9. Sea T una teor´ıa bi-Intuicionista de primer orden. Si ϕ es una fo´rmula que
es satisfecha en todos los modelos de T en topos de bi-Heyting, entonces ella es demostrable
a partir de T.
Obviamente si Γ  tαi : 1 ¤ i ¤ nu es un conjunto finito de fo´rmulas podemos asumir
que todas ellas tienen las mismas variables libres, digamos x1,    , xn de tipos X1,    , Xn.
Luego tiene sentido definir el subobjeto JΓK  Jα1K^ . . .^ JαnK^J de X1     Xn. Si β
es otra fo´rmula con el mismo conjunto de variables libres, escribiremos Γ ( β si JΓK ¤ JβK.
Veamos que no siempre tenemos tα^  αu ( β @α, β.
Ejemplo 4.3.10. Sean PrpCq el topos de grafos dirigidos y G P PrpCq el grafo con ve´rtices
GpV q  ta, b, cu y lados GpLq  tα : a Ñ b, β : b Ñ cu. Si consideramos el subgrafo de G
dado por X  tα : a Ñ bu y la fo´rmula ϕ  x P X (x variable de tipo G y X constante de
tipo ΩG), tenemos Jϕ^  ϕK  X^  X  tbu. Si ψ  x P Y , con Y  tau ¤ G, entonces
obviamente tϕ^  ϕu * ψ.
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Veamos por u´ltimo la forma que toma la sema´ntica de Kripke-Joyal en algunos casos
particulares.
Corolario 4.3.11 (Caso prehaces). ([29, Proposicio´n 3.4]) Sean C categor´ıa pequen˜a, C P C,
ϕ, ψ fo´rmulas de variables libres x1, . . . , xn de tipos A1, . . . , An P PrpCq y elementos ei P
AipCq. Entonces
1. $C pϕ ψqpe1, . . . , enq ssi existe f : C Ñ C
1 P C, De1i P AipC
1q tal que Aipfqpe
1
iq  ei,
$C1 ϕpe
1
1, . . . , e
1
nq y &C1 ψpe
1
1, . . . , e
1
nq.
2. $C ϕpe1, . . . , enq ssi existe f : C Ñ C
1 P C, De1i P AipC
1q tal que Aipfqpe
1
iq  ei y
&C1 ϕpe
1
1, . . . , e
1
nq.
Corolario 4.3.12 (Caso haces sobre a´lgebra completa de bi-Heyting). Sean ϕ, ψ fo´rmulas de
variables libres x1, . . . , xn de tipos A1, . . . , An P ShpLq, donde L es un a´lgebra de bi-Heyting
completa. Si ak P Akpuq (para 1 ¤ k ¤ n), donde u P L, entonces
1. $u pϕ  ψqpa1, . . . , anq ssi Du  _ui, vi ¥ ui y e
i
k P Akpviq tales que e
i
k|ui  ak|ui , $vi
ϕpei1, . . . , e
i
nq 1 ¤ k ¤ n y ui ¤ vi 

tr ¤ v| $r ψpe
i
1|r, . . . , e
i
n|rqu.
2. $u ϕpa1, . . . , anq ssi Du  _ui, vi ¥ ui y e
i
k P Akpviq tales que e
i
k|ui  ak|ui y ui ¤
vi 

tr ¤ v| $r ψpe
i
1|r, . . . , e
i
n|rqu.
4.4. Teor´ıa de la falsedad en topos de bi-Heyting
Definicio´n 4.4.1. Sea C una categor´ıa coherente y M un interpretacio´n en ella. Una fo´rmula
ϕ de variables x1,    , xn de tipos X1,    , Xn es llamada falsa, y escribiremos M ) ϕ, siJϕK  0.
En caso que la interpretacio´n M este´ sobreentendida, escribiremos simplemente ) ϕ
para indicar que ϕ es falsa. Aunque las fo´rmulas falsas pueden ser definidas en cualquier
categor´ıa coherente, cuando trabajamos en una de bi-Heyting tenemos reglas de inferencia
que nos permiten, a partir de unas falsas, construir otras nuevas, adema´s de tener un teorema
de completitud para la lo´gica de primer orden. Sin embargo, antes de probar estos hechos,
veamos un par de resultados.
Proposicio´n 4.4.2. En un topos ϕ es falsa ssi el morfismo caracter´ıstico de JϕK se factoriza
a trave´s de K : 1 Ñ Ω.
Demostracio´n. Suponga que ϕ es una fo´rmula de variables x1,    , xn de tipos X1,    , Xn,
as´ı que tenemos el pullback
JϕK 1
X1     Xn Ω
w
!JϕK
u
s
u
J
w
xϕy
()
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ðq. Si K!X1Xn  xϕy, por el diagrama pq caemos en la siguiente situacio´n
JϕK
!X1Xns

!
!!
u

0
!

! // 1
J

1
K
// Ω
donde el cuadrado en el gra´fico anterior es un pullback bien conocido. Pero como en un topos
el objeto inicial es estricto ([3, p. 332]), entonces JϕK  0.
ñq. Si JϕK  0, entonces pq y
0 1
X1     Xn Ω
w
!0
u
!
u
J
w
K!X1Xn
clasifican el mismo subobjeto y as´ı xϕy  K!X1Xn .
Lema 4.4.3. Sean las fo´rmulas ϕ de variables x1,    , xn de tiposX1,    , Xn y ψ de variables
y1,    , ym de tipos Y1,    , Ym. Entonces tenemos
1. ) pϕ ψq ssi ( pϕñ ψq ssi JϕK ¤ JψK en X1    Xn  Y1     Xn.
2. ( ϕ ssi ) ϕ. Adema´s ( ϕ implica )  ϕ.
3. (  ϕ ssi ) ϕ. Adema´s ) ϕ implica ( ϕ.
4. ) pϕ_ ψq ssi ) ϕ y ) ψ.
5. ) pϕ^ ψq ssi ) ϕ o ) ψ.
Los siguientes axiomas fueron introducidos por Cecylia Rauszer para captar mediante
teoremas de valides y completitud la falsedad en a´lgebras de bi-Heyting.
Definicio´n 4.4.4. ([25, p. 62]) El ca´lculo de primer orden de los antiteoremas esta formado
por los siguientes axiomas
R-1 pppψ  χq  pϕ χqq  ppψ  ϕq  χqq;
R-2 pppχ ϕq  pχ ψqq  pψ  ϕqq;
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R-3 ppϕ^ ψq  ϕq;
R-4 ppϕ^ ψq  ψq;
R-5 pppχ pϕ^ ψqq  pχ ψqq  pχ ϕq;
R-6 pϕ pϕ_ ψqq;
R-7 pψ  pϕ_ ψqq;
R-8 ppppϕ_ ψq  χq  pψ  χqq  pϕ χqq;
R-9 ppχ pϕ_ ψqq  ppχ ψq  ϕqq;
R-10 pppχ ψq  ϕq  pχ pϕ_ ψqqq;
R-11 pppψ ñ ϕq ñ ψq  ϕq;
R-12 pp ϕ  ψq  pψ  ϕqq;
R-13 pppψ ^ χq ñ ϕq  pχñ pψ ñ ϕqqq;
R-14 p pψ  ϕq  pψ ñ ϕq;
R-15 ppϕ ψq  pψ ñ ϕqq;
R-16 p ϕ ppχ χq  ϕqq;
R-17 pppχ χq  ϕq  ϕq;
R-18 p ϕ pϕñ pχ χqqq;
R-19 ppϕñ pχ χqq   ϕq.
y las siguientes reglas de inferencia
I (Modus Ponens Dual) Si ϕ, pψ  ϕq, son antiteoremas entonces ψ tambie´n lo es.
II p  ϕq implica ϕ;
III ϕ ψ implica ϕ @xψ, si x no es una variable libre de ϕ;
IV ψ  ϕ implica Dxψ  ϕ, si x no es una variable libre de ϕ;
V pDxψ  ϕq implica pψpτq  ϕq, donde τ es un te´rmino que no contiene acotada ninguna
de las variables de ψ, ψpτq es el resultado de reemplazar x por τ y x es una variable que
no esta´ en ϕ.
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VI pϕ @xψq implica pϕ ψpτqq, donde τ es un te´rmino que no contiene acotada ninguna
de las variables de ψ, ψpτq es el resultado de reemplazar x por τ y x es una variable que
no esta´ en ϕ.
Analizando los axiomas R1  R19 a la luz del lema 4.4.3 inciso 1, vemos que todos
ellos son de la forma α  β donde α ñ β es un teorema del bi-Intuicionismo. Las reglas de
inferencia tambie´n son una reescritura hecha de forma ana´loga de las que ten´ıamos en el caso
positivo. As´ı en la axiomatizacio´n anterior so´lo se han reescrito suficientes resultados bien
conocidos hasta obtener un teorema de completitud (el criterio de parada es que el a´lgebra
de Lindenbaum llegue a ser de bi-Heyting).
Sea T un conjunto de fo´rmulas, las cuales sera´n tratadas como fo´rmulas falsas. Diremos
que una fo´rmula ϕ es un antiteorema de T si existe una secuencia finita de fo´rmulas α1, . . . , αn
tales que:
i αn  ϕ;
ii α1 es una de las fo´rmulas R1R19 o pertenece a T;
iii para cada 1   j ¤ n, αj es una de las fo´rmulas R1R19 o pertenece a T o es obtenida
de αi y αk  αj  αi, donde 1 ¤ i   j, 1 ¤ k   j, por una de las reglas de inferencia
I  V I.
Escribiremos T % ϕ para indicar que la fo´rmula ϕ es un antiteorema de T; si T  H
escribiremos % ϕ y diremos simplemente que ϕ es un antiteorema. Por u´ltimo, diremos que
una categor´ıa (respectivamente topos) de bi-Heyting C es un anti-modelo para T, si todas
las fo´rmulas de T son falsas en C.
Proposicio´n 4.4.5. Sea T una teor´ıa bi-intuicionista y M un anti-modelo de T en una
categor´ıa de bi-Heyting. Si ϕ es una fo´rmula que es un antiteorema de T entonces M ) ϕ.
Demostracio´n. Las pruebas que R-1 a R-19 son falsas son consecuencias sencillas de las
propiedades de las a´lgebras de bi-Heyting. Como un ejemplo ra´pido, en R-3 hay que probar
que pJϕK^JψKqJϕK  0 lo cual es equivalente a pJϕK^JψKq ¤ JϕK, lo cual vale por definicio´n
en cualquier ret´ıculo.
Veamos que las reglas de inferencia preservan la falsedad:
I Sean ϕ1, ψ1 las fo´rmulas ϕ, ψ vistas teniendo como variables libres la unio´n de ambas.
Por hipo´tesis Jψ1K ¤ Jϕ1K y Jϕ1K  0 as´ı que Jψ1K  0.
II Aplicando dos veces el lema 4.4.3.
III Asumamos que ϕ tiene variables x1, . . . , xn mientras que ψ tiene x, x1, . . . , xn, donde x
es de tipo A y xi de tipo Ai. Sean ϕ
1 la fo´rmula ϕ vista en las variables x, x1, . . . , xn y
p : AA1  An Ñ A1  An la proyeccio´n cano´nica. Entonces Jϕ1K  p1pJϕKq.
Nuestra hipo´tesis es que Jϕ1K ¤ JψK luego J@xψK  @pJψK ¥ @pJϕ1K ¥ JϕK, donde la
u´ltima desigualdad se tiene por adjuncio´n.
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IV Utilizando la misma notacio´n que en el item anterior, nuestra hipo´tesis JψK ¤ Jϕ1K
implica JDxψK  DpJψK ¤ DpJϕ1K ¤ JϕK, donde la u´ltima desigualdad se tiene de nuevo
por adjuncio´n.
V Asumamos de nuevo que ϕ tiene variables x1, . . . , xn y que ψ tiene variables x, x1, . . . , xn,
donde x es de tipo A y xi de tipo Ai. Sea τ un te´rmino de tipo A con variables libres
y1,    , ym de tipos B1,    , Bn. Entonces tenemos el siguiente diagrama conmutativo
B1    Bm  A1      An A1      An
A A1      An
h
h
h
h
h
h
h
hhmxτ yid
w
q
''
''
''
''
')
p
donde p, q son las proyecciones cano´nicas y xτ y es la realizacio´n del te´rmino τ . Ahora
bien, por hipo´tesis DpJψK ¤ JϕK as´ı que JψK ¤ p1DpJψK ¤ p1JϕK y por lo tantoJψpτqK  pxτ y  idq1JψK ¤ pxτ y  idq1p1JϕK  q1JϕK, que era lo que quer´ıamos
mostrar.
VI Si utilizamos la misma notacio´n anterior, por la hipo´tesis JϕK ¤ @pJψK tenemos p1JϕK ¤
p1@pJψK ¤ JψK y as´ı q1JϕK  pxτ y idq1p1JϕK ¤ pxτ y idq1JψK  JψpτqK.
Teorema 4.4.6. Sea T una teor´ıa bi-intuicionista de primer orden. Si ϕ es falsa en todos
los antimodelos de T en categor´ıas de bi-Heyting, entonces ella es un antiteorema de T.
Observacio´n 4.4.7. Si T  H, entonces la misma categor´ıa de 4.3.7 sirve gracias a 4.4.3, pero
dado que queremos establecer este resultado para una T arbitraria, le haremos unos ligeros
cambios a esta construccio´n.
Demostracio´n. Definimos la categor´ıa CT como aquella cuyos objetos son los mismos que en
4.3.7, pero sus morfismos rθs : tϕpxqu Ñ tψpyqu sera´n las fo´rmulas tales que
θpx, yq  pϕpxq ^ ψpyqq,
pθpx, yq ^ θpx, zqq  py  zq,
ϕpxq  Dyθpx, yq
sean antiteoremas de T. Dado que la estructura de bi-Heyting en 4.3.7 depende exclusiva-
mente de los axiomas y no de la teor´ıa, y como por 4.4.3 y los teoremas de completitud
de [26] tenemos que $ ϕ ñ ψ sii % ϕ  ψ, concluimos que CT es de nuevo categor´ıa de
bi-Heyting. Si le otorgamos a esta categor´ıa la misma interpretacio´n que antes, tenemos que
2.2.5 sigue siendo va´lida, mientras que 2.2.4 se transforma en
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Afirmacio´n 4.4.8. Cualquier subobjeto de tϕpxqu en CT es isomorfo a uno de la forma
rψpxq^px  yqs : tψpyqu Ñ tϕpxqu donde ψ es una fo´rmula tal que la secuencia ψpyq ñ ϕpxq
es un antiteorema de T. Adema´s para dos de tales subobjetos, correspondientes a formulas
ψ y χ, tenemos tψpxqu ¤ tχu en Subpϕpxqq ssi ψpxq ñ χpxq un antiteorema de T.
Teorema 4.4.9. Sea T una teor´ıa bi-intuicionista de primer orden. Si ϕ es falsa en todos
los antimodelos de T en topos de bi-Heyting, entonces ella es un antiteorema de partir de T.
Demostracio´n. De nuevo basta tomar un funtor de bi-Heyting conservativo F del CT anterior
a un topos de bi-Heyting E. La versio´n de 2.1.6 para antiteoremas puede ser demostrada
usando el mismo argumento de la prueba original ([13, p. 825]).
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5.1. Obstrucciones y Soluciones
La principal dificultad para trabajar operadores modales en lo´gica catego´rica es que ellos se
trivializan ante los requerimientos ba´sicos. Ma´s precisamente tenemos
Teorema 5.1.1. ([29, Proposicio´n 4.2]) Sean C una categor´ıa con pullbacks y tlC : SubpCq Ñ
SubpCquCPC una familia de operadores naturales tales lC ¤ IdC y lCpIdCq  IdC . Entonces
lC  IdC para cada C P C.
Demostracio´n. Sea i : A ãÑ X un subobjeto de X. Entonces tenemos
lXpAq  A^lXpAq pues lXpAq ¤ A
 ilXpAq definicio´n de infimo en topos
 lAi
pAq hipo´tesis i natural
 lApIdAq por definicio´n i
pAq  A^ A  A
 A hipo´tesis lApIdAq  IdA
En particular, cuando trabajamos en un topos, el resultado anterior implica, por 3.3.3,
que no existe un operador l : Ω Ñ Ω tal que l ¤ Id y lpJq  J.
La relacio´n lCpIdCq  IdC corresponde a la famosa regla de necesitacio´n mientras que
lC ¤ IdC corresponde a lpñ p, dos axiomas ba´sicos deseables en cualquier ca´lculo modal.
La naturalidad, como hemos visto, es un requerimiento habitual en lo´gica catego´rica que nos
permite trabajar con sustituciones y cuantificadores.
En vista de esto hay dos formas para trabajar modalidad en topos: en la primera
nos resignamos a perder del todo la naturalidad y desarrollamos otras herramientas para
trabajar lo´gica catego´rica que nos hara´n restringirnos a topos especiales como los del cap´ıtulo
anterior, o mantenemos la naturalidad a coste de definir modalidad so´lo sobre algunos objetos
especiales. En la primera parte de este cap´ıtulo desarrollamos esta primera aproximacio´n y
en la segunda la otra, para despue´s empezar a compararlas y buscar puntos comunes entre
ellas.
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5.2. Lo´gica modal en topos v´ıa subobjetos
Haremos las definiciones en el contexto catego´rico ma´s amplio posible, porque en algunos
resultados esta aproximacio´n puede llegar a ser u´til.
Definicio´n 5.2.1. Sea X P SubpY q en una categor´ıa C al menos coherente. Definimos lX
como el subobjeto complementado ma´s grande menor que X y a ♦X como el subobjeto
complementado ma´s pequen˜o mayor que X, en el caso que ellos existan. Los elementos lX
y ♦X sera´n llamados modales .
Obse´rvese que au´n en el caso que C sea un topos estos nuevos elementos no tienen
por que´ existir: considere, por ejemplo, el conjunto de los nu´meros racionales dotado con
la topolog´ıa de subespacio de los reales. En este nuevo espacio topo´logico los intervalos con
extremos irracionales son clopen. Si A  p0,8q, tenemos que no existen lA ni ♦A: si lA
existiera, entonces lA  A (pues A no es clopen) y as´ı Dx P A tal que x R lA. Con un n
suficientemente grande tal que rx pi
n
, x  pi
n
s  A, hallamos un clopen que no esta´ contenido en
lA. La prueba para ♦A es ana´loga. Luego, en el topos ShpQq no siempre existen elementos
modales, dado que Subp1q  Q.
Una condicio´n necesaria para la existencia de estos elementos es proveer a SubpY q de
una estructura de bi-Heyting.
Proposicio´n 5.2.2. ([29, Proposicio´n 2.5]) Si L es un a´lgebra de bi-Heyting σ-completa (es
decir, con supremos e infimos contables) entonces @a P L, la y ♦a existen.
Demostracio´n. En L construimos por induccio´n:
1. l0  ♦0  Id.
2. ln 1    ln.
3. ♦n 1   ♦n.
Despue´s basta con definir
la 
©
n
lna ♦a 
ª
n
♦na
Los detalles de que estos son los elementos buscados pueden ser consultados en [29, Propo-
sicio´n 2.5].
Diremos que una categor´ıa C es modal si para X P SubpY q en C, lX y ♦X existen.
Por la proposicio´n anterior cualquier categor´ıa de bi-Heyting es modal. De ahora en adelante
todas las categor´ıas que consideremos sera´n modales. En particular un a´lgebra L sera´ llamada
modal , si lo es cuando la vemos como una categor´ıa.
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Proposicio´n 5.2.3. ([29, Proposicio´n 2.6]) Los operadores l y ♦ en un a´lgebra modal L
satisfacen:
1. l y ♦ preservan el orden.
2. la ¤ a ¤ ♦a.
3. la y ♦a son complementados.
4. Si a es complementado, entonces la  ♦a  a.
5. l2  l y ♦2  ♦.
6. ♦ % l.
7. ♦a   l a.
8. la  ♦  a (si L es tambie´n de bi-Heyting).
Corolario 5.2.4. En L los operadores l y ♦ pueden ser caracterizados por las primeras
cuatro propiedades de la proposicio´n anterior.
Demostracio´n. Suponga las propiedades 1.  4. de 5.2.3. Si s es cualquier complementado
tal que s ¤ a, entonces s  ls ¤ la.
De las propiedades 1.  4. de 5.2.3 se puede ver que las a´lgebras modales constituyen
una subcuasivariedad de las a´lgebras de Heyting. En efecto estas propiedades pueden ser
reescritas respectivamente en la forma
pañ b  1q ñ plañ lb  1q, pañ b  1q ñ p♦añ ♦b  1q;
plañ aq  1, pañ ♦aq  1;
la_ la  1, ♦a_ ♦a  1;
pa_ a  1q ñ pañ la  1q, pa_ a  1q ñ p♦añ a  1q.
Pero ellas no alcanzan a ser una variedad: el homomorfismo de Heyting sobreyectivo AbpRq Ñ
AbpQq, S ÞÑ S X Q de los abiertos de R con la topolog´ıa usual en los abiertos de Q con la
topolog´ıa de subespacio, va de un a´lgebra modal en una que no lo es.
Proposicio´n 5.2.5. ([29, Proposicio´n 2.11]) Si L es un a´lgebra de bi-Heyting que satisface
la regla de De Morgan para  , entonces l    y ♦    . Dualmente, si L satisface la
regla de De Morgan para , entonces l  y ♦   .
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Demostracio´n. Probemos la primera parte. Como  a ^ a  0, la ley de De Morgan para
 implica que   a _  a  1. Dado que siempre vale  a ^   a  0 resulta que   a
es complementado. Si s es otro elemento complementado tal que a ¤ s, entonces   a ¤
  s  s. As´ı   a es el elemento complementado ma´s pequen˜o que es ma´s grande que a,
es decir, ♦a    a. Para la otra, tenemos la  ♦  a     a    a, donde la
u´ltima igualdad es fa´cilmente verificable.
Como dijimos en el principio del cap´ıtulo el u´nico caso en donde estos operadores son
naturales es cuando se trivializan. De hecho tenemos:
Proposicio´n 5.2.6. ([29, Proposicio´n 4.9]) Para un topos E modal las siguientes condiciones
son equivalentes:
1. l es natural.
2. l  Id.
3. E es booleano.
Demostracio´n. Por 5.1.1 las condiciones 1. y 2. son equivalentes. Las condiciones 2. y 3. son
equivalentes pues l  Id si y solamente si todo elemento X P SubpY q es complementado
para todo Y P E si y solamente si E es booleano (2.4.6).
Proposicio´n 5.2.7. ([29, Proposicio´n 4.10]) Para un topos E modal las siguientes condicio-
nes son equivalentes:
1. ♦ es natural.
2. E es un topos de De Morgan.
3. ♦    .
Demostracio´n. 1. ñ 2. Si ♦ es natural, entonces el operador  ♦ tambie´n lo es y por la
proposicio´n anterior  ♦  Id. Como  ♦ Φ  Φ entonces ♦ Φ   Φ y as´ı  Φ es siempre
complementado.
2.ñ 3. Por 5.2.5.
3.ñ 1. Pues  es natural y compuesta de operadores naturales es natural.
Sin embargo, l y ♦ son lax naturales en el siguiente sentido:
Proposicio´n 5.2.8. ([29, Proposicio´n 4.3]) Sea f : E Ñ F P E. Entonces
1. fl ¤ lf.
2. ♦f ¤ f♦.
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Ellos s´ı alcanzan a ser naturales sobre objetos constantes en topos de Grothendieck
que tambie´n sean bi-Heyting.
Proposicio´n 5.2.9. ([29, Corolario 4.8]) Sea E un bi-Heyting topos de Grothendieck y
p∆ % Γq : E Ñ Set el u´nico morfismo geome´trico. Entonces l y ♦ son naturales sobre
objetos constantes.
Demostracio´n. Por 4.2.10  lo es, luego l y ♦ son compuestas de naturales y por lo tanto
natural.
Veamos ahora la forma que toma la sema´ntica de Kripke-Joyal para un prehaz E :
Cop Ñ Set.
Proposicio´n 5.2.10. ([29, Proposicio´n 4.4]) Sea e P EpCq y ϕ una fo´rmula con una variable
libre de tipo E. Entonces
1. $C lnϕpeq ssi para cada cadena en C
C  C0 C2 C2n2 C2n
C1    C2n1
'
''*
[
[
[]
'
'
'*
[
[
[] '
''*
[
[[]
y para cualesquiera elementos ei P EpCiq p0 ¤ i ¤ 2nq tales que e0  e, EpC2k 1 Ñ
C2kqpe2kq  e2k 1, EpC2k 1 Ñ C2k 2qpe2k 2q  e2k 1 entonces $C2n ϕpe2nq.
2. $C ♦nϕpeq ssi existe una cadena en C
C  C0 C2 C2n2 C2n
C1    C2n1
'
'')
[
[
[^
'
'
') [[
[^
'
'') [[[^
y existen elementos ei P EpCiq p0 ¤ i ¤ 2nq tales que e0  e, EpC2k Ñ C2k1qpe2k1q 
e2k, EpC2k Ñ C2k 1qpe2k 1q  e2k, y $C2n ϕpe2nq.
Corolario 5.2.11. ([29, Corolario 4.5]) Sea e P EpCq y ϕ una fo´rmula con una variable libre
de tipo E. Entonces
1. $C lϕpeq ssi para cada C
1 P Π0pCq y para cada e
1 P EpC 1q tal que ηCpeq  ηC1pe
1q, $1C
ϕpe1q.
2. $C ♦ϕres ssi existen C 1 P Π0pCq y un elemento e1 P EpC 1q tal que ηCpeq  ηC1pe1q y
$1C ϕpe
1q.
donde ηC : EpCq Ñ colimE es el morfismo cano´nico y Π0pCq es la componente conexa de
C P C.
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Ejemplo 5.2.12. [29, p. 35] Sea X ¤ G en el prehaz de los grafos. Entonces
lX son los elementos X que no esta´n conectados con el exterior, manteniendo las
fechas entre ellos;
♦X son los elementos de G que esta´n conectados por un camino con los de X, con las
flechas entre ellos.
Diremos que un lenguaje es de Heyting (resp. bi-Heyting) modal si es de primer orden
(bi-Heyting) y contiene los s´ımbolos l,♦. Si ϕ es una fo´rmula con variables libres x1,    , xn
de tipos A1,    , An y si JϕK A1  An es su interpretacio´n, entonces las interpretaciones
de las fo´rmulas lϕ,♦ϕ sera´n respectivamente los subobjetos lA1AnJϕK,♦A1AnJϕK de
A1      An.
Para los axiomas de nuestro ca´lculo modal aplicaremos el corolario 5.2.4 para definir
l y ♦ impl´ıcitamente sobre el intuicionismo.
Definicio´n 5.2.13. Definimos el ca´lculo modal HMo (resp. bHMo ) sobre un lenguaje
Heyting (bi-Heyting) como el consistente por todos los axiomas del ca´lculo intuicionista
(bi-intuicionista) de primer orden ma´s los siguientes
HMo-1 ϕñ ψ implica lϕñ lψ;
HMo-2 ϕñ ψ implica ♦ϕñ ♦ψ;
HMo-3 lϕñ ϕ;
HMo-4 ϕñ ♦ϕ;
HMo-5 lϕ_ lϕ;
HMo-6 ♦ϕ_ ♦ϕ;
HMo-7 pϕ_ ϕq implica pϕñ lϕq;
HMo-8 pϕ_ ϕq implica p♦ϕñ ϕq.
Proposicio´n 5.2.14. Los axiomas HMo1 a HMo8 definen impl´ıcitamente l y ♦ sobre
el intuicionismo.
Demostracio´n. Suponga que extendemos la lo´gicaHMo con los axiomas HMo11,..., HMo81
obtenidos al reemplazar l1 por l y ♦1 por ♦ en HMo1,..., HMo8. De HMo5’ y HMo7
obtenemos ( l1ϕ ñ ll1ϕ, y de HMo3’ y HMo1 obtenemos ( ll1ϕ ñ lϕ. As´ı (
l1ϕñ lϕ (la otra implicacio´n se obtiene por simetr´ıa). De forma ana´loga se puede demos-
trar que ( ♦1ϕô ♦ϕ.
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Luego gracias a los resultados del cap´ıtulo 3 este sistema es algebraizable por una
subvariedad de las a´lgebras de Heyting: las a´lgebras de Heyting modales. Dado que toda
a´lgebra de Heyting pude ser sumergida en una de Heyting Modal (la cual puede ser tomada
de bi-Heyting, ver [19, p. 33, 34]), esta extensio´n es conservativa.
Proposicio´n 5.2.15. Las operaciones l, ♦ no son compatibles en general. Ma´s exactamente
si H es un a´lgebra de Heyting modal tenemos que las siguientes condiciones son equivalentes
1. l es compatible.
2. l  Id.
3. H es booleano.
Por otro lado, las tres siguientes tambie´n son equivalentes
1. ♦ es compatible.
2. H es un a´lgebra de De Morgan.
3. ♦    .
Demostracio´n. Aplicar la proposicio´n 3.3.2 a las proposiciones 5.2.6 y 5.2.7.
Luego l, ♦ no son nuevos conectivos intuicionistas en el sentido de [6].
Daremos algunas consecuencias de los axiomas.
Proposicio´n 5.2.16. Sean ϕ, ψ fo´rmulas. Entonces:
1. Regla de Necesitacio´n : Si ( ϕ entonces ( lϕ;
2. ♦lϕñ ϕ; ϕñ l♦ϕ;
3. ( lpϕ^ ψq ô lϕ^lψ; ( ♦pϕ_ ψq ô ♦ϕ_ ♦ψ;
4. ( lϕ_lψ ñ lpϕ_ ψq; ( ♦pϕ^ ψq ñ ♦ϕ^ ♦Ψ;
5. lϕô llϕô ♦lϕ; ♦ϕô ♦♦ϕô l♦ϕ;
6. ♦ϕô  l ϕ;
7. lϕô ♦  ϕ (en bHMo);
8. Ley de Frobenius : ( ♦pϕ^lψq ô ♦ϕ^lψ.
Demostracio´n. Basta mostrar que ellas valen en un a´lgebra de Heyting modal arbitraria A.
Escribiremos JϕK para indicar el elemento de A obtenido al evaluar ϕ en una valuacio´n.
1. Si ( ϕ entonces JϕK  A, y por lo tanto complementado. Luego lAJϕK  JϕK  A.
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2. ♦A % lA;
3. Dado que ♦A % lA, entonces lA preserva l´ımites y ♦A col´ımites.
4. Como pJϕK^JψKq ¤ JϕK entonces ♦ApJϕK^JψKq ¤ ♦AJϕK. Igualmente ♦ApJϕK^JψKq ¤
♦AJψK, as´ı que por definicio´n de ı´nfimo ♦ApJϕK ^ JψKq ¤ ♦AJϕK ^ ♦AJψK. La otra se
demuestra de forma ana´loga.
5. lAJϕK, ♦JϕK son complementados;
6. 5.2.3 inciso 7.;
7. 5.2.3 inciso 8.;
8. ♦AJϕK ^ lAJψK es complementado (interseccio´n de dos complementados) y adema´sJϕK^lAJψK ¤ ♦AJϕK^lAJψK. Si x P SubpAq es complementado tal que JϕK^lAJψK ¤
x, entonces JϕK ¤ lAJψK ñ x luego ♦AJϕK ¤ ♦AplAJψK ñ xq  lAJψK ñ x (donde
la u´ltima igualdad se tiene pues a, b complementados implica a ñ b complementado),
y as´ı ♦AJϕK ^ lAJψK ¤ x. Luego ♦AJϕK ^ lAJψK es el menor complementado ma´s
grande que JϕK^lAJψK y as´ı ♦ApJϕK^lAJψKq  ♦AJϕK^lAJψK.
Este sistema modal se comporta muy bien con cuantificadores.
Proposicio´n 5.2.17. Sea ϕ fo´rmula. Tenemos
QM-1 l@xϕñ @xlϕ;
QM-2 @xlϕñ l@xϕ;
QM-3 Dxlϕñ lDxϕ;
QM-4 Dx♦ϕñ ♦Dxϕ;
QM-5 ♦Dxϕñ Dx♦ϕ;
QM-6 ♦@xϕñ @x♦ϕ.
Demostracio´n. Las pruebas formales son las siguientes:
QM-1 a) @xϕñ ϕ
b) l@xϕñ lϕ
c) l@xϕñ @xlϕ
QM-2 a) @xlϕñ lϕ
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b) ♦@xlϕñ ♦lϕ  lϕñ ϕ
c) ♦@xlϕñ ϕ
d) ♦@xlϕñ @xϕ
e) @xlϕñ l@xϕ
QM-3 a) ϕñ Dxϕ
b) lϕñ lDxϕ
c) Dxlϕñ lDxϕ
QM-4 a) ϕñ Dxϕ
b) ♦ϕñ ♦Dxϕ
c) Dx♦ϕñ ♦Dxϕ
QM-5 a) ♦ϕñ Dx♦ϕ
b) l♦ϕñ lDx♦ϕ
c) ϕñ l♦ϕ
d) ϕñ lDx♦ϕ
e) Dxϕñ lDx♦ϕ
f ) ♦Dxϕñ Dx♦ϕ
QM-6 a) @xϕñ ϕ
b) ♦@xϕñ ♦ϕ
c) ♦@xϕñ @x♦ϕ
Las fo´rmulas faltantes, lDxϕ ñ Dxlϕ y @x♦ϕ ñ ♦@xϕ, no son va´lidas en la lo´gica
modal cla´sica de primer orden [9, p. 246]. En este sistema tampoco: aunque existen topos,
por ejemplo los Booleanos, donde ellas son trivialmente ciertas, hay otros donde fallan, como
en el siguiente ejemplo.
Ejemplo 5.2.18. Sea el grafo dado por G  tsÑ tu. Entonces por [15, p. 48] GG es
(s,s)
(s,t)
(t,s)
(t,t)
f
Consideremos pi1 : GGÑ G la primera proyeccio´n. Si A  tps, tq, pt, tqu ¤ GG, tenemos
por el ejemplo 5.2.12
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lA  tps, tqu por lo que Dpi1lA  tsu. Por otro lado, Dpi1A  ts, tu y as´ı lDpi1A  ts, tu.
Por lo tanto Dpi1lA ¬ lDpi1A;
♦A  tps, tq, pt, tq, ps, sq, fu por lo que @pi1♦A  tsu, mientras que @pi1A  ♦@pi1A  H.
As´ı ♦@pi1A ¬ @pi1♦A.
Una teor´ıa modal es un conjunto de fo´rmulas sobre un lenguaje modal. Una demostra-
cio´n de este para un teor´ıa de este tipo se define como en el caso de primer orden pero ahora
podemos usar tambie´n los axiomas HMo1 a HMo8.
Teorema 5.2.19 (Validez). Sea T una teor´ıa modal y M un modelo de T en una categor´ıa
de Heyting o bi-Heyting segu´n corresponda. Si ϕ es una fo´rmula que es demostrable a partir
de T entonces M |ù ϕ.
Teorema 5.2.20. Sea T teor´ıa modal, ϕ fo´rmula en LHMo que es satisfecha en todos los
modelos de T en categor´ıas de Heyting. Entonces ϕ es demostrable en T.
Demostracio´n. Caso particular de 3.3.7.
Proposicio´n 5.2.21. Sea A una categor´ıa coherente pequen˜a. Entonces existe una subca-
tegor´ıa K de ModpAq, tal que el funtor evaluacio´n e : AÑ ConK es conservativo, coherente
y preserva todos los ñ,,l y ♦ existentes en A.
Demostracio´n. Trabajamos con las mismas definiciones de 2.2.6 y 4.3.8.
Sea Φ P SubpEq en A, tal que lΦ existe, y queremos ver que eplΦq  lepΦq. Dado
que eplΦq es complementado, tenemos eplΦq ¤ lepΦq. Para el otro lado, por 5.2.10, 5.2.11,
basta con mostrar que si C P K con a R Cplφq entonces existen N,D P K, b P NpEq y
transformaciones naturales u, v tales que tengamos
C : AÑ Con N : AÑ Con
D : AÑ Con
     u
44444: v
con uEpaq  vEpbq, pero b R NpΦq. Tome D  C y u  idC . Sea LA el lenguaje cano´nico de
A y ΘA su teor´ıa. Consideremos el siguiente conjunto de sentencias en el lenguaje LAYtxu,
donde x es una nueva variable de tipo E y para Γ P SubpEq, Γ˜ es una fo´rmula tal queJΓ˜K  Γ:
Ξ  ΘA Y tΓ˜pxq|Γ P SubpEq,Γ es complementado, a P CpΓqu Y t Φ˜pxqu (5-1)
Si Ξ fuera finitamente inconsistente, podemos hallar un Γ complementado con a P CpΓq y
Γ ¤ Φ, pero entonces Γ ¤ lΦ y contradecir´ıamos as´ı nuestra hipo´tesis a R Cplφq. Luego Ξ
es consistente y podemos hallar un modelo λ-especial N : AÑ Con y un b P NpEq, jugando
el papel de x, que la satisfaga. La interpretacio´n de  Φ˜pxq en N significa exactamente que
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b R NpΦq. Dado que para cualquier Π P SubpEq, b P NpΠq implica a P CpΠq por [19, Lema
6.4], tenemos que existe v : N Ñ C tal que vEpbq  a.
Suponga ahora que ♦Φ existe. ♦epΦq ¤ ep♦Φq se tiene pues e preserva elementos
complementados. Para el otro lado, sea C P K, a P Cp♦Φq y definamos en LA Y txu el
conjunto de fo´rmulas
Ξ  ΘA Y tΓ˜pxq|Γ P SubpEq,Γ es complementado, a P CpΓqu Y tΦ˜pxqu (5-2)
Si Ξ fuera finitamente inconsistente, tendr´ıamos un Γ complementado con a P CpΓq tal que
Φ ¤  Γ, pero entonces ♦Φ ¤  Γ, a P Cp♦Φq y a R Cp Γq. Como Ξ es consistente podemos
hallar un modelo λ-especial N : A Ñ Con y un b P NpEq, jugando el papel de x, que lo
satisface. Dado que Φpxq vale en N , tenemos que b P NpΦq. Como para cualquier Π P SubpEq,
si b P NpΠq entonces a P CpΠq, por [19, Lema 6.4], tenemos que existe v : N Ñ C tal que
vEpbq  a. Luego (5.2.10, 5.2.11) a P ♦epΦqpCq.
Teorema 5.2.22. Sea T una teor´ıa modal de primer orden. Si ϕ es una fo´rmula que es
satisfecha en todos los modelos de T en topos, entonces ella es demostrable a partir de T.
Demostracio´n. Por 3.3.7 existe una categor´ıa CT que va´lida exactamente los teoremas de T.
El por la proposicio´n anterior existe un funtor e de CT en un topos E que preserva y refleja
la valides de las fo´rmulas de T.
5.3. Otra aproximacio´n a los operadores modales en topos
La siguiente seccio´n es una exposicio´n de definiciones y resultados de los art´ıculos [27],[28]
y [29]. Simplemente se ha reorganizado un poco el material para hacerlo un poco ma´s com-
prensible.
Sea p∆ % Γq : E Õ S un morfismo geome´trico. En esta seccio´n haremos una aproxi-
macio´n a los operadores modales sobre predicados sobre conjuntos constantes, es decir, para
fo´rmulas ϕ tales que sus variables libres xi sean de tipo ∆Xi, para Xi P S.
Dado el morfismo geome´trico anterior, podemos definir para cada S P S los morfismos
de posets
SubSpSq SubEp∆Sq
∆S
ΓS
del siguiente modo: Dado P ãÑ S hacemos ∆SpP ãÑ Sq  ∆pP ãÑ Sq  ∆P ãÑ ∆S (pues
∆ preserva l´ımites finitos), mientras para K ãÑ ∆S, primero aplicamos Γ y luego tomamos
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su pullback a lo largo de ηs : S Ñ Γ∆S
ΓSpKq ΓpKq
S Γ∆pSq
w
y
u
y
u
w
ηS
donde η : Id Ñ Γ∆ es la unidad de la adjuncio´n ∆ % Γ. Se puede mostrar fa´cilmente que
∆S % ΓS y adema´s que ambos son naturales. Es este u´ltimo hecho el que implica la existencia
del siguiente diagrama en S
ΩS ΓpΩEq
δ
γ
con δ % γ y δ preservando l´ımites finitos (en particular, δpJq  J y δpp^ qq  δppq ^ δpqq).
Con esto estamos listos para definir l.
Definicio´n 5.3.1. Definimos el operador necesidad l  δγ : ΓpΩEq Ñ ΓpΩEq.
Como δ % γ y δ preserva l´ımites finitos, obtenemos:
Proposicio´n 5.3.2. El morfismo l tiene las siguientes propiedades
l ¤ IdΓpΩEq;
l2  l;
lpT q  T ;
lpK ^ Lq  lK ^lL.
De aqu´ı podemos definir el operador lS para predicados sobre ∆S: si xϕy : ∆S Ñ ΩE
es la tabla de verdad de una fo´rmula, entonces lSxϕy : ∆S Ñ ΩE sera´ la transpuesta de
ltrpxϕyq : S Ñ ΓpΩEq, donde trpxϕyq es la transpuesta de xϕy (equivalentemente, si JϕK es el
subobjeto clasificado xϕy, entonces lSxϕy sera´ el morfismo caracter´ıstico de ∆SΓSpJϕKq).
Para definir el operador de posibilidad necesitamos hacer algunas asunciones adicionales
sobre el morfismo geome´trico en consideracio´n.
Proposicio´n 5.3.3. Sea p∆ % Γq : EÕ S un morfismo geome´trico. Entonces las siguientes
condiciones son equivalentes:
1. ∆ preserva ı´nfimos de subobjetos en S.
2. Para cada S P S, tenemos el siguiente diagrama
SubSpSq SubEp∆Sq
ΠS
∆S
ΓS
donde ΠS % ∆S % ΓS.
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Demostracio´n. Por hipo´tesis tenemos ∆S % ΓS. Dado que el ret´ıculo SubSpSq visto como
categor´ıa es pequen˜a, el teorema del funtor adjunto aplicado a ∆S nos dice que la preservacio´n
de l´ımites pequen˜os (´ınfimos) es equivalente a la existencia de un adjunto izquierdo ΠS.
Para los ejemplos posteriores, pueden resultar u´tiles las siguientes caracterizaciones de
ΠS y ΓS.
Proposicio´n 5.3.4. Sea p∆ % Γq : EÕ S un morfismo geome´trico satisfaciendo las condi-
ciones anteriores. Entonces
ΠSpKq 

tP ãÑ S| K ãÑ ∆P ãÑ ∆Su;
ΓSpKq 

tP ãÑ S| ∆P ãÑ K ãÑ ∆Su.
Tambie´n puede demostrarse que mientras ∆S y ΓS son naturales en S, ΠS no lo es en
general.Veamos ahora que este tipo de morfismos geome´tricos realmente existen.
Ejemplo 5.3.5. Un morfismo geome´trico p∆ % Γq : E Õ S es llamado esencial si existe
un funtor Π : E Ñ S tal que Π % ∆. Cualquier morfismo geome´trico esencial satisface las
condiciones de 5.3.3. En efecto en este caso basta tomar en la condicio´n 2. ΠSpi : K ãÑ ∆Sq
como la imagen de εΠpiq : ΠpKq Ñ Πp∆Sq Ñ S, donde ε : Π∆ Ñ Id es la counidad de
Π % ∆.
Ejemplo 5.3.6. Por definicio´n, un morfismo geome´trico p∆ % Γq : EÕ S es abierto si para
cada S P S, ∆S : SubSpSq Ñ SubEp∆Sq tiene un adjunto izquierdo ΠS el cual es natural en
S en el siguiente sentido: para cada α : S 1 Ñ S en S tenemos el diagrama conmutativo
SubEp∆Sq SubSpSq
SubEp∆Sq SubSpS
1q
z w
ΠS
u
∆pαq1
u
α1
w
ΠS1
Obviamente en este caso tambie´n se satisfacen las condiciones anteriores.
A menos que se diga lo contrario, asumiremos a lo largo de esta seccio´n que nuestro
morfismo geome´trico pΓ, ∆q : EÕ S cumple alguna (y por tanto todas) de las condiciones
de 5.3.3. Ahora estamos listos para definir nuestro operador de posibilidad.
Definicio´n 5.3.7. El operador posibilidad ♦ es la familia de morfismos ♦S  ∆SΠS, donde
S P S.
El efecto ♦S en predicados sobre ∆S se trabajara´ en forma ana´loga al caso lS.
Tenemos la siguiente relacio´n entre los operadores modales.
Proposicio´n 5.3.8. La pareja p♦,lq tiene las siguientes propiedades para todo S P S
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lS ¤ IdΓpΩEq ¤ ♦S;
l2S  lS, ♦2S  ♦S;
♦S % lS.
Adema´s, para toda f : S Ñ T P S
lSf
  flT ;
♦Sf ¤ f♦T .
Demostracio´n. La primera parte se tiene por las propiedades de las conexiones de Galois
aplicadas a ΠS % ∆S % ΓS. Para la segunda, basta recordar que ∆S y ΓS son naturales en
S, mientras que ΠS puede no serlo.
Ejemplo 5.3.9. Sea el morfismo geome´rico esencial dado por
Set SetI
Π
∆
Γ
donde ∆pSq  pSqiPI , ΓppXiqiPIq 
±
iPI Xi y ΠppXiqiPIq 
²
iPI Xi. Se puede mostrar que en
efecto Π % ∆ % Γ. Veamos la lo´gica modal en este caso: un predicado ϕ sobre ∆S se puede
ver como un subobjeto JϕK ãÑ ∆S, o lo que es lo mismo, como un familia da subconjuntosJϕKi  S. Aplicando Γ y tomando el pullback a lo largo de la unidad ηS (que en este caso se
reduce a s ÞÑ psqiPI) obtenemos que x P ΓSpJϕKq ssi x P JϕKi @i P I. Como los objetos de la
forma ei, con eipjq  H si i  j y eipiq  tHu, constituyen un conjunto de generadores para
SetI , podemos aplicar la sema´ntica de Kripke-Joyal a los elementos de I y obtenemos que
$i lϕpsq sii s P ΓSpJϕKq
sii s P JϕKj para todo j P I
sii $j ϕpsq para todo j P I
Para ♦ϕ, calculamos ΠSpJϕKq como la imagen de²iPIJϕKi ãÑ²iPI S Ñ S. Un ca´lculo ra´pido
muestra que x P ΠSpJϕKq ssi x P JϕKj para algu´n j P I. Luego tenemos
$i ♦ϕpsq sii s P ΠSpJϕKq
sii s P JϕKj para algu´n j P I
sii existe j P I tal que $j ϕpsq
As´ı que hemos obtenido la sema´ntica de los “mundos posibles”de la lo´gica modal, con I el
conjunto de mundos posibles.
Ejemplo 5.3.10. Si P un conjunto preordenado, consideremos el morfismo geome´trico esen-
cial dado por
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Set SetP
op
Π
∆
Γ
donde ∆S es el prehaz constante (∆SpUq  S @U P P), ΓpF q  limÐÝPop F y ΠpF q  limÝÑPop F .
En este caso un predicado JϕK ãÑ ∆S es una familia pJϕKV  SqV PP tal que JϕKU  JϕKV si
U ¤ V . Puede mostrarse que ΓSpJϕKq  UPPJϕKU . Luego tenemos que
$V lϕpsq sii s P
£
UPP
JϕKU
sii s P JϕKU para todo U ¥ V P P
sii $U ϕpsq para todo U ¥ V P P
Del mismo modo, ΠSpJϕKq  UPPJϕKU , y as´ı
$V ♦ϕpsq sii s P
¤
UPP
JϕKU
sii s P JϕKU para algu´n U ¥ V P P
sii existe U ¥ V P P tal que $U ϕpsq
Podemos ver a P como un conjunto de posibles situaciones ordenadas por la relacio´n que nos
permite pasar de la una a la otra, dando origen as´ı a la interpretacio´n usual de los operadores
modales.
Ahora compararemos nuestras dos aproximaciones modales en un caso particular. Para
evitar confusiones denotaremos l (resp. ♦) para la aproximacio´n de bi-Heyting y l1 (resp.
♦1) para la que usa morfismos geome´tricos. Pero antes de esto, veamos una definicio´n y un
lema.
Definicio´n 5.3.11. Un topos de Grothendieck E es conexo si el objeto terminal 1 es indes-
componible (en el sentido de que si 1 
²
i Ui entonces hay un u´nico indice i tal que 1  Ui
y Uj  0 @i  j).
Note que si E  Shpτq, con τ un espacio topolo´gico, entonces la anterior definicio´n es
equivalente a la conexidad acostumbrada.
Lema 5.3.12. Sea p∆ % Γq : E Õ Set el morfismo geome´trico u´nico desde un bi-Heyting
topos de Grothendieck E. Si E es conexo y F ãÑ ∆S es complementado, entonces F 
∆S 1 ãÑ ∆S, para algu´n S 1 ãÑ S.
Demostracio´n. Por 4.2.10, sabemos que existe un isomorfismo ηS : Subp∆Sq Ñ Fam{S
que env´ıa F a la familia pFsqsPS. Como F es complementado, entonces cada Fs lo es (dado
que los pullback preservan ^,_, 0, 1). Luego, por conexidad, Fs  1 o Fs  0. Si hacemos
S 1  ts P S|Fs  1u, entonces F  ∆S
1.
Proposicio´n 5.3.13. Sea p∆ % Γq : E Õ Set el morfismo geome´trico u´nico desde un
bi-Heyting topos de Grothendieck E. Entonces las siguientes condiciones son equivalentes
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1. E es conexo;
2. l1  l sobre predicados de objetos constantes;
3. ♦1  ♦ sobre predicados de objetos constantes.
Demostracio´n. 1. ñ 2. Sea F ãÑ ∆S un subobjeto arbitrario. l1F ¤ F (5.3.2) y por
definicio´n, l1F  ∆pΓSpF qq y por lo tanto es complementado (en efecto, ΓSpF q lo es como
subconjunto de S, y ∆ preserva limites finitos y colimites arbitrarios). Sea ahora X ãÑ ∆S
un subobjeto complementado tal que X ¤ F . Por el lema anterior, X  ∆S 1 ãÑ ∆S. Por
conexio´n de Galois, tenemos que X  ∆S 1  ∆SΓS∆S
1 ¤ ∆SΓSF  l
1F . Luego por 5.2.4,
lF  l1F .
2. ñ 1. Sea 1  U _V y U ^V  0. Como en el inciso anterior, tenemos que l1U  ∆S 1 ãÑ
∆1  1, para algu´n S 1 ãÑ 1. Como U es complementado, tenemos U  lU  l1U  ∆S 1.
Pero como S 1  1 o S 1  H (que son los u´nicos subobjetos de 1 en Set), tenemos que U  1
o U  0.
2. ô 3. Por unicidad del funtor adjunto, ya que ♦ % l y ♦1 % l1.
6 Aplicaciones
En este cap´ıtulo veremos que los resultados de los anteriores, lejos de dar origen a lo´gicas
extran˜as, pueden ser usados para modelar situaciones bastantes naturales de nuestra vida
diaria.
6.1. Aspectos y Juicios Globales
Una caracter´ıstica de nuestra lo´gica de todos los d´ıas es la gran diversidad de aspectos que
intervienen al momento de realizar un juicio. Suponga, por ejemplo, que queremos determi-
nar si Uribe fue un buen presidente. En el momento de realizar el juicio intervienen varios
puntos, como el econo´mico, el social (que podemos subdividir en servicios (salud y educacio´n)
y seguridad) y el pol´ıtico. La idea es modelar en cierto sentido las interacciones entre estos
aspectos para formular un juicio global. Para esto nos basamos en [14], donde el modelo usa
fuertemente dos tipos de negaciones: la predicativa y la te´rmino predicativa (si, por ejemplo,
nuestros predicados son honesto, bello, nuevo y sano, sus negaciones predicativas son no
honesto, no bonito, no nuevo y no sano, mientras que su negaciones te´rmino predicativas
sera´n deshonesto, feo, viejo y enfermo). Es fa´cilmente observable que mientras la negacio´n
predicativa tiene un comportamiento booleano, la te´rmino predicativa es generalmente in-
tuicionista (por ejemplo, muchos hombres podr´ıan juzgar a una mujer como ni bella ni fea,
pero obviamente no puede ser ambas al mismo tiempo). As´ı nuestro modelo sera´ un topos
de prehaces, donde estas dos negaciones correspondera´n respectivamente a  y  .
En el ejemplo sobre la presidencia de Uribe, sea C el poset cuyos objetos son los as-
pectos a considerar (Econo´mico (E), Social (So), Servicios (Ser), Salud (Sa), Educacio´n (E),
Seguridad (Seg) y Politico (P)) ma´s un elemento que denotara´ el aspecto global (G). Sus
morfismos sera´n las interacciones entre ellos, como se ve en el siguiente diagrama
E So P
Seg Ser
E Sa
G
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Sea ahora X : C Ñ Con un prehaz constante. Intuitivamente X sera´ el conjunto de
objetos de un mismo tipo (de personas, de pol´ıticos, de presidentes) donde interpretaremos
la fo´rmula ψpxq (x es un buen presidente), con x es una variable de tipo X. Una pregunta
natural que surge es: ¿co´mo escribir este predicado en nuestro lenguaje? Una forma sencilla
consiste en definir el subfuntor Ψ de X dado por ΨC  ta P X : a es un buen presidente
en el aspecto Cu, para todo C P C, con las restricciones obvias dadas por el orden de C, y
as´ı ψpxq  x P Ψ y JψK  Ψ. Sin embargo, en el momento de determinar si Uribe fue un
buen presidente es ma´s conveniente trabajar con la fo´rmula u P Ψ, donde ahora u : 1 Ñ X
(el individuo Uribe) es un elemento global y por lo tanto una constante. Diremos para todo
C en C que
Uribe fue un buen presidente en el aspecto C , si $C u P Ψ;
Uribe no fue un buen presidente en el aspecto C , si $C u P Ψ;
Uribe fue un mal presidente en el aspecto C , si $C u P  Ψ;
Uribe fue posiblemente un buen presidente en el aspecto C , si $C u P ♦Ψ;
Uribe fue necesariamente un buen presidente en el aspecto C , si $C u P lΨ.
Se puede ver fa´cilmente que C , u P Ψ sii u P ΨC , con  P t ,,l,♦u. Ahora bien
gracias a la caracterizaciones dadas para las sema´nticas de Kripke-Joyal tenemos
$C u P  Ψ si para todo C
1 Ñ C P C u R ΨC1 ;
$C u P Ψ si existe C Ñ C
1 P C u R ΨC1 ;
$C u P lΨ si para todo C
1 P C u P ΨC1 ;
$C u P ♦Ψ si existe C 1 P C u P ΨC1 .
Una propiedad interesante de esta lo´gica de aspectos es la contaminacio´n del : en
efecto puede probarse fa´cilmente que si $C u P Ψ para algu´n aspecto C entonces tendremos
$1C u P Ψ para todos los aspectos C
1 P C (esto resulta porque el poset con que estamos
trabajando tiene un ma´ximo), lo cual le parecera´ natural a mucha gente: si Uribe no fue un
buen presidente en el aspecto econo´mico no puede serlo en el social y viceversa.
Los juicios globales corresponden a la validez en el topos (as´ı por ejemplo diremos
que Uribe fue un mal presidente si tenemos ( u P  Ψ) la cual es equivalente gracias a la
sema´ntica de Kripke-Joyal a la validez en el elemento G P C.
Pudo haber parecido extran˜o que definie´ramos las operaciones sobre la fo´rmula u P Ψ
como u P Ψ y no como pu P Ψq, para  P t ,,l,♦u. Sin embargo esta es la que mejor
corresponde con la situacio´n que queremos modelar: gracias a esta definicio´n la negacio´n
predicativa tiene un comportamiento booleano, mientras que si hubie´ramos trabajado con
la primera este comportamiento so´lo se tendr´ıa en el caso trivial (  ).
6.2. Modelo Genealo´gico de Lawvere
Sea M el monoide sobre el alfabeto tp,mu y C la categor´ıa monoidal sobre M (la cual
esta´ compuesta por un u´nico objeto C que tiene por morfismos a los elementos de M ).
Un prehaz F : Cop Ñ Set puede verse como un modelo genealo´gico de la sociedad F(C)
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interpretando a F(p) como una funcio´n que asocia a cada individuo a su padre, F(m) a
su madre, y as´ı por composicio´n podemos asociarle cada uno de sus ancestros ([17]). Si
consideramos el topos PrpCq de prehaces sobre C, vemos que en este caso el clasificador de
subobjetos Ω viene dado por los subconjuntos de M cerrados bajo la aplicacio´n de p y m (en
efecto ellos son los subfuntores de Cp, Cq), es decir, los valores de verdad miden que´ tan
lejos se encuentra un individuo de una parte (cerrada hacia arriba) de sus ancestros. Para
un prehaz arbitrario visto como sociedad, un subobjeto es una subsociedad que contiene a
todos sus ancestros. Si S es un subobjeto de un prehaz A entonces las dos negaciones vienen
dadas por
 S  ts P A|@f PM Apfqpsq R Su
 S  ts P A|Df PM, k P A, Apfqpkq  s ^ k R Su
es decir,  S son los individuos de la sociedad tales que ni ellos ni ninguno de sus ancestros
esta´n en S, mientras que  S son aquellos que tienen a alguno de sus descendientes por fuera
de S. Por 5.2.11 tenemos que los operadores modales vienen en este caso dados por
s P lS ssi @n, @fi 1 ¤ i ¤ 2n, @taku1¤k¤n  A si tenemos el diagrama
s a1 an1 an
f1psq  f2pa1q    f2n1pan1q  f2npanq
h
h
h
hj
f1
''''* f2
h
h
h
h
h
hjf3
''''''* f2n2
h
h
hj
f2n1
''''* f2n
entonces an P S.
s P ♦S ssi Dn, Dfi 1 ¤ i ¤ 2n, Dtkju1¤j¤n  A tales que
s  f1pk1q f2pk1q  f3pk2q f2n2pkn1q  f2n1pknq f2npknq
k1    kn
h
h
h
hk
f1 '
''
')
f2
h
h
hhk
f3
''
'')
f2n2
h
h
hhk
f2n1 '
''
'')
f2n
con f2npknq P S.
De esta forma podemos ver a lS como los individuos de la sociedad A(C) tales que todos
sus familiares esta´n en S y a ♦S como aquellos ligados a S por algu´n grado de parentesco.
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