Abstract. In this paper, we propose to classify medical images using dissimilarities computed between collections of regions of interest. The images are mapped into a dissimilarity space using an image dissimilarity measure, and a standard vector space-based classifier is applied in this space. The classification output of this approach can be used in computer aided-diagnosis problems where the goal is to detect the presence of abnormal regions or to quantify the extent or severity of abnormalities in these regions. The proposed approach is applied to quantify chronic obstructive pulmonary disease in computed tomography (CT) images, achieving an area under the receiver operating characteristic curve of 0.817. This is significantly better compared to combining individual region classifications into an overall image classification, and compared to common computerized quantitative measures in pulmonary CT.
Introduction
Quantification of abnormality in medical images often involves classification of regions of interest (ROIs), and combination of individual ROI classification outputs into one global measure of disease for the entire image [1] [2] [3] [4] [5] [6] [7] . These measures may, e.g., express a probability of the presence of certain abnormalities or reflect the extent or severity of disease.
A global image measure based on the fusion of several independent ROI classifications disregards the fact that the ROIs belong to a certain image in the classification step. Moreover, in some cases only global image labels are available, while the images are still represented by ROIs in order to capture localized abnormalities. In some studies, this is handled by propagating the image label to the ROIs within that image, which again allows fusion of individual ROI classifications, to obtain a global image measure [4] [5] [6] . However, an image showing abnormality will generally comprise both healthy and abnormal regions, and the above approach, incorrectly, labels ROIs without abnormality in such an image as abnormal.
In this paper, we propose to classify medical images using dissimilarities computed directly between the images, where the images are represented by a collection of regions. In this approach, all ROIs in an image contribute when that image is compared to other images, thereby taking into account that the ROIs collectively constitute that image. Further, problems where only a global image label is available are handled automatically since the classification is done at the image level. The images are mapped into a dissimilarity space [8] in which a standard vector space-based classifier can be directly applied, and the soft output of this classifier is used as quantitative measure of disease. The measure used to compute the dissimilarity between two images is the crucial component in this approach, and we evaluate four different image dissimilarity measures in the experiments.
The proposed approach is applied to quantify chronic obstructive pulmonary disease (COPD) in volumetric pulmonary computed tomography (CT) images using texture. Several general purpose classifiers built in the obtained image dissimilarity spaces are evaluated and compared to image classification by fusion of individual ROI classifications as was used in [6] .
Image dissimilarity space
We propose to represent a set of images {I 1 , . . . , I n } by their pair-wise dissimilarities d(I i , I j ) and build classifiers on the obtained dissimilarity representation [8] . From the matrix of pair-wise image dissimilarities D = [d(I i , I j )] n×n computed from the set of images, there exist different ways of arriving at a feature vector space where traditional vector space methods can be applied. In this work, we consider the dissimilarity space approach [8] . An image dissimilarity space is constructed of dimension equal to the size of the training set |T | = |{J 1 , . . . , J m }| = m, where each dimension corresponds to the dissimilarity to a certain training set image J. All images I are represented as single points in this space, and are positioned according to their dissimilarities to the training set images
The image dissimilarity measure is a function from two images, represented as sets of ROIs, to a non-negative scalar d(·, ·) : P(S) × P(S) → R + where S is the set of all possible ROIs and P(S) is the power set of S. It is in this part of the proposed approach that the ROIs are taken collectively into account.
Image dissimilarity measures
The main issue in obtaining the image dissimilarity space, is the definition of d(·, ·). Since the application in this paper is quantification of COPD in pulmonary CT images based on textural appearance in the ROIs, we will focus on image dissimilarity measures suitable for this purpose. In texture-based classification of lung tissue, the texture is sometimes assumed stationary [3, 4, 6, 7] . We will make the same assumption and, therefore, disregard the spatial location of the ROIs within the lungs. The following are then desirable properties of an image dissimilarity measure for quantification of COPD:
1. Spatial location within the image does not matter. ROIs should be compared solely based on the textural appearance within those regions. 2. The amount of diseased tissue does matter. An image with many abnormal regions is more diseased than an image with few abnormal regions. 3. The appearance of abnormal tissue does matter. Two images with abnormal regions of the same size but with different types of abnormalities should be considered different.
A simple and straightforward image dissimilarity measure between two images, I 1 and I 2 , having the above properties is the sum of all pair-wise ROI dissimilarities:
where x 1i is the i'th ROI in I 1 and ∆(·, ·) is a texture appearance dissimilarity measure between two ROIs. However, when all ROIs in one image are compared to all ROIs in the other image, the discriminative information of abnormality present in only a few ROIs may be lost. One way to avoid this is to match every ROI in one image with the most similar ROI in the other image. This is the minimum sum distance [9] :
However, this image dissimilarity measure allows several ROIs in one image to be matched with the same ROI in the other image. This may not be desirable for quantifying COPD since an image with a small abnormal area is considered similar to an image with a large abnormal area. The image dissimilarity measure proposed in the following is a trade-off between d sum and d ms ; it is the sum of several pair-wise ROI dissimilarities, where only one-to-one matchings are allowed, thereby considering images with a small abnormal area as dissimilar to images with a large abnormal area.
Bipartite graph matching-based image dissimilarity measure
The dissimilarity between two images, or sets of ROIs, I 1 = {x 1i } n and I 2 = {x 2i } n , can be expressed as the minimum linear sum assignment between the two sets according to ∆(·, ·). This can be seen as assigning the ROIs in one set to the ROIs in the other set in a way such that the two sets are as similar as possible while only allowing one-to-one matchings. Let G = (I 1 ∪ I 2 , E) be a weighted undirected bipartite graph with node sets I 1 and I 2 where
. . , n}, and with weight ∆(x 1i , x 2j ) associated with each edge {x 1i , x 2j } ∈ E. The resulting graph is illustrated in Figure 1 . A subset M of E is called a perfect matching, or assignment, if every node of G is incident with exactly one edge in M . The perfect matching with minimum weight M * is given by
This problem can be solved efficiently using the Hungarian algorithm [10] . The resulting image dissimilarity measure is thus
where M * is obtained via (3) . No normalization is needed since the images contain an equal amount of ROIs, i.e., n ROIs. Although not used in this work, the formulation can also be relaxed to handle images containing a varying number of ROIs. This will result in an image dissimilarity measure that does not obey the triangle inequality due to partial matches of images. However, this is no problem in the dissimilarity space appraoch.
Experiments

Data
The data consists of 296 low-dose volumetric CT images from the Danish Lung Cancer Screening Trial with the following scan parameters: tube voltage 120 kV, exposure 40 mAs, slice thickness 1 mm, and in-plane resolution ranging from 0.72 to 0.78 mm. 144 images are from subjects diagnosed as healthy and 152 images are from subjects diagnosed with moderate to very severe COPD. Both groups are diagnosed according to spirometry [11] .
Evaluation
The image dissimilarity-based approach is applied by building classifiers in the CT image dissimilarity spaces obtained using d(·, ·). This is compared to using d(·, ·) directly as distance in a k nearest neighbor classifier (kNN), which for k = 1 corresponds to template matching, and to fusing individual ROI classifications, classified using kNN, for image classification [6] . A posterior probability of each image being positive is obtained using leave-one-out estimation, and receiver operating characteristic (ROC) analysis is used to evaluate the different methods by means of the area under the ROC curve (AUC). The CT image dissimilarity spaces considered in each leave-out trial are of dimension equal to the size of the training set, i.e., 295-dimensional.
Apart from the three image dissimilarity measures described in Section 3, (1), (2), and (4), we also experiment with the Hausdorff distance [9] , d h . This is a classical point set distance measure that do not obey the second property described in Section 3, since it ultimately rely on the dissimilarity between two single ROIs, or points, one from each image. Thus, a total of four different CT image dissimilarity representations are considered in the experiments, one based on each of the four image dissimilarity measures d sum , d ms , d la , and d h .
Classifiers
All CT images are represented by a set of 50 ROIs of size 41 × 41 × 41 voxels that each are described by three filter response histograms capturing the local image texture. The filters are: Laplacian of Gaussian (LG) at scale 0.6 mm, gradient magnitude (GM) at scale 4.8 mm, and Gaussian curvature (GC) at scale 4.8 mm. The ROI size as well as the filters are selected based on the results in [6] . The ROI dissimilarity measure used in all experiments is based on the L1-norm between the filter response histograms:
A SVM with a linear kernel and trade-off parameter C = 1 is applied in the obtained CT image dissimilarity spaces. kNN is applied in the following three ways: in the image dissimilarity spaces, using the image dissimilarities directly as distance, and using ROI dissimilarity directly for ROI classification followed by fusion. k = 1 is used as well as k = √ n where n is the number of prototypes [12] . When classifying CT images, this is k = ⌊ √ 295⌋ = 17, and when classifying ROIs, this is k = ⌊ (295 × 50)⌋ = 121. The following combination rules are considered for fusing individual ROI classifications into image classifications: quantile-based fusion schemes with quantiles ranging from 0.01, i.e., the minimum rule, to 1.00, i.e., the maximum rule, and the mean rule [13] . We also compare to two common CT-based quantitative measures, namely, relative area of emphysema (RA) and percentile density (PD) using the common thresholds of −950 Hounsfield units (HU) and 15% respectively [14] . These measures are computed from the entire lung fields and are denote RA 950 and PD 15 , respectively. Table 1 shows the estimated AUCs for all the classifiers. The best CT imagedissimilarity based classifier, SVM built in CT image dissimilarity space using d la , achieves an AUC of 0.817. This is better than the best performing mean rule ROI fusion-based classifier, 121NN, which achieves an AUC of 0.751. The common CT-based measures, RA 950 and PD 15 , perform worse than all the texturebased measures. The quantile-rule only performed better than the mean rule in the ROI classification fusion in one case, 121NN using maximum rule achieved an AUC of 0.757, and they are therefore not reported in Table 1 . SVM in image dissimilarity space using d la or d sum is significantly better, with p = 0.0028 and p = 0.0270, respectively, than 121NN using the mean rule, while SVM using d ms is not, with p = 0.085, according to DeLong, DeLong, and Clarke-Pearson's test [15] . experiments showed that SVM with a linear kernel built in the CT image dissimilarity space obtained using d la performed significantly better than using kNN for ROI classification together with the mean rule for CT image classification (p < 0.05). This implies that performing the classification at image level, taking into account that an image is in fact a collection of ROIs that collectively constitute that image, is beneficial compared to classifying ROIs individually, while disregarding the fact that they do belong to a certain image. The computational complexity of the proposed approach using either of the image dissimilarities (1), (2), or (4), in terms of the number of times ∆(·, ·) is evaluated in order to classify a CT image, is the same compared to using the image dissimilarities directly as distance in kNN and to fusion of ROI classifications that are classified using kNN. All approaches require a total of 50×50×295 evaluations of ∆(·, ·) for classification of a CT image.
Results
When an image is represented by a collection of ROIs and only a label for the entire image is available, the problem of classifying the image can be formulated as a multiple instance learning (MIL) problem [16] . Fusion of independent ROI classifications in order to arrive at an overall image classification can be seen as a "simple" algorithm for solving such a problem. In this paper, we propose to use the dissimilarity-based approach of Pekalska et al. [8] on image dissimilarities for solving MIL problems in medical imaging. The approach is similar in spirit to various kernel-based MIL algorithms, such as [17] . The dissimilaritybased approach, however, puts less restrictions on the proximity measure used for comparing objects. Kernel-based approaches require the kernel to be positive definite, which excludes well-known proximity measures such as the Hausdorff distance [9] as well as the bipartite graph matching image dissimilarity measure proposed in this work. Within our framework such measures can be used without any problem.
In conclusion, dissimilarities computed directly between medial images, where the images are represented by a collection of ROIs, was proposed for image classification. This is an alternative to fusion of individual ROI classifications within the images. A SVM built in a dissimilarity space using an image dissimilarity measure based on a minimum sum perfect matching in a weighted bipartite graph, with ROIs as nodes and the textural dissimilarity between two ROIs as edge weight, achieved an AUC of 0.817 on a COPD quantification problem in volumetric pulmonary CT.
