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Let σα(n) be the sum of the αth power of the positive divisors
of n. We establish an asymptotic formula for the natural density
of the set of integers n that satisfy σα(n)/nα  t, as t → ∞.
Two other limiting distributions considered are based on Jordan’s
totient function and Dedekind’s psi function.
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1. Introduction
For real α and n 1 we deﬁne the divisor function
σα(n) =
∑
d|n
dα,
Jordan’s totient function
Jα(n) = nα
∏
p|n
(
1− p−α),
and a generalization of Dedekind’s psi function
ψα(n) = nα
∏
p|n
(
1+ p−α).
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Aα(t) := lim
N→∞
1
N
∣∣∣∣
{
n N: σα(n)
nα
 t
}∣∣∣∣,
Bα(t) := lim
N→∞
1
N
∣∣∣∣
{
n N: n
α
Jα(n)
 t
}∣∣∣∣,
and
Dα(t) := lim
N→∞
1
N
∣∣∣∣
{
n N: ψα(n)
nα
 t
}∣∣∣∣.
The existence and continuity of these limiting distributions is a consequence of the Erdös–Wintner
theorem (see for example [3, Section III.4.1]). Indeed, if we let f (n) = log(σα(n)/nα), then f is a real-
valued additive function, and f (p) = log(1 + p−α) = p−α + O (p−2α) for primes p. Thus each of the
three series
∑
| f (p)|>1
1
p
,
∑
| f (p)|1
f (p)2
p
,
∑
| f (p)|1
f (p)
p
converges for α > 0, which, by the Erdös–Wintner theorem, ensures the existence of the limiting
distribution of f , and therefore the existence of the limit in the deﬁnition of Aα(t). The continuity
of the limit law of f , and hence the continuity of Aα(t), follows from the divergence of the series∑
f (p)=0 1p . The existence and continuity of Bα(t) and Dα(t) are derived in the same way.
We are interested in the behavior of these limiting distributions as t tends to inﬁnity.
The case α = 1 is of special interest, as σ1(n) = σ(n), the sum of the positive divisors of n,
J1(n) = ϕ(n), Euler’s totient function, and ψ1(n) = ψ(n), Dedekind’s psi function. Erdös [2] obtained
an estimate for A1(t) as t → ∞, which was recently improved in [4] with the following result.
Theorem 1. As t tends to inﬁnity, we have
A1(t), B1(t) = exp
{−ete−γ (1+ O (t−2))}
where γ = 0.5772 . . . is Euler’s constant.
It turns out that Theorem 1 does not apply to D1(t), the distribution function of
∏
p|n(1 + p−1).
However, the methods in [4] can be adapted without any major diﬃculties to obtain the following
result, which we state without proof.
Theorem 2. As t tends to inﬁnity, we have
D1(t) = exp
{−etζ(2)e−γ (1+ O (t−2))}
where γ = 0.5772 . . . is Euler’s constant, and ζ(2) = π26 .
The case 0< α < 1 is the topic of this paper. Let Li denote the logarithmic integral
Li(x) =
x∫
2
du
logu
,
and let Li−1 be its inverse function. We write logk x for the k-fold iterated logarithm.
1434 A. Weingartner / Journal of Number Theory 129 (2009) 1432–1442Theorem 3. Let ε > 0. We have
Aα(t), Bα(t), Dα(t) = exp
{
−(Li−1(log t)) 11−α (1+ O ε
(
(1− α)2
α(log2 t)2
))}
uniformly for
t  exp
(
ee
)
,
log3 t + log4 t
log2 t
 α  1− 1
(log t)
1
3−ε
.
Cipolla [1] developed an asymptotic expansion for Li−1 for the purpose of approximating the nth
prime number. Using only the ﬁrst few terms of this expansion we have
Li−1(x) = x
(
log x+
(
1+ 1
log x
)
log2 x− 1
)(
1+ O
(
1
log2 x
))
,
which allows us to rewrite the main term of Theorem 3 as follows.
Corollary 1.We have
Aα(t), Bα(t), Dα(t) = exp
{
−
(
log t
(
log2 t +
(
1+ 1
log2 t
)
log3 t − 1
)) 1
1−α
·
(
1+ O
(
1
α(1− α)(log2 t)2
))}
uniformly for
t  exp
(
ee
)
,
log3 t + log4 t
log2 t
 α  1− 1
(log2 t)2
.
To establish Theorem 3 we start with the inequality
ψα(n)
nα
=
∏
p|n
(
1+ p−α) σα(n)
nα
=
∏
pν‖n
1− p−(ν+1)α
1− p−α <
∏
p|n
1
1− p−α =
nα
Jα(n)
,
which shows that Dα(t)  Aα(t)  Bα(t). The result then follows from the lower bound for Dα(t)
in Proposition 1 and the upper bound for Bα(t) in Proposition 2 below. This actually shows that the
result in Theorem 3 holds more generally for the limit law of any arithmetic function fα(n) that
satisﬁes
∏
p|n
(
1+ p−α) fα(n)∏
p|n
1
1− p−α (n 1).
To conclude this section we take a brief look at the remaining cases for α. If α > 1 we have
ψα(n)
nα
 σα(n)
nα
<
nα
Jα(n)
=
∏
p|n
1
1− p−α <
∏
p
1
1− p−α = ζ(α),
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t > ζ(α).
If α = 0 then σα(n) = d(n), the number of divisors of n, and ψα(n) = 2ω(n) , where ω(n) is the
number of distinct prime factors of n. The fact that the set of positive integers n with bounded ω(n)
has zero density implies A0(t) = D0(t) = 1 for all t . B0(t) is not deﬁned because J0(n) = 0 for n 2.
Finally, the case α < 0 does not require separate treatment with regard to the divisor function,
since σ−α(n) = σα(n)nα .
2. Auxilliary results
Lemma 1. Let ε > 0 and c > 0 be ﬁxed. We have
∑
px
p−α = Li(x1−α)(1+ O ε,c
(
1
(log x)c
))
uniformly for
x 3, 0 α  1− (c + ε) log2 x
log x
(1)
Proof. Using integration by parts we write
∑
px
p−α −
x∫
2
dt
tα log t
=
x∫
2−0
t−α d
(
π(t) − Li(t))
= (π(x) − Li(x))x−α + α
x∫
2
π(t) − Li(t)
t1+α
dt. (2)
With the prime number theorem in the form
π(x) − Li(x) = O
(
x
R(x)
)
, R(x) := exp(√log t), (3)
we obtain from (2) the estimate
∑
px
p−α =
x∫
2
dt
tα log t
+ O
(
x1−α
R(x)
)
+ O
(
α
x∫
2
dt
tαR(t)
)
. (4)
The main term of (4) can be evaluated using the substitution u = t1−α as
x∫
2
dt
tα log t
=
x1−α∫
21−α
du
logu
= Li(x1−α)+ O (log(1− α))
= Li(x1−α)+ O (log2 x). (5)
1436 A. Weingartner / Journal of Number Theory 129 (2009) 1432–1442The term O (log2 x) is acceptable when α = 1 − (c + ε)(log2 x)/ log x, and since Li(x1−α) is decreas-
ing in α, it is acceptable in the domain (1). For the second error term in (4) note that if t 
exp((c + 1)2 log22 x) then R(t) logc+1 x log t logc x. Thus, with the same substitution as in (5),
x∫
2
dt
tαR(t)

exp((c+1)2 log22 x)∫
2
dt
tα log t
+ 1
logc x
x∫
exp((c+1)2 log22 x)
dt
tα log t
 Li
(
exp
(
(1− α)(c + 1)2 log22 x
))+ O (log2 x) + Li(x1−α)logc x , (6)
which is acceptable as well. 
Corollary 2.We have
∑
px
p−2α  Li(x1−α) 1− α
α log2 x
(7)
uniformly for
x ee, log2 x+ log3 x
log x
 α  1− 3 log2 x
log x
. (8)
Proof. If α  3/8, Lemma 1 with c = 1 shows that the sum in (7) is  Li(x1−2α)  Li(x1−α)x−α .
The lower bound on α in (8) ensures that xα  α log2 x. To see this, ﬁrst note that this is true for
α = (log2 x+ log3 x)/ log x, and then that xα/α is increasing in α when α > 1/ log x.
If 3/8< α  2/3 we use the rough estimate
∑
px
p−2α 
∑
nx
n−3/4  x1/4  x
1/3
log3 x
 x
1−α
log3 x
 Li(x
1−α)
log2 x
.
When α > 2/3 then the sum in (7) is  1. The upper bound for α in (8) ensures that the right-
hand side of (7) is  1. 
Throughout the remainder of this paper we will use the notation
y = y(α, t) = min
{
x:
∏
px
(
1+ p−α) t} (0 α  1, t > 1). (9)
Lemma 2. Let 0 α  1 and t > 1.
(i) We have log t  y.
(ii) For t  exp(ee2),
log3 t + log4 t
log2 t
 log2 y + log3 y
log y
. (10)
A. Weingartner / Journal of Number Theory 129 (2009) 1432–1442 1437(iii) Let ε > 0. For c  1 and t  t0(ε) we have
1− α  c log2 y
log y
(11)
whenever
1− α  1
(log t)
1
c −ε
. (12)
Proof. From (9) we have
log t 
∑
py
log
(
1+ p−α)∑
py
p−α 
∑
py
1 y.
This implies (10) since log x+log2 xx is decreasing in x for x e2.
To show part (iii) we start with the estimate
log t 
∑
py
p−α =
∑
py
(
p1−α
log p
)
log p
p

(
max
py
p1−α
log p
)∑
py
log p
p
.
Note that t1−α/ log t is decreasing in t if log t < 1/(1 − α) and increasing otherwise. The last sum is
known to be log y + O (1) (see for example [3]). Thus
log t max
(
21−α
log2
,
y1−α
log y
)(
log y + O (1)) K max(log y, y1−α), (13)
for some absolute constant K  1.
Now assume that (11) is false. Then y1−α  (log y)c , and by (13), this implies log t  K (log y)c .
Using again the fact that log xx is decreasing in x for x e, we ﬁnd
1− α  c log2 y
log y
 c log((log t)/K )
1/c
((log t)/K )1/c
 K 1/c log2 t
(log t)1/c
<
1
(log t)
1
c −ε
,
for t > t0(ε). Therefore (12) is false, which concludes the proof of the lemma. 
Lemma 3. Let ε > 0 be ﬁxed. Then
y = (Li−1(log t)) 11−α (1+ O ε
(
(1− α)2
α(log2 t)2
))
uniformly in the domain
t  exp
(
ee
)
,
log3 t + log4 t
log2 t
 α  1− 1
(log t)
1
3−ε
. (14)
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t = (1+ O (y−α)) ∏
py
(
1+ p−α), (15)
and therefore
log t = O (y−α)+ ∑
py
log
(
1+ p−α)
= O (y−α)+ ∑
py
p−α + O
(∑
py
p−2α
)
.
We may assume that t  t0(ε) for some suﬃciently large t0(ε). Lemma 2 shows that (14) implies
log2 y + log3 y
log y
 α  1− (3+
ε
2 ) log2 y
log y
.
We apply Lemma 1 with c = 3 and Corollary 2 to obtain
log t = Li(y1−α)(1+ O( 1− α
α log2 y
))
.
Since ddx Li
−1(x)  log x and Li−1(x)  x log x, we get
y1−α = Li−1(log t)
(
1+ O
(
1− α
α log2 y
))
= Li−1(log t)
(
1+ O
(
(1− α)3
α log22 t
))
,
from which the result follows. 
3. A lower bound for Dα(t)
Proposition 1. Let ε > 0. We have
Dα(t) exp
{
−(Li−1(log t)) 11−α (1+ O ε
(
(1− α)2
α log22 t
))}
,
uniformly for
t  exp
(
ee
)
,
log3 t + log4 t
log2 t
 α  1− 1
(log t)
1
3−ε
.
Proof. Deﬁne
n =
∏
py
p,
A. Weingartner / Journal of Number Theory 129 (2009) 1432–1442 1439so that
ψα(n)
nα
=
∏
py
(
1+ p−α) t.
For all multiples m of n we clearly have
ψα(m)
mα
 ψα(n)
nα
 t.
Therefore
Dα(t)
1
n
= exp
{
−
∑
py
log p
}
= exp{−y(1+ O (R−1(y)))},
by the prime number theorem, where R(x) := exp(√log x). The result now follows from Lemma 3. 
4. An upper bound for Bα(t)
The following lemma is a consequence of a more general result for multiplicative functions. See
for example [3, Paragraph I.3.8 and Notes].
Lemma 4. Let α > 0. The limit in
Wα(s) := lim
N→∞
1
N
∑
nN
(
nα
Jα(n)
)s
exists for every complex s. Wα(s) has the product representation
Wα(s) =
∏
p
(
1+ (1− p
−α)−s − 1
p
)
. (16)
In the following we will assume that s is real. For s 0 we clearly have
Bα(t) = lim
N→∞
1
N
∑
nN
nαt Jα(n)
1 lim
N→∞
1
N
∑
nN
(
nα
t Jα(n)
)s
= Wα(s)
ts
. (17)
To get a sharp upper bound for Bα(t), we need to choose s such that
Wα(s)
ts is small. The choice
s = yα log y comes from balancing the estimates in the following two lemmas.
Lemma 5. Let s = yα log y. We have
∑
py
p
(
1− p−α)s  y
α log2 y
uniformly for y  3, log2 ylog y  α  1.
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(1− x)s = exp(s log(1− x)) exp(−sx) (x< 1)
shows that
∑
py
p
(
1− p−α)s ∑
py
pe−s/pα . (18)
Since pe−s/pα is monotone increasing in p, a standard application of the prime number theorem (3)
yields
∑
py
pe−s/pα 
y∫
2
xe−s/xα dx
log x
+ O
(
y
R(y)
)
. (19)
The contribution to the last integral from x y/e2 is
y/e2∫
2
xe−s/xα dx
log x
 y
e2 log2
exp
(
− s
(y/e2)α
) y/e2∫
2
dx
 y2−e2α  y
log2 y
,
where the last inequality follows from e2α − 1 2α  2 log2 y/ log y. The contribution to the integral
in (19) from x> y/e2 is
y∫
y/e2
xe−s/xα dx
log x
 1
log(y/e2)
y∫
y/e2
x
(
y
x
)2+α
e−s/xα dx
= y
2+α
log(y/e2)
e−s/xα
αs
∣∣∣∣
y
y/e2
 y
α log2 y
. 
Lemma 6. Let s = yα log y. We have
∑
p>y
log
(
1+ (1− p
−α)−s − 1
p
)
 y
α log2 y
uniformly for y  3, log2 ylog y  α  1.
Proof. Since log(1+ x) x, we have
∑
p>y
log
(
1+ (1− p
−α)−s − 1
p
)

∑
p>y
(1− p−α)−s − 1
p
=
∑
p>y
1
p
(
es(p
−α+O (p−2α)) − 1).
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y−α  1/ log y  1/ log3< 0.92. The contribution to the last sum from primes p > s1/α is

∑
p>s1/α
1
p
(
s
pα
)
 s
∞∫
s1/α
dx
x1+α
= 1
α
,
and from primes p with y < p  s1/α it is

∑
y<ps1/α
1
p
es(p
−α+O (p−2α)) 
∑
y<ps1/α
1
p
es/p
α
,
since sp−2α  sy−2α = y−α log y  1. Note that 1p es/p
α
is monotone decreasing in p. A standard ap-
plication of the prime number theorem (3) shows
∑
y<ps1/α
1
p
es/p
α 
s1/α∫
y
es/x
α
x
dx
log x
+ O
(
y
R(y)
)
.
We have
s1/α∫
y
es/x
α
x
dx
log x
 1
log y
s1/α∫
y
es/x
α
x
dx = 1
α log y
s/yα∫
1
eu
u
du
 1
α log y
1
2 log y∫
1
eu du + 2
α log2 y
log y∫
1
2 log y
eu du  y
α log2 y
. 
Proposition 2. Let ε > 0. We have
Bα(t) exp
{
−(Li−1(log t)) 11−α (1+ O ε
(
(1− α)2
α(log2 t)2
))}
,
uniformly for
t  exp
(
ee
)
,
log3 t + log4 t
log2 t
 α  1− 1
(log t)
1
3−ε
. (20)
Proof. Let U and V denote the contributions to the product in (16) from primes p  y and primes
p > y, respectively. Then, using log(1+ x) log x+ 1x , we have
logU 
∑
py
log
(
1+ (1− p
−α)−s
p
)
−
∑
py
log p − s log
∏
py
(
1− p−α)+ ∑
py
p
(
1− p−α)s
= −y + s log
∏
py
(
1+ p−α)− s log ∏
py
(
1− p−2α)+ O( y
α log2 y
)
,
1442 A. Weingartner / Journal of Number Theory 129 (2009) 1432–1442by the prime number theorem and Lemma 5. The ﬁrst product in the last line is t(1 + O (y−α))
according to (15). For the second product note that if p−2α > 1/2 for some primes p, then 22α 
p2α < 2, that is α < 1/2, which means that 1− p−2α  1− 2−2α  α. Now (20) and Lemma 2 imply
yα  log y. From this we infer that the primes with p2α < 2 must satisfy p  y1/4 for t > t0. Thus, if
α < 1/2, we have
− log
∏
py
(
1− p−2α)= − log ∏
py
p−2α1/2
(
1− p−2α)− log ∏
py
p−2α>1/2
(
1− p−2α)
 O
(∑
py
p−2α
)
+ log
∏
py1/4
1
α
 O
(∑
py
p−2α
)
+ y1/4 log 1
α
,
and if α  1/2, we have
− log
∏
py
(
1− p−2α)= O(∑
py
p−2α
)
.
Now choose
s = yα log y,
and use Corollary 2 to estimate the last sum. We obtain
logU −y + s log t + O
(
y
α log2 y
)
.
Combining this upper bound for logU with Lemma 6 and (17) we conclude
log Bα(t) log
Wα(s)
ts
= logU + log V − s log t
−y
(
1+ O
(
1
α log2 y
))
= −(Li−1(log t)) 11−α (1+ O( (1− α)2
α(log2 t)2
))
,
where the last equation follows from Lemma 3. 
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