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Abstract. Estimating 3D human body shape in motion from a sequence
of unstructured oriented 3D point clouds is important for many applica-
tions. We propose the first automatic method to solve this problem that
works in the presence of loose clothing. The problem is formulated as an
optimization problem that solves for identity and posture parameters in
a shape space capturing likely body shape variations. The automation
is achieved by leveraging a recent robust pose detection method [1]. To
account for clothing, we take advantage of motion cues by encouraging
the estimated body shape to be inside the observations. The method is
evaluated on a new benchmark containing different subjects, motions,
and clothing styles that allows to quantitatively measure the accuracy
of body shape estimates. Furthermore, we compare our results to exist-
ing methods that require manual input and demonstrate that results of
similar visual quality can be obtained.
Keywords: human body modeling, shape and motion estimation, sta-
tistical shape space
1 Introduction
Estimating 3D human body shape in motion is important for applications rang-
ing from virtual change rooms to security. While it is currently possible to ef-
fectively track the surface of the clothing of dressed humans in motion [2] or to
accurately track body shape and posture of humans dressed in tight clothing [3],
it remains impossible to automatically estimate the 3D body shape in motion
for humans captured in loose clothing.
Given an input motion sequence of raw 3D meshes or oriented point clouds
(with unknown correspondence information) showing a dressed person, the goal
of this work is to estimate the body shape and motion of this person. Existing
techniques to solve this problem are either not designed to work in the presence of
loose clothing [4,5] or require manual initialization for the pose [6,7], which limits
their use in general scenarios. The reason is that wide clothing leads to strong
variations of the acquired surface that is challenging to handle automatically.
We propose an automatic framework that allows to estimate the human body
shape and motion that is robust to the presence of loose clothing.
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Existing methods that estimate human body shape based on an input motion
sequence of 3D meshes or oriented point clouds use a shape space that models
human body shape variations caused by different identities and postures as prior.
Such a prior allows to reduce the search space to likely body shapes and postures.
Prior works fall into two lines of work. On the one hand, there are human body
shape estimation methods specifically designed to work in the presence of loose
clothing [6,7]. These techniques take advantage of the fact that observations of
a dressed human in motion provides important cues about the underlying body
shape as different parts of the clothing are close to the body shape in different
frames. However, these methods require manually placed markers to initialize the
posture. On the other hand, there are human body shape estimation methods
designed to robustly and automatically compute the shape and posture estimate
over time [4,5]. However, these methods use strong priors of the true human
body shape to track the posture over time and to fit the shape to the input
point cloud, and may therefore fail in the presence of loose clothing.
In this work, we combine the advantages of these two lines of work by propos-
ing an automatic framework that is designed for body shape estimation under
loose clothing. Like previous works, our method restricts the shape estimate to
likely body shapes and postures, as defined by a shape space. We use a shape
space that models variations caused by different identities and variations caused
by different postures as linear factors [8]. This simple model allows for the de-
velopment of an efficient fitting approach. To develop an automatic method, we
employ a robust pose detection method that accounts for different identities [1]
and use the detected pose to guide our model fitting. To account for clothing,
we take advantage of motion cues by encouraging the estimated body shape to
be located inside the acquired observation at each frame. This constraint, which
is expressed as a simple energy that is optimized over all input frames jointly,
allows to account for clothing without the need to explicitly detect skin regions
on all frames as is the case for previous methods [7,9].
To the best of our knowledge, existing datasets in this research area do not
provide 3D sequences of both body shape as ground truth and dressed scans for
estimation. Therefore, visual quality is the only evaluation choice. To quantita-
tively evaluate our framework and allow for future comparisons, we propose the
first dataset consisting of synchronized acquisitions of dense unstructured geo-
metric motion data and sparse motion capture data of 6 subjects with 3 clothing
styles (tight, layered, wide) under 3 representative motions, where the capture
in tight clothing serves as ground truth body shape.
The main contributions of this work are the following.
– An automatic approach to estimate 3D human body shape in motion in the
presence of loose clothing.
– A new benchmark consisting of 6 subjects captured in 3 motions and 3
clothing styles each that allows to quantitatively compare human body shape
estimates.
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2 Related work
Many works estimate human posture without aiming to estimate body shape, or
track a known body shape over time. As our goal is to simultaneously estimate
body shape and motion automatically and in the presence of loose clothing, we
will focus our discussion on this scenario.
Statistical shape spaces. To model human body shape variations caused by
different identities, postures, and motions, statistical shape spaces are commonly
used. These shape spaces represent a single frame of a motion sequence using a
low-dimensional parameter space that typically models shape variations caused
by different identities and caused by different postures using separate sets of
parameters. Such shape spaces can be used as prior when the goal is to predict
a likely body shape under loose clothing.
Anguelov et al. [10] proposed a statistical shape space called SCAPE that
combines an identity model computed by performing principal component anal-
ysis (PCA) on a population of 3D models in standard posture with a posture
model computed by analyzing near-rigid body parts corresponding to bones. This
model performs statistics on triangle transformations, which allows to model
non-rigid deformations caused by posture changes. Achieving this accuracy re-
quires solving an optimization problem to reconstruct a 3D mesh from its repre-
sentation in shape space. To improve the accuracy of the SCAPE space, Chen et
al. [11] propose to combine the SCAPE model with localized multilinear models
for each body part. To model the correlation of the shape changes caused by iden-
tity and posture changes, Hasler et al. [12] perform PCA on a rotation-invariant
encoding of the model’s triangles. These models may be used as priors when
estimating human body shape in motion, but none of them allow to efficiently
reconstruct a 3D human model from the shape space.
To speed up the reconstruction time from the SCAPE representation, Jain et
al. [13] propose a simplified SCAPE model, denoted by S-SCAPE in the follow-
ing, that computes the body shape by performing PCA on the vertex coordinates
of a training set in standard posture and combines this with a linear blend skin-
ning (LBS) to model posture changes. Any posture variations present in the
training data cause posture variation to be modeled in identity space, which is
known to cause counter-intuitive deformations [8]. To remedy this, recently pro-
posed shape spaces start by normalizing the posture of the training data before
performing statistics and model shape changes caused by different factors such
as identity and posture as multilinear factors [14,8,15]. We use the normalized
S-SCAPE model [8] in this work; however, any of these shape spaces could be
used within our framework.
Recently, Pons-Moll et al. [16] proposed a statistical model that captures
fine-scale dynamic shape variation of the naked body shape. We do not model
dynamic geometry in this work, as detailed shape changes are typically not
observable under loose clothing.
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Estimation of static body shape under clothing. To estimate human body
shape based on a static acquisition in loose clothing and in arbitrary posture,
the following two approaches have been proposed. Balan et al. [9] use a SCAPE
model to estimate the body shape under clothing based on a set of calibrated
multi-view images. This work is evaluated on a static dataset of different subjects
captured in different postures and clothing styles. Our evaluation on 3D motion
sequences of different subjects captured in different motions and clothing styles
is inspired by this work. Hasler et al. [17] use a rotation-invariant encoding
to estimate the body shape under clothing based on a 3D input scan. While
this method leads to accurate results, it cannot easily be extended to motion
sequences, as identity and posture parameters are not separated in this encoding.
Both of these methods require manual input for posture initialization. In this
work, we propose an automatic method to estimate body shape in motion.
Estimation of body shape in motion. The static techniques have been
extended to motion sequences with the help of shape spaces that separate shape
changes caused by identity and posture. Several methods have been proposed
to fit a SCAPE or S-SCAPE model to Kinect data by fixing the parameters
controlling identity over the sequence [4,5]. These methods are not designed to
work with clothing, and it is assumed that only tight clothing is present.
Two more recent methods are designed to account for the presence of cloth-
ing. The key idea of these methods is to take advantage of temporal motion cues
to obtain a better identity estimate than would be possible based on a single
frame. Our method also takes advantage of motion cues.
Wuhrer et al. [6] use a shape space that learns local information around
each vertex to estimate human body shape for a 3D motion sequence. The final
identity estimate is obtained by averaging the identity estimates over all frames.
While this shape space leads to results of high quality, the fitting is computation-
ally expensive, as the reconstruction of a 3D model from shape space requires
solving an optimization problem. Our method uses a simpler shape space while
preserving a similar level of accuracy by using an S-SCAPE model that pre-
normalizes the training shapes with the help of localized information.
Neophytou and Hilton [7] propose a faster method based on a shape space
that models identity and posture as linear factors and learns shape variations
on a posture-normalized training database. To constrain the estimate to reliable
regions, the method detects areas that are close to the body surface. In contrast,
our method constrains the estimate to be located inside the observed clothing
at every input frame, which results in an optimization problem that does not
require a detection.
Both of these methods require manual input for posture initialization on the
first frame. Additionally, a temporal alignment is required by Neophytou and
Hilton. Computing temporal alignments is a difficult problem, and manual an-
notation is tedious when considering larger sets of motion sequences. In contrast,
our method is fully automatic and addresses both aspects.
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3 S-SCAPE model
In this work, we use the S-SCAPE model as prior for human body shape changes
caused by different identities and postures. While we choose this shape space,
any shape space that models identity and posture as multilinear factors could
be used [14,15]. Although such a simple shape space does not accurately model
correlated shape changes, such as muscle bulging, it allows to effectively separate
the different variations and can be fitted efficiently to input scans.
This section briefly reviews the S-SCAPE model introduced by Jain et al. [13]
that allows to separate the influence of parameters controlling identity and pa-
rameters controlling posture of a human body shape. In the following, we denote
by β and Θ the parameter vectors that influence shape changes caused by iden-
tity and posture changes, respectively. In this work, we use the publicly available
posture-normalized S-SCAPE model [8], where each training shape was normal-
ized with the help of localized coordinates [18].
In the following, let Nv denote the number of vertices on the S-SCAPE
model, let s (β ,Θ) ∈ R3Nv denote the vector containing the vertex coordinates
of identity β in posture Θ, and let s˜ (β ,Θ) ∈ R4Nv denote the vector containing
the corresponding homogeneous vertex coordinates. For the fixed posture Θ0
that was used to train the identity space, S-SCAPE models the shape change
caused by identity using a PCA model as
s˜ (β ,Θ0) = A˜β + µ˜, (1)
where µ˜ ∈ R4Nv contains the homogeneous coordinates of the mean body shape,
A˜ ∈ R4Nv×did is the matrix found by PCA, and did is the dimensionality of the
identity shape space. For a fixed identity β0, S-SCAPE models the shape change




ωijT j (Θ) s˜i (β0,Θ0) , (2)
where si and s˜i denote the standard and homogenous coordinate vector of the
i-th vertex of s, Nb denotes the number of bones used for LBS, T j (Θ) ∈ R3×4
denotes the transformation matrix applied to the j-th bone, and ωij denotes the
rigging weight binding the i-th vertex to the j-th bone.
Combining Eq. 1 and 2 in matrix notation leads to
s (β ,Θ) = T (Θ) A˜β + T (Θ) µ˜, (3)
where T (Θ) ∈ R3Nv×4Nv is a sparse matrix containing the per-vertex transfor-
mations. Using this notation, it is easy to see that S-SCAPE is linear in both β
and T (Θ), which allows for a simple optimization w.r.t. β and Θ.
4 Estimating model parameters for a motion sequence
We start by providing an overview of the proposed method. Fig. 1 shows the
different parts of the algorithm visually. Given as input a trained S-SCAPE
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Fig. 1. Overview of the proposed pipeline. From left to right: input frame, result of
Stitched Puppet [1] with annotated landmarks, result after estimation of initial identity
and posture, final result, and overlay of input and final result.
model and a motion sequence consisting of Nf frames F i represented by triangle
meshes with unknown correspondence, we aim to compute a single parameter
vector β controlling the shape of the identity (as the identity of the person
is fixed during motion) along with Nf parameter vectors Θi controlling the
postures in each frame, such that si (β ,Θi) is close to F i.
To fit the S-SCAPE model to a single frame F , we aim to minimize
E(F ,β ,Θ)=ωlndElnd(F ,β ,Θ)+ωdataEdata(F ,β ,Θ)+ωclothEcloth(F ,β ,Θ) (4)
w.r.t. β and Θ subject to constraints that keep β in the learned probability
distribution of parameter values. Here, ωlnd, ωdata, and ωcloth are weights that
trade off the influence of the different energy terms. The energy Elnd measures
the distance between a sparse set of provided landmarks, which correspond to
distinctive positions on the human body, to their corresponding locations on
s (β ,Θ). The provided landmarks are computed automatically in the following.
The energy Edata measures the distance between s (β ,Θ) and F using a nearest
neighbor cost. The energy Ecloth is designed to account for loose clothing by
encouraging s (β ,Θ) to be located inside the observation F .










i=1 E(F i,β ,Θi) (5)
w.r.t. β and Θ1:Nf
subject to constraints that keep β in the learned probability
distribution of parameter values. Here, F 1:Nf
= {F 1, . . . ,F Nf } is the set of
frames andΘ1:Nf
= {Θ1, . . . ,ΘNf } is the set of posture parameters. The energy
Ecloth allows to take advantage of motion cues in this formulation as it encourages
the body shape to lie inside all observed frames.
In the following sections, we detail the prior that is used to constrain β as
well as the different energy terms. Optimizing Eq. 5 w.r.t. all parameters jointly
results in a high-dimensional optimization problem that is inefficient to solve
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and prone to get stuck in undesirable local minima. After introducing all energy
terms, we discuss how this problem can be divided into smaller problems that
can be solved in order, thereby allowing to find a good minimum in practice.
4.1 Prior model for β
A prior model is used to ensure that the body shape stays within the learned
shape space that represents plausible human shapes. The identity shape space is
learned using PCA, and has zero mean and standard deviation σi along the i-th
principal component. Similarly to previous work [9], we do not penalize values
of β that stay within 3σi of the mean to avoid introducing a bias towards the
mean shape. However, rather than penalizing a larger distance from the mean,
we constrain the solution to lie inside the hyperbox ±3σi using a constrained
optimization framework. This constraint can be handled by standard constrained
optimizers since the hyperbox is axis-aligned, and using this hard constraint
removes the need to appropriately weigh a prior energy w.r.t. other energy terms.
4.2 Landmark energy
The landmark energy helps to guide the solution towards the desired local mini-
mum with the help of distinctive anatomical landmarks. This energy is especially
important during the early stages of the optimization as it allows to find a good
initialization for the identity and posture parameters. In the following, we con-
sider the use of Nlnd landmarks and assume without loss of generality that the
vertices corresponding to landmarks are the first Nlnd vertices of s. The land-
mark term is defined as
Elnd (F ,β ,Θ) =
Nlnd∑
i=1
‖si (β ,Θ)− li(F )‖2 , (6)
where li(F ) denotes the i-th landmark of frame F , si (β ,Θ) denotes the vertex
corresponding to the i-th landmark of s (β ,Θ), and ‖·‖ denotes the `2 norm.
The landmarks li(F ) are computed automatically with the help of the state
of the art Stitched Puppet [1], which allows to robustly fit a human body model
to a single scan using a particle-based optimization. Specifically, we once manu-
ally select a set of vertex indices to be used as landmarks on the Stitched Puppet
model, which is then fixed for all experiments. To fit the Stitched Puppet to a
single frame, randomly distributed particles are used to avoid getting stuck in
undesirable local minima. We fit the Stitched Puppet model to frame F , and re-
port the 3D positions of the pre-selected indices after fitting as landmarks li(F ).
While the Stitched Puppet aims to fit the body shape and posture of F , only the
coordinates li(F ) are used by our framework. Note that our method does not
require accurate li(F ), since li(F ) are only used to initialize the optimization.
Using many particles on each frame of a motion sequence is inefficient. Fur-
thermore, since the Stitched Puppet is trained on a database of minimally
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dressed subjects, using many particles to fit to a frame in wide clothing may
lead to overfitting problems. This is illustrated in Fig. 2. To remedy this, we
choose to use a relatively small number of particles which is set to 30. Starting
at the second frame, we initialize the particle optimization to the result of the
previous frame to guide the optimization towards the desired optimum.
Fig. 2. Left: overfitting problem of Stitched Puppet in the presence of clothing. Input
frame, Stitched Puppet result with 160 particles, and Stitched Puppet result with
30 particles are shown in order. Right: the failure case from our database caused by
mismatching of Stitched Puppet.
4.3 Data energy
The data energy pulls the S-SCAPE model towards the observation F using a
nearest neighbor term. This energy, which unlike the landmark energy considers
all vertices of s, is crucial to fit the identity and posture of s to the input F as
Edata (F ,β ,Θ) =
Nv∑
i=1
δNN ‖si (β ,Θ)−NN (si (β ,Θ) ,F )‖2 , (7)
where Nv denotes the number of vertices of s and NN (si (β ,Θ) ,F ) denotes
the nearest neighbour of vertex si (β ,Θ) on F . To remove the influence of
outliers and reduce the possibility of nearest neighbour mismatching, we use a
binary weight δNN that is set to one if the distance between si and its nearest
neighbor on F is below 200mm and the angle between their outer normal vectors
is below 60◦, and to zero otherwise.
4.4 Clothing energy
The clothing energy is designed to encourage the predicted body shape s to be
located entirely inside the observation F . This energy is particularly important
when considering motion sequences acquired with loose clothing. In such cases,
merely using Elnd and Edata leads to results that overestimate the circumferences
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of the body shape because β is estimated to fit to F rather than to fit inside of
F , see Fig. 3. To remedy this, we define the clothing energy as
Ecloth(F ,β ,Θ)=
∑Nv
i=1 δoutδNN ‖si(β ,Θ)−NN (si(β ,Θ),F )‖2+ωr‖β−β0‖2, (8)
where δout is used to identify vertices of s located outside of F . This is achieved
by setting δout to one if the angle between the outer normal ofNN (si (β ,Θ) ,F )
and the vector si (β ,Θ)−NN (si (β ,Θ) ,F ) is below 90◦, and to zero other-
wise. Furthermore, ωr is a weight used for the regularization term, and β0 is an
initialization of the identity parameters used to constrain β .
When observing a human body dressed in loose clothing in motion, different
frames can provide valuable cues about the true body shape. The energy Ecloth
is designed to exploit motion cues when optimizing Ecloth w.r.t. all available
observations F i. This allows to account for clothing using a simple optimization
without the need to find skin and non-skin regions as in previous work [9,19,7].
The regularization ‖β − β0‖2 used in Eq. 8 is required to avoid excessive thin-
ning of limbs due to small misalignments in posture.
Fig. 3 shows the influence of Ecloth on the result of a walking sequence in
layered clothing. The left side shows overlays of the input and the result for
ωcloth = 0 and ωcloth = 1. Note that while circumferences are overestimated when
ωcloth = 0, a body shape located inside the input frame is found for ωcloth = 1.
The comparison to the ground truth body shape computed as discussed in Sec. 6
is visualized in the middle and the right of Fig. 3, and shows that Ecloth leads
to a significant improvement of the accuracy of β .
Fig. 3. Influence of Ecloth on walking sequence. Left: input data overlayed with result
with ωcloth = 0 (left) and ωcloth = 1 (right). Middle: cumulative per-vertex error of
estimated body shape with ωcloth = 0 and ωcloth = 1. Right: color-coded per-vertex







defined in Eq. 5 over all Nf frames w.r.t. β
and Θi jointly is not feasible when considering motion sequences containing
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hundreds of frames as this is a high-dimensional optimization problem. To solve
this problem without getting stuck in undesirable local minima, we optimize
three smaller problems in order.
Initial identity estimation. We start by computing an initial estimate β0





w.r.t. β and Θi. For increased efficiency, we start by computing optimal βi
and Θi for each frame using Eq. 4 by alternating the optimization of Θi for
fixed βi with the optimization of βi for fixed Θi. This is repeated for Nit
iterations. Temporal consistency is achieved by initializing Θi+1 as Θi and βi+1
as βi starting at the second frame. As it suffices for the identity parameters to
roughly estimate the true body shape at this stage, we set ωcloth = 0. In the
first iterations, Elnd is essential to guide the fitting towards the correct local
optimum, while in later iterations Edata gains in importance. We therefore set
ωdata = 1−ωlnd and initialize ωlnd to one. We linearly reduce ωlnd to zero in the
last two iterations. We then initialize the posture parameters to the computed







and β . This leads to stable estimates
for Θ1:Nk
and an initial estimate of the identity parameter, which we denote by
β0 in the following.
Posture estimation. During the next stage of our framework, we compute the
posture parameters ΘNk+1:Nf
for all remaining frames by sequentially minimiz-
ing Eq. 4 w.r.t. Θi. As before, Θi+1 is initialized to the result of Θi. As the
identity parameters are not accurate at this stage, we set ωcloth = 0. For each
frame, the energy is optimized Nit times while reducing the influence of ωlnd in
each iteration, using the same weight schedule as before. This results in posture
parameters Θi for each frame.
Identity refinement. In a final step, we refine the identity parameters to be
located inside all observed frames F 1:Nf
. To this end, we initialize the identity






w.r.t. β . As the landmarks and observations are already
fitted adequately, we set ωlnd = ωdata = 0 at this stage of the optimization.
5 Implementation details
The S-SCAPE model used in this work consists of Nv = 6449 vertices, and uses
did = 100 parameters to control identity and dpose = 30 parameters to control
posture by rotating the Nb = 15 bones. The bones, posture parameters, and
rigging weights are set as in the published model [8].
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For the Stitched Puppet, we use 60 particles for the first frame, and 30
particles for subsequent frames. We use a total of Nlnd = 14 landmarks that
have been shown sufficient for the initialization of posture fitting [6], and are
located at forehead, shoulders, elbows, wrists, knees, toes, heels, and abdomen.
Fig. 1 shows the chosen landmarks on the Stitched Puppet model. During the
optimization, we set Nit = 6 and Nk = 25 . The optimization w.r.t. β uses
analytic gradients, and we use Matlab L-BFGS-B to optimize the energy. The
setting of the regularization weight ωr depends on the clothing style. The looser
the clothing, the smaller ωr, as this allows for more corrections of the identity
parameters. In our experiments, we use ωr = 1 for all the sequences with layered
and wide clothing in our dataset.
6 Evaluation
6.1 Dataset
This section introduces the new dataset we acquired to allow quantitative evalu-
ation of human body shape estimation from dynamic data. The dataset consists
of synchronized acquisitions of dense unstructured geometric motion data and
sparse motion capture (MoCap) data of 6 subjects (3 female and 3 male) cap-
tured in 3 different motions and 3 clothing styles each. The geometric motion
data are sequences of meshes obtained by applying a visual hull reconstruction
to a 68-color-camera (4M pixels) system at 30FPS. The basic motions that were
captured are walk, rotating the body, and pulling the knees up. The captured
clothing styles are very tight, layered (long-sleeved layered clothing on upper
body), and wide (wide pants for men and dress for women). The body shapes of
6 subjects vary significantly. Fig. 4 shows some frames of the database.
To evaluate algorithms using this dataset, we can compare the body shapes
estimated under loose clothing with the tight clothing baseline. The comparison
is done per vertex on the two body shapes under the same normalized posture.
Cumulative plots are used to show the results.
Fig. 4. Six representative examples of frames of our motion database. From left to
right, a female and male subject is shown for tight, layered, and wide clothing each.
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6.2 Evaluation of posture and shape fitting
We applied our method to all sequences in the database. For one sequence of
a female subject captured while rotating the body in wide clothing, Stitched
Puppet fails to find the correct posture, which leads to a failure case of our
method (see Fig. 2). We exclude this sequence from the following evaluation.
Fig. 5. Accuracy of posture estimation over the walking sequences in tight clothing.
Left: cumulative landmark errors. Right: average landmark error for each sequence.
To evaluate the accuracy of the posture parameters Θ, we compare the 3D
locations of a sparse set of landmarks captured using a MoCap system with the
corresponding model vertices of our estimate. This evaluation is performed in
very tight clothing, as no accurate MoCap markers are available for the remain-
ing clothing styles. Fig. 5 summarizes the per-marker errors over the walking
sequences of all subjects. The results show that most of the estimated land-
marks are within 35mm of the ground truth and that our method does not
suffer from drift for long sequences. As the markers on the Stitched Puppet and
the MoCap markers were placed by non-experts, the landmark placement is not
fully repeatable, and errors of up to 35mm are considered fairly accurate.
Fig. 6. Summary of shape accuracy computed over the frames of all motion sequences
of all subjects captured in layered and wide clothing. Left: cumulative plots showing
the per-vertex error. Right: mean per-vertex error color-coded from blue to red.
To evaluate the accuracy of the identity parameters β , we use for each subject
the walking sequence captured in very tight clothing to establish a ground truth
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identity β0 by applying our shape estimation method. Applying our method to
sequences in looser clothing styles of the same subject leads identity parameters
β , whose accuracy can be evaluated by comparing the 3D geometry of s (β0,Θ0)
and s (β ,Θ0) for a standard posture Θ0.
Fig. 6 summarizes the per-vertex errors over all motion sequences captured in
layered and wide clothing, respectively. The left side shows the cumulative errors,
and the right side shows the color-coded mean per-vertex error. The color coding
is visualized on the mean identity of the training data. The result shows that
our method is robust to loose clothing with more than 50% of all the vertices
having less than 10mm error for both layered and wide clothing. The right side
shows that as expected, larger errors occur in areas where the shape variability
across different identities is high.
Layered clothing
Wide clothing
Knees up Rotate body Walk
Fig. 7. Overlay of input data and our result.
Fig. 7 shows some qualitative results for all three types of motions and two
clothing styles. Note that accurate body shape estimates are obtained for all
frames. Consider the frame that shows a female subject performing a rotating
motion in layered clothing. Computing a posture or shape estimate based on
this frame is extremely challenging as the geometry of the layered cloth locally
resembles the geometry of an arm, and as large portions of the body shape are
occluded. Our method successfully leverages temporal consistency and motion
cues to find reliable posture and body shape estimates.
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6.3 Comparative evaluation
As we do not have results on motion sequences with ground truth for existing
methods, this section presents visual comparisons, shown in Fig. 8. We compare
to Wuhrer et al. [6] on the dancer sequence [20] presented in their work. Note
that unlike the results of Wuhrer et al., our shape estimate does not suffer from
unrealistic bending at the legs even in the presence of wide clothing. Furthermore,
we compare to Neophytou and Hilton [7] on the swing sequence [21] presented in
their work. Note that we obtain results of similar visual quality without the need
for manual initializations and pre-aligned motion sequences. In summary, we
present the first fully automatic method for body shape and motion estimation,
and show that this method achieves state of the art results.
Comparison to Comparison to
Wuhrer et al. [6] Neophytou and Hilton [7]
Fig. 8. Per comparison from left to right: input, result of prior works, our result.
7 Conclusion
We presented an approach to automatically estimate the human body shape
under motion based on a 3D input sequence showing a dressed person in possibly
loose clothing. The accuracy of our method was evaluated on a newly developed
benchmark1 containing 6 different subjects performing 3 motions in 3 different
styles each. We have shown that, although being fully automatic, our posture
and shape estimation achieves state of the art performance. In the future, the
body shape and motion estimated by our algorithm have the potential to aid in
a variety of tasks including virtual change rooms and security applications.
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