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Abstract
In (J. Universal Comput. Sci. 7 (2001) 952), we have formalized Börger’s reﬁnement notion for
Abstract State Machines (ASMs). The formalization was based on transition systems and veriﬁcation
conditions were expressed in Dynamic Logic.
In this paper, the relation betweenASM reﬁnement and data reﬁnement is explored. Data reﬁnement
expresses operations and veriﬁcation conditions using relational calculus.
We show how to bridge the gap between the different notations, and that forward simulation in the
behavioral approach to data reﬁnement can be viewed as a speciﬁc instance of ASM reﬁnement with
1:1 diagrams, where control structure is not reﬁned.
We also prove that two recent generalizations of data reﬁnement, weak reﬁnement and coupled
reﬁnement can be derived fromASM reﬁnement.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Reﬁnement is one of the fundamental concepts in the formal development of correct
software systems from abstract speciﬁcations. Almost every speciﬁcation language comes
with an associated reﬁnement concept.
Based on the reﬁnement concept introduced by Börger [5,6] in the 1990s into the frame-
work of Gurevich’s ASMs [19], a formalization and a correctness proof was given in [29].
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Amethodology for the use of theASM reﬁnement paradigm and numerous applications are
described in [7].
As with many other reﬁnement notions the reﬁnement concept is based on the use of
commuting diagrams to structure correctness proofs. The deﬁnitions given in [29] originated
from formalizing the correctness proofs for the Prolog compiler given in [8], where it was
necessary to allow more freedom for the possible shapes of commuting diagrams than
previous approaches (e.g. [10,18,26]) had allowed.
A state-based approach and commuting diagrams are also used in two other reﬁnement
notions: data reﬁnement [12] and reﬁnement of I/O automata [24]. To be compatible with
these reﬁnement notions, the deﬁnition of ASM reﬁnement was based on a very simple
notion of transition system, i.e. the semantics of ASM rules, instead of the concrete syntax
of the rules.
Since one design goal of the framework was effective deduction support, veriﬁcation
conditions were expressed in Dynamic Logic. Dynamic Logic combines the imperative,
operational style of specifying transitions as used inASMswith (ﬁrst-order or higher-order)
predicate logic to specify properties. Since speciﬁcation and veriﬁcation using Dynamic
Logic is supported by the KIV system [27], machine-supported correctness proofs for
the theory could be done, and it could be successfully applied in the already mentioned
veriﬁcation of a Prolog compiler [28,30].
This paper substantiates the claim stated in [7], that the ASM reﬁnement framework
is a suitable framework to study reﬁnement of state-based systems. We show that ASM
reﬁnement can be instantiated to the framework of data reﬁnement, as surveyed in [12].
More speciﬁcally we will prove that the notion of generalized forward simulation can
be instantiated to the notion of forward simulation in the behavioral (also known as the
blocking or guards) approach. The proofs require a precise deﬁnition how to translate the
relational description of data types to equivalent operational ASM rules. Behavioral data
reﬁnement then is the instance ofASMreﬁnement that requires a speciﬁc formof commuting
diagrams (1:1 diagrams), and an additional constraint of conformality.We also show where
the contract (also known as non-blocking or precondition) approach differs from ASM
reﬁnement.
Recently a number of generalizations have been deﬁned for data reﬁnement. Two im-
portant ones are weak reﬁnement [16] which divides operations into external and internal
ones (the internal ones being invisible), similar to internal and external actions as used in
process algebra and coupled reﬁnement [17], where one operation can be implemented by a
sequence of operations. We will show that both generalizations can be derived as instances
of ASM reﬁnement.
This paper is organized as follows: Section 2 gives an introduction to ASMs and Dy-
namic Logic. ASM reﬁnement is described in Section 3. Four distinct correctness criteria
(depending on whether termination must be preserved or not and whether only ﬁnite or
also inﬁnite traces are of interest) using Dynamic Logic are deﬁned. These two sections are
shortened versions of [29].
Section 4 deﬁnes abstract data types and data reﬁnement. Section 5 proves that the be-
havioral approach to data reﬁnement is equivalent to the special case of ASM reﬁnement
with ﬁnite input and external control. We also show that forward simulation in data reﬁne-
ment is sufﬁcient to guarantee ASM reﬁnement for speciﬁc ASMs with inﬁnite input and
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internal control. Section 6 analyzes the contract approach, which interprets the domain of
an operation as a precondition (and not as a guard, as the behavioral approach does). The
contract approach is more liberal than ASM reﬁnement, since divergent runs may be im-
plemented with terminating runs. Nevertheless, operations as used in the contract approach
are possible in ASM reﬁnement, and we give veriﬁcation conditions for this case.
Section 7 shows, how ASM reﬁnement generalizes (behavioral) data reﬁnement, and
under which circumstances the requirement of conformality can be dropped.
Sections 8 and 9 analyze how weak reﬁnement and coupled reﬁnement can be derived
as instances of data reﬁnement. Finally, Section 10 concludes.
2. Transition systems and ASMs
The deﬁnition ofASM reﬁnement is based on the following simple notion of a transition
system.
Deﬁnition 1 (Transition system). A transition system M = (S,IN,RULE) consists of a set
S of states, a subset IN ⊆S of initial states and a transition relation RULE ⊆S×S
The deﬁnition of the semantics of ASMs as a transition system can be found in [19].
It uses algebras as states and transition relation RULE is deﬁned using sets of updates. If
extensions ofASM rules that may diverge are considered, an element⊥ is assumed to be in
the set of states: e.g. for the recursive rules given in [9], state ⊥ will be the reached if and
only if no update set can be computed fromRULE. Using the logic of [32], this is equivalent
to ¬ def(RULE). It is required that ⊥/∈ IN (divergence cannot be an initial state) and that
(⊥ ,s) /∈RULE holds for all states s (RULE cannot be applied after divergence). We will
often be lax in distinguishing a transition system from anASM, especially when we deﬁne
rules operationally.
To reason over a transition systemM elementary deﬁnitions from set and relation theory
are used: for a set S, S∗ and S∞ denote the ﬁnite and inﬁnite sequences over S, S is the
union of both.  ∈ S is often called a stream over S, and we have the obvious deﬁnitions
of length() ∈ N ∪ {∞} and (n) for n length().
For a relation R ⊆ S1 × S2, dom(R) ⊆ S1 is its domain, ran(R) ⊆ S2 is its range,
and R−1 is the inverse relation that exchanges the two. For relations R1 ⊆ S1 × S2 and
R2 ⊆ S2 × S3, R1 o9R3 is their composition. Rn is the n-fold composition of R ⊆ S× S,
where R0 = id is the identity relation. R∗ and R+ are the union of all Rn for n0 and
n > 0.
Deﬁnition 2 (Final states, traces, runs and I/O behavior).
• A state s ofM is ﬁnal, ifRULE is not applicable, i.e. if s /∈ dom(RULE). The set of ﬁnal
states is denoted as OUT (output states).
• A trace (or execution)  ∈ S (written: trace()) is a ﬁnite or inﬁnite sequence of states,
such that RULE((i),(i + 1)) holds for i < length(). For a ﬁnite trace, the last state
must satisfy (length()) ∈ OUT.
• A run of M is a trace  that starts with an initial state (0) ∈ IN.
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• The partial input/output behavior PIO(M) of M is the set of pairs (s, s0) ∈ (IN\
{⊥})× (OUT \ {⊥}), such that RULE∗(s, s0).
• The total input/output behavior TIO(M) ⊆ (IN \{⊥ }×OUT) extends the partial one by
adding pairs (s,⊥ ), when s is an initial state with an inﬁnite run. 1
To reason over executions of transition systems the temporal operators AF(s,p) (“for
all executions starting with s predicate p will eventually hold”) and EF(s,p) (“for some
execution starting with s eventually p”) are deﬁned. Operators AF+(s,p) and EF+(s,p) are
used if the number of steps must be positive. Formally:
AF(s,p) :↔ ∀ . (0) = s ∧ trace()→ ∃ n. p((n))
EF(s,p) :↔ ∃ . (0) = s ∧ trace() ∧ ∃ n. p((n))
AF+(s,p):↔ s ∈ OUT ∧ (∀ s0. RULE(s,s0)→ AF(s0,p))
EF+(s,p):↔ s ∈ OUT ∧ (∃ s0. RULE(s,s0) ∧ EF(s0,p))
EF(s,p) is equivalent to ∃ s′. RULE∗(s,s′)∧ p(s′), while AF has no such deﬁnition in
terms of the transitive closure of RULE.
3. ASM reﬁnement
In this section we summarize the results of [29] on ASM reﬁnement. The deﬁnition
reﬁnes an “abstract” transition system AM = (AS,AIN,ARULE) to a “concrete” transition
system CM = (CS,CIN,CRULE). States that belong to the abstract and concrete system
will be denoted as as and cs, respectively. Other terminologywill be preﬁxed or subscripted
with “A” and “C” as necessary, to distinguish between notions of the abstract and concrete
system, e.g. A and AOUT will denote traces and ﬁnal states of the abstract system.
There are four notions of reﬁnement correctness. The ﬁrst two notions consider only the
input/output behavior of the transition systems. They use two relations IR ⊆AIN ×CIN
and OR ⊆AOUT×COUT to determine when initial and ﬁnal states are considered to be
equivalent.
Deﬁnition 3 (Preservation of partial correctness). A reﬁnement of AM to CM preserves
partial correctness with respect to (IR,OR), if for every ﬁnite run C of CM there exists a
ﬁnite run A such that the initial states are related by IR and the ﬁnal states are related by
OR.
Informally, the deﬁnition says, that runs ofCM do not yield other results than runs ofAM.
Terminating reﬁned runs simulate terminating abstract runs via the input/output correspon-
dence. For⊥ /∈ S preservation of partial correctness can be speciﬁed as PIO(CM) ⊆ IR−1
o
9PIO(AM) o9OR using partial I/O behavior. If AS = CS and IR = OR = idAS, then a re-
ﬁnement preserves partial correctness assertions (hence the name).
1 Note that ⊥ is already in S, if partial rules are considered. Then nontermination may occur due to diverging
rules as well as due to inﬁnite runs.
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Preservation of partial correctness is a weak form of reﬁnement, since ﬁnite runs may
be implemented by diverging ones. Even if the reﬁnement is complete, i.e. the reverse
reﬁnement is correct too, it is still possible to implement a system with one ﬁnite run by a
system that has the same run and in addition an inﬁnite run from the same initial state. A
stronger notion is
Deﬁnition 4 (Preservation of total correctness). A reﬁnement from AM to CM preserves
total correctness if it preserves partial correctness, and if for any inﬁnite run C there exists
an inﬁnite run A of AM such that the initial states are related by IR.
The stronger deﬁnition implies that terminating as well as non-terminating reﬁned runs
simulate an abstract run via the input/output correspondence. The inclusion TIO(CM) ⊆
IR−1 o9TIO(AM) o9 (OR ∪ {(⊥ ,⊥ )})holds, if preservationof total correctness canbeproved.
Again, if both IR and OR are identity, all total correctness assertions for the programs are
preserved.
Both deﬁnitions are still too weak to study reﬁnement of reactive systems, which should
process the same inputs and give the same outputs on inﬁnite runs. Therefore
Deﬁnition 5 (Partial and total preservation of traces). Given a relation IO ⊆AS×CS a
reﬁnement from AM to CM totally preserves traces with respect to IO if it preserves total
correctness for IR := IO ∩ (AIN×CIN) and OR := IO ∩ (AOUT×COUT), and if for any
inﬁnite run C there is an inﬁnite run A and two strictly monotone sequences i0 < i1 < · · ·
and j0 < j1 < · · · of natural numbers, such that for every k IO(A(ik),C(jk)) holds. For a
reﬁnement to partially preserve traces, the reﬁnement must preserve partial correctness and
the sequence i0 i1 · · · is only required to be monotone.
Preservation of traces adds the requirement that an inﬁnite reﬁned run must simulate the
corresponding abstract one by passing through inﬁnitely many corresponding states. The
correspondence is given abstractly by a relation IO. Typically IOwill compare intermediate
input and output of the ASMs, which is usually modeled by reading or writing external
functions. We have refrained from giving a more speciﬁc deﬁnition, to allow maximal
freedom in instantiating the relation IO. Possible concrete instances are: equality of the
traces of variables (as in TLA [22]), equality of traces of actions as in reﬁnement of IO
automata (as in [24]), IO reﬁnement using an element-wise comparison of inputs and outputs
(relations IT* andOT* in [13]). Finally, nonatomic reﬁnement of outputs is possible choosing
a suitable relation IO: if, e.g. the concrete data type represents a natural number from
the abstract data type as a sequence of bytes, then an operation that outputs the natural
number may be reﬁned to a sequence of operations where each operation outputs one
byte.
While most reﬁnements in ASM reﬁnement guarantee total preservation of traces, it is
meaningful too to ignore termination and to consider only the input and output that happens
during the run of anASM. Then a run that immediately stops and therefore has no input and
output is considered indistinguishable from a run that diverges without any input or output.
Partial preservation of traces formalizes this view, which is also taken in reﬁnement of I/O
automata [24].
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Fig. 1. Veriﬁcation of a reﬁnement using commuting diagrams.
To prove reﬁnement correctness we use commuting diagrams like the ones shown in
Fig. 1 and a coupling invariant INV between abstract and concrete states. In data reﬁnement
this relation is usually called a simulation. If we want to preserve traces with respect to IO,
then INVmust be stronger than IO: if e.g. IO says that bothASMs do the same output, INV
may be a conjunct of IO and other properties necessary to prove invariance.
Unlike in data reﬁnement, where diagrams have to match one rule application (1:1 dia-
gram), ASM reﬁnement diagrams may have any shape (“m:n diagrams”, where m abstract
transitions match n concrete transitions). Even triangular shapes are allowed, but the case of
an inﬁnite consecutive sequence of 0:n diagramsmust be prevented using somewellfounded
predicate<0n on pairs of states. Similarly, inﬁnite sequences of m:0 diagrams must also be
ruled out using <m0, if total correctness or total preservation of traces is to be achieved.
The veriﬁcation condition propagates the invariant forward through the traces (so it is a
forward or downward simulation). Since it does not preserve INV in every step, we call INV
a “generalized forward simulation”. The dual notion, generalized backwards simulation
can be deﬁned (some results are in [29]) but is even weaker in our setting than it is in
reﬁnement of I/O automata (where it is already weaker than forward simulation) and we
will not investigate it in this paper. The proof condition for a commuting diagram with INV
to be a generalized forward simulation is as follows:
INV(as,cs) ∧ ¬ (as ∈ AOUT ∧ cs ∈ COUT)
→ EF+(as, cs′.INV(as, cs) ∧ (as,cs′) <m0 (as,cs))
∨ AF+(cs, cs′.EF+(as, as′.INV(as′, cs′)))
∨ INV(as, cs′) ∧ (as, cs′) <0n (as,cs)). (VC)
Intuitively, the proof condition says: if states as and cs are related by INV and not both
ﬁnal, then it must be possible to add a commuting diagram, such that INV holds at the end:
either this diagrammay consist of abstract steps only to form a triangularm: 0 diagram (ﬁrst
disjunct,<m0 must decrease), or (second disjunct) it must ﬁnally be possible to complete a
diagram for whatever concrete steps are chosen (the size of the diagram may depend on the
choices). The number of abstract steps needed to complete the diagram may be positive,
resulting in a m: n diagram where bothm,n > 0, or it may be zero and <0n must decrease.
Given this condition it can be shown
Theorem 1 (Generalized forward simulation). A reﬁnement from AM to CM preserves to-
tal correctness if
• ∀ cs ∈CIN. ∃ as ∈AIN. IR(as,cs) (“initialize”)
• IR(as,cs)→ AF(cs, cs′. EF(as, as′. INV(as′,cs′))) (“establish invariant”)
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• veriﬁcation condition (VC) holds (“keep invariant”)
• as ∈AOUT ∧ cs ∈COUT ∧ INV(as,cs)→ OR(as,cs) (“ﬁnalize”)
It totally preserves traces, if additionally INV implies IO.For preservation of partial correct-
ness and partial preservation of traces, the condition that <0n decreases for 0: n diagrams
may be dropped in (VC).
The “initialize” condition guarantees that every initial state cs has a corresponding initial
state as with IR(as,cs). For two such states “establish invariant” guarantees the existence
of an initial commuting diagram that establishes INV (for every run starting from cs). In
applications this condition can usually be strengthened to IR ⊆ INV since INV is usually
true for as and cs already. The “ﬁnalize” condition establishes OR for ﬁnal states.
The proof of the theorem in [29] intuitively follows the construction of commuting
diagrams as shown in Fig. 1.
For formal veriﬁcation we express reﬁnement correctness and the proof obligations for
ASM rules in Dynamic Logic, which combines rules which are given operationally as
abstract programswith predicate logic formulas. Dynamic Logic deﬁnes the operators [],
〈〉 , and 〈||〉 , where  is an abstract program and  is a formula of Dynamic Logic
again (so boxes and diamonds can be nested). The meaning of the three formulas is “any
terminating run of  ends in a state where  holds”, “there is a terminating run of  which
ends in a state where  holds”, “all runs of  terminate and end in a state where  holds”.
When  is a ﬁrst-order formula 〈||〉  ([]) is just another way to denote the weakest
(liberal) precondition of  with respect to .
For the most common case of ASM rules that do not diverge (which formally means that
⊥ is neither in CS nor in AS), expressing the veriﬁcation conditions in Dynamic Logic is
easy, since in this case
EF(st,p)↔ 〈while ¬ p(st) ∧ st ∈ AOUT do TRULE〉 p(st)
AF(st,p)↔ 〈|while ¬ p(st) ∧ st ∈ AOUT do TRULE|〉 p(st)
where TRULE := choose s′ with RULE(st,s′) in st := s′.
In the formula, st is a program variable, i.e. a 0-ary dynamic function. Note, that the
nondeterministic choice done by the choose construct is just an artifact of converting the
semantics RULE (a relation) of an ASM rule back to a program of Dynamic Logic. A
syntactically given ASM rule just instantiates TRULE.
If rules may diverge, states as, cs, etc. mentioned in (VC) may be ⊥. To get veriﬁcation
conditions in Dynamic Logic which do not directly mention ⊥, it is necessary to say how
relations and predicates on the state (which are deﬁned as formulas) behave with respect
to ⊥. For the relations IO, IR, OR and INV the extension which says that ⊥ is related to
⊥, but to no other state, is chosen, and ⊥ ∈ OUT is assumed. There is a weaker alternative
here, following the contract approach of data reﬁnement (see Section 4). We will look at
this alternative in Section 6.
Using the embedding a general condition for commuting m:n diagrams can be derived.
Its formal deﬁnition in Dynamic Logic is given in [29]. Fig. 2 gives a pictorial description,
which shows the four types of allowed diagrams. States and relations after a “” symbol, as
well as dotted lines must be shown to exist, assuming the rest of the diagram is given. The
diagrams do not show that the choice between the diagrams may depend on the next steps
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Fig. 2. Commuting diagrams in ASM reﬁnement.
of CM and that all except the ﬁrst step of CM in the diagrams (B) and (D) must be steps
that cannot diverge.
4. Abstract data types and data reﬁnement
In this sectionwewill give the basic deﬁnitions of abstract data types and data reﬁnement.
For more on the history of data reﬁnement, see the books [12,13]. We will use the notation
of the latter book.
Deﬁnition 6 (Abstract data type).
An abstract data type DT = (G,S,INIT,{OPi}i∈I, FIN) consists of
• a set of global states G,
• a set of (local) states S
• a total relation INIT ⊆G×S
• relations (“operations”) OPi ⊆S×S where i is from some index set I
• a total relation FIN ⊆S×G
Relations INIT, OPi and FIN, are assumed to be the semantics of operations (ultimately
implemented by programs) just like we assumed the transition relation of an ASM to be
the semantics of an ASM rule. Initialization and ﬁnalization are assumed to be total. While
we have used ASM rules to specify operations, the operations of a data type are deﬁned
using formulas like x > 0 ∧ x′ = x + y that describe a relation on the variables. Unprimed
variables denote the state before, primed variables the state after execution of the operation
(e.g. in schemas of the Z speciﬁcation language [31]). Such a formula can be viewed as a
speciﬁcation with pre- and post-condition: the part of the formula using unprimed variables
that identiﬁes the domain of the relation (here: the pairs (x,y) such that x > 0) is the
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Fig. 3. Veriﬁcation of data reﬁnement using commuting diagrams.
precondition, while the rest of the formula that restricts the values of primed variables is
the post-condition.A technical difference betweenASM rules and operations of a data type
is the nature of the state: ASM rules use a ﬁrst-order algebra as state, while data types
use vector of variables. Obviously, a vector of variables can be represented as an algebra
of program variables (i.e. 0-ary functions that can be modiﬁed). The reverse direction is
possible too, by encoding modiﬁable functions as sets of argument-value pairs (“mappings”
in Z).
To use a data type in a program (assumed to have global state G) one has to call the
initialization operation INIT ﬁrst. This will yield an initial local state in S which can sub-
sequently be modiﬁed by the operations OPi (and no other operations). Operation FIN is
provided to ﬁnally extract a result to the global program state (the local state is destroyed
with this operation). This means that the global state of a program will change according to
the relation INIT o9OPis o9FIN, whereOPis:=OPi1 o9OPi2 o9 . . . o9OPin for is=[i1, . . . in]∈ I*.
Reﬁnement of an abstract data type ADT to a concrete data type CDT is possible only
when the two data types are conformal: they must have the same global state G (indicating
that they are used by the same program) and the same index set I. Reﬁnement replaces all
calls of abstract operations by calls of the corresponding concrete ones.
Deﬁnition 7 (Reﬁnement of data types). A (concrete) data type CDT = (G,CS,CINIT,
{COPi}i∈I, CFIN) reﬁnes an (abstract) data type ADT =(G,AS,AINIT,{AOPi}i∈I, AFIN)
if for every ﬁnite sequence is ∈ I*
CINIT o9COPis o9CFIN ⊆AINIT o9AOPis o9AFIN. (1)
It is not immediately obvious that the correctness condition as given implies that abstract
operations can be replaced by concrete ones in any program (some information on this topic
is given in [12]). In fact,ASM reﬁnement can be viewed as the reﬁnement of a program that
uses the operations, as we will see in the next section. To verify data reﬁnement, commuting
diagrams as shown in Fig. 3 are used.
That the diagrams commute, can be shown using either forward or backward simulation.
We will only consider forward simulation here. Assuming all relations OPi and FIN are
total, the following theorem can be proved.
Theorem 2 (Forward simulation for total operations [20]). If a relation R ⊆AS ×CS
can be found, such that
• CINIT ⊆AINIT o9R (“initialization”),
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• ∀ i ∈ I. R o9COPi ⊆AOPi o9R (“correctness”),
• R o9CFIN ⊆AFIN (“ﬁnalization”),
can be proved, then CDT is a correct reﬁnement of ADT
For partial relationsOPi ⊆S×S, two approaches are possible, which embed the relation
into a total relation over S⊥:= S ∪ {⊥}. The behavioral (also called the blocked or guards)
approach assumes that if an input is in dom(OPi) := S⊥ \ dom(OPi), then ÔPi has ⊥ as
successor state:
ÔPi:=OPi ∪ (dom(OPi)× {⊥})
̂INIT and F̂IN are deﬁned in the same way (G is also embedded intoG ∪ {⊥}). R̂ is deﬁned
to be R ∪ {(⊥,⊥)}. Since INIT is total, ̂INIT = INIT ∪ {(⊥,⊥)}.
The embedding can be interpreted in two ways: either ⊥ represents divergence or it
represents “OPi is not applicable”. The latter seems to be the preferred interpretation when
setting up a correspondence to process algebra (for more information on this topic and
possible interpretations of⊥ see [3]). Both interpretations use the same embedding, so they
have the same correctness conditions. The two interpretations will lead to two different
ASMs as described in Section 5.
By applying Theorem 2 and removing ⊥ from the resulting conditions the embedding
allows to prove
Theorem 3 (Forward simulation in the behavioral approach [4]). If it can be proved that
• CINIT ⊆AINIT o9R (“initialization”),
• ∀ i ∈ I. ran(dom(AOPi)  R) ⊆ dom(COPi) (“applicability”),
• ∀ i ∈ I. R o9COPi ⊆AOPi o9R (“correctness”),
• R o9CFIN ⊆AFIN (“ﬁnalization”),
then CDT is a correct reﬁnement of ADT.
In the applicability condition the notation M  R := R ∩ (M ×ran(R)) denotes the
restriction of R to the domain M.
The contract (also called the non-blocked or precondition) approach, assumes that for s /∈
dom(OPi) the operationOPi may diverge or choose a random next state (chaotic behavior).
The deﬁnition for this case is
O˜Pi:=OPi ∪ (dom(OPi)× S⊥)
˜INIT and F˜IN are deﬁned in the sameway. The contract approach uses a different embedding
of R than the one that is used in ASM reﬁnement and in the behavioral approach: it deﬁnes
R˜:=R ∪ ({⊥} × S⊥). With this embedding it can be proved that
Theorem 4 (Forward simulation in the contract approach [33]). CDT is a correct reﬁne-
ment ofADT in the contract approach, if the same conditions as for the behavioral approach
can be proved, except that the “correctness” condition is replaced by the weaker condition:
∀ i ∈ I. (dom(AOPi) R) o9COPi ⊆AOPi o9R (“correctness”).
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5. Behavioral data reﬁnement and ASM reﬁnement
At ﬁrst glance, being able to use operations in an arbitrary context seems to be rather
different from considering a concrete transition system, such as the one an ASM typically
provides. Of course it is possible to view the full transition relation ARULE∗ of an ASM
as the only operation of an abstract data type (reﬁnement replaces the whole ASM with
CRULE∗), but this does not really give much insight.
It makes more sense to view an abstract data type as an instance of an ASM, where
the operations OPi correspond to ASM rules that modify the current state st (a dynamic
function of arity 0). Three problems have to be solved to translate a data type to an ASM.
First, a suitable ASM rule has to be deﬁned that executes operations. Second, conformality
of operations has to be enforced and third, the difference in initialization and ﬁnalization
has to be considered.
A solution for the ﬁrst problem is easy: for total rules the corresponding ASM rule is
simply
TRULEi := choose s′ ∈S with OPi(st,s′) in st := s′.
For the behavioral approach an operation OPi is translated to
BRULEi := if st ∈ dom(OPi) then TRULEi else abort,
where abort is the always diverging program. The semantics of rulesTRULEi andBRULEi
coincides with the relations OPi and ÔPi.
A way to solve the second problem, is to enforce conformality by completely removing
control over the selection of rules from the ASM and to shift it to the environment. The
resulting ASM just reacts to the environment, which provides a ﬁnite sequence of inputs
is ∈ I∗ stored in a program variable il in the initial state of the ASM. For the behavioral
approach there are then two possibilities to deﬁne anASM, depending on the interpretation
of ⊥.
If ⊥ is interpreted as “the operation cannot be applied outside of its domain” then the
ASM must stop in this case:
BERULE(DT) := if il = [] ∧ st ∈ dom(OPi)
then BRULEhead(il)
il := tail(il)
(it does not matter whether BRULEhead(il) or TRULEhead(il) is used here). If, on the other
hand, ⊥ is interpreted as “if the operation is applied outside of its domain, it diverges” we
get
DERULE(DT) := if il = []
then BRULEhead(il))
il := tail(il),
where head and tail are the usual operations on sequences.
Using these rules, ASMs can be deﬁned as follows (the “B” and “D” stand for the
blocking and diverging variant of the behavioral approach, the “E” for external control, the
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superscript “∗” indicates the ﬁnite number of inputs; other variants will be deﬁned
later on)
BEM∗(DT) = (S×I∗, ran(INIT)×I∗, BERULE(DT))
DEM∗(DT) = (S×I∗, ran(INIT)×I∗, DERULE(DT)).
Both ASMs start with initial states in ran(INIT). Computations of DEM∗(DT) end
when the list of inputs is empty, and this ASM may diverge. BEM∗(DT) never
diverges, but computations may stop with a nonempty list of inputs. Both ASMs are
completely passive, they just react to buttons pushed, i.e. inputs provided by the
environment.
Finally, when comparing reﬁnements we have to consider the third problem, which is the
difference in initialization and ﬁnalization: sinceASMs are deﬁned like automata using ini-
tial and ﬁnal states, ASM reﬁnement compares these states using two relations IR andOR.
Data reﬁnement is more complex, since it requires an additional set G, and initialization
and ﬁnalization operations. Unfortunately there are cases where these two are incompatible:
consider a correct data reﬁnement and assumeCINIT(g,cs) and (COPis o9CFIN)(cs,gk) for
some is and both k = 1,2. Then there may be two different states as1 and as2 such that
AINIT(g,ask) and (AOPis o9AFIN)(ask,gk) holds. This implies that in the ASM reﬁnement
IR(ask,cs) should hold, to have a corresponding abstract run for both concrete runs starting
with cs. But IR(as2,cs) also would imply that the run with result g1 must have a corre-
sponding run starting with as2, which may not be the case. Therefore, deﬁning relations IR
and OR such that the ASM reﬁnement from BEM∗(ADT) to BEM∗(CDT) is correct is not
possible in general.
There are two ways out of this problem: one is to extend the ASM rule to include the
initialization and ﬁnalization operations. The other is to focus on reﬁnements that can be
veriﬁed using forward simulation.
The ﬁrst solution deﬁnes BINITRULE and BFINRULE from INIT and FIN like BRULEi
was deﬁned from OPi and has the following rule:
EXTDERULE(DT) := if ¬ ﬁnal
then if init
then BINITRULE
init := false
else if il = []
then BRULEhead(il)
il := tail(il)
else BFINRULE
ﬁnal := true.
The resulting ASM EXTDEM∗(DT) has a state consisting of four components st ∈ (G
∪ S), il ∈ I∗, init ∈Bool and ﬁnal ∈Bool. Initial states have st ∈G, init = true and ﬁnal
= false. The ASM diverges on attempts to apply an operation OPi, when st /∈ dom(OPi).
EXTBEM∗(DT) is deﬁned like EXTDEM∗(DT), but with the additional check st ∈ dom
(OPhead(il)) as for BEM∗(DT) above. This ASM stops computation, when st /∈ dom
(OPhead(il)). The extended ASMs allow to compare ASM reﬁnement to data reﬁnement
in general as the following theorem holds.
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Theorem 5 (Data reﬁnement and ASM reﬁnement). The following three notions are equiv-
alent:
• The data reﬁnement from ADT to CDT is correct in the behavioral approach
• The ASM reﬁnement from EXTDEM∗(ADT) to EXTDEM∗(CDT) preserves total cor-
rectness for IR and OR both identity on G.
• The ASM reﬁnement from EXTBEM∗(ADT) to EXTBEM∗(CDT) preserves total cor-
rectness for IR identity on G and
OR(as, ilsA, ﬁnalA, cs,ilC, ﬁnalC)
:= ilA = ilC ∧ ﬁnalA ∧ ﬁnalC
∧ (ilA = []→ as = cs ∈G)
∧ (ilA = []→ as ∈ dom(AOPhead(ilA)) ∧ cs ∈ dom(COPhead(ilC))).
The proof is obvious by comparing deﬁnitions.
The theorem shows that interpreting⊥ as divergence in the behavioral approach is mean-
ingful and even leads to a closer correspondence to ASM reﬁnement than the (standard)
blocking interpretation. The latter interpretation must explicitly mention runs which are
aborted because of an inapplicable rule (last line in the deﬁnition of OR), while for the
former (⊥,⊥) ∈OR matches rules that diverge implicitly.
Adding initialization and ﬁnalization operations to the ASMs is necessary only if the
data reﬁnement cannot be proved using forward simulation. Otherwise the simpler ASMs
DEM∗(DT) (or BEM∗(DT)) are sufﬁcient.
Theorem 6 (Forward simulations in data and ASM reﬁnement).
• If the reﬁnement from ADT to CDT can be veriﬁed using the forward simulation R, then
the reﬁnements from BEM∗(ADT) to BEM∗(CDT) and from DEM∗(ADT) to DEM∗
(CDT) totally preserve traces for IO := R. This implies that they also preserve total
correctness for IR := R ∩ (AIN×CIN) and OR := R ∩ (AOUT×COUT).
• If the ASM reﬁnement from BEM∗(ADT) to BEM∗(CDT) (or the one from DEM∗(ADT)
to DEM∗(CDT)) can be veriﬁed using an invariant of the form
INV(as,ilA,cs,ilC) := R(as,cs) ∧ ilA = ilC (2)
and 1:1 diagrams only, then the reﬁnement of ADT toCDT is correct and can be veriﬁed
using the forward simulation R.
Theproof ofTheorem6was formally done usingKIV. For theﬁrst item it is shown, that the
correctness conditions of forward simulation imply the conditions ofASM reﬁnement when
using the invariant as given in (2): the “initialize” condition follows from “initialization”
and the fact that CINIT and AINIT are total. “establish invariant” is trivial by deﬁnition.
“correctness” and “applicability” are cases (B) with one rule application and (C) as given
in Fig. 2. “ﬁnalize” is trivial again. Note that since the ASMs do not use operations AFIN
and CFIN, the “ﬁnalization” condition is not needed to establish the conditions of ASM
reﬁnement. It is needed for the proof of the second part of the theorem, i.e. that
∀ is ∈ I∗. CINIT o9COPis o9CFIN ⊆AINIT o9AOPis o9AFIN (3)
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is implied by correctness of an ASM reﬁnement with 1:1 diagrams. Again, due to the
difference in initialization and ﬁnalization, there is a small gap between ASM reﬁnement
and data reﬁnement: preservation of total correctness guarantees thatCOPis(cs,cs′) implies
∃ as, as′. IR(as,cs) ∧ AOPis(as,as′) ∧ OR(as′,cs′).
This is slightly weaker than the condition of data reﬁnement:COPis(cs,cs′) and (3) implies
∀ as. IR(as,cs) → ∃ as′. AOPis(as,as′) ∧ OR(as′,cs′),
i.e. it guarantees that every initial state as with IR(as,cs) has a corresponding abstract run
to the concrete one from cs to cs′ (and “initialization” implies there is at least one), while
ASM reﬁnement only requires that there is some initial state as with a corresponding run.
Nevertheless, inspection of the formal proof of Theorem 1 in [29] shows that the veriﬁcation
conditions ofASM reﬁnement guarantees the stronger condition too: since the main lemma
given as formula (16) on p. 28 already guarantees correspondence for all abstract runs,
only the small part that proves the strengthened main theorem from this lemma has to be
adapted.
Summarizing we have: behavioral data reﬁnement is reﬁnement of ASMs with external
control and ﬁnite sequences of operations.
The assumption that the sequence is ∈ I∗ is ﬁnite has been made, to get the exact
correspondence to data reﬁnement. An inﬁnite sequence is ∈ I∞ or both ﬁnite and inﬁ-
nite sequences is ∈ I is possible too, resulting in ASMs BEM∞(DT), DEM∞(DT) and
BEM(DT),DEM(DT). It is also possible to move control to theASM itself. The simplest
ASM in this case is, e.g. DIM∞(DT) which has the rule
DIRULE∞(DT) := choose i ∈ I in BRULEi.
To block the application of rules outside their domain, there are again two possibilities:
Either the ASM can choose i ∈ I arbitrarily, and stop computation if for this choice st
/∈ dom(OPi) does not hold. Or the ASM can choose only such an i ∈ I that satisﬁes st
/∈ dom(OPi) and stop only, if none is available. Both choices are possible. For the latter
choice and a ﬁnite sequence of inputs BIM∗(DT) has the following rule:
BIRULE∗(DT) := if cnt = 0 ∧ ∃ i. st ∈ dom(OPi)
then choose i ∈ I with st ∈ dom(OPi)
in BRULEi
cnt := cnt −1.
The rule uses an additional state component cnt to limit the number of rule applications.
Its initial value is an arbitrary natural number.
For all of these machines we can prove that data reﬁnement using forward simulation
implies ASM reﬁnement:
Theorem 7 (Forward simulation (behavioral) implies ASM ref.). If the reﬁnement of ADT
to CDT can be proven correct using forward simulation with R in either for the approach
with total relations or with respect to the behavioral approach, then each reﬁnement from
YXM(ADT) to YXM(CDT), where Y ∈ {B,D}, X ∈ {E,I} and  ∈ {∗,∞,} is an ASM
reﬁnement that totally preserves traces with respect to R.
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The theorem is proved using
INV(as,gsA,cs,gsC) := R(as,cs) ∧ gsA = gsC.
6. The contract approach and ASM reﬁnement
While data reﬁnement is an instance ofASMreﬁnement in the behavioral approach, things
are different for the contract approach, even though the interpretation of ⊥ as divergence
seems to be a closer match. There are two differences: the ﬁrst shows up, when one tries to
ﬁnd an ASM rule that formalizes the chaotic behavior of operations outside their domain.
The closest match is
CRULEi := if st ∈ dom(OPi) then TRULEi else chaos,
where chaos changes the state randomly or diverges. Formally
chaos := choose b ∈ Bool, s′ ∈ S in if b then st := s′ else abort.
The semantics of CRULEi is
O˜Pi:=OPi ∪ ((S \ dom(OPi))× S⊥) ∪ {(⊥,⊥)}
while O˜Pi additionally includes {⊥} × S. This semantics has the strange effect that an
operation can recover from divergence to produce a ﬁnal result in G. It seems, one moti-
vation for this semantics is to allow the reﬁnement relation to be the subset relation. 2 The
reﬁnement relation is also the source for the second difference: the contract approach may
implement a diverging run by a terminating one.
The ﬁrst difference is of technical nature. Using an ASM rule CRULEi with semantics
O˜Pi can be justiﬁed by the following theorem, which uses a reﬁnement relation ⊆⊥, that
explicitly mentions the possibility of implementing a diverging by a terminating run.
Theorem 8 (Modiﬁed semantics for the contract approach). If the veriﬁcation conditions
of the contract approach hold, then
∀ is ∈ I∗.˜CINIT o9˜COPis o9˜CFIN ⊆⊥˜AINIT o9˜AOPis o9˜AFIN,
where
R1 ⊆⊥ R2 :↔ ∀ g,g′ ∈G⊥. R1(g,g′)→ R2(g,g′) ∨ R2(g,⊥ )
˜CINIT o9 R˜ ⊆˜AINIT is equivalent to “initialization”. R˜ o9˜COPi ⊆˜COPi o9 R˜ is equivalent
to the “correctness” and “applicability” condition. R˜ o9
˜CFIN ⊆⊥ ˜AFIN is equivalent to
“ﬁnalization”.
2 Another reason is that the semantics of recursion together with (inﬁnite) nondeterminism is simpler for a
demonic semantics (see [12]) than in the general case as deﬁned, e.g. in [11].
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The formal proof in KIV for the ﬁrst part is a simple induction over the length of is.
The second part uses similar calculations than the ones of the original proof. The theorem
shows that the use of a semantics, which recovers from ⊥, is not mandatory in the contract
approach.
The fact, that data reﬁnement in the contract approach allows to implement a diverging
run by a terminating one, is more difﬁcult to accommodate. It would require a different
embedding of the relations used in ASM reﬁnement: IO, IR, OR and INV would have to
relate ⊥ on the abstract level to every state (including ⊥) on the concrete level. Also, we
would have to assume ⊥ /∈ OUT and to include {(⊥,⊥)} ∈RULE.
We leave an investigation of the contract embedding forASM reﬁnement and the deriva-
tion of general commuting diagrams, similar to the ones given in Fig. 2, as future work,
but would like to remark that there are two restrictions implied by the contract approach:
ﬁrst, although the embedding is sufﬁcient to guarantee that total correctness assertions are
preserved (since no total correctness assertions hold for a diverging run), partial correctness
assertions are preserved only for rules with a demonic semantics (i.e. when (s,⊥ ) ∈RULE
implies (s,s′) ∈ RULE for all s′; potential divergence is considered as bad as mandatory
divergence). This would require to forbid an ASM rule like
choose b ∈Bool in if b then skip else abort
which may nondeterministically diverge (abort) or behave like identity (skip), and which
has the semantics id ∪ S×{⊥ }.
Second, the weaker embedding seems neither appropriate for compiler veriﬁcation nor
for reactive systems: in compiler veriﬁcation, if an interpreter of the source code (i.e. the
ASMof the abstract level) fails to deliver a result by diverging (ormore general: by diverging
or returning an error), it does not seem reasonable that the processor (i.e the ASM of the
concrete level) should produce a correct result for the compiled program.
Similarly, for reactive systems, a run that diverges immediately should not be imple-
mented with a (ﬁnite or inﬁnite) trace of the system which performs input and output as
expected.
Even though reﬁnement of diverging with terminating runs is not possible in ASM re-
ﬁnement, rules with chaotic behavior outside their domain can be accommodated as the
following theorem shows. The theorem usesCXM, which is the transition system with the
same deﬁnition as DXM, except that BRULEi has been replaced by CRULEi.
Theorem 9 (Forward simulation (contract) and ASM reﬁnement). If the reﬁnement ofADT
to CDT can be veriﬁed using forward simulation with R using the contract approach, and
if
∀ cs. ∃ as. R(as,cs) (“full range”)
(or equivalently ran(R) =CS)holds, thenall reﬁnements fromCXM(ADT) toCXM(CDT)
where X ∈ {E,I} and  ∈ {∗,∞,} totally preserve traces.
Again, this theoremhas been formally veriﬁed usingKIV.The extra “full range” condition
prevents implementing diverging runs by terminating ones. A diagram with (as,cs) ∈R,
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as /∈ dom(AOPi), (cs,cs′) ∈COPi now commutes by choosing an arbitrary as′ with
R(as′,cs′).
7. Generalizing data reﬁnement to ASM reﬁnement
Data reﬁnement considers ASMs where control must be purely external. But many of
the case studies that were done in ASM reﬁnement are not of this restricted kind, and
from the examples we have looked at, neither are many examples done in speciﬁcation
languages such as B [1], Z [31] or VDM [21]. Typically, there may be input (in ASMs
via external functions, in Z via input parameters) that directly or indirectly inﬂuences the
transitions an ASM does, but the ASM decides itself which rule to apply next, not the
environment.
AnASM which chooses the next rule application itself is typically the result of encoding
a program that uses the operations of a data type as a transition system. Such encodings
are common in temporal logic (e.g. in TLA [22], or in the Step prover [2]). They result in
an interpreter, which typically has a program counter (or several, if parallel programs are
considered) which controls execution. Abstractly, such an ASM has a current global state
gst (a 0-ary dynamic function) with values in some set G in addition to the current state
st of the data type. In addition to executing some OPi that changes the local state st, the
global state gst is modiﬁed executing an ASM rule CTRL that may read both st and gst.
The choice of which rule to apply next (or to stop) is controlled by a predicate p. Assuming
initial states IN ⊆S×G, this leads to the deﬁnition of an ASM
GM(DT,p,G,IN, CTRL) := (S×G, IN, GRULE(DT,p,G,CTRL))
with the following rule:
GRULE(DT,p,G,CTRL) = if ∃ i. p(st,gst,i)
then choose i ∈ I with p(st,gst,i)
in CTRL
TRULEi.
Note, that the predicate p may implement guards, which truly block rules from being exe-
cuted, so we may have guards as well as preconditions inASM rules. Therefore, simulating
the guards and preconditions of the B speciﬁcation language [1] or the approach in [25]
should be possible, but we leave a careful analysis of this topic to further research. Many
variations of thisASM are possible: e.g. operations may read from or write to other streams
stored in G than the sequence of indices that were present in the machines with external
control (as is done in IO reﬁnement in Z). Also INIT and FIN may be used as additional
operations. Therefore, thisASM is not a “most general”ASM. Nevertheless, it has the prop-
erty that it subsumes the ASMs of the previous section by suitable instantiation of p,G, IN
and CTRL, e.g. DEM∗(DT) is the instance with
G := I∗, p(st,il,i) := il = [] ∧ i = head(il) and
CTRL = if st ∈ dom(OPhead(il)) then il := tail(il) else abort.
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A reﬁnement of GM(ADT,p,G,IN, CTRL) may consist in data reﬁnement and choose to
replace the operations by those of CDT. It is correct then, if the data reﬁnement is correct,
and the possible rules that may be selected are reduced
R(as,cs) ∧ pC (cs,g,i) → pA(as,g,i).
But now that the ASM has operations and control it is natural to consider not only (data)
reﬁnement of operations, but also reﬁnement of the control structure CTRL. A simple
example is moving control from or to the ASM:
Theorem 10 (Internal and external control). Given a data type DT, XEM(DT) is a cor-
rect and complete (i.e. the reverse reﬁnement is also correct) reﬁnement of XIM(DT), for
every X ∈ {B,D,C},  ∈ {∗,∞,} that totally preservers traces for R := idS.
The proof that the reﬁnement is correct is a simple forward simulation as in data reﬁne-
ment. Note that the “total range” constraint of Theorem 8 is trivially satisﬁed for R = id in
the case X = C. For completeness, backward simulation proves the case where  = ∗. The
other two cases require to look at inﬁnite traces A of XIM. Now each two successive states
are related by some OPi: we have OPik ((k), (k+1)). Therefore, XEM will execute the
same trace given the input sequence  k. ik, proving reﬁnement. Many other examples of
reﬁnements of the control structure are found in compiler veriﬁcation, e.g. reﬁnement may
do peephole optimization (see [28, Chapter 7]).
Recently generalizations of reﬁnement that modify control have also been considered in
data reﬁnement, and we will study two such generalizations in the following two sections,
weak reﬁnement and coupled reﬁnement. A fourth simple generalization is reﬁnement still
using arbitrary 1:1 diagrams, but dropping the requirement of conformality using a relation
 between the two index sets I and J. At least one (usually exactly one) abstract operation
for every concrete one is required.
Theorem 11 (ASM reﬁnement with 1:1 diagrams). Given two data types ADT = (G,AS,
AINIT, {AOPi}i∈I, AFIN) and CDT = (G,CS,CINIT,{COPj}j∈J, CFIN), and a relation 
⊆ I× Jwith ran() = J, theASM reﬁnement fromGM(ADT,pA,G,ran(AINIT)×G,CTRL)
to GM(CDT,pC,G,ran(CINIT) × G,CTRL) totally preserves traces with respect to R, if
• CINIT ⊆ AINIT o9R (“initialization”),
• ∀ g ∈ G. ∀ i, j. (i,j) ∧ pC(cs,g,j) ∧ R(as,cs) ∧ COPj(cs,cs′),
→ ∃ as′. AOPi(as,as′) ∧ R(as′,cs′) (“correctness”),• ∀ g ∈ G. ∀ i ∈ I. pC(cs,g,j) ∧ R(as,cs) ∧ cs /∈ dom(COPj),
→ as /∈ dom(AOPi) (“applicability”),
• ∀ g ∈G. ∀ i,j. (i,j) ∈  ∧ R(as,cs) ∧ pC(cs,g,j) → pA(as,g,i),
(“guard inclusion”).
Note that for pA = pC = true the conditions are equal to the original conditions of behav-
ioral data reﬁnement, except that COPi has been replaced by COPj. For data reﬁnement
[13] deﬁnes a similar notion called alphabet translation. For simplicity, an injectivemapping
: I → J is assumed (if necessary, operations on the concrete level can be duplicated).
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Alphabet translation allows to add arbitrary extra operations outside ran(), which is not
allowed in ASM reﬁnement, since it may add new behavior. Adding operations can be
done, when the data type deﬁnes a constraint, which deﬁnes an upper bound on what new
operations can do, as in the approach of [23]. The constraint is then viewed as an abstract
operation that all new methods must implement.
A correct reﬁnement with only 1:1 diagrams that totally preserves traces with respect to
R still shares the important property with data reﬁnement that it preserves invariants as well
as both partial and total correctness assertions for every pair of corresponding operations:
Theorem 12 (Partial and total correctness for 1:1 diagrams). Given a correct reﬁnement
as in the previous theorem, and a pre- and post-condition for AOPi, then the reﬁnement
preserves partial and total correctness for every pair (i,j) ∈ and every pair of pre-
postconditions , :
(astas → [ARULEi] astas )
→ (∃ as. R(as,cst) ∧ ) → [CRULEj] (∃ as. R(as,cst) ∧ ), (4)
(astas → 〈| ARULEi|〉 astas ) → (∃ as. R(as,cst) ∧ ) → 〈| CRULEj|〉(∃ as. R(as,cst) ∧ ), (5)
If astas is an invariant of all abstract operations, then ∃ as. R(as,cst) ∧  is an invariant
of all concrete operations.
Note that since ASM rules ARULEi and CRULEj modify the 0-ary dynamic functions
ast and cst, which cannot be quantiﬁed in ﬁrst-order logic, variable asmust be substituted
by ast in  and  as shown. Also remember, that → []  in formula (4) is equivalent
to the Hoare triple {}{}, and that → 〈||〉  in (5) is the same as → wp(,) in
Dijkstra’s wp calculus. Implementation of operations given by pre- and post-condition is the
speciﬁc case, where 1:1 diagrams are useful. Other diagram types than 1:1 diagrams as used
in ASM reﬁnement do not preserve partial and total correctness assertions for operations
any longer. Invariants are only preserved in a weaker sense (see [28, Chapter 6.5]).
8. Weak reﬁnement as an instance of ASM reﬁnement
Weak reﬁnement [13] assumes that the operations of a data type are divided into external
and internal operations. The index set is the disjoint union I .∪ E andOPi is external if i ∈ E.
External operations are controlled by the environment. In between two external operations,
a program over the data typemay execute any number of internal operations. In a reﬁnement
between two data types, conformality must be kept between external operations, while the
set of internal operations may be arbitrarily changed (using different sets of indices I and
J, both disjoint from E).
Deﬁnition 8 (Weakdata reﬁnement). GivendatatypesADT = (G,AS,AINIT, {AOPi}i∈E .∪ I,
AFIN) and CDT = (G,CS,CINIT,{COPj}j∈E .∪ J, CFIN) the reﬁnement from ADT to CDT
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Fig. 4. Veriﬁcation of a weak reﬁnement using commuting diagrams.
is a correct weak reﬁnement, if 3
∀ js ∈J∗, gs, gs′. (CINIT o9COPjs o9CFIN)(gs,gs′)
→ ∃ is ∈ I∗. is |E = js |E ∧ (AINIT o9AOPis o9AFIN)(gs,gs′)
where is |E and js |E are the restrictions of is and js to elements in E.
Weak reﬁnement can be proved using either a weak forward or a weak backward simu-
lation. For a weak forward simulation R, the correctness criterion is:
Theorem 13 (Weak forward simulation). A weak data reﬁnement from ADT to CDT with
total relations AOPi, COPi is correct, if a relation R and a wellfounded order < on CS
can be found such that
• CINIT o9CIOPS ⊆AINIT o9AIOPS o9R (“initialization”)
• ∀ i ∈E. R o9CIOPS o9COPi o9CIOPS
⊆ AIOPS o9AOPi o9AIOPS o9R (“correctness”)
• R o9CIOPS o9CFIN ⊆AIOPS o9AFIN (“ﬁnalization”)
• ∀ j ∈ J. R(as,cs) ∧ COPj(cs,cs′)→ cs′ < cs (“decrease”)
whereCIOPS := (⋃j ∈ J COPj)∗ andAIOPS := (⋃i ∈ I AOPi)∗ are the reﬂexive, transitive
closures of the internal operations.
Two remarks should be made about the theorem: ﬁrst, weak data reﬁnement need not
satisfy that for j ∈ J
R(as,cs) ∧ COPj(cs,cs′)→ ∃ as′. AIOPS(as,as′) ∧ R(as′,cs′) (6)
as claimed in [13], since the abstract states needed for different numbers of internal steps
may all be on different traces (assume AOP, that adds some random number n to the state,
while CDT calls an incrementing COP n times). Second, the deﬁnition in [13] uses an
expression E that must decrease, to deﬁne the well founded order. For the approach to be
correct, it is necessary that this expression is deﬁned over CS only, not over CS×AS (as
the analogy to ASM reﬁnement would suggest).
ASM reﬁnement is almost an instance of weak reﬁnement, where theASM rule is viewed
as an internal operation. The match is not exact for two reasons: ASM rules may express
relations that are an arbitrary subset of (S×S ∪ {⊥ }) and ASMs do not require that any
state is “potentially ﬁnal”. This holds for data types, since ﬁnalization is total, i.e. applicable
in any state. An ASM decides internally when a run is ﬁnished. The fact that ﬁnalization
3 See [14] for an equivalent deﬁnition.
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may be called at any point during the computation prevents the use of m: n diagrams with
n > 1.
Therefore the conditions for a correct weak reﬁnement are stronger than those of ASM
reﬁnement: weak reﬁnement assumes that all diagrams as shown in Fig. 4 commute. This
implies, that for every intermediate state cs during the run of the concrete machine, there
exists an abstract state aswhere the same number of external operations has been executed,
such thatR(as,cs). Theweaker condition ofASM reﬁnement requires only that the coupling
invariant holds at least once between two external operations. It is easy to deﬁne reﬁnements
that satisfy the weaker condition of ASM reﬁnement for a speciﬁc invariant, but not the
condition of weak data reﬁnement: almost all reﬁnements in compiler veriﬁcation are of
this type. They reﬁne an operation that interprets a certain source code operation (which
typically is an internal operation, since most instructions of a programming language do
not produce output or consume input) non-atomically by a sequence of a n assembler
instructions. ASM reﬁnement will verify the corresponding 1:n diagrams, using a coupling
invariant that does not hold in the middle of these diagrams.
To show that weak reﬁnement is an instance of ASM reﬁnement, we consider an ASM
WM(DT) (again this is an instance of the generic ASM GM) that has a ﬁnite or inﬁnite
sequence of external operations es ∈E stored in a program variable el. TheASM blocks
operations which are not applicable. In each transition the ASM chooses nondeterministi-
cally either to stop, to execute the external operation OPhead(el), or to perform an arbitrary
internal operation. Since in general, weak reﬁnement does not allow a deﬁnition of OR
(the problematic case is, when for R(as,cs), CFIN(cs,gs1) and CFIN(cs,gs2) two differ-
ent abstract states as1 and as2 are necessary such that AIOPS(as,as1), AFIN(as1,gs1),
AIOPS(as,as2) and AFIN(as1, gs2)) the ASM rule applies FIN with BFINRULE explic-
itly:
WRULE(DT) := if ¬ ﬁnal then
choose b ∈Bool, i ∈ I ∪ E
with b ∨ st ∈ dom(OPi) ∧
(i ∈ I ∨ el = [] ∧ i = head(el))
in if b
then BFINRULE
ﬁnal := true
else TRULEi
if el = [] ∧ i = head(el) then el := tail(el).
Even for ﬁnite input es ∈E∗, this ASM may have inﬁnite runs that consist of internal
operations only (livelock), a possibility implicitly assumed in [13]. Since data reﬁnement
considers ﬁnite runs only, neither the “no livelock” assumption for the abstract machine,
nor the “decrease” condition, which ensures no livelock for the concrete machine is really
needed in the correctness proof (it would not be needed if the ASM would execute a ﬁnite
number of operations either). To show that the reﬁnement preserves fairness is simple, since
the coupling invariant will imply that elA = elC. So, if the concrete trace inﬁnitely often
removes elements from the stream elC, the abstract trace must do the same to keep the
equality.
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Before we can verify thatWM(CDT) reﬁnesWM(ADT), we have to consider the problem
of initialization: weak data reﬁnement does not always allow to deﬁne an equivalence
relation IR on AIN×CIN, since two runs of CDT that start with the same initial state cs
(i.e. CINIT(gs,cs) for some gs) may have corresponding abstract runs that start with two
different initial abstract states as1 and as2 (withAINIT(gs,as1) andAINIT(gs,as2)). Since
we have not seen such examples in practice, and condition (6) even implies impossibility
of this case, we chose to deﬁne IR
IR(as,cs) :↔ ∃ gs. CINIT(gs,cs) ∧ (AIOPS o9R)(as,cs). (7)
State as is the initial state that is used to complete the smallest initial diagram, where no
concrete internal operations have been applied. Assuming
IR o9CIOPS ⊆AIOPS o9R (8)
we can verify
Theorem 14 (Weak forward simulation implies ASM reﬁnement). If the reﬁnement from
ADT to CDT is a correct weak data reﬁnement, and if IR as deﬁned in (7) satisﬁes (8),
then the reﬁnement of WM(ADT) to WM(CDT) is a correct ASM reﬁnement that totally
preserves traces for R and total correctness for
OR(as,elA,ﬁnalA,cs, elC,ﬁnalC) := as = cs ∈G ∧ ﬁnalA ∧ ﬁnalC ∧ elA = elC.
The operations OPi may all be partial in this reﬁnement.
Note that even though partial relations are used in the theorem, only the conditions of
Theorem 13 are needed, an “applicability” condition as in the behavioral approach is not
necessary for the correctness proof. The reason is that the ASM has no blocking behavior:
if neither an internal nor the next external operation is applicable, the ASM applies the
ﬁnalization operation.
The direct proof with KIV that we did is technically rather involved, the simple attempt
with
INV(as,elA,ﬁnalA,cs, elC,ﬁnalC) := R(as,cs) ∧ elA = elC ∧ ﬁnalA = ﬁnalC
fails. The problem lies in the deﬁnition of the < predicate on concrete states: consider a
run C starting with cs, and assume R(as,cs) holds. To guarantee absence of livelock it
must be proved that the states on the trace decrease, while internal operations are applied:
C(0) > C(1) > C(2) > · · · implies that ultimately an external operation must be applied.
Now C(0) > C(1) follows from “decrease”, since we have a corresponding abstract state
as. But to show, that C(1) > C(2) a state as′ is necessary with R(as′,C(1)). Now, since
condition (6) does not hold in general, R(as,cs) is not sufﬁcient to guarantee the existence
of this state on the trace starting with as.
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Fig. 5. Three ASM reﬁnements that simulate weak data reﬁnement.
Therefore, we relate each state cs with a state as, that occurred one diagram earlier
INV(as,elA,ﬁnalA,cs,elC, ﬁnalC)
:↔ ¬ ﬁnalA ∧ ¬ ﬁnalC
∧ (∃ i ∈E. elA = [i] + elC ∧ (R o9CIOPS o9COPi o9CIOPS)(as,cs))
∨ OR(as,elA,ﬁnalA,cs, elC,ﬁnalC).
The disjunction withOR is needed for those runs, that do not apply any external operations.
Now, executing an internal step in cs adds a 0:1 diagram. To show that “decrease” implies
that the resulting state cs′ is less than cs (using the given order < as <0n), a state as′
with R(as′,cs) is found via completing one commuting diagram of weak data reﬁnement.
But note, that this diagram and the resulting state as′ will not be used to construct the
corresponding trace. Again, when (6) is false execution of more internal operations may
require to choose a different abstract run. as′ is only used in the other case, when CDT
executes the next external step from cs to cs′ to complete a n: 1 diagram. Then as′ will be
the corresponding state for cs′. Again, as′ is then one external operation behind cs′. The
details of this proof are quite elaborate, and it is the only one we found so far that requires
the general “init” condition of ASM reﬁnement (instead of just IR ⊆ INV).
The reﬁnement can also be veriﬁed another way that is even sketched in [13]: weak
reﬁnement can be viewed as ordinary data reﬁnement (with external operations only) of an
abstract data type ADT∗ with operations
AOP∗e := AIOPS o9AOPe o9AIOPS (9)
to an analogously deﬁned (conformal) data type CDT∗. We can formalize this, by looking
at the corresponding ASMs BEM(ADT∗) and BEM(CDT∗). 4 This means the veriﬁ-
cation can be done as a composition of the three ASM reﬁnements from WM(ADT) via
BEM(ADT∗) and BEM(CDT∗) toWM(CDT∗), as shown in Fig. 5.
4 The ASMs used here differ slightly from the ones of Section 5: like WM they must apply the ﬁnalization
operation at the end of each run.
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Theﬁrst reﬁnement is a trivialASM reﬁnementwith n:1 diagrams and identity as coupling
invariant. The second reﬁnement is standard data reﬁnement. The only difﬁcult reﬁnement
is the one from BEM(CDT∗) toWM(CDT∗). The coupling invariant for this case is
INV(cs∗,cs) :↔ CIOPS(cs∗,cs) ∧ reachable(cs),
i.e.WM(CDT∗)may have done some more internal operations.We get an m: 1 diagram for
the case, whereCDT executes an external operation and 0:1 diagrams, whenCDT executes
an internal operation. The reachability condition reachable(cs), deﬁned as ∃ gs ∈G, js
∈ (E ∪ J)∗. (CINIT o9COPjs)(gs,cs) is needed to prove, that inﬁnitely many 0:1 diagrams
are impossible, “decrease” is applicable, since the lemma
reachable(cs)→ ∃ as. R(as,cs)
can be proved by wellfounded induction on the number of steps executed by CDT. Note
that in these reﬁnements, no embedding is used. All operations may be applied only, when
the current state is in their domain.
Using the behavioral or contract embedding is possible for weak reﬁnement, but the
embedding should not be used for internal operations, as [13] motivates from a process
algebraic view. A suitable embedding for an internal operation IOP is therefore
ÎOP = IOP ∪ {(⊥,⊥)}. (10)
With this embedding an internal operation is never applied outside its domain, and programs
that diverge (or block) may be continued with internal operations (still remaining in that
state). This embedding commutes with forming ﬁnite sequences, i.e.
̂CIOPS =
(⋃
j∈J
̂COPj
)∗
holds. We use this embedding for internal operations in both the contract as well as the
behavioral approach of reﬁnement. External operations EOP still use ÊOP and E˜OP as
deﬁned in Section 4.
To deﬁne the correctness conditionswe need the notion of the strong domain sdom(COP)
of an external operation COP. The strong domain consists of those states cs, that do not
allow to choose any sequence of internal operations, such that COP diverges (or blocks) in
the resulting state cs′. Formally
cs ∈ sdom(COP) :↔¬ ∃ cs′. CIOPS(cs,cs′) ∧ cs′ /∈ dom(COP)
sdom(COP) is always a subset of dom(CIOPS o9COP), in general a proper subset. With
this deﬁnition we get
Theorem 15 (Weak forward simulation (behavioral and contract)). A weak data reﬁne-
ment from ADT to CDT is correct when using the behavioral embedding if a relation
R and a wellfounded order < on CS can be found such that
• CINIT o9CIOPS ⊆AINIT o9AIOPS o9R (“initialization”),
• ∀ i ∈E. (R o9CIOPS o9COPi o9CIOPS)
⊆ AIOPS o9AOPi o9AIOPS o9R (“correctness”),
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• ∀ i ∈E. ran(sdom(AOPi) R) ⊆ sdom(COPi) (“applicability”),
• R o9CIOPS o9CFIN ⊆AIOPS o9AFIN (“ﬁnalization”),
• ∀ j ∈ J. R(as,cs) ∧ COPj(cs,cs′)→ cs′ < cs (“decrease”).
For the contract approach the “correctness” condition can be weakened to
∀ i ∈E. (sdom(AOPi)R) o9CIOPS o9COPi o9CIOPS
⊆ AIOPS o9AOPi o9AIOPS o9R.
The theorem was proved formally using KIV. The proof is done as usual by removing
⊥ from the conditions resulting from the embedding. Again the “decrease” condition is
not necessary in the proof (it is even incompatible with the embedding (10), since ⊥ <
⊥ would violate wellfoundedness). Both the “correctness” as well as the “applicability”
condition given here differ from the ones given in [13] for the contract approach, 5 which
are
∀ i ∈ I. (dom(AIOPS o9AOPi) R) o9CIOPS o9COPi o9CIOPS
⊆AIOPS o9AOPi o9AIOPS o9R (“correctness”)
∀ i ∈ I. ran(dom(AIOPS o9AOPi) R)
⊆ dom(CIOPS o9COPi) (“applicability”).
(11)
These conditions are the ones that would result from a reﬁnement of A˜OP
∗
e (AOP∗e as
deﬁned in (9)) to C˜OP∗e. But the semantics of programs is different, since the equations
A˜OP
∗
e =
̂AIOPS o9 A˜OPe o9
̂AIOPS,
ÂOP
∗
e =
̂AIOPS o9 ÂOPe o9
̂AIOPS
do not hold in general, and the right hand side is actually used (ﬁrst line for the contract,
second line for the behavioral approach). The difference between the conditions allows to
deﬁne the following counter example.
Example 1. ADT := (G, AS, INIT, {AOP1},AFIN),
CDT = (G, CS, INIT, {COP1,COP2},CFIN),
AOP1, COP1 are external, COP2 is internal.
G = {∗}, AS = {1,2}, INIT = {(∗,1)}, AOP1 = {(1,2)},
CS = {1,1b,2}, COP2 = {(1,1b)}, COP1 = {(1b,2)}.
For both the behavioral as well as the contract embedding the concrete data type has a
run to⊥ by applying COP1 immediately. The abstract data type has no corresponding run,
so the weak reﬁnement is not correct. Conditions (11) are true forR = {(1,1),(1,1b),(2,2)}.
The problem is that the “applicability” condition is satisﬁed, since 1 ∈ dom(AIOPS
o
9AOP1). The “applicability” condition of the theorem prohibits the example above, since
1 /∈ sdom(COP1).
5 The conditions are given for Z reﬁnement, which (when input and output is not considered) is basically the
contract approach usingG= {*}. For this case the ﬁnalization operationmust beFIN = S×G, and the “ﬁnalization”
condition is trivial.
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The “correctness” condition of the theorem is strictly weaker than the one in (11). It
allows to verify the following weak reﬁnement for the contract approach.
Example 2. ADT = (G, S, INIT, {OP1, AOP2},FIN),
ADT = (G, S, INIT, {OP1, COP2},FIN),
where OP1 is internal, AOP2 and COP2 are external.
G = {∗}, S = {1,2,3,4}, INIT = {(∗,1)},
OP1 = {(1,2),(1,3)}, AOP2 = {(3,4)}, AOP2 = {(3,4),(2,4)}.
The reﬁnement is a correct weak reﬁnement, since the additional run of CDT through
1,2,4 reﬁnes the diverging run 1,2,⊥ . The “correctness” condition of (11) is violated: 1
∈ dom(AIOPS o9AOP2) implies that the pair (1,4) violates the subset condition. Since
1 /∈ sdom(AOP2), the “correctness” condition of the theorem is satisﬁed.
An ASM which corresponds to weak behavioral reﬁnement can be deﬁned too. ASM
WBM(DT) with rule WBRULE(DT) chooses randomly between external and applicable
internal operations. Flag b is truewhen an internal operation is chosen (otherwise the index
i is ignored)
WBRULE(DT) := if ¬ ﬁnal then
choose b ∈Bool, i ∈ I with b→ st ∈ dom(OPi)
in if b then TRULEi
else if el = []
then if st /∈ dom(OPhead(il)) then ﬁnal := true
BRULEhead(il)
el := tail(el)
else BFINRULE
ﬁnal := true.
Again, even if ﬁnite input el ∈E∗ is considered only, thisASM has inﬁnite runs, so veriﬁca-
tion of theASM reﬁnement really needs the “decrease” condition. ReplacingBRULEhead(il)
by DRULEhead(il) givesWDM(DT). Since this ASM diverges when st /∈ dom(OPhead(il)),
the assignment ﬁnal := true for this case can be removed from the code.
Theorem 16 (Weak forward simulation (beh.) implies ASM ref.). If the reﬁnement from
ADT to CDT is a correct weak data reﬁnement for the behavioral approach, and if IR
as deﬁned in (7) satisﬁes (8), then both the reﬁnements ofWBM(ADT) toWBM(CDT) and
ofWDM(ADT) toWDM(CDT) are correct ASM reﬁnements that totally preserves traces
for R and total correctness for
OR := elA = elC ∧ ﬁnalA ∧ ﬁnalC ∧ (elA = []→ as = cs ∈G)
∧ (elA = []→ cs ∈ dom(COPhead(el)) ∧ as ∈ dom(AOPhead(el)))
in the ﬁrst case, and for OR := as = cs ∈G ∧ ﬁnalA ∧ ﬁnalC ∧ elA = elC = [] in the
second.
Relation OR distinguishes two cases for ﬁnal states: either both ASMs have regularly
terminated after executing all required external operations (caseelA = []), and the ﬁnalization
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operations have computed the same result. Or both ASMs have stopped in states when an
attempt was made to apply an external operation outside of its domain (case elA = []). For
the reﬁnement fromWDM(ADT) toWDM(CDT) the second case is not needed inOR, since
it is implied by the fact that diverging runs must implement diverging runs. The reﬁnement
proofs forWBM andWDM in KIV are very similar to the ones forWM, except that a few
extra cases must be considered for blocking and divergence.
9. Coupled reﬁnement implies ASM reﬁnement
Coupled reﬁnement, deﬁned in [17], is a restricted case of non-atomic reﬁnement, deﬁned
between twodata typesADT= (G,AS,AINIT,{AOPi}i ∈ I, AFIN) andCDT= (G,CS,CINIT,
{COPi}j∈ J, CFIN). The general idea of non-atomic reﬁnement is to implement each op-
eration AOPi of an abstract data type by a sequence COP	(i). The indices are given by a
total function 	 : I→ J+ (	(i) = [] is not allowed in coupled reﬁnement).
Non-atomic reﬁnement replaces the correctness condition of ordinary data reﬁnement
with the requirement, that all 1:n diagrams with AOPi and COP	(i) commute. To enforce,
that the concrete data type executes only groups of operationswith indices	(i) the behavioral
approach is used: if e.g. 	(1) = [1,2,3] then a run starting withCOP2 orCOP3 is prevented,
by assuming initial states are not in dom(COP2) or dom(COP3). Also, all states after
execution of COP1 should be in dom(COP2), but not in dom(COP3). If several abstract
operations are reﬁned, the sequences of implementing operations are required to be disjoint,
i.e. 	(i) ∩ 	(j) = ∅ for i = j. Coupled reﬁnement always allows to execute a sequence of
operations COP	(i1) o9COP	(i2) o9 . . . o9COP	(ik) (thereby constructing commuting 1:n
diagrams). But it also may allow to interleave diagrams: if, e.g. 	(1) = [1,2,3] and 	(2) =
[4,5] then a run executing operations with indices [1,2,4,3,5] is acceptable, if and only if
the state reached after executing COP1 o9COP2 is in dom(COP4). In this case, execution
of COP4 must preserve the applicability of COP3. Autoconcurrency, i.e. interleaving a
diagram with itself is not allowed, e.g. the sequence [1,1] is forbidden.
To deﬁne veriﬁcation conditions, different invariants Rjs for js ∈ IL(	), a subset of J∗
are deﬁned. The idea is, that initially R[] := R should hold. Executing COP4 gives a 0:1
diagram, where R[4] is required at the end. Subsequent execution of COP5 together with
AOP2 gives a 1:1 diagramwhich should lead back toR[]. If the two diagrams of the example
may be interleaved, then instead ofCOP5, a 0:1 diagrammay be added by applyingCOP1,
leading to R[4,1]. Executing COP5 together with AOP2 then leads to R[1]. This means that
IL(	) has to consist of all sequences of events, that are interleavings of proper preﬁxes of
the sequences 	(i). For the example where 	(1) = [1,2,3] and 	(2) = [4,5] we have
IL(	) = {[],[1],[4],[1,2],[1,4],[4,1],[4,1,2],[1,4,2],[1,2,4]}.
For js ∈ IL(	) we deﬁne open(js) to be those indices j1, that open a diagram: there must
be an i with 	(i) = [j1, . . . jn] such that js + [j1] is still in IL(	). In our example open([]) =
{1,4}, open([4]) = {1} and open([1,4]) = {}. cont(js) contains those indices that continue
(but do not close) an already open diagram: j is in cont(js), if it is not in open(js) and if
js + [j] is still in IL(	). In the example cont([]) = cont([4]) = {}, and cont([1]) = {2}. For
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j ∈ (open(js) ∪ cont(js))we set js⊕ j := js + [j]. close(js) is the set of pairs (i,jn), such that
jn is a possible next step after js that completes a diagram with the abstract operation i. For
	(i) = [j1, . . . jn], this means that (i,jn) is in close(js), if [j1, . . . jn−1] is homoeomorphically
embedded in js. For the example this means close([1]) = ∅, close([1,4]) = {(2,5)} and
close([4,1,2]) = {(2,5),(1,3)}. For (i,jn) ∈ close(js) js ⊕ jn is the result of removing the
subsequence [j1, . . . jn−1] from js. For the example the deﬁnition of ⊕ implies [1] ⊕ 4 =
[1,4] (a step in open), [1,4] ⊕ 2 = [1,4,2] (a step in cont), [1,2,4] ⊕ 5 = [1,2] and [1,2]
⊕ 3 = [] (two steps in close). Finally we set
next(js) = open(js) ∪ cont(js) ∪ {j: (i,j) ∈ close(js)}
to be all operations that can be applied next.With these deﬁnitions the correctness conditions
for coupled reﬁnement are:
Deﬁnition 9 (Correctness conditions for coupled reﬁnement). Acoupled reﬁnement is cor-
rect, if in addition to the simulation R additional simulations Rjs can be found for every
js ∈ IL(	) such that
• CINIT ⊆AINIT o9R (“initialization”),
• R o9CFIN ⊆AFIN (“ﬁnalization”),
• R = R[] (“coupling”),
• Rjs(as,cs) ∧ j ∈ open(js) ∧ cs ∈ dom(COPj) ∧ COPj(cs,cs′)→ Rjs ⊕ j(as,cs′)
(“open diagram”),
• Rjs(as,cs) ∧ j ∈ cont(js)→ cs ∈ dom(COPj) (“continue applicable”),
• Rjs(as,cs) ∧ j ∈ cont(js)∧ COPj(cs,cs′)→ Rjs ⊕ j(as,cs′)
(“continue diagram”),
• Rjs(as,cs) ∧ (i,j) ∈ close(js)→ cs ∈ dom(COPj) (“close applicable”),
• Rjs(as,cs) ∧ (i,j) ∈ close(js)→ Rjs o9COPj(cs,cs′) ⊆AOPi o9Rjs ⊕ j
(“close diagram”),
• Rjs(as,cs) ∧ j /∈ next(js)→ cs /∈ dom(COPj) (“not applicable”).
The idea of the relation Rjs(as,cs) is to say: “Before operations COPjs were executed,
the concrete states were corresponding via R”. This is equivalent to (R o9COPjs)(as,cs)
(note that for the case, when the sequence COPjs is not applicable, R o9COPjs is false).
The “open diagram” condition does not enforce, that cs ∈ dom(COPj) for j ∈ open(js),
so an operation that opens a new diagram may or may not be applicable in a state with Rjs.
On the other hand, “continue applicable” and “close applicable” ensure, that it is always
possible, to continue and close any diagram, that is already open.
To view this reﬁnement as an ASM reﬁnement, it is not possible to allow blocking or
divergence as in the behavioral or contract approach. Otherwise the concrete data type
may try to apply COP2 in an initial state, leading to ⊥, and the abstract data type may
not have a corresponding run. Instead, st /∈ dom(OP) is interpreted as the rule being not
applicable, like for internal operations of weak reﬁnement. Therefore theASMs BIM(DT)
are a suitable choice for the interpretation of coupled reﬁnement. The most interesting
ASM among these is BIM∞(DT) since it always has a chance to ﬁnish open diagrams. Its
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rule is
BIRULE∞(DT) := if ∃ i. st ∈ dom(OPi)
then choose i ∈ I with st ∈ dom(OPi) in BRULEi
For these ASMs it can be proved
Theorem 17 (Coupled reﬁnement implies ASM reﬁnement). If the reﬁnement fromADT to
CDT is a coupled reﬁnement, then the ASM reﬁnements of BIM(ADT) to BIM(CDT),
where  ∈ {∗,∞,}, totally preserve traces with respect to the relation
INV(as,cs) := ∃ js ∈ IL(	). (R o9COPjs)(as,cs).
For  =∞ the reﬁnement preserves total correctness for the stronger relations
IR := R ∩ (AIN×CIN), OR := R ∩ (AOUT×COUT).
The proof is rather simple, since ASM reﬁnement allows the 1:1 diagrams in “close
diagram” as well as the 0:1 diagrams in the conditions “continue diagram” and “close
diagram”. The number of subsequent 0:1 diagrams is ﬁnite, since the sequence of executed
concrete operations increases, and is bounded by the longest sequence in the ﬁnite set IL(	).
The fact that diagramsmay be interleaved prevents the use of larger diagrams. If the set IL(	)
is deﬁned to contain preﬁxes of 	(i) for one i only, the reﬁnement of AOPi to COP	(i) can
be veriﬁed as one 1:length(js) diagram. The reﬁnement of BIM∞(ADT) to BIM∞(CDT)
allows to set OR := R ∩ (AOUT×COUT) instead of OR := INV ∩ (AOUT × COUT),
since the only potentially ﬁnal states are those where R[] holds. If js = [], then at least
one of cont(js) or close(js) is nonempty, so an operation must be applicable according to
“continue applicable” and “close applicable”.
The proof of the theorem shows, that theASM reﬁnement is still correct, if the conditions
“continue applicable” and “close applicable” are weakened to
Rjs(as,cs)→ ∃ j. (j ∈ cont(js) ∨ ∃ i. (i,j) ∈ close(js)) ∧ cs ∈ dom(COPj).
(“applicable”)
It is sufﬁcient, that some operation continuing one of the currently open diagrams is appli-
cable instead of all such operations. For the example, this means that after COP1 o9COP4
have been executed, it is sufﬁcient, that one of COP2 or COP5 is applicable, instead of
both. This still allows to ﬁnd some continuation that closes all open diagrams.
The theorem shows that a coupled reﬁnement can be viewed as an ASM reﬁnement.
But coupled reﬁnement implies a slightly stronger condition, than the ASM reﬁnement:
coupled reﬁnement implies, that from each pair of states with Rjs(as,cs) states as′ and
cs′ can be reached by completing all open diagrams, such that R(as′,cs′) holds again. The
“close diagram” condition is responsible for this property. ASM reﬁnement only proves the
weaker condition
Rjs(as,cs) ∧ (i,j) ∈ ﬁnals(js)→ Rjs o9COPj ⊆AOPi o9 (∃ js′. Rjs′ ). (12)
Now in applications, as the ones given in [15,17] the invariant R guarantees that js′ in
(12) can be chosen to be js ⊕ j, but theoretically, the ASM reﬁnement can choose Rjs′
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with js′ = js ⊕ j. To ensure that an ASM reﬁnement with an arbitrary R implies the “close
diagram” condition it is necessary to strengthen INV. One attempt, that can be shown to
be an ASM reﬁnement, is to add the condition “executing any COPj will lead to a state
where exactly the operations in nexts(js ⊕ j) are applicable”. This reﬁnement guarantees
that js′ is a permutation of js ⊕ j, so it implies that all open diagrams can be closed. Still,
when e.g. 	(1) = [1,2], 	(2) = [3,4] and 	(3) = [5,6], this coupling invariant allows, that
executing COP2 and AOP1 in a state with R[1,3,5] leads to R[5,3] instead of R[3,5]. It seems,
there is no other choice for a stronger coupling invariant that implies js′ = js ⊕ j in general,
than to add the “close diagram” condition itself to INV.
INV(as,cs) :=
∃ js ∈ IL(	). (R o9COPjs)(as,cs)
∧ ∀ js, cs,cs′, i,j.
(i,j) ∈ ﬁnals(js)
→ Rjs o9COPj ⊆AOPi o9Rjs⊕ j.
(13)
Now, already in the proof of the “establish invariant” condition of ASM reﬁnement (the
stronger version IR ⊆ INV is sufﬁcient) the “close diagram” condition has to be proved.
It is then used in the 1:1 diagram to prove that js′ can indeed be chosen as js ⊕ j. Each
of the 0:1 diagrams also repeats the proof of “close diagram”. Note that this (admittedly
ugly) trick is of theoretical interest only: it shows, that a special case of ASM reﬁnement is
deﬁnable that exactly has the veriﬁcation conditions of coupled reﬁnement.
Finally, it should be noted, that ASM reﬁnement supports the general case of a relation
on the index set [13, p. 289], or a mapping that needs to map one abstract operation to a
bounded number of operations as in the example in [15], where setting the minutes on a
clock to some value n between 0 and 59 is implemented by pushing a button, that increments
from 0 n times. The relation may even depend on the size of data structures stored in the
current states. Such cases, where the sizes m and n of m:n diagrams were dependent on the
current states, were present in the veriﬁcation of the Prolog compiler, that was cited in the
introduction. The reason, that ASM reﬁnement can handle such cases, is the fact, that ASM
reﬁnement is not required to keep a predeﬁned relation between the indices of operations.
As can be seen from our informal deﬁnitions of IL(	), cont etc. above, the request, that
a reﬁnement must keep a speciﬁc relation between indices, complicates the deﬁnition of
veriﬁcation conditions enormously. Fixing a concrete relation runs the risk of disallowing
meaningful reﬁnements. So although the explanatory value of commuting diagrams which
show a speciﬁc correspondence is not doubted, it is easier not to prescribe a speciﬁc relation
in the deﬁnition of reﬁnement correctness.
10. Conclusion
In this paper we have analyzed the relation betweenASM reﬁnement and data reﬁnement.
The analysis had to bridge the gap between two rather distinct speciﬁcation styles: ASMs
have algebras as states and specify transitions operationally using function updates. Like
TLA reﬁnement [22] and reﬁnement of IO automata [24] the semantics ofASMs is based on
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a notion of transition system. The environment is included in the state as so-called external
functions.
Data reﬁnement, on the other hand speciﬁes operations using relations. The environment
is modeled separately using a global state together with operations for initialization and
ﬁnalization. Partial operations can be interpreted either as preconditions (contract approach)
or as guards (behavioral approach). Data reﬁnement considers ﬁnite sequences of operations
only.
Despite all these technical differences, both formalisms have in common, that their reﬁne-
ment notions are based on commuting diagrams. We could prove that by mapping abstract
data types to ASMs with external control and ﬁnite input, behavioral data reﬁnement be-
comes a speciﬁc instance of ASM reﬁnement.
Veriﬁcation of ASM reﬁnement is based on generalized forward simulation which uses
arbitrary shaped m: n diagrams mapping m abstract operations to n concrete ones. The idea
of data reﬁnement is to implement each abstract operation by a corresponding concrete one.
The resulting 1:1 diagrams can be veriﬁed using forward or backward simulation.
Our analysis of veriﬁcation conditions has focused on proofs using forward simulation,
since generalized backward simulation in ASM reﬁnement (like in reﬁnement of IO au-
tomata) is weaker than generalized forward simulation due to the presence of inﬁnite runs.
Again we could show, that the veriﬁcation conditions of forward simulation in the behav-
ioral approach to data reﬁnement are instances of those of generalized forward simulation
in ASM reﬁnement.
The result is not, what we initially expected, since the interpretation of⊥ as divergence in
ASM does not coincide with the usual interpretation of⊥ as “not applicable” in behavioral
data reﬁnement. Nevertheless the proofs show, that both interpretation are possible for
the behavioral approach, the interpretation as divergence even leads to a simpler ASM
reﬁnement.
On the other hand, the contract approach, which uses ⊥ to denote divergence (or more
general: undeﬁnedness) and therefore seemed closer to ASM reﬁnement, turned out not to
be an exact instance ofASM reﬁnement for two reasons. First, its semantics is different from
the semantics of ASM rules. Second, the contract approach allows to implement divergent
runs with terminating ones, which is not allowed in ASM reﬁnement. The ﬁrst problem
can be solved by deﬁning the contract approach for operations with a semantics that does
not allow to “recover from bottom”. The second problem would require a modiﬁed, more
liberal ASM reﬁnement theory, which we leave to further work.
Data reﬁnement is an important special case ofASM reﬁnement, since it proves stronger
conditions thanASM reﬁnement: pre- and postconditions as well as invariants are preserved
by data reﬁnement, while in generalASM reﬁnement only has a weak preservation theorem
for invariants.
While traditional data reﬁnement replaces one abstract by one concrete operation, a
number of generalizations have been deﬁned recently, that have more liberal reﬁnement
conditions. We analyzed two of them, forward simulation in weak reﬁnement which adds
internal operations to a data type, and coupled data reﬁnement, which allows to implement
one abstract operation by a ﬁxed number of concrete ones.We found, that both are basically
instances ofASM reﬁnement too (modulo small differences in initialization). The deﬁnition
of weak reﬁnement is almost as general asASM reﬁnement (ASM rules are more expressive
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than the pre-postcondition speciﬁcations used for operations), but its veriﬁcation conditions
are more restrictive than those of ASM reﬁnement.
Summarizing, our results conﬁrm the view expressed in [7], that ASM reﬁnement is a
suitable framework for studying reﬁnement of state-based systems in general. The research
done in this paper has not been exhaustive: backwards simulation has not been considered,
as well as instances of data reﬁnement, that use explicit input/output or preconditions
and guards. Further research is also necessary to integrate fairness conditions, as used in
temporal logic approaches to the reﬁnement of state-based systems.
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