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Abstract
In this paper, we show that if G is a non-elementary word hyperbolic group, a ∈ G
is an element, and the conjugacy class of a is infinite, then all traces τ : C∗red(G)→ C
vanish on a. Moreover, we completely classify all traces by showing that traces
θ : C∗red(G)→ C are linear combinations of traces χg : C∗red(G)→ C given by
χg(h) =
1 h ∈ C(g)0 else ,
where g is an element with finite conjugacy class, denoted C(g). We demonstrate
these two statements by introducing a new method to study traces that uses Sobolev
norms and the rapid decay property.
1 Introduction
Let G be a countable discrete group, and let `2(G) denote the Hilbert space of square-
summable functions G → C. Let B(`2(G)) denominate the algebra of bounded linear
operators on `2(G). Elements of G act on `2(G) as bounded linear operators, so there is
a natural map C[G]→ B(`2(G)), where C[G] refers to the group algebra of G. We define
the reduced group C∗-algebra of G, written C∗redG, to be the operator norm closure of C[G]
in B(`2(G)). The reduced group C∗-algebra plays an important role in noncommutative
geometry. Connes’s book, [4], provides a panoramic account of the research surrounding
such algebras.
In this paper, we delve into the study of traces on reduced C∗-algebras on groups. A
trace on C∗redG is a (not necessarily positive) bounded linear map τ : C
∗
redG → C, not
necessarily positive, that satisfies τ(xy) = τ(yx) for all x, y ∈ C∗redG. It is easy to see
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that if τ is such a map, then for any g, h ∈ G, we have τ(ghg−1) = τ(h). Moreover, any
bounded linear map τ : C∗redG→ C satisfying τ(ghg−1) = τ(h) is a trace.
Observe that if τ is a trace on a C∗ algebra, then for any complex number λ, λτ is also
a trace. In this article, when we say that a C∗ algebra has unique trace, we will mean it
has unique trace up to scalar multiples.
In [14], Weinberger and Yu studied the degree of non-rigidity of manifolds using idempo-
tents in C∗-algebras of groups associated to torsion elements in those groups, and explored
whether they are linearly independent in K-theory. One approach to the question they
introduced is to use traces to show that idempotents arising from torsion elements of the
group, which constitute what Weinberger and Yu called the “finite part of K-theory” in
[14], are linearly independent in K-theory. This approach was explored in [7]. The anal-
ysis of idempotents also led to results in the study of the moduli space of positive scalar
curvature metrics, as in [15] and [16].
In [13], Powers introduced the question of exploring traces on reduced group C∗-
algebras. Furthermore, he proved that if G is a non-abelian free group, then there is only
one trace on C∗redG. De la Harpe also investigated this subject in [2], [5], and [6], where
he showed that if G is a torsion-free non-elementary hyperbolic group, then C∗redG has
only one trace. In [1], Arzhantseva and Minasyan derived similar conclusions for relatively
hyperbolic groups.
In this paper, we introduce a new method to examine traces using property RD. Recall
that a length function on a group G is a function l : G→ Z≥0, satisfying
• l(fg) ≤ l(f) + l(g),
• l(g−1) = l(g),
• and l(e) = 0,
such that for S a finite subset of the non-negative integers, l−1(S) is also finite.
Given such a length function on a group, there is a norm ‖ · ‖Hs on CG, namely
‖
∑
cgg‖2Hs =
∑
|cg|2(1 + l(g))2s.
Let Hs(G) denote the completion of CG with respect to this norm. Then we say G has
rapid decay property, or property RD, if for some s there is a length function on G and a
constant C such that
‖
∑
cgg‖red ≤ C‖
∑
cgg‖Hs .
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Property RD has important applications to developments pertaining to the Novikov
conjecture and to the Baum-Connes conjecture, as studied by Connes and Moscovici in
[3]. Jolissaint researched this property extensively in [9] and [10], as did Haagerup, who
showed earlier in 1979, in the famous paper [8], that free groups have property RD.
For a countable discrete group G with length function l and a subset X ⊂ G, we
say X has polynomial growth if for Xl = {g|g ∈ X, l(g) = l} and nl = |Xl|, there is a
polynomial P satisfying nl < P (l). When such a P does not exist, X is said to grow
super-polynomially. We say X grows at least exponentially if there are a, b, c with a, b > 0
such that nl > ae
bl + c.
In [7], we showed that if the conjugacy class of an element g in a group G with property
RD grows super-polynomially, then any trace τ : C∗redG → C vanishes on g ∈ C∗redG. We
will explain this conclusion in more detail and apply it to hyperbolic groups in section 3,
after exploring the growths of conjugacy classes in such groups in section 2. In section 4,
we apply the results of section 3 to give some examples of hyperbolic groups with unique
trace and some with more than one trace.
We will use this method to classify all traces on all non-elementary hyperbolic groups,
extending de la Harpe’s result on torsion-free non-elementary hyperbolic groups.
The author would like to thank Prof. Guoliang Yu for his helpful advice and guidance,
and Prof. David Kerr for his suggestion to look into questions regarding unique traces on
reduced group C∗-algebras.
2 On conjugacy classes
In this section, we prove that if a conjugacy class in a hyperbolic group is infinite, then
it grows exponentially. In the next section, we will use this development to find all the
aforementioned traces.
Let G be a finitely generated discrete group and δ be a positive real number. Consider
the metric space obtained by taking the Cayley graph of G, and identifying each edge with
the unit interval. We say G is δ-hyperbolic if for any x, y, z ∈ G,
[x, y] ⊂ Bδ([y, z] ∪ [z, x]),
where [x, y] is the geodesic between x and y in the metric space, and for a subset X ⊂ G,
Bδ(X) denotes the set of points a such that there is b ∈ X with d(a, b) < δ.
We say that a group G is elementary whenever G contains Z as a finite index subgroup.
We analyse the problem of conjugacy class growth in non-elementary hyperbolic groups.
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Theorem 2.1. Let G be a non-elementary hyperbolic group and let a ∈ G be an element.
Assume that C(a), the conjugacy class of a in G is infinite. Then C(a) grows at least
exponentially.
Remark. Note that there is a well known theorem regarding exponential conjugacy growth
in hyperbolic groups, but in that theorem, “conjugacy growth” refers to the growth of the
number of conjugacy classes that intersect a certain ball, not the number of elements in a
particular conjugacy class, rendering the theorem akin to an opposite of this one.
Proof. For t a non-negative real number, we designate Bt the ball in the Cayley graph of
G around the identity of radius t.
To show this theorem, we want to consider some element x ∈ C(a) of length n, where n
is large, and examine its conjugates gxg−1, where `(g) < n
7
. The number of g with `(g) < n
7
grows exponentially in n. Here, `(gxg−1) is in the range
[
5n
7
, 9n
7
]
, whereupon if all different
g in `(g) < n
7
gave rise to different gxg−1, we would be done, by virtue of having shown
that the conjugacy class of a has exponentially many elements in the range.
Unfortunately, this is not quite true; there could be g and h with `(g), `(h) < n
7
, where
gxg−1 = hxh−1. To surmount this problem, we will bound how much it can happen. More
precisely, we will prove the following lemma:
Lemma 2.2. Let G be a non-elementary hyperbolic group and a ∈ G be a fixed element.
Let x be in C(a) and n = `(x). Let y ∈ C(a) satisfy 5n
7
< `(y) < 9n
7
, m = `(y), and k < n
7
be an integer. Then the number of h in G such that
1. `(h) = k
2. hxh−1 = y
is O(k). That is, it is bounded above by C · k + C1, where C and C1 are constants that
depend only on G and a, and independent of n and k.
Thus, the number of elements h ∈ G such that
1. `(h) < n
7
2. hxh−1 = y
is O(n2), meaning it is bounded by C2 ·n2+C3, where C2 and C3 are constants that depend
only on G and a.
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Proof of Lemma. In triangle ABC in a graph, let a, b, and c denote the lengths of the sides;
that is, c = `(AB), b = `(AC) and a = `(BC). We say that triangle ABC is δ1-thin if for
points D ∈ BC, E ∈ AC and F ∈ AB with `(AE) = `(AF ) = b+c−a
2
, `(BD) = `(BF ) =
a+c−b
2
and `(CD) = `(CE) = a+b−c
2
, we have `(DE), `(DF ), `(EF ) < δ1. Proposition 2.12
in [12] says that for a δ-hyperbolic graph, there exists δ1 such that all triangles are δ1-thin.
Let us replace δ with the max of δ and δ1, rendering both the graph δ-hyperbolic and
all triangles are δ-thin.
Moreover, let us assume n > 5δ, which we may, for there are finitely many cases for
n ≤ 5δ, and we can thus shove those cases into the constant C1.
Figure 1:
Choose and fix geodesics γ from 1 to x, ρ from 1 to h, and ν from 1 to y. Let ρ−1
denote the geodesic obtained by traversing ρ backwards. Note that geodesics may not be
unique, especially when there are torsion elements, but here we have fixed them ahead of
time.
Consider the geodesic picture shown in the diagram, where A = e ∈ G, B = h−1,
C = xh−1 and D = hxh−1, and AB, BC, CD, and AD are the geodesics ρ−1, γ, ρ, and
ν respectively. (In the picture, the Cayley graph is formed by taking generators S and
joining g to sg for s ∈ S. The picture is therefore invariant under the right action of G,
so, for example, when we say that BC is γ, we mean that BC is the right translate of γ
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by h−1.)
Now look at triangle ABC. Let i = `(AB)+`(AC)−`(BC)
2
. There are E ∈ AB, F ∈ BC
and G ∈ AC such that `(AE) = `(AG) = i = `(AB)+`(AC)−`(BC)
2
, `(BE) = `(BF ) = k− i =
`(AB)+`(BC)−`(AC)
2
, and `(CG) = `(CF ) = `(AC)+`(BC)−`(AB)
2
. Applying that triangle ABC
is δ-thin, we see that `(EF ), `(EG), `(FG) < δ. Applying hyperbolicity condition triangle
ACD, we obtain that for G ∈ AC, there is H ∈ AD ∪ CD such that `(GH) < δ.
We claim that H ∈ AD. If not, H would be in CD, but then `(AC) ≤ `(AG)+`(GH)+
`(HC), `(AG) = `(AE) < k, and `(HC) < k, whereupon `(AC) < 2k + δ. However,
`(AC) > n− k, from which we deduce n− k < 2k + δ, which implies n < 3k + δ < 3n
7
+ δ.
The latter is impossible because n > 5δ.
Thus H ∈ AD. Ergo, we have H ∈ AD with `(EH) < `(EG) + `(GH) < 2δ. Also,
`(AE) = `(AG), and consequently,
`(AE)− δ < `(AE)− `(GH) = `(AG)− `(GH) <
`(AH) < `(AG) + `(GH) = `(AE) + `(GH) < `(AE) + δ.
Hence, for fixed x and y, and for fixed i with 0 ≤ i ≤ k, which is the length of AE, we
will estimate an upper bound for the number of possible configurations as in the diagram.
We have fixed F ∈ BC, by way of the condition `(BF ) = `(BE) = k− `(AE) = k− i, and
BC has to be the h−1 right translate of the geodesic for x. In consequence, BF is fixed; it
is just the product of the first k − i edges of the geodesic of x.
BE, as a group element, has distance at most δ from BF , meaning that there are at
most |Bδ| possibilities for BE.
For i fixed, as above, there are at most 2δ possibilities for AH, due to the fact that H
is along AD, which is the geodesic of y, and we showed above that i − δ = `(AE) − δ <
`(AH) < `(AE) + δ = i + δ. Accordingly, AH is the product of the first t edges of the
geodesic of y.
There are at most 2δ choices of AH, and for each such choice there are at most |B2δ|
choices of AE, for AE and AH are within 2δ of each other as group elements. Thus, in
total, for fixed i, there are at most 2δ|B2δ| possibilities for AE.
Consequently, for fixed i = `(AE) = k − `(BE), there are at most 2δ|B2δ| choices of
AE and |Bδ| choices of BE, which implies that there are at most 2δ|Bδ||B2δ| choices of
AB = EB · AE. But AB = h−1, meaning there are at most 2δ|Bδ||B2δ| = O(1) choices of
h for a given k and i.
There are k choices of i ∈ [0, k], and accordingly there are in total at most k(2δ|Bδ||B2δ|)
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possible h for a given k, allowing us to deduce the first statement in the lemma.
Summing up these values for different k < n/7 is adding up n/7 summands, each of
which is O(n), resulting in O(n2) possible h with `(h) < n/7 and hxh−1 = y.
From here, we complete the proof of the theorem. Observe that for any n > `(a),
there is an element x ∈ C(a) with `(x) = n or `(x) = n + 1. This existence appears as
a consequence of the presence of y ∈ C(a) with `(y) > n + 1, and our ability to write
y = sNsN−1 · · · s1as−11 · · · s−1N , where each si is one of the generators. Then
|`(sk+1 · · · s1as−11 · · · s−1k+1)− `(sk · · · s1as−11 · · · s−1k )| ≤ 2
and `(a) < n, from which we deduce that there is k such that `(sk · · · s1as−11 · · · s−1k ) ∈
{n, n+ 1}.
Let n > `(a) + 1, satisfy that there is some x ∈ C(a) with `(x) = n. Then for g ∈ Bn/7,
we may consider gxg−1 ∈ C(a). Then 5n/7 < `(gxg−1) < 9n/7, as a result of which we
can map Bn/7 to the elements of the conjugacy class of a of length in the range
[
5n
7
, 9n
7
]
:
φ : Bn/7 → C(a) ∩ (B9n/7 −B5n/7).
By the above lemma, the pre-image of any element under φ has size at most C2 ·n2+C3,
for constants C2, C3 depending only on a and G. However, |Bn/7| grows exponentially by
Koubi’s theorem (Theorem 1.1 in [11]), which states that non-elementary hyperbolic groups
have exponential growth. As a result, the number of elements in the image of φ is bounded
below by C · eαn/n2 +D for constants C and D.
Since for any n, there is x ∈ C(a) with length either n or n + 1, we get that the
conjugacy class has exponential growth, as desired.
Corollary 2.3. ForG a non-elementary hyperbolic group and a ∈ G a non-torsion element,
the conjugacy class of a grows exponentially.
Proof. By the theorem, it suffices to show that the conjugacy class is infinite. Let C(a)
be the conjugacy class of a and Z(a) be the centraliser. The fact that C(a) = G/Z(a)
implies that if the conjugacy class is finite, then Z(a) ⊂ G has finite index. By Theorem
3.35 of [12], however, the centraliser of an infinite order element in a hyperbolic group is
a finite extension of the subgroup generated by the element. As a result, Z(a) is a finite
extension of 〈a〉, and is thus virtually cyclic. Applying that any group is quasi-isometric
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to any of its finite index subgroups, we would then have derived that G is also virtually
cyclic, resulting in the desired contradiction.
3 On traces
In this section, we show the main result; we classify all traces on non-elementary word-
hyperbolic groups.
Theorem 3.1. For G a non-elementary word-hyperbolic group, the traces θ : C∗red(G)→ C
are exactly the linear combinations of χg : C
∗
red(G)→ C given by
χg =
1 g ∈ C(g)0 else ,
where g is an element of finite conjugacy class and C(g) is its conjugacy class.
Proof of Theorem 3.1. As was shown in [12] [Theorem 3.27], in a hyperbolic group, there
are only finitely many conjugacy classes of torsion elements. We demonstrated in the proof
of Corollary 2.3 that conjugacy classes of non-torsion elements are infinite. As consequence,
there are only finitely many elements that have finite conjugacy class.
For each such element g, it is easy to see that the map
χg =
1 g ∈ C(g)0 else
defines a bounded linear functional C∗red(G)→ C, and is consequently a trace.
To verify that every bounded trace is a linear combination of the finitely many afore-
mentioned traces, we will use the fact that word hyperbolic groups have property RD:
Definition 3.2. Given a length function on a group, there is a norm ‖ · ‖Hs on CG given
by
‖
∑
cgg‖2Hs =
∑
|cg|2(1 + l(g))2s.
Let Hs(G) denote the completion of CG with respect to the aforementioned norm. Then
we say G has rapid decay property, or property RD if for some s, there is a length function
on it and a constant C such that
‖
∑
cgg‖red ≤ C‖
∑
cgg‖Hs .
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It was shown in [9] that all hyperbolic groups have property RD.
We will now apply Lemma 2.8 in [7], which states the following:
Theorem 3.3. Let G be a group with property RD and g ∈ G be an element whose
conjugacy class grows faster than polynomially. Then all traces C∗redG→ C vanish on g.
In our case, word-hyperbolic groups have property RD. Ergo, applying Theorem 2.1,
we have that all traces C∗redG → C vanish on all elements with infinite conjugacy class,
and they must be linear combinations of the above traces, as desired.
In particular, this gives another proof of de la Harpe’s result regarding traces on torsion-
free non-elementary word-hyperbolic groups, which can be found in [5]:
Corollary 3.4. For G a torsion-free, non-elementary, word-hyperbolic group, there is only
one trace τ : C∗redG→ C.
Theorem 3.1 also implies that every hyperbolic group can be written as an extension
of a hyperbolic group with unique trace by a finite group. More precisely:
Theorem 3.5. Let G be a hyperbolic group. Then it has a finite normal subgroup N such
that G/N is a hyperbolic group with unique trace.
Proof. Let N ⊂ G be the subset consisting of elements with finite conjugacy class. Note
that all elements in it have finite order, as we showed in the proof of Theorem 3.1.
Lemma 3.6. We claim that N is a subgroup.
Proof. It is easy to see that N is closed under inversion, and it therefore suffices to show
that if g1 and g2 are in N , then g1g2 is in N . For an element g ∈ G, let Z(g) ⊂ G denote
the subgroup consisting of elements that commute with g. Observe that g is in N if and
only if Z(g) has finite index as a subgroup of G. Thus, it suffices to show that if Z(g1) and
Z(g2) have finite index, then Z(g1g2) does as well.
Note that Z(g1g2) contains the intersection of Z(g1) and Z(g2), rendering it sufficient
to show that if H1 and H2 are finite index subgroups of G, then H1 ∩H2 is as well. There
is a natural injection H1/H1 ∩ H2 → G/H2. Thus, |H1/H1 ∩ H2| < ∞. Let a1, a2, . . . an
and b1, b2, . . . bm satisfy
G = a1H1 ∪ a2H1 ∪ · · · ∪ anH1
and
H1 = b1(H1 ∩H2) ∪ b2(H1 ∩H2) ∪ · · · ∪ bm(H1 ∩H2).
Then G =
⋃
i,j aibj(H1 ∩H2). Therefore, H1 ∩H2 has finite index, as desired.
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By the lemma, we have that N is a subgroup of G. As we determined in the proof of
Theorem 3.1, N is finite. Also, it is easy to see that N is closed under conjugation. Hence,
N is a finite normal subgroup.
Note that G/N is hyperbolic, on the grounds that hyperbolicity is preserved under
quasi-isometries, and it is easy to see that the map G → G/N is a quasi isometry. Thus,
G/N is hyperbolic. It remains to show that G/N has unique trace τ : C∗red(G/N) → C.
Such a trace τ induces a trace C∗red(G) → C, because N is a finite normal subgroup. By
Theorem 3.1, the trace C∗red(G)→ C vanishes on all elements outside of N ; ergo the map
τ : C∗red(G/N)→ C vanishes on all elements except the identity, as desired.
4 Examples
In this section, we apply Theorem 3.1 to give some examples of hyperbolic groups with
torsion whose reduced C∗-algebras have unique trace, and some examples in which the
reduced C∗-algebras have more than one trace.
Example. Let G = G1 ∗ G2 be the free product of two non-trivial hyperbolic groups G1
and G2. Suppose that |G1| > 2.1 Then G is hyperbolic and all its conjugacy classes are
infinite. The hyperbolicity results from the general fact that the free product of any two
hyperbolic groups is hyperbolic. To see that the conjugacy classes have infinite order:
Observe that every element x ∈ G can be uniquely expressed as x = g1h1g2h2 · · · gnhn,
where gi ∈ G1, hi ∈ G2 and gi 6= 1 for i > 1 and hi 6= 1 for i < n.
In the case g1 = 1 and hn 6= 1, consider some element g 6= 1 ∈ G1 and h 6= 1 ∈ G2,
and consider hghg · · ·hghgxg−1h−1g−1h−1 · · · g−1h−1 = (hg)tx(hg)−t, that is conjugation
of x by (hg)t. As t varies amongst positive integers, (hg)tx(hg)−t goes through pairwise
distinct elements of the conjugacy class of x in G.
The case where g1 6= 1 and hn = 1 is similar.
For the case g1 6= 1, and hn 6= 1, conjugate by (hg)t, where g ∈ G1 has g 6= 1 and
g 6= g−11 . Then the same argument as above applies. Similarly, for the case g1 = 1 and
hn = 1, pick g ∈ G1, with g 6= 1 and g 6= g−1n ∈ G1.
Consequently, we have that G is a hyperbolic group with infinite conjugacy classes,
implying, by Theorem 3.1, that whenever such a group is non-elementary, its reduced
C∗-algebra has unique trace.
1This assumption does not lose any generality, because Z/2 ∗ Z/2 is elementary.
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This example verifies that many hyperbolic groups with torsion elements still have
reduced C∗-algebras with unique traces, extending de la Harpe’s results in [2], [5], and [6],
which states that torsion-free non-elementary hyperbolic groups have reduced C∗-algebras
with unique traces.
Now let us give an example of a non-elementary hyperbolic group that does not have
unique trace. For this, by Theorem 3.1, it suffices that there are non-identity elements
with finite conjugacy class.
There are obvious examples of such groups:
Example. Let G by a non-elementary hyperbolic group and G1 be a non-trivial finite
group. Then G1×G, the direct product of G1 and G, is hyperbolic, for it is quasi-isometric
to G. The subset G1× e of G1×G, where e is the identity in G, is clearly preserved under
conjugation. It is moreover finite, implying that any element in it has finite conjugacy
class.
Here is an example of a non-elementary hyperbolic group that does not have only one
trace, but which is not the direct product of a finite group and a hyperbolic group with
unique trace.
Example. Let G = 〈x, y, a〉/〈a3, aya−1y−1, xax−1a−2〉. This group G is hyperbolic, in that
it is quasi-isometric to the free group on two generators, 〈x, y, 〉 ⊂ G. In G, a and a2 clearly
have finite conjugacy class, as their conjugacy class is {a, a2}. Thus, by Theorem 3.1, G
does not have unique trace.
However, it is not the direct product of a finite group and a hyperbolic group whose
reduced C∗-algebra has unique trace, because the only elements of finite order in G are a
and a2; ergo, if G were such a direct product, it would be Z/3Z×G1 for some hyperbolic
group G1, but in that case, a would not be conjugate to a
2.
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