In this work we show the possibility to extract Kohn-Sham orbitals, orbital energies, and exchange correlation potentials from accurate Quantum Monte Carlo (QMC) densities for atoms (He, Be, Ne) and molecules (H 2 , Be 2 , H 2 O, and C 2 H 4 ). The Variational Monte Carlo (VMC) densities based on accurate Jastrow Antisymmetrised Geminal Power wave functions are calculated through different estimators. Using these reference densities, we extract the Kohn-Sham quantities with the method developed by Zhao, Morrison, and Parr (ZMP) [Phys. Rev. A 50, 2138 (1994)]. We compare these extracted quantities with those obtained form CISD densities and with other data reported in the literature, finding a good agreement between VMC and other high-level quantum chemistry methods. Our results demonstrate the applicability of the ZMP procedure to QMC molecular densities, that can be used for the testing and development of improved functionals and for the implementation of embedding schemes based on QMC and Density Functional Theory. © 2014 AIP Publishing LLC.
I. INTRODUCTION
In the last years the application of Quantum Monte Carlo (QMC) methods 1 to the study of molecular systems has become more and more popular due to the great accuracy, the good scalability with the number of electrons and the excellent parallelization of the algorithms. Beside ground state total energy calculations, we have assisted to the progressive development of QMC methods to obtain electronic properties, 2, 3 electronic excitations, 4 , 5 vibrational frequencies, [6] [7] [8] [9] [10] accurate relaxed molecular geometries, 5, 6, [11] [12] [13] [14] [15] [16] and chemical reaction barriers: 17, 18 recently also the possibility to use QMC methods for non-adiabatic molecular dynamics has been explored. 19 Moreover, thanks to the great precision that it can achieve, this method has been a very important and essential tool for the development of Density Functional Theory, 20 both for benchmark issues and for the development of exchange and correlation functionals, like in the emblematic case of the Local Density Approximation. 21, 22 In this paper, we show the possibility to use very accurate electronic densities calculated via QMC in order to obtain Kohn-Sham (KS) orbitals and exchange-correlation potentials that reproduce those target densities. Since the birth of Density Functional Theory, several methods have been developed to extract Kohn-Shan quantities from accurate ab initio densities, [23] [24] [25] [26] [27] [28] [29] [30] [31] Hartee-Fock methods like Configuration Interaction (CI) or Coupled Cluster (CC). Due to the computational limitations of the aforementioned methods, accurate KS orbitals and exchange correlation potentials have been calculated only for atoms and small molecules. 29, [32] [33] [34] [35] [36] [37] These limitations arise mainly because the CI and CC methods scale as the 5th-7th power of the number of electrons and very large basis sets are required to obtain accurate descriptions of the electronic densities.
On the other hand the QMC techniques are correlated wave function methods which scale at most as the 4th power of the number of electrons in the system, becoming computationally favoured for large molecules. For this reason it would be highly desirable to define a procedure to obtain KS quantities from QMC densities. To the best of our knowledge the only attempt in this direction has been made by Filippi, Gonze, and Umrigar 38 for atomic systems (Be and Ne atoms) exploiting the radial symmetry of the density. In this work we aim to develop a scheme to obtain reliable potentials and Kohn-Sham quantities from Quantum Monte Carlo densities for molecular systems on cubic grids, where it is not possible to take advantage of the spherical symmetry. One of the main problems in using QMC for this purpose is that electronic densities, as all the other observables in QMC, are affected by stochastic errors that might be problematic for the numerical instability of the inversion algorithm. Here we extend the procedure to reconstruct the exchange-correlation potential from QMC densities also to molecular systems using very accurate Jastrow Antisymmetrised Geminal Power (JAGP) wave functions 39 and an improved estimator for the evaluation of the electronic density. 3, 40 The extraction of the exchange-correlation potentials and Kohn-Sham orbitals is performed using the method developed by Zhao, Morrison, and Parr 27 (ZMP) implemented in a mixed Gaussian and plane-wave approach. 41 The calculated v xc [ρ QMC ] potentials are compared with those obtained from CISD densities built with the largest computationally affordable basis sets.
The definition of a solid and stable procedure to obtain exchange-correlation potentials by many-body QMC densities will be verified for several important test cases including small molecules. Due to its favourable scaling with the number of electrons, QMC calculations will therefore be able to provide accurate reference densities and potentials for larger molecular systems, where post Hartree-Fock methods become unaffordable. The extracted KS orbitals and eigenvalues can be used as fundamental ingredients to benchmark and develop exchange-correlation potentials of real molecular test cases. Another important application could be found in the calculation of the kinetic potentials 42 used in embedding approaches 43 with the aim of coupling accurate wave function based methods, such as QMC, with Density-Functional Theory (DFT).
This article is organized as follows: in Sec. II we outline the computational methods used for the QMC procedure, the adopted variational wave functions, the calculation of the electronic density and we shortly recall the method used to extract the related Kohn-Sham quantities. In Sec. III we provide the computational details and implementations for both the QMC calculations and the ZMP procedure, and in Sec. IV we report our results for He, Be and Ne atoms, calculated using both logarithmic radial grids and cubic regular grids, and for H 2 , Be 2 , H 2 O, and C 2 H 4 molecules, discussing the open problems and future improvements. Finally, our conclusions are summarized in Sec. V.
II. COMPUTATIONAL METHODS
In this section, we briefly describe the schemes used for the calculation of the QMC densities, and the methodology used to extract the KS orbitals and the exchange correlation potentials that reproduce these densities. In Sec. II A we summarize the QMC methods used, in Sec. II B we give details on the variational wave functions we have used, in Sec. II C we illustrate the algorithm used to compute the densities and finally in Sec. II D we shortly recall the method developed in Ref. 27 to obtain the KS orbitals and potentials reproducing the target densities.
A. Quantum Monte Carlo methods
The Quantum Monte Carlo methods are stochastic approaches to evaluate the mean values of quantum physics observables over a defined wave function. Here we limit ourselves to a short description of the principal QMC method used in this work, which is the Variational Monte Carlo (VMC) described in Ref. 1 together with other QMC algorithms. In the VMC approach the energy
which is the integral over the set ofx = {x i , . . . , x 3N } electronic spin and Cartesian coordinates, is evaluated through a stochastic procedure, with respect to a trial wave function T (x; {ᾱ,R}) depending on a set of parametersᾱ. To stochastically solve the integral in Eq. (1), the integrand is rewritten as the product of two functions
which are, respectively, the local energy, E loc (x) =Ĥ T (x; {ᾱ,R})/ T (x; {ᾱ,R}), that is the energy of an electronic configurationx associated with the trial wave function T (x; {ᾱ,R}), and the probability density to find the electrons in that configuration (
The principle is to sample a certain number N of independent electronic configurationsx distributed according to (x), evaluating for each of them the local energy: in this way the E V MC energy defined as the mean value of E loc over these configurations,
gives an estimation of the energy functional, with an error that decreases like 1/ √ N . The great advantage of these methods lies in the fact that, no matter how sophisticated the parametrizationᾱ of the trial wave function, it is possible to obtain an evaluation of the 3N-dimensional integral (Eq. (3)) within a certain stochastic accuracy. Next, the energy functional is minimized with respect to the set of parametersᾱ, giving a variational estimation of the ground state energy, and thus finding an optimized wave function to describe the ground state: for this purpose in this work we have used the linear method described in Refs. 44 and 45. It is thus clear that the accuracy of the VMC calculations is strictly related to the functional form of the adopted trial wave function.
B. Variational wave function
In the last years in the QMC community many efforts have been made to define compact and highly correlated wave functions. Some of them are based on the Resonating Valence Bond (RVB) [46] [47] [48] theory introduced by Pauling 49 and already applied to closed shell molecules in the early 1950s by Pople and Hurley. 50 In this work we have adopted one of the most successful wave function based on this approach: the Jastrow Antisymmetrised Geminal Power (JAGP). 39 This wave function has already been applied to the study of various molecular systems, 8, 39 transition metals, 9 graphene sheets, 51 and weak van deer Waals, 44 and hydrogen bonded systems, 52 showing its reliability in predicting correct energies and structural parameters even at the VMC level.
The JAGP 39 wave function, is built as the product between an Antisymmetric Geminal Power (AGP) 50 and a Jastrow factor J (r). In the case of closed shell atomic systems of N electrons in a spin singlet state, i.e., N/2 = N ↑ = N ↓ , the determinantal AGP part of the wave function is written as the antisymmetrised product:
of geminal functions
These G (x i ; x j ) are defined as a linear combination of products of two atomic orbitals, of quantum numbers μ, ν = (n, l, l z ) and centred on the ath and bth atoms, in a spin singlet state, i.e., |0, 0 = 1/2(|↑ 1 |↓ 2 − |↓ 1 |↑ 2 ). The Jastrow factor we have used, described in Ref. 8 , satisfies both the nuclear and electronic cusp conditions, and also treats the dynamical correlation between electrons.
C. VMC density estimators
The calculation of the electronic density through the VMC method is essentially the mean value of the three dimensional delta function:
over the sampled probability (r), and so it is based on the stochastic evaluation of the integral:
In practice, it is obtained by dividing the three dimensional real space r in a discrete grid of finite volume intervals, in which the stochastic sampling is accumulated and afterwards renormalized to the total electronic charge of the system. Unfortunately, this straightforward procedure has two disadvantages related to the space discretization: (i) in those regions in which the charge varies rapidly, i.e., the nuclear cusps, it is usually required the use of a very fine grid to describe the correct distribution; (ii) the use of fine grids, however, may lead to big statistical fluctuations due to the low sampling, especially in those regions, like the density tails, in which the number of samplings is particularly low. These drawbacks make the QMC electronic densities very difficult to compare with those obtained with other post-HF methods that are calculated by the analytic integration of the wave functions, even though these densities usually converge very slowly with the size of the basis set. To overcome this drawback Assaraf, Caffarel, and Scemama 40 (ACS) have recently defined an improved charge density estimator. The ACS estimator is based on the definition of the Green's function for the Poisson equation:
By substituting this equation in the traditional QMC estimator, and integrating by parts, we obtain the simple ACS formulation 40 ρ ACS (r) = − 1 4π
. (9) Thanks to this definition, the density in each point can be calculated using all the electronic sampling reweighed with respect to the coulomb interaction and the second derivative of the wave function, reducing in this way the stochastic fluctuations of the traditional estimator and providing a continuous density.
Unfortunately, two main drawbacks remain. The first is that the variance of the density calculated on the nuclei is unbounded as an electron r i approaches the nucleus; 40 second, the density can assume non-physical negative values in those regions which are poorly sampled (usually the tails of the charge density distribution), because of the particular reweighing factor that appears in the estimator.
To partially cure both aspects, Assaraf et al. have proposed the introduction in Eq. (9) of two auxiliary functions f(r i , r) and g(r), 40 so that the final formulation for the ACS estimator is
.
The function f(r i , r), which is only required to satisfy the condition that f(r i = r; r) = 1, 40 is split in a short-and a longregime functions, respectively, f SR and f LR , defined as
and
While f SR is used to cure the divergence of the variance near the nuclear cusps, f LR is needed to reintroduce the correct exponential decay of the density through the choice of the parameter l. (11) and (12) together through Hill functions depending on the distance |r − R a | between the nucleus and the position in which the density is evaluated. This expression has been generalized also for molecular applications and is based on the choice of two parameters regulating the switching point, and the steepness of the Hill functions. 3 The choice of all the parameters is discussed in Sec. III A.
Finally, the function g(r):
is introduced in Eq. (10) to reduce density fluctuations in the |r| → +∞ regime and to correct the negative density values in the poorly sampled regions.
3, 40
D. Kohn-Sham orbitals and potentials from QMC density
In order to extract Kohn-Sham orbitals, orbital energies, and exchange correlation potentials from the QMC densities obtained as described above, we have used the method developed by ZMP. 27 The ZMP procedure is based on the Levy constrained-search method 53 for minimizing the noninteracting Kinetic energy 23, 54 and given a target density ρ 0 (r) permits to calculate the Kohn-Sham orbitals such that
by solving self-consistently the differential equations:
where v ext (r) is the external nuclear potential, and
is an effective potential arising from having considered a constraint of the form:
(17) in the minimization of the kinetic energy, and is a Lagrange multiplier for the constraint C. As suggested in Ref. 27 we add to the left side of Eq. (15) the Fermi-Amaldi potential 55, 56 defined as ( 
where N is the number of electrons and v H (r) is the classical Hartree potential:
In this way we arrive to the ZMP equation:
As demonstrated in Ref. 27 the solution of Eq. (19) in the limit → ∞ provides the Kohn-Sham energies and Kohn-Sham orbitals that satisfy Eq. (14) . Moreover, the exchange correlation potential v xc (r) that allows to reproduce the target density in a Kohn-Sham equation, can be numerically calculated as
The insertion of the Fermi-Amaldi term in Eq. (19) permits to speed up convergence, and to ensure the correct long range behaviour −1/r in the exchange correlation potential (Eq. (20)). The calculation of the v xc (r) potential from ab initio densities allows us also to provide an estimation of the exchange-correlation energy
where V ee is the total electron-electron repulsion, E H is the Hartree energy and T s is the Kohn-Sham kinetic energy. This can be achieved by solving the Kohn-Sham equations with the exchange correlation potential of Eq. (20) and inverting the density-functional expression for the total energy: (21) where i are the eigenvalues of the KS equations and E[ρ] is the total ab initio energy associated with the target density ρ QMC .
III. COMPUTATIONAL DETAILS

A. Quantum Monte Carlo density calculations
The QMC study of the electronic densities for atoms and molecules is carried out using all-electron JAGP wave functions, fully optimized at the variational level using the linear method with Hessian acceleration described in Ref. 44 , and implemented in the TurboRVB quantum Monte Carlo package 57 by Sorella. For each of the three atoms considered, He, Be, and Ne, basis set convergence studies have been performed for both the fermionic AGP part of the wave function, and for the Jastrow three-body term. For the fermionic AGP part the reduced aug-cc-pVDZ (aDZ) and the reduced aug-cc-pVTZ (aTZ) basis sets are used as starting points for the wave function optimizations. The biggest exponents (Z > 100) of the contracted s orbitals of the two basis sets have been discarded as the electron-nucleus cusp condition is already described through the one body Jastrow factor. Also all the orbitals with angular momentum l > 2 were discarded. For the Ne atom we have also used as starting point the primitive Gaussians, with Z < 300, of the fully uncontracted UGBS1V basis set without d orbitals. To optimize this basis set made of 12 Gaussian primitive for s and p orbitals we have chosen to follow the constrained procedure described in Ref. 8 . In this procedure the AGP wave function is projected in a subspace built through a fixed number of molecular orbitals. For the case of the neon atom we have used the smallest set of doubly occupied molecular orbitals, i.e., 5, corresponding to a Jastrow Single Determinant wave function.
The basis sets used for the three-body Jastrow factor of the three atoms were built from contracted orbitals of primitive Gaussians, respectively (3s2p)/[2s1p], and (3s2p)/[2s2p], and for the more complex Neon atom also the fully uncontracted Gaussian basis set of (3s2p1d) orbitals was adopted.
The basis sets for the two diatomic molecules H 2 , Be 2 have been built following the same scheme used for the three atoms, although considering only fully uncontracted Gaussian basis sets for the Jastrow factor. Energy convergence studies for the fermionic part of the H 2 molecule were done using the cc-pVDZ (DZ), cc-pVTZ (TZ), and aTZ basis sets reduced as described above, while for the three body Jastrow factor only the (2s1p) uncontracted basis set was used. As for the H 2 molecule, also for the Be 2 dimer the AGP basis set convergence has been tested using reduced aDZ and aTZ basis sets, while two Jastrow basis sets were used with (3s2p) and (3s2p1d) orbitals. For the H 2 O molecule, we have used two different wave functions that have been optimized in the recent work by Zen et al. 58 where the structural, vibrational and electronic properties of this molecule have been calculated. The first wave function is the traditional JAGP described above. In this case the AGP part of the wave function is built starting form the aug-cc-pVDZ (aDZ) basis set for both the hydrogens and the oxygen atoms, reduced as described above. The basis set used for the Jastrow factor is built using (4s3p1d) uncontracted Gaussian orbitals for the oxygen atom, and of (2s1p) Gaussian orbitals for the hydrogens. Also the second wave function is of the AGP type although the basis set functions that appear in the geminal expression (Eq. (5)) are not atomic orbitals, but hybrid orbitals, 58 built as linear combinations of the basis set centred on the atoms. We used 13 hybrid orbitals for the oxygen and 4 for the hydrogens. These hybrids are built from a linear combination of (12s9p4d3f) uncontracted Gaussian orbitals for the oxygen atom and (9s4p3d) for hydrogen. The uncontracted Gaussian basis set used for the Jastrow factor is built of (4s2p1d) primitives for the oxygen atom and of (2s1p) for the hydrogens. 58 For the C 2 H 4 molecule we have used the wave function optimized by Barborini et al. 5 with the constrained procedure described in Ref. 8 . In this case we have projected the AGP ansatz on 12 doubly occupied molecular orbitals 5 in order to recover the property of size-consistency. For the carbon and hydrogen atoms we have used a basis set of (9s5p2d)/[4s3p2d] and (5s2p)/[3s2p] contracted Gaussian orbitals, respectively. The basis set used for the Jastrow factor was composed of (4s4p)/[2s2p] contracted Gaussian orbitals for the carbon atoms, and (3s3p)/[1s1p] for the hydrogens.
The wave function optimization procedure is the same for all the studied systems and was carried out via three consequent steps. First only the one and two body Jastrow factors together with the λ ij of Eq. (5) and the contracted orbitals' coefficients of the atomic basis sets were optimized. The second step consisted in optimizing only the parameters of the complete Jastrow factor, keeping fixed all the parameters of the fermionic AGP part, and finally all the parameters of the wave function, including the coefficients and exponents of the basis set, were optimized together.
Using the most accurate basis sets obtained through the stochastic optimization procedures we have calculated accurate electronic densities through the traditional (Eq. (6)) and the ACS (Eq. (10)) estimators.
To build the QMC densities on uniform cubic grids for all the atoms and molecules, we have used the traditional estimator (Eq. (6)) accumulating 2.048 × 10 9 MC steps per electron, while to evaluate the linear atomic densities of He, Be, and Ne over a radial grid of 400 points logarithmically distributed up to 35 bohrs from the nucleus, we have used the ACS estimator. Due to the computational cost of the ACS procedure, only 1.024 × 10 9 MC steps per electron were stored. To calculate these densities we have defined the Hill functions that regulate the switching between the long and short range f functions defined in Eqs. (11) and (12) As discussed in Sec. II C the ACS densities have a low dependency on the parameter l that appears in Eq. (12), anyway this dependency is attenuated when accurate wave functions are used and an extensive/sufficiently large VMC sampling is performed. This parameter affects the exponential decay of the ACS density, and in principle should affect the value of the HOMO eigenvalue, which is related to the ionization energy. We have observed that this dependency is more evident for the lighter He atom, but not dramatic when also the tails of the electronic distribution are sufficiently sampled, as in our case. For this reason, we have chosen the l parameter's values that yield the smaller fluctuations in the density tail: we have found that the best values were l = 2.0, l = 1.4, and l = 2.5, for the He, Be, and Ne atoms, respectively. Since the computational cost of the ACS estimator depends both on the number of the sampling points and on the total number of grid points, it becomes quite expensive in the calculation of densities on 3D grids. In the case of the molecular systems, the ACS estimator has been used to evaluate densities only in the regions around the nuclei, overcoming the difficulty of the traditional estimator in describing the nuclear cusp region. 40, 59 Restricting the use of such estimator in the region close to the nuclei has also the additional advantage of avoiding the dependence of the calculated densities at large distance from the nuclei on the parameter l. As the nuclear region has the highest probability of finding an electronic configuration, only 2.048 × 10 8 VMC samplings per electron were used to obtain these core densities.
The full CISD densities were calculated with the Gaussian 09 60 computer code. Very large basis sets were used in order to have well converged densities. In particular we used the fully uncontracted aug-cc-pV5Z basis set for the He atom, while for Be and Ne we used the fully uncontracted UGBS1V basis. The two correlated consistent basis set were reduced neglecting the g and h shells. Concerning the molecular systems, we used the aug-cc-pV5Z for the H 2 molecule, the augcc-pVQZ for the Be 2 dimer and the aug-cc-pVTZ for the H 2 O and C 2 H 4 molecules.
B. Details on the calculations for the KS orbitals and ν xc potentials
The method illustrated in Sec. II D has been implemented in the development version 2.5 of the CP2K code (starting from the revision number 13384). 41, 61 Equation (19) is solved using a dual basis of atom centred Gaussian orbitals and plane waves (GPW) 41, 61, 62 where the wave functions and the Hamiltonian matrix are expanded in Gaussian-type orbitals while the density is also represented in a plane wave basis. The input target density used in v constr is calculated on a real-space cubic grid defined by the plane wave cut-off, in this way, the Hartree, Fermi-Amaldi, and v constr terms of Eq. (19) are calculated in reciprocal space via Fast Fourier Transform. For the calculations of the atoms we have also used the atomic CP2K code (only Gaussian-type basis set) adopting a radial grid built of 400 points distributed logarithmically from 0 to 35 bohrs from the nucleus.
In order to evaluate the Kohn-Sham orbitals, energies and the corresponding exchange-correlation potential, Eq. (19) To reproduce the CISD atomic densities within the ZMP procedure implemented in the CP2K atomic code we have used the same basis sets used to create those densities (Sec. (20) using the CISD densities, was done considering values of in the interval between 100 and 1000, and at = 1000, we observed that the v xc (r) was converged. For the ACS densities, due to the previous considerations on the incompleteness of the basis set, we observed that non-physical fluctuations appeared in v xc (r) for > 300 and for this reason we performed the extrapolation considering the interval between = 50 and = 300.
The ZMP calculations on cubic grids were done using the CP2K code with the GPW description. The cell size of the cubic grids has been chosen requiring that the charge density at the edge of the cell was of the order of 10 −10 a.u.: we used cubic cells of sides 5, 10, and 7 bohrs for He, Be, and Ne, respectively, and we found that grid spacings of 0.026, 0.031, and 0.019 bohrs corresponding to plane wave cut-offs of 1800, 1300, 3600 hartree were enough to get converged results.
For the H 2 , Be 2 , H 2 O, and C 2 H 4 molecular systems we have used the uncontracted correlation consistent basis sets: the H, O, and C atoms where described through the uncontraction of the aug-cc-pV5Z basis set, while for Be we have used the uncontracted aug-cc-pVQZ.
To avoid non-physical fluctuations in the exchange correlation potential 33 the ZMP quantities for the molecules were extrapolated through = {50, 100, 150, 200, 250, 300}.
IV. RESULTS AND DISCUSSION
As anticipated above, to study the feasibility of using QMC densities for extracting KS quantities of molecular systems, we have first applied the ZMP procedure to the He, Be, and Ne atomic densities calculated on a radial logarithmic grid. Afterwards, the obtained results have been compared with those obtained on a cubic uniform three dimensional grid, to test the procedure that will be used for the molecular systems. Finally, KS orbitals, energies and potentials based on QMC densities are calculated for selected molecules, and in order to test their quality, these have been compared with the ones obtained using full CISD target densities and with other results present in the literature.
A. Assessment of the QMC wave functions
The first important step to achieve very accurate QMC densities to be used as targets in the ZMP procedure, is the optimization of the variational wave functions through which those densities are obtained. In order to verify the convergence of the total energies and electronic properties of the atoms and molecules considered, all the variational parameters of the JAGP wave functions, including the coefficients and exponents of the atomic orbitals, were fully optimized, as described in Sec. III A. The total energies of the all-electron atoms for different fermionic and Jastrow basis sets are reported in Table I .
As expected for the two lighter He and Be atoms the JAGP gives total energies in perfect agreement with experimental results within errors of 10 −5 and 10 −3 hartree, respectively. Moreover, the calculated total energies and ionization potentials are in excellent agreement with previous VMC results. 67, 69 For the heavier Ne atom, although we observe a larger discrepancy with respect to the experimental results, our VMC energies are again in good agreement with accurate VMC results from Refs. 63, 67, and 69. Also compared to a full CISD calculation 70 in the complete basis set limit, our energy differs only by 0.025 hartree, despite the fact that we used a relatively small basis set. From our calculation we observe that the most relevant improvement of the wave function comes from the use of at least two p-orbitals in the Jastrow factor. The inclusion of the d-orbital in the Jastrow part gives a smaller improvement in the total energy. For the calculation of the densities we have used the largest basis sets shown in Table I , confident of the good quality of the adopted wave functions based on the comparison with the reported experimental values and accurate calculations present in the literature. The same procedure has been applied for the H 2 and Be 2 molecules in order to obtain accurate QMC densities following the scheme reported in Sec. III A. In Table II the values of the total energies and of the electronic properties are reported for each molecule with different basis sets.
On the basis of these results we have chosen to apply the ZMP procedure to the Quantum Monte Carlo densities obtained from the largest basis sets reported in Table II for each molecule (Sec. III A).
For the ethylene molecule we have used the densities obtained from the biggest optimized wave function used in Ref. 5 , while for the water molecule we have used two basis sets, both proposed in Ref. 58 and described in Sec. III A, in order to test the effect of the quality of the wave function on the calculated density. The electronic properties of the water monomer obtained with these two wave functions are reported in Table II If we compare the quadrupole moments, we can see that the basis set build with hybrid orbitals shows a better compatibility with the experimental values. This is due to the bigger basis set used to build this hybrid AGP wave function.
B. Kohn-Sham orbitals from radial atomic densities
The first application of our implementation has been the evaluation of KS quantities (orbital energies, exchangecorrelation energies, and potentials) of the three closed shell atoms (He, Be, Ne) from QMC electronic densities, calculated on a radial logarithmic grid defined in Sec. III B.
Radial logarithmic grids have a very fine spacing near the nuclear cusp, and the best approach to obtain smooth QMC densities in this region, is to apply the ACS estimator described in Sec. II C. This estimator has the great advantage of yielding accurate descriptions of the charge density near the nuclear cusp, provided that accurate wave functions are employed. The good quality of the used wave functions can be seen comparing the contact densities, i.e., the values of the electronic densities at the nuclear cusps point, obtained through the ACS density estimator, with the ones calculated at CISD level. Thanks to the presence of the onebody Jastrow factor in the JAGP the real behaviour of the wave function near the nuclear cusp is ensured and we find contact densities in very good agreement with those obtained through the zero-variance zero-bias Diffusion Monte Carlo (DMC) estimator: 59 for example, for the Ne atom the contact density was estimated to be 620.550(69) au compatible with our ACS value of 620.44(18) a.u., while the CISD value is of 614.3 a.u. The KS eigenvalues and the exchange correlation energies for the three atoms, calculated from the ACS target densities, are reported in Table III and compared with those obtained from our CISD densities and with other results present in the literature. Experimental ionization energies and exchange correlation energies calculated through high level quantum chemistry methods are also reported as a reference. The ACS densities of the three atoms, to which we have applied the ZMP procedure, were obtained through a VMC sampling on the JAGP wave functions with the largest basis sets (see Table I ). The CISD and QMC total energies where used to estimate the exchange-correlation energy through Eq. (21) .
In order to extract orbitals and potentials we have solved Eq. (19) for different values of and the exchangecorrelation potential (Eq. (20)) was then extrapolated using a polynomial fit. We have also verified that the orbital eigenvalues and exchange-correlation energies obtained form the extrapolated v xc (r) potential provided the same values of those extrapolated at different 's, proof of the robustness of our results. The eigenvalues reported in Table III obtained from the ACS densities are in good agreement with those obtained form our CISD calculations and from those reported in the pioneering works of Zhao, Morrison, and Parr. 27, 72 In particular for the last occupied KS eigenvalues, obtained using the ACS densities, a good agreement with the experimental ionization energy for the He, Be, and Ne atoms is observed, with a discrepancy of no more than 0.003 hartree. This result is promising, and shows that even at the variational level, the QMC densities calculated from optimized wave functions have the same quality as those obtained by CISD calculations.
The ACS and CISD densities for the three atoms are shown in the left panel of Fig. 1 . In the inset the densities are plotted in logarithmic scale to highlight the error bars and the small fluctuations of the ACS densities.
A delicate aspect of the ZMP method, that we accurately investigated, is the finiteness of the basis set used in Eq. (19) to build the KS density (Eq. (14)) that targets the accurate ab initio one. The KS density tends to the target density in the limit → ∞, and to achieve this limit the basis set used in the solution of Eq. (19) must be sufficiently large as to correctly reproduce the target ρ 0 (r). 33 When dealing with CISD target densities we have verified that the basis set must be at least the same used to build the ab initio ρ 0 (r). For the Ne atom at the CISD level, using the UGBS1V basis set in the ZMP procedure, the maximum difference ρ(r) − ρ 0 (r) in the limit of → ∞ is equal to 0.04 a.u. at the cusp where the CISD density is 614.3 a.u. i.e., an error of the 0.006%. For the ACS density of Ne, the extrapolated difference ρ(r) − ρ 0 (r) grows up to 0.26 a.u. at the cusp, which is of 620.44(18) a.u. with an error of about the 0.04%: this behaviour is expected because the nuclear cusp described through the one body Jastrow factor is difficult to reproduce with a basis set built of primitive Gaussians. Similar energy differences are found for both the He and Be atoms: for the former the CISD and ACS differences are less then 0.01% while for the latter they are, respectively, of 0.02% and 0.05%. Through this approach we have obtained the v xc (r) potential curves, shown in the right column of Fig. 1 : in the inset the v xc (r) multiplied by r is also shown to highlight the correct asymptotic behaviour (−1/r) of the exchange correlation potential. The small discrepancies that appear in the potentials obtained from the ACS densities, with respect to those from CISD ones, are due to basis set incompleteness. As grows, the ZMP procedure reduces the density difference with respect the target density in the cusp region, spoiling the middle range regions in which the density is already of the order of 10 −5 a.u. This behaviour was not registered when using large basis sets for the CISD densities.The quality of our results can be also seen by comparing the exchange correlation energies (Eq. (21) Exchange components which where afterwards summed together. The results obtained for the ACS densities seem to be in better agreement with this reference, at least for the He and Be atoms if compared with the values obtained from CISD densities, with an error for the latter of about 5 mhartree. We must point out that these values are only indicative, as a matter of fact through Eq. (21) we can see that they directly depend on the total energy value corresponding to that particular density which may be quite distant from convergence, especially for CISD (Table I) . 
C. Kohn-Sham orbitals and potentials from densities on uniform cubic grids
To investigate the possibility of applying the ZMP procedure to molecular densities calculated through QMC methods we have repeated the calculations of the three atomic systems using densities distributed on uniform 3d cubic grids. The exchange correlation energies and the KS eigenvalues obtained for the ACS and CISD densities on these cubic grids are reported in Table IV . If we compare these results with those presented in Table III and obtained from linear radial densities, we can see that the maximum deviation is about 5 mhartree on both eigenvalues and exchange correlation energies, validating this approach and opening the possibility of the application to molecular systems.
D. Kohn-Sham orbitals and potentials for molecular systems
The successful application of the ZMP procedure on the 3d atomic densities obtained by QMC, gives us the possibility to further investigate its applicability on densities of small molecules. For the first time we use the ZMP method to extract KS quantities from many-body QMC molecular densities of particularly interesting chemical systems. First, we have studied the triatomic H 2 O water molecule, the C 2 H 4 molecule, and the Be 2 dimer, a prototype of weakly bonded molecules. The obtained results have been compared with experimental ionization energies and with other ZMP calculations on densities obtained by the Brueckner Doubles (BD) method 33 in the case of water. Next we have considered the H 2 molecule at both the equilibrium distance of R 0 = 1.401 bohrs and in the dissociation range (R = 3.000 bohrs). 83, 84 The eigenvalues obtained for the C 2 H 4 , H 2 O, and Be 2 molecules are reported in Table V , compared, when possible, with the experimental ionization potentials (IP), CISD and DFT calculations, the latter with the local PW92 potential, and with other ZMP calculations present in literature. 33 First of all let us consider the results for the H 2 O molecule, for which two different basis sets have been used. The traditional VMC estimator for the density has been used only for the smaller AGP basis set so that we refer to it as VMC. We can see that the eigenvalues obtained through the traditional VMC estimator are more compatible with the ZMP values obtained from BD densities 33 (indicated as ZMP BD ), with respect to our CISD calculations. For the latter the discrepancy between the highest eigenvalue and the ionization energy is of 1.3 eV while for VMC this difference reduces to 0.7 eV even though the tail of the charge distribution presents error fluctuations. These discrepancies in the higher eigenvalues obtained from the CISD and BD densities can be ascribed to the fact that the aug-cc-pVTZ basis set is not enough to obtain a fully converged density in the tails. Larger discrepancies with ZMP BD are found for the VMC results, in the eigenvalues associated with the more internal core orbitals, which seem on the contrary well described by the CISD densities. This is due to the bad behaviour of the traditional Monte Carlo estimator for the electronic density in proximity of the nucleus where the density varies rapidly, as discussed in Sec. II C. To cure this behaviour we have built up a new density treating the region near the cusps through the ACS estimator, so to correctly reproduce this small region with a relatively small computational cost. In the case of water, the ACS estimator has been applied in a region of 0.2 bohrs around the nuclei. Repeating the ZMP calculations on these new densities we have obtained the results labelled with ZMP V MC+ACS in Table V for the smaller basis set. We can see in this case a big change in the innermost eigenvalue. The core correction of the VMC density also corrects, in a slighter way, the estimation of the valence eigenvalues: the discrepancy between the experimental ionization potential and the ZMP estimations, for example, reduces to 0.5 eV. Moreover, the biggest hybrid basis set was used to obtain a mixed VMC+ACS hyb density and the ZMP eigenvalues, labelled with ZMP hyb V MC+ACS , are reported in Table V . We can see that this more accurate wave function leads to better ionization potential with respect to those extracted from CISD and BD densities, with a discrepancy from the experimental value of less then 0.1 eV.
Second, we have applied the same procedure to the C 2 H 4 and Be 2 molecules, calculating the KS quantities on both the pure VMC densities obtained with the old estimator, and the mixed VMC+ACS densities. In line with CISD calculations, for the Be 2 molecule we found a difference of 0.5 eV between the highest ZMP occupied eigenvalue and the first ionization potential which is the only experimental reference found for this molecule, reported in Table V. For the C 2 H 4 molecule the ZMP V MC+ACS values of the ionization potential differs of about 0.3 eV from the experimental value, while the ZMP CISD result seems to be nearly exact.
The inaccurate description of the density near the nuclear cusp for the VMC traditional estimator, leads to non-physical v xc (r) potentials which reflect in the wrong estimation of the core orbitals. In Fig. 2 the v xc (r) potentials extracted from VMC and VMC+ACS densities along the principal molecular axes are shown, and we can see that the non-physical behaviour due to the underestimation of the density in the case of the VMC calculations is corrected when the ACS density is used near the cusp. In Fig. 3 , from left to right, we report the contour plots of the converged v xc (r) potentials extracted from VMC+ACS, CISD densities and the LDA (PW92) potentials of the C 2 H 4 (upper panels), the H 2 O molecule (middle panels), and of the Be 2 molecule (lower panels) along the principal molecular plane.
Comparing these results we observe similar features between the potentials coming from the CISD and VMC+ACS densities, that are also reflected in similar Kohn-Sham eigenvalues obtained with the two potentials reported in Table V . Substantial differences are found, as expected, with respect to the LDA potential which presents a less structured profile around the nuclei, beside the wrong long range tail. This is also shown in Fig. 2 , where the same potentials are drawn along the principal molecular axes, and where the regions with small differences between the potentials from CISD and VMC+ACS densities are highlighted around the nuclei.
In Fig. 4 the molecular orbitals, corresponding to the eigenvalues reported in Table V The last molecular system we have investigated is the H 2 molecule at both equilibrium distance and with a stretched bond length of 3 bohrs inspired by the work of Buijse et al. of particular interest as in this regime the Hartree-Fock approximation becomes inadequate and the correlation part of the exchange-correlation potential starts to play an important role.
In Fig. 5 we plot the densities, the v xc (r) and also the total effective potential the v hxc (r) = v h (r) + v xc (r) in order to examine the barrier formed in the KS potential at the centre of the molecular bond. 32, 84 The accurate CISD and VMC+ACS derived KS potentials are then compared with the LDA potential (PW92) and with a potential extracted, through the ZMP procedure, from a DFT density obtained with the B3LYP hybrid functional, which contains a fraction of Hartree-Fock exchange. In the top panel of Fig. 5 we can see that at equilibrium distance we found similar profiles for the B3LYP, CISD, and VMC+ACS densities, while the LDA one presents a depletion of the charge in the middle of the bond. The situation is different for the stretched molecule where the B3LYP density noticeably differs from the CI and VMC+ACS density and resembles the LDA one, presenting a greater delocalization in the bond. When looking at the potentials we observe that ZMP ones, extracted from VMC+ACS and accurate CISD densities, have a remarkable correspondence, and the obtained eigenvalues, reported in Table VI , are in good agreement with those calculated by Buijse et al. 83 through CISD total energy differences. The ZMP potential based on the B3LYP target density, even if it displays evident discrepancies with respect the potential obtained from VMC+ACS and CISD densities, it exhibits a comparable barrier height at equilibrium distance, while in the stretched case, where the correlation is more important, the agreement is lost, the discrepancy becomes larger, and it presents a more similar shape to the LDA beside the different tail behaviour.
V. CONCLUSIONS
In conclusion, we have performed accurate Variational Monte Carlo calculations of atomic densities (He, Be, Ne), and molecular systems: the ethylene, the triatomic water molecule, the Be 2 dimer, prototype of weakly bonded molecules, and H 2 at bonding and stretched distances as an example of correlated system. We have shown that the total energy calculations are in good agreement with reference results and with those obtained through other high level quantum chemistry calculations. The employment of a compact JAGP wave function combined with the optimization of all variational parameters including exponents and coefficients of the Gaussian primitives has guaranteed a fast convergence with the basis sets of both the energies and the calculated densities. Using such accurate densities we have shown the possibility to extract Kohn-Sham orbitals and exchange-correlation potentials using the ZMP technique, which is non-trivial for QMC densities because of the presence of the stochastic error. Our results demonstrate the validity of this procedure and, thanks to the fair computational scaling of QMC calculations with the number of electrons, can be extended to larger molecules, where traditional post-Hartree-Fock methods with large basis sets might be computationally too demanding. The possibility to have accurate potentials from many-body densities for extended molecular systems opens different perspectives in computational chemistry and multi-scale modelling. First, it can contribute to the testing and development of new exchange and correlation potentials, in addition, the definition of Kohn-Sham quantities corresponding to QMC densities is the first step for the development of embedding multi-scale methods based on QMC and DFT.
