Abstract. We develop new algorithms for approximating extremal toric Kähler metrics. We focus on an extremal metric on CP 2 ♯2CP 2 , which is conformal to an Einstein metric (the Chen-LeBrun-Weber metric). We compare our approximation to one given by Bunch and Donaldson and compute various geometric quantities.
Introduction
The purpose of this article is to develop new methods for numerically approximating extremal toric Kähler metrics. In particular, we focus on extremal metrics on the Fano surface CP 2 ♯2CP 2 . Work on this topic began around a decade ago with pioneering articles focusing on ideas of Simon Donaldson [4] , [12] , [23] (taking a more mathematical viewpoint) and, separately, Matthew Headrick and Toby Wiseman [3] , [14] , [21] , [22] (with a more physically motivated viewpoint).
This paper develops a straightforward algorithm for the case of toric Kähler metrics which is easy to compute and overcomes some of the handicaps of existing techniques. We remark that toric metrics were the subject of both [4] and [14] but the toric condition is not integral to the algorithms that were employed there. The thrust of our method involves the minimization of a function of many variables and integration of a function of two variables over a polygon in the plane. The numerical techniques we use to achieve these objectives (conjugate gradient descent and Gaussian quadrature) are completely standard but nevertheless seem to achieve reasonable results. We hope that this article serves as a proof-of-concept and that it suggests more sophisticated numerical methods could yield even better accuracy. These ideas provide a good approximation to a distinguished extremal Kähler metric shown abstractly to exist by Chen, LeBrun and Weber [9] (henceforth the extremal CLW metric). What distinguishes this particular extremal metric is that it is conformal to an Einstein metric. Throughout this paper we will refer to the Kähler metric as the extremal CLW metric and the conformally related Einstein metric as the Einstein CLW metric. As the extremal CLW metric does not have a closed form, finding numerical approximations is of considerable interest.
A numerical approximation to the extremal CLW metric was given by Bunch and Donaldson in [4] . In general, Donaldson's algorithm considers metrics on polarised manifolds that are induced by embedding the manifold into a high-dimensional complex projective space equipped with the standard Fubini-Study metric; such metrics are called algebraic. Amongst these a distinguished algebraic metric known as a balanced metric is found and then used as the starting point for a refined approximation. One significant drawback is that the procedure only works for metrics with rational Kähler classes. This is because it relies upon finding a Hermitian metric h on a large tensor power of a holomorphic line bundle with the curvature of h corresponding to the Kähler metric. The extremal CLW metric does not have a rational Kähler class (though the class is reasonably close to the canonical class and so an approximation can still be made). Headrick and Wiseman's method is centred around being able to numerically simulate a parabolic flow, the Kähler-Ricci flow, that is expected to converge to the required metric. In this case the extremal metric is actually a Kähler-Einstein metric. The Kähler-Ricci flow can be framed as a second order parabolic PDE in a single function (the Kähler potential). For extremal metrics that are not Kähler-Einstein, the corresponding approach would be to utilize the Calabi flow. There are two immediate problems; it is a fourth order PDE and so difficult to discretize, and it is not a priori clear that one has convergence.
Our method bypasses these problems. It is analogous, in some sense to the Donaldson method which involves minimizing functionals restricted to finite dimensional subspaces of metrics (the so-called algebraic metrics). We also minimize a functional restricted to a finite dimensional subspace of metrics, which we call the symplectic algebraic metrics. In fact, this method is suggested in the papers [14] and [22] . Here the authors use the Kähler-Ricci flow to generate a representation of the metric. They then attempt to fit a symplectic algebraic metric to this representation. We do not need the first step and are able to search the space of symplectic algebraic metrics directly. Our methods can also be seen as analogous to those employed in the recent work of Headrick and Nassar [20] . In this work the authors are concerned with numerically approximating Ricci-flat Kähler metrics on compact Calabi-Yau manifolds. They do this by considering a variety of different energy functionals (of varying order) and then minimising them on the space of algebraic metrics. We also demonstrate a lower-order functional that seems to yield a good approximation to the extremal CLW metric when numerically minimised over the space of symplectic algebraic metrics. We should remark that there is, as yet, no rigorous theoretical justification for the convergence of our method (in fact, only the Headrick-Wiseman method has what might be regarded as a satisfactory theory of convergence). In future work we hope to address some of the theoretical considerations surrounding the convergence of our algorithm. It would be particularly interesting to investigate whether the lower-order functional could be used as alternative to the Calabi Energy in the rigorous existence theory of the extremal CLW metric. However, in this paper we will focus on the numerical approximations our method achieves.
An important application of numerical representations of canonical metrics has been to calculate various associated geometric invariants. Of particular interest is the calculation of the spectrum of certain natural differential operators such as the scalar Laplacian on functions or the Lichnerowicz Laplacian on symmetric 2-tensors. One place where the spectrum of such operators appears is in the study of the Ricci flow
Einstein manifolds (i.e. metrics g such that Ric(g) = Λg) are fixed points of this flow; they only evolve via homothetic rescaling. A natural question to ask is whether a particular metric is stable as a fixed point (i.e. after a small perturbation does the Ricci flow return to the Einstein metric). A result of Cao, Hamilton and Ilmanen [6] (see [7] and [19] for a proof) says that an Einstein metric is conformally unstable if the first non-zero eigenvalue of the ordinary Laplacian satisfies λ 1 < 2Λ. In [19] , the authors investigated the torus-invariant spectrum, yielding the upper bound λ 1 < 2.11Λ. A numerical proof of instability for the Einstein CLW metric was given in [18] . This was based on finding harmonic (1,1)-forms orthogonal to the Kähler form. We recover these results using our approximations and give numerical evidence of an eigenvalue of the scalar Laplacian less than 2Λ.
Knowledge of the spectrum of the Lichnerowicz Laplacian of an Einstein metric can determine stability properties of related physical constructions [16] . Hence physicists are alo interested in the stability of Einstein metrics. The numerical instability of a related non-Kähler, Hermitian, Einstein metric on CP 2 ♯CP 2 due to Page [26] , was first numerically demonstrated by Young [28] . A theoretical proof of instability, not relying on numerical approximations, was given in [18] and [19] . Our numerical work suggests that the Einstein CLW metric is unstable in exactly the same manner as the Page metric. 
toric Kähler Metrics
In this section we give a brief review of toric Kähler manifolds. We refer the reader to the articles [2] , [13] for a comprehensive discussion of the theory. For our purposes a toric Kähler manifold will be a Kähler manifold (M 2n , ω, J) that admits an effective action of the torus T n that is simultaneously holomorphic and Hamiltonian. Crucially, there is a dense open subset M o ⊂ M on which this action is free. From the machinary developed in [2] and [17] we obtain:
• A compact convex polytope P ⊂ R n and an identification
• A finite set of affine linear functions l i : R n → R such that the polytope P is obtained as the intersection of the regions defined by l i (x) ≥ 0, • A smooth convex function u : P o → R such that in the coordinates on P o × T n the metric g(·, ·) = ω(J·, ·) has the form
Here u ij = ∂ 2 u ∂x i ∂x j and u ij is the ordinary matrix inverse.
The metric has coordinate singularities on the boundary ∂P of P . It is known exactly how this has to occur. A result of Guillemin [17] and Abreu [2] shows that symplectic potential can be written as
where F is a smooth function on P . The term 1 2 i l i log(l i ) is known as the canonical symplectic potential associated to P and we will denote this by u can . Functions of the form (2.1) are said to satisfy the Guillemin boundary conditions. 2.1. Extremal metrics. The Kähler metrics we are interested in approximating are known as extremal metrics. They were introduced by Calabi [5] as the critical points of the functional
where S is the scalar curvature of ω and ω varies over all metrics in a fixed cohomology class. The value of C(ω) is refered to as the Calabi Energy of the metric ω. The EulerLagrange equations of the functional are equivalent to the requirement that ∇S is a holomorphic vector field i.e.∂∇S = 0. Viewed as a PDE in the Kähler potential, this is a highly non-linear sixth-order equation. This is one explaination as to why so little is known in general about these metrics. It is known that an extremal metric must be invariant under the maximal compact subgroup of the automorphism group. Hence an extremal metric must be torus invariant for any Kähler class that is toric. The scalar curvature of a toric Kähler metric is given by the following beautiful formula due to
Another benefit of the toric setting is that the condition for a torus invariant function to have holomorphic gradient is that it is an affine linear function of the polytope coordinates. Putting things together we arrive at the following equation for an extremal metric on a toric Kähler manifold (M 2n , ω)
where a k , b ∈ R. Equation (2.3) is usually referred to as Abreu's equation. A useful observation of Donaldson is that the constants a k and b appearing in Abreu's equation can be determined from the polytope. In order to do this we need to define a measure σ on the boundary of the polytope ∂P . This measure is just a multiple of the restriction of the Lesbegue measure on each edge scaled so that
where l r is the affine linear function definine the r th edge and dx is the standard Lesbegue measure on R n .
Proposition 2.1 (c.f. Corollary 1 in [11] ). Let u : P → R be a symplectic potential with Guillemin boundary conditions and with S = −u ij ij . Then
for any f ∈ C ∞ (P ) that is continuous up to the boundary.
The boundary term ∂P 2f dσ is twice that which appears in the paper [11] . This is because the symplectic potential is dominated by 1 2 x log(x) at the boundary of the polytope P . Donaldson uses a formulation of the theory where the singular behaviour is of the form x log(x). The Equation (2.4) shows that the quantity
must vanish when f is an affine-linear function. This places n + 1 constraints on S and so allows one to determine the affine-linear function S exactly in the case of an extremal metric.
Conformally Kähler, Einstein metrics.
One metric that we can apply our method to is distinguished amongst all extremal metrics on CP 2 ♯2CP 2 in that it is conformal to an Einstein metric. The correspondance between Hermitian Einstein metrics on four-manifolds and extremal Kähler metrics was first noted by Derdzinski. (1) and (2) imply
where κ ∈ R is the scalar curvature of the Einstein metric g e = S −2 g.
We note that condition (1) automatically implies that the Kähler metric g is extremal.
The condition of being Bach-flat can also be interpreted as saying that the metric is a critical point of the Weyl curvature functional
where W (g) is the Weyl curvature tensor of g. On Kähler surfaces this functional is topologically equivalent to the Calabi energy hence a Bach-flat Kähler metric is one where the Calabi energy is extremised for nearby Kähler metrics. The fact that the extremal CLW metric is Bach-flat allows one to determine the parameter a exactly.
Recently LeBrun was able to show that extremal CLW metric globally minimises the Calabi energy for any Kähler metric on CP 2 ♯2CP 2 [25] .
As the scalar curvature of an extremal-toric metric can be explicitly calculated and the Kähler class of the extremal CLW metric is also known explicitly, one can compute the Einstein constant and hence the scalar curvature κ = 4Λ of the Einstein CLW metric appearing in Equation (2.5). 
where
is the signature of M and V ol(g e ) is the volume of the Einstein metric given by M S −4 k dV g k . Using the description of the extremal CLW metric given in the next section, one can calculate κ ≈ 60.3456688.
2.3. The Chen-LeBrun-Weber metric. The moment polytope here is a pentagon defined by the linear functions
The constant a determines the Kähler class of the metric. If a = 2 then the Kähler metric is in the class c 1 (M ). In [24] LeBrun showed that the Kähler class of the extremal CLW metric is given by a ≈ 1.9577128052 to 10 d.p. This is the value used in the numerics. Using Equation (2.4), the scalar curvature of an extremal metric in these classes is given by S = A(x 1 + x 2 ) + B, where
We remark that these values are different to the ones calculated in [19] . This is for two reasons; firstly, there is a typographical error in the values given there (though all the calculations are performed with the correct values) and secondly, in this work we have translated the polytope by (−1, −1). This means that if the metric is in the class c 1 (M ) (corresponding to a = 2), the polytope agrees with the one used in [22] .
Algorithm
The algorithm is centered around an expansion of the symplectic potential as
We have not tried to find a rigorous justification for the symplectic potential of an extremal metric on a toric surface being real analytic in the polytope coordinates. An argument in the special case of toric Kähler-Einstein metrics is given in [14] . As our interest lies in the numerical results, we will suppress this technical point. In what follows we will describe the algorithm for approximating the extremal CLW metric though it is clear that one could perform the same procedure for any toric Kähler class. The extremal CLW metric is Z 2 invariant (the action switches x 1 and x 2 ) so the function F can be expanded as 
where ω ranges over the toric metrics in the same Kähler class as the extremal CLW metric and S CLW is the affine-linear function corresponding to the scalar curvature of the extremal CLW metric (or the extremal metric in the Kähler class being considered). Restricting this to symplectic potentials of the form (3.1) we obtain a function of n variables, I n which is given by
where S(c 1 , ..., c n ) is the scalar curvature of the metric given by the symplectic potential defined by the coefficients c 1 , ..., c n . We then proceed to minimise the functions I n by the method of conjugate gradient descent.
There are a variety of functionals that could be minimised in order to approximate the extremal CLW metric. We give a third-order functional in Section 4.2. It is tempting to consider minimising the L 2 -norm of the trace-free Ricci tensor of the conformal metric. This would be a second-order functional and so it would appear easier to compute at first glance. The main disadvantage with this method is that the Ricci tensor has the same singular behaviour on the boundary of P as the metric thus the calculation of the functional and its gradient becomes considerably more complicated. The scalar curvature is not singular on the boundary and so our algorithm does not require a particularly sophisticated integration scheme.
3.1. Conjugate Gradient Descent. This method is very widely used and we refer the reader to [15] for details. We give an overview of the method here. The rough idea is that one performs a gradient descent method, without repeating the search over directions that have already been tried. Consider first the problem of trying to minimise the quadratic function f : R n → R given by
where b ∈ R n and A is a symmetric positive-definite n × n matrix. It is easy to see that the minimum of f is the solution to the equation Ax = b. The conjugate gradient algorithm in this case consists of making an initial guess x 0 which yields a residual vector r 0 = b − Ax 0 . One then forms a sequence of vectors r i and h i defined by the recurrence
where p 0 = r 0 and the constants α i , β i are given by
Whilst carrying out this recurrence one updates the guess via
It is an exercise in linear algebra to show that this procedure finds the exact minimum of f in at most n steps.
If the smooth multivariable function F : R n → R is well approximated by the quadratic function
then it is natural to try to minimise Q F (x). The difficulty is that it would seem one needs to calculate the Hessian matrix ∇ 2 F (a) in order to carry out the algorithm described above. In fact, if at any point in the algorithm the residual r i = −∇F (P i ) for some point P i then it is not difficult to show that the constant α i is the value of t that minimises the one-variable functionF (t) = F (P i + t · h i ).
Setting P i+1 = P i + α i h i then one can also show that
Hence the algorithm for minimising the quadratic function Q F (x) can be implemented, without computing the Hessian of F , providing the gradient of F can be computed and the one-variable functionsF (t) can be easily minimised.
We implement the Polak-Ribere variant of the conjugate gradient method that is described on pages 518-519 of [15] . We find the minimum of a one variable function by using Ridder's zero finding algorithm (described on page 453 of [15] ) applied to the derivative. As the functions I n are not exactly quadratic, we stop the algorithm after 4n steps and then restart at the latest guess.
3.2. Integration -Gaussian Quadrature. In order to calculate the various integrals we use the method of Gaussian quadrature (we refer the reader to [15] for more information). For a one dimensional integral (normalised so that the range is [−1, 1]) the idea is to approximate the integral by taking a weighted sum of values
The points x i at which the function are sampled are known as the abscissa and the w i are refered to the weights. The points x i and weights w i are chosen so that if f is a polynomial of degree 2k − 1 or less, then the sum will compute the integral exactly.
To compute integrals over the pentagon P we take the following splitting:
This ensures that the all the one dimensional iterated integrals are smooth functions. We then approximate the iterated one-dimensional integrals using the Gaussian quadrature method. In order to check the accuracy of the methods we compute the volume of the Einstein CLW metric
Both the Gaussian quadrature with 10 and 20 points agree with this value up to 9 decimal places. Hence we use the 10 point Gaussian quadrature to compute the integrals appearing in the algorithm.
Results
The algorithm was implemented in C++ using the value a = 1.9577128052. For each degree, the previous coefficients were used as the initial guess with the value 0 being entered where no previous value had been calculated. The conjugate gradient method was carried out twenty-five times or until it no change in the Calabi energy was noticable to nine decimal places. Various measures of the accuracy of the numerical approximations were calculated. The most obvious is essentially the value of the functional we are trying to minimise. The appropriate measure is the volume-normalised L 2 -norm of the difference between the scalar curvature of the approximation S and the affine-linear function S CLW representing the scalar curvature of the extremal CLW metric g CLW , i.e.
As we know the extremal CLW metric to be conformal to an Einstein metric (and we know a priori the Einstein constant) we calculate some measure of this discrepancy. The measure we use is the volume-normalised L 2 -norm of
This is a measure of how far the conformal metric g e = S −2 g is from having constant scalar curvature and obviously if the metric is the extremal CLW metric then that above quantity vanishes (cf. Equation (2.5)).
The final measure of accuracy we use is to compare certain integrals of the gradient of the scalar curvature to values that the authors were able to calculate in a closed form (i.e. a rational function of the parameter a) in [19] . We have the following result allowing the calculation of ∇S p CLW L 2 (here the gradient and the L 2 -norm are with respect to the Einstein CLW metric). CLW g where g is the symplectic algebraic metric coming from our approximation to the extremal CLW metric. More explicitly, if
and the symplectic potential of g is denoted by u, then
and
The results of the numerical search are included in table 1. The Deg column refers to the degree of truncated polynomial. The column L 2 -error shows the volume normalised L 2 difference between the scalar curvature and the affine-linear function S CLW . The column Max is the maximum pointwise difference between the scalar curvature and the affinelinear function S CLW and the column Min is the minimum difference. The column β is the volume-normalised L 2 difference in the conformal scalar curvatures. The columns
L 2 are the L 2 -norms of the gradient of S CLW and S
−1 CLW
computed with the approximate metric. 4.9689666 0.020806978
As the table shows, the approximations seem to be converging to the extremal CLW metric. The calculations of the gradients of S CLW for the higher degree approximations seem to agree with the exact values to 6 significant figures. It is reasonable to expect that the eigenvalue calculations in section 5 are also accurate to this level. We remark that the degree 20 approximation can be achieved in a couple of hours on a standard desktop computer. A combination of more sophisticated hardware and better algorithms could probably yield faster convergence.
As with the numerical approximation to the Kähler-Ricci soliton on
we give the explicit quartic approximation to the extremal CLW metric. ⌋ real coefficients for a degree n representation. So for example when the potential is a degree 20 polynomial this involves a representation of the metric using 119 real coefficients. It appears our approximation is not as efficient as the Bunch-Donaldson approximation as when the degree is 20, our normalised L 2 -error is 2.5 × 10 −5 whilst they are able to achieve 1.02 × 10 −6 when p = 20.
4.2.
A third-order functional. We also investigated an approximation technique based around minimising another functional other than the modified Calabi energy. This is somewhat analagous to the investigations carried out by Headrick and Nassar [20] where they use a variety of functionals to find approximations to Ricci-flat Kähler metrics on Calabi-Yau manifolds. We use the functional derived from the identity (2.5)
As the terms involving the metric, ∆S CLW and |∇S CLW | 2 , only need one derivative of the metric, J is a third-order functional. This makes the gradient significantly faster to compute. We carry out the conjugate gradient descent method as with the modified Calabi energy. The results of this minimisation are contained in the table below. As the table shows, the results are in line with the approximations obtained by minimising the modified Calabi energy. The advantage of this method is that the algorithm seems to take far fewer steps to converge and each of the steps involves fewer calculations.
Applications
One use of the numerical approximations to canonical metrics is the calculation of various geometric information. A geometric invariant of particular interest is the first non-zero eigenvalue of the scalar Laplacian. This is of particular importance for Einstein metrics as it can determine whether or not the Einstein metric is linearly stable as a fixed point of the Ricci flow.
In [19] , the fact that Einstein CLW metric is conformal to an extremal metric was used to give an explicit upper bound for the first non-zero eigenvalue of the scalar Laplacian of the Einstein metric, λ CLW
1
. Expanding functions as powers of the scalar curvature S CLW the authors were able to show λ CLW 1 ≤ 2.107Λ. We note that the space of functions on CP 2 ♯2CP 2 can be decomposed into the Z 2 -invariant and Z 2 -antiinvariant functions. We denote the first space by F + and the second by F − and note that the Laplacian preserves the decomposition C ∞ (M ) = F + ⊕ F − . The space F + can be further decomposed into F + = R ⊕ F + 0 where F + 0 is the space of functions with vanishing integral. We consider minimising the Rayleigh quotient
for cubic functions f ∈ F + 0 and f ∈ F − . More precisely, we consider minimising the Rayleigh quotient over the functions 
We note that the value of 2.0940Λ is very close to the value 2.0965Λ found by the authors in [19] by considering polynomials in (x 1 + x 2 ) where the integrals could be evaluated in a closed form. This is further evidence that the approximation we have given is close to the true extremal CLW metric.
5.1. Linear Stability. It is clear that Einstein metrics can be considered as fixed points of the Ricci flow (1.1) as they evolve only by homothetic scaling. It is a natural question to ask whether they are attracting or repelling as fixed points. One way of determining this is to use Perelman's monotone quantity ν(g) [27] . This quantity is monotonically increasing under the Ricci flow and constant only if the metric is a gradient Ricci soliton which is a metric solving the equation
The notion of Ricci soliton generalises that of an Einstein metric (the Einstein condition being recovered by setting f constant). At an Einstein metric g e one can compute d 2 dt 2 ν(g + th)| t=0 , where h ∈ s 2 (T M ). If this quantity is positive then the Einstein metric g e is unstable ( linearly unstable) as a small perturbation of the metric in the direction of h will never flow back to g e . The stability of an Einstein metric is related to the spectrum of the Lichnerowicz Laplacian, ∆ L : s 2 (T M ) → s 2 (T M ), where
This is not surprising as the Lichnerowicz Laplacian is essentially the linearization of the Ricci tensor viewed as a differential operator on symmetric 2-tensors. The following theorem makes this precise. In order to compute the spectrum of ∆ L at an Einstein metric one can use the fact that there are a number of subbundles that it preserves. In particular, if one considers conformal perturbations of the metric then the stability criterion can be phrased in terms of the spectrum of the ordinary Laplacian. In fact the authors prove that if ∆ k S 2 k < 5 16 κ then the Ricci-flat cone that can be constructed over the Einstein CLW metric is unstable. Using Equation (2.5) and the identity ∆ k S 2 k = 2S k ∆ k S k − 2|∇S k | 2 we have
Using the degree 20 approximation we compute that Hence we recover the evidence of [18] that the Einstein CLW metric is linearly unstable as a shrinking soliton and that the Ricci-flat cone over it is also unstable.
