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Abstract
We present the first of a two-part Mathematica notebook collection that
implements a symbolic approach for the application of the density matrix
expansion (DME) to the Hartree-Fock (HF) energy from a chiral effective
field theory (EFT) three-nucleon interaction at N2LO. The final output from
the notebooks is a Skyrme-like energy density functional that provides a
quasi-local approximation to the nonlocal HF energy. In this paper, we
discuss the derivation of the HF energy and its simplification in terms of
the scalar/vector-isoscalar/isovector parts of the one-body density matrix.
Furthermore, a set of steps is described and illustrated on how to extend the
approach to other three-nucleon interactions.
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Nature of problem: The calculation of the HF energy from the chiral EFT three-
nucleon interaction at N2LO involves tremendous spin-isospin algebra. The prob-
lem is compounded by the need to eventually obtain a quasi-local approxima-
tion to the HF energy, which requires the HF energy to be expressed in terms of
scalar/vector-isoscalar/isovector parts of the one-body density matrix. The Math-
ematica notebooks discussed in this paper solve the latter issue.
Solution method: The HF energy from the chiral EFT three-nucleon interaction at
N2LO is cast into a form suitable for an automatic simplification of the spin-isospin
traces. Several Mathematica functions and symbolic manipulation techniques are
used to obtain the result in terms of the scalar/vector-isoscalar/isovector parts of
the one-body density matrix.
Running time: Several hours.
PACS: 02.30.GP; 02.60.Jh
Keywords: three-nucleon interaction, Symbolic Hartree-Fock, Symbolic Density
matrix expansion
1. Introduction
The nuclear Energy Density Functional (EDF), due to its computational
advantages, is the only tractable approach to the calculation of ground-
and excited-state properties of medium to heavy mass nuclei [1]. Currently,
nuclear EDF calculations rely on phenomenologically adjusted Skyrme and
Gogny functionals. Even though these empirical functionals have been suc-
cessful in providing a satisfactory description of bulk and certain spectro-
scopic properties of known nuclei, they lack predictive power away from the
region where they are fit. In light of this, various groups are pursuing dif-
ferent strategies to improve the predictive power of such phenomenological
functionals [2, 3, 4, 5, 6, 7]. One of these approaches is based on the ex-
plicit addition of microscopic long-range physics [8, 9] through the use of
the density matrix expansion method [10, 11].
Recent progress in evolving chiral effective field theory (EFT) interac-
tions [12, 13] to lower resolution scale using the renormalization group
methods [14, 15, 16] makes the construction of microscopically-based en-
ergy density functionals a feasible endeavor. Towards such a goal, we de-
rive the Hartree-Fock contribution from chiral EFT two- and three-nucleon
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interaction at N2LO. Furthermore, the highly nonlocal nature of the result-
ing energy density functional requires the application of the density matrix
expansion [10, 11] to derive a Skyrme-like quasi-local energy density func-
tional [8, 9]. Still, the EDF thus obtained only contains the Hartree-Fock
physics such that further correlations must be added to produce any reason-
able description of nuclei. In the short term, such an addition of correlations
can be done empirically [17]. Eventually though, it is our goal to compute
higher-orders in perturbation theory and design a generalized density matrix
expansion that is suited to simplify the non-localities in both space and time
that arise beyond the Hartree-Fock level [18].
The tremendous algebra required to derive a Skyrme-like energy density
functional from the exact HF energy through the DME makes a manual
calculation impractical. This is especially true for the contribution from
the three-nucleon interaction. In addition, such a derivation displays several
features that make it amenable to symbolic automation [23]: (i) it involves
many similar and repetitive algebraic steps (ii) most of it does not involve
numerical computation, and (iii) the part of it that seems to require numerical
computation, such as multidimensional integrals, can be performed using a
combination of analytic expansion and symbolic integration [19].
In this paper, we present the first part of the Mathematica solution in
which we implemented the calculation of the HF energy from the chiral EFT
three-nucleon interaction at N2LO and its subsequent simplification and re-
expression in terms of scalar/vector-isoscalar/isovector parts of the one-body
density matrix. The second part, which is the subject of a subsequent pub-
lication, will deal with the application of the DME to the output of the first
part, thereby yielding a Skyrme-like energy density functional. The paper
is structured as follows: in section 2, the starting expression of the HF con-
tribution from the chiral EFT three-nucleon interaction at N2LO is written
in such a way that its Mathematica implementation becomes transparent.
This is followed by section 3 where the Mathematica implementation is dis-
cussed in detail. The subject of section 4 is devoted to the organization of
the notebooks and the generation of the Mathematica code itself from the
attached Python script, as well as to the modifications required to adapt the
application of the notebook to more general three-nucleon interactions and
to relax the isospin symmetry imposed in the present work. The last section
contains the conclusions.
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2. HF energy from the chiral EFT three-nucleon interaction at
N2LO
2.1. The χ-EFT three-nucleon interaction at N2LO
From a general standpoint, three-nucleon interactions can be written as
〈k1k2k3|Vˆ3N |k ′1k ′2k ′3〉 =
1
Ω2
δk1+k2+k3,−k ′1−k ′2−k ′3 Vˆ3N(k1k2k3|k ′1k ′2k ′3) , (1)
where Ω is the volume used in the box-normalization of the momentum basis
states |k〉, δk1+k2+k3,−k ′1−k ′2−k ′3 is the Kronecker delta and Vˆ3N(k1k2k3|k ′1k ′2k ′3)
is a matrix element in momentum space and an operator in spin-isospin space.
In the above expression, the dependence of the interaction on spin and isospin
degrees of freedom is not displayed. The chiral EFT three-nucleon interaction
at N2LO has three main components (i) the E-term (ii) the D-term and (iii)
the C-term that are diagrammatically represented in Fig. 1. As the present
work relies only on the operator structure of the interaction which is provided
below, we do not specify the actual values of the various constants that appear
in the interaction. Refer to Ref. [20] for details. Furthermore, we neglect the
regulator function as we are dealing with a HF calculation. This is justified
because the HF calculation does not probe high-momentum single-particle
states. Specifically, one can neglect the regulator so long as kF  Λ, where
kF is the local Fermi momentum and Λ is the cutoff parameter employed in
the interaction. The absence of the regulator function makes the interaction
local in coordinate space. Even though section 5 illustrates how to extend
the approach to non-local interactions, the locality of the interaction brings
significant reduction in the complexity of the second part of the problem,
viz, the application of the DME to produce a quasi-local EDF.
2.2. Remarks on the notation
The following definitions hold for the various operators that appear in
the analytical expressions for E-, D- and C-terms of the interaction that are
stated below. σi ≡ (σi,x, σi,y, σi,z) and τi ≡ (τi,x, τi,y, σi,z) refer to the spin
and isospin Pauli matrices of the ith particle respectively. The momentum
transfer for the ith particle is denoted with qi ≡ ki − k′i where ki and k′i are
the out- and in-momentum coordinates of the particle. The scalar product
of two vectors a and b is denoted with a · b. Furthermore, repeated indices
imply summation over those indices (Einstein convention).
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pi pi pi
c1, c3, c4 cD cE
Figure 1: The two-pion exchange, one-pion exchange, and contact parts of chiral EFT
three-nucleon interaction at N2LO and the relevant coupling constants of the interaction.
2.2.1. The E-term
The E-term, which is a three-nucleon contact interaction, is the simplest
part of the interaction. The corresponding expression reads
VˆE(k1k2k3|k ′1k ′2k ′3) ≡ E
(
τ1 · τ2 + τ2 · τ3 + τ3 · τ1
)
, (2)
where
E ≡ CE
f 4piΛχ
. (3)
2.2.2. The D-term
The D-term involves a one-pion exchange and a contact interaction. Its
analytical form reads
VˆD(k1k2k3|k ′1k ′2k ′3) ≡ −
gA
4f 2pi
CD
f 2piΛχ
(
σ1 · q2 σ2 · q2
q22 +m
2
pi
τ1 · τ2 + σ2 · q3 σ3 · q3
q23 +m
2
pi
× τ2 · τ3 + σ3 · q1 σ1 · q1
q21 +m
2
pi
τ3 · τ1
)
. (4)
2.2.3. The C-term
The C-term involves two-pion exchanges and its analytic form is
VˆC(k1k2k3|k ′1k ′2k ′3) ≡
(
gA
2fpi
)2(
σ1 · q1 σ2 · q2
(q21 +m
2
pi)(q
2
2 +m
2
pi)
Fαβ123τ
α
1 τ
β
2 +
σ2 · q2
q22 +m
2
pi
× σ3 · q3
q23 +m
2
pi
Fαβ231τ
α
2 τ
β
3 +
σ3 · q3 σ1 · q1
(q23 +m
2
pi)(q
2
1 +m
2
pi)
Fαβ312τ
α
3 τ
β
1
)
,(5)
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where
Fαβijk ≡ δαβ
[−4 c1m2pi
f 2pi
+ 2
c3
f 2pi
qi · qj
]
+
c4
f 2pi
αβγτ γk σk · (qi × qj) . (6)
2.3. Basic form of the HF energy from the χ-EFT three-nucleon interaction
at N2LO
The three-nucleon interaction can in general be decomposed as a sum of
three terms
Vˆ3N ≡ Vˆ12 + Vˆ23 + Vˆ13 , (7)
where Vˆij is symmetric in i and j. Specifically, for the chiral EFT three-
nucleon interaction at N2LO, Vij depends on qi and qj and, in general, on
the spin-isospin coordinates of the three nucleons. After a few basic alge-
braic manipulations, the HF energy from the three-nucleon interaction can
be expressed in terms of only one of the three Vˆij operators, e.g. Vˆ23, as
〈Vˆ HF3N 〉 =
1
2
∑
ijk
〈ijk|Vˆ23(1− 2P13 − P23 + 2P12P23)|ijk〉 , (8)
where Plm denotes the exchange operator (of particles l and m) whereas
i, j and k denote occupied HF single-particle states. Note that for ease of
notation, we are using the single-particle basis that diagonalizes the one-
body density matrix of the HF Slater determinant. Plm is defined as
Plm ≡ P rlm P σlm P τlm , (9)
with P rlm the coordinate exchange operator and the spin-isospin exchange
operators given by P σlm ≡ (1 + σl · σm)/2 and P τlm ≡ (1 + τl · τm)/2. One can
identify three groups of terms in Eq. (8): direct, single exchange and double
exchange terms1. The direct term corresponds to the expectation value of
Vˆ23, the single-exchange term to the expectation value of Vˆ23(−2P13 − P23)
and the double-exchange term to that of 2 Vˆ23P12P23
1This should not be confused with one- and two-pion exchanges contribution to the
three-nucleon interaction.
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〈V HF,dir3N 〉 ≡
1
2
∑
ijk
〈ijk|Vˆ23|ijk〉 , (10)
〈V HF,1x3N 〉 ≡
1
2
∑
ijk
〈ijk|Vˆ23(−2P13 − P23)|ijk〉 , (11)
〈V HF,2x3N 〉 ≡
∑
ijk
〈ijk|Vˆ23P12P23|ijk〉 . (12)
As the derivation of the a Skyrme-like quasi-local EDF from the exact HF
energy requires the application of the DME, we need to express the HF energy
in the |r〉 ⊗ |σ〉 ⊗ |τ〉 single-particle basis. This is due to the fact that the
DME, as formulated [10, 11], is most naturally applicable to the one-body
density matrix expressed in coordinate space. Hence, we perform inverse-
Fourier transformation of the interaction to express the matrix elements in
|r〉⊗|σ〉⊗|τ〉 single-particle basis. This transformation leaves the spin-isospin
dependencies untouched. Confining the discussion to the k dependence, we
have
〈r1r2r3|Vˆ23|r ′1r ′2r ′3〉 = δ(r1 − r ′1) δ(r2 − r ′2) δ(r3 − r ′3)
× V23(r2 − r1, r3 − r1) , (13)
where
V23(r2−r1, r3−r1) ≡ 1
(2pi)6
∫
dq2dq3 e
iq2.(r2−r1) eiq3.(r3−r1) V23(q2,q3) . (14)
At this point, we do not actually perform the integrals over the momentum
coordinates 2 in Eq (14). Rather, Eq. (14) is used used as it is, resulting
in five-dimensional integrals in Eqs. (19)-(21) that are performed after the
application of the DME as discussed in Ref. [9].
The next target is to rewrite Eqs. (10)-(12) in a form transparent for
Mathematica implementation (in |r〉 ⊗ |σ〉 ⊗ |τ〉 single-particle basis). We
2Except for the E-term of the interaction which is a trivial three-nucleon contact in-
teraction, thereby yielding simple delta functions as shown in Eq. (27).
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illustrate the steps required to achieve that with Eq. (12), for which we have
〈V HF,2x3N 〉 ≡
∑
ijk
〈ijk|Vˆ23P12P23|ijk〉
=
∑
ijk
∑
σ′1..σ3
∑
τ ′1..τ3
∫ 3∏
m=1
dr′m
3∏
n=1
dr′n 〈ijk|r′1σ′1τ ′1 r′2σ′2τ ′2 r′3σ′3τ ′3〉
× 〈r′1σ′1τ ′1 r′2σ′2τ ′2 r′3σ′3τ ′3|Vˆ23P στ12 P στ23 |r1σ1τ1 r2σ2τ2 r3σ3τ3〉
× 〈r1σ1τ1 r2σ2τ2 r3σ3τ3|P r12P r23|ijk〉 , (15)
where we used completeness relations
∑
σ1 .. σ3
∑
τ1 .. τ3
∫ 3∏
i=1
dri |r1σ1τ1 r2σ2τ2 r3σ3τ3〉 〈r1σ1τ1 r2σ2τ2 r3σ3τ3|= 1 , (16)
and P στlm ≡ P σlmP τlm. We split the particle exchange operator such that the
coordinate part acts on the wave-functions while the spin-isospin piece is
taken care of along with the interaction. Let Xi represent (riσiτi) such that
the one-body density matrix reads as
%(Xj,Xk) ≡ %(rjσjτj, rkσkτk) ≡
∑
i
ϕ∗i (rk σk τk)ϕi(rj σj τj) , (17)
where the sums is over occupied single-particle HF states. Making use of
this, we define another quantity, which we call the auxiliary density matrix,
as
%i(Xj,Xk) ≡ % (rjσ′iτ ′i , rkσiτi) , (18)
where i  {1, 2, 3}. Basically, the spin-isospin coordinates of this quantity are
those of the ith particle. Applying the steps demonstrated in Eq. (15) and
using Eqs. (18), (13)-(14), one can express the direct, single-exchange and
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double-exchange parts of the three-nucleon interaction HF energy as
〈V HF,dir3N 〉 =
1
2
Tr1Tr2Tr3
[∫
dr1dr2dr3 %
1(X1) %
2(X2) %
3(X3)
×V23(r2 − r1, r3 − r1)
]
, (19)
〈V HF,1x3N 〉 = −Tr1Tr2Tr3
[∫
dr1dr2dr3 %
1(X3,X1) %
2(X2) %
3(X1,X3)
×V23(r2 − r1, r3 − r1)P στ13
]
− 1
2
Tr1Tr2Tr3
[∫
dr1dr2dr3 %
1(X1) %
2(X3,X2) %
3(X2,X3)
×V23(r2 − r1, r3 − r1)P στ23
]
, (20)
〈V HF,2x3N 〉 = Tr1Tr2Tr3
∫
dr1dr2dr3
[
%1(X2,X1) %
2(X3,X2) %
3(X1,X3)
×V23(r2 − r1, r3 − r1)P στ23 P στ12
]
, (21)
where %i(Xj) ≡ %i(Xj,Xj) and Tri refers to tracing over the spin and isospin
coordinates of the ith particle. The key to understand the form of these
equations is the splitting of the particle exchange operator, performed in
Eqs. (15), that results in the spin-isospin coordinates of each particle to be
grouped in a single auxiliary density matrix. These are the basic equations
to be implemented directly in Mathematica. The next section shows that
the implementation of these equations is transparent, which would not have
been the case without the trick used to group the spin-isospin coordinates of
each particle in a single auxiliary density matrix.
3. Mathematica Implementation
Starting from Eqs. (19)-(21), the implementation consists of the following
two components: (i) the automated tracing operation of spin-isospin matrices
and (ii) the re-expression of the HF energy in terms of the scalar/vector-
isoscalar/isovector parts of the one-body density matrix.
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3.1. Automated Tracing
The first task to be automated is the tracing operations in Eqs. (19)-
(21). This requires expressing the auxiliary density matrix in terms of its
scalar/vector-isoscalar/isovector parts. We adopt the notation used in Ref.
[21] where for two vectors, v and w in isospin space, v ◦ w denotes their
scalar product. Hence
%i(r ′σ′iτ
′
i , rσiτi) =
1
4
(
ρi0(r
′, r) δσ′iσi δτ ′iτi + ρ
i
1(r
′, r) ◦ ττ ′iτi δσ′iσi
+ s i0(r
′, r) · σσ′iσi δτ ′iτi + s i1(r ′, r) · σσ′iσi ◦ ττ ′iτi
)
.(22)
with the scalar-isoscalar, scalar-isovector, vector-isoscalar and vector-isovector
components are given, respectively, as
ρi0(r
′, r) ≡
∑
στ
%i(r ′σiτi, rσiτi) , (23)
ρi1(r
′, r) ≡
∑
στ ′τ
%i(r ′σiτ ′i , rσiτi) ττiτ ′i , (24)
si0(r
′, r) ≡
∑
σ′στ
%i(r ′σ′iτi, rσiτi)σσiσ′i , (25)
si1(r
′, r) ≡
∑
σ′στ ′τ
%i(r ′σ′iτ
′
i , rσiτi)σσiσ′i ττiτ ′i , (26)
where σσiσ′i ≡ 〈σi|σ|σ′i〉 and ττiτ ′i ≡ 〈τi|τ |τ ′i〉, with the operators σ ≡ (σx, σy, σz)
and τ ≡ (τx, τy, τz). In contrast to the one-body density matrix, we, occa-
sionally, refer to the scalar/vector-isoscalar/isovector components of the one-
body density matrix as nonlocal densities. Note that we maintain the explicit
reference to the index i as it will be useful in the Mathematica representation
of the respective quantity. At this point, we identify all the basic quantities
that need to be represented by their own Mathematica symbol. These are
listed in table 1. In this table, the index i plays the following two roles:
(i) It identifies the coordinate dependence of the scalar/vector-isoscalar/isovector
nonlocal densities. For instance, for the double-exchange part of the
HF energy (as given in Eq.(21)), the three auxiliary density matrices
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have the coordinate dependence
%1(Xj,Xk) = %
1(X2,X1) ,
%2(Xj,Xk) = %
2(X3,X2) ,
%3(Xj,Xk) = %
3(X1,X3) . ,
implying that the scalar/vector-isoscalar/isovector nonlocal densities
derived from these will have their coordinate dependencies fixed ac-
cordingly. For instance, the Mathematica symbol ρ10 refers to the
scalar-isoscalar nonlocal density extracted from the first auxiliary den-
sity matrix. According to Eqs.(19)-(21), this entails that ρ10 denotes
the non/local density ρ0(r1) for the case of direct contribution, ρ0(r3, r1)
for the first part of the single-exchange contribution, ρ0(r1) for the
second-part of the single-exchange contribution and ρ0(r2, r1) for the
double-exchange contribution.
(ii) One should be convinced that for the spin and isospin traces, the index
i plays the role of particle-id. Hence, the spin and isospin matrices
obtained from the auxiliary density matrices are to be grouped with
the respective matrices obtained from the interaction and spin-isospin
exchange operators.
Once the symbols of the various quantities at play are identified, the next
step is to define the composite symbols, viz, vectors and tensors. In the
11
following we list such definitions.
In[1]: = iM = IdentityMatrix[2];
In[2]: = σx = {{0, 1}, {1, 0}};
In[3]: = σy = {{0, −i}, {i, 0}};
In[4]: = σz = {{1, 0}, {0, −1}};
In[5]: = τx = {{0, 1}, {1, 0}};
In[6]: = τy = {{0, −i}, {i, 0}};
In[7]: = τz = {{1, 0}, {0, −1}};
In[8]: = σ = {σx, σy, σz};
In[9]: = τ = {τx, τy, τz};
In[10]: = q2 = {q2x, q2y, q2z};
In[11]: = q3 = {q3x, q3y, q3z};
In[12]: = ρ11 = {ρ11x, ρ11y, ρ11z};
In[13]: = s10 = {s10x, s10y, s10z};
In[14]: = s11 = {{s11xx, s11xy, s11xz}, {s11yx, s11yy, s11yz},
{s11zx, s11zy, s11zz}};
In[15]: = ρ21 = {ρ21x, ρ21y, ρ21z};
In[16]: = s20 = {s20x, s20y, s20z};
In[17]: = s21 = {{s21xx, s21xy, s21xz}, {s21yx, s21yy, s21yz},
{s21zx, s21zy, s21zz}};
In[18]: = ρ31 = {ρ31x, ρ31y, ρ31z};
In[19]: = s30 = {s30x, s30y, s30z};
In[20]: = s31 = {{s31xx, s31xy, s31xz}, {s31yx, s31yy, s31yz},
{s31zx, s31zy, s31zz}};
The actual tracing operation involves: (i) grouping together all spin-
isospin operators that originate from the interaction, spin-isospin exchange
operators or an auxiliary density matrix carrying the same particle-id. This
should be done without mixing their actual ordering as only matrices with
different particle-ids commute with each other. (ii) Performing the spin and
isospin traces separately. In the following, we demonstrate the steps followed
using the simplest term from the HF energy of chiral EFT three-nucleon
interaction (at N2LO), viz, the direct part of the HF energy from the E-part
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of the interaction. We denote this quantity by 〈V HF,E,dir3N 〉 and, according to
Eqs. (2) and (19), it reads
〈V HF,E,dir3N 〉 =
1
2
E Tr1Tr2Tr3
∫
dr1dr2dr3 %
1(X1) %
2(X2) %
3(X3)
× δ(r1 − r2) δ(r1 − r3) τ2 · τ3 . (27)
The Mathematica code to perform the automated tracing reads
In[19]: = V3NDirectHFE =
[ 3∑
α1=1
1
128(
ρ10 ∗ Tr[iM] ∗ Tr[iM]
+Tr[iM] ∗ Tr[(ρ11.τ)] + Tr[(s10.σ)] ∗ Tr[iM]
+
3∑
β1=1
3∑
β2=1
s11[[β1]][[β2]]Tr[σ[[β1]]] ∗ Tr[τ [[β2]]]
)
(
ρ20 ∗ Tr[iM] ∗ Tr[iM.τ [[α1]]] + Tr[iM] ∗ Tr[(ρ21.τ).τ [[α1]]]
+Tr[(s20.σ)] ∗ Tr[iM.τ [[α1]]]
+
3∑
β3=1
3∑
β4=1
s21[[β3]][[β4]]Tr[σ[[β3]]] ∗ Tr[τ [[β4]].τ [[α1]]]
)
(
ρ30 ∗ Tr[iM] ∗ Tr[iM.τ [[α1]]] + Tr[iM] ∗ Tr[(ρ31.τ).τ [[α1]]]
+Tr[(s30.σ)] ∗ Tr[iM.τ [[α1]]]
+
3∑
β5=1
3∑
β6=1
s31[[β5]][[β6]]Tr[σ[[β5]]] ∗ Tr[τ [[β6]].τ [[α1]]]
)
,
Assumptions→ AssumptionsList
]
, (28)
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where the Mathematica symbol AssumptionsList contains
In[19]: = AssumptionsList = {ρ10==ρ20==ρ30, ρ11z==ρ21z==ρ31z,
ρ11y==ρ21y==ρ31y == 0, ρ11x==ρ21x==ρ31x == 0,
s10x==s20x==s30x, s10y==s20y==s30y,
s10z==s20z==s30z, s11xx==s21xx==s31xx == 0,
s11xy==s21xy==s31xy == 0, s11xz==s21xz==s31xz,
s11yx==s21yx==s31yx == 0, s11yy==s21yy==s31yy == 0,
s11yz==s21yz==s31yz, s11zx==s21zx==s31zx == 0,
s11zy==s21zy==s31zy == 0, s11zz==s21zz==s31zz} . (29)
While the tracing operation has been explained, the list enclosed in
Assumptions → warrants a few lines of explanation. The list contains two
groups (i) a set of statements in which symbols are equated with each other.
These are solely the symbols referring to various scalar/vector-isoscalar/isovector
densities having the same coordinate dependence, which can be traced back
to the occurrence of the two delta functions in Eq. (27). Note that this is due
to the fact that the E-term is a three-nucleon contact interaction. For the D-
and C-terms, a more complicated coordinate dependence occurs that results
in there being no symbols equated in the respective AssumptionsList. (ii)
The second group contains a list of symbols that are set to zero. It is based on
the fact that the HF energy is isospin invariant, as is the starting interaction.
Moreover, the present application forbids proton-neutron mixing, implying
that single-particle wave-functions are eigenstates of the isospin-projection
operator on the z axis. Hence, we enforce proton-neutron symmetry by per-
forming rotation in isospin space Ref. [21] using the conserved symmetry
operator
Uˆpn = i exp
(
− i
2
piτˆ3
)
, (30)
which aligns the quantities along the z axis in isospin space. Such a step
yields a tremendous reduction in the size of the resulting expressions. Thus,
in the final expression of the HF energy, only isoscalar and the z component
of the isovector densities appear.
Even though Eq. (28) corresponds to the simplest part of the problem, its
Mathematica code requires a difficult mix of proper ordering of the operators
and correct labeling of the dummy indices for the summation operations.
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This becomes truly involved when dealing, for instance, with the double-
exchange part of the HF energy from the C-term of the interaction. To
address this problem, we have written a Python script that can be used to
generate the required Mathematica code. Refer to section 4 for details.
At this stage, the output from Mathematica is such that the various
vectors and tensors occur in terms of their components which makes the
expression too lengthy and impractical. To illustrate this particular point,
we choose a small part of the single-exchange contribution from the D-term.
Refer to section 4 for details on the organization of the notebooks. Even
in this case, the output is much simpler than the typical outputs from the
double-exchange of the D- and any of the C-terms3. Keeping that in mind,
the output reads
Out[19]: =
1
8
ρ10
(
2q3yq3z (−3s20zs30y − 3s20ys30z + s21zzs31yz
+ s21yzs31zz) + 2q3x(q3y(−3s20ys30x − 3s20xs30y
+ s21yzs31xz + s21xzs31yz) + q3z(−3s20zs30x − 3s20xs30z
+ s21zzs31xz + s21xzs31zz)) + q3x2(−3s20xs30x + 3s20ys30y
+ 3s20zs30z + s21xzs31xz − s21yzs31yz − s21zzs31zz − 3ρ20ρ30
+ ρ21zρ31z) + q3y2(3s20xs30x − 3s20ys30y + 3s20zs30z
− s21xzs31xz + s21yzs31yz − s21zzs31zz − 3ρ20ρ30 + ρ21zρ31z)
+ q3z2(3s20xs30x + 3s20ys30y − 3s20zs30z − s21xzs31xz
− s21yzs31yz + s21zzs31zz − 3ρ20ρ30 + ρ21zρ31z)
)
1
8
ρ11
(
2q3yq3z (−3s21xzs30y − 3s21yzs30z + s20zzs31yz
+ s20ys31zz) + 2q3x(q3y(−3s21yzs30x − 3s21xzs30y
+ s20ys31xz + s20xs31yz) + q3z(−3s21xzs30x − 3s21xzs30z
+ s20zs31xz + s20zs31zz)) + ...
)
. (31)
3The output of the automated tracing from the double-exchange of the D-term is tens
of pages long while that of the single- and double-exchange of the the C-term are much
longer than that.
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Hence, the manual simplification of such an expressions is not feasible. The
next section describes the technique we used to automate the task of writing
these expressions in terms of the scalar/vector-isoscalar/isovector4 parts of
the density matrix: {ρ0, ρ1, s0, s1}.
3.2. Scalar/vector-isoscalar/isovector re-expression
The main objective of this part of the code is to rewrite the output of
the automated parsing step in terms of the scalar/vector-isoscalar/isovector
parts of the one-body density matrix with the proper coordinate dependence.
The approach consists of two basic steps. Initially we form the eight groups
that arise from choosing the scalar or vector components of for each of the
three density matrices that are multiplied, which we represent schematically
as
groups = {{0|1} ⊗ {0|1} ⊗ {0|1}}, (32)
where {0|1} represents taking one of the scalars {ρ0, ρ1} or one of the vectors
{s0, s1} of that density matrix. Once a particular group is formed, the next
step involves forming the list of all scalars and vectors including momentum
vectors coming from the interaction.
In the following, a complete illustration is given for the double-exchange
of the D-term. The list of scalars and vectors that we have for instance, for
the {011} group of the double-exchange of the D-term, are
group011 = {q3, q3, ρ10, ρ11, s20, s21, s30, s31, } , (33)
where the superscripts {1, 2, 3} specify the id of the original density ma-
trix. Note that, for each density matrix, we have two possible choices
(isoscalar/isovector) even after the scalar/vector choice has been made. In
this set, the only momentum vector that appears is q3 and it appears twice
as can be seen from the combination of Eqs. (4) and (21).
Since energy is invariant with respect to rotation in coordinate, spin and
isospin spaces, we next form the list of all possible scalars from the selected
group. In each scalar, we can pick only one of the two possible choices orig-
inating from the same density matrix. For instance, referring to group011,
4From here onwards, we use the term isovector freely even though we have set the
first and second components to zero (only the third is nonzero). Refer to the discussion
immediately following Eq. (29).
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we cannot have ρ10 and ρ
1
1 in the same scalar. Hence, the scalars that can be
formed from group011 are
scalars011 = { ρ10 (q3.q3) (s20.s30), ρ10 (q3.q3) (s21.s31), ρ11 (q3.q3) (s20.s31),
ρ11 (q3.q3) (s
2
1.s
3
0), ρ
1
0 (q3.s
2
0) (q3.s
3
0), ρ
1
0 (q3.s
2
1) (q3.s
3
1),
ρ11 (q3.s
2
0) (q3.s
3
1), ρ
1
1 (q3.s
2
1) (q3.s
3
0) }. (34)
The subsequent step involves using Mathematica’s SolveAlways function
to obtain the coefficients for each term of scalars011. To complete the dis-
cussion, let us explicit the part of the Mathematica code that implements
the key ideas of this section
in[19]:s11z = {s11xz, s11yz, s11zz};
in[19]:s21z = {s21xz, s21yz, s21zz};
in[19]:s31z = {s31xz, s31yz, s31zz};
in[19]:V3NDoubleExchangeHFDgroup011 = Simplify[V3NDoubleExchangeHFD,
Assumptions→ {s10x == 0, s10y == 0, s10z == 0,
s11xz == 0, s11yz == 0, s11zz == 0,
ρ20 == 0, ρ21z == 0, ρ30 == 0, ρ31z == 0}] , (35)
where V3NDoubleExchangeHFD is the symbol for the double-exchange con-
tribution from the D-term obtained after the automated tracing. In the ac-
tual implementation, the sheer size of the V3NDoubleExchangeHFD forces
one to break the expression further into subcomponents. Refer to section
4 for details. In the above code, the definitions for {s11xz, s11yz, s11zz}
allows one to collect the nonzero parts of the respective tensors, viz, the z
components in isospin space as discussed in section 3.1, in to a vector. The
code in Assumptions → block simply sets the parts of the density matrices
that are zero in the chosen group, viz, group011. For details, refer to the
submitted Mathematica code. Once we obtain the particular group of inter-
est, in this case group011, the coefficients of the various scalar terms listed
in Eq. (34) are calculated using the code
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in[19]:CoefficientList011 = SolveAlways
[
V 3NDoubleExchangeHFDgroup011
− (a1 q3.q3 ρ10 s20.s30 + a2 q3.q3 ρ10 s21z.s31z + a3 q3.q3 ρ11z s20.s31z
+ a4 q3.q3 ρ11z s21z.s30 + a5 ρ10 q3.s20 q3.s30 + a6 ρ10 q3.s21z q3.s31z
+ a7 ρ11z q3.s20 q3.s31z + a8 ρ11z q3.s21z q3.s30
)
== 0,
{ρ10, ρ20, ρ30, ρ11z, ρ21z, ρ31z, q3x, q3y, q3z, s10x, s10y,
s10z, s20x, s20y, s20z, s30x, s30y, s30z, s11xz, s11yz,
s11zz, s21xz, s21yz, s21zz, s31xz, s31yz, s31zz}] (36)
The output symbol CoefficientList011 will contain the the values of the co-
efficients {a1, a2, ....a8}. In this case
in[19]:CoefficientList011 ={a1→ −3/16, a2→ 1/16, a3→ −3/16,
a4→ 1/16, a5→ 3/8, a6→ −1/8,
a7→ 3/8, a8→ −1/8} . (37)
Finally a part of the code does the automatic replacement of the coordinate
dependencies. As for the example used in the present section, one is dealing
with a part of the double-exchange from the D-term, which implies that the
coordinate dependencies of the three density matrices, according to Eq. (21),
are
%1(Xj,Xk) = %
1(X2,X1) ,
%2(Xj,Xk) = %
2(X3,X2) ,
%3(Xj,Xk) = %
3(X1,X3) .
Thus far the multidimensional integrals and the interaction constants that
we have in Eqs.(19)-(21) did not take part in any of the symbolic manip-
ulations. Once the proper coordinate dependencies are restored, we insert
the interaction constants and the multidimensional integrals resulting in the
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final expression for V3NDoubleExchangeHFDgroup011, denoted as 〈V D2x011 〉,
〈V D2x011 〉 =
−gA
4f 2pi
CD
f 2piΛx
1
16
∫
dr2dr3
∫
1
(2pi)3
dq3 e
iq3.(r3−r2) q
β
3 q
γ
3
q23 +m
2
pi
[
δβγδµν(
−3 ρ0(r2, r1)sµ0(r3, r2)sν0(r2, r3) + ρ0(r2, r1)sµ1(r3, r2)sν1(r2, r3)
− 3 ρ1(r2, r1)sµ0(r3, r2)sν1(r2, r3) + ρ1(r2, r1)sµ1(r3, r2)sν0(r2, r3)
)
+ 3 ρ0(r2, r1)s
β
0 (r3, r2)s
γ
0(r2, r3) − ρ0(r2, r1)sβ1 (r3, r2)sγ1(r2, r3)
+ 3 ρ1(r2, r1)s
β
0 (r3, r2)s
γ
1(r2, r3) − ρ1(r2, r1)sβ1 (r3, r2)sγ0(r2, r3)
]
.
(38)
To find the total value of the contribution from the double-exchange of the
D-term, similar analysis is carried out for the remaining seven groups and
their results added to Eq. (38). Naively counting, one has to calculate about
seventy-two groups5 of varying sizes to get the total contribution of the three-
nucleon interaction. This shows the tremendous size of the algebra required
to calculate the total HF energy and hence the need for automation.
4. More on the Mathematica notebooks
4.1. Automatic generation of the Mathematica codes and organization of the
notebooks
As mentioned in section 3.1, writing the Mathematica codes is an error-
prone procedure. This is mainly due to the fact that one has to include
a large number of summation indices in a single expression and maintain
proper operator orders. Consequently, we wrote a python script that can
be used to generate the Mathematic codes automatically, given the proper
parameters. Refer to the submitted files for details.
The Mathematica implementation of the calculation of the HF energy
and re-expression in terms of scalar/vector-isoscalar/isovector parts of the
density matrix is carried out in eight notebooks. The contribution from the
5For the three parts of the interaction, we have direct, single-exchange and double-
exchange with each requiring eight groups.
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E- is implemented in a single notebook and the same for the D-term. The C-
term is implemented in the remaining six notebooks. Refer to the submitted
code for details.
5. Possible Extensions
In this section, we discuss the steps that can be taken to extend the
approach so that one can treat non-local interactions and allow for proton-
neutron mixing.
5.1. Treating non-local interactions
The approach can be extended to treat nonlocal interactions. The starting
Eqs.(19)-(21) need to be modified for nonlocal interactions as
〈V HF,dir3N 〉 =
1
2
Tr1Tr2Tr3
[∫ 3∏
i=1
dri
3∏
j=1
dr′i %
1(X1,X
′
1) %
2(X2,X
′
2) %
3(X3,X
′
3)
×〈r1r2r3 |V23| r′1r′2r′3〉
]
, (39)
〈V HF,1x3N 〉 = −Tr1Tr2Tr3
[∫
d
3∏
i=1
dri
3∏
j=1
dr′i %
1(X3,X
′
1) %
2(X2,X
′
2) %
3(X1,X
′
3)
×〈r1r2r3 |V23| r′1r′2r′3〉P στ13
]
− 1
2
Tr1Tr2Tr3
[∫ 3∏
i=1
dri
3∏
j=1
dr′i %
1(X1,X
′
1) %
2(X3,X
′
2) %
3(X2,X
′
3)
×〈r1r2r3 |V23| r′1r′2r′3〉P στ23
]
, (40)
〈V HF,2x3N 〉 = Tr1Tr2Tr3
[∫ 3∏
i=1
dri
3∏
j=1
dr′i %
1(X2,X
′
1) %
2(X3,X
′
2) %
3(X1,X
′
3)
×〈r1r2r3 |V23| r′1r′2r′3〉P στ23 P στ12
]
. (41)
Starting with this, the same automated spin-isospin tracing, scalar/vector-
isoscalar/isovector re-expression can be carried out as described in secs. 3.1
and 3.2. This easy extension remains valid throughout the first part of the
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problem, specifically, calculation and re-expression of the HF energy in terms
of scalar/vector-isoscalar/isovector parts of one-body density matrix. This
is in contrast to the second part of the problem, application of the DME to
produce a Skyrme-like energy density functional, where the non-locality of
the interaction makes the problem significantly harder.
The traditional Skyrme phenomenological interactions [22] employed in
nuclear structure calculations are much easier to treat as they are zero-range
non-local interactions. Hence, we demonstrate how the present symbolic
approach can be applied directly to calculate the energy density functional
from the three-nucleon part of Skyrme interactions. From the outset, it
should be clear that we don’t need to further apply the DME to obtain
a local energy density functional as the interaction is of zero-range. The
situation is partly similar to the E-term of the realistic chiral EFT three-
nucleon interaction. However, the fact that we have gradient operators in
the traditional Skyrme phenomenological interactions make the derivation
harder than the corresponding derivation for the E-term.
We start with a schematic three-nucleon Skyrme-like interaction
〈r1r2r3 |V23| r′1r′2r′3〉 =
(
k223 + k
′ 2
23
)
δ(r1 − r′1) δ(r2 − r′2) δ(r3 − r′3)
× δ(r1 − r2) δ(r2 − r3) , (42)
where according to the usual notation of Skyrme interactions kij = i/2(∇i−
∇j) and k′ij = −i/2(∇′i − ∇′j). Our convention is that, when using such
an interaction in Eqs. (39)-(41), gradients must act on the density matrices
prior to making use of the delta functions.
The next step in the symbolic simplification is to form the set of rules
based on the relationship between the nonlocal scalar/vector-isoscalar/isovector
densities with the various local densities that arise in Skyrme energy density
functionals. A list and properties of these local densities and the relationship
between these local densities and the nonlocal one they originate from can
be found in Ref. [24]. For instance[(
∇2i +∇′2j
)
ρ0(ri, r
′
j)
] ∣∣∣∣
ri=r′j=R
= ∇2ρ0(R) − 2 τ0(R) , (43)
where ρ0(R) is the local scalar-isoscalar density and τ0(R) is the local scalar-
isoscalar kinetic density. These relationships can be expressed as a Math-
ematica replacement rules involving the symbols representing these quanti-
ties. What follows is a chain of replacement rule operations to obtain the
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final form of the local energy density functional. To illustrate the complete
set of steps, we have coded and submitted a Mathematica notebook that
derives the local energy density functional resulting from the the direct part
(Eq. (39)) of the schematic three-nucleon Skyrme-like interaction given in
Eq.(42). The most important advantage of this automation is that once the
rules for mapping the nonlocal densities onto the local ones are established,
calculating the energy density functional for different spin-isospin and gradi-
ent structures requires a negligible fraction of the effort required to perform
the corresponding derivation manually.
5.2. Proton-neutron mixing
Allowing for proton-neutron mixing makes possible to produce a more
general skyrme-like energy density functional. The merit of the present ap-
proach is that this can be done directly by removing the second group of
assumptions discussed just after Eq. (29). The main negative side effect
that one faces in doing so relates to the size of the resulting expressions
that increase significantly, resulting in a possible failure of Mathematica’s
SolveAlways method. Usually, this problem can be alleviated by breaking
the unhandled expressions into smaller pieces that can always be solved by
SolveAlways. Moreover, allowing for proton-neutron mixing forces substan-
tial changes when re-expressing the formula in terms of the scalar/vector-
isoscalar/isovector parts of the one-body density matrix. The reason is that
one has to use the full scalar-isovector, ρij, and vector-isovector, sij, symbols
instead of their projections along the z axis in isospin space. As a result, one
has to take this into account when constructing all possible scalars as de-
scribed in section 3.2. Another approach can be to perform the calculations
with a conserved proton-neutron symmetry, as is done in the present work,
and map the resulting expression to the case of proton-neutron mixing.
6. Comments and conclusions
The first of a two-part symbolic approach to the derivation of a Skyrme-
like quasi-local energy density functional from the HF energy of the chiral
EFT three-nucleon interaction at N2LO was discussed and implemented in
a collection of Mathematica notebooks. We have demonstrated that the
tremendous spin-isospin algebra required to express the HF energy in terms of
the coordinate-space scalar/vector-isoscalar/isovector parts of the one-body
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density matrix can be effectively tackled by using Mathematica. In the sec-
ond part of the work, which will be the subject of a subsequent publication,
we show that the further application of the density matrix expansion method
needed to generate the Skyrme-like energy density functional can also be
completely automated. Possible future directions of research could be: (i) as
a whole, the current Mathematica implementation conserves proton-neutron
symmetry. Hence, one can allow proton-neutron mixing by relaxing this con-
straint, thereby arriving at a more general Skyrme-like energy density func-
tional. The steps that are required to achieve this have been outlined in the
present contribution. (ii) We have demonstrated that the approach can be
generalized to treat nonlocal interactions such as the quasi-local Skyrme in-
teractions. Calculating the energy density functional starting from a Skyrme-
interaction (including two- and three-nucleon parts) with a rich spin-isospin
and gradient structures is a tedious task. In light of the recent interest along
these lines (see Ref. [25] and references therein), extending the scheme to treat
this problem could be useful. (iii) One can envision expanding the present
work in such a way that first-order pairing correlations are treated along with
the HF part, viz, performing HFB (Hartree-Fock-Bogoliubov) calculations.
Combining this extension with proton-neutron mixing, one can have a start-
ing Skyrme-like functional that can be used to handle proton-neutron pairing
correlations as discussed in Ref. [21]. (iv) Implementing a similar scheme to
treat four-nucleon interactions can also be one area of extension.
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Table 1: List of basic quantities and their corresponding symbols.
Quantity Symbol Remark
σ σ
The vector containing the three Pauli matrices:
σ = {σx, σy, σz}.
τ τ
The vector containing the three Pauli matrices:
τ = {τx, τy, τz}.
sij sij
The vector containing the components of the vector
density: s = {sx, sy, sz}. The index i  {1, 2, 3} denotes
the first, second or third density in Eqs.(19)-(21) while
j  {0, 1} refers to the isoscalar and isovector components
respectively. For example, the Mathematica symbol s10
defines the vector s10 = {s10x, s10y, s10z}.
ρij ρij
The scalar part of the density matrix. The index
i  {1, 2, 3} denotes the first, second or third
density in Eqs.(19)-(21) while j  {0, 1} refers to
the isoscalar and isovector parts, respectively.
For example, the Mathematica symbol ρ11
defines the vector ρ11 = {ρ11x, ρ11y, ρ11z}.
qi qi
The momentum vector q vector in the interaction
where i  {2, 3} labels the particle. For example,
the symbol q2 defines the vector q2 = {q2x, q2y, q2z}.
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