We consider the problem of reconstructing the characteristic polynomial of a graph from its polynomial deck, i.e. the collection of characteristic polynomials of its vertex-deleted subgraphs. Here we provide a positive answer to this problem for graphs as in the title, provided they are disconnected. Since the same problem for connected graph was already answered in positive, we have arrived at the positive answer for the entire collection of graphs under considerations.
Introduction
Let G be a simple graph on n vertices, v 1 , v 2 , . . . , v n . Denote by A G its (0, 1)-adjacency matrix. Then P G (x) = det(xI − A G ) = x n + a n−1 (G)x n−1 + · · · + a 1 (G)x + a 0 (G)
is the characteristic polynomial of G. The roots of P G (x) are called the eigenvalues of G. The collection of eigenvalues, i.e. λ 1 (G), λ 2 (G), . . . , λ n (G), is called the spectrum of G (in sequel, we will usually suppress G in our notation, and in addition assume that λ 1 λ 2 · · · λ n ). In particular, the largest eigenvalue will be denoted by , while the least eigenvalue by λ. Let
. . , P G n (x)},
where G i = G − v i (i = 1, 2, . . . , n), be the collection of the characteristic polynomials of vertex-deleted subgraphs of G. P(G) is also called the polynomial deck of G (the corresponding subgraphs will be referred to only as a deck). In this paper we consider the following problem.
Problem 1. Is it true that for n > 2 the characteristic polynomial P G (x) of a graph G is determined uniquely by the collection P(G)? In other words, if P(G) = P(H ), does it mean that P G (x) = P H (x) for every x?
This problem is called the polynomial reconstruction problem and it was posed by D. Cvetković (in 1973) and later studied by many authors. Since
(see, for example, [3, p . 60]) we can readily determine the characteristic polynomial except for the constant term. If we know any eigenvalue of G, then the constant term is uniquely determined (see [4] ). In particular, this will be the case if some polynomial from the polynomial deck has a multiple root. Then, by the Interlacing Theorem (see, for example, [3, p. 19] ), the same root appears in the characteristic polynomial. More generally, if we know the value of the characteristic polynomial in some point, we are again done.
No example of non-unique reconstruction (for n > 2) of the characteristic polynomial is known so far. On the other hand, the uniqueness of the polynomial reconstruction is proved for a several classes of graphs, like regular graphs [4] , trees [5] (see also [2] ), unicyclic graphs [13] , coronas [10] , small graphs up to ten vertices [5] , etc. There are also many results proved on reconstructing the bipartite graphs [4] , disconnected graphs [5, 10, 13] , graphs with terminal vertices [11, 13] , etc. It is also worth mentioning that the characteristic polynomial of any graph G (with n > 2) is reconstructible if these two decks P(G) and P(G) are known (see [8] ).
In this paper we will consider the polynomial reconstruction problem for the graphs whose least eigenvalue is around −2. More precisely, we will assume, as in [12] , that all subgraphs from the polynomial deck have their spectra bounded from below by −2. Under this condition, the polynomial reconstruction problem was solved in the mentioned paper, but only for connected graphs. Here, we will provide, also a positive answer, for disconnected graphs.
Preliminaries
In this section, we mention some results from the literature in order to make the paper more self-contained. It is known that the number of vertices, n(G), and edges, e(G), are reconstructible from the polynomial deck, as well as the vertex-degree sequence (deg(v 1 
The larger list of invariants and properties which are reconstructible from the polynomial deck one can find in [2] or [13] . For certain classes of graphs, the knowledge of these invariants and/or properties can be sufficient to get a positive answer to Problem 1. We have already mentioned (in Section 1) some polynomial properties which enable us an immediate reconstruction. Recall, if we can deduce from the polynomial deck any zero of the characteristic polynomial (or, more generally, its value in some point) the reconstruction can be done. We will now give some general results to be used in what follows.
Note firstly, that the property of being connected, or disconnected, cannot be deduced (in general case) from the graph spectrum, nor (so far) from the polynomial deck. The following theorem summarizes some important facts. Theorem 2.1. Let G be a disconnected graph whose components are
, then reconstructibility holds in any of the following situations: [5, 11] ); (ii) e(G 1 ) > e(G 2 ) and G 1 has a terminal vertex (see [11] ); (iii) e(G 2 ) < e(G 1 ) and G 2 is a tree (see [11] 
and G 1 has a terminal vertex (see [13] ).
The next result is taken from [5] (it is implicitly contained in the proof of Theorem 9); it is explicitly given in [11] (see Theorem 4.12). 
Theorem 2.2. Let G be a disconnected graph with two components,
Recall that the standard Interlacing Theorem allows equalities to hold in the above chain of inequalities. Hence, we now say that the eigenvalues of G 2 strictly interlace the eigenvalues of G 1 .
We now focus our attention onto graphs with least eigenvalue around −2. The line graph, L(H ), is the graph whose vertices are the edges of H with two vertices (edges in H ) being adjacent whenever the corresponding edges in H have exactly one vertex in common. The cocktail party graph, C(k), is the graph obtained from the complete graph on 2k vertices by deleting k independent edges. The generalized line graph, L(H ; a 1 , a 2 , . . . , a n ), is constructed from a graph H on n vertices v 1 , v 2 , . . . , v n and n-tuple (a 1 , a 2 , . . . , a n ) of nonnegative integers by taking disjoint copies of L(H ) and C(a i ) (i = 1, 2, . . . , n), with additional edges joining a vertex in L(H ) with a vertex in C(a i ) if the vertex in L(H ) corresponds to an edge in H that has v i as its end-vertex. Following [7] , a generalized line graph can be alternatively viewed as the line graph of a special type of a multi-graph (here denoted by H a ), obtained from H by attaching at vertex v i (i = 1, 2, . . . , n) a i double hanging edges, or equivalently, a i petals (see [7] p. 6 for more details). Therefore we can write L(H a ) = L(H ; a) -note also that two vertices in the generalized line graph are adjacent if only if two edges of H have exactly one vertex in common; so line graphs can be considered as special case of generalized line graphs (then a root graph can be chosen to be a graph, so not necessarily a multi-graph).
The following theorem is one of the nicest results from the spectral graph theory (see, for example, [7] for more details).
Theorem 2.3. Let G be an arbitrary connected graph. Then λ(G) −2, if and only if G belongs to one of the following classes of graphs:
Recall, a connected graph is an exceptional graph if it is not a generalized line graph but has a least eigenvalue not less than −2. This collection of graphs is finite (see [7] or [1] , for more details). The exceptional graphs can be distinguished in the following way (see also [7] ).
Lemma 2.1. Any exceptional graph G belongs to one of the following classes:
Remark 2.1. There are 20 graphs in E 6 , 110 graphs in E 7 and 443 graphs in E 8 (so, 573 in total exceptional graph in these three sets -they can be found in [7, pp. 198-212] ). In addition, we have that every graph from E 8 (E 7 ) contains as an induced subgraph some (exceptional) graph from E 7 (resp. E 6 ). Recall also that every exceptional graph has at most 36 vertices, and that every such graph of order n 10 has −2 as an eigenvalue of multiplicity at least two.
The next classification is of crucial importance for our investigations. The next lemma can be found in [7] , Lemma 7.5.2 (see also [12] ). (T ; 1, 0, . . . , 0) where T is a tree, or if G = L(U ) where U is a non-bipartite unicyclic graph; (iii) P G (−2) = (−1) n (9 − n), if G belongs to E n , where n = 6, 7, 8.
Lemma 2.3. If G is a connected graph on n vertices then:
(i) P G (−2) = (−1) n (n + 1), if G = L(T ), where T is a tree; (ii) P G (−2) = (−1) n 4, if G = L
Main result
Let G be a graph whose every vertex-deleted subgraph has the spectrum bounded from below by −2. Denote by G a graph (if any) which acts as a counterexample to our reconstruction problem. (G, G ) will be referred to as a counterexample pair. We will also use the following correspondence between the vertices of G and G : if v ∈ V (G) and v ∈ V (G ) then these two vertices will be called partners if P G−v (x) = P G −v (x) (note, the partners are the vertices of the same degree). Also, at most one of these graphs is disconnected (see [5, Remark 1] ). In addition, according to Theorem 2.1, we have that a graph being disconnected consists of two components of the same order. Therefore, we will assume that G = G 1 ∪ G 2 and that G is connected. Also,
In addition, we can assume here that k 6 (otherwise, n 10, and then the reconstruction is established as already noted).
In considering our reconstruction problem for G being disconnected, we will distinguish the following two cases:
The former case is actually settled in [12] regardless whether G is connected or not. We can also argue that in the following way. Firstly, the least eigenvalue of G should be less than −2 if our reconstruction is not unique (this follows from the fact that P G (x) > P G (x) for any real number x). But then G contains at least one of minimal forbidden subgraphs for −2 as the least eigenvalue (see [7, Theorem 2.4.5] ). Since each of these (minimal) graphs has at most ten vertices we are done. Namely, we can delete from G some vertex so that we again get a graph for which the least eigenvalue is less than −2, a contradiction. (Note, since G has at least 12 vertices, at least two vertices as required exist; the rest is based on the Interlacing Theorem.)
The latter case is more difficult, and will be considered in what follows. We first note that each of the three graphs G 1 , G 2 and G belongs to one of the classes (i)-(ix) as described in Lemma 2.2. So, to establish the uniqueness, we have to consider all these situations.
Since the uniqueness is in general established for all graphs up to ten vertices, we immediately get.
Theorem 3.1. G does not belong to any of the classes A 4 and B 5 .
Recall now, following [9] , that two vertices with the same open (closed) neighborhood are called duplicate (resp. co-duplicate) vertices. It is also noteworthy to add that the numbers 0 and −1 (as the eigenvalues of graphs) have a special role in spectral graph theory; see, for example, [6, Chapter 7] .
We next prove: 
If K is a non-trivial graph, then there exists a vertex in L(H ), say u, such that −1 is an eigenvalue of L(H ) − u of multiplicity at least two.

Proof. Let G * = L(H ).
Choose u to be a vertex in G * originating from an edge of K. Then the edges being added to K give rise in G * − u to a triplet of mutually co-duplicate vertices (case (i)), or to two pairs of co-duplicate vertices (case (ii)). But then, see for example [9] , the multiplicity of −1 in G * − u is at least two.
This completes the proof.
In what follows, we put σ = √ 5−1 2 .
Lemma 3.2. Given a graph K, let H be a graph obtained from K by adding at least three hanging paths of length two at some vertex of K. If K is a non-trivial graph, then there exists a vertex in L(H ), say u, such that σ is an eigenvalue of L(H ) − u of multiplicity at least two.
Proof. Let G * = L(H ).
Observe first that any two hanging paths being added induce in H a path, say P , of length four attached to K at its central vertex. Choose (again) u to be a vertex in G * originating from an edge of K. Recall also that the components of any eigenvector of a line graph (for any eigenvalue) can be interpreted in its root graph as the weights of the corresponding edges. So, to construct an eigenvector of G * − u for σ , we assign to edges of H the following weights: 1, σ , −σ and −1 to the edges of P (in natural order), while 0's to all other edges. Now it is a matter of routine to see that σ is an eigenvalue of G * − u. Moreover, we can choose h − 1 (h is a number of added hanging paths in H ) different hanging paths such as P , and this gives us h − 1 linearly independent eigenvectors of G * − u for σ , or at least two since h 3. This completes the proof. Fig. 1 
Lemma 3.3. Given a connected graph K with at least five edges, let H be a graph obtained from K by attaching at any of its vertices one copy of the rooted trees depicted in
(the roots are the lower-most vertices). Then at least three graphs in a deck of L(H ) have distinct indices, or the multiplicity of −1 in L(H ) − u for some u is at least two.
Proof. Let G * = L(H ).
To prove the lemma, we need to find the vertices in G * whose removal (one at time) gives the subgraphs as required. This can be done by specifying the edges in H to be deleted. Consider first the graphs H being obtained from K by adding to K the rooted trees of Fig. 1 , other than the second one. If so, we will next delete from H , each time, one edge from the corresponding trees. We firstly observe that each time we delete one edge we get a subgraph consisting of one dominating component (i.e. the component which determines the index of the corresponding line graph) and possibly some satellites. It is also easy to see that three of these dominant components (if properly chosen) can be ordered in such a way that the first one is a proper subgraph of the second one, while the second one is a proper subgraph of the third one. But then the same holds for the corresponding line graphs, and we are done (it is well know that the index of any connected graph strictly increases if some non-isolated vertices are being added; see, for example, [6, p. 50] ; the rest follows from Theorem 2.2). For the second tree of Fig. 1 it is more convenient to use the argument of Lemma 3.1. Notice, by deleting an edge incident to the root, we get that −1 is a an eigenvalue of multiplicity two in the resulting line graph. This completes the proof. Proof. Now G = L(T ) for some T . If diam(T ) 3 we are done. Indeed, then G is either too small (has less than four vertices), or otherwise contains −1 as an eigenvalue of multiplicity at least two (due to co-duplicate vertices). Assume next that diam(T ) 4. Let P be the longest path of T , whose length is denoted by
. . , u d be the vertices of P (in natural order). Then deg(u 0 ) = 1 (due to choice of P ). Next, without loss in generality, we can assume that deg(u 1 ) = 2 (for otherwise, by Lemma 3.1, we easily get a contradiction). If deg(u 2 ) = 2 we are done (by Lemma 3.3, see the first tree of Fig. 1 ). So, deg(u 2 ) > 2. If there exists some hanging edge attached at u 2 we are again done (by Lemma 3.3, see the third tree of Fig. 1 ). So, only hanging paths of length two can be attached to u 2 (for otherwise, after applying Lemma 3.1(i), we can arrive at a situation forbidden by Lemma 3.3, or due to the fifth tree of Fig.  1 ). The rest easily follows from Lemma 3.2 or Lemma 3.3 (see the fourth tree of Fig. 1 ). This completes the proof.
Theorem 3.3. G does not belong to
Proof. Now G = L(T ) for some tree T with a petal attached, or G = L(U ) for some nonbipartite unicyclic graph U . In both situations P G (−2) = 4 (note, G is of an even order). Let u be a vertex of G originating from some pendant edge ofT or U . Then P G −u (−2) = −4. Consequently, P G−u (−2) = −4, and thus P G 1 −u (−2)P G 2 (−2) = −4. Note firstly that the possible values for these two polynomials are the following: 1, −2, 3 and ±4 (by Lemma 2.3). Therefore, only the possibilities can occur: If (i) holds, then G 2 ∈ E 8 (since G 2 is connected). Therefore, G 2 is of order eight, and G 1 as well. If G 1 − u is connected we immediately get that G 1 − u ∈ A 2 ∪ A 3 . Since G 1 is connected, it follows that G 1 ∈ A 2 ∪ A 3 or G 1 ∈ E 8 . In the former case we get that P G (−2) = 4, contrary to the assumption that P G (x) / = P G (x) for every x. In the latter case G 1 ∈ E 8 . But then we get for some v that P G 1 2.3(i)-(ii)) . Suppose now that G 1 − u is disconnected. But then any factorization of −4 contains ±1 or ±2 as a factor, but this is not possible in our situation, since there is no graph in the observed class, on less than 6 vertices, whose characteristic polynomial at −2 has these values.
If (ii) holds, then each component of G 1 − u belongs to E 8 . Since G 1 is connected, the number of components in G 1 − u must be one (otherwise, there would exist an exceptional graph on at least 17 vertices in which −2 is a simple eigenvalue; See Remark 2.1). So G 1 ∈ E, and P G−v (−2) = 0 for any v in G 2 . On the other hand, P G −w (−2) / = 0 for any w in G , a contradiction. This completes the proof.
We are now in position to prove the following result. Proof. If G ∈ B 1 then G = L(P n ; 1, 0, . . . , 0, 1) for some n 2. Then, by removing a vertex of degree three (or four if n = 2) from G , we get a subgraph in which 0 is an eigenvalue of multiplicity at least two, and we are done.
If G ∈ B 2 we are immediately done, because G is a regular graph.
, where U is a unicyclic graph consisting of an odd cycle and a hanging path (possibly of length zero) whose terminal vertex has a petal attached to it. Next, if the length of the hanging path in question is at least one, there is a vertex in G having two hanging edges, and therefore we are done (similarly to the first situation from above). Otherwise, if the hanging path is collapsed to a vertex of the cycle, then we can delete from G one of the vertices of degree four to get a tree in which the numbers of vertices in two colour classes differs by two (since the cycle was odd), and then we are done (0 is of multiplicity at least two in the resulting tree; see, for example [3, p. 233 
, where B is a bicyclic graph consisting of two odd cycles and a path of any length (possibly zero) between them. If the length of a path between the cycles of B is non-zero there is a vertex of G whose removal makes one component of the corresponding subgraph equal to a cycle. But then we are done since every cycle has at least one eigenvalue being double. Otherwise, if the path between cycles is of length zero, we have that G − v ∈ A 3 for every v ∈ V (G ). So, according to Lemma 2.3(ii), P G −v (−2) = −4 for every v ∈ V (G ), and consequently, P G−v (−2) = −4 for every v ∈ V (G). But this implies that |P G 1 −v (−2)P G 2 (−2)| = 4 for every v ∈ V (G 1 ), and similarly if G 1 and G 2 exchange the roles. So P G 1 (−2) and P G 2 (−2) should have one of the following values: ±1, ±2 and ±4. By Lemma 2.3, G 1 (or G 2 ) should be in one of the sets A i (i = 1, . . . , 4) . For i = 1 we get that |P G 1 (−2)| = k + 1 where k is the order of G 1 (see Lemma 2.3(i)). So, k must be less than or equal to three, a contradiction. For i = 2 and 3, |P G 1 −v (−2)| depends on the choice of v (in fact, whether v corresponds to an edge in the root graph which belongs to a cycle or to a petal, or neither of them). So, at least two distinct values for |P G 1 −v (−2)| can appear. But this is generally not allowed since P G −v (−2) = −4 independently of the choice of v . The only exception arises when the root graph of G 1 itself is a petal, or a cycle, but this gives rise to multiple eigenvalues in G − v for any v ∈ V (G 2 ). So we are again done. Finally, for i = 4 we have that G 1 belongs to E k for k = 7 or 8 (note, k = 6 is easily discarded by using Lemma 2.3(iii)). But then, for some vertex v ∈ V (G 1 ), we have that G 1 − v ∈ E k−1 (see Remark 2.1). Now, we are immediately done for k = 7 (by Lemma 2.3(iii)); for k = 8, we have that |P G 1 −v (−2)| = 2, and consequently |P G 2 (−2)| = 2. But the latter equality can hold (by Lemma 2.3) only if k = 1 or k = 7, a contradiction.
Collecting the results from the above theorems, we arrive at our main result.
Theorem 3.5. The polynomial reconstruction is unique for a disconnected graphs whose vertexdeleted subgraphs have spectra bounded from below by −2.
In addition, having in mind the main result from [12] , we immediately get:
Theorem 3.6. The polynomial reconstruction is unique for all graphs whose vertex-deleted subgraphs have spectra bounded from below by −2.
