Successful state-of-the-art video retrieval and classification applications are predominantly carried out by means of spatio-temporal features. Typically, the evaluation of these tasks is exclusively done based on their final performance but no systematic analysis of feature robustness, invariance and stability has been done yet for large scale video retrieval. In this work, we analyze the impact of visual transformation on spatio-temporal features in large scale experiments. Following the recipe of recent state of the art evaluations, we choose the best performing approaches, namely the spatio-temporal Harris3D, Hessian3D, and Cuboid detectors and the HOG/HOF, SURF3D, and HOG3D descriptors. We show that these features have different properties and behave differently under varying transformations (challenges). This helps researchers to justify the choice of features for new applications and helps to optimize the choice of input video in terms of resolution, compression, frames per second or noise suppression. We make the extracted features accessible on-line for further independent evaluation and applications.
INTRODUCTION
Video features based on local 3D patches are a popular representation for videos as they provide a robust and invariant representation for retrieval, recognition and categorization (e.g. [2, 5, 9, 12] ). With growing on-line data sources of videos, automated video understanding becomes necessary. Typically, techniques inspired by text retrieval, such as the bag-of-words approach, are used for these tasks. These have been extended to "2D" techniques on images, and now are extended to "3D" by treating videos as volumes of voxels. Using local features on visual data diminishes the data to be processed and aims to provide a sparse and robust representation of the video content.
Recent work [14] evaluates spatio-temporal features on their matching performance on different datasets. The authors point out that in the literature many experiments are not comparable as they differ in their experimental settings and classification techniques. As such, the justification of specific properties of detectors and descriptors advocated in the literature is often insufficient. Limited and non-comparable experimental evaluations are commonly used in current papers. For example, results are frequently presented for different datasets such as the KTH dataset [1, 4, 7, 9, 12, 15, 16] , the Weizmann dataset [3] or the aerobic actions dataset [11] . However, many results are incomparable as they differ in their experimental setups. A principled evaluation of every step of a matching framework, as is successfully done in "2D" images (e.g. [10] ), is missing for "3D" video matching. The most promising approaches for spatio-temporal features are spatio-temporal corners [8] , periodic spatio-temporal features [1] , volumetric features [6] and spatio-temporal regions of high entropy [11] .
These approaches are not evaluated by robustness of the features themselves, but only in the context of the final classification accuracy in a complex experiment. We know from image retrieval that the choice of features has a significant impact on the overall result of the bag-of-words approach. So, classification accuracy is a strong hint, not an in-depth analysis of the quality of a representation. Wang et al. [14] evaluate different combinations of spatiotemporal features, dense sampling and descriptors. We follow their choice of features and use Harris3D, Hessian3D and the Cuboid detector and HOG/HOF, SURF3D and HOG3D for our evaluation.
The data-set, the executables and the extracted features are available on-line 1 . Unlike the above mentioned approaches which concentrated on videos of simple human actions, in this paper we aim to evaluate features under predefined transformations of arbitrary videos. This allows us to justify the choice of a certain feature based on the properties of the input video. We show that the robustness to noise, resolution and compression artifacts is highly varying. We see that certain features remain stable, even when the video is so much altered that it is visually not appealing any more. Moreover, features are differently robust to preceding noise reduction and contrast. For the reduction of frames, we can show that the video can be equally represented by just using 12% of the original number of frames. This reduces the runtime and the memory requirements of such applications significantly.
The paper is organized as follows. The features used are given in more detail in Section 2. The dataset used and the experimental setup are described in Section 3. Results are given in Section 4. Section 5 concludes.
SPATIO-TEMPORAL FEATURES
The following approaches are used to detect salient and stable local patches of videos and describe them in a robust and invariant way. To make prior evaluation comparable, all approaches and parameters are equal to the evaluation in [14] .
An extension of the Harris corner detector, the Harris3D detector was proposed by Laptev and Lindeberg in [8] . To describe the detected patches by local motion and appearance, the authors compute histograms of spatial gradients and optical flow accumulated in space-time neighborhoods of detected interest points referred to as HOG/HOF [9] . HOG results in a descriptor of length 72, HOF in a descriptor of length 90. For best performance they are simply concatenated. The binaries are available online 2 , we use the suggested parameters from the authors.
The Hessian3D detector [15] is the spatio-temporal extension of the Hessian blob detector. The saliency of a location refers to the determinant of the 3D Hessian matrix. The implementation is very efficient and it is said to provide a dense representation of the video. This is true for certain conditions but for our experiments, the number of detections is comparable with Harris3D, while the detected scales tend to be bigger than the ones for Harris3D. Willems et al. [15] proposed the SURF3D (ESURF) descriptor which extends the image SURF descriptor to videos. An image patch is represented by a 288 dimensional vector of weighted sums of uniformly sampled responses of Haar-wavelets. The binaries are also available 3 . The Cuboid detector is a set of spatial Gaussian convolution and temporal Gabor filters [1] . The Gabor filters give a local measurement focusing not only on local changes in the temporal domain, but prioritize repeated events of a fixed frequency. The authors suggest the use of a fixed scale approach. The set of functions is available on-line as a toolbox 4 . For description, we use the HOG3D [7] . This is based on histograms of 3D gradient orientations efficiently computed using an integral video representation. In our setup, this 
EXPERIMENTAL SETUP
Our experiments aim to quantify the properties of the state-ofthe-art spatio-temporal features described in the previous section. We challenge the robustness of these approaches on the FeEval 1 data-set [13] consisting of 1710 videos of about 20 seconds each. Starting with 30 short clips from HDTV shows, Hollywood movies of a full HD resolution of 1920×1080, and surveillance videos, we systematically consider the following steps: (1) every video undergoes 8 types of transformations denoted as challenges; (2) each challenge is applied at 7 levels of increasing impact encoded by a parameter (see Figure 1) .
The challenges and the associated parameter ranges are listed in Table 1 . All videos are encoded with the H.264 codec and stored in a .mov Quicktime container. The Hollywood movies are challenging because of their high resolution and therefore the high demand for memory and processing power becomes an issue. To give an impression on the scale of our experiments in Table 2 we compare the databased used in our experiments with other popular datasets. Note that we have comparable parameters in terms of the number of videos and the classes but we have a larger number of variations and we propose a systematic analysis. To compare the performance of the state-of-the-art detectors, in our experiments we analyze the change in the number of detections and in their relative coverage. The relative coverage is estimated by computing the absolute volume of the video (width × height × number of frames) divided by the sum of the volumes of all the detections. In relation to the number of detections, this gives an idea about the sizes of the extracted patches and thus within the challenge the robustness of the scale selection. For single-scale approaches, this measure is the directly related to the number of features.
For the descriptors, we measure their entropy by n i=1 − log(p(xi))p(xi) where p(xi) is the occurrence probability for the value xi within the n-dimensional descriptor.
Every challenge starts with the original video which is then increasingly transformed. We observe how the representation of detections changes for this transformation. This does not only give us insight into the robustness of the feature but answers also the questions in the opposite direction: How can I alter my video in terms of noise reduction, compression and reduction of resolution and frames while being equally represented? What kind of videos do I have to provide to allow for a meaningful representation?
RESULTS
Throughout all the experiments we observed that Harris3D and Hessian3D are very similar in their number of features. Table 3 shows that the corresponding mean numbers of features and the standard deviations are comparable for these two methods. However, Hessian3D provides almost 10 times more relative coverage than Harris3D. The Cuboid detector gives a much higher number of small features on a single scale. The concatenated HOG/HOF descriptor with 162 dimensions has the highest entropy with the smallest standard deviation throughout the whole dataset.
The HOG3D descriptor varies the most over the challenges. The 960 dimensions are comparably sparse and the description varies the most over the dataset. This can be seen in Fig. 2 where the distribution of non-zero data per dimension is given over the whole dataset. The Gaussian blur challenge applies increasing Gaussian blur per color channel. Increasing Gaussian convolution can be seen as down-scaling of the videos. The number of features decreases for all approaches linearly with increasing size of the Gaussian kernel (see Fig. 3(a) ). The relative coverage of the features on the other hand (Fig. 3(b) ) shows that the Harris3D is able to maintain its coverage (providing fewer, but larger regions).
Noise adds random values to the video. Beginning with 5% noise in every frame, the challenge increases the amount of noise for every step by 5% up to 35%. At this point, more than a third of the original data is lost. The corner and blob detection extract their locations from local structure tensors which are robust against noise. For the Cuboid detector, the temporal Gabor filter shows to be highly sensitive to noise (see Fig. 3(c) ). It can be seen that the number of detections doubles within the challenge, leading to a linear increase of coverage. Harris3D maintains its coverage not changing the scales significantly (see Fig. 3(c) ). Hessian3D becomes unstable in its blob detection giving varying coverage showing that the scale detection is less robust against noise.
Change of lighting We darken and lighten the videos by changing the saturation of the colors to simulate increasing and decreasing lighting conditions. Results are given in Fig. 3 (e) and 3(f). Both Harris3D and Hessian3D suffer from losing contrast in the image. Both approaches are not able to detect any features in any of the very dark or light videos. Again we see that the scale detection of the Hessian3D is less robust losing relatively more coverage than the Harris3D. The Cuboid detector is not affected by the change of the light.
The median filter is used to reduce speckle -and salt and pepper noise effectively. We apply the filter with a kernel size from 2 pixels to 8 pixels. Visually, the videos are changed a lot at that point. The filtering is removing all fine structure and noise. Surprisingly, this does not affect the Harris3D detector. Its locations remain stable throughout the challenge (see Fig. 3(g) and 3(h) ).
To test the effect of increasing compression, we decrease the H.264 quality from 60 to 0 leading to a video with strong JPEG artifacts and many wrong colors and edges. The space requirements for the actual file are reduced to less than 25% from the high quality compression. All the detectors are stable to this condition where blob detection of the Hessian3D has the most variation. Cuboid detections change more in the initial step from no compression to the first step of the challenge as even slightest JPEG artifacts respond to the Gabor filtering (see Fig. 3(i) and 3(j) ).
To decrease the demand for storage space, surveillance videos are often handled with very few frames per second. For the challenge, the original 24 frames per second are reduced down to 3 frames per second. All approaches provide a more sparse representation with less frames. Harris3D increases the relative coverage with less frames. Hessian3D is less robust to this change of data losing half of the relative coverage (see Fig. 3(k) and 3(l) ).
CONCLUSION
In this paper, we evaluate the robustness of spatio-temporal features on 1710 videos. For the first time, principled evaluation of the properties of these features is done. The 30 original videos are systematically transformed to test the robustness of the features. We show that contrast and lighting changes are an issue for corner and blob detection and should be taken care of in applications. For changes in scale, the scale selection of Harris3D performed more robustly than Hessian3D. Scaling in the temporal direction, e.g. reducing fps, does not change the representation of the videos significantly while reducing the amount of data to be processed to a minimum. When we reduce the number of frames to 12% of the original number, we still get comparable detections, showing that this is a viable way of making feature detection more efficient. Compression can be increased to a level where viewers would no longer be satisfied, but where features detected remain stable.
