Abstract We report the number of semigroups with 9 elements up to isomorphism or anti-isomorphism to be 52 989 400 714 478 and up to isomorphism to be 105 978 177 936 292. We obtained these results by combining computer search with recently published formulae for the number of nilpotent semigroups of degree 3. We further provide a complete account of the automorphism groups of the semigroups with at most 9 elements. We use this information to deduce that there are 148 195 347 518 186 distinct associative binary operations on an 8-element set and 38 447 365 355 811 944 462 on a 9-element set.
Introduction
Classification of finite semigroups of a given order goes back to the 1950s when Tamura undertook hand calculations, first for orders 2 and 3 [22] and later for order 4 [23] . Around the same time Forsythe introduced computer search to the problem [8] implementing a backtrack algorithm to find semigroups on a 4 element set. Subsequently various authors refined his approach [18, 20, 15, 21] , so that by 1994 semigroups were classified up to order 8. These semigroups are nowadays available in the data library Smallsemi [6] . A recent advance in the enumeration of semigroups are the formulae derived in [7] for the numbers of semigroups S for which |{abc | a, b, c ∈ S}| = 1 and S is not a zero semigroup. Such semigroups are called nilpotent of degree 3. These were used in the attempt to establish an asymptotic lower bound on the number of all semigroups on a finite set [17] . The analysis in [21] shows that for order 8 about 99.4% of the semigroups are nilpotent of degree 3.
Research investigating the automorphism groups of semigroups of a given order has a far briefer history. It has long been known that every group appears as the automorphism group of some semigroup which is a consequence of the analogous result for graphs [10] , but the first algorithm to compute automorphism groups of semigroups was only presented in [1] where Araújo et al. compute as one application of their general method the automorphism groups of semigroups of orders at most 7.
Naturally the principal aim of the aforementioned investigations was to consider 'structural types' of semigroups of the given order rather than distinct semigroups on a set of that size. Two semigroups S and R are anti-isomorphic if one is isomorphic to the dual of the other, that is if there exists a bijection σ : S → R such that σ(ab) = σ(b)σ(a) for all a, b ∈ S; in this case σ is an anti-isomorphism. For short we write (anti-)isomorphic to mean isomorphic or anti-isomorphic and analogously write (anti-)isomorphism. Classification of semigroups has mainly been done up to (anti-)isomorphism. The connection to a classification up to isomorphism is provided by those semigroups which are anti-isomorphic to themselves, that is isomorphic to their dual, called self-dual.
In this paper we enumerate semigroups of order 9 up to isomorphism and (anti-)isomorphism. The number up to (anti-)isomorphism, 52 989 400 714 478, was first reported in [5] , without the explanation and justification that are provided here. The number up to isomorphism is 105 978 177 936 292. We also classify the semigroups of orders 8 and 9 by their automorphism groups (see Tables 10 and 11 ) and deduce that the number of distinct semigroups on a set with 8 elements is 148 195 347 518 186 and on a set with 9 elements is 38 447 365 355 811 944 462. We find that only a small proportion of the subgroups of the symmetric groups of degrees 8 and 9 are isomorphic to the automorphism group of any such semigroup (Table 13 ) and prove in particular that the automorphism group of a semigroup is transitive if and only if it is a rectangular band (Propostion 1).
We obtain semigroups and their automorphism groups by computer search. For the enumeration it suffices to count those semigroup that are not nilpotent of degree 3, since their numbers are known [7] . We perform a series of computations to find multiplication tables of the remaining semigroups, utilising an approach similar to that described in [5] : we model the search as a family of constraint satisfaction problems and execute the constraint solver Minion [12] to get the solutions. The computer algebra system GAP [11] is used in the preparation of the input files, in particular for calculations to avoid (anti-)isomorphic solutions. We also use Minion to search for automorphism groups and GAP to identify their isomorphism types.
In the forthcoming section we explain how we represent semigroups and isomorphisms respectively anti-isomorphism between them in an adequate way for the computer search. Section 3 contains an introduction to Constraint Satisfaction, and a description of a formal model for finding canonical representatives of semigroups of a given order up to (anti-)isomorphism. We also describe adaptations of the model that allow us to find automorphism groups of semigroups, and to find self-dual semigroups. In Section 4 we replace the initial model with an equivalent family of models following an idea introduced by Plemmons in the classification of semigroups of order 6 [20] . Additionally we extend the idea proving a unified framework for this approach. The extended approach allows one to incorporate mathematical knowledge more easily into the search for particular types of semigroups, a method that we apply in Section 5 to the enumeration of bands. In Section 6 we report our computational experience and give detailed classification results for semigroups of order 9 by various properties. For comparative purposes, we also show the equivalent results for smaller orders in certain cases. In the final section we describe our approach to the computation of the automorphism groups of semigroups. We present results for semigroups of order at most 9 up to isomorphism and up to (anti-)isomorphism. We use this knowledge to calculate the numbers of distinct semigroups on a set with at most 9 elements, and discuss which subgroups of the symmetric group are isomorphic to the automorphism group of a semigroup.
Preliminaries
In this paper the elements of a semigroup will mostly be {1, 2, . . . , n}, n ∈ N which we abbreviate by [n] . As usual the multiplication table of a semigroup S is the square matrix T S = (t a,b ) a,b∈S with t a,b = ab. If the underlying set of S is [n] we may assume that the rows and columns of the multiplication table are indexed according to their position in the table which allows us to omit the row and column header. Under this convention every square matrix of size n with entries in [n] uniquely defines a binary operation on [n] and we denote the set of all such matrices by Ω n .
We want to describe isomorphisms and anti-isomorphisms in terms of multiplication tables. Consider first two isomorphic semigroups S and R on [n] and a permutation π in the symmetric group S n which is an isomorphism from S to R. Given that T S = (t i,j ) i,j∈ [n] is the multiplication table of S it follows that ((t i,j )
is the multiplication table of R. And if S and R are antiisomorphic and π an anti-isomorphism from S to R then ((t j,i )
is the multiplication table of R. Hence we can capture isomorphism and antiisomorphism in the following action φ :
The orbits of this action are sets of those multiplication tables which define (anti-)isomorphic binary operations.
To avoid confusion and repetition of similar arguments we will throughout the paper use the action given in (1) only, incorporating both isomorphism and anti-isomorphism. Considerations up to isomorphism using an action of S n on Ω n are left to the reader.
Enumeration using Constraint Satisfaction
As in previous classifications of semigroups we search their multiplication tables. To formalise our task we use the language of Constraint Satisfaction, a technique developed to model and solve discrete combinatorial problems, and start by giving basic definitions. In practice, instead of being subsets of the set of all functions from V to D, constraints are formulated as conditions defining such subsets. It then becomes intuitively clear that one is looking for assignments of values in the domain of a CSP to all variables such that no constraint is violated. This idea is formalised in the next definition.
An instantiation p satisfies a constraint if there exists a function h in the constraint, such that h(x) = p(x) for all x ∈ V on which p is defined. An instantiation is valid, if it satisfies all the constraints in C. An instantiation defined on all variables is total. A valid, total instantiation is a solution to L. The number of solutions of L will be denoted by #L.
Counting all semigroups
We formulate a CSP which has those multiplication tables in Ω n as solutions that define an associative multiplication:
reflecting associativity. (Note that (2) is a slight abuse of notation: using a variable as an index shall refer to its value.)
The multiplication table defined by a solution of L n from CSP 1 will be associative due to the constraints C n and, in turn, the table of every associative multiplication fulfils the constraints in C n . Thus the valid, total instantiations for L n correspond to the semigroups on [n] . As the constraints C n enforcing associativity will be present in every following model, the solutions will always define semigroups and are often referred to as such.
The number of all different semigroups on [n] grows rapidly with n and most of the semigroups are nilpotent of degree 3 [17] . As the construction for nilpotent semigroups of degree 3 on [n] is also given in [17] , they do not have to be searched for. We forbid these by requiring that not all multiplications of three elements give the same result. Adding the constraint ∃i, j, k, q, r, s ∈ [n] : t i,t j,k = t q,tr,s
to C n yields the CSP, denoted as L −3
n , having as solutions all different semigroups on [n], which are neither nilpotent of degree 3 nor a zero semigroup.
Counting up to (anti-)isomorphism
Our primary aim is not to find all semigroups on [n], but rather to find representatives for all types of structurally different semigroups, where structurally different means up to (anti-)isomorphism.
With increasing n it becomes -due to the large number of solutions -very quickly impractical to test for every two semigroups from the solutions of L n or L −3 n whether they are (anti-)isomorphic. Instead we shall define a canonical solution for each class following a standard approach in the classification of algebraic and combinatorial structures. To make the test for canonicity an integral part of the CSP we adapt a common symmetry breaking technique from Constraint Satisfaction.
We first need another way to describe a solution of a CSP. A literal (also called variable-value pair ) of a CSP L = (V, D, C) is an element in the Cartesian product V × D. Literals are denoted in the form (x = k) with x ∈ V and k ∈ D. An instantiation p corresponds to the set of literals {(x = p(x)) | p is defined on x}, which uniquely determines p (but not every set of literals yields an instantiation). In particular we get an action of S n × C 2 on literals, induced from the action (1) on multiplication tables.
Given a fixed ordering (χ 1 , χ 2 , . . . , χ |V ||D| ) of all literals in V × D, an instantiation p can be represented as a bit vector of length |V ||D|. The bit in the i-th position is 1 if χ i is contained in the set of literals corresponding to p and otherwise the bit is 0. The resulting bit vector for the instantiation p will be denoted by (χ 1 , χ 2 , . . . , χ |V ||D| ) p .
Sets of solutions of L n and L

−3
n that lead to (anti-)isomorphic semigroups are orbits under the action of S n ×C 2 given in (1). There is one solution in each orbit for which the corresponding bit vector is lexicographic maximal, which we take to be the property identifying the canonical solution in the orbit. We denote the standard lexicographic order on vectors by
n , by adding, for all non-identity g ∈ S n × C 2 , the constraint consisting of those functions h : V → D for which
The solutions of the new CSPs are pairwise not
n have as solutions all canonical tables from orbits of solutions of L n respectively L −3 n . Hence #L n equals the number of semigroups of order n up to (anti-)isomorphism, while #L −3 n equals the number of semigroups of order n that are not nilpotent of degree 3 nor a zero semigroup up to (anti-)isomorphism.
There is a computational drawback of the method explained in this section to avoid (anti-)isomorphic solutions: the number of canonicity constraints (5) to be added to L n to obtain L n is 2n! − 1 and their length is n 3 , which makes the space requirements for the formulation of the constraints grow very large already for small values of n. We can improve the situation to some extent by shortening in (5) the vectors on both sides depending on g without influencing the constraint. The technique we use is based on [9, Rule 1] and the easiest example of its application is the removal of literals which appear at the same position in both vectors. It remains the more significant problem that the number of constraints grows superexponentially with n. In Section 4 we will explain an approach that ultimately overcomes this obstacle in our specific enumeration problem.
Finding automorphisms and self-dual semigroups
A straightforward variation of the canonicity constraints (5) allows to identify or prescribe automorphisms of solutions of the CSP. A bijection π ∈ S n is an automorphism if equality holds in constraint (5) corresponding to (π, 1 C2 ). We can now either record for each solution for which of the constraints equality holds; or alternatively specify the automorphism group in advance, requiring equality for the constraints corresponding to permutations in the chosen group and strict inequality for all other permutations.
A similar approach can be used to identify self-dual semigroups. If we require equality to hold for at least one of the constraints (5) corresponding to an anti-isomorphism (that is an element in S n × C 2 with non-trivial C 2 component) then the solutions will be exactly the self-dual semigroups of the original CSP.
Families of CSPs
Possible enhancements of the CSP L n are restricted by the fact that not much can be said about the multiplication table of a semigroup in general without knowing any of the entries. We adapt an idea from [20] to make the search for multiplication tables of semigroups more efficient. Instead of running a single computation, the search is split into cases depending on the diagonal of the multiplication table. A major advantage of this approach is that not all diagonals have to be considered when searching for semigroups up to (anti-)isomorphism.
In our adaptation we formulate one CSP for every diagonal. Note that the diagonals of multiplication tables naturally correspond to functions from [n] to itself. For a table
Two tables can lead to the same function, but the correspondence between diagonals and functions from [n] to itself is a bijection.
The solutions to L f are all multiplication tables in Ω n defining a semigroup in which the square of the element i is given by f (i). In other words, the entries on the diagonal of the multiplication table are specified a priori. We note that for some functions f the CSP L f will not have any solutions. For example every finite semigroup has at least one idempotent, which yields that every function without a fixed point leads to a CSP without solutions.
For a set F of functions from [n] to [n], denote by L F the family of CSPs {L f | f ∈ F }. Let F n denote the set of all functions with at least one fixed point from [n] to [n] . Then the CSPs in L Fn have together the same solutions as L n . To select a smaller subset of functions in F n such that the corresponding instances still contain every type of semigroup of order n up to (anti-)isomorphism, we use the following lemma which gives conditions in a general setting. We shall apply it again to a different family of CSPs in Section 5. Many more applications can be found in [4, Chapter 5] .
family of CSPs with disjoint solution sets, and let T be a superset of all solutions. Further let
be an action of a group G mapping solutions to solutions and let ψ : T → X be a surjective function. 
If each solution T of one of the CSPs in L is a solution of L ψ(T ) , and if
(ii): Let T be equivalent to S. Thus T g = S for some g ∈ G.
Note that x = ψ(S) and y = ψ(T ) as the solution sets of different CSPs in L are disjoint.
Choosing L = L Fn , T to be Ω n , φ to be the action defined in (1), and ψ as the mapping sending multiplication tables to the function corresponding to their diagonal, satisfies the conditions in Lemma 1. To obtain a set of nonequivalent functions in F n under the induced action φ ψ is then a reformulation of a well-known problem: the equivalence classes of functions are in one-to-one correspondence with unlabelled functional digraphs, that is directed graphs in which every vertex has outdegree 1. The construction of diagonals and the role they play in the multiplication tables of semigroups is discussed in detail in [4, Chapter 3] . If F n denotes a set of representatives of non-equivalent functions in F n then each structural type of semigroup appears as solution of L F n due to Lemma 1(i). Moreover, different CSPs in L F n have pairwise not (anti-)isomorphic solutions due to the contraposition of Lemma 1(ii). This allows us to search independently in different CSPs for solutions up to (anti-)isomorphism.
The solutions of L f form orbits under the stabiliser of f in S n × C 2 according to Lemma 1(iii). Following the considerations in Section 3.2 we add the canonicity constraint (5) for every non-identity element in the stabiliser to L f to obtain a CSP L f with one solution from every orbit. Hence the solutions of L F n = {L f | f ∈ F n } form a set of semigroups on [n] up to (anti-)isomorphism. As before we define a CSP L −3 f by adding constraint (3) to L f , ruling out zero semigroups and nilpotent semigroups of degree 3. Adding this constraint is not necessary for all functions f , since L f does not always allow solutions that are nilpotent of degree 3. In particular, f must not have more than one fixed point. The family of CSPs {L
and analogously we get
Calculating the stabiliser in S n × C 2 of a function f corresponding to a diagonal directly under the induced action is not very efficient. This can be avoided by reformulating the action to a pointwise action on sets. The reformulation was in principal already introduced in Section 3.2. Every element g ∈ S n × C 2 induces a bijection of the literals of the CSP L f . Take the set of literals χ f = {(t i,i = f (i)) | 1 ≤ i ≤ n} corresponding to the given diagonal entries. Then g is in the stabiliser of f if and only if χ g f = χ f . It is not a coincidence that the stabiliser of f in S n × C 2 equals the stabiliser of a set of literals, as shown by the following result complementing Lemma 1. 
If there exists a subgroup H ≤ G such that each set of equivalent solutions of L is an orbit under H, and if there exists a subset of all literals χ ⊆ V × D such that the solutions of L are the subsets of χ that are total instantiations, then each set of equivalent solutions forms an orbit under Stab G (χ).
Proof Denote the set of solutions of L by T . For every T ∈ T and every element g ∈ Stab G (χ) it follows from T g ⊆ χ g = χ that T g is in T . It remains to show that H ≤ Stab G (χ). Note that χ equals the union of all solutions. Let h ∈ H then
Lemma 2 does not directly apply to the CSPs in L Fn , because of the associativity constraint. If one neglects this constraint, such that the solutions are all tables fulfilling the remaining constraints, then the assumptions of Lemma 2 are satisfied. Any total instantiation for which the values on the diagonal are in χ f is a solution for f ∈ F n , and equivalent solutions form orbits under the stabiliser of the literals in S n × C 2 . Adding the associativity constraint back in does not change this fact, since associativity is invariant under isomorphism and anti-isomorphism.
Having a family of CSPs depending on the diagonal is not enough to resolve the computational bottleneck mentioned at the end of Section 3.2. The number of constraints is still 2n! − 1 if f equals the identity function on [n]. In the next section we show how to avoid this problem by applying the technique from Lemma 1 again.
Enumeration of bands
If f is the identity function id n on [n] then the solutions of L f as defined in CSP 2 are the bands on [n]. The structure of bands is well understood, knowledge that we shall use together with Lemma 1 to substitute L id n with a family of CSPs.
For the search we rely on a classification of rectangular bands. Every rectangular band is isomorphic to a semigroup on a Cartesian product I × Λ with multiplication defined by (i, λ)(j, µ) = (i, µ), and each such multiplication defines a rectangular band. Two rectangular bands I 1 × Λ 1 and I 2 × Λ 2 are isomorphic if and only if |I 1 | = |I 2 | and |Λ 1 | = |Λ 2 |, and they are anti-isomorphic if and only if |I 1 | = |Λ 2 | and |Λ 1 | = |I 2 |. Hence, the number of rectangular bands on [n] up to (anti-)isomorphism equals the number of divisors of n that are less than or equal to √ n. Every band is a semilattice of rectangular bands [3] . To define a family of CSPs we use the trivial consequence that the minimal D-class of a band is a rectangular band.
CSP 3 Given a rectangular band
to C idn to obtain C R .
It is obvious that the multiplication table of every band with R as minimal D-class is a solution of B R . Given a solution of B R all elements of R in the corresponding band are D-related due to constraint (8) and are in the minimal D-class due to constraint (9) . Elements in the complement of R are not Drelated to elements in R, as constraint (9) implies that their two-sided ideals differ. Consequently, the solutions of B R are exactly the bands on [n] having R as their minimal D-class.
Let R k n denote the rectangular bands on all subsets of [n] of size k and let R n = ∪ n k=1 R k n . We then define the family of CSPs L Rn = {B R | R ∈ R n } which fulfils the conditions of Lemma 1. It follows that each (anti-)isomorphism type of band will appear as a solution of exactly one of the CSPs in L Rn = {B R | R ∈ R n } where R n denotes a set of representatives of rectangular bands of order at most n up to (anti-)isomorphism.
Lemma 2 allows us to compute the symmetries of a CSP B R as a stabiliser of literals. We see that an element in S n × C 2 is a symmetry if and only if its restriction to R is an automorphism or anti-automorphism. Adding the canonicity constraint (5) for every non-identity element in the symmetry group then yields B R . The number of constraints added is maximal when R is the left (or right) zero semigroup on [n], but then R is the unique solution of B R because constraint (8) covers the whole multiplication table. As no actual search is needed in this case, replacing L id n with the family of CSPs
strictly reduces the number of symmetries involved, thereby reducing the effect of the computational bottleneck discussed at the ends of Sections 3.2 and 4. 6 The semigroups of order 9
We have used the families of CSPs introduced in the previous sections to obtain canonical representatives for semigroups of order 9 which are not nilpotent of degree 3 up to (anti-)isomorphism. More precisely, we solved the CSPs in
as defined in (7) and (10) obtaining a total of 23 161 651 504 solutions. The semigroups not searched for were the zero semigroup and the nilpotent semigroups of degree 3 of order 9. The number of the latter is 52 966 239 062 973 [7, Table 4 ]. All together there are 52 989 400 714 478 semigroups of order 9 up to (anti-)isomorphism of which almost 99.96% are nilpotent of degree 3.
To perform the computations we used GAP [11] and Minion [12] ; the former to calculate stabilisers and also for the automated creation of the input files; the latter to solve the CSPs. The computations took around 87 hours on a machine with 2.66 GHz Intel X-5430 processor and 8 GB RAM. The code can be found in [4, Appendix C].
Classification
We analysed the semigroups obtained by search to extract various classification results. The numbers of semigroups with 9 elements sorted by their number 
of idempotents are listed in Table 1 together with numbers for lower orders from [21, Table 4 .1], which we also verified using our search method. Also listed in the table are numbers of semigroups by their minimal generator number. For nilpotent semigroups of degree 3 these numbers are easily calculated from the summands of the formula given in [7, Theorem 2.3] using the fact that every nilpotent semigroup is generated by its indecomposable elements.
Information on the classification of semigroups of order 9 by certain properties is summarised in Table 2 . The total number of commutative semigroups agrees with the result from [13] . The selection of properties was largely inspired by [21, Table 4 .2] except that we also report numbers of self-dual semigroups. We determined the latter using the method described in the second paragraph of Section 3.3 to the CSPs from (11) . In addition we needed the number of self-dual semigroups of order 9 that are nilpotent of degree 3 which is 606 097 491 [7, Table 5 ]. Note that except for the regular semigroups all classes listed in Table 2 consist entirely of self-dual semigroups.
Up to isomorphism
As mentioned in the introduction we also obtained results for the classification of semigroups up to isomorphism. In general this is achieved by replacing the group S n × C 2 wherever it appears in the considerations regarding symmetries of the CSPs with the group S n . In many situations we can alternatively take advantage of the fact that we determined self-dual semigroups: twice the number of semigroups up to (anti-)isomorphism minus the number of self-dual semigroups yields the number of semigroups up to isomorphism. Hence there are 105 978 177 936 292 semigroups of order 9 up to isomorphism. These semigroups together with those of lower orders are classified by their number of idempotents and by their minimal generator number in Table 3 . C k 2 is a subgroup of S n if and only if 2k ≤ n (see [14, Theorem 2] ). We run a separate computation for each admissible value of k, specifying a unique isomorphism type of automorphism group, and record the number of solutions. In the other two cases we let Minion output a list of automorphisms for each solution and read it into GAP. We then use the identification function in the SmallGroups library [2] to find the isomorphism types of the groups. Note that it was not possible to exclude nilpotent semigroups of degree 3 from the various searches as their numbers with prescribed automorphism groups are unknown. Tables 4, 5 , 6, 7, 8, 9, 10, and 11 list the automorphism groups of semigroups up to (anti-)isomorphism and up to isomorphism with 2 to 9 elements. There is one table for each order, containing one line for each isomorphism type of automorphism group. The groups are identified by their ID in the SmallGroups library [2] , if their order is less than 2000. In all cases a structural description, computed using the GAP command StructureDescription, is also given. Finally, the numbers of semigroups up to (anti-)isomorphism and up to isomorphism with the given group as automorphism group are provided. The numbers for semigroups up to (anti-)isomorphism of order at most 7 agree with those from [1] , except for an obviously typographic omission of C 2 ×C 2 as automorphism group for semigroups of order 5. The numbers for semigroups up to (anti-)isomorphism of order 9 partially differ from those in [4, Table  A .15], where some semigroups belonging to Case (iii) above were incorrectly counted as having trivial automorphism group. The Minion computations to obtain the results took nearly two months on our machine with 2.66 GHz Intel X-5430 processor. To reduce the possibility of an error we confirmed the numbers in a second run using a different setup. Details about the code used to compute the automorphism groups can be found in [4, Appendix C.2.3] .
An immediate observation is that most of the semigroups have trivial automorphism group and their ratio to all semigroups seems to converge to 1 with increasing order, thus supporting a conjecture from [7] .
We further use our results to deduce the numbers of distinct semigroups on sets with 2 to 9 elements. For a semigroup S the number of isomorphic semigroups on the same underlying set equals |S|!/| Aut(S)|. Hence the number of distinct semigroups on a set with n elements equals n! S 1 | Aut(S)| where the summation runs over a set of representatives of semigroups of order n up to isomorphism. New results in Table 12 are the numbers for orders 8 and 9, for lower orders we confirm the numbers available from [19, Sequence A023814].
While it is known that every group appears as the automorphism group of some semigroup, the number of isomorphism types of automorphism groups is small in comparison with the number of all isomorphism types of subgroups of the symmetric group (Table 13 ). Information about which types of automorphism groups appear could be useful in the development of algorithms to compute the automorphism group of a given semigroup. We observe in particular that for 2 ≤ n ≤ 9 only rectangular bands have a transitive subgroup of S n as automorphism group. We complete this section by showing that this statement holds for every order.
Proposition 1 Let R be a finite semigroup. Then the following are equivalent: (i) R is a rectangular band.
(ii) The automorphism group of R acts transitively on R.
Proof (i) ⇒ (ii): Let R = I × Λ. Then every element in the direct product S I × S Λ is an automorphism of R.
(ii) ⇒ (i): Let e ∈ R be an idempotent. For every a ∈ R there exists an automorphism π of R that sends e to a. Hence R consists entirely of idempotents. As a band R is a semilattice of rectangular bands. Clearly, the set of rectangular bands, that is the set of D-classes of R, is preserved by every automorphism. Hence every automorphism induces an automorphism of the semilattice. The automorphism group of a finite semilattice is transitive if and only if the semilattice is trivial. Therefore R consists of a single rectangular band.
⊓ ⊔
We conclude noting that the previous proposition implies that there are arbitrarily high orders, all prime numbers, for which the full symmetric group is the only transitive automorphism group for a semigroup of the given order.
