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ABSTRAK 
Data mining adalah sebuah metode yang biasa digunakan untuk mencari 
tahu atau mendalami  pengetahuan yang belum diketahui dengan melalui 
serangkaian proses yang dilakukan. Data mining menggunakan teknik statistik, 
perhitungan, kecerdasan buatan dan machine learning untuk memperoleh  
informasi dan pengetahuan yang diperlukan dari berbagai database yang besar. 
Algoritma C4.5 adalah algoritma pohon keputusan yang terkenal karena 
ketahanannya dan mempelajari efisiensi dengan kompleksitas waktu pembelajaran 
O (n log 2n). Particle swarm optimization (PSO) adalah algoritma metaheuristik 
berbasis populasi yang terinspirasi oleh alam yang pada mulanya diakreditasi oleh 
Eberhart, Kennedy, dan Shi. Algoritma ini meniru perilaku sosial burung 
berbondong-bondong dan ikan sekolah. 
Kata Kunci : Data Mining, Algoritma,Particle swarm optimization 
 
ABSTRACT 
 Data mining is a method commonly used to find out or explore unknown 
knowledge through a series of processes that are carried out. Data mining uses 
statistical techniques, calculations, artificial intelligence and machine learning to 
obtain information and knowledge needed from a variety of large databases. C4.5 
algorithm is a decision tree algorithm that is famous for its durability and study 
efficiency with the complexity of O (n log 2n) learning time. Particle swarm 
optimization (PSO) is a population-based metaheuristic algorithm inspired by 
nature that was originally accredited by Eberhart, Kennedy, and Shi. This 
algorithm imitates the social behavior of birds in droves and school fish. 
Keywords: Data Mining, Algorithms, Particle swarm optimization 
 
BAB I PENDAHULUAN 
Persetujuan kredit bagi pihak perbankan merupakan langkah penting guna 
mengklasifikasi layaknya calon peminjam kredit tersebut. Pihak perbankan dapat 
menilai dan mengklasifikasikan calon peminjam kredit dengan menilai risiko 
kredit. Untuk menilai risiko kredit, perlu untuk melihat lebih dekat situasi 
ekonomi dan hukum peminjam serta lingkungan yang relevan (misalnya industri, 
pertumbuhan ekonomi). Kualitas proses persetujuan kredit tergantung pada dua 
faktor, yaitu presentasi yang transparan dan komprehensif tentang risiko ketika 
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memberikan pinjaman di satu sisi, dan penilaian yang memadai atas risiko-risiko 
ini di sisi lain.  
Pihak perbankan dapat menilai dan mengklasifikasikan calon peminjam 
kredit dengan menilai risiko kredit. Untuk menilai risiko kredit, perlu untuk 
melihat lebih dekat situasi ekonomi dan hukum peminjam serta lingkungan yang 
relevan (misalnya industri, pertumbuhan ekonomi). Kualitas proses persetujuan 
kredit tergantung pada dua faktor, yaitu presentasi yang transparan dan 
komprehensif tentang risiko ketika memberikan pinjaman di satu sisi, dan 
penilaian yang memadai atas risiko-risiko ini di sisi lain.  
Salah satu permasalahan yang sering timbul dalam perbankan adalah banyak 
nasabah yang tidak layak yang berakibat pada terhambatnya pembayaran 
angsuran, sehingga diperlukan sebuah sistem yang dapat mengklasifikasi calon 
nasabah mana yang dapat disetujui pengajuan kreditnya dan mana yang tidak 
dapat disetujui. Sehingga pihak perbankan dapat mengatasi permasalahan tersebut 
sejak dini. 
 
BAB II LANDASAN TEORI 
2.1 Data Mining 
Data mining adalah sebuah proses penting dimana metode intelegensi 
diterapkan untuk di ektraksi menjadi sebuah pola data. Data mining merupakan 
proses menemukan pola menarik dan pengetahuan dari sejumlah besar data. 
Sumber data bisa berupa database, data gudang, website, repositori informasi 
lainnya, atau data yang dialirkan ke sistem secara dinamis. (Jiawei Han, 2011). 
2.2 Persetujuan Kredit 
Persetujuan kredit adalah proses yang dilakukan oleh suatu bisnis atau 
individu untuk mendapatkan pinjaman atau membayar barang dan jasa selama 
jangka waktu yang panjang. Memberikan persetujuan kredit tergantung pada 
kemauan kreditur untuk meminjamkan uang dalam perekonomian saat ini dan 
penilaian pemberi pinjaman yang sama tentang kemampuan dan kemauan 
peminjam untuk mengembalikan uang atau membayar barang yang diperoleh — 
plus bunga — secara tepat waktu. Biasanya, perusahaan mencari persetujuan 
untuk mendapatkan pinjaman dan juga memberikan persetujuan untuk pinjaman 
kepada pelanggan mereka. (American Banker, 1997) 
2.3 Algoritma C4.5 
Algoritma C4.5 adalah algoritma pohon keputusan yang terkenal karena 
ketahanannya dan mempelajari efisiensi dengan kompleksitas waktu pembelajaran 
O (n log 2n). C4.5 telah terdaftar dalam 10 algoritma teratas dalam penambangan 
data. Ini adalah penggolongan statistik populer yang dikembangkan oleh 
RossQuinlan pada tahun 1993. Pada dasarnya, C4.5 adalah perpanjangan dari 
algoritma ID3 awal Earlin. Di C4.5, kriteria Information Gain yang dibagi diganti 
oleh kriteria Information Gain Ratio yang menghitung variabel dengan banyak 
state. C4.5 dapat digunakan untuk menghasilkan keputusan untuk klasifikasi. 
Algoritma pembelajaran menerapkan strategi divide-and-qonquer untuk 
membangun pohon. Set-set instance disertai dengan satu set gen (atribut). 
Penggolong ini memiliki fitur tambahan, seperti penanganan nilai yang hilang, 
mengkategorikan atribut kontinu, memangkas pohon keputusan, menurunkan 
aturan, dan lainnya. (Chen, 2014) 
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BAB III METODE PENELITIAN 
3.1. Analisa Kebutuhan 
3.1.1 Dasar Penelitian 
Penelitian ini dilakukan berdasarkan rumusan masalah yang telah 
dijabarkan pada bab sebelumnya yaitu untuk mengkasifikasikan persetujuan 
kredit. Tujuan penelitian ini adalah untuk dapat dapat menganalisis ketepatan 
metode klasifikasi yang digunakan dalam melakukan klasifikasi persetujuan 
kredit, dengan melihat atribut-atribut yang telah ditentukan sebelumnya. Adapun 
yang menjadi konsep dalam menyajikan pohon keputusan adalah dengan 
mengubah data persetujuan kredit menjadi pohon keputusan, serta dari pohon 
keputusan akan diubah kedalam bentuk berupa aturan-aturan (Rules). Sedangkan 
yang menjadi konnsep dalam menyajikan probabilitas dari suatu hipotesis 
sebelum dan setelah diamati. 
3.2. Perancangan Penelitian 
Dalam melakukan penelitian, diperlukan adanya desain penelitian yang baik 
agar penelitian yang dilakukan dapat berjalan sesuai yang diinginkan. Berikut ini 
merupakan desain penelitian yang digunakan pada optimasi algoritma C4.5 dan 
naive bayes dengan particle swarm optimization dan sample bootstrapping pada 
klasifikasi persetujuan kredit yang terdapat dalam gambar 3.1. 
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Gambar 3.1 Flowchart Perancangan Penelitian 
3.2 Implementasi dan Pengujian 
3.2.1 Implementasi 
Implementasi merupakan tahap penerapan algoritma ke dalam program 
RapidMiner sebagai alat bantu pengolahan data. 
3.2.2 Pengujian 
Pengujian dilakukan dengan menggunakan 10-Fold Cross Validation dengan 
membagi data approved atau tidaknya persetujuan kredit menjadi training set dan 
test set. Data akan dibagi menjadi 10 subset (S1,…,S10) yang berbeda dengan 
jumlah yang sama besar. Setiap kali sebuah subset digunakan sebagai test set 
maka 9 buah partisi lainnya akan dijadikan sebagai training set. Fase training 
dilakukan untuk membangun decision tree dengan menggunakan algoritma C4.5 
dan model distribusi Naive Bayes dengan masing-masing menggunakan optimasi 
PSO dan Sample Bootstrapping. 
 
BAB IV IMPLEMENTASI DAN PENGUJIAN  
4.1 Implementasi 
4.1.1 Penanganan Missing Values 
Dataset yang digunakan dalam penelitian ini mengandung missing values, 
penulis menggunakan aplikasi Rapidminer untuk mengetahui jumlah missing 
values pada dataset yang digunakan. 
 
Gambar 4. 1 Statistik Missing value Pada Dataset Persetujuan Kredit. 
Ditemukan sebanyak 13 record pada atribut zip code, 12 record pada atribut 
gender, 12 record pada atribut age, 9 record pada atribut education level, 9 record 
pada atribut ethnicity, 8 record pada atribut married, dan 6 record pada atribut 
bank customer. Dimana total record missing values sebesar 69 record dari 
keseluruhan dataset atau berkisar rata2 diatas 1%  pada atribut-atribu yang 
mengandung missing values. Berikut tabel missing values pada dataset yang 
digunakan. 
Tabel 4. 1 Tabel Missing value Pada Dataset Persetujuan Kredit. 
Atribut Missing values Persentase 
Gender  12 record 1,88 
Age  12 record  1,73 
Married 8 record 1,73 
Bank customer  6 record 1,73 
Education level  9 record 1,73 
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Etnichity  9 record 1,15 
Zip code 13 record 0,86  
Dengan adanya missing values tersebut pada dataset yang digunakan, maka akan 
menimbulkan masalah pada tingkat akurasi penelitian yang akan dilakukan. Maka 
dari itu perlu dilakukan penanganan missing values tersebut pada dataset credit 
approval yang digunakan. 
 
BAB V KESIMPULAN DAN SARAN 
5.2 Kesimpulan 
Dari hasil pengujian yang sudah dilakukan sebelumnya menggunakan 
algoritma C4.5 dan Naive Bayes dimana masing-masing menggunakan optimasi 
PSO dan Sample Bootstrapping, dengan menggunakan dataset Credit Approval 
sebanyak 690 record dan menggunakan 15 atribut. Dari hasil penelitian dan 
pengujian tersebut didapatkan hasil sebagai berikut :  
1. Hasil pengujian model decision tree yang menggunakan algoritma C4.5 
mendapatkan nilai akurasi sebesar 85,99% dan AUC sebesar 0,904, 
sedangkan model Naïve Bayes mendapatkan nilai akurasi sebesar 83,09% 
dan AUC sebesar 0,916.  
2. Sedangkan hasil pengujian model decision tree yang menggunakan 
algoritma C4.5 dengan optimasi PSO dan Sample Bootstrapping 
mendapatkan nilai akurasi sebesar 94.44% dan AUC sebesar 0,969, dan 
hasil pengujian model Naive Bayes menggunakan optimasi PSO dan 
Sample Bootstrapping mendapatkan nilai akurasi 90.10% dan AUC 
sebesar 0,944.  
Maka dapat ditarik kesimpulan bahwa pengaruh optimasi PSO dan Sample 
Bootstrapping terhadap algoritma C4.5 dan Naïve Bayes dapat meningkatkan 
akurasi dan AUC. Lalu Algoritma C4.5 dengan optimasi PSO dan Sample 
Bootstrapping lebih baik tingkat akurasinya dibandingkan C4.5, Naïve Bayes dan 
Naive Bayes dengan optimasi PSO dan Sample Bootstrapping  dengan nilai 
pengujian 94.44% dengan nilai AUC sebesar 0,969. 
5.2 Saran 
Dari hasil percobaan, penelitian, dan analisa yang telah dilakukan, penulis 
menyadari masih terdapat banyak kekurangan pada peneltian ini, oleh karena itu 
saran-saran yang dapat diberikan penulis berikan antara lain : 
a. Penelitian ini mengkomparasikan algoritma C4.5 dan Naive Bayes dimana 
masing-masing menggunakan optimasi Particle Swarm Optimization 
(PSO) dan Sample Bootstrapping, untuk penelitian selanjutnya dapat 
menggunakan algoritma klasifikasi lain seperti K-Nearest Neighboars, 
Logistic Regression, Suport Vector Machine (SVM), Neural Network, dan 
algortima klasifikasi lainnya.  
b. Pada penelitian ini dapat juga dikembangankan dengan menggunakan 
algoritma pembobotan yang lain seperti Genetic Algorithm (GA), Ant 
Colony Optimization (ACO), dan yang lainnya. 
c. Pada penelitian ini dapat juga dikembangkan dengan menggunakan teknik 
bootstrapping lainnya seperti Jacknife. 
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