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Abstract
Smoothed analysis of complexity bounds and condition numbers has been done, so far, on a case by case basis. In this paper we
consider a reasonably large class of condition numbers for problems over the complex numbers and we obtain smoothed analysis
estimates for elements in this class depending only on geometric invariants of the corresponding sets of ill-posed inputs. These
estimates are for a version of smoothed analysis proposed in this paper which, to the best of our knowledge, appears to be new.
Several applications to linear and polynomial equation solving show that estimates obtained in this way are easy to derive and quite
accurate.
© 2006 Elsevier SAS. All rights reserved.
Résumé
Jusqu’à présent l’analyse régularisée des bornes de complexité et des nombres de conditionnement a été faite au cas par cas.
Dans cet article nous considérons une classe assez grande de nombres de conditionnement et nous obtenons des estimations au
sens de l’analyse régularisée pour des éléments de cette classe. Ces estimations ne dépendent que des invariants géométriques
des ensembles de problèmes mal posés. La version d’analyse régularisée que nous utilisons est nouvelle pour autant que nous
sachions. Plusieurs applications à la résolution de systèmes d’équations, linéaires et polynomiales, prouvent que les estimations
ainsi obtenues sont faciles à obtenir et assez précises.
© 2006 Elsevier SAS. All rights reserved.
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1. Introduction
1.1. Conic condition numbers—main results
A distinctive feature of the computations considered in numerical analysis is that they are affected by errors.
A main character in the understanding of the effects of these errors is the condition number of the input at hand. This
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with infinite precision but the input has been modified by a small perturbation. It depends only on the data and the
problem at hand. The best known condition number is that for matrix inversion and linear equation solving. For
a square matrix A it takes the form κ(A) = ‖A‖‖A−1‖ and was independently introduced by Goldstine and von
Neumann [39] and Turing [37].
Condition numbers occur in endless instances of round-off analysis. They also appear as a parameter in complexity
bounds for a variety of iterative algorithms. Yet, condition numbers are not easily computable. It has even been
conjectured [21] that computing the condition number C (a) for a certain data a is at least as difficult as solving the
problem for which a is a data. A way out for this situation is to assume a probability measure on the set of data and to
study the condition number of this data as a random variable.
The above ideas have been systematized in a number of places. Notably, Blum [3] suggested a complexity theory
for numerical algorithms parameterized by a condition number C (a) of input data (in addition to input size). Then,
Smale [30, §1] extended this suggestion by proposing to obtain estimates on the probability distribution of C (a).
Combining both ideas, he argued, one can give probabilistic bounds on the complexity of numerical algorithms.
Classically, probabilistic analysis of condition numbers takes two forms: bounds on the tail of the distribution of
C (a)—showing that it is unlikely that C (a) will be large— and bounds on the expected value of ln(C (a))—estimating
the average loss of precision and average running time. Examples of such results abound for a variety of condition
numbers [6,9,11,14,25,36].
Recently D. Spielman and S.-H. Teng [31, §3] suggested a new approach to Smale’s agenda above. The idea (e.g.,
for the distribution’s tail) is to replace showing that
“it is unlikely that C (a) will be large”
by showing that
“for all a and all slight random perturbation a, it is unlikely that C (a +a) will be large.”
A survey of this approach, called smoothed analysis, can be found in [31]. We briefly describe its main features in
Section 1.2.
The goal of this paper is to give bounds for the smoothed analysis (both tail and expected value) for a large class
of condition numbers for problems over the complex numbers. We assume our data space is Cp+1, endowed with a
Hermitian product 〈 , 〉. We say that C is a conic condition number if there exists an algebraic cone Σ ⊂ Cp+1 (the set
of ill-posed inputs) such that, for all data a,
C (a) = ‖a‖
dist(a,Σ)
,
where ‖ ‖ and dist are the norm and distance induced by 〈 , 〉, respectively.
As defined above, κ(A) is not conic since the operator norm ‖ ‖ is not induced by a Hermitian product. Replacing
this norm by the Frobenius norm ‖ ‖F yields the (commonly considered) version κF (A) := ‖A‖F ‖A−1‖ of κ(A).
The Condition Number Theorem of Eckart and Young [13] then states that κ(A)F is conic (with Σ the set of singular
matrices). Other examples can be found in [7], where a certain property (related with the so-called level-2 condition
numbers) is proved for conic condition numbers. Furthermore, it is argued in [10] that for many problems, their
condition number can be bounded by a conic one.
Note that, since Σ is a cone, for all z ∈ C \ {0}, C (a) = C (za). Hence, we may restrict to data a ∈ Pp := Pp(C)
for which the condition number takes the form:
C (a) = 1
dPp (a,Σ)
, (1)
where, abusing notation, Σ is interpreted now as a subset of Pp and dPp denotes the projective distance in Pp (precise
definitions follow in Section 2.1 below). We will denote by B(a,σ ) the open ball of radius σ around a in Pp with
respect to projective distance.
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Σ equals (cf. [23]):
deg(Σ) = min{ | #(Σ ∩ Pp−m)  for almost all Pp−m ⊂ Pp}.
Our main result is the following:
Theorem 1.1. Let C be a conic condition number with set of ill-posed inputs Σ ⊂ Pp , of pure dimension m,
0 < m < p. Then, for all a ∈ Pp , all σ ∈ (0,1], and all t  p
√
2
p−m , we have:
Prob
z∈B(a,σ )
{
C (z) t
}
K(p,m)deg(Σ)
(
1
tσ
)2(p−m)(
1 + p
p − m
1
tσ
)2m
,
and
E
z∈B(a,σ )
(
lnC (z)
)
 1
2(p − m)
(
lnK(p,m) + ln deg(Σ)+ 3)+ ln pm
p − m + 2 ln
1
σ
,
with the constant K(p,m) := 2 p3p
m3m(p−m)3(p−m) .
We will devote Section 3 to derive applications of Theorem 1.1 to some condition numbers which occur in the
literature.
In most of our applications, the set of ill-posed inputs Σ is a hypersurface. That is, Σ is the zero set Z(f ) of a
nonzero homogeneous polynomial f and thus deg(Σ) is at most the degree of f . In this case, we have the following
easy to apply corollary.
Corollary 1.2. Let C be a conic condition number with set of ill-posed inputs Σ ⊆ Pp . Assume Σ ⊆ Z(f ) with
f ∈ C[X0, . . . ,Xp] homogeneous of degree d . Then, for all a ∈ Pp , all σ ∈ (0,1], and all t  p
√
2,
Prob
z∈B(a,σ )
{
C (z) t
}
 2p3e3d
(
1
tσ
)2(
1 + p 1
tσ
)2(p−1)
,
and
E
z∈B(a,σ )
(
lnC (z)
)
 7
2
lnp + 1
2
lnd + 4 + 2 ln 1
σ
.
The main idea towards the proof of Theorem 1.1 is to reformulate the probability distribution of a conic condition
number as a geometric problem in a complex projective space. Indeed, for V ⊆ Pp we denote by v(V ) the volume of
V , and by Vε the ε-tube around V in Pp (precise definitions follow in Section 2.1 below). With this notation,
Prob
z∈B(a,σ )
{
C (z) 1
ε
}
= Prob
z∈B(a,σ )
{
dPp (z,Σ) ε
}= v(Σε ∩ B(a,σ ))
v(B(a,σ ))
.
The first claim in Theorem 1.1 will thus follow from the following purely geometric statement.
Theorem 1.3. Let V be a projective variety in Pp of pure dimension 0 < m < p. Moreover, let a ∈ Pp , σ ∈ (0,1], and
0 < ε  1√
2
p−m
p
. Then we have:
v(Vε ∩B(a,σ ))
v(B(a,σ ))
K(p,m)deg(V )
(
ε
σ
)2(p−m)(
1 + p
p −m
ε
σ
)2m
.
One of the central tools in the derivation of Theorem 1.3 is integral geometry. An essential formula of integral
geometry [22, §15.2] allows to relate the volume of certain geometric objects to the expected volume of their inter-
section when they are moved at random. A simple application is the equality v(V ) = deg(V )v(Pm) for the volume of
an irreducible m-dimensional subvariety V ⊆ Pp . In order to obtain a corresponding bound for Vε ∩ B(a,σ ), a more
sophisticated use of this formula is needed (cf. Lemma 2.2).
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Let K = R or C. In the study of the behaviour of a function f :Kn → R+ (e.g., a condition number, a complexity
bound) two frameworks have been extensively used: worst-case and average-case. Recently, a third framework has
been proposed which arguably blends the best of the former two. The worst-case framework studies the quantity
sup
a∈Kn
f (a) (2)
and the average-case the quantity
E
z∈Ψ
f (z) =
∫
z∈Kn
f (z)ψ(z)dz, (3)
where z ∈ Ψ means that the expected value is taken for a random z whose distribution Ψ has density function ψ . The
smoothed analysis of f studies the behaviour of
sup
a∈Kn
E
z∈Nn(0,σ 2)
f (a + z) (4)
(possibly for sufficiently small σ ) where Nn(0, σ 2) denotes the n-dimensional Gaussian distribution over K with
mean 0 and variance σ 2. Note that while (2) and (3) usually yield functions on n, (4) yields a function on n and σ . It
has been argued that smoothed analysis interpolates between worst and average cases since it amounts to the first for
σ = 0 and it approaches the second for large σ . Instances of smoothed analysis can be found in [8,12,31–33,42].
When f is homogeneous of degree 0—e.g., a conic condition number—it makes sense to restrict f to the projective
space Pn−1(K). In this case, it also makes sense to replace the distribution a +Nn(0, σ 2) by the uniform distribution
supported on the disk B(a,σ ) ⊆ Pn−1 and consider, instead of (4), the following quantity:
sup
a∈Pn−1
E
z∈B(a,σ )
f (z). (5)
Note that in this case, the interpolation mentioned above is transparent. When σ = 0 the expected value amounts to
f (a) and we obtain worst-case analysis, while if σ = 1 (the diameter of Pn−1) the expected value is independent of a
and we obtain average-case analysis.
It is this version of smoothed analysis we deal with in this paper. To the best of our knowledge it appears here for
the first time. Note that while, technically, this “uniform smoothed analysis” differs from the Gaussian one considered
so far, both share the viewpoint described in Section 1.1 above.
We have already mentioned the references [8,12,31–33,42] as instances of previous work in smoothed analysis.
In all these cases, an ad hoc argument is used to obtain the desired bounds. This is in contrast with the goal of this
paper which is to provide general estimates which can be applied to a large class of condition numbers. We believe
the applications in Section 3 give substance to this goal.
The idea of reformulating probability distributions as quotients of volumes in projective spaces (or spheres) to
estimate condition measures goes back at least to Smale [29] and Renegar [20]. In particular, [20] uses this idea to
show bounds on the probability distribution of a certain random variable in the average-case analysis of the complexity
of Newton’s method. Central to his argument is the fact that this random variable can be bounded by a conic condition
number. The set of ill-posed inputs in [20] is a hypersurface. An extension of these results to the case of codimension
greater than one was done by Demmel [11] where, in addition, an average-case analysis of several conic condition
numbers is performed. Our paper is an extension of these arguments to the smoothed-analysis framework.
In a recent paper, Beltrán and Pardo [1] obtained estimates similar to those proved by Demmel (always for the
average-case setting) when the input data a is assumed to belong to a complex projective variety V ⊆ Pp and averages
are taken for the uniform distribution on V . An extension of Theorem 1.1 in this direction is certainly doable, but we
have not included it in this paper.
Probably the most important extension of the present paper would be to obtain a result akin to Theorem 1.1 (or
Corollary 1.2) for problems defined over the real numbers. For the average-case setting Demmel [11] states such re-
sults. Unfortunately, his results directly rely on an unpublished report by Ocneanu dating from 1985, which apparently
contains an upper bound on the volume of tubes around a real variety in terms of degrees (cf. Theorem 4.3 in [11]).
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2.1. Distances and volumes in projective space
We refer to [4, Chapter 12] for a more detailed introduction to the concepts needed here. A general reference for
complex analytic geometry is [16].
The complex projective space Pp := Pp(C) is defined as the set of one-dimensional complex subspaces of Cp+1.
The space Pp carries the structure of a compact 2p-dimensional real manifold. A Hermitian inner product 〈 , 〉 on
C
p+1 induces a Riemannian distance dR on Pp (called Fubini–Study distance), which is defined as
dR(x, y) = arccos |〈x, y〉|‖x¯‖‖y¯‖ for x, y ∈ P
p,
where x¯, y¯ are representatives of x and y in Cp+1, respectively, and ‖ ‖ denotes the norm induced by 〈 , 〉.
The natural projection R2p+2 \ {0} ∼= Cp+1 \ {0} → Pp factors through a (everywhere regular) projection
π :S2p+1 → Pp with fiber S1. It is easy to check that the restriction of the derivative dπ(x) to the orthogonal com-
plement of its kernel is orthogonal with respect to the Riemannian metrics on S2p+1 and Pp induced by 〈 , 〉. By
means of the Co-Area formula [4, p. 241], this observation allows to reduce the computation of integrals on Pp to the
computation of integrals on S2p+1. More precisely, for any integrable function f :Pp → R and measurable U ⊆ Pp
we have: ∫
U
f dPp = 1
2π
∫
π−1(U)
f ◦ π dS2p+1, (6)
where dPp and dS2p+1 denote the volume forms induced by 〈 , 〉.
For an open subset U ⊆ M of an m-dimensional Riemannian manifold, we write v(U) := ∫
U
dM for the
m-dimensional volume of U , where dM is the volume form on M induced by the Riemannian metric. In particu-
lar, using (6) we get for the complex projective space,
v(Pp) = 1
2π
v(S2p+1) = π
p
p! . (7)
Instead of the Riemannian metric dR on Pp , we will be working with the associated projective metric dPp , which
is defined as
dPp (x, y) = sindR(x, y).
Unless otherwise stated, this is the distance function we will be using throughout this paper. The use of this dis-
tance function is motivated by our applications. In fact, for a conic condition number with ill-posed set Σ ⊆ Cp+1,
dPp (a,Σ) (recall our abuse of notation in the introduction) just gives the normalized distance of a representative of a
to Σ .
We denote by B(x, ε) = BPp (x, ε) the open ball of radius ε around x in Pp (with respect to dPp ), and by Sp(x, ε)
the sphere of radius ε around x. For a subset V ⊆ Pp we define the ε-tube around V in Pp to be the open set:
Vε :=
{
x ∈ Pp | dPp (x,V ) < ε
}
.
We will also use the notation vε(V ) := v(Vε) for the volume of an ε-tube in Pp around a subset V ⊆ Pp . If we wish
to stress the ambient space in which the tube is considered, we will write vPpε (V ) instead. We will similarly do so if
the ambient space is a sphere.
For a purely m-dimensional subvariety V ⊆ Pp , the set V \Sing(V ) (where Sing(V ) denotes the singular locus
of V ) is a real 2m-dimensional Riemannian manifold (with the metric induced from Pp), and we define the volume
of V as v(V ) := v(V \Sing(V )). This coincides with any other reasonable notion of volume.
Lemma 2.1. Let Pp−m ⊆ Pp and let 0 < ε  1. Then
vP
p
ε (P
p−m) v(Pp−m)v(Pm)ε2m,
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with equality if and only if p −m = 0. In particular, for the volume of a ball of radius ε around x ∈ Pp we have:
v
(
BPp (x, ε)
)= v(Pp)ε2p.
Proof. A ball of radius ε in Pp with respect to dPp corresponds to a ball in Pp of radius δ = arccos(ε) with respect
to dR . From Eq. (6) we get the identity:
vP
p
ε (P
p−m) = v
S2p+1
δ (S
2(p−m)+1)
2π
. (8)
Recall that on the sphere we use the usual Riemannian metric induced from the ambient space. We have thus reduced
our problem to that of computing the volume of a tube around a subsphere of a sphere. Expressions for this volume
are straightforward to calculate: for a sphere Sm ⊆ Sp we have:
vS
p
δ (S
m) = v(Sm)v(Sp−m−1)
δ∫
0
cos(t)m sin(t)p−m−1 dt.
Plugging this into Eq. (8) we get:
vP
p
ε (P
p−m) = v(S
2(p−m)+1)v(S2m−1)
2π
δ∫
0
cos(t)2(p−m)+1 sin(t)2m−1 dt
(7)= 2πv(Pp−m)v(Pm−1)
δ∫
0
cos(t)2(p−m)+1 sin(t)2m−1 dt
= 2πv(Pp−m)v(Pm−1)
ε∫
0
(1 − u2)p−mu2m−1 du,
where in the last step we used the substitution u = sin(t). For 0 < u 1 we have (1 − u2)p−m  1, with equality if
and only if p − m = 0. Substituting this bound in the above equation and evaluating the integral, we get:
vP
p
ε (P
p−m) 2πv(P
p−m)v(Pm−1)
2m
ε2m = v(Pp−m)v(Pm)ε2m,
where we used the fact that v(Pm) = v(Pm−1)π/m for the last equality. 
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We will repeatedly use a variation of a classical formula from integral geometry. Let M,N ⊆ Pp be submanifolds of
(real) dimension 2m and 2n, respectively. The unitary group G := U(p+1) acts transitively on Pp in a straightforward
way. A key result in integral geometry states that the expected volume of the intersection of M with a random translate
gN of N satisfies:
Eg∈G(v(M ∩ gN))
v(Pm+n−p)
= v(M)v(N)
v(Pm)v(Pn)
. (9)
Hereby the expectation is taken with respect to the normalized Haar measure on G. The above equality also holds
if M and N are (possibly singular) subvarieties of Pp . Eq. (9) is easily derived, using (6), from the corresponding
statement in [22, §15.2] for spheres.
2.3. Estimating the volume of patches of projective varieties
The following lemma allows to estimate the volume of the intersection of a projective variety V with a ball in terms
of the degree of V and the radius of the ball.
Lemma 2.2. Let V ⊂ Pp be an irreducible m-dimensional projective variety, a ∈ Pp , 0 < ε  1 and V ′ =
V ∩BPp (a, ε). Then
v(V ′)
v(Pm)
 deg(V )
(
p
m
)
ε2m.
Proof. Taking M = Pp−m and N = V ′ in (9), we obtain:
v(V ′)
v(Pm)
= E(|gV ′ ∩ Pp−m|),
where the expectation is over all g in the unitary group Up+1 taken w.r.t. the normalized Haar measure (so that Up+1
has volume 1). Since |gV ′ ∩ Pp−m| |gV ∩ Pp−m| deg(V ) for almost all g ∈ Up+1 we obtain:
E
(|gV ′ ∩ Pp−m|) deg(V ) Prob
g∈Up+1
{gV ′ ∩ Pp−m = ∅}.
Since V ′ ⊆ B(a, ε), we have:
Prob
g∈Up+1
{gV ′ ∩ Pp−m = ∅} Prob
g∈Up+1
{
gB(a, ε)∩ Pp−m = ∅}= vPpε (Pp−m)
v(Pp)
.
The statement now follows from Lemma 2.1 using that v(Pp) = πp/p!. 
The following crucial lemma is the only step in our chain of argumentation that fails to be true over R.
Lemma 2.3. [1, Theorem 22] Let V ⊂ Pp be an irreducible projective variety of dimension m  1, y ∈ V and
0 < ε  1/
√
2. Then we have:
v
(
V ∩ BPp (y, ε)
)
 1
2
v(Pm)ε2m.
2.4. Bounding the expectation
The next result gives a convenient way to bound the expectation of a nonnegative random variable whose tail
probabilities can be estimated by some power law.
300 P. Bürgisser et al. / J. Math. Pures Appl. 86 (2006) 293–309Proposition 2.4. Let X be a nonnegative, absolutely continuous, random variable and α, t0,K be positive constants
satisfying Prob{X  t}Kt−α for all t  t0. Then we have:
E(lnX) ln t0 + 1
α
(lnK + 1).
Moreover, if t0 K1/α then E(lnX) 1α (lnK + 1).
Proof. Define the monotonically decreasing function g : (0,1) → R by:
g(y) =
{
− 1
α
ln( y
K
) if y Kt−α0 ,
ln t0 otherwise.
We claim that Prob{lnX  g(y)}  y for all y ∈ (0,1). Indeed, if y  Kt−α0 then there exists t  t0 such that y =
Kt−α . Therefore,
g(y) = − 1
α
ln
(
y
K
)
= ln t,
and
Prob
{
lnX  g(y)
}= Prob{lnX  ln t} = Prob{X  t}Kt−α = y.
If, instead, y > Kt−α0 , then
Prob
{
lnX  g(y)
}= Prob{lnX  ln t0} = Prob{X  t0}Kt−α0 < y.
Using [4, Proposition 2, Chapter 11] it follows that
E(lnX)
1∫
0
g(y)dy = −
Kt−α0∫
0
1
α
ln(y/K)dy +
1∫
Kt−α0
ln t0 dy
−
1∫
0
1
α
ln(y/K)dy +
1∫
0
ln t0 dy = 1
α
y(lny − 1)|01 +
1
α
lnK + ln t0
= 1
α
(1 + lnK)+ ln t0.
If t0 K1/α then Kt−α0  1 and the integral above has only its first term. 
2.5. Proof of main results
Proof of Theorem 1.3. It is sufficient to prove the assertion for an irreducible V . In order to see this recall that
deg(V ) = deg(V1)+ · · ·+ deg(Vq), where V1, . . . , Vq are the irreducible components of V which we assume to be all
of the same dimension.
So we assume that V is irreducible. We follow the arguments in [1, Proof of Theorem 16]. Fix ε1 ∈ (0,1] such that
0 < ε1 − ε  1/
√
2 (we will specify ε1 later). For each z ∈ Vε there exists y ∈ V such that dPp (z, y)  ε and hence
B(y, ε1 − ε) ⊆ B(z, ε1).
Since ε1 − ε  1/
√
2 we may use Lemma 2.3 to obtain:
v
(
V ∩ B(z, ε1)
)
 v
(
V ∩B(y, ε1 − ε)
)
 1
2
v(Pm)(ε1 − ε)2m. (10)
In order to estimate v(Vε ∩ B(a,σ )) we put V ′ := V ∩ B(a,σ + ε1) and note that V ∩ B(z, ε1) ⊆ V ′ for all
z ∈ Vε ∩B(a,σ ).
Using (10) we have:
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Fig. 3. The thick curve segment is V ′ = V ∩B(a,σ + ε1) and the shaded region is Vε ∩B(a,σ ).
v(Vε ∩B(a,σ ))
v(Pp)
= 1
v(Pp)
∫
z∈Vε∩B(a,σ )
1 dz 1
v(Pp)
∫
z∈Vε∩B(a,σ )
2v(V ∩B(z, ε1))
v(Pm)(ε1 − ε)2m dz
 2
v(Pm)(ε1 − ε)2m
1
v(Pp)
∫
z∈Pp
v
(
V ′ ∩B(z, ε1)
)
dz.
In addition,
1
v(Pp)
∫
z∈Pp
v
(
V ′ ∩ B(z, ε1)
)
dz =
∫
g∈Up+1
v
(
V ′ ∩ B(gz0, ε1)
)
dg (9)= v(Pm) v(V
′)
v(Pm)
v(B(z0, ε1))
v(Pp)
,
where z0 is any point in Pp and the second equality follows from (9). Using Lemma 2.1 we conclude that
1
v(Pp)
∫
p
v
(
V ′ ∩B(z, ε1)
)
dz = v(V ′)ε2p1 .z∈P
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v(V ′)
v(Pm)
 deg(V )
(
p
m
)
(σ + ε1)2m
since V ′ = V ∩ B(a,σ + ε1). Combining all the above we get the estimate
v(Vε ∩ B(a,σ ))
v(Pp)
 2
(ε1 − ε)2m
v(V ′)
v(Pm)
ε
2p
1 
2ε2p1
(ε1 − ε)2m deg(V )
(
p
m
)
(σ + ε1)2m.
Using again v(B(a,σ )) = v(Pp)σ 2p it follows that
v(Vε ∩ B(a,σ ))
v(B(a,σ ))
 2
(ε1 − ε)2m
(
ε1
σ
)2p
deg(V )
(
p
m
)
(σ + ε1)2m.
We finally choose ε1 := pp−mε. Note that then
ε1 − ε = m
p −mε 
1√
2
as we needed, the inequality since ε  1√
2
p−m
m
. We obtain:
v(Vε ∩B(a,σ ))
v(B(a,σ ))
 2p
2p
m2m(p −m)2(p−m)
(
p
m
)
deg(V )
(
ε
σ
)2(p−m)(
1 + p
p −m
ε
σ
)2m
.
Taking into account the estimate
(
p
m
)
 p
p
mm(p−m)p−m (which readily follows from the binomial expansion of
pp = (m + (p −m))p) we finish the proof. 
Proof of Theorem 1.1. The inequality for the tail follows directly from Theorem 1.3. For the expectation estimate,
let ε0 := p−mpm σ and t0 := ε−10 . Note that, for ε  ε0,(
1 + p
p −m
ε
σ
)2m

(
1 + 1
m
)2m
 e2,
and thus
v(Vε ∩B(a,σ ))
v(B(a,σ ))
K(p,m)deg(Σ)
(
ε
σ
)2(p−m)
e2.
Therefore, for all t  t0, writing ε = 1/t ,
Prob
z∈B(a,σ )
{
C (z) t
}= Prob
z∈B(a,σ )
{
d(z,Σ) ε
}= v(Vε ∩ B(a,σ ))
v(B(a,σ ))
K(p,m)deg(Σ)
(
1
σ
)2(p−m)
e2t−2(p−m).
A straightforward application of Proposition 2.4 yields:
E
z∈B(a,σ )
(
lnC (z)
)
 1
2(p − m)
(
lnK(p,m) + ln deg(Σ)+ 3)+ ln pm
p − m + 2 ln
1
σ
. 
Proof of Corollary 1.2. Put Σ ′ = Z(f ) and note that C (a) = 1
dPp (a,Σ)
 1
dPp (a,Σ
′) . The assertion follows from
Theorem 1.1 applied to Σ ′ and the inequality
K(p,p − 1) = 2 p
3p
(p − 1)3p−3 p = 2
[(
1 + 1
p − 1
)p−1]3
p3  2 e3p3. 
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In this section we obtain smooth analysis estimates for the condition numbers of four problems: linear equation
solving, Moore–Penrose inversion, eigenvalue computations, and polynomial equation solving. For the first two, in-
stances of such analysis already exist and we therefore compare our results with those in the literature. The following
differences, however, should be noted. Firstly, these analyses were done for problems over the reals. Secondly, they
hold within the Gaussian framework for smoothed analysis described in Section 1.2. The first feature is not important
since a cursory look at the referred proofs shows that similar results hold for complex matrices. One should though
keep in mind the second.
3.1. Linear equation solving
The first natural application of our result is for the classical condition number κ(A). In [42], M. Wschebor showed
(solving a conjecture posed in [31]) that, for all n× n real matrices M with ‖M‖ 1, all 0 < σ  1 and all t > 0,
Prob
E∈Nn2 (0,σ 2)
(
κ(M +E) t) Kn
σt
,
with K a universal constant. Note that, by Proposition 2.4, this implies:
E
E∈Nn2 (0,σ 2)
(
lnκ(M +E)) lnn+ ln 1
σ
+ lnK + 1.
We next compare Wschebor’s result with what can be obtained from Corollary 1.2. To do so, we first note that, for
A ∈ Cn×n,
κ(A) = ‖A‖‖A−1‖ ‖A‖F ‖A−1‖ =: κF (A),
and that, by the Condition Number Theorem of Eckart and Young [13] (see also [4, Theorem 1, Chapter 11]),
‖A−1‖ = dF (A,Σ)−1. Here ‖ ‖F and dF are the Frobenius norm and distance in Cn×n which are induced by the
Hermitian product (A,B) → trace(AB∗). It follows that κF (A) is conic. We can thus give upper bounds for κF (A)
and they will hold as well for κ(A).
Proposition 3.1. For all n 1, 0 < σ  1, and M ∈ Cn×n we have:
E
A∈B(M,σ)
(
lnκF (A)
)
 15
2
lnn+ 2 ln
(
1
σ
)
+ 4,
where the expectation is over all A uniformly distributed in the disk of radius σ centered at M in projective space
P
n2−1 (recall that we always use the projective and not the Riemannian distance).
Proof. The variety Σ of singular matrices is a hypersurface in Pn2−1 of degree n. We now apply Corollary 1.2. 
Note, the bound in Proposition 3.1 is of the same order of magnitude than Wschebor’s, worse by just a constant
factor. On the other hand, its derivation from Corollary 1.2 is rather immediate. We next extend this bound to rectan-
gular matrices.
3.2. Moore–Penrose inversion
Let   n and consider the space C×n of  × n rectangular matrices. Denote by Σ ⊂ C×n the subset of
rank-deficient matrices. Let A /∈ Σ and let A† denote its Moore–Penrose inverse (see, e.g., [2,5]). The condition
number of A (for the computation of A†) is defined as
cond†(A) = lim
ε→0 sup
‖(A +A)† − A†‖2‖A‖2
‖A†‖ ‖A‖ .‖A‖2ε 2 2
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‖A†‖2 = dist(A,Σ)−1 [15], we obtain:
κ†(A) = ‖A‖2
dist(A,Σ)
.
In addition (see [34, §III.3]),
κ†(A) cond†(A) 1 +
√
5
2
κ†(A).
Thus, ln(cond†(A)) differs from ln(κ†(A)) just by a small additive constant. As for square matrices, κ†(A) is not
conic since the operator norm is not induced by a Hermitian product in C×n. But, again, we can bound κ†(A) by the
conic condition number κ†F (A) := ‖A‖F ‖A†‖.
A smoothed analysis for κ†(A) was performed in [8]. Computer experiments reported in that paper, however,
suggest that the exhibited bounds, while sharp when  is close to n, are not so for more elongated matrices. Actually,
an empirical average Avr(lnκ†(A)) was computed for several pairs (n, ) and matrices of the form A = M +  with
M a fixed ill-posed matrix and  a small perturbation. It was then mentioned [8, §7] that “one sees that when one
fixes n and lets  increase the quantity Avr(lnκ†(A)) decreases. This is in contrast with the behaviour of [our bound].
It appears that our methods are not sharp enough to capture the behaviour of E(lnκ†(A)).” As we next see, the bounds
following from Theorem 1.1 capture this behaviour much better.
The bound shown in [8] is of the form
sup
A∈R×n
E
E∈Nn(0,σ 2)
(
lnκ†(A +E))O(ln+ ln 1
σ
)
. (11)
It depends on  and tends to ∞ when  does so. Our next result shows that for large , the expected value above (now
with respect to uniform perturbations) is bounded by an expression depending only on n and σ .
Proposition 3.2. For all n 1 and 0 < σ  1, we have:
lim sup
→∞
sup
M∈Pn−1
E
A∈B(M,σ)
(
lnκ†F (A)
)

(
n+ 3
2
)
ln(n)+ n ln 2 + 2 + (n+ 1) ln 1
σ
.
Proof. It is well known that (the image in Pn−1(C) of) Σ is a projective variety of codimension −n+1 and degree(

n−1
) (see [17, Examples 12.1 and 19.10]). By Theorem 1.1, for all M ∈ Pp and t  t0 = 1,
Prob
A∈B(M,σ)
{
κ
†
F (A) t
}
K(p,m)deg(Σ)
(
1
tσ
)2(p−m)(
1 + p
p − m
1
tσ
)2m
K(p,m)deg(Σ)
(
1
tσ
)2(p−m)( 2p
σ(p −m)
)2m
,
with
p = n − 1, m = n− + n− 2 and deg(Σ) =
(

n − 1
)
.
Therefore, by Proposition 2.4,
E
A∈B(M,σ)
(
lnκ†F (A)
)
 1
2(p −m) ln
(
K(p,m)deg(Σ)
(
2p
σ(p − m)
)2m
+ 1
)
+ ln 1
σ
.
We next bound the logarithms of the expressions inside the parenthesis.
To bound the binomial coefficients we use the following estimates (see [38, (1.4.5)]),
ln
(
p
)
 ln p
p
m (p−m)  pH
(
m
)
,m m (p −m) p
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H is monotonically increasing on (0, 12 ) and H(z) = H(1 − z) for z ∈ (0,1).
It will be convenient to use the asymptotic notations f (n, ) ∼ g(n, ) and f (n, )  g(n, ) to express that
lim→∞ f (n,)g(n,) = 1 and lim sup→∞ f (n,)g(n,)  1, respectively.
We obtain:
pH
(
m
p
)
= pH
(
p −m
p
)
 pH
(
 − n+ 1
n − 1
)
∼ nH
(
1
n
)
 (1 + lnn)
using
H
(
1
n
)
= 1
n
lnn+ n− 1
n
ln
n
n− 1 
1
n
(1 + lnn).
Hence lnK(p,m)  3(1 + lnn). Similarly,
ln deg(Σ) = ln
(

n− 1
)
 H
(
n

)
 n ln 
n
.
Finally,
2m ln
(
2p
σ(p −m)
)
 2n
(
lnn+ ln 2
σ
)
.
Therefore,
sup
M∈Pn−1
E
A∈B(M,σ)
(
lnκ†F (A)
)
 1
2
(
3(1 + lnn)+ n ln
(

n
)
+ 2n
(
lnn + ln 2
σ
))
+ ln 1
σ

(
n+ 3
2
)
lnn+ (n + 1) ln 1
σ
+ n ln 2 + 2,
which shows the claim. 
Remark 3.3. The bound in Proposition 3.2 is independent of . Yet, its dependence on n is linear and the term on
ln 1
σ
is multiplied by a factor n. This is too large a bound. We now note that bounds such as (11) also follow from our
results. For a very short derivation, note that if a matrix A is rank deficient then det(A) = 0, where A is the n × n
matrix obtained by removing all rows of A with index greater than n. Therefore Σ ⊆ Σ = {A ∈ C×n | det(A¯) = 0}.
This implies that, if ‖A‖F = 1,
κ
†
F (A)
1
dPn−1(A, Σ)
.
Since Σ is a hypersurface of degree n, an immediate application of Corollary 1.2 yields:
sup
M∈Pn−1
E
A∈B(M,σ)
(
lnκ†(A)
)
 7
2
ln + 4 lnn + 4 + 2 ln
(
1
σ
)
.
For small  (say, polynomially bounded in n) this last bound is better than that in Proposition 3.2. We conjecture that
an asymptotic bound of the form O(ln(n)+ ln(1/σ)) holds.
3.3. Eigenvalue computations
Let A ∈ Cn×n and λ ∈ C be a simple eigenvalue of C. For any sufficiently small perturbation A there exists a
unique eigenvalue λ˜ of A +A close to λ. It is known [18] that
|λ − λ˜| ‖P ‖‖A‖ +O(‖A‖2), (12)
where P ∈ Cn×n is the projection matrix given by:
P = (yHx)−1xyH .
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and yH is the transpose conjugate of y. Note that yHx is a scalar. Furthermore, inequality (12) is sharp in the sense
that the factor ‖P ‖ cannot be decreased. We can then define:
κ(A,λ) :=
{‖P ‖ if λ is simple,
∞ otherwise,
and the (absolute) condition number of A for eigenvalue computations
κeigen(A) := max
λ
κ(A,λ),
where the maximum is over all the eigenvalues λ of A. Note that κeigen(A) is homogeneous of degree 0 in A. Also, the
set Σ where κeigen is infinite is the set of matrices having multiple eigenvalues. Finally, Wilkinson [41] proved that
κeigen(A)
√
2‖A‖F
dist(A,Σ)
. (13)
In [11], Demmel used the fact that the right-hand side of (13) is conic to obtain bounds on the tail of κeigen(A) for
random A. We next use it to obtain smoothed analysis estimates.
Proposition 3.4. For all n 1 and M ∈ Cn×n,
E
A∈B(M,σ)
(
lnκeigen(A)
)
 8 lnn+ 2 ln 1
σ
+ 5.
Proof. Let χA be the characteristic polynomial of A. This is a monic polynomial of degree n whose coefficient of
degree i is a homogeneous polynomial of degree n − i in the entries of A. Clearly, A has multiple eigenvalues if and
only if χA has multiple roots. This happens if and only if the discriminant disc(χA) of A is zero. The discriminant
disc(χA) is a polynomial in the entries of A, which can be expressed in terms of the eigenvalues λ1, . . . , λn of A as
follows:
disc(χA) =
∏
i<j
(λi − λj )2.
Note that αλ1, . . . , αλn are the eigenvalues of αA, for α ∈ C. Hence
disc(χαA) =
∏
i<j
(αλi − αλj )2 = αn2−n
∏
i<j
(λi − λj )2.
We conclude that disc(χA) is homogeneous of degree n2 − n in the entries of A.
We now apply Corollary 1.2 with p = n2 − 1 and d = n2 − n to get (use (13)):
E
A∈B(M,σ)
(
lnκeigen(A)
)
 8 lnn+ 2 ln 1
σ
+ 4 + 1
2
ln 2. 
3.4. Complex polynomial systems
Let d1, . . . , dn ∈ N \ {0}. We denote by Hd the vector space of polynomial systems f = (f1, . . . , fn) with fi ∈
C[X0, . . . ,Xn] homogeneous of degree di , i = 1, . . . , n. For f,g ∈Hd we write:
fi(x) =
∑
α
aiαX
α, gi(x) =
∑
α
biαX
α,
where α = (α0, . . . , αn) is assumed to range over all multi-indices such that |α| = ∑nk=0 αk = di and Xα :=
X
α0
0 X
α1
1 · · ·Xαnn .
The space Hd is endowed with a Hermitian inner product 〈f,g〉 =∑ni=1〈fi, gi〉, where
〈fi, gi〉 =
∑
aiαb
i
α
(
di
α
)−1
.|α|=di
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d
α
)
= d!
α0!α1! · · ·αn! .
Note that choosing this Hermitian product amounts to choosing the monomials
√(
di
α
)
Xα as orthonormal basis of Hd.
In the case of one variable, this product was introduced by H. Weyl [40]. Its use in computational mathematics goes
back at least to Kostlan [19]. Throughout this section, let ‖f ‖ denote the corresponding norm of f . As described in
Section 2.1, the Weyl product defines a Riemannian structure on the corresponding space P(Hd), with its associated
projective distance dP(Hd).
In a seminal series of papers, M. Shub and S. Smale [24–28] studied the problem of, given f ∈ Hd, compute
(an approximation of) a zero of f . They proposed an algorithm and studied its complexity in terms of, among other
parameters, a condition number μnorm(f ) for f . We recall its definition (see [4, Chapter 12] for details). For a simple
zero ζ ∈ Pn of f ∈Hd one defines:
μnorm(f, ζ ) := ‖f ‖
∥∥(Df (ζ )|Tζ )−1diag(√d1 ‖ζ‖d1−1, . . . ,√dn‖ζ‖dn−1)∥∥,
where Df (ζ )|Tζ denotes restriction of the derivative of f :Cn+1 → Cn at ζ to the tangent space TζPn = {v ∈ Cn+1 |
〈v, ζ 〉 = 0} of Pn at ζ . Note that μnorm(f, ζ ) is homogeneous of degree 0 in f and ζ . If f has only simple zeros
ζ1, . . . , ζq we define
μnorm(f ) := max
iq
μnorm(f, ζi);
otherwise we set μnorm(f ) = ∞. The study of μnorm(f ) plays a central role in the series of papers above. A main
result is the following [25] (see also [4, Theorem 1, Chapter 13]).
Theorem 3.5. Let n > 1. The probability that μnorm(f ) > 1/ε for f ∈ P(Hd) and ε > 0 is less than or equal to
ε4n3(n+ 1)N(N − 1)D,
where dimHd = N + 1 and D =∏ni=1 di is the Bézout number.
We want to extend Theorem 3.5 to a smoothed analysis of μnorm(f ). To do so, we first bound μnorm(f ) by a
conic condition number. Let Σ ⊂ P(Hd) be the discriminant variety, which consists of the systems f ∈ P(Hd) having
multiple zeros. The Condition Number Theorem [4, §12.4] states that, for a zero ζ ∈ Pn(C) of f ,
μnorm(f, ζ ) = 1
dP(Hd)(f,Σ ∩ Vζ )
,
where Vζ := {f ∈ P(Hd) | f (ζ ) = 0}. Therefore,
μnorm(f ) = max
iq
μnorm(f, ζi) = 1
miniq dP(Hd)(f,Σ ∩ Vζi )
 1
dP(Hd)(f,Σ)
.
We can now proceed with the desired extension.
We identify the fi with their coefficient vectors in CNi , where Ni =
(
n+di
di
)
. Set N =∑i Ni − 1 so that Σ ⊂ PN .
Our next result bounds the degree of Σ . Similar bounds were given in [20, Proposition 6.1].
Lemma 3.6. The discriminant variety Σ ⊂ PN is a hypersurface, defined by a multihomogeneous polynomial of total
degree, (
1 +
(
1 − n +
n∑
i=1
di
)
n∑
i=1
1
di
)
D  2nD2,
in the coefficients of f1, . . . , fn.
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§4.2]) that there exists an irreducible polynomial res(f0, . . . , fn) in the coefficients of the fi (unique up to a scalar)
such that res(f0, . . . , fn) = 0 if and only if the system f0 = · · · = fn = 0 has a projective solution. (The polynomial
res is called the multivariate resultant.) Moreover, res is multihomogeneous of degree ∏j =i dj in the coefficients of
each fi .
Now define:
δ(f1, . . . , fn) := res(g, f1, . . . , fn),
where g := det(df1, . . . ,dfn,∑i Xi dXi). A solution ζ to the system f = 0 is degenerate if and only if the dfi(ζ )
are linearly dependent, which is the case if and only if g(ζ ) = 0 (here we used Euler’s identity, stating that for
homogeneous fi and all x ∈ Cn+1, dfi(x) is orthogonal to x). It follows that δ(f1, . . . , fn) defines the discriminant
variety Σ .
For the degree calculations, note first that degg = 1 +∑ni=1(di − 1) = 1 − n+∑ni=1 di . We thus obtain,
deg δ(f1, . . . , fn) =D+ degg
n∑
i=1
D
di
=D
(
1 + degg
n∑
i=1
di
)
,
as claimed. This degree can be (rather crudely) estimated by 2nD2. 
Theorem 3.7. For all f ∈ P(Hd), all σ ∈ (0,1], and all t N
√
2 we have:
Prob
g∈B(f,σ )
{
μnorm(g) t
}
 4N3e3nD2
(
1
tσ
)2(
1 +N 1
tσ
)2(N−1)
,
and
E
g∈B(f,σ )
(
lnμnorm(g)
)
 7
2
lnN + lnD+ 1
2
lnn+ 5 + 2 ln
(
1
σ
)
.
Proof. It follows from Corollary 1.2 and Lemma 3.6. 
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