The technological advancements in the field of chatbot research is booming. Despite this, it is still difficult to assess which social characteristics a chatbot needs to have for the user to interact with it as if it had a mind of its own. Review studies have highlighted that the main cause is the low number of research papers dedicated to this question, and the lack of a consistent protocol within the papers that do address it. In the current paper, we suggest the use of a Theory of Mind task to measure the implicit social behaviour users exhibit towards a text-based chatbot. We present preliminary findings suggesting that participants adapt towards this basic chatbot significantly more than when they conduct the task alone (p < .017). This task is quick to administer and does not require a second chatbot for comparison, making it an efficient universal task. With it, a database could be built with scores of all existing chatbots, allowing fast and efficient meta-analyses to discover which characteristics make the chatbot appear more 'human'.
Introduction
Since the early days of ELIZA [1] and A.L.I.C.E. [2] , there has been an exponential explosion of chatbots. Chatbots today are supported by a variety of different techniques and languages (e.g., Cleverscript, Chatscript, AIML, Deep Learning, etc.), and built for a variety of purposes, such as helping children with their prescription medication ("Pharmabot"; [3] ), or assisting prospective students navigate their new university ("Ola"; [4] ). However, with this constant introduction of new chatbots and new supporting services, the field is losing sight on what is necessary to build a chatbot that the user interacts with as if it has a mind of its own: The ultimate goal when it comes to social bots. Neurerer and colleagues [5] state that making a conversational agent acceptable to users is primarily a social, not only a technical, problem to solve. Therefore, a chatbot should not only have the capability of understanding what the user wants, but have the social characteristics to converse with the user as if it were completely autonomous. In the past three years, multiple review papers have been published that attempt to organize and structure the results from social chatbot research, with the goal to highlight 2 which social features in the chatbot's programming produce a greater sense of agency when the user interacts with it. Surprisingly, all review papers find it difficult to find articles that conduct quantitative research on the social aspects of chatbots. For example, Radziwell and Benton [6] conducted a review from 2006 -2017 and only identified 36 scholarly articles and conference papers that addressed this aim, whereas Chaves and Gerosa [7] managed to find only 58, of which the majority were less than 10 years old. These review papers highlight that even though chatbot research has been ongoing for nearly sixty years, we still do not have enough data to conduct a proper review of which social characteristics elicit the greatest sense of agency from the user. This is surprising, considering the overarching aim of chatbots is to communicate with human users in a human-like manner.
The review papers also highlighted another issue regarding social chatbot research: There is no systematic method to quantify how successful a chatbot is at appearing to have a mind of its own. For example, Chaves and Gerosa [7] found 58 papers that investigated which social characteristics provide a "realistic" chatbot experience, e.g., proactivity, manners, moral agency, etc. However, their summarization of this work showed little to no overlap in the social characteristics studied in the individual papers, making it difficult to identify whether certain social attributes contribute more to giving the chatbot a greater sense of agency. For example, is a chatbot that is able to provide a continuous conversation seen as more human-like than a chatbot that can appropriately respond when it does not have the information the user requested? The authors attempted to make a model to link the themes together ( Figure 1 in [7] ) but in order to test their model, a unrealistically long series of two-way comparison experiments would need to be conducted. Surprisingly, this is also the suggestion of another review paper [8] , most likely because it is near to impossible to glean anything from existing work.
It is clear that, although technically, chatbot research has come a long way in the last sixty years, the social aspect of chatbot research needs to be attended to. Which characteristics cause a chatbot to be perceived as having agency? The aim of the current paper is to propose a short task that can easily measure how much agency the end user attributed to the chatbot, also referred to as 'mind attribution.' The proposed task does not require a two-way comparison; instead, a single chatbot is tested and an average score is calculated. This score can then be instantly compared to other chatbots that have already been evaluated with this task. The aim is to build a rich database which can easily be used for meta-analyses to determine which social characteristics elicit the most pronounced feeling, in the end-user, that the chatbot has a mind of their own.
Theoretical Background
For studies that do conduct quantitative research to compare user experience with different chatbots, the common procedure is to use a questionnaire. However, a questionnaire triggers the participant to explicitly evaluate their behaviour, whereas everyday social interactions are mostly supported by implicit (automatic, unconscious) processes [9] . Hence it is logical that an ecologically valid test of user experience should be based on implicit behaviour. For this reason, the task we propose is based on implicit social cognition.
We propose to use a social Theory of Mind task. Theory of Mind is the ability to attribute mental states (beliefs, intents, desires, emotions, knowledge, etc.) to others and to understand that others have beliefs, desires, and perspectives that are different from one's own [10] . This is the definition of what we want users to experience when they are interacting with a chatbot. In this Theory of Mind task, participants work together with a chatbot to complete a goal. It is therefore not clear to the participant that the aim of the task is to measure their implicit opinion of the chatbot.
The task we propose has been conducted before in human-human experimental studies [11, 12] . In this task, participants were seated in front of separate monitors with a divider so that they could not see each other. One participant was assigned to be the speaker, the other the listener. It was the task of the speaker to describe objects in an array (see Figure 2 ) in a way that the listener could identify it on their screen. The manipulation was such that on certain trials, the speaker was asked to describe one of three identical objects differing in size. One of these three objects was not visible to the listener, and the speaker was aware of this. Therefore, if the speaker considered the listener's perspective they would describe the object in a way that ignores the third, "hidden" object. However, if they did not, they would describe the object using the term "medium". This would make it hard for the listener to identify which of the two objects they see is the "medium" one. There was no feedback, nor were clarification questions allowed, and thus the speaker could complete the task however they wanted, even if it made it difficult for the listener. In the Vanlangendonck study [12] , they showed that when participants complete this task together, the speaker adapts their responses so that the listener can better identify the objects 70% of the time. When the speaker conducted the same task alone, they would adapt their responses significantly less (p < .001).
The Vanlangendonck study [12] also measured the brain activity of the speaker using fMRI while participants conducted this task, and showed significant activation in the medial prefrontal cortex (activated when thinking about the mental states of others) and in the temporoparietal junction (an area important for inferring the temporary states of other people, such as goals, intentions, and desires). The study therefore illustrated that when conducting this task, participants "put themselves in their partner's shoes" when describing the objects. Our assumption is that participants will only do this if they believe that their partner has a mental state to consider, i.e. a mind of their own.
In the current study, we will conduct a replication of the Vanlangendonck study, but have participants pair up with a text-based chatbot. If the participant believes that the chatbot has a mental state that needs to be considered, then participants will adapt their description of the objects significantly more than when they conduct the task alone. We further predict that the proportion of adaptation will be less than those reported in Vanlangendonck and colleagues, as we do not assume that the chatbot we use is humanlike enough to warrant that much adaptation. This gradient of adaptation will therefore allow this simple task to be used to measure how close a chatbot is to being humanlike, according to the perception of the user.
Methods

Participants
Thirty-nine native Dutch speakers (32 female, 1 undisclosed, Mage: 19.18 years, SDage: 1.49) were recruited from the Radboud Universiteit Nijmegen student participant database. The high proportion of females does not concern us, as our chatbot was designed to be gender neutral (see below). The participants gave digital informed consent before the start of the experiment. Participants were rewarded with one credit for their participation. The study was approved by the Ethics Committee Faculty of Social Sciences of the Radboud University Nijmegen (ECSW-2018-117).
Procedure
Participants were invited to complete an online experiment consisting of two tasks they would complete together with a text-based chatbot (a cinema-task and a referential communication game), and one task by themselves (the non-communicative version of the referential communication game). The order of the chatbot and non-chatbot tasks was randomized.
Cinema-task. This task functioned as a cover-story so that the participants would interact with the chatbot for a significant period of time to get a stable impression of it. This task is based on the one described in van der Kallen [13] , the results of which showed that the cinema-task was long enough for participants to rate different chatbots significantly differently (N = 160, p < .001). The participants were instructed to complete two tasks with a chatbot named Tomke. The name was chosen to be gender neutral to negate any possible gender-based influences. In the cinema-task, Tomke would pretend to be a cinema-assistant chatbot, and the participant's goal was to extract information in order to answer the following questions: "Which films are playing tonight?", "How much does a ticket cost?", and "How can you best reach the cinema by train?"
The messaging system was set up so that the left panel displayed the conversation with Tomke and the right panel displayed the three questions for easy reference ( Figure 1A ).
Once the participant had all the information they needed, they would communicate this to Tomke, who would direct them to the next page. This page contained the same three questions, which the participant then had to answer. Fig. 1 . The set-up of the online tasks. A. During the cinema task, the chat panel was on the left, a brief description of the task on the right. Translation of the chatbot text: "To get information, you can use different commands. These commands should be the topic of your inquiry. This bot does not respond to full sentences but to single word written in CAPSLOCK. For example, type the word PROGRAMME to see which films are playing in the cinema" B. During the Referential Communication Game, the chat panel was on the left, the array with objects to describe was on the right. Translation of the chatbot text: "Are you ready to do this last task together?" User response: "Yes!"
Referential communication game. This task directly followed the cinema-task for all participants. The task is based on the one described in Vanlangendonck and colleagues [11, 12] .
Participants were informed that they would view an array of objects that they would have to describe for the chatbot. The chatbot, however, could only see the opposite side of said array. Each array contained 3 closed slots on either side.
Participants completed 120 trials. On each trial, the participant described a specific object in the array in a way that would allow the chatbot to select the correct object from their side of the array. During the first phase of the trial (3000ms), the participant saw their side of the array. Then the participant was cued by means of a red circle around one of the objects, and described this object by typing it into the chat window. The cued object was always mutually visible. Participants were instructed not to use descriptions referring to the position of the object in the array, such as 'upper left corner' or 'rightmost'. Participants were not given any on-screen or verbal feedback about their performance, as is similar to the human version of this task. The left panel was again the chat window, and the right panel now displayed the array ( Figure 1B) .
Non-communicative referential communication game. This task could either be presented before the cinema task or after the referential communication game (pseudorandomized across participants). This version was identical to the referential communication game, except participants were instructed that they should describe the objects for themselves, that they are not completing this with a chatbot.
2.3
Materials.
Chatbots. Two different chatbots were used in this experiment. One chatbot used complete sentences, whereas the other used single words in capitals. The aim of using two different chatbots was to ensure a wide range of opinions from the participants. The comparison between these two different chatbots are discussed in a different paper; for this current article the data is compiled together. The chatbots are based on those used in van der Kallen [13] . The chatbots were built using IBM Watson Assistant. The JSON codes for these chatbots are available upon request. The chatbots, as well as the complete experiment, was hosted on a Node-RED Starter Buildpack from IBM, the flow for which is also available upon request.
Referential Communication Game. The number, size, and visibility of the relevant objects were manipulated to create 6 conditions ( Figure 2 ). In the audience design conditions (left column, Figure 2 ), participants saw an extra competitor object that the chatbot could not see. In the obligatory audience design condition, participants saw 3 relevant identical objects of different sizes: One target object, one occluded competitor object, and one mutually visible object. The target object was always the medium-sized object of the 3 objects. If participants described this object from their own perspective, they would call it the medium object. On the other hand, if participants considered the perspective of the chatbot, they would ignore the occluded object and call the mediumsized object small or large. In the advisable audience design condition, participants saw 2 relevant identical objects of different sizes: One target and one occluded competitor object. Given that the chatbot could see the target object but not the competitor object, participants did not have to use a contrasting size adjective.
Fig. 2.
Overview of the six conditions from the participant's point of view, and the expected speaker responses. In the audience design conditions, speakers can either describe the target objects (circled in red) from their own perspective ("medium glass", "small vase"), or take into account the chatbot's perspective ("small glass", "vase"). There is no relevant perspective difference in the linguistic and visual control conditions. The green squares were added to the figure for clarification, and were not visible to the participants during the experiment. They indicate the objects that differ between conditions. Adapted from Vanlangendonck et al., 2016 [11] .
In addition, there were two control conditions. In the linguistic control condition (middle, Figure 2 ), the occluded object was replaced by another, unrelated object. As a result, participants saw one relevant object fewer in these conditions than in the audience design conditions. These were named linguistic control conditions, as participants were expected to produce the same description in these trials as on successful trials in the audience design conditions. In the visual control conditions (right, Figure 2 ), the object that was occluded in the audience design condition was visible to both the participant and the chatbot. As a result, both could see all relevant objects. These were named visual control conditions, because participants see the same number of relevant objects as in the audience design conditions. Neither of these control conditions required the participant to take into account the perspective difference with the chatbot in order to communicate successfully.
Twelve different empty virtual arrays were created. The arrays were filled with 6 to 8 objects chosen from a total of 22 objects selected from the Object Databank (courtesy 8 of Michael Tarr Lab, Brown University, Providence, RI). Each object could appear in 4 different sizes to make sure that the participants could not rely on absolute size. Depending on the condition, participants saw 1, 2 or 3 relevant objects of the same type but different sizes. The remaining objects were fillers that also appeared in sets of 1, 2 or 3 objects of the same type to make sure participants could not predict which objects would be relevant. We made sure that the participants always saw the same total number of objects in a trial by adding additional filler objects to the occluded slots if needed.
For each participant, 120 trials were created with 20 repetitions across 6 conditions. Each participant was given the same object list, although it was randomized for each instance.
2.4
Statistical analysis.
The output files were coded for adjective use. We created three variables: 1) Use of the adjective small/large, 2) use of no adjective, and 3) whether the descriptions reflected an adaptation to the chatbots perspective. All variables were coded as the binomial variables 0 (no) and 1 (yes). The data was analyzed using binomial mixed-effects models, using the lme4 package (version 1.1-19; [14] ) in R [15] . We used a maximal random-effects structure as was justified by the data [16] : The repeated-measured nature of the data was modelled by including a per-participant and per-item random adjustment to the fixed intercept ("random intercept"). We included the fixed effect as a random slope in the per-participant random intercept for all models reported below. We used sum contrasts for all binomial variables, and dummy contrasts for all factors with three levels.
Results
Participants correctly answered the three cinema questions, indicating that they interacted with the chatbot for a significant period of time. Out of the 9360 trials collected, 2.8% included unusable responses (no response or a response mentioning something other than the object description) and were a priori removed from the dataset.
Adjective Use
The pattern of results when looking at each of the 6 conditions individually mirrors those reported in the human-human version of this task [11] . Fig. 3 illustrates the adjective use per condition. As expected, the participants mostly produced utterances that contained a small/large size adjective (85.7%) in the obligatory linguistic control condition and mainly medium responses (94.1%) in the obligatory visual control condition. Both the difference in adjective use between the obligatory audience design condition and the linguistic control condition (β = 3.52, SE = 0.57, p < .001) and the difference in adjective use between the obligatory audience design condition and the visual control condition were significant (β= -4.10, SE = 0.67, p < .001). This is a replication of the results found in [11] . However, the overall proportion of adaptation in the obligatory audience design condition was a lot less. For example, in [11] the authors reported that the speakers mainly (89.9%) produced small/large adjectives in the obligatory design condition, whereas we observed only 46.6%. This means the participants used the adjective medium, which is an accurate description of the target object but from the participants perspective, 53.4% of the time.
In the advisable linguistic control condition, the participants mainly produced base nouns (64.0%), and in the visual control condition they predominantly used small/large responses (95.7%). We again found a significant difference between the advisable audience design condition and the linguistic control condition (β= 3.34, SE= 0.57, p < .001) and between the advisable audience design and visual control conditions (β= -2.57, SE = 0.80, p = .001). However, again the proportion of adapted responses was very low (36.2%) for the audience design condition.
This suggests that participants did not adapt their responses to take the chatbot's perspective into account. However, we hypothesized that the magnitude of adaptation in the chatbot version of the Theory of Mind task would be less than the adaptation seen in the human-human version of this task. In order to validate that this task can be used with chatbots, the amount of adaptation exhibited by the participants should be significantly higher when conducting the task with the chatbot than when the participants conduct the task alone.
Communicative vs. Non-Communicative
Only the audience design conditions were used for the analysis (left panel, Figure 2 ). The model included the sum-contrasted fixed effect Condition (communicative versus non-communicative; within subjects), random intercepts for participant and item, as well as Condition as a random slope for both. Table 1 reports the mixed model outcome. There is a significant difference between the proportion of adapted responses when the participants believed they were communicating with a chatbot compared to when they believed they were conducting the task alone, even though the tasks were identical. Figure 4 illustrates this effect compared to the results from the Vanlangendonck study [12] , in which participants interact with another human. Figure 4 shows that even though there is a difference between the communicative and non-communicative tasks when the participant conducts it with a chatbot, the percentage of adapted responses with a chatbot is much lower than when the same task is conducted with another human (41% vs. 70%). . 4 . Proportion of adapted responses per partner type. Data for the human partner was taken from Vanlangendonck and colleages [12] . Error bars represent standard error of the mean.
Fig
Conclusion
This study proposes a short task to implicitly (automatically and unconsciously) measure whether participants perceive a chatbot partner to have their own mental state. This task will allow future researchers to quickly and effectively test and compare chatbots across laboratories. Additionally, once a database of results has been created, it will allow for meta-analyses to explore which social characteristics ensure the highest degree of perceived agency in a social chatbot. The task proposed, the Referential Communication Game [12, 17, 18] , consists of participants describing objects in an array to a text-based chatbot. They were not given feedback on their performance, and hence the task would proceed whether participants adapted their responses for the chatbot or not. However, despite this, participants adapted their responses significantly more when they interacted with a chatbot (41%) than when they conducted the task alone (23%; SD: 4%). This result suggests that participants do believe at some level that the chatbot would appreciate it if the participant would adapt their responses to make it easier for the chatbot to identify the object, suggesting that, implicitly, participants believe that the chatbot has some sort of mental state.
Another conclusion is that participants adapted their responses because they believed the chatbot was programmed to only understand them if they described the objects in a certain way. However, as this task does not give any feedback, the participants are not rewarded for their extra effort (as it is effortful to take the perspective of another person, as shown in the Vanlangendonck study [11, 12] ), and hence they may stop halfway through the task and continue in the non-adapted fashion. This could explain why their average score is higher than the non-communicative version, but not as high as the human results. This explanation draws parallels to the human-human version of this task, where the participant also does not get feedback and it is only the internal motivation of the participant to take the perspective of their partner into account that dictates their overall performance. Further data collection will allow for a trial-by-trial analysis of the task.
In this study, participants adapted their responses when they completed the Referential Communication Game with a chatbot, with a higher adaptation rate in the communicative version of the task than the non-communicative version. In order for this task to be the new universal tool with which to compare chatbots, the Referential Communication Game also has to be sensitive to differences between different chatbots. Future research will continue to investigate this task to determine if it is sensitive enough to efficiently measure different chatbots, and hence whether it is fit to become the new universal tool to measure chatbots. The power of this task is not only in its simplicity, but also in its efficiency. Previous quantitative research with chatbots would require a two-way comparison: How did the new chatbot perform compared to an older version? With the Referential Communication Game, this comparison is no longer necessary. Participants only need to interact with one chatbot, and the average performance of these participants will rank the new chatbot against all other chatbots previously created, with the aim of developing one that will be close to the human score of 0.70.
