Wireless Sensor Network (WSN) is used in various applications. A main performance factor for WSN is the battery life that depends on energy consumption on the sensor. To reduce the energy consumption, an energy efficient transmission technique is required. Cluster Wireless Sensor Network (CWSN) groups the sensors that have the best channel condition and form a MIMO system. This leads to enhancing the transmission and hence reducing energy consumed by the sensor. In CWSN systems multiple signals are combined at the transmitter and transmitted by using multiple antennas according to channel condition. CWSN requires a good estimation of the Channel State Information (CSI) to implement a powerful and efficient system. Channel Estimation technique should be used to better form the CWSN and make use of the MIMO features. Adaptive Channel Estimation (ACE) is used to enhance the BER performance of the CWSN by utilizing the retransmission feature devised in this paper and feeding the CSI obtained to further enhance the clustering algorithm. We use Particle Swarm Optimization (PSO) algorithm to find the optimal cluster members according to a fitness function that derived from the channel condition. Too many calculations and operations are required in exhaustive search algorithms to form the optimal cluster arrangement. It shows that optimal cluster formation can be implemented fast and efficiently by using the PSO.
Introduction
Cluster Wireless Sensor Network (CWSN) is defined as spatially distributed autonomous groups of sensors to monitor physical or environmental conditions. The development of wireless sensor networks is motivated by many industrial and civilian application areas, such as environment, pollutants, medicine, vehicles, energy management, inventory control, home and building automation, homeland security and others [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Performance of WSN is measured and optimized based on various criteria, such as capacity, bit error rate, SNR, Cross-layer Optimal Scheduling, power requirements, security and robustness. The performance of CWSN depends on the quality of decision parameters in forming the cluster and detecting the data. These parameters include the CSI such that the cluster can be formed by selecting the best channel condition among the sensors for clusters forming a virtual MIMO channel. They select the cluster head if only one sensor from each cluster is transmitting the data as in the dense wireless sensor network.
Channel Estimation is the process of characterizing the effect of the physical medium on the input signals. It is an important process for wireless systems so that a receiver can detect the data sent over by the transmitter. In training sequence based on estimation, Channel State Information (CSI) is estimated based on the training sequence which is known to both transmitter and receiver. Blind channel estimation methods avoid the use of pilot symbols, which makes them good candidates for achieving high spectral-efficiency such as equalizers [11, 12] .
Channel estimation insures better power distribution among the transmitting sensors. In CWSN only good channels are maintained and they form the clusters. The estimation of CSI is therefore critical to operate the network at the lowest possible power consumption. CSI is usually random in nature and hence many techniques are used to estimate them. In efficient transmission we need to know a good estimate of CSI such that the transmitter and receiver can compensate for the loss in signal energy and choose the optimal weights for the transmitted signals. This leads to better overall systems performance including saving battery life [13] [14] [15] [16] [17] [18] .
Adaptive Channel Estimation (ACE) shows better performance in receiving data, since the adaptation mechanism follows the channel variation and hence, closer CSI is to exact ones that can be estimated. One of low-complexity and stable adaptive channel estimation approaches is the least mean square (LMS)-based ACE. In this paper we use the retransmission feature of the CWSN to get a pre-estimate of the received data and then use the LMS algorithm to estimate the CSI each time when a transmission occurs.
System Description
Cluster Wireless Sensor Network (CWSN) is formed as a cluster of sensors that satisfying a channel condition criteria to form a virtual MIMO system. In Wireless Networks the use of reliable and energy efficient transmission is critical to most applications. The battery life is mostly dependent on the transmitted RF power. Therefore, using a transmission scheme that has acceptable BER at the lowest possible SNR is the goal of current research in the WSN field. The MIMO system can provide such feature since it makes use of transmission diversity and hence improves BER performance. The WSN is suitable to form a MIMO system since it has many transmitters and many receivers. The utilization of MIMO system requires a good knowledge of Channel State Information (CSI) that is required in forming the best possible MIMO system among the sensors as shown in Figure 1 .
In this paper we devise an estimation based on adaptive iterative technique that utilizes the CWSN capabilities to best estimate the channel matrix. The iteration makes use of the cluster nature; such that, in each cluster the sensors transmit their data to the master unit and at the same time collect the signals from each others. Then the collected signals are retransmitted again to the master unit. The adaptive estimator calculates the CSI for the cluster and reevaluates the cluster condition; such that new members can be added or deleted from the cluster (reforming the clusters). To form the cluster we need the knowledge of CSI; such that, only sensors with good channel condition are grouped in one cluster. This requires a big processing power since the total number of sensors usually huge. To reduce the calculations in forming the cluster we might search in only sup set of the overall CSI values depending on the sensors locations. Here we propose the use of PSO algorithm to form the cluster.
PSO is a population based stochastic optimization technique inspired by social behavior of bird flocking or fish schooling. The system is initialized with a population of random solutions and searches for optima by updating generations. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. Each particle keeps track of its coordinates in the problem space which are associated with the best solution (fitness) it has achieved so far. This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the neighbors of the particle. This location is called lbest. When a particle takes all the population as its topological neighbors, the best value is a global best and is called gbest.
The particle swarm optimization concept consists of, at each time step, changing the velocity of accelerating each particle toward its pbest and lbest locations. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and lbest locations. PSO has been successfully applied in many research and application areas. It is demonstrated that PSO gets better results in a faster, cheaper way compared with other methods. In order to illustrate the steps of the PSO algorithm for our problem, two parts can be classified [19, 20] :
Parameter Settings
For parameter initialization of the PSO:  Set the system parameters.  Set appropriate level step inputs to the system.  Simulate the outputs with a suitable sampling time.  Set the PSO parameters:
 The size of the particle, P.  The number of particles in the swarm, M.  The counter of iteration ( 1, 2, i   , L max ).  Definition of the solution space: A reasonable range for the parameters should be chosen. This requires specifications of the minimum and maximum values for each parameter.  Definition of a fitness function: This step is the link between the optimization algorithm and the physical problem in hand.
Main Steps of the PSO Algorithm
The main steps of the proposed PSO algorithm are sumOpen Access IJCNS J. S. RAHHAL 474 marized as following:
1) Initialization
The PSO starts by randomly initializing the position matrix X, the velocity matrix V and the personal best matrix P, of each particle in the swarm such that:
and the velocity matrix is:
The personal best position can be defined by the matrix:
The global best solution gbest is the row of personal best matrix P with the best fitness function given as:
In most cases, the initial position is the only location encountered by each particle at the start of the algorithm. Hence, it will be regarded as the particle's respective personal best.
2) Particle Updating
The particles of each iteration are moved into the solution space. The algorithm will act on each particle such that each particle will move in a direction to improve its fitness function. The following steps summarize the action encountered for each particle in the swarm: a) Particle's Velocity Updating The particle's velocity will be updated according to three vector elements: the first is the relative location to its corresponding pbest i ; the second is its relative location to gbest; and the third vector is a scaled factor of the old velocity. For each particle, the velocity update is obtained based on the following equation:
The superscript t + 1 and t refer to the time index of the next and the current iterations. 1  and 2  are two uniformly random numbers in the interval [0,1]. A good choice for c 1 and c 2 are both 2.0. The parameter w t is a number called the inertial weight which is a scaling factor of the previous velocity of the particles. It has been demonstrated that PSO algorithms converges faster if w is chosen to be linearly damped with iterations [18, 19] . A good choice to start with is w 1 = 0.9 at the first iteration and linearly decreases to w Lmax = 0.4 with the last iteration.
b) Particles Movement Updating
Once the velocity of each particle is determined, the position will be updated:
For simplicity, t  is chosen to be unity.
c) Fitness Evaluation pbest
The fitness function of the new position is compared with the fitness function of pbest. This is performed based on the condition that if fitness( ) < fitness(pbest i ) then pbest i = .
The fitness function of the new position is compared with the fitness function of gbest. This is performed based on the condition that if fitnes ( ) < fitness(gbest) then gbest = . 
3) Termination
Check if maximum iteration reached or a specified termination criterion is satisfied. Then, the solution is gbest. Otherwise, update w and go to the next iteration. Implementing this algorithm to find the optimal cluster arrangement needs to define the fitness function. The fitness function is derived from the estimated CSI as follows: The sensor transmits its signals through the channel to the master unit and the received signals at the master unit are combined through multiple antennas. In matrix form we can write the transmitted signals for all sensors in a cluster as:
where:
where y n is the n th sensor signal, s n is the physical quantity and w n is an iid
The transmitted signals are passed through a fading channel that we assume as flat Rayleigh fading channel since the transmission is usually narrow band. The re-
h mn is the n th sensor to the m th receiving antenna channel path gain, y n is the transmitted signal and z is a noise signal with zero mean and covariance matrix of V zz . To detect the signal y n we use constraint estimation as:
where the constraint is given by:
where are the first and the second estimate of the received signal, the estimated inverse channel matrix is given by:
here Ĥ is the least mean square (LMS) estimate of the channel matrix.
where S and R are the first and the second received symbol matrix respectively, C is the covariance channel matrix and 2 n  is the noise variance. To get the second estimate, each sensor in the cluster retransmits all the received signals from other sensors to the master unit. The fitness function can be derived as the Condition Number (CN) of the estimated channel matrix. The CN measures the goodness and stability of the channel matrix, as it becomes closer to unity, the channel matrix becomes more stable and the reception becomes less sensitive to estimation errors. CN of the channel matrix defined as:
And the fitness function is given as:
In the following we use MatLab to calculate the optimal cluster formation and performance for some examples using the PSO algorithm.
Simulation Results
A CWSN is simulated using the PSO clustering procedure described in the previous section. A simulation of 500 randomly deployed sensors and 50 master units each equipped with 10 receiving antennas forming the CWSN system as shown in Figure 2 . The simulation is done by randomly deployed the 550 sensors then assuming the channel matrix for the whole 550 sensors that represent a Rayleigh fading channel. Applying PSO algorithm by selecting the 50 master units among the 550 sensors. The position matrix X initialized to contain large numbers representing large CN, the velocity matrix V initialized to 1 and the personal best position matrix P initialized to large numbers. Initialize the parameters: p = 10, M = 500 and L max = 10. The first optimization round finds the optimal first cluster and other rounds finds the optimal clusters for the other master units.
Simulating the optimized system by: 1) Transmitting data.
2) Changing the channel randomly every 100 transmission intervals.
3) Estimation the channel matrix for each cluster. 4) Reform the clusters using PSO algorithm. 5) If maximum data size is not reached, go to (1) . Figure 3 shows the average BER as simulated by transmitting 100,000 data bits from each sensor.
Energy efficiency comes from the combination of good channel selection and MIMO system, such that lowering the BER allows the network to operate at lower transmitted power and hence, less energy is required at the sensor node. This condition can be maintained through the cluster selection devised in this paper and the adaptation process to maintain optimal configuration.
Conclusion
The proposed system has showed an opportunity to enhance the wireless sensor network by constructing a virtual MIMO system from signal repetition emitted from each sensor combined with good channel selection. Adaptive channel estimation provides a better signal detection and at the same time makes sure that the transmitted power from each sensor is reduced. The proposed method requires more signal processing at the master units to keep the sensor units at low complexity since the sensor nodes only need to retransmit the data and then arrive at its terminal. Finally, we can see that the clustering technique based on PSO algorithm used in this paper will maintain only the good conditioned channels; therefore, better BER and stability are obtained. This is shown by simulation.
