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ABSTRACT 
 
 
Proteins are involved in many essential roles in the cell including controlling cell 
dynamics, mobilizing the intracellular response, cell shape etc. A large population of 
proteins are required to interact with other organelles or other proteins to accomplish their 
function. Studying protein folding and stability is a great approach to guide the 
understanding of protein interactions, functions and structures. To implement Gibbs 
folding free energy of a protein (∆𝐺𝑓𝑜𝑙𝑑𝑖𝑛𝑔), the structural information of the native (folded) 
and unfolded (denatured) state is needed. In this dissertation, we build the ensemble 
structures for the unfolded state utilizing a random coil model; which is applied to generate 
the structures for the intrinsically disordered proteins/regions (IDPs/IDRs) as well. These 
structures are validated using the experimental pKa values of titratable residues. Several 
studies have shown that the electrostatic interactions between residues in the unfolded 
structure causes their pKa values to be perturbed in the denatured state compared to those 
in the native structure. Furthermore, these ensemble structures of the unfolded state are 
used to calculate Gibbs folding free energy changes of a protein induced by a point 
mutation (ΔΔG) by implementing Molecular Mechanics Poisson-Boltzmann (MMPBSA) 
and machine learning (ML) methods. Comparing our estimations with other available 
servers with this regard, our approach presents quite well predictions employing only 
physical parameters based on the Gibbs folding free energy change upon a point mutation. 
Finally, we study the binding of dynein microtubule binding domain (MTBD) and 
microtubule (MT), specifically by investigating the role of the IDRs in the C-terminal 
domains of tubulins (called E-hooks and known to be populated with the acidic residues). 
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We show that the transient or dynamic binding occurs between E-hooks and MTBDs, 
whereas E-hooks exert electrostatic forces on MTBD to provide a “soft-landing” for the 
MTBD. Furthermore, we indicate the importance of some key residues of MTBD in 
binding to the MT through the interaction with E-hooks that may provide the essential 
information for disease studies linked to the mutations in motor proteins.  
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CHAPTER ONE 
 
INTRODUCTION 
 
 
Knowledge in protein function and structure has always been one of the main 
interests for molecular and cellular biologists. Proteins play crucial rules in cell shape, 
mobilizing the intracellular response, and control cell dynamics and so on [1-3]. The 
majority of proteins in a eukaryotic cell, are made of multiple domains. These domains 
might be structurally and functionally independent or in some cases, dependent on each 
other. These types of proteins with multiple domains often are analyzed by dividing them 
into units that aide in a specific analysis/reason. Moreover, many proteins such as motor 
proteins, function through the interaction with other proteins [4-6]. A wide range of 
biological processes including metabolic and developmental controls are accomplished by 
protein-protein interactions [7-9]. Our knowledge in protein structure makes a bridge to 
understanding the protein-protein interactions or proteins with other partners such as DNA, 
RNA, and so on.  
Even though the primary sequence of protein’s amino acid can provide us 
information to predict the local features of proteins, they leave some ambiguities such as 
whether a protein segment will form tertiary structure or natively disorder. On the other 
hand, studying the high-resolution of the protein structure provides insightful information 
for biologists; but they are very costly and demand a lot of effort. Studying protein 
folding/thermodynamics stability and its changes induced by a point mutation is a facile 
approach leading us to understand the interatomic interactions and forces in protein 
structure domains and also addresses the effects of mutations on protein structures [10-13].     
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There are two main purposes for this chapter that will cover all the fundamentals 
for my research. Firstly, the protein folding, and thermodynamic stability changes induced 
by mutations and how computationally to obtain them by taking into account the explicit 
ensemble conformations of the unfolded state, are explained. Second, we will describe the 
fundamentals behind protein-protein interaction and importantly the role of electrostatic 
interaction in this subject. 
 
Protein folding and thermodynamic stability 
Protein under physiological conditions folds into a stable structure known as the 
native structure in which they are biologically functional. The majority of small proteins 
fold by simple two-state kinetics involving only native (folded) and denatured (unfolded) 
states [14, 15]. However, several studies have shown that there is an intermediate state 
(transition state) between the denatured and native states contributing in protein folding as 
well [16-19]. Even though the intermediates may be crucial in kinetics and other properties 
of protein folding which undergoes the intermediate states, however, it is not a trivial task 
to study these intermediates and besides, the two- state model is often used for considering 
the folding of protein especially in-silico studies. Therefore, the two-state model of protein 
folding is considered for our computational studies. 
Protein folding Gibbs free energy (ΔG) is associated with the conformational 
stability of a protein and is described by native/ folded (N) and denatured/unfolded (D) 
states. Information about the thermodynamic quantities of the unfolded state such as 
enthalpy change, entropy change, and heat capacity change allow us to understand the 
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forces stabilizing the unique and functional three-dimensional structure of the folded 
proteins.    
Even though there are several experimental methods measuring the protein stability 
such as circular dichroism, nuclear magnetic resonance, differential scanning calorimetry 
and so on, these methods are costly and timely. Therefore, in- silico methods are useful 
and have attracted extensive attentions in the field of study of the conformational stability 
of proteins.  
An assessment of protein stability changes induced by the amino acid substitutions 
have been studied both experimentally and computationally in the past [20-25] . Amino 
acid substitutions cause some alteration between amino acid residues such as changes in 
non-covalent bonds, variation in secondary structure and solvent accessibility of the 
substituted amino acid [26-28]. Several studies have shown the connection between 
mutation effects on protein stability and various human diseases such as Rett syndrome, 
Alzheimers, Snyder-Robinson syndrome, and so on [29-31].   
The quantitative form of protein stability change upon site-directed mutagenesis is 
described as following: 
𝛥𝛥𝐺 =  𝛥𝐺𝑀𝑇
𝐹 −  𝛥𝐺𝑊𝑇
𝐹      (1) 
 
Where MT and WT stand for mutant and wild type cases and Gibbs free energy of 
protein folding is defined as: 
𝛥𝐺𝐹 = 𝐺𝑓𝑜𝑙𝑑𝑒𝑑 −  𝐺𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑     (2) 
Therefore, the folding energy change of a protein upon mutation is described as: 
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𝛥𝛥𝐺 =  (𝐺𝑀𝑇
𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑀𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑) − (𝐺𝑊𝑇
𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑊𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑)   (3) 
Or 
 
𝛥𝛥𝐺 =  (𝐺𝑀𝑇
𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑊𝑇
𝑓𝑜𝑙𝑑𝑒𝑑) − (𝐺𝑀𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑊𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑)   (4) 
In-silico studies, there are different approaches to develop a method for predicting 
the folding free energy change of single site variants. The sequence-based approach that 
relies on the combination of statistical features of amino acid sequence implementing 
machine learning algorithms to model the folding free energies, methods such as I-Mutant 
[32]and DDGun [33]. This approach allows us to predict the changes in stability of protein 
induced by mutation even for proteins without available crystal structures. However, this 
approach is not able to tell us information on the conformational changes of the protein 
upon mutations.  
The structural-based approach uses a combination of features associated with the 
protein structure, and also, physical and statistical potentials to increase the performance 
of the predictors, methods known as FoldX [34], PoPMuSiC [35], mCSM [36], STRUM 
[37] and etc. Also, some of these servers implemented ML methods that have been applied 
for prediction models in many other scientific applications [38, 39]. Another structural-
based method utilizing empirical potential taking advantage of physical force fields to fit 
predictor with the experimental data [25, 40, 41]. 
Even though the predictors perform quite well, in these methods, the contribution and 
importance of the unfolded state of protein has not been addressed completely in predicting 
Gibbs folding free energy change (𝛥𝛥𝐺 ) upon mutations; for example, in some studies, 
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only residues exposed into the solvent with having not secondary structural elements are 
taken into account for the unfolded state [42].  
A modified structural-based method known as SAAFEC [24] was developed to 
predict the folding free energy change induced by a single mutation exploiting Molecular 
Mechanics Poisson-Boltzmann (MM/PBSA) and a set of statistical features. In this work, 
the unfolded state of proteins is presented by two structural elements, a structural segment 
of 3 residues centered at the mutation site and all other residues, using the assumption that 
the substituted residue does not interact with the rest of the proteins. Therefore, the second 
structural element is cancelled out in 𝛥Δ𝐺 calculation since this term is the same for wild 
type and mutant case. Thus, the unfolded state is described as a segment of three residues 
centered by the mutation. This prediction was tested against hundreds of mutations from 
ProTherm database [43, 44]. 
In the early studies on protein stability, the unfolded state was assumed as an 
ensemble of extended conformations in which the polypeptide chain exposes to the solvent 
extensively and there is no interaction between individual residues [45]. Later, however, 
numerous observations have reported the existence of residual structure in highly denatured 
proteins. For instance, NMR studies showed the formation of hydrophobic clusters and 
secondary structure in the unfolded proteins [46-48]. In addition, there are some other 
experimental studies that suggest interactions do occur between residues in the unfolded 
state [49]. Furthermore, there is evidence to show the mutation’s effect on the degree of 
interaction in the unfolded state [50]. Therefore, all of this evidence leads us more carefully 
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to model the ensemble structures of unfolded state for predicting the protein stability upon 
a point mutation. 
   
Unfolded state 
To study the folding/unfolding process, it is important to understand a physical 
process that a polypeptide chain undergoes to find a lowest free energy state [51]. In a 
protein folding study, the native structures are described using their known experimental 
structures. The atomic structure of the native structure is measured by multiple methods 
such as NMR, X-ray crystallography, etc. The enthalpy and entropy of a protein and the 
solvent build the free energy of the folded state. However, defining an ensemble of 
conformations for the unfolded state is not straightforward. Knowledge of the unfolded 
state can provide us the insightful information on the forces and interactions that lead a 
polypeptide chain into a three-dimensional folded structure. Proteins are denatured or 
unfolded at extreme temperature regimes, high pressure, using denaturant and high and low 
pH. The unfolded state often is considered as a random- coil model, which was introduced 
by Flory [52]and Tanford [53] in 1950-1960s. In this statistical model, coil dimensions of 
a denatured protein, a heteropolymer, is obtained using the radius of gyration and polymer 
length as following: 
 𝑅𝐺 = 𝑅0𝑁
𝑣     (5) 
Where 𝑅0 is a persistence length of polymer, 𝑁 is monomers number in the polymer 
chain and 𝑣 is an exponential scaling factor which is related to the quality of solvent. A 
range of values for 𝑣 can be between 0.33 in poor solvent to 0.6 for good solvent. The 
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importance of a random coil model is that the bond between monomers are in fixed lengths 
and in random directions; also, the mathematical simplicity of the model allows it to form 
many conformations that satisfy the equation (5) [54]. Several observations using intrinsic 
viscosity measurements, small angle X-ray scattering (SAXS) have shown that the random 
coil is a successful model for determining the dimension of unfolded state [55-58] and 
deriving us to the ensemble structures of the unfolded state.  
Looking at the energy landscape of the unfolded state and intrinsically disordered 
proteins (IDPs), there is similarity between them. Therefore, in the following we discuss 
about IDPs and how computationally define their ensemble conformations. Moreover, in 
chapter four, we discuss some features of these type of proteins in protein-protein 
binding. 
 
Intrinsically disordered proteins (IDPs) or regions 
IDPs are proteins or regions that do not form 3D fold structure under physiological 
conditions. They are crucial in many biological processes and contribute in many 
pathologies [59-61]. To accomplish their function in protein-protein interaction, they can 
form a predominant conformation and become ordered proteins or regions [62]. The flat 
conformational energy landscape of IDPs avoiding them to adopt defined well-defined 
structures. However, there are several experimental methods such as NMR and SAXS 
providing overall information on the residue level of the conformational ensembles of IDPs 
[63-67]. In-silico methods can help not only to interpret experimental data for the ensemble 
averaging properties, also can design algorithms and methods to understand the molecular 
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description of the disordered state. The molecular description determines the behavior of 
disordered proteins based on the probability of different regions of conformations and 
provides information of the protein function exploiting these probabilities.  
The common way is used to describe the ensemble structures of IDPs like the 
unfolded state is the amino acid statistical coil sampling which is based on the primary 
amino acid sequence with considering the long-range tertiary contact and local 
conformational propensities. The statistical coil model describes the conformational 
ensemble of IDPs by sampling different conformational states of individual residues using 
the coil libraries based on the experimental information of residue-specific {φ,ψ} angles 
[68-71]. The results from reproduced experimental data such as J-coupling [68], residual 
dipolar couplings (RDCs) [69, 71] and small -angle X-ray scatterings (SAXS) curves for 
both IDPs suggest that the statistical coil model fairly describes the structural description 
of conformational space of IDPs. This approach is seen in programs such as Flexible-
Meccano [71]and TraDES [70, 72] providing random coil structures of IDPs.  
 
Protein-protein interaction 
The majority of proteins require to cooperate with other proteins and organelles to 
complete their functions [7-9] and knowledge of protein folding and structures provides 
insightful information to further study the interaction between proteins.  Protein-protein 
complexes involve many biological systems such as molecular assemblage formation, 
signal transduction, molecular switching and allosteric regulation [73-75] . Protein- protein 
interaction often defines as physical contact between proteins [76, 77]. However, the 
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physical contacts do not occur accidently. Several studies showed that the interaction 
interface evolves based on the specific and distinct purposes relating to the function and 
structure of complexes [78, 79].  
The physical contacts between protein-protein complexes can be permanent or 
transient. Some proteins are subunits of macromolecular complexes and these proteins 
form stable interactions with the rest of complex. Such these proteins are seen in the ATP 
synthase. On the other hand, there are some other proteins that their action is transient; for 
example, activators on the DNA promoter. 
In protein-protein binding or any other type of protein binding such as DNA/RNA 
-protein, protein-ligand and protein-cofactor, the crucial steps in binding include binding 
partner recognition, receptor and ligand pre-binding orientation, and finally physical 
docking. The binding partners evolve conformational changes on the binding interface. The 
binding mechanism is called “lock-and-key” in case of small conformational changes and 
if the changes in conformations upon binding are significant, then the binding mechanism 
is an “induced-fit”. In the latter case, if each of partner involves IDPs or regions, they 
evolves the well-defined structure requiring the shifts in the occupancy of distinct bound 
and unbound conformational states from a highly populated unbound state to a highly 
populated bound state [80]. 
There are several pieces of evidence revealing the importance of the non-covalent 
interaction including electrostatic interactions, geometry of proteins, interfacial water 
molecules and binding site residues, in protein-protein interaction [81, 82]. Moreover, 
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thermodynamic features such as entropy and enthalpy and interplay between them reveals 
the information about the stability and specificity of protein-protein complexes.
11 
CHAPTER TWO 
 
MODELING THE UNFOLDED STATE 
 
Modeling pKa’s of unfolded proteins to probe structural models of unfolded state 
Modeling the unfolded state 
 
Introduction 
 
The unfolded state and intrinsically disordered proteins (IDPs) or regions (IDRs), 
adopt a conformational landscape which is still not very well understood. Generating the 
“right” conformational ensemble of an unfolded state is not an easy task and needs 
knowledge of how the protein was unfolded, including what denaturants were used and 
what  the conditions were [83]. In some cases, modeling the pH-dependence of stability 
requires knowledge of pKas in unfolded state [84-86]. While it is frequently assumed that 
the pKas in an unfolded state are unperturbed (equal to intrinsic pKas), there are also 
studies that show the role of electrostatic interactions between charged residues in the 
denatured state.18,19 Additionally, some studies described the impact of changes in the 
protonation state of ionizable residues in the formation of hydrophobic clusters in 
denatured state.20 This indicates that some titratable groups may have perturbed pKas in 
their unfolded state. 
Experimentally, the pKa values of titratable residues in the unfolded state were 
measured for some proteins using NMR spectroscopy, site-directed mutagenesis and CD 
temperature-denaturation measurements [87-90]. Most of these experiments have indicated 
that the pKa values of acidic residues are lowered in unfolded state compared with intrinsic 
This work was published at JTCC: 
DOI: 10.1142/S0219633619500202 
  
12 
pKa’s [87, 88, 91]. These studies are used in this work to benchmark DelPhiPKa along 
with 3D models of unfolded states.  
Previous attempts to model pKa’s of unfolded states were applied to either 
molecular dynamics (MD) simulation to generate structures of unfolded state [45] or 
Gaussian-chain model [92-94]. MD with artificially increased van der Walls atomic radii 
was used to “unfold” the proteins and obtained structures to calculate pKa’s of unfolded 
state [45]. Alternatively, the electrostatic interactions in unfolded state were estimated with 
Gaussian-chain model and then were used to compute the corresponding pKa’s [92-94]. In 
our work we took different approach taking advantage of advances made in the field of 
intrinsically disordered proteins (IDPs). 
A great amount of efforts has been invested to develop methods to predict the 
conformational ensembles of IDPs. A straightforward approach to model the 
conformational ensemble of unfolded state is the molecular dynamic (MD) simulation [95]. 
Another approach, the coil models, alternatively describes the conformational ensemble of 
IDPs by sampling different conformational states of individual residues using the coil 
libraries based on the experimental information of residue-specific {φ,ψ} angles [68-71]. 
Several studies showed that the results from coil modeling accurately reproduce 
experimental data such as J-coupling [68], residual dipolar couplings (RDCs) [69, 71] and 
small -angle X-ray scatterings (SAXS) curves for both IDPs [69, 71] and unfolded proteins 
[96]. Thus, in our work the unfolded proteins are generated via coil models and we use the 
conformational ensembles generated by a particular software, the flexible-meccano 
software [71].  
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Our interest in modeling unfolded state stems from the importance of unfolded state 
in calculating folding free energy changes due to amino acid mutations, since this is related 
to understanding effects of disease-causing non-synonymous single nucleotide 
polymorphisms (nsSNPs)  [97-100]. All available methods based on energy difference 
between two states, folded and unfolded, use an approximation and consider only a few 
residues as representative of unfolded state [24, 35, 101, 102]. This is clearly a severe 
assumption that omits residual interactions in unfolded state. With this work, we would 
like to suggest that one can explicitly generate representative full length structures of 
unfolded state using the tools for modeling IDPs, the flexible-meccano software [71]. 
In this work, we use the flexible-meccano software [71] to generate ensemble of 
structures for unfolded state of selected proteins for which there is experimental data of 
pKa’s in unfolded conditions. These structures are used to compute pKa’s of titratable 
residues with DelPhiPKa [103, 104] and results compared with experimental data. To 
provide some guidance how to select minimal number of representative structures (to be 
applicable for large-scale calculations), we investigate the possibility the generated 
structures to be limited with respect to solvent accessibility surface area (SASA). 
Furthermore, we make predictions for pKa’s of unfolded state for titratable groups that are 
not reported in the literature. 
 
Methods 
The main purpose of this investigation is to probe if structures generated with 
fexible-meccano can be used as representative structure for modeling unfolded state. Such 
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a possibility is tested via comparing experimental pKas of unfolded state and predicted 
pKas with DelPhiPKa using structures generated with fexible-meccano. However, one can 
use this approach to predict pKas delivered via unfolding experiments and to infer the pH-
dependence of folding as well. 
Dataset: We searched for proteins with experimentally measured pKa values of 
titratable residues in the unfolded state. This resulted in the following cases: Turkey 
Ovomucoid Third Domain (OMTKY3)  [91], Barnase [87], chymotrypsin inhibitor 2 (CI2) 
[88] , protein G B1 domain (PGB1) [89] and Hen Egg white Lysozyme (HEWL) [105]. 
Unfolded state: The flexible-meccano algorithm [71] was used to generate 
ensemble of structures for the unfolded state. This method builds multiple different copies 
of the polypeptide chain based on the randomly sampling backbone dihedral angle potential 
wells assuring that these conformations do not self-overlap (Figure A-2,1). This method 
was shown to successfully reproduce the experimental data such as RDC and SAXS by 
averaging over the built-ensembles [71]. Thus, we generated 1000 structures for each 
protein in our data set using default parameters of flexible-meccano software.  
pKa’s calculations: The pKa’s calculations of titratable residues were performed by 
DelPhiPKa which is Poisson-Boltzmann based approach [104]. Most of the calculations 
were done using default values of DelPhiPKa parameters. However, to study the effect of 
D2O (deuterium oxide or heavy water) and H2O in case of thermal denaturation, we 
considered a range of solvent dielectric constants of 74, 75, 78.5, and 80 since most of 
these experimental works were done for the H2O/D2O at 25 C° in which H2O and D2O 
have dielectric constants of 78.39 and 78.06  [106]. A dielectric constant of 4 and 8 was 
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considered for each protein to test the sensitivity of results. The charge and radius 
parameters were assigned using PARSE [107]. The salt concentration was set to a value 
that matches the experimental conditions. Therefore, the salt concentrations for OMTKY3, 
Barnase, CI2, PGB1 and HEWL were 0.2, 0.05, 0.05,0.001 and 0.144 M, respectively [87-
89, 91, 105]. 
Solvent accessible surface area: The solvent accessible surface area (SASA) was 
calculated by VMD [108] for each structure in structural ensembles with the solvent probe 
radius of 1.4 Å . It was used to rank the structures according min/max SASA. 
 
Results and discussions 
Here we report DelPhiPKa calculated pKa’s of ionizable groups using flexible-
meccano generated structures. For each of the proteins, we generated 1,000 structures and 
carried pKa’s calculations. At the same time, we address the possibility to reduce the 
number of needed structures by selecting the top 15, either with maximum (very extended 
structures) or minimum (relatively compact structures) SASA. We also investigate the 
effect of different values of internal and external dielectric constants. Lysines and arginines 
are excluded from our investigation, because there is no experimental data.  
 
1. OMTKY3 
A study of the pH dependence of OMTKY3 stability showed that among all the 
titratable residues, the pKa’s of Asp7 and Asp27 are perturbed and therefore they 
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contribute to the pH dependence of OMTKY3 stability [91]. The pKa of Asp7 and Asp27 
in unfolded state were reported as 3.9 and 3.6.  
We calculated the average pKa values of titratable residues from all 1,000 structures 
and considering ionic concentration of 200mM and solvent and solute dielectric constant 
of 80 and 8, respectively (Table 2.1). It can be seen that predicted values for Asp7 and 
Asp27 are 3.87 and 3.56 which are almost the same as the ones found in the experimental 
work [91]. Additionally, we predicted the pKa’s of all other acidic groups and His52, for 
which there is no experimental data. To see the effect of reducing the number of structures 
used in the modeling, the pKa values were re-calculated using only 15 snapshots with 
maximum and minimum SASA. As it can be seen, the only residue which pKa’s is affected 
by the accessible surface area selection is Glu19. For the minimum SASA set, the pKa 
value of this residue is perturbed from the model compound value by more than 0.5 units. 
 
Table 2.1. Predicted pKa values of titratable residues in unfolded state of OMTKY3. 
(1), (2) and (3) are the average pKa’s of all 1000 snapshots, 15 structures with 
minimum SASA, and 15 structures with maximum SASA. The standard deviations are 
given in parenthesis.  
Unfolded state set Asp7 Asp27 Glu10 Glu19 Glu43 His52 
predicted pKa (1) 3.89(0.3) 3.69(0.29) 3.97(0.24) 3.84(0.34) 3.89(0.31) 6.31(0.49) 
predicted pKa with  
minimum SASA(2) 
3.96(0.44) 3.71(0.30) 3.9(0.15) 3.51(1.00) 3.83(0.39) 6.13(0.92) 
predicted pKa with 
maximum SASA (3) 
3.96(0.16) 3.7(0.22) 3.96(0.07) 3.9(0.1) 3.96(0.05) 6.30(0.37) 
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The thermal denaturation of OMTKY3 was done in H2O and D2O [108]. To 
consider the effect of D2O on the pKa’s of unfolded state, we calculated the pKa’s of 
titratable residues using solvent dielectric constant of 74, 75 and 78.5 (Table A- 2,1). 
Moreover, to investigate the effect of protein (solute) dielectric constant on the pKa values 
in unfolded state, we performed calculation using protein dielectric constant of 4 as well 
(Table A- 2,2). Our results show that the effect of D2O on pKa values of titratable residues 
in unfolded state is negligible (Table A- 2,1). Moreover, the results using dielectric 
constant of protein of 4 and 8 are practically the same. Therefore, the calculations of pKa’s 
in unfolded state are not sensitive to these parameters (Table A- 2,2).  
 
2. Barnase 
The thermal unfolding experiments of barnase suggested that pKa values of all 
acidic residues, Asp and Glu, on average are 0.4 lower than of the model component values 
[87]. Thus, there is no experimental data for individual pKa’s, but just a tendency that acid 
pKa’s are perturbed on average by 0.4 pH units. To see if our modeling can reproduce this 
trend, we calculated the individual pKa values for all Asp, Glu and His residues for each 
structure in unfolded ensemble (1,000 structures) and then averaging over all pKa’s of Asp 
and Glu separately (Table 2.2). The calculations were done at ionic concertation of 0.05M, 
solvent dielectric constant of 80 and protein (solute) dielectric constant of 8. The results 
show that pKa’s of all Asp and Glu are lower than the ones in model component (model 
component values for our calculations are Asp=3.9, Glu=4.0 and His=6.5). Moreover, the 
averaged pKa’s of Asp and Glu are 0.27 and 0.37, respectively, lower than the model 
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pKa’s, results which are in good agreement with the experimental observations. The pKa 
value of His18 is provided as well for future comparison. 
Similarly, as above, we repeated the modeling using only 15 structures that have 
minimum or maximum of SASA out of 1,000 snapshots (Table 2.2). The result of the 
structures with the minimum SASA shows that the average ΔpKa values of Asp and Glu, 
are 0.47 and 0.57 which are better predictions comparing to the ones with the maximum 
SASA, 0.19 and 0.29. This speaks in favor of models that are more compact, allowing for 
residual interactions in unfolded state.   
To test the sensitivity of results, with respect, with the value of internal and external 
dielectric constants, we carried calculations with in solvent dielectric constant of 74, 75, 
78.5 as well (Table A- 2,3). No significant effect was observed in the range of dielectric 
constant values. Similarly, repeating the modeling with internal dielectric constant of 4, 
had negligible effect of predicted pKa’s (Table A- 2, 4). 
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Table 2.2. Predicted pKa values of Asp and Glu residues in unfolded state. The ΔpKa shift is (pKa_model compound – calculated pKa). (1), (2) and (3) are 
the average pKa of all 1000 snapshots, 15 structures with minimum SASA and 15 structures with maximum SASA. The standard deviations are presented in 
parenthesis. The last two columns are the average pKa values for Asp and Glu residues, respectively. 
Unfolded state 
set Asp8 Asp12 Asp22 Asp44 Asp54 Asp75 Asp86 Asp93 Asp101 Glu29 Glu60 Glu73 His18 His102 Avg_Asp Avg_Glu 
predicted pKa 
(1) 
3.81 
(0.33) 
3.75 
(0.40) 
3.58 
(0.34) 
3.66 
(0.45) 
3.62 
(0.42) 
3.60 
(0.48) 
3.51 
(0.4) 
3.66 
(0.34) 
3.41 
(0.43) 
3.7 
(0.43) 
3.54 
(0.47) 
3.66 
(0.43) 
6.48 
(0.59) 
6.33 
(0.6) 
3.62 
(0.13) 
3.63  
(0.18) 
ΔpKa(1) shift 0.08 0.14 0.31 0.23 0.27 0.29 0.38 0.23 0.48 0.29 0.45 0.33 0.01 0.16 0.28 0.37 
predicted pKa 
with minimum 
SASA(2) 
3.60 
(0.6) 
3.75 
(0.19) 
3.43 
(0.59) 
3.51 
(0.28) 
3.47 
(0.87) 
3.20 
(0.59) 
3.47 
(0.34) 
3.61 
(0.3) 
2.98 
(1.07) 
3.64 
(0.61) 
3.06 
(1.10) 
3.73 
(0.21) 
6.37 
(0.57) 
5.93 
(1.61) 
3.45 
(0.17) 
3.47 
(0.15) 
ΔpKa(2) shift 0.29 0.14 0.46 0.38 0.42 0.69 0.42 0.28 0.91 0.35 0.94 0.26 0.12 0.56 0.45 0.53 
predicted pKa 
with maximum 
SASA (3) 
3.83 
(0.24) 
3.82 
(0.25) 
3.56 
(0.34) 
3.83 
(0.08) 
3.66 
(0.33) 
3.80 
(0.23) 
3.59 
(0.31) 
3.78 
(0.23) 
3.35 
(0.32) 
3.88 
(0.2) 
3.69 
(0.20) 
3.74 
(0.13) 
6.48 
(0.3) 
6.39 
(0.49) 
3.69 
(0.06) 
3.77 
(0.08) 
ΔpKa(3) shift 0.06 0.07 0.33 0.06 0.23 0.09 0.30 0.11 0.54 0.11 0.3 0.25 0.01 0.10 0.21 0.23 
 
 
Table 2.3. Predicted pKa shifts for Asp and Glu residues in unfolded state. The ΔpKa shift is (pKa_model compound – calculated pKa’s). (1), (2) and (3) 
are the average pKa of all 1000 snapshots, 15 structures with minimum SASA and 15 structures with maximum SASA. The standard deviations are presented 
in parenthesis. The last two columns are the average pKa values for Asp and Glu residues, respectively. 
Unfolded state set Asp23 Asp45 Glu04 Glu07 Glu14 Glu15 Glu26 Glu41 Glu52 Glu55 Avg_Asp Avg_Glu 
Predicted pKa(1) 3.709(0.25) 3.48(0.36) 3.78(0.28) 3.83(0.42) 3.79(0.41) 3.74(0.55) 3.73(0.37) 3.73(0.42) 3.62(0.37) 3.55(0.39) 3.59(0.12) 3.72(0.2) 
ΔpKa(1) shift 0.19 0.42 0.22 0.17 0.21 0.26 0.27 0.27 0.38 0.45 0.31 0.28 
predicted pKa with 
minimum SASA(2) 3.77(0.18) 3.49(0.42) 3.6(0.38) 3.547(0.86) 3.812(0.30) 3.698(0.91) 3.348(0.87) 3.755(0.51) 3.64(0.36) 3.359(0.56) 3.63(0.17) 3.59(0.08) 
ΔpKa(2) shift 0.13 0.41 0.4 0.453 0.188 0.3 0.65 0.24 0.36 0.64 0.27 0.41 
predicted pKa with 
maximum SASA (3) 3.64(0.27) 3.39(0.28) 3.81(0.25) 3.92(0.10) 3.83(0.16) 3.82(0.21) 3.83(0.13) 3.8(0.17) 3.65(0.23) 3.61(0.27) 3.51(0.09) 3.78(0.11) 
ΔpKa(3) shift 0.26 0.51 0.19 0.08 0.17 0.18 0.17 0.2 0.35 0.39 0.39 0.22 
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3. Chymotrypsin inhibitor 2 (CI2) 
 
Thermal denaturation experiments of CI2 at ionic concentration of 50 mM 
demonstrated that the pKa values of acidic residues, Asp and Glu, in the unfolded state are 
on average 0.3 unit lower than their pKa values of the model compound [88]. Thus, we 
calculated the pKa values of all titratable residues, no histidine residue presents in CI2, 
using 1,000 snapshots of unfolded CI2. The DelPhiPka calculations were done at ionic 
concertation of 0.05M, solvent dielectric constant of 80 and protein (solute) dielectric 
constant of 8. Additionally, we carried out pKa’s calculations using only for 15 snapshots 
with maximum and minimum SASA (Table 2.3). 
We observe that all the ΔpKa shifts are positive, which means that the predicted 
pKa values are lower than the model pKa’s. Moreover, the average of ΔpKa value for Asp 
is 0.308 and for Glu is 0.22 which are close to the experimental values. Furthermore, we 
observe that the average ΔpKa of Asp and Glu are 0.329 and 0.37, respectively for 
snapshots with minimum SASA. On the other hand, the predicted values for snapshots with 
maximum SASA are in less agreement with experiment (Table 2.3). This again indicates 
that compact structures are better representatives for unfolded state.   
As above, we do not observe significant effect of the value internal or external 
dielectric constant (Tables S5, S6). 
 
4. Protein G B1 domain (PGB1) 
The pH dependent stability of PGB1 with the mutations T2Q, N8D, and N37D 
(PGB1-QDD) was determined by measuring the pKa values for unfolded state under native 
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Table 2.4. Predicted pKa values of acidic residues in unfolded state of PGB1-QDD. The ΔpKa shift is (pKa_model compound – calculated pKa’s). (1), 
(2) and (3) are the average pKa of all 1000 snapshots, 15 structures with minimum SASA and 15 structures with maximum SASA. The standard 
deviations are presented in parenthesis. 
Unfolded state set  ASP08 ASP22 ASP36 ASP37 ASP40 ASP46 ASP47 GLU15 GLU19 GLU27 GLU42 GLU56 
Experimental pKa 3.72 3.87 4.11 4.2 4.24 4.1 4.03 4.41 4.46 4.47 4.9 4.83 
Experimental ΔpKa 0.28 0.13 -0.11 -0.2 -0.24 -0.1 -0.03 0.09 0.04 0.03 -0.4 -0.33 
Predicted pKa(1) 3.485(0.42) 3.836(0.47) 3.835(0.56) 3.982(0.51) 4.058(0.44) 3.929(0.45) 3.905(0.56) 3.675(0.52) 3.909(0.44) 3.852(0.39) 4.208(0.45) 3.737(0.24) 
ΔpKa(1) shift 0.414 0.063 0.064 -0.082 -0.158 -0.029 -0.005 0.324 0.09 0.147 -0.208 0.262 
predicted pKa with 
minimum SASA(2) 3.552(0.56) 3.942(0.57) 3.796(0.79) 3.458(1.12) 3.7(1.19) 3.829(0.68) 4.04(0.46) 3.436(1.08) 3.891(0.44) 3.349(1.29) 4.255(0.51) 3.573(0.47) 
ΔpKa(2) shift 0.347 -0.042 0.1 0.44 0.19 0.07 -0.14 0.56 0.1 0.65 -0.255 0.42 
predicted pKa with 
maximum SASA (3) 3.53(0.38) 3.924(0.20) 3.73(0.47) 4.07(0.24) 4.18(0.28) 4.02(0.31) 3.99(0.25) 3.81(0.16) 3.949(0.09) 3.82(0.2) 4.18(0.12) 3.744(0.05) 
ΔpKa(3) shift 0.367 -0.024 0.162 -0.171 -0.28 -0.126 -0.09 0.189 0.05 0.17 -0.18 0.255 
             
 
Table 2.5. Predicted pKa values of titratable residues in unfolded state of HEWL. (1), (2) and (3) are the average pKa of all 1000 snapshots and 15 
structures with minimum SASA, 15 structures with maximum SASA. The standard deviations are presented in parenthesis. 
Unfolded 
state set Asp18 Asp48 Asp52 Asp66 Asp87 Asp101 Asp119 Glu7 Glu35 His15 
Experimental 
pKa 3.4(0.2) 2.9(0.3) 4(0.2) 3.1(0.1) - 4.4(0.2) 3.6(0.2) - 5(0.2) - 
Predicted 
pKa(1) 3.48(0.41) 3.76(0.33) 3.81(0.30) 3.63(0.46) 3.82(0.29) 3.69(0.31) 3.6(0.37) 3.73(0.41) 3.77(0.34) 6.21(0.58) 
predicted pKa 
with 
minimum 
SASA(2) 3.41(0.57) 3.71(0.24) 3.83(0.23) 3.29(1.0) 3.71(0.38) 3.75(0.29) 3.26(0.45) 3.79(0.23) 3.79(0.19) 6.33(0.39) 
predicted pKa 
with 
maximum 
SASA(3) 3.54(0.25) 3.77(0.16) 3.82(0.22) 3.79(0.17) 3.83(0.17) 3.85(0.22) 3.72(0.21) 3.87(0.07) 3.79(0.27) 6.4(0.22) 
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conditions [89]. The pKa’s values of acidic groups were measured in presence of 
H2O/D2O at 25° C with the counterion concertation about 1 mM (Table 2.4). 
We calculated the pKa values of the corresponding titratable residues (note that no 
histidine residue is present in PGB1) in the unfolded structures for solvent dielectric 
constant of 80 and protein dielectric constants of 8 (Table 2.4). We calculated the pKa 
values for 15 structures while having the minimum and maximum SASA as well. No clear 
trend is observed in this case to indicate what model of unfolded state is better for the pKa’s 
calculations.  
Also, the predicted results for solvent dielectric constants of 74, 75 and 78.5 and 
the protein (solute) dielectric constants of 4 are shown in Table A- 2,7 and A- 2,8. No 
significant impact of the dielectric constant values was found.  
 
5. Hen Egg white Lysozyme (HEWL): 
The pKa values of several acidic residues in thermally unfolded state of HEWL for 
different pH and 50 mM Britton-Robinson buffer were reported [105]. For some of these 
residues, significant shifts from their model pKa’s were observed [105]. 
We calculated the pKa of those corresponding acidic residues using salt 
concentration of 144mM for 1000 snapshots of unfolded structure of HEWL with solvent 
and protein dielectric constants of 80 and 8, respectively (Table 2.5). There is good 
correlation between the experimental and predicted pKa values for Asp18, Asp66, Asp101, 
Asp119, Asp35, Glu35 except Asp48 (Figure A- 2,2). Moreover, we calculated the pKa 
values only for 15 snapshots with maximum and minimum SASA. The better correlation 
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between the experimental estimated pKa values with the calculated ones is seen for the 
snapshots with the minimum SASA.  
Moreover, the predicted results for solvent dielectric constants of 74, 75 and 78.5 
and the protein (solute) dielectric constants of 4 are shown in Table A- 2 ,9 and A- 2,10. 
Again, there is no significant difference observed for changes in these parameters. 
 
Conclusion 
The investigation showed that unfolded state can be modeled with the coil model, 
algorithm such as “flexible-meccano”, if one is concerned about pKa values of acidic 
groups. Even more, the number of snapshots representing unfolded state shown not be 
many and one can be successful using only 15 structures with minimum SASA. This 
reduces the computational cost of modeling. 
Apart of testing the possibility to model unfolded state to compute pKa’s of 
titratable groups, we also delivered predictions for pKa’s that are not experimentally 
measured yet. 
While we attempted to justify the usage of “flexible-meccano” for modeling pKa’s 
in unfolded state, it is tempting to generalize the observation and to consider that generated 
ensemble can be used for any other type of modeling. Thus, we speculate that snapshots 
can be used to model unfolded state in cases of computing folding free energy and folding 
free energy caused by mutations. 
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CHAPTER THREE 
 
IMPORTANCE OF THE UNFOLDED STATE IN PREDICTION OF PROTEIN 
FOLDING ENERGY CHANGE 
 
 
Prediction of protein stability change upon a point mutation  
by implementing machine learning algorithm 
 
Introduction 
 
 Genetic mutations can change the protein stability through alteration in protein 
conformation and dynamics [109-111]. Studying the protein stability and folding energy 
change induced by mutations is essential for understanding the effect of mutation linked to 
the disease and drug studies [111].   
There are many in silico studies predicting the folding free energy change of the 
protein between wild-type and mutant proteins. Some of them work based on the statistical 
potential energy [25, 112], statistical scoring functions, and machine learning (ML) 
approaches [113]. Some other servers such as DynaMut use the dynamic changes of 
proteins introduced by mutations to predict the stability change of proteins upon mutation 
[114]. Between all the servers working based on the structural features of proteins, 
SAAFEC is based on Molecular Mechanics Poisson-Boltzmann Surface Area (MM/PBSA) 
approach and some other physical features [24]. In this approach, the unfolded state is 
described as a segment of three residues centered on the mutation and does not count the 
effect of other amino acid residues for the unfolded energy calculations. Another server, 
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SDM [42], takes into account only residues exposed to solvent with no secondary structural 
elements for the unfolded state.  
The unfolded state can be described as a statistical coil model introduced by Flory 
[52] and Tanford [53]. The same model is used to generate the ensemble structures for the 
intrinsically disordered proteins as well. We used a server called flexible-mecano [71] to 
generate the structures for the unfolded state in our prediction. In our previous work [115], 
we showed that these structures are close enough to present the unfolded state, based on 
the experimental pKa values of titratable residues in the unfolded state. Here, we predict 
the stability change of a protein upon a single point mutation by implementing the 
MMPBSA approach, taking into account the ensemble conformations of the unfolded state. 
In this approach, the effects of all the residues in the amino acid sequence of a protein are 
counted for the energy calculation of the unfolded state. Also, all the parameters associated 
with this prediction are only dependent on the energy terms of the folded and unfolded 
state of a protein in wild-type and mutant-type.    
 
Material and Methods 
 
Database construction: 
The database of 1784 mutations from 80 proteins [44, 116] with experimentally 
defined Gibbs folding free energy changes upon a mutation, is used for this purpose. 
However, we removed the proteins with the small molecules (ligand) from the dataset. 
Therefore, a total of 910 different mutations of 29 proteins are in the database. Even though 
some of these mutations belong to the same protein, they are independent and related to 
  
26 
either a different residue number or type of mutant residues, see Figure 3.1 for three 
proteins with several mutations in the database. 
 
 
Figure 3.1: Vistualization of the independancy of datapoints in the experimental 
database for proteins with several single site mutations. The x-axis includes the position 
and the name of mutant residue in that corresponding proteins. The y-axis is the 
experimental ΔΔG upon a single point mutation (kcal/mol). 
 
Folding energy changes upon site-directed mutagenesis:  
The folding Gibbs free energy is determined using the Gibbs energy of the unfolded 
and folded state. Then, the change in protein stability of a protein upon site-directed 
mutagenesis quantitatively is defined as following: 
𝛥𝛥𝐺 =  𝛥𝐺𝑀𝑇
𝐹 −  𝛥𝐺𝑊𝑇
𝐹                                                                     (6) 
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Where MT and WT stand for mutant and wild type cases and  𝐺𝐹, Gibbs free energy 
of protein folding. One can rewrite the equation above as following: 
𝛥𝛥𝐺 =  (𝐺𝑀𝑇
𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑀𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑) − (𝐺𝑊𝑇
𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑊𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑)               (7) 
Or 
𝛥𝛥𝐺 =  (𝐺𝑀𝑇
𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑊𝑇
𝑓𝑜𝑙𝑑𝑒𝑑) − (𝐺𝑀𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑 − 𝐺𝑊𝑇
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑)               (8) 
 
The Gibbs free energy of each component, either folded or unfolded, with or 
without mutations, is calculated by MMPBSA. In the following, we explain how each term, 
molecular mechanics (MM), Poisson-Boltzmann (PB) and solvent accessible surface 
accessible area (SASA or SA) are calculated for each folded and unfolded state.   
 
Energy contribution of the folded or native structures: 
All the folded (native) structures were extracted from the Protein Data Bank (PDB) 
[117]. The majority of these proteins are monomeric and some of them are oligomeric. In 
the case of an oligomeric protein, only a single polypeptide chain with a point mutation is 
attained for the energy calculations; since the energy terms for any additional chain without 
mutations are canceled out (The energy terms of WT and MT for these chains are canceled 
out). For the case of wild type, protein structures are fed into the molecular dynamic 
simulation (MD) using NMAD [118] and the structures are minimized (Generalized Born 
Implicit Solvent (GBIS) model [119] with CHARMM force fields [120]) for a specific 
time, depending on the length of a protein amino acid sequence; for instance, the 
minimization is done in 5000 steps if the length of the protein amino acid sequence is less 
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than 300 and 10000 steps for the length of greater than 300. For the mutant cases, the 
minimized structure of the wild type is subjected to the mutator package in VMD [108] to 
obtain the mutant structures. Then, the mutant structures are minimized using NAMD 
package (GBIS model) for 1500 steps. To get the molecular mechanic energy terms, the 
minimized structures of the WT and MT are embedded into MD simulation using the 
explicit solvent in a vacuum to get the energy terms only for these minimized structures. 
The MM energy term involves the summation of the bonded , including the chemical bond, 
bond angles, dihedrals, improper, and non-bonded energies associated with the 
electrostatic and Van der Waals energies. Also, the electrostatic energy calculations are 
obtained using the periodic boundary condition, Particle Mesh Ewald (PME) in NAMD. 
The polar solvation energies are obtained by the DelPhi package [121, 122]. The two-
dielectric system, low dielectric constant for the molecule,1, and the high dielectric 
constant for the solvent ,80, was considered for this calculation. The other parameters 
include the grid scale of 1.0 and perfil of 70% were assigned for the DelPhi usage.  Using 
the equation below, the non-polar component of solvent energies is obtained by solvent 
accessible surface area (SASA): 
𝐸𝑆𝐴𝑆𝐴 = 𝛾 ∗ 𝑆𝐴𝑆𝐴 + 𝑏        (9) 
Where 𝛾 and b are empirical constants of 0.00542 kcal/ (mol Å2) and 0.92 kcal/mol, 
respectively in water [123]. The calculation of SASA was done in VMD [108] using probe 
radii of 1.4Å.  
 
Energy contribution of the unfolded or denatured structures:   
  
29 
The statistical coil model is implemented for the description of the unfolded state 
and we use the flexible-meccano algorithm [71] that produces ensemble structures of the 
polypeptide chain using the primary sequence of the polypeptide, which is subjected to the 
conformational potentials in sampling the backbone dihedral angles. Here, we use the 
default potentials provided by flexible-meccano for our calculations. An ensemble of 1000 
structures is produced for the unfolded state. For the wild type of the unfolded structures, 
the generated structures were used for the energy calculations. Then, the Gibbs free 
energies of the unfolded state are calculated using MMPBSA as a previous section. 
However, the unfolded structures were minimized for only 100 steps since the forcefields 
used are meant to be for the ordered structures rather than disordered structures. For the 
mutant type, we substitute the mutant residue in the generated structures by flexible-
meccano using the mutator package in VMD [108]. Then, the rest of the energy 
calculations are done as a previous part; the only difference is the minimization step 
number of 100 is considered for the mutant type of the unfolded state. The workflow of 
these energy calculations is shown in Figure 3.2. 
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 Figure 3.2: Workflow of the energy calculations for each case in our database. 
 
Statistical analysis  
To find the best predictor for the folding free energy change upon a mutation, we 
take advantage of different statistical algorithms to acquire the high-performance model. 
We evaluate the supervised learning algorithms such as linear regression (LR), polynomial 
regression (PR), random forest (RF), gradient boosting (GB), voting regressor (VR) and 
also artificial neural network (ANN). All the computational and statistical works are done 
in python [124]. Each of these algorithms might work better than the other for the specific 
training and prediction purposes. LR and PR are statistical algorithms for regression 
problems that base on the linear and polynomial relationship between the independent 
variables (input) and a dependent variable (output). GB is used for the regression and 
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classification problems and it is an optimization algorithm on an arbitrary but suitable cost 
function.  
RF utilizing in both regression or classification is an ensemble technique, 
modification of bagging or bootstrapping method, that construct multiple of de-correlated 
decision trees. In bootstrapping approach, different models are built based on the bootstrap 
sampling produced by replacement from the original dataset. The result is chosen from an 
ensemble of models with their votes. A RF tree, Tb, is built as following: (a) a bootstrap 
sample of size N from the train set is assigned (b) for each terminal node of each RF tree  
in the collection, first the m features from p features are selected randomly, second, the 
best feature/split-point among m is chosen and third, the node is split into two daughter 
nodes. These three steps recursively repeated till the minimum node size for each tree is 
reached. The ensemble of trees {𝑇𝑏}1
𝐵 is generated (where b=1 to B is the number of trees). 
The prediction at a new point x for regression is  𝑓𝑟𝑓
𝐵 (𝑥) =
1
𝐵
∑ 𝑇𝑏(𝑥)
𝐵
𝑏=1  [125]. RF is a 
useful ensemble method especially for the noisy and high dimensional database.  
ANN is a mathematical method utilizing regression and classification and learns 
from training data using multiple neurons. VR  is an ensemble meta-estimator that uses 
different regressors and then the final prediction is built based on the average of the 
individual predictions [124]. For all these models, we randomly choose two sets of the train 
set of 90% cases and the test set of 10% cases. The test set includes the cases that are not 
in the train set and considered “unseen” data for evaluation purposes of the models. The 
random division is initially done in Python using “random state” of 42. In the “More 
analyses” section, however, we changed this value to other nine values to check how 
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sensitive the predictor is in different random states. The 10- fold cross validation is carried 
out on the same train sets and the root mean squared error (RMSE) and Pearson’s 
correlation coefficient (r) are used for the evaluation of the algorithms.     
 
Feature selection: 
We can rewrite equation (3) in terms of MMPBSA energies as following:   
𝛥𝛥𝐺 = (𝛥𝐸𝑀𝑀 + 𝛥𝐸𝑃𝐵 + 𝛥𝐸𝑆𝐴)
𝑓𝑜𝑙𝑑𝑒𝑑 − (𝛥𝐸𝑀𝑀 + 𝛥𝐸𝑃𝐵 + 𝛥𝐸𝑆𝐴)
𝑢𝑛𝑓𝑜𝑙𝑑𝑒𝑑                    
(10) 
Each of 𝛥𝐸 stands for the difference between the wild type and mutant. Since the 
folded structures are experimentally available (NMR/X-ray crystallography), we have a 
single value for each term of energy in folded state and they are assigned to be three 
independent features of folded state (𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴). On the other hand, the unfolded 
state is an ensemble of several structures. Therefore, we take the average of each of the 
energy terms for the unfolded state; therefore, we have the other three independent features 
(𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴). In the next sections, we will explain the different selections for the 
unfolded structures. In total we have six independent features for our modeling the folding 
free energy change. 
 
Cluster analysis: 
To select the handful and useful groups of the 1000 unfolded structures, the cluster 
analysis was done for only the unfolded state of each case using the three features, 𝛥𝐸𝑀𝑀 
,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴. 
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K-means clustering algorithm [124] was implemented for k=40 clusters in python. 
In this algorithm, 40 cluster centers are randomly chosen as ( 𝑚1, 𝑚2, … , 𝑚40 ); then each 
datapoint is assigned into each cluster in terms of their minimum distance. These random 
centers are updated using the mean od datapoints in each cluster as following: 
𝑚𝑗 =  
1
|𝑆𝑖|
 ∑ 𝑥𝑖𝑥𝑖∈𝑆𝑖                   (11) 
𝑥𝑖 is each data point in 𝑖
𝑡ℎ cluster and 𝑆𝑖 is the set of all points in 𝑖
𝑡ℎ cluster. The 
data points occupied each cluster based on these three features, 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴 ,which 
are the difference of energy terms between wild and mutant type of the unfolded state, we 
only keep the structures in the populated cluster for further analysis.  
 
Results and discussion: 
Investigation on the database and our protocol for finding noises 
The 𝛥𝛥𝐺 for each single point mutation is calculated directly using MMPBSA 
(equation 3). For the unfolded energy terms, the average values of all 1000 structures in 
the unfolded state are held in the equation. As you observed in Figure A-3,1 (left panel), 
there are some data points with huge values of “total energy terms”. Then, the investigation 
on these data- points led us to figure out that the molecular mechanics (ΔMM) energy parts 
between the wild-type and mutant for either the folded structure or (less cases) the unfolded 
structures, are large and that led to a large value of total energy terms, ( 𝛥𝐸𝑀𝑀 +  𝛥𝐸𝑃𝐵 + 
𝛥𝐸𝑆𝐴)folded - ( 𝛥𝐸𝑀𝑀 +  𝛥𝐸𝑃𝐵 + 𝛥𝐸𝑆𝐴)unfolded. Therefore, the datapoints carrying the large 
value of total energy terms (larger than 100 and smaller than -100 kcal/mol) were removed 
from the database and the rest of database are kept for further statistical analysis, Figure 
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A-3,1 (right panel). We defined a cut of |100| kcal/mol for the total energy terms (means 
we removed datapoints with having total energy value larger than 100 and smaller than -
100). We choose this value since the experimental values of ΔΔG in the database range 
between (-13: +6 kcal/mol) and different cut off values such as |25|, |35|, |45|, |150| were 
also considered towards the performance of the predictions but showed no improvement.    
The MMPBSA calculations for 1000 structures of the unfolded state is time 
consuming; for instance, a MMPBSA calculation for a single mutation would take 3 hours 
using 6 CPUs. To obtain a result in a reasonable amount of time, we investigate the results 
of the structures in the unfolded state, in only the populated cluster, three structures with 
the largest SASA and smallest SASA and six structures of the combination of the two 
latest. We used the same protocol for finding noises for these datasets of structures of the 
unfolded state as well; Therefore, the data points with huge value of total energy terms are 
removed, before modeling the prediction.  
 
Performance of estimator on the different selected dataset  
We made a different scenario to model the best predictor based on their performance. As 
we pointed out in the previous section, four different datasets were included in our 
analyses. These datasets are different in the three features (three energy terms) of the 
unfolded state and they have the same energy features for the folded cases; these datasets 
are defined as following: (1) the structures in first populated cluster (2) three structures 
with largest SASA (3) three structures with smallest SASA (4) six structures including 
three structures with largest SASA and three structures with smallest SASA for the 
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unfolded state. Before implementing ML predictors on each of these databases (1) to (4), 
we looked for the all noises in each database based on the protocol that we explained in the 
section “Investigation on the database and our protocol for finding noises”. The percentage 
of noises for each database (1) to (4) are 11%, 12%,26% and 17%, respectively.  
To find the best predictor, we implemented different regression algorithms, such as 
LR, PR, RF, GB, VR and also ANN. First, their regularization parameters were tuned using 
10-fold cross validation as following: for instance, to find the best n (the degree of PR), we 
evaluated the prediction results for n=2,3,4 by implementing 10-fold cross validation then 
we selected n=2 which leads to a small RMSE and better r correlation coefficient compared 
to the models with other n values. In GB, the number of boosting stages is selected as n=30 
between =10,20,30,40 and 50 using 10-fold cross validation. Two neurons, input and 
output, and one hidden neuron are selected as the optimized number of neurons for NN 
after using 10-fold cross validation since the increasing hidden neurons decreased the 
performance of the prediction. We tested the performance of the RF estimator using RMSE 
values for different numbers of trees (n) (Figure 3.3); Any n larger than 300 can be used as 
the optimized number of RF trees.  
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Figure 3.3: The RMSE value change vs the number of trees in the RF model. 
 
Then, each of these algorithms with their optimized parameters are applied to the 
train set and an evaluation is done using the RMSE and Pearson’s correlation coefficient 
as matrix evaluation (Table 3.1), this table represents the results from the dataset (2) which 
is made of the three unfolded structures with largest SASA. The RF algorithm was chosen 
as the better model here and the rest of analyses are done using this algorithm. To see how 
this selection of the better algorithm is sensitive to the initial random selection of train and 
test, we have done the same analysis for 10 different random selections of the train set and 
the average of RMSE of these 10 iterations is reported for each algorithm (Table A-3,1). 
The same analyses were done for the 5-fold cross validation as well, see Table A-
3,2. Hence, we selected RF as our selected model for the rest of the analysis.  
 
  RMSE Pearson r  
Linear Regression 3.12 0.37 
Polynomial Regression (n=2) 3.05 0.41 
Gradient Boosting 3 0.43 
Random forest 2.8 0.49 
Neural Network 2.98 0.45 
Voting regressor 3.05 0.43 
Table 3.1 :10-fold Cross validation results of all models on the train set. (The RMSE unit 
is Kcal/mol). 
 
Moreover, the performance of RF model is evaluated on all the other datasets as 
well, Table 3.2 to see which of the four different scenarios (dataset (1)-(4)) for considering 
the structures of the unfolded state, guide us to get better predictions. As you observe, the 
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model leads to a quite adequate prediction on the dataset (2) which counted the three 
structures with largest SASA for the unfolded state. Even though, the dataset (1) shows the 
good predictions for both the train and test data as well, we prefer to choose the dataset (2) 
for the prediction of ΔΔG since energy calculations with three structures with largest SASA 
take much less time than the ones for the populated cluster of the unfolded state.   
 
 
dataset (1) dataset (2) dataset (3) dataset (4) 
 Train            Test Train         Test Train             Test Train            Test 
RMSE 2.70             2.77 2.80          1.99 2.89              2.14 2.89              2.40 
Pearson (r) 0.50             0.41 0.49          0.58 0.38              0.31 0.47               0.36 
Table 3.2: Performance evaluation of the model on the train and test set. (The RMSE unit 
is Kcal/mol). 
 
Test on the “unseen” dataset 
The predictor using RF model for the database (2) was tested on the “unseen” 
dataset. The RMSE and Pearson coefficient of 1.99 and 0.58, are obtained for the test set, 
Figure 3.4. 
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Figure 3.4: Left panel represents the statistical regression anaylsis of our model on the 
training dataset. Right panel shows the statistical regression anaylsis of our model on the 
“unseen” dataset. The outliers are in the left panel are marked ‘+’ in red color. The RMSE 
and r values for the train set in the absence of these few outliers are 2.17 and 0.53. All ΔΔG 
and RMSE units are Kcal/mol. 
 
In Figure 3.2, there are few outliers, marked as “+” in red color, that belong to all 
the data points with having √(𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒)2 > 5. 
Removing these few data points from the train set causes the RMSE and r values improve 
to values of 2.17 and 0.53. (There is one data point in left-bottom corner of Figure 3.4, left 
panel, which does not fall in our condition for finding outliers). 
The result on the “unseen” dataset is also compared with other works (Table 3.3). 
It is observed that our prediction of folding energy changes upon a single mutation 
performs quite well compared to the other studies reported here. Therefore, considering an 
ensemble structures of the unfolded state and also taking into account the effect of the all 
residues of the amino acid sequence in the energy calculations boost the prediction of ΔΔG 
induced by a point mutation. 
 
Method Pearson (r) RMSE 
This work 0.58 1.99 
SAAFEC [24] 0.19 4.09 
DynaMut [114] 0.39 3.17 
DUET [126] 0.49 2.40 
SDM2 [42] 0.44 2.87 
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Maestro [113] 0.55 5.8 
ENCoM [127] 0.29 3.42 
mCSM [36] 0.48 2.32 
Table 3.3: Evaluation of performance on the “unseen” dataset and comparison with other 
studies. (The RMSE unit is Kcal/mol). 
 
 
 Evaluating the role of unfolded state 
To do this evaluation, the unfolded state was ignored in modeling. Therefore, the 
feature selection for this analysis, is only dependent on the energy parts of the folded 
state, see equation 5. The features are 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴 of the folded structure. We 
test this investigation on the dataset (2) by removing all the features related to the 
unfolded state.  As you observe in Table 3.4, the performance of the model decreased 
comparing to the results of previous section (Figure 3.4). Hence, the presence of the 
structures for the unfolded state improves the prediction of ΔΔG induced by single 
mutation in our approach. In our approach, the ΔΔG is obtained as equation (10) and 
this analysis proves that the simulating the structures of the unfolded state beside 
knowing the energy terms of the folded structures improves the prediction of folding 
free energy upon mutations.  
 
 Train Test 
 Pearson (r) RMSE Pearson (r) RMSE 
This work 0.28 3.42 0.31 4.56 
Table 3.4: Evaluation of performance in absence of the unfolded state. (The RMSE unit is 
Kcal/mol). 
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The effect of different feature selections of the unfolded state on the model 
Here, we checked different feature selections of the unfolded state on the model. As we 
stated in the “feature selection” section, we have six independent features, three of them 
are 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴 of the folded state, and the other three are 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴 
of the unfolded state. To see which variables in the unfolded state has a major impact on 
the performance of the model, we used a “Drop variable” technique of the 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 
𝛥𝐸𝑆𝐴  features for the unfolded state while keeping the three features related to the 
folded state, Table 3.5. 
 Train Test 
Different variable sets based on the energy terms of the 
unfolded state & constant variable set of (𝜟𝑬𝑴𝑴 ,  
𝜟𝑬𝑷𝑩 , 𝜟𝑬𝑺𝑨) for the folded state 
Person (r) RMSE Pearson (r) RMSE 
(𝛥𝐸𝑀𝑀 , 𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴) unfolded  0.49 2.8 0.58 1.99 
(𝛥𝐸𝑀𝑀  and 𝛥𝐸𝑃𝐵) unfolded   0.3 3.43 0.55 2.11 
(𝛥𝐸𝑀𝑀  and 𝛥𝐸𝑆𝐴) unfolded   0.49 2.77 0.54 2.13 
(𝛥𝐸𝑃𝐵  and 𝛥𝐸𝑆𝐴) unfolded  0.46 2.88 0.56 2.05 
only (𝛥𝐸𝑀𝑀) unfolded  0.31 3.39 0.47 2.33 
only (𝛥𝐸𝑃𝐵) unfolded   0.26 3.58 0.48 2.27 
Only (𝛥𝐸𝑆𝐴) unfolded  0.47 2.86 0.5 2.27 
 Table 3.5: Evaluation of performance of the model using different feature selections for 
the unfolded state. (The RMSE unit is Kcal/mol). 
 
As it is observed, keeping all the energy terms of the unfolded state, means 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 
, 𝛥𝐸𝑆𝐴 gives a better prediction in both train and test sets compared those with less features. 
However, the importance of the energy term associated with surface area (SASA) is seen 
as well. Yet, the model only having 𝛥𝐸𝑆𝐴 of the unfolded state shows good predictions 
compared to the those with only 𝛥𝐸𝑀𝑀 or 𝛥𝐸𝑃𝐵  as the selected feature for the unfolded 
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state. This is further supported by looking at the model with (𝛥𝐸𝑀𝑀 and  𝛥𝐸𝑃𝐵)unfolded 
features, the performance of this model decreased compared to two other models of ( 𝛥𝐸𝑀𝑀 
and  𝛥𝐸𝑆𝐴 ) unfolded and ( 𝛥𝐸𝑆𝐴 and  𝛥𝐸𝑃𝐵) unfolded.  
Moreover, one may suggest that having the only features (𝛥𝐸𝑀𝑀 and 𝛥𝐸𝑆𝐴) unfolded in the 
absence of 𝛥𝐸𝑃𝐵 it is as good as the one with having three features (𝛥𝐸𝑀𝑀 , 𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴) 
unfolded ,we checked this possibility with evaluating the prediction of our model for other 9 
different random selection of the train and test sets (See Statistical analysis), the average 
RMSE and pearson r of 10 iteration of having only (𝛥𝐸𝑀𝑀 and 𝛥𝐸𝑆𝐴) unfolded features along 
with  three features of the folded state is less than the one with (𝛥𝐸𝑀𝑀 , 𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴) unfolded 
with  three features of the folded state (comparing Table 3.6 and Table A-3,3 ). Therefore, 
we decide to keep all the features of the unfolded state, (𝛥𝐸𝑀𝑀 , 𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴), along with 
three features of the folded state for the final model. 
 
More analyses 
Because the train and test selection on the dataset were done randomly to see the 
sensitivity of the results to the random states, we chose 9 more different random selections 
for these two test and train sets, Table 3.6. All the analyses belong to the dataset (2) with 
three features of the unfolded and three features of the folded state and the first iteration is 
related to the initial random division of the train and test sets (see “Statistical analysis” 
section). 
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 Train Test 
Iteration r pearson RMSE Rsdv r pearson RMSE Rsdv 
i=1 0.49 2.8 1.68 0.58 1.99 1.43 
i=2 0.5 2.76 1.66 0.44 2.57 1.62 
i=3 0.48 2.85 1.69 0.43 2.52 1.6 
i=4 0.49 2.82 1.68 0.44 2.23 1.51 
i=5 0.51 2.75 1.66 0.45 2.21 1.51 
i=6 0.51 2.62 1.62 0.45 3.43 1.87 
i=7 0.51 2.64 1.63 0.36 3.76 1.96 
i=8 0.44 2.8 1.67 0.65 2.84 1.7 
i=9 0.49 2.72 1.65 0.48 3.01 1.76 
i=10 0.5 2.84 1.69 0.45 1.77 1.35 
Average 0.49 2.76 1.66 0.47 2.63 1.63 
Table 3.6: Evaluation of performance on the train and test sets of 10 different randomly 
selected train and test sets after 10- fold cross validation. Rsdv presents the residual 
standard deviation. These iterations were done using the “random-state” option in python. 
(RMSE unit is Kcal/mol). 
 
 
In other studies, the hypothetical reverse mutations have been used to balance the 
database (balancing between the destabilizing and stabilizing cases). However, for our 
model and feature selections, we do not believe this assumption since the unfolded state in 
our model is built based on the amino acid sequence and if you have a reverse mutation 
case, the amino acid sequence is different from the wild-type case and results in the three 
different features of the unfolded state (, 𝛥𝐸𝑀𝑀 ,  𝛥𝐸𝑃𝐵 , 𝛥𝐸𝑆𝐴) for the mutant case. 
However, we added the reverse cases to the database and the performance of the model 
(with six features as Table 3.2) especially RMSE values was decreased (Table A-3,4). 
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Conclusion 
Using the ensemble structures of the unfolded state generated by the statistical coil 
method, we are successfully able to predict the folding free energy change of a protein 
induced by a point mutation. Moreover, we showed that selecting a handful of structures 
with the largest SASA for the unfolded state, lead to better results. One can assess other 
thermodynamic features of the unfolded structure by only considering the structures with 
SASA features. Comparing our predictions with the other available servers, our work 
presents an accurate prediction for the effect of mutations on the protein’s stability.  
 
Contextual significance 
 
In the protein folding process, constructive interactions between amino acid 
residues and solvent keep the three-dimensional structure of the proteins stable [128, 129].  
Hydrophobic, electrostatic, hydrogen bonds, van der Waals interactions and disulfide 
bonds are all essential to stabilize the folded proteins [130]. A site directed mutagenesis 
experiment is a method used to study the impact of these interactions in the stability of 
proteins.  These experimental results provide us the thermodynamic information of wild-
type and mutant proteins [128, 131]. Further, they can lead us to determine the key residues 
involved in protein stability and identify the influence of the single site mutation in this 
process [116]. Also, these investigations are insightful for understanding the effect of 
mutation linked to disease and drug activity studies [98, 132]. Despite the incredible and 
accurate results of these experiments, they are expensive in both time and budget 
perspective. Here, is where the computational studies on this subject are appreciated and 
applicable to understand the impact of mutations on the protein stability and folding. Some 
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of these key residues play important roles in protein binding as well [128]. We know that 
both protein folding and binding are upwardly structured, and their process completes 
through consecutive and ordered steps [133, 134]. The independently folded protein further 
can interact with other proteins or even they can form multi-domain proteins [135]. Many 
cellular activities are based on the protein binding and understanding this binding process 
and the impact of different interactions in this binding are one of concerns for the molecular 
and cellular biologist. Therefore, in the next chapter, we investigate one of the dynamic 
and important protein bindings in the cell. Motor protein motility along the microtubule is 
a protein-protein interaction that plays important roles in transporting proteins, organelles, 
and mRNAs in eukaryotic cells.  
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CHAPTER FOUR 
 
PROTEIN-PROTEIN INTERACTION 
 
 
E-hooks provide guidance and a soft landing for the microtubule binding domain of 
dynein 
 
Introduction 
 
Cells regulate the motility of cytoskeletal motor proteins for various biological 
functions [136-139]. A vast network of mechanisms directly regulate the motility of 
cytoskeletal motor proteins, including autoinhibition [140], direct phosphorylation [141, 
142], motor associated proteins [143-147], cargo binding [148, 149], and small molecules 
and ions [150, 151], to name a few. Moreover, cytoskeletal motor motility along 
filamentous tracks is a protein-protein interaction between the motor and the filament. 
Therefore, motility regulation mechanisms not only are targeted to functions of the motor 
itself, but also affect interactions with their tracks. Microtubule motor proteins, for 
example, can change their motile properties in response to signals written in the “tubulin 
code” [152] based on the specific tubulin isoforms from which microtubules are assembled 
[153], and post translational modifications (PTMs) to those microtubules [154]. α-tubulin 
lysine 40 acetylation, which is a prominent PTM found in the lumen of stable microtubules 
[155, 156], regulates the motility of kinesin  and dynein motor proteins both in vivo and in 
vitro [157, 158]. The other microtubule PTMs that regulate motor motility(i.e. 
detyrosination, polyglutamylation and polyglycylation [159]) predominantly occur on the 
C-terminal tails of tubulin, hereafter called E-hooks. 
 This work was published at Scientific Reports: 
DOI:10.1038/s41598-018-31480-9 
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E-hooks are highly negatively charged, intrinsically disordered regions (IDR) [160] 
at the C-terminus of both α- and β-tubulin [161]. E-hooks decorate the outside of the 
microtubule lattice, interact with many microtubule-associated proteins [160]. Much of the 
difference between the various isoforms of both α-tubulin and β-tubulin is due to primary 
amino acid sequence divergence and posttranslational modifications localized to E-hooks 
[154]. Cells regulate many processes through E-hook related mechanisms, including 
microtubule dynamics [161, 162], end binding protein recognition of microtubule plus ends 
[163], spastin severing of microtubules [164], microtubule motor protein motility [165, 
166] and force production [167], kinetochore attachment and diffusion along the mitotic 
spindle  [168, 169] , tau- microtubule interactions [170], and multiple other processes. 
The motility of the dynein family of microtubule motor proteins is highly regulated, 
in part because there is only one cytoplasmic dynein to perform the litany of microtubule 
minus-end directed motor functions while there are many kinesin family members to 
perform the plus-end directed functions [138]. E-hooks have been implicated in the 
regulation of cytoplasmic dynein’s processivity [171, 172] and speed [165]. Additionally, 
E-hooks have been implicated in the regulation of axonemal dynein’s speed and 
processivity in vitro [158], and the polyglutamylation of E-hooks localized to particular 
protofilaments on axonemal microtubule tunes the beat of flagellar motility [173][174]. 
Recently, we showed that changes in the processivity and speed of cytoplasmic dynein 
associated with certain mutations [175]  may be due to how long-range electrostatic 
interactions affect the binding of dynein’s microtubule binding domain (MTBD) to the 
microtubule [176]. However, this analysis was done in the absence of E-hooks because, in 
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part, structure of E-hooks in the presence or absence of the MTBD has not been solved 
experimentally. Here we investigate the role of E-hooks on MTBD-microtubule binding, 
and we use the results to introduce a novel protein-protein binding mechanism. 
Macromolecular binding is critical to molecular assemblage formation [177], signal 
transduction [178], allosteric regulation [179], molecular reactions [180], and transport 
[181]. The essential processes of macromolecular binding include binding partner 
recognition, receptor and ligand pre-binding orientation, and finally physical docking, 
during which the receptor and the ligand undergo conformational changes. If the 
conformational changes are small, then the corresponding binding mechanism is “lock-
and-key”[182, 183]. If the conformational changes are large, then the binding mechanism 
is an “induced-fit” [183]. When the induced-fit binding mechanism involves intrinsically 
disordered proteins (IDPs) or regions (IDRs) [184], they become structured [185] by 
shifting the occupancy of distinct bound and unbound conformational states from a highly 
populated unbound state to a highly populated bound state  [186, 187].   
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Figure 4.1: The MTBD-microtubule structure. The side view (left) and top view (right) of 
two tubulin dimers and a MTBD in docked position (red) and at a distance of 35 Å (blue). 
In our structure, we refer to the E-hooks as chains A, B, C, and D where B and D are β-
tubulin (cyan) E-hooks, and A and C the corresponding α-tubulin (brown) E-hooks. All 
four E-hooks present in the structure are colored black and labeled according to the chain 
letter of the corresponding tubulins.   
 
Here we use molecular dynamics (MD) simulations to investigate the role of tubulin 
E-hooks in MTBD-microtubule binding. We identify key residues on the E-hooks and 
MTBD that make contacts as the MTBD approaches the microtubule and binds to it. We 
also test the hypothesis that the role of E-hooks in MTBD-microtubule binding is consistent 
with an “induced-fit” mechanism. Furthermore, we compute the electrostatic force that E-
hooks exert on the MTBD as it approaches microtubule. Our results provide details on 
specific MTBD-E-hook interactions and binding forces, and we describe a novel binding 
mechanism that is different from lock-and-key and induced-fit called “guided-soft-
binding”.  
 
Methods 
The 3D structure preparation of microtubule segment and MTBD is described in 
Appendix A. 4,1. The 3D structure of E-hooks from neither α-tubulin nor β-tubulin is 
available experimentally. Therefore, the structures were generated in silico by 
Profix(http://wiki.c2b2.columbia.edu/honiglab_public/index.php/Software:Jackal_Genera
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l_Description) [188]  using the sequence α-tubulin (VGVDSVEGEGEEEGEEY) and β-
tubulin (DATADEQGEFEEEGEEDEA) of Bos taurus.  
To investigate the interactions between the microtubule, including the E-hooks, and 
the MTBD at various distances, the MTBD was displaced from the experimentally 
determined bound position (PDB ID 3J1T [175]) along the axis perpendicular to the 
microtubule (the y-axis in Figure 4.1) by 5, 15, 25, 35, 45, and 55 Å.  
 
Molecular dynamics (MD) simulations  
The MD simulations were done with NAMD [189] details are provided in 
Appendix A- 4,2. The MD simulations were run independently three times for each 
structure with different starting atomic velocities. Each simulation was carried out for a 
total of 20 ns, and the last 10 ns of the resulting trajectories were analyzed by VMD [108].   
 
Analysis of contacts 
To analyze the interaction between the MTBD and each E-hook, all atoms, except 
the hydrogen atoms, were considered. If a heavy atom of E-hook was within 4 Å of an 
atom of MTBD, this was counted as a contact. The contacts were analyzed using VMD. In 
the Results section, the contact number is averaged over three independent MD trajectories.  
 
Analysis of conformational states 
To investigate how the E-hook conformations change as a function of MTBD-
microtubule distance, snap shots of the tubulin structures with the hydrogen atoms removed 
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were clustered using the “cluster” tools in gromacs [190, 191].  Cluster analysis was 
performed by the Daura algorithm [192] using a C root-mean-square deviation (RMSD) 
cutoff of 1.5 Å.  The cluster analysis is based on RMSD between conformations. The first 
five populated clusters were analyzed in our study. The most common conformation in the 
pool was selected as the representative structure of each cluster. Note that the entire 
structure of the corresponding tubulin was used during clustering, instead of just the E-
hook, to account for the orientation of the E-hook with respect to the microtubule.  
Furthermore, an analysis of the conformational states of the E-hooks both in the 
absence (unbound or free state) and presence of the MTBD (bound state) was carried out. 
The correspondence of clusters in the unbound and bound states was inferred using the 
RMSD of their representative structures. Thus, two clusters were deemed to be similar if 
the RMSD between their representatives was the smallest one in the list.  
 
Electrostatic potential and force 
The 3D spatial distribution of electrostatic potential was calculated with DelPhi, 
which numerically solves the Poisson-Boltzmann equation (PBE) [121].  The parameters 
used for the calculations were the CHARMM parameters; the scale was assigned a 
resolution of 2 grids/Å; the perfil was set at 70; the dielectric constant for water and protein 
were set at 80 and 2, respectively. The salt concentration was set to an ionic strength of 
I=0.15 M. Information regarding the parameters is available in the DelPhi manual 
(http://compbio.clemson.edu/downloadDir/delphi/delphi_manual.pdf). The distribution of 
the electrostatic potential was visualized using VMD.    
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Electrostatic forces for each of the MTBD-E-hook complexes were calculated using 
DelPhiForce [193]. To isolate the role of E-hooks on MTBD binding, only the E-hooks 
were charged, and the corresponding electrostatic force exerted on the MTBD was 
calculated. The parameters used for the force calculation were the same as the ones for the 
electrostatic potential calculations. 
 
Results 
We investigated the role that the α-tubulin and β-tubulin E-hooks play in the 
docking of cytoplasmic dynein’s MTBD to a microtubule. To do so, we analyzed the E-
hook-MTBD contacts at increasing MTBD-microtubule distances, the conformational 
changes of the E-hooks as the distance increases, the role of individual amino acids within 
the MTBD and E-hooks, and the electrostatic forces acting between E-hooks and MTBD.  
 
The number of E-hook-MTBD contacts vary with MTBD-microtubule distance and 
simulation time 
We investigated how the number of contacts made between the E-hooks on a 
microtubule segment and the MTBD (Figure 4.1) varies with MTBD-microtubule distance 
by offsetting the MTBD perpendicularly from its bound position by 5, 15, 25, 35, 45, and 
55 Å. In our structural model of the microtubule segment, only the β-tubulin E-hooks 
(labeled as B and D, Figure 4.1) made contacts with the MTBD, therefore we restrict the 
presentation of the results to those associated with these E-hooks. 
First, we found that the MTBD made many more contacts with E-hook B than E-
hook D (Figure 4.2), regardless of MTBD-microtubule distance. This was due to the 
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distance between the center of mass of the MTBD and the base of E-hook being smaller 
for E-hook B (47.12 Å) than for E-hook D (75.58 Å), as calculated from the 3D structure.  
 
 
Figure 4.2: The number of E-hook-MTBD contacts vary with MTBD-microtubule distance 
and simulation time. (A) The average number of E-hook B-MTBD contacts at various 
distances. (B) The average number of E-hook D-MTBD contacts at various distances. In 
both panels, the number of contacts in each frame is calculated by counting the number of 
E-hook-MTBD contacts in a given frame and averaging over three MD trajectories (see 
Methods), the bound position (gray plot) corresponds to 0 Å, and the MTBD-microtubule 
distances of 5, 15, 25, 45, 55 Å are plotted as indicated in the legend. Note that only the 
snap shots of the last 10 ns of a total 20 ns simulation time are plotted. 
 
Second, we found that the number of MTBD-E-hook contacts fluctuated over the 
simulation time at all distances, with no obvious pattern. At some distances, the E-hooks 
made more contacts in the beginning of a run, and at other distances this happened at the 
middle or at the end of the run (Figure 4.2). Particularly for large distances, we found 
frequent “spikes” of contacts and then long simulation times without any contacts (Figure 
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4.2). This indicates the dynamical nature of MTBD-E-hooks interactions and suggests that 
the E-hooks do not bind permanently to the MTBD, rather they “grasp” MTBD for a short 
period of time and then adopt an unbound conformation. 
Additionally, we found that ability of the E-hooks to make contact with the MTBD 
as a function of distance was different for E-hooks B and D (Figure 4.2). The maximum 
number of contacts between E-hook D and the MTBD occurred at distances of 0 and 5 Å, 
and we found no contacts for distances greater than 25Å (Figure 4.2B). In contrast, E-hook 
B made more contacts with the MTBD at both the docked position (distance of zero) and 
at intermediate distances of 25 and 35 Å than either close (5 and 15 Å) or far (45 and 55 
Å) distances (Figure 4.2A). However, we found that E-hook B made a few contacts with 
the MTBD even at a distance of 45 Å (Figure 4.2A). 
We observed similar trends in the number of MTBD-E-hook contacts as a function 
of time among the three runs for most of cases. However, there were occasional MD 
simulations in which one of the E-hooks remained bound to the MTBD for long stretches 
of simulation time. One such run occurred at a distance of 15 Å in which we found that E-
hook chain D remained bound for the entire simulation run (see Appendix, Figure A- 4,2). 
Because this case was an outlier, we did not include it in the analysis. The existence of such 
outlying runs, however uncommon, suggests that E-hook interactions with the MTBD may 
involve conformational changes that require significant sampling. However, even in the 
outlying runs, the overall pattern of frequent “spikes” in the number of contacts is preserved 
with the only difference being the absolute number of contacts. 
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The MTBD traveled along the length of the E-hooks as it approached the microtubule 
To understand the effects of possible mutations [194] and their plausible 
implications on disease [195, 196] we identified which E-hook residues made contacts with 
which MTBD residues as a function of MTBD-microtubule distance. We tabulated (Table 
A- 4,1) and plotted the number of contacts each E-hook residue made with the MTBD 
(Figure 4.3 and 4.4), and we found that, while almost all of the residues made some contacts 
with the MTBD at some distance, most of the contacts were made by residues situated in 
the middle of E-hook B, including Asp439, Glu443, Phe444 and Glu447, when the MTBD 
was at the binding position (distance = 0, Figure 4.3a). At the largest MTBD-microtubule 
distance, most of the contacts were made by residues at the distal end of the E-hook 
(Asp451, Glu452, and the backbone of Ala 453, Figure 4.3f). Between these two extrema 
(Figure 4.3a and 4.3f), the MTBD-E-hook B contacts tended to move distally along the E-
hook as the MTBD-microtubule distance was increased (Figure 4.3a-f).  
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Figure 4.3: The MTBD made contacts along the length of E-hook B as the MTBD 
approached the microtubule. Bars represent the average number of contacts made by each 
E-hook B residue and the MTBD at MTBD-microtubule distances of 0, 5, 15, 25, 35, and 
45 Å (panels a-f, respectively). Three independent runs (see Methods) were analyzed and 
results averaged for each distance, and 2000 total frames were analyzed for each run. 
 
 
The situation was quite different for E-hook D (Figure 4.4). We found that residues 
at the proximal end of the E-hook did not make contacts with the MTBD, even at the bound 
position (Figure 4.4a), likely because the distance from the MTBD to E-hook D was larger 
it was to E-hook B (see Methods), preventing the proximal E-hook D residues from 
reaching the MTBD. We also noted that E-hook D made almost no contacts with the MTBD 
at a distance of 15 Å (Figure 4.4c), while it managed to establish many at distance of 25 Å. 
We observed no MTBD-E-hook D contacts at distances larger than 25 Å (Figure 4.4d).  
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Figure 4.4: The MTBD made contacts primarily with the distal tip of E-hook D. Bars 
represent the average contacts made by each E-hook D residue and the MTBD at MTBD-
microtubule distances of 0, 5, 15 and 25 Å (panels a-d, respectively). Three independent 
runs (see Methods) were analyzed and results averaged for each distance, and 2000 total 
frames were analyzed for each run. 
 
Similarly, we identified key residues within MTBD by tabulating (Table A- 4,2) 
and plotting the number of contacts each MTBD residue made with E-hook B (Figure 4.5a) 
and E-hook D (Figure 4.5b) at various distances, normalized by the total number of 
contacts at each distance, respectively. We found that Lys3298 and Arg3382 were the 
residues on the MTBD that made the most contacts with E-hook-B at a MTBD-microtubule 
distance of 0 Å, accounting for more than 69% of the contacts (Figure 4.5a). As the distance 
was increased, other residues got involved as well, including Arg3306 and Lys3299 (Figure 
4.5a), indicating that E-hook B interacted with slightly different surface patches of the 
MTBD at different distances. E-hook D interacted with an entirely different set of residues 
(Figure 4.5b), most prominently Arg3342, which made 51% of the contacts when the 
MTBD-microtubule distance is 0 Å (bound state for E-hook D). As the distance increased, 
Lys3364 and Lys3367 took over, and made most of the contacts (Figure 4.5b).  
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Figure 4.5: Certain MTBD residues made most of the contacts with E-hooks. A) Histogram 
of the number of E-hook B contacts each residue of the MTBD makes constants at various 
MTBD-microtubule distances (see legend). B) Histogram of the number of E-hook D 
contacts each residue of the MTBD makes constants at various MTBD-microtubule 
distances (see legend). In each panel, the number of contacts was normalized by the total 
number of contacts each particular distance over the 3 independent runs of 2000 total 
frames each (see Methods). Note that no results are shown here for distances larger than 
35 Å because there are few contacts, however these numbers are provided in supplementary 
material.  The right panels show the MTBD at distance = 15 Å with electrostatic potential 
mapped onto its surface, and the α-/β- tubulin dimer with A, B, C, D chains E-hooks 
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highlighted (red). Note, a frame was chosen in which the E-hooks are shown not making 
contact with the MTBD for clarity. The residues of MTBD making most of the contacts 
with E-hooks are labeled. 
 
Three MTBD helices (H1, H3, and H6, Figure A- 4,2) [197] contain a high density 
of conserved, surface-accessible residues, and mutation of several of these conserved 
residues significantly affected MTBD binding to microtubule [197]. Here, we found that 
these same H1, H3, and H6 helices were the regions on the MTBD that had the most 
contacts with the E-hooks as the MTBD approached the microtubule (Table A- 4,3). 
Moreover, the conformational changes, as quantified by the average RMSD, of these three 
helices were larger than for the other MTBD helices (Table A- 4,3). We noted that the 
magnitude of the conformational changes correlated with the number of MTBD-E-hook 
contacts.  
 
E-hook conformations and cluster analysis 
Protein-protein binding induces conformational changes in the binding partners 
[198-200]. The conformational changes associated with transitioning between the unbound 
and bound state are thought to reflect a change in the population of conformational states 
that exist within the ensemble of states when the proteins are isolated, rather than the 
generation of entirely new conformational states [201]. In other words, conformational 
states that were highly populated in the ensemble of states of the isolated structures are 
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sampled with much lower frequency upon binding, and conformational states that exist but 
are very lowly populated in the ensemble of states of the isolated structures become 
sampled with much higher frequency upon binding. 
 
Figure 4.6: The correspondence between the free clusters and clusters in bound state for 
clusters having more than 10 contacts. Each data point represents the corresponding 
occupancies listed in Table A- 4,4.  
 
To determine whether MTBD-E-hook interactions induce a drop in the population 
of E-hook conformational states that are highly populated in the absence of the MTBD and 
an increase in the population of conformational states that lowly populated in the absence 
of the MTBD, we carried out a clustering procedure of the conformational states that are 
found in our MD simulations of both free E-hooks and the E-hooks with the MTBD bound 
situated at various distances. To be consistent in comparing the conformational states of 
unbound and bound cases, we produced a representative structure for the first five most 
populated clusters in each case (Table A- 4,4) We found that cluster 1 and 2 were occupied 
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in about 53% the calculated free E-hook B conformational states (Table A- 4,4, column 1 
of all sub-tables), and clusters 3, 4, and 5 accounted for the next 32% of the snapshots 
(Table A- 4,4, column 1 of all sub-tables). The remaining 15% did not fall into any of the 
identified clusters. Similarly, clustering was done for the bound state (Table A- 4,4) and at 
the various MTBD-microtubule distances studied in this work. For each E-hook in 
isolation/E-hook in the presence of the MTBD cluster pair, we calculated the RMSD 
between the representative structures (see Methods, values reported in Table A- 4,4). A 
small RMSD value indicated that the E-hook cluster in presence of the MTBD, either 
bound or situated at a particular distance, was similar to the representative of the E-hook 
conformational state cluster when isolated from the MTBD. Conversely, a large RMSD 
value indicated that the E-hook cluster in presence of MTBD was quite different from the 
representative of the E-hook conformational state cluster when isolated from the MTBD. 
We found that there was a tendency for clusters having a large number of MTBD-
E-hook contacts and a large occupancy in presence of the MTBD to be structurally similar, 
as indicated by a small RMSD, to clusters seen in free state but with low probability 
(occupancy). This indicates that bound conformations were indeed present in the unbound 
state, but with low probability. We plotted the population of E-hook structural clusters in 
the free state vs the bound state and performed a linear regression with the data weighted 
by the average number of MTBD-E-hook B contacts, Nc, found in the 2000 frame MD 
simulation (Figure 4.6). The tendency observed in the data (Table A- 4,4) was confirmed 
by the regression, however, the R2 was only 0.43, indicating that this tendency was weak. 
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We also found that the clusters making very few contacts did not show the same 
tendency as those that do (Figure A- 4,3). However, even without a clear tendency, we did 
find that clusters not making contact with the MTBD in any frame (Nc = 0) were influenced 
by the presence of MTBD. In particular, the RMSD values indicated that the highly and 
lowly populated clusters of free E-hook structures were not similar to the equally populated 
clusters in the presence of MTBD, even if they never made contact with the MTBD. This 
was even true for clusters at distances larger than 45 Å, in which the E-hook cannot reach 
the MTBD. These results indicate that the E-hook’s confirmation is affected by the MTBD, 
possibly via long range electrostatic interactions. However, note that these observations 
should be taken with caution because the cluster analysis accounted for only about 60% of 
snap shots. The other 40% of snap shots that were not clustered perhaps indicate the 
dynamic nature of E-hook interactions with MTBD.   
 
Electrostatic force between MTBD and E-hook 
To investigate the role of electrostatics in the binding of the MTBD to the 
microtubule in presence of E-hooks, we first calculated the pKa of the titratable residues 
using DelPhi-pKa [104]. It was found that most of titratable residues are fully ionized at 
pH=7.0, as described in our previous work [176], and we found that all the glutamic acid 
and aspartic acid residues within the E-hooks, specifically, were fully ionized at pH 7.0 
when E-hooks were unbound to MTBD (Note that calculating pKa values for all snap shots 
and all distances is computationally prohibited). Thus, in the modeling below all glutamic 
acid and aspartic acid residues within E-hooks were kept charged.  
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Figure 4.7: Perpendicular component electrostatic force on the MTBD due to the E-hooks 
reels in and provides a soft landing for the MTBD. The electrostatic force component 
perpendicular to microtubule interface (the y direction, Figure A- 4,1) plotted as a function 
of MTBD-microtubule distance. Note that the force for d=0 Å was omitted from this 
analysis to avoid excessively large forces resulting from atoms positioned artificially too 
close to each other in the computation. Also note that the electrostatic force between 
MTBD and E-hooks was calculated by DelphiForce using all snap shots at each distance, 
and then the average value is reported here.  
 
We calculated the electrostatic fields (Figure 4.5 at distance = 15 Å, for example) 
using Delphi and corresponding forces using DephiForce between the MTBD and E-hooks 
at each MTBD-microtubule distance. We found that there were strong interactions between 
the E-hooks and charged patches of the MTBD, even for cases in which the E-hook did not 
make direct contact with the MTBD (Figure 4.5). This result demonstrates that long-range 
electrostatic interactions between the E-hooks and the MTBD affect the MTBD as it 
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approaches the microtubule. To further quantify the role of electrostatics on the binding, 
we plotted the magnitude of the perpendicular component of electrostatic force acting on 
the MTBD due to the all four E-hooks (Figure 4.1 for E-hook positions) as a function of 
MTBD-microtubule distance (Figure 4.7). We found that the electrostatic force pulled the 
MTBD domain toward the microtubule, as indicated by negative values of force, at large 
distances. The electrostatic forces thus “reeled” the MTBD into its binding position. 
However, as the MTBD made its final approach to the binding position, the electrostatic 
forces originating from the E-hooks opposed the binding, as indicated by positive force 
values. Thus, the effect of the E-hooks is to slow the approach of the MTBD as it finally 
docks, providing a “soft” landing onto the microtubule for the MTBD.  
 
Discussion 
The results presented in this work show that microtubule E-hooks play a dual role 
in cytoplasmic dynein MTBD binding to the microtubule that we call “guided-soft-
binding”. On one hand the E-hooks guide the MTBD towards the binding position via 
direct and long-range electrostatic interactions, and on the other, E-hooks provide a force 
that opposes the binding as the MTBD makes physical contact. More generally, the results 
suggest a novel mixed binding model, in which an intrinsically disordered domain, the E-
hook in this case, is docked to its binding partner, the MTBD in this case, through a mixture 
of the induced-fit and lock-and-key macromolecular binding hypotheses. 
Our simulations indicate that the β-tubulin E-hooks on neighboring protofilament 
within the microtubule (termed the B and D E-hooks, Figure 4.1) act as a team to reel the 
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MTBD into the microtubule binding site and then provide a soft landing as the MTBD 
finally binds. Even well before making first contact, the E-hooks exerts a force that pulls 
the MTBD toward its binding site (Figure 4.7). As the MTBD comes into a range that the 
E-hooks can make contact, the MTBD is guided to its docking position on the microtubule 
by a processive movement from the distal end to the base of the B E-hook (Figure 4.3), all 
the while being stabilized by only few interactions with the D E-hook (Figure 4.4). This 
movement down the E-hook is enabled by interactions between the same positively charge 
patches on the MTBD (Figure 4.5) and multiple patch of negatively charged amino acids 
distributed along the E-hooks (Figure 4.3 and 4.4). However, at a MTBD-microtubule 
distance of 5 Å, just before reaching the MTBD reaches its final docking position, we found 
that the MTBD is passed from the B E-hook to the D E-hook; the number of contacts with 
the B E-hook drop significantly at this distance (Figure 4.3), but this is compensated by an 
increase in the number of D E-hook contacts (Figure 4.4). However, in its final docking 
position (distance = 0 Å), the D E-hook makes many contacts with the MTBD again (Figure 
4.4). Thus, the MTBD is passed from one β-tubulin E-hook to the neighboring β-tubulin’s 
E-hook as it is reeled into its biding site.  
Our results may help to explain multiple experimentally observed phenomena. The ability 
of β-tubulin E-hooks to reel in the MTBD may explain how cytoplasmic dynein exhibits 
an approximately 2-fold increased processivity, on microtubules with both α- and β-tubulin 
E-hooks and those with only β-tubulin E-hooks as compared to those with only α-tubulin 
E-hooks and those that lack E-hooks entirely [165] [171] . Additionally, our results provide 
insight into the mechanism that causes cytoplasmic dynein exhibits moves slightly slower 
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on microtubules that have β-tubulin E-hooks than those that do not [202]. Our results could 
be further explored experimentally in motility assays or optical tweezers assays comparing 
results between wildtype structures and those with key tubulin (e.g. E446, E449, D450, 
E452) and MTBD (e.g. K3298, K3299, R3342, K3336, and R3382) residues mutated to 
those with non-polar amino acids, i.e. alanine. With high enough resolution optical 
tweezers, direct comparison to Figure 4.7 should be possible. 
Also, we found that the E-hooks provide soft landing for the MTBD on the 
microtubule. The contribution of E-hooks to the net force exerted on the MTBD by the 
microtubules is in the positive direction (tends to push the MTBD apart from the 
microtubule, Figure 4.7) at distances of 0 and 5 Å. This pushing force will slow the MTBD 
down at the final approach, which is dominated by electrostatic interactions between the 
MTBD and non-E-hook residues on the microtubule that pull the MTBD to its final binding 
site [176]. To the best of our knowledge, the dual-role binding mechanism that we call 
“guided-soft-binding,” which provides pulling forces to reel it in a ligand at long range and 
provide pushing forces to cause a soft landing at close range, has never been described in 
the literature. Our work raises the possibility that this is not only a unique role of E-hooks 
in the MTBD binding to microtubule, but also it might be a feature of IDR-mediated 
protein-protein binding more broadly. 
Finally, our investigation revealed another distinctively novel feature of MTBD 
binding to microtubule in presence of E-hooks that was not reported elsewhere for 
macromolecular binding. The analysis of the conformational states of free E-hooks and E-
hooks in presence of MTBD (Table A -4,4 and Figure 4.6) showed that the binding does 
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not follow either the lock-and-key or the induced-fit mechanisms. We speculate that this is 
due to the dominance of long-range electrostatic interactions that provide weak coupling 
even at large distance between MTBD and microtubule. Thus, the E-hooks still interact 
with the MTBD even though they not make physical contacts to it, and this does not require 
adopting particular conformation states. Perhaps this explains our results in which we do 
not see the typical for IDR scenario when the binding makes the IDR ordered, simply 
because most of the MTBD-E-hook interactions do not involve the formation of direct 
contacts. 
In all, our results indicate novel roles of tubulin’s E-hooks on the binding of 
cytoplasmic dynein’s MTBD to the microtubule. Because the E-hook is known to regulate 
many other microtubules associated protein-microtubule interactions, our data suggest that 
similar computational studies could reveal multiple novel protein-protein binding 
mechanisms in these cases. Such knowledge could have broad reaching implications on 
biological functionality driven by the microtubule cytoskeleton. Even beyond E-hooks, the 
phenomena revealed here could be fundamental to many IDR or IDP – structured protein 
binding mechanisms. 
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Processivity vs. Beating: Comparing Cytoplasmic and Axonemal Dynein 
Microtubule Binding Domain Association with Microtubule 
Introduction 
Cytoplasmic dynein is one of the three different families of motor proteins moving 
toward the minus end of cytoskeleton filaments (microtubules) to do diverse activities, 
such as transport cargos including proteins, organelles, and mRNAs in eukaryotic cells 
[203-206]. Axonemal dynein, on the other hand, is non-processive, and it causes the sliding 
of microtubules [207, 208]. Although cytoplasmic and axonemal dynein share some 
structural similarities [209], their functions within the cell are different [210-212]. 
Cytoplasmic dyneins are composed of two identical chains, stepping processively along 
microtubules. In contrast, in cilia and flagella, the dyneins are involved in the beating of 
cilia and flagella. In both cases, the dyneins interact with microtubules via a microtubule-
binding domain (MTBD), which adopts different conformations due to the signal provided 
by the linker and ATP (Adenosine triphosphate) -binding domain [175, 213]. It has been 
shown that a change in registry (α and β) between two antiparallel coiled coil helices, called 
the stalk [214], alters the microtubule binding affinity of cytoplasmic MTBD [213, 215]; 
however, this effect is small for axonemal MTBD [209]. 
Microtubules are made of α-tubulins and β-tubulins. While the structures of these 
tubulins are experimentally known, each tubulin has an intrinsically disordered region rich 
in Glu and Asp amino acids located on the C-terminal. These regions are called “E-hooks”, 
and their structures are not available. While unstructured and only a small part of the entire 
tubulin sequence, E-hooks are implicated in various biological mechanisms. Thus, it was 
demonstrated that E-hooks affect microtubule dynamics [161, 162], including ending 
This work was published at Int. J. Mol. Sci.: 
DOI:10.3390/ijms2005109 
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binding protein recognition of microtubule plus ends [163], the spastin severing of 
microtubules [216], and microtubule motor protein motility [202, 217]. Furthermore, E-
hooks were shown to regulate force production [218], kinetochore attachment, and 
diffusion along the mitotic spindle [168, 219], and tau–microtubule interactions [220]. The 
E-hooks impact cytoplasmic dynein’s processivity and speed [172, 202, 221], and E-hooks 
affect the beat of flagellar motility [222]. In terms of binding, our previous work [80] 
demonstrated that the electrostatic force between E-hooks and the cytoplasmic MTBD 
provides a “guided soft-binding” for MTBD as it approaches the microtubule. All these 
facts indicate the importance of E-hooks for MTBD–microtubule interactions. 
Computational investigations on dynein mechanochemistry have been reported before, 
with the primary goal of providing a model for the separation and reattachment of the 
MTBD to the microtubule [223]. Furthermore, a mechanism was proposed to explain how 
flagellum can bend in three dimensions [224], and the relevance to its processive and 
oscillatory sliding [225, 226]. However, to the best of our knowledge, little attention has 
been paid to simulating the role of E-hooks.  
The primary focus of this study is to reveal the similarities and differences between E-
hooks’ interactions with cytoplasmic and axonemal MTBDs, and consequentially the effect 
on the conformational states of both MTBDs and E-hooks. Since the microtubule is highly 
charged, special attention is paid to the role of electrostatics in MTBD–microtubule 
association.  
Materials and Methods 
  
69 
In our study, two cases will be investigated: (a) a microtubule-binding domain 
(MTBD) of cytoplasmic dynein in a low affinity state, bound to the microtubule segment, 
and (b) an axonemal MTBD bound to the same microtubule segment. The 3D models were 
created as described below (Figure 4.15, Appendix A- 4,5). The reason for selecting for 
this study the low affinity state of cytoplasmic dynein is the structural similarity between 
the cytoplasmic MTBD in this state and the axonemal MTBD. Indeed, the Cα root-mean-
square deviation (RMSD) between the key interfacial helices (H1, H3, and H6—see Figure 
A- 4,5a, b) of cytoplasmic in a low affinity state and axonemal MTBD is 3.16 Å, while it 
is 6.17 Å for a high affinity state of cytoplasmic MTBD.  
The crystal structure of the cytoplasmic MTBD in a low affinity state (Mus musculus), 
bound to alpha-beta tubulin from Bos taurus, is available in the Protein Data Bank [227] 
(PDB ID 3J1U [175]). Since the resolution of alpha beta tubulin in the mentioned structure 
is low (9.7Å), we replaced it with the refined tubulin structure from the same organism 
(PDB ID 1JFF [228]) with a higher resolution of 3.5 Å. The microtubule is a long filament 
composed of alpha-beta tubulins; therefore, to account for the effect of the neighboring 
tubulins, we modeled a microtubule segment of two dimers using a rotation and translation 
matrix of a protein structure (PDB ID 3J2U [229]) (Figure A- 4,7). (Note that various 
structural segments were tried that were composed of more than two dimers, but it was 
found that no E-hooks–MTBD contacts were made in the MD simulations. Since one of 
the major goals of this study is to investigate MTBD–E-hooks interactions, these structural 
segments were not analyzed. Details are provided in [80]. 
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Due to the lack of a crystallographic structure of the axonemal MTBD bound to 
tubulins, we built a model of axonemal MTBD bound to the microtubule as follows. The 
NMR (Nuclear Magnetic Resonance) structure of axonemal MTBD (PDB ID 2RR7 [209] 
from Chlamydomonas reinhardtii) was used, which is structurally similar to cytoplasmic 
MTBD in a low affinity state (Figure A- 4,5). Thus, using structural imposition, the 
structure of the cytoplasmic MTBD in a low affinity state bound to the α and β tubulins 
described above was replaced by axonemal MTBD (Figure 4.15), and the possible clashes 
between the axonemal MTBD and tubulins were removed. 
The α and β tubulins have an intrinsically disordered region located at the C-terminal 
domain, which is typically called an E-hook [161]. Knowing the amino acid sequence of 
E-hooks, in the α-tubulin (VGVDSVEGEGEEEGEEY) and β-tubulin 
(DATADEQGEFEEEGEEDEA) of Bos taurus, we generated their 3D structures using 
Profix [188]. They are labeled and colored black in Figure 4.15, A- 4,5.  
To model the association of the corresponding MTBD, axonemal and cytoplasmic, 
with the microtubule, including E-hooks, the MTBD was offset at different distances away 
from the microtubule. To do so, the structure of the corresponding MTBDs bound to the 
microtubule segment was moved away from the bound position along the axis 
perpendicular to the microtubule by 5 Å, 15 Å, 25 Å, 35 Å, 45 Å, and 55 Å, respectively 
(Figure 4.15, A- 4, 5 show MTBDs at bound position and 35 Å away).  
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Figure 4.15: The axonemal MTBD–microtubule segment structure. The side view 
(left) and top view (right) of two tubulin dimers and an MTBD in the 
crystallographic position (red) and at a distance of 35 Å (blue). In our structure, 
we refer to the E-hooks as chains A, B, C, and D, where B and D are β-tubulin 
(cyan) E-hooks, and A and C are the corresponding α-tubulin (brown) E-hooks. 
All four E-hooks presented in the structure are labeled according to the chain letter 
of the corresponding tubulin. 
Molecular Dynamics (MD) Simulations 
The energy minimization and molecular dynamics (MD) simulations were done with 
NAMD (Nanoscale Molecular Dynamics) [230]. The temperature and the ion 
concentration were assigned at 300 K and 0.15 M, respectively. The generalized Born (GB) 
[231] implicit solvent model and the CHARMM (Chemistry at Harvard Macromolecular 
Mechanics) force field [120] were used. It should be mentioned that GB is an 
approximation of explicit water simulations and may miss some of the explicit water 
effects. The cutoff for Born radii was set at 12.0 Å. MD simulations were done three times 
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with different atomic velocities for a total of 20 ns, and all analyses were done for the last 
10 ns of MD runs by VMD (Visual Molecular Dynamics) [108].  
The structural segment of the microtubule and the MTBD are part of large molecular 
complex: the entire microtubule and entire dynein molecule. To reduce the effect of 
missing neighboring tubulins, in the MD simulations, we applied harmonic restraints on all 
the residues of the tubulins representing microtubule segments (Figure 4.15, A- 4,5) except 
for the E-hooks. Moreover, MTBDs (cytoplasmic PDB ID 3J1U [175] and axonemal PDB 
ID 2RR7 [209]) are huge protein (dynein) domains, and were obtained with a part of the 
coiled-coil stalk domain (CC1 and CC2) at a particular conformation. To keep the 
CC1/CC2 conformation, we restrained several residues at the top of these helices in both 
cytoplasmic and axonemal MTBDs [232] (residues 1 to 3 in CC1 and 142 to 155 in CC2 
for axonemal MTBD; and residues 3264 to 3266 in CC1 and 3425 to 3427 in CC2 for 
cytoplasmic MTBD). To do MD simulation for MTBDs in an isolated state, we used the 
same parameters and constraints for MTBDs without microtubules for a total of 20 ns in 
three independent MD runs.  
Electrostatic Potential, Electrostatic Field Lines, and Binding Energy 
To calculate the 3D distribution of electrostatic potential, we used DelPhi, which 
numerically solves the Poisson–Boltzmann equation (PBE) [121]. The parameters used for 
the calculations were CHARMM charges and radii; resolution: 2 grids/ Å (Angstrom) ; the 
perfil of 70; and the dielectric constants of 2 and 80 for protein and water, respectively. 
The salt concentration was assigned at an ionic strength of I = 0.15 M. For obtaining 
electrostatic potential, we solved the linear PBE. Information regarding the parameters is 
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available in the DelPhi manual (http://compbio.clemson.edu/downloadDir/delphi/ 
delphi_manual.pdf). The electrostatic field lines were generated from the calculated 
electrostatic potential and visualized by VMD [108]. 
The molecular mechanics/generalized Born (MM/GB) method was applied to 
calculate the binding free energies (ΔEbinding) of the corresponding MTBD to the segment 
of the microtubule for all the snapshots of MD simulation in which E-hooks and MTBDs 
made contact. Moreover, for the corresponding snapshots, the binding energies of MTBDs 
and the segment of the microtubule without E-hooks were calculated using rigid-body 
protocol such that the structures of the MTBD and the microtubule segment were kept 
rigid, as they were in the bound state. Thus: 
ΔEbinding = EComplex − EMTBD − EMT (12) 
 
Ecomplex, EMTBD, and EMT (MT stands for microtubule) are the molecular mechanic 
(MM/GB) energy of the complex, the MTBD, and the microtubule, respectively. Where: 
EMM/GB = Eelec + EVDW (13) 
 
Eelec and EVDW are the total electrostatic (Coulomb and generalized Born energies) and 
van der Waals energies.  
Analysis of Contacts 
We counted the number of contacts between MTBDs and E-hooks to investigate the 
interactions between MTBDs and E-hooks. To do so, any event at which a heavy atom of 
E-hooks is within a 4-Å distance from an atom of MTBD was considered as a contact. We 
  
74 
obtained the number of contacts and residues contributing to contact using VMD [108]. In 
the Results section, the contact number is averaged over three independent MD trajectories.  
Analysis of Conformational States 
We analyzed the Cα root-mean-square deviation (RMSD) and Cα root-mean-square 
fluctuation (RMSF) of the MTBDs’ residues and residues within E-hooks using VMD 
[108]. It should be pointed out that the average Cα RMSD value per residue indicates the 
conformational change of this particular residue with respect to the initial structure (built 
model). In contrast, the Cα RMSF indicates the conformational fluctuations of a residue 
with respect with the averaged structure over all the frames. Moreover, we calculated the 
average of the RMSF values of all the residues within either MTBDs or E-hooks as: 
RMSF= 
∑ (𝑅𝑀𝑆𝐹)𝑖𝑖=𝑟𝑒𝑠𝑖𝑑𝑢𝑒
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑠𝑖𝑑𝑢𝑒𝑠
 (14) 
 
To investigate how the population rate of conformational states of MTBDs (axonemal 
and cytoplasmic) and E-hooks in unbound states change upon binding to the microtubule, 
we clustered all of the corresponding snapshots obtained via three different runs. This was 
done for MTBDs in bound and unbound states, and for MTBDs located at different 
distances: 0 Å, 5 Å, 15 Å, 25 Å, 35 Å, 45 Å, and 55 Å. Cluster analysis was done using the 
“cluster” tool in Gromacs [233, 234] by the Daura algorithm [235] applying a C alpha root-
mean-square deviation (RMSD) cutoff of 2 Å. In our study, we considered only the first 
five most populated clusters. This tool allows us to collect a representative for each cluster 
that is the most common structure in each pool. The same procedure was used for analyzing 
the conformational states of E-hooks, except we used a smaller cutoff, 1.5 Å, since E-hooks 
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have much less residues compared with MTBDs, which allowed having multiple populated 
clusters for E-hooks (see Ref. [80]). 
Results 
The goal of this work is to compare the binding process of axonemal and 
cytoplasmic MTBDs to the microtubule and the role of E-hooks. This is done by 
comparing: (a) the electrostatic features of MTBDs binding to the microtubule in the 
presence of E-hooks, (b) the number of contacts between the corresponding dynein MTBD 
and E-hooks at various MTBD–microtubule distances, (c) the conformational changes of 
the MTBDs due to their interaction with the microtubule as the MTBD’s distance increases, 
(d) how the conformational states of MTBDs in an isolated state are related to those of 
MTBDs in a bound state and at particular distances, (e) the population of clusters of E-
hooks at various distances, and (f) the binding energies of MTBDs and microtubules in the 
presence and absence of E-hooks. 
Electrostatic Features of Axonemal and Cytoplasmic MTBDs  
The sequence of axonemal MTBD is 25% identical to the sequence of the cytoplasmic 
MTBD, and the axonemal MTBD is structurally similar to the cytoplasmic MTBD in a 
weak binding state (β-registry) (Figure A- 4,5a, b) [209]. Such high sequence and structural 
similarities suggest that axonemal and cytoplasmic MTBDs may have similar electrostatic 
features. To compare the electrostatic features of axonemal and cytoplasmic MTBDs, we 
first calculated the pKas of titratable residues using DelPhiPKa [104]. At pH = 7.0, all 
titratable residues, except His, were found to be fully ionized [104]. All glutamic acid and 
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aspartic acid residues within the E-hooks were fully ionized at pH 7.0 and were kept 
charged in modeling protocol. Further, we found that the axonemal and cytoplasmic 
MTBDs have a net charge of +3 and 0 at pH = 7, respectively. At the same time, the 
microtubule itself is highly negatively charged, and the presence of E-hooks makes the 
charge even more negative. Since axonemal MTBD carries a positive net charge (net 
charge +3e) while cytoplasmic MTBD is neutral (net charge 0e) (a side view of 
electrostatic potential mapped onto the MTBD surface is shown in Figure 4.8a, b), it can 
be expected that the axonemal MTBD will interact stronger with the microtubule than the 
cytoplasmic one. However, the same polarity charges are much more clustered in 
cytoplasmic than in axonemal MTBD. Indeed, Figure 4.8a, b shows that positively and 
negatively charged patches are almost equally scattered over the surface of axonemal 
MTBD, while in the cytoplasmic MTBD, most of the positively charged patches are at the 
binding interface (Figure 4.8c). Thus, the binding interface of axonemal MTBD is less 
positively charged (Figure 4.8d) than that of cytoplasmic MTBD, with the exception of the 
flap region. Thus, without the flap region, the electrostatics are expected to be more 
favorable for cytoplasmic MTBD interactions with microtubules than for axonemal.  
While electrostatic potential at the binding interface provides insights about the role 
of electrostatic in the binding, further information can be obtained via the electrostatic field 
(which implies the electrostatic forces acting between the microtubule and the MTBD). 
This is especially important if the E-hooks’ interactions are investigated, since E-hooks can 
bind (or interact) with electrostatic patches that are far away from the binding interface 
[80]. Thus, the electrostatic field between the axonemal and cytoplasmic MTBDs, and the 
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microtubule, are shown in Figure 4.9 (the left panels show the electrostatic filed lines 
generated by entire tubulins, while the right panels show the electrostatic field lines 
generated by E-hooks only). Considering the effect of an entire microtubule segment 
(Figure 4.9a, c) one can observe that electrostatic field lines make a distinctive arc between 
β-tubulin chain B and cytoplasmic MTBD, while in the case of an axonemal MTBD, the 
electrostatic field lines of β-tubulin chain B are not directed toward the MTBD (for chain 
labeling, see the Methods section). A similar observation can be made comparing Figure 
4.9a, c, where one can clearly see the strong interaction between the β-tubulin chain B E-
hook and cytoplasmic MTBD, which is absent in the case of an axonemal MTBD. The 
situation is different for the β-tubulin of chain D. In both cases, cytoplasmic and axonemal 
MTBDs, there are strong interactions between β-tubulin chain D and the corresponding 
MTBD. The same is valid for interactions with E-hooks only (Figure 4.9b, d). However, 
the difference is that for axonemal MTBD, these interactions are mostly with the flap 
region, not with the main body of the MTBD. Another important difference is that for the 
cytoplasmic MTBD, the interactions (at distance 35 Å) are mostly between microtubules 
and the binding interface of the MTBD, while for axonemal MTBD, electrostatic 
interactions involve surface patches away from the binding interface. This is due to the 
abovementioned charge distribution differences between cytoplasmic and axonemal 
MTBDs. The axonemal MTBD has many more positively charged patches away from the 
binding interface than the cytoplasmic one, and they attract negatively charged E-hooks 
that are capable of reaching further than the binding interface.  
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Figure 4.8: Electrostatic potential mapped onto the surface of microtubule-binding 
domains (MTBDs). Panels (a) and (b) show a side view of the electrostatic 
potential mapped onto the molecular surface of cytoplasmic and axonemal 
MTBDs, respectively. Panels (c) and (d) present the electrostatic potential on the 
binding interface for cytoplasmic and axonemal MTBDs, respectively. The flap 
region is indicated with a dashed circle. (The potential isocontour values, in term 
of kT/e (electrostatic potential unit), are shown in the legend). 
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Figure 4.9: Electrostatic potential mapped onto the MTBD surface along with the 
electrostatic field lines around and between the corresponding MTBD and 
tubulins calculated with the corresponding MTBD separated from tubulins by 35 
Å. Electrostatic field lines between MTBDs and all the residues of tubulins, 
including E-hooks, are shown in panel (a) for cytoplasmic dynein and (c) for 
axonemal dynein. Panels (b) and (d) present the electrostatic field lines between 
only E-hooks and the MTBDs of cytoplasmic and axonemal dyneins, respectively. 
The red and blue colors show the negative and positive electrostatic fields, 
respectively. Tubulins are shown with cyan ribbons. 
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Comparing the Number of Contacts of MTBD-E-Hooks for Axonemal and Cytoplasmic 
MTBDs at Various Distances 
To investigate how differently E-hooks interact with axonemal and cytoplasmic 
MTBDs, we analyzed the number of contacts made between the corresponding E-hooks 
and the MTBDs (Figure 4.10). As mentioned above, the MTBD–microtubule distance was 
varied by offsetting the corresponding MTBD perpendicularly from its bound position by 
5 Å, 15 Å, 25 Å, 35 Å, 45 Å, and 55 Å (see the Methods section). We recorded the contact 
between the E-hooks of four tubulins (chains A, B, C, and D: see the Methods section, 
Figure 4.15) and MTBDs, and it was found that only the β-tubulin E-hooks (labeled as B 
and D, Figure 4.15) made contact with the corresponding MTBDs. Therefore, below, we 
present results for the E-hooks associated with β-tubulins only.  
Our results show that there are transient interactions between E-hooks and the MTBD, 
since the number of contacts between these two partners fluctuates over the simulation 
time. Moreover, we found that the number of contacts between the cytoplasmic MTBD and 
E-hook B is much larger than the number with E-hook D; however, the axonemal MTBD 
makes more contacts with E-hook D instead. This is due to the short distance of the flap 
region to β-tubulin D (Figure 4.15). We observed that the number of contacts between the 
β-tubulin E-hooks and axonemal MTBD are much more than those for the cytoplasmic 
MTBD (Figure 4.10). Perhaps, this is because the positively charged flap region of the 
axonemal MTBD is very close to the β-tubulin surface, and specifically close to the E-hook 
D. Further, we observed that the E-hooks’ contacts with MTBDs varied as a function of 
distance without an obvious trend; however, as the distance of the MTBD to the 
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microtubule increased, the number of contacts between the E-hooks and the MTBD 
decreased. For cytoplasmic and axonemal MTBDs, there are no contacts found at distances 
larger than or equal to 45 Å and 55 Å, respectively (Figure 4.10).  
 
Figure 4.10: The average number (averaged over three independent molecular 
dynamics (MD) runs) of E-hook–MTBD contacts as a function of MTBD–
microtubule distance and simulation time. (Panels (a) and (c)): The average 
number of E-hook B–MTBD contacts at various distances for cytoplasmic and 
axonemal MTBDs, respectively. (Panels (b) and (d)): The average number of E-
hook D–MTBD contacts at various distances for cytoplasmic and axonemal 
MTBDs, respectively. For all panels, the bound position (gray plot) corresponds 
to distance 0 Å, and the MTBD–microtubule distances of 5 Å, 15 Å, 25 Å, 45 Å, 
and 55 Å are plotted as indicated in the legend. Note that only the snapshots of the 
last 10 ns (Nano-second) of a total 20 ns of simulation time are plotted. 
To investigate the structural origin of the differences observed above, we 
superimposed the three-dimensional (3D) structures of axonemal and cytoplasmic MTBDs. 
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Overall, axonemal and cytoplasmic MTBDs consist of six helices, H1–H6, connected to 
CC1, CC2, which superimpose well (overall root-mean-square deviation (RMSD) = 1.3 Å) 
[209] (Figure A- 4,6), and the main difference is the flap region of the axonemal MTBD. 
We tabulated the percentage of contacts between E-hooks and each helix of cytoplasmic 
and axonemal MTBDs (Table 4.1). First, we found that for the cytoplasmic MTBD, the 
largest number of contacts was made by residues located in helix H1, the loop connecting 
H1 to CC1 (LH1), and helix H5. However, for the axonemal MTBD, the largest number of 
contacts was found to be on the residues of the flexible flap region and the loop next to it 
(LF), while the helices on the interface almost have not contributed to the interactions with 
E-hooks. To better understand these differences, the sequence alignment of these two 
MTBDs is presented in Figure 4.11. The LH1 in cytoplasmic MTBD has +2 charges (two 
Lys); however, the same region in the axonemal MTBD is neutral. This explains the 
preference of negatively charged E-hooks to interact with LH1 in the cytoplasmic MTBD. 
Furthermore, the larger number of positively charged residues in H1 and H5 of the 
cytoplasmic MTBD (net charge H1: +1e and H5: +2e) than in the axonemal MTBD (net 
charge H1: −1e and H5: 0e) is the reason why these helices made contacts with E-hooks in 
the cytoplasmic MTBD, but not in the axonemal MTBD. In contrast, H2 of the axonemal 
MTBD makes more contacts than that of the cytoplasmic MTBD, because it carries more 
positive charges in the axonemal MTBD (net charge H2: +1e in axonemal and H2: 0e in 
cytoplasmic). At the same time, there are other helices such as H3, H4, and H6 that had no 
contacts with E-hooks in both MTBDs. While H4 in both MTBDs is a buried helix, and 
thus it is not accessible, the reason that H3 and H6 do not have a significant number of 
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contacts with E-hooks is most probably due to topology. The most distinguishable 
difference between cytoplasmic and axonemal MTBDs is the flap region of the axonemal 
MTBD, which is absent in the cytoplasmic MTBD.  
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Table 4.1: The absolute number of contacts and their percentage for each helix of 
cytoplasmic and axonemal MTBDs at 0 Å, respectively (LF stands for “loop next to 
flap region”, and LH1 stands for “loop next to H1”). 
Cytoplasmic MTBD  Number of Contacts Percentage of Contacts 
LH1 401 70.97% 
H1 5 0.88% 
H2 0 0.00% 
H3 0 0.00% 
H4 0 0.00% 
H5 159 28.14% 
H6 0 0.00% 
Axonemal MTBD Number of Contacts Percentage of Contacts 
LH1 95 0.82% 
H1 0 0.00% 
H2 1871 16.10% 
H3 0 0.00% 
H4 0 0.00% 
H5 1081 9.30% 
H6 0 0.00% 
Flap 4780 41.11% 
LF 3799 32.67% 
 
 
Figure 4.11: Sequence alignment of axonemal (2rr7.pdb) and cytoplasmic 
(3j1u.pdb) MTBDs. The six helices are labeled and highlighted in yellow. LH1 
and LF stand for the neighboring loop next to H1 and the flap region (The dotted 
lines and thick grey squares indicate the gap and conserved region between these 
two proteins amino acid sequence).  
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To identify which residues of MTBDs made contacts with the E-hooks at different 
distances, we tabulated the total number of contacts (taken from three independent 
molecular dynamics (MD) runs) for each MTBD residue at different distances (Table 4.2). 
In case of the cytoplasmic dynein, we found that the residues LYS3298 (close to H1), 
LYS3364 (H5), and LYS3367 (H5) make maximum contacts, almost at any MTBD’s 
distance, with E-hooks B and D, respectively (Figure 4.12). Residue LYS3298 makes 
largest number of contacts compared to other residues (Table 4.2a, b). It should be 
mentioned that there are some non-charged residues such as SER3296, ILE3297, GLN3300 
and ILE3361 that made contacts at particular distance. This is because they are neighbors 
of positively charged residues interacting with E-hooks via long-range electrostatic 
interactions. Moreover, a positively charged residue, the LYS3299, was found to interact 
with E-hook B only at particular distance such as 15 Å and 25 Å. These observations show 
that the interplay between long-range electrostatic interactions, geometrical and structural 
constrains, and energetically accessible conformational changes all together contribute to 
the complex nature of MTBDs—E-hooks binding. 
For the axonemal MTBD, we found that the flap region makes most of the contacts 
with the E-hooks. The residues ARG43, LYS55, ARG58, LYS60, ARG66, and LYS103 
are the residues of the axonemal MTBD that made the maximum contacts with E-hook D 
at almost all distances, along with residue LYS24 (close to H1), which made large contacts 
with E-hook B at all distances (Figure 4.12). The rest of the residues had less of a 
contribution to the interactions with E-hooks; residues such as ARG42, LYS52, ASP61, 
and ARG105 made few contacts at the bound state only or at specific distances. Also, there 
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are some non-charged residues such as MET51, GLY53, VAL54, PRO56, ALA57, 
VAL59, THR62, ALA63, SER64, MET67, VAL68, PRO106, and PHE107 that made few 
contacts with E-hook D at some distances, the reason being the same as that outlined above.  
Table 4.2: The total number of contacts between the corresponding E-hook and MTBD 
residues. (a) and (b): MTBD residues interacting with E-hook B for cytoplasmic and 
axonemal MTBD, respectively; (b) and (d): The same with E-hook D for cytoplasmic 
and axonemal MTBD, respectively. 
(a) 
Cytoplasmic MTBD residues interacting with E-
hook B 
MTBD in bound 
state 
MTBD 
in 5 A° 
MTBD 
in 15 A° 
MTBD 
in 25 A° 
MTBD 
in 35 A° 
 
LYS3295 16 7 1 0 0  
SER3296 16 0 1 0 0  
ILE3297 6 0 0 0 0  
LYS3298 363 505 334 97 4  
LYS3299 4 0 30 162 14  
GLN3300 1 0 58 68 2  
(b) 
Cytoplasmic MTBD residues interacting with E-
hook D 
MTBD in bound 
state 
MTBD 
in 5 A° 
MTBD 
in 15 A° 
   
ILE3361 4 1 0    
LYS3364 141 39 68    
LYS3367 14 28 125    
(c) 
Axonemal MTBD residues interacting with E-
hook B 
MTBD in bound 
state 
MTBD 
in 5 A° 
MTBD 
in 15 A° 
MTBD 
in 25 A° 
MTBD 
in 35 A° 
 
THR22 14 5 0 0 0  
LEU23 8 0 0 0 0  
LYS24 73 517 16 50 5  
THR29 0 0 0 4 4  
(d) 
Axonemal MTBD residues interacting with E-
hook D 
MTBD in bound 
state 
MTBD 
in 5 A° 
MTBD 
in 15 A° 
MTBD 
in 25 A° 
MTBD 
in 35 A° 
MTBD 
in 45 A° 
ARG42 51 0 0 0 0 241 
ARG43 1820 0 155 0 0 0 
MET51 659 0 0 0 0 0 
LYS52 209 0 1 0 0 0 
GLY53 233 1 13 0 0 0 
VAL54 388 0 4 0 0 0 
LYS55 1715 7 11 0 26 0 
PRO56 595 0 0 0 0 0 
ALA57 966 0 0 0 2 0 
ARG58 2126 0 1269 256 0 177 
VAL59 4 0 1 0 0 0 
LYS60 35 0 563 15 628 104 
ASP61 1 2 2 1 1 5 
THR62 0 0 2 25 1 0 
ALA63 1 213 37 37 3 1 
SER64 0 457 20 6 147 27 
GLY65 0 10 3 3 0 5 
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ARG66 1629 4492 1352 105 1189 620 
MET67 18 1 2 1 0 1 
VAL68 0 6 0 1 0 4 
LYS103 208 5 56 7 0 0 
ARG105 774 0 0 0 0 0 
PRO106 24 0 0 0 0 0 
PHE107 75 0 3 1 0 0 
 
Figure 4.12: Superimposition of axonemal and cytoplasmic MTBDs along with 
the residues contributing largely in the contacts with E-hooks. C and A stand for 
cytoplasmic and axonemal, respectively. (The dotted circle and square indicate 
the flap region and loop next to the flap region (LF) in axonemal MTBD, 
respectively). 
Conformational Changes of Axonemal and Cytoplasmic MTBDs 
To investigate how the interactions between E-hooks and the MTBD cause structural 
changes in the MTBD, the Cα root-mean-square fluctuation (RMSF) values for each 
residue of the MTBDs (axonemal and cytoplasmic) were calculated (see the Methods 
section) and averaged over three independent MD runs at various MTBD–microtubule 
distances: 0 Å, 5 Å, 15 Å, 25 Å, 35 Å, 45 Å, and 55 Å (Figure 4.13).  
In terms of RMSF, which indicates the magnitude of conformational fluctuations, there 
is no significant difference between axonemal and cytoplasmic MTBDs (Figure 4.13). For 
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both MTBDs, the magnitude of conformational fluctuations increases as the distance from 
the microtubule increases (Figure 4.13). It indicates that the interactions between the 
microtubule and the MTBD stabilize the MTBD’s structure and make the MTBDs more 
rigid upon binding. Furthermore, we labeled H1–H6 and the flap region in Figure 4.13, and 
as it is seen, the flap region of the axonemal MTBD was found to be the most flexible 
structural region at any MTBD distance. For the cytoplasmic MTBD, some helices 
underwent larger conformational changes than others at some distances; for example, for 
an MTBD in a bound state (0 A°), the region between H5–H6 showed the largest changes. 
However, as the MTBD distance increases, other helices close to H1 and H3 also exhibit 
large conformational changes.  
 
Figure 4.13: Root-mean-square fluctuation (RMSF) of MTBDs’ residues when 
MTBDs are located in different distances. Panels (a) and (b) show the average 
RMSF of three independent runs for each residue of cytoplasmic and axonemal 
MTBDs, respectively. 
To probe whether the conformational fluctuations of MTBDs are correlated with the 
MTBDs’ distances and their relationship to the number of contacts between the MTBDs 
and E-hooks, we plotted the average RMSF changes of MTBDs against the MTBDs’ 
distances and contact numbers (Figure 4.14). The RMSF is indicative of the structural 
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fluctuations: a large RMSF indicates large structural fluctuations. Very good correlations 
were obtained (Figure 4.14). The observations outlined in the paragraph above (see Figure 
4.13) were confirmed. Indeed, as the distance between the corresponding MTBD and 
microtubule increases (Figure 4.14a, c) the RMSF increases as well, indicating that 
MTBDs are more flexible when they are further away from the microtubule. Similarly, as 
the number of contacts decreases (Figure 4.14b, d), the MTBDs are more flexible as well 
(as shown above, the number of contacts decreases as a function of distance, and thus the 
larger the distance, the smaller the contact number). Thus, the interaction between the 
MTBD and microtubule, including E-hooks, is a stabilizing factor that rigidifies the 
MTBD’s structure. The overall observation is that the structural flexibility of the axonemal 
MTBD increases less as a function of distance than that of cytoplasmic MTBD (see Figure 
4.14, slope of the fitting line). Perhaps this is because the axonemal MTBD senses the 
microtubule electrostatic field at longer distances than the cytoplasmic, so even at distances 
between 45–55 Å, it is not completely free (unbound).  
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Figure 4.14: The RMSF changes vs. MTBD distance are shown in panel (a) and 
(c) for cytoplasmic and axonemal MTBDs, respectively. The RMSF changes vs. 
total contact numbers for the MTBD in each distance are shown in panel (b) and 
(d) for cytoplasmic and axonemal MTBDs, respectively. 
MTBDs Cluster Analysis 
Conformational changes of binding partners are common phenomena for protein–
protein interactions. To investigate how the interactions between microtubules and MTBDs 
affect the population of conformational states of isolated MTBDs and bound MTBDs, we 
carried out a clustering procedure (see the Methods section). The goal was to identify 
prominent conformational states, assess their population, and compare their population in 
bound and free states. To have a consistent comparison between the conformational states 
of bound and unbound cases, we considered the first five most populated clusters in each 
MTBD–tubulins complex and elected a representative for each cluster. We tabulated the 
first five most populated clusters for MTBDs at different distances along with their 
populations, and at the same time, we compared them with the first five most populated 
clusters of MTBDs in a free state (Tables A- 4,5 and A- 4,6). The RMSD between the 
representative structure of MTBDs in a bound state and at a particular distance and a free 
state (without tubulins) was calculated. A small RMSD is used to infer structural similarity. 
Thus, if a representative structure at a particular MTBD–microtubule distance has a small 
RMSD with a representative structure of a cluster in a free state, these clusters are 
considered similar. In contrast, a large RMSD value between representatives in bound and 
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free cases indicates that the conformational states in corresponding clusters in a bound state 
are quite different from those in a free state.  
It can be observed from the first five clusters of MTBD structures for cytoplasmic and 
axonemal that the first five clusters of the axonemal MTBD are considerably populated; 
however, for the cytoplasmic MTBD, the first cluster is predominant, and the rest of the 
clusters are less populated. Moreover, the RMSD values between the cytoplasmic MTBD 
in a free state and bound state are less than those of the axonemal MTBD (Table A- 4,5 
and A- 4,6).  
E-Hooks Cluster Analysis 
Similarly, as done above for MTBDs, we carried out a clustering analysis for the E-
hooks involved in contacts with MTBDs. As we observed in Figure 4.10, the E-hook of 
chain D for the axonemal MTBD made a large number of contacts; therefore, we analyzed 
the ensemble structures of the E-hook of chain D for both axonemal and cytoplasmic 
MTBDs. The results are shown in Table 4.3, restricting the analysis to a bound state and 
25 Å, in order to reduce the amount of data.  
In both MTBDs, the highly populated clusters of E-hooks in a bound state and at a 
particular distance state tend to have a similarity to the structures of E-hooks in a free state 
that are sparsely populated. However, the RMSD values between the representative 
structures are significant; thus, the above comments should be taken with caution. 
Moreover, for the cytoplasmic MTBD at distance 0 Å, the RMSD values between E-hook 
structures in bound and free states are smaller than those for the MTBD located at 25 Å. In 
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contrast, for the axonemal MTBD at 25 Å, the minimum RMSD values between E-hooks 
in bound and free states are smaller than those for at MTBD located at 0 Å.  
Table 4.3: Cluster analysis of the conformational states for the E-hook in chain D. 
First five populated clusters of the E-hook in chain D for an isolated state 
(microtubule only) and a bound state (MTBD bound to microtubule). The root-
mean-square deviation (RMSD) values between each representative of E-hooks 
in a free state and E-hooks in a bound state were shown in each block in Å, and 
the minimum values were bolded. 
Free-E-hook Cluster1 (51.2%) Cluster2 (20.85) Cluster3 (8.6%) Cluster4 (7.95%) Cluster5 (4.45%) 
Cluster1 (59.8%) 5 5.2 5.17 4.79 5.86 
Cluster2 (8.1%) 3.83 3.56 3.58 3.33 4.1 
Cluster3 (6.5%) 3.32 3.27 3.21 4.08 5.39 
Cluster4 (5.3%) 2.9 3 3.03 3.5 5.57 
Cluster5 (4.7%) 2.68 2.28 2.31 3.06 4.3 
3 (a) Cytoplasmic MTBD–microtubule distance = 0 Å. 
Free-E-hook Cluster1 (33%) Cluster2 (19.1%) Cluster3 (12.65%) Cluster4 (9.32%) Cluster5 (5.05%) 
Cluster1 (59.8%) 7.04 4.91 6.31 6.35 5.82 
Cluster2 (8.1%) 6.67 3.28 4.66 5.68 5.94 
Cluster3 (6.5%) 6.35 3.37 5.98 6.29 6.36 
Cluster4 (5.3%) 6.37 2.87 5.5 5.94 6.01 
Cluster5 (4.7%) 5.63 2.8 5.29 5.65 5.9 
3 (b) Cytoplasmic MTBD–microtubule distance = 25 Å. 
Free-E-hook 
Cluster1 
(31.54%) 
Cluster2 
(16.12%) 
Cluster3 
(7.44%) 
Cluster4 
(4.94%) 
Cluster5 
(4.24%) 
Cluster1 (59.8%) 4.35 5.83 5.58 4.51 5.39 
Cluster2 (8.1%) 3.25 3.96 4.62 4.99 4.28 
Cluster3 (6.5%) 2.88 4.08 5.69 3.88 5.17 
Cluster4 (5.3%) 2.24 3.89 4.92 3.14 4.69 
Cluster5 (4.7%) 3.47 4.28 5.53 4.72 4.9 
3 (c)Axonemal MTBD–microtubule distance = 0 Å. 
Free-E-hook Cluster1 (36.15%) Cluster2 (27.3%) Cluster3 (16.35%) Cluster4 (6.65%) Cluster5 (4.8%) 
Cluster1 (59.8%) 5.01 4.98 5.18 4.87 4.73 
Cluster2 (8.1%) 3.6 3.84 4.25 3.5 3.57 
Cluster3 (6.5%) 2.21 3.42 2.95 2.72 2.67 
Cluster4 (5.3%) 2.2 2.87 2.66 2.37 2.15 
Cluster5 (4.7%) 3.18 2.97 3.62 2.86 3.35 
3 (d) Axonemal MTBD–microtubule distance = 25 Å. 
2.6. Binding Free Energy  
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The binding energies were obtained using all snapshots in which E-hooks and MTBDs 
made contacts (Table 4.4). It was found that the binding energy for the cytoplasmic MTBD 
is more favorable than that of the axonemal MTBD in both the presence of E-hooks and 
without E-hooks. This finding can be attributed to the difference in the functionalities of 
cytoplasmic and axonemal dyneins. Indeed, axonemal dynein is responsible for beating 
cilia, and to do that, it needs to have a weak binding to the microtubule in order to be able 
to disassociate quickly.  
Table 4.4: Binding energies (∆Ebinding) and the corresponding components for 
cytoplasmic and axonemal MTBDs–microtubule contact in the presence of E-
hooks and without E-hooks. All energies are calculated as a sum of ΔEelec (elec 
stands for electrostatics) and ΔEVDW (VDW stands for van der Waals) (see 
Methods for details). Energies are provided in kcal/mol. 
Binding Free Energy Complex MTBD Free-Tubulins 
Δbinding ± standard 
deviation 
Cytoplasmic MTBD–microtubule with E-hooks −22243.6 
−3906.0
6 
−18296.7 −40.84 ± 7.56 
Cytoplasmic MTBD–microtubule without E-hooks −20113.2 
−3906.0
6 
−16227.9 20.76 ± 6.71 
Axonemal MTBD–microtubule with E-hooks −21851.2 
−3520.2
5 
−18302.2 −28.75 ± 6.33 
Axonemal MTBD–microtubule without E-hooks −19726 
−3520.2
5 
−16230.8 25.05 ± 10.29 
Conclusions 
The investigation focused on revealing the role of electrostatics in the association of 
cytoplasmic and axonemal MTBD with microtubules, with the goal of attributing the 
differences to the functionality (processivity versus beating) of these MTBDs. It is 
anticipated that processivity will require that the corresponding domain is tightly bound to 
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the microtubule, and thus stays associated with it for a longer time (as we demonstrated for 
cytoplasmic MTBD, the binding is correlated with processivity [232]). In contrast, the 
beating should require a weak association, but the interactions should be exerted for a 
longer time.  
While the amino acid sequence of axonemal and cytoplasmic MTBDs and their 3D 
structures (excluding the flap region) are quite similar, their charge distributions are 
different. In cytoplasmic MTBD, the positively charged residues are clustered mostly along 
the binding interface with the microtubule, while in the axonemal MTBD, they are 
scattered over the entire MTBD. This results in distinctively different electrostatic 
interactions between the microtubule and the corresponding MTBD. Our work indicates 
that the electrostatic interactions for axonemal MTBD are longer-ranged compared with 
cytoplasmic MTBD (the axonemal MTBD makes contacts with E-hook even at the distance 
of 45 Å, while the cytoplasmic MTBD does not).  
The analysis of the conformational changes of MTBDs as a function of distance from 
the microtubule indicated that structural fluctuations increase as the distance from the 
microtubule increases. This was found for both cytoplasmic and axonemal MTBDs. 
However, the conformational flexibility of the axonemal MTBD increases less as a 
function of distance compared with cytoplasmic MTBD. This was attributed to the above-
mentioned long-range electrostatic interactions, so the axonemal MTBD is not completely 
free (unbound), even at distances between 45–55 Å.  
Our previous work [80] on cytoplasmic MTBD (in a high affinity state) showed that 
the binding induces a change of the population of pre-existing clusters of E-hooks. Thus, 
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we showed that there is a tendency for the most occupied cluster in a bound state to be 
similar to the least occupied cluster in a free state and vice versa. A similar effect was 
observed in this study; however, the tendency is much weaker.  
We do not see such an effect for both cytoplasmic and axonemal MTBDs. The clusters 
in a bound state are very different from the clusters in a free state. It seems to us that the 
binding rigidifies both MTBDs, and they adopt a conformation that is not seen in a free 
state. Indeed, we showed that the conformational dynamics of MTBDs decrease as the 
distance to the microtubule decreases, or as the number of contacts increases. 
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SUMMARY 
Knowledge of the unfolded state can provide us the insightful information on the 
forces and interactions that stabilize a protein into a three-dimensional folded structure. In 
chapter two, we showed that the unfolded state can be modeled with a statistical coil 
method, an algorithm such as “flexible-meccano”, this was validated using the 
experimental pKa values of titratable residues in the unfolded state. Moreover, we showed 
the importance of the SA in choosing a handful of structures for the unfolded state. This 
study is useful for researchers and scientists who are concerned about the structural 
information of the unfolded state to study the thermodynamic features of the structures in 
folding/unfolding process. In chapter three, the prediction of protein folding energy change 
induced by a single mutation was successfully done by considering the explicit structures 
of the unfolded state using the MMPBSA approach and ML methods. Studying the protein 
stability and folding energy change upon mutation is crucial for comprehension the effect 
of mutation linked to disease and drug activity studies and help us in understanding the 
importance of some residues in protein stability. In chapter four, we studied the binding of 
dynein (cytoplasmic and axonemal) MTBD to the MT through the investigation of E-hooks 
(located in C-terminal residues of tubulins). We know that the macromolecular binding is 
essential in many cellular activities such as signal transduction, allosteric regulation, etc. 
Motor protein motility along the microtubule is a protein-protein interaction that plays 
important roles in transporting proteins, organelles, and mRNAs in eukaryotic cells. 
Several studies have shown the effect of mutations in the motor protein causes malfunction 
of those motor proteins and is related to several diseases. We found the key residues of the 
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dynein motor proteins in binding process to the MT through the interaction with E-hooks 
and this finding can be useful for those who study the disease associated with the mutations 
on these proteins. Furthermore, we showed the essential role of electrostatics interaction 
between MTBD and E-hooks in binding process of dynein motor protein to the MT. 
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Appendix A 
Additional information 
 
 
 
 
Figure A-2,1: Superimposition of 8 structures generated by flexible-meccano from barnase amino acid 
sequence. 
 
 
 
 𝜺𝒔= 74 𝜺𝒔= 75 𝜺𝒔= 78.5 
Asp7 3.89 3.89 3.89 
Asp27 3.68 3.68 3.68 
Glu10 3.96 3.96 3.97 
Glu19 3.83 3.83 3.84 
Glu43 3.88 3.88 3.89 
His52 6.30 6.30 6.31 
Table A-2,1: The predicted pKa values for OMTKY3 titratable groups using different dielectric constants 
of 74, 75 and 78.5 for the solvent. 
 
 
 Asp7 Asp27 Glu10 Glu19 Glu43 
predicted pKa (1) 3.88 3.67 3.97 3.84 3.88 
predicted pKa with 
minimum SASA(2) 3.94 3.7 3.9 3.51 3.99 
predicted pKa with 
minimum SASA (3) 3.948 3.697 3.96 3.9 3.97 
Table A-2,2: Solute (protein) and solvent dielectric constant of 4 and 80 for OMTKY3. (1), (2), and (3) are 
the average pKa of all 1000 snapshots, 15 structures with minimum SASA, 15 structures with maximum 
SASA. 
 
 
  
100 
  𝜺𝒔= 74 𝜺𝒔= 75 𝜺𝒔= 78.5 
Asp8 0.09 0.09 0.08 
Asp12 0.14 0.13 0.13 
Asp22 0.32 0.32 0.3 
Asp44 0.25 0.24 0.25 
Asp54 0.27 0.28 0.3 
Asp75 0.31 0.3 0.27 
Asp86 0.4 0.39 -0.42 
Asp93 0.24 0.24 0.25 
Asp101 0.61 0.6 0.6 
Glu29 0.31 0.3 0.28 
Glu60 0.48 0.47 0.45 
Glu73 0.26 0.35 0.33 
His18 0.01 0.02 0.03 
His102 0.16 0.16 0.15 
Avg_Asp 0.28 0.28 0.28 
Avg_Glu 0.38 0.38 0.38 
Table A- 2,3: Predicted pKa values in unfolded state for solvent dielectric constants of 74, 75 and 78.5. The 
last two rows are the average pKa values of Asp and Glu residues. 
 
 
 Asp8 Asp12 Asp22 Asp44 Asp54 Asp75 Asp86 Asp93 Asp101 
predicted pKa (1) 3.79 3.74 3.56 3.64 3.6 3.57 3.5 3.65 3.4 
ΔpKa(1) shift 0.1 0.15 0.33 0.25 0.29 0.32 0.39 0.24 0.59 
predicted pKa with 
minimum SASA(2) 3.47 3.73 3.4 3.51 3.44 3.19 3.46 3.6 2.82 
ΔpKa(2) shift  0.42 0.16 0.49 0.38 0.45 0.7 0.43 0.29 1.17 
predicted pKa with 
maximum SASA (3) 3.84 3.79 3.55 3.84 3.67 3.74 3.53 3.76 3.39 
ΔpKa(3) shift 0.05 0.1 0.34 0.05 0.22 0.15 0.36 0.14 0.6 
 
Glu29 Glu60 Glu73 Avg_Asp Avg_Glu 
3.7 3.55 3.66 3.61 3.64 
0.29 0.44 0.33 0.28 0.38 
3.62 3.07 3.74 3.4 3.47 
0.37 0.92 0.25 0.49 0.59 
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3.84 3.67 3.72 3.68 3.74 
0.15 0.33 0.27 0.21 0.31 
Table A- 2,4 : Predicted pKa values of ASP and GLU residues of unfolded state in solute (protein) and solvent 
dielectric constant of 4 and 80 for Barnase. The ΔpKa is (pKa_model component – calculated values). (1), 
(2), and (3) are the average pKa of all 1000 snapshots, 15 structures with minimum SASA, 15 structures with 
maximum SASA. The last two columns are the average pKa values for ASP and GLU residues, respectively.  
 
 
 
  𝜺𝒔= 74 𝜺𝒔= 75 𝜺𝒔= 78.5 
Asp23 0.2 0.2 0.19 
Asp45 0.44 0.43 0.42 
Asp52 0.28 0.28 0.27 
Asp55 0.37 0.36 0.35 
Glu04 0.23 0.22 0.22 
Glu07 0.18 0.17 0.17 
Glu14 0.21 0.21 0.2 
Glu15 0.26 0.26 0.26 
Glu26 0.28 0.28 0.27 
Glu41 0.27 0.27 0.27 
Avg_Asp 0.322 0.317 0.307 
Avg_Glu 0.238 0.235 0.231 
Table A- 2,5: Predicted pKa shifts of CI2 in unfolded state for solvent dielectric constants of 74, 75 and 
78.5. 
 
 
 ASP23 ASP45 GLU04 GLU07 GLU14 
ΔpKa(1) shift 0.21 0.42 0.21 0.16 0.19 
ΔpKa(2) shift 0.17 0.42 0.39 0.46 0.098 
ΔpKa(3) shift 0.25 0.51 0.18 0.07 0.16 
 
GLU15 GLU26 GLU41 Glu52 Glu55 Avg_ASP Avg_GLU 
0.25 0.26 0.26 0.38 0.46 0.3175 0.221 
0.07 0.49 0.26 0.35 0.67 0.3525 0.294 
0.17 0.16 0.19 0.35 0.39 0.325 0.155 
Table A- 2,6: Predicted pKa shifts of ASP and GLU residues of unfolded state in solute (protein) and solvent 
dielectric constants of 4 and 80 for CI2. The ΔpKa is (pKa_model component – calculated values). (1), (2), 
and (3) are the average pKa of all 1000 snapshots, 15 structures with minimum SASA, 15 structures with 
maximum SASA. The last two columns are the average pKa shifts for ASP and GLU residues, respectively. 
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 Asp08 Asp22 Asp36 Asp37 Asp40 Asp46 Asp47 
Experimental 
pKa        
Predicted 
pKa(1) 3.467 3.82 3.81 3.963 4.03 3.915 3.87 
predicted pKa 
with minimum 
SASA(2) 3.525 3.9 3.77 3.31 3.61 3.788 4.05 
predicted pKa 
with maximum 
SASA (3) 3.524 3.911 3.725 4.05 4.16 4.02 3.99 
 
Glu15 Glu19 Glu27 Glu42 Glu56 
     
3.683 3.915 3.848 4.215 3.739 
3.48 3.875 3.215 4.24 3.56 
3.81 3.955 3.828 4.17 3.744 
Table A- 2,7: Predicted pKa values of titratable residues of unfolded state of PGB1-QDD in solute (protein) 
and solvent dielectric constants of 4 and 80. (1), (2), and (3) are the average pKa of all 1000 snapshots, 15 
structures with minimum SASA, and 15 structures with maximum SASA. 
 
  𝜺𝒔= 74 𝜺𝒔= 75 𝜺𝒔= 78.5 
Asp08 3.44 3.456 3.481 
Asp22 3.83 3.829 3.83 
Asp36 3.82 3.827 3.833 
Asp37 3.99 3.994 3.99 
Asp40 4.06 4.06 4.05 
Asp46 3.93 3.92 3.929 
Asp47 3.90 3.91 3.91 
Glu15 3.64 3.64 3.66 
Glu19 3.90 3.90 3.9 
Glu27 3.83 3.834 3.83 
Glu42 4.22 4.226 4.21 
Glu56 3.71 3.717 3.73 
Table A- 2,8: Predicted pKa values in unfolded state of PGB1-QDD for solvent dielectric constants of 74, 
75, and 78.5. 
 
 
  Asp18 Asp48 Asp52 Asp66 Asp101 Asp119 Glu35 
Experimental pKa 3.4(0.2) 2.9(0.3) 4(0.2) 3.1(0.1) 4.4(0.2) 3.6(0.2) 5(0.2) 
Predicted pKa(1) 3.45 3.73 3.79 3.62 3.67 3.58 3.77 
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predicted pKa with 
minimum SASA(2) 3.31 3.69 3.82 3.28 3.74 3.23 3.79 
predicted pKa with 
maximum SASA(3) 3.5 3.74 3.78 3.73 3.85 3.63 3.87 
Table A- 2,9: Predicted pKa values of titratable residues of unfolded state of HEWL in solute (protein) and 
solvent dielectric constants of 4 and 80. (1), (2), and (3) are the average pKa of all 1000 snapshots, 15 
structures with minimum SASA, and 15 structures with maximum SASA.  
 
 
  𝜺𝒔= 74 𝜺𝒔= 75 𝜺𝒔= 78.5 
Asp18 3.37 3.43 3.41 
Asp48 3.67 3.7 3.72 
Asp52 3.77 3.81 3.79 
Asp66 3.65 3.66 3.66 
Asp101 3.62 3.99 3.69 
Asp119 3.60 3.59 3.62 
Glu35 3.90 3.75 3.75 
Table A- 2,10: Predicted pKa values in unfolded state of HEWL for solvent dielectric constants of 74, 75, 
and 78.5. 
 
 
 
 
 
Figure A- 2,2: Correlation between the pKa values of the unfolded states of the experimental and predicted 
values of HEWL. 
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Figure A-3,1: Visulization of database in presence of noises (left panel) and the absence of noises (right 
panel). The unit of energies is kcal/mol. 
 
 
 
  RMSE 
Linear Regression 3.3 
Polynomial Regression 
(n=2) 
3.01 
Gradient Boosting 2.92 
Random forest 2.76 
Neural Network 2.9 
Voting regressor 2.99 
Table A- 3,1 :10-fold Cross validation results of all models on the train set from 10 different selection of 
the train and test sets (using different “random_state” option in python).  
 
  RMSE 
Linear Regression 3.14 
Polynomial Regression (n=2) 3.05 
Gradient Boosting 3.06 
Random forest 2.85 
Neural Network 2.98 
Voting regressor 3.09 
Table A- 3,2 :5-fold Cross validation results of all models on the train set.  
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  Train Test 
Iteration r pearson RMSE r pearson RMSE 
i=1 0.49 2.77 0.54 2.13 
i=2 0.49 2.79 0.43 2.56 
i=3 0.49 2.77 0.4 2.61 
i=4 0.48 2.81 0.49 2.07 
i=5 0.51 2.72 0.37 2.42 
i=6 0.5 2.64 0.45 3.42 
i=7 0.5 2.87 0.39 3.6 
i=8 0.44 2.88 0.65 2.85 
i=9 0.48 2.78 0.51 2.89 
i=10 0.51 2.8 0.4 1.82 
Average 0.49 2.78 0.46 2.64 
 
 Table A- 3,3: Evaluation of performance on the train and test sets of 10 different randomly selected train 
and test sets after 10- fold cross validation for the model with the features of (𝛥𝐸𝑀𝑀 and 𝛥𝐸𝑆𝐴) unfolded for the 
unfolded state and three features of the folded state. 
 
 
dataset (2) 
dataset (2) with hypothetical 
reverse mutation cases  
 Train         Test Train            Test 
RMSE 2.80          1.99 3.30             3.80 
Person (r) 0.49          0.58 0.51             0.53 
 
Table A- 3,4: Performance evaluation of the model on the dataset (2) with considering hypothetical reverse 
mutations using three features of the unfolded state and three features of the folded state. 
 
 
A.4,1: Methods 
 
A 3D structure comprised of two α-tubulin β-tubulin dimers and a MTBD from cytoplasmic dynein was built 
as described below. Two dimers were used to account for the possibility that E-hooks from neighboring 
tubulins may interact with the MTBD (Figure 4. 1). First, the high affinity configuration of a mouse dynein 
MTBD-tubulin complex from the Protein Data Bank (PDB) [236] (PDB ID 3J1T [175]) provided a template 
for the binding of the MTBD to tubulin dimer. However, the structure of the tubulin dimer in 3J1T is of low 
resolution (9.7 Å). Thus, the model was improved by replacing this low resolution tubulin dimer structure 
with a higher resolution (3.5 Å) cow tubulin dimer (PDB ID 1JFF [228]). The last step was to build a 
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microtubule segment made of two α-β-tubulin dimers while preserving the binding mode of the MTBD. 
Then, the rotation and translation matrix of a microtubule structure (PDB ID 3J2U [229]) was used to 
generate a two-dimer microtubule segment. Several microtubule segment models were tested by adding 
tubulin dimers both laterally and longitudinally. However, no, or only a few, contacts between the E-hooks 
on these additional dimers and the MTBD were observed. Therefore, the rest of the modeling was done with 
the segment made of two dimers, as shown in Figure A- 4,1.  
 
 
A.4,2: Molecular dynamics (MD) simulations  
 
The MD simulations were done with NAMD [189]. First, a 10,000-step energy minimization was performed 
for each structure using the CHARMM force field [120] and Generalized Born (GB) [231] implicit solvent 
model. The temperature was set at 300 K and the ion concentration was set at 0.15 M in the simulations. The 
cutoff used for calculating Born radius was set at 12.0 Å.  The parameter, scale 1-4, is used to exclude all 1-
3 bonded pairs from non-bonded interaction. Since the two tubulin dimers just represent a small segment of 
the entire microtubule, their conformations may exhibit unrealistically large changes during the simulation 
due to the lack of the constraining effects of neighboring tubulins. Therefore, harmonic constraints were 
applied to all tubulin residues, except for the E-hooks residues using a harmonic constraint energy function 
with a constraint scaling factor of 1.0. Similarly, the MTBD is just a part of the entire dynein structure and 
the construct that was crystalized was truncated in within the coiled-coil stalk domain (PDB ID 3J1T [175]). 
Thus, following our previous work [176], the three residues at the top of these truncated helices were 
constrained as well. The calculations are performed on Palmetto supercomputing center 
(https://www.palmetto.clemson.edu/). Each MD simulation takes 8 nodes and each node contains16 CPUs. 
The average time of each MD simulation is 110 hours for 20 ns. In the calculations, the CPU type is Intel 
Xeon E5-2665.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
(b) 
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Figure A-4,1: Result for the extra run for 15 distance (a) chain B and (b) chain D 
 
 
 
(a) 
 
E-hook 
residues  in 
chain B 
 MTBD 
in 
original 
position 
 MTBD 
in 5A° 
MTBD in 
15A° 
MTBD 
in 25A° 
MTBD in 
35A° 
MTBD in 
45A° 
ALA438 7 0 0 0 0 0 
ASP439 1795 0 2 0 0 0 
GLU440 31 6 16 0 0 0 
GLN441 885 0 1 0 0 0 
GLY442 85 0 0 0 0 0 
GLU443 1132 22 0 0 0 0 
PHE444 1264 1 0 1 0 0 
GLU445 492 0 41 0 0 0 
GLU446 147 11 39 0 0 0 
GLU447 1090 1 12 1 0 0 
GLY448 1 0 6 0 0 0 
GLU449 44 6 12 0 0 0 
GLU450 40 87 48 5 0 0 
ASP451 0 0 2 31 55 1 
GLU452 4 3 19 450 271 3 
ALA453 2 0 54 132 186 1 
 
(b) 
 
E-hook 
residues in 
chain F 
 MTBD 
in 
original 
position 
 MTBD 
in 5A° 
MTBD 
in 15A° 
MTBD 
in 25A° 
THR437 1 0 0 0 
GLU440 30 21 0 0 
GLN441 2 86 0 0 
GLU443 0 2 0 0 
PHE444 9 78 0 0 
GLU445 60 2 0 0 
GLU446 687 3 0 0 
GLU447 346 46 0 0 
GLY448 50 33 0 0 
GLU449 163 165 0 0 
GLU450 116 21 0 2 
ASP451 138 74 0 21 
GLU452 86 150 4 30 
ALA453 88 33 0 7 
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Table A-4,1: The total number of contacts between MTBD and the corresponding E-hook residues. (a) E-
hook B residues and (b) E-hook F.   
 
 
(a) 
 
MTBD 
residues  
interacting 
with E-hook B 
MTBD 
in origin 
position 
MTBD in 
5A° 
MTBD in 
15A° 
MTBD in 
25A° 
MTBD in 
35A° 
MTBD in 
45A° 
LYS3295 47 0 0 0 0 0 
SER3296 30 0 0 0 0 0 
ILE3297 5 0 0 0 0 0 
LYS3298 2558 49 53 2 0 0 
LYS3299 610 0 113 21 92 0 
GLN3300 124 0 47 0 0 0 
HSE3301 64 0 0 1 0 0 
ARG3306 0 0 0 0 417 0 
SER3307 0 0 1 1 0 2 
MET3308 0 0 0 7 0 3 
ALA3309 0 0 0 9 0 0 
ASN3310 0 0 0 19 0 0 
PRO3312 0 0 0 5 0 0 
ALA3313 0 0 0 12 0 0 
TYR3377 2 3 0 0 0 0 
ASN3381 61 0 0 0 0 0 
ARG3382 2287 82 37 538 0 0 
ALA3383 291 0 0 0 0 0 
SER3384 208 0 0 0 0 0 
LEU3385 563 0 0 0 0 0 
ALA3386 146 0 0 0 0 0 
CYS3387 7 0 0 0 0 0 
GLY3388 2 0 0 0 0 0 
LYS3392 12 3 0 0 0 0 
 
(b) 
 
MTBD 
residues 
interacting 
with E-hook C 
 MTBD 
in origin 
position 
 MTBD in 
5A° 
MTBD in 
15A° 
MTBD in 
25A° 
LYS3295 4 0 0 0 
LEU3324 6 26 0 0 
LEU3325 4 1 0 0 
LEU3326 1 0 0 0 
GLY3327 2 34 0 0 
GLU3328 0 32 0 0 
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SER3329 27 70 0 2 
ILE3339 8 0 0 0 
ARG3342 907 0 0 0 
GLU3343 1 0 0 0 
ASN3344 161 0 0 0 
PHE3345 23 0 0 0 
PRO3347 16 0 0 0 
THR3348 118 1 0 0 
ASN3351 6 2 0 0 
PHE3352 31 0 0 0 
SER3353 21 0 0 0 
SER3358 5 32 0 0 
ALA3360 3 27 0 0 
ILE3361 4 51 0 0 
GLU3363 0 2 0 0 
LYS3364 375 325 6 51 
LYS3367 29 105 0 6 
TYR3369 4 0 0 0 
TYR3400 3 0 0 0 
LEU3404 19 0 0 0 
 
Table A- 4,2: The total number of contacts between the corresponding E-hook and MTBD residues. (a) 
MTBD residues interacting with E-hook B; (b) with E-hook F.   
 
 
Helix number 
MTBD residue 
numbers Average RMSD(Å) 
Average number of 
contacts 
H1 3299-3305 1.67 3386 
H2 3313-3326 1.33 13 
H3 3332-3341 1.68 942 
H4 3344-3351 1.52 356 
H5 3358-3371 1.62 441 
H6 3377-3383 1.91 2849 
 
Table A- 4,3: Six helices of MTBD in bound state along with the average conformational changes and average 
contact numbers with the E-hooks.  
 
 
a) MTBD-microtubule distance = 0Å 
Free-E-hook▼ 
Cluster 1 
(25.24 %) 
Nc = 2183 
Cluster 2 
(20 .27%) 
 Nc= 1830 
Cluster 3  
(10 %) 
Nc= 934 
Cluster 4 
(7 6.89%) 
 | Nc= 348 
Cluster 5 
(6 5.99%) 
Nc = 307 
Cluster 1  
(33 .33%) 4.52 1.99 1.53 2.06 3.02 
Cluster 2  
(19.48%) 5.62 4.49 5.12 4.32 5.30 
  
110 
 Cluster 3  
(13 .22%) 2.49 1.54 2.55 2.62 1.40 
 Cluster 4  
(11.5612 %) 3.44 3.51 4.73 4.12 3.54 
 Cluster 5  
(7.29%) 1.29 2.71 4.07 3.8 1.89 
 
b) MTBD-microtubule distance = 5Å 
Free-E-hook▼ 
Cluster 1 
(29 .48%) 
 Nc =3 
Cluster 2 
(11 0.77%) 
  Nc =0 
Cluster 3 
(9.9810 %) 
 Nc = 5 
Cluster 4 
(8.959 % ) 
 Nc =0 
Cluster 5 
(5.37% ) 
 Nc =0 
Cluster 1  
(33.33%) 0.76 2.48 2.28 6.22 2.13 
 Cluster 2  
(19.48%) 4.53 3.52 5.25 5.22 3.73 
Cluster 3  
(13.22%) 2.12 2.42 1.22 4.69 2.01 
 Cluster 4  
(11.56%) 4.23 2.79 3.93 3.43 2.91 
 Cluster  
(7.29%) 3.66 3.06 2.31 3.38 2.93 
 
c) MTBD-microtubule distance = 15Å 
Free-E-hook▼ 
Cluster1 
(14.51%)  
Nc =6 
Cluster2 
(10.29%)  
Nc =2 
Cluster3 
(9.81% ) 
Nc =1 
Cluster4 
(6.56%) 
Nc =30 
Cluster5 
(5.32%) 
Nc =0 
Cluster 1  
(33.33%) 2.87 5.28 3.98 2.65 2.17 
 Cluster 2  
(19.48%) 3.56 4.01 2.42 4.69 4.01 
Cluster 3  
(13.22%) 2.15 3.94 3.67 1.43 2.34 
 Cluster 4  
(11.56%) 2.17 2.12 1.86 3.22 3.12 
 Cluster 5  
(7.29%) 2.42 2.85 3.6 1.96 3.26 
 
d) MTBD-microtubule distance = 25Å 
 
Free-E-hook▼ 
Cluster1 
(20.53%)  
Nc =546 
Cluster2 
(16.30%) 
Nc =0 
Cluster3 
(8.83%)  
Nc =0 
Cluster4 
(8.65%) 
Nc =0 
Cluster5 
(8.16%) 
Nc =0 
Cluster 1  
(33.33%) 1.97 3.56 2.3 4.59 4.44 
 Cluster 2 
(19.48%) 5.21 2.95 3.44 2.73 4.58 
Cluster 3  
(13.22%) 2.58 2.96 2.83 4.28 2.67 
 Cluster 4  
(11.56%) 4.76 1.95 3.21 3.07 2.35 
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 Cluster 5  
(7.29%) 3.85 3 3.76 4.12 1.59 
 
e) MTBD-microtubule distance = 35Å 
Free-E-hook▼ 
Cluster1 
(21.11%)  
Nc =1 
Cluster2 
(15.44%)  
Nc =491 
Cluster3 
(8.95%) 
Nc =0 
Cluster4 
(8.52%) 
Nc =0 
Cluster5 
(6.23%)  
Nc =0 
Cluster 1  
(33.33%) 0.79 3.82 4.74 2.97 3.03 
 Cluster 2 
(19.48%) 4.52 5.5 2.36 3.7 2.12 
Cluster 3  
(13.22%) 1.98 1.9 4.21 4.47 3.57 
 Cluster 4  
(11.56%) 4.07 3.68 1.87 4.9 2.59 
 Cluster 5  
(7.29%) 3.46 1.43 3.81 5.54 4.08 
 
f) MTBD-microtubule distance = 45Å 
Free-E-hook▼ 
Cluster1 
(16.90%) 
 Nc =2 
Cluster2 
(14.39%) 
Nc =0 
Cluster3 
(10.80%) 
Nc =0 
Cluster4 
(7.11%) 
Nc =0 
Cluster5 
(6.39%) 
Nc =0 
Cluster 1  
(33.33%) 3.86 3.45 4.71 2.84 3.66 
 Cluster 2  
(19.48%) 6.69 4.73 2.09 5.4 3.44 
Cluster 3  
(13.22%) 3.14 2.06 4.41 1.47 2.68 
 Cluster 4  
(11.56%) 5.63 2.87 2.05 4.01 1.69 
 Cluster 5  
(7.29%) 3.71 1.75 4.16 2.17 2.44 
 
g) MTBD-microtubule distance = 55Å 
 
Free-E-hook▼ 
Cluster1 
(40.63%)  
Nc =0 
Cluster2 
(30.10%) 
 Nc =0 
Cluster3 
(5.79%) 
 Nc =0 
Cluster4 
(5.41%) 
Nc =0 
Cluster5 
(5.13%) Nc =0 
Cluster 1  
(33.33%) 0.69 3.65 2.38 1.62 4.21 
 Cluster 2  
(19.48%) 4.45 5.67 5.57 3.24 4.87 
Cluster 3  
(13.22%) 2.11 1.83 1.88 2.5 2.29 
 Cluster 4  
(11.56%) 4.14 3.91 4.55 3.34 2.72 
 Cluster 5  
(7.29%) 3.67 1.57 2.92 3.75 1.1 
  
112 
 
Table A- 4,4: Clustering analysis of the conformational states for E-hook B. Pairwise comparison of the first 
five most populated conformational clusters of E-hook B isolated from the MTBD (rows) with the first five 
most populated conformational clusters of E-hook B in the presence of the MTBD (columns). The MTBD-
microtubule distances vary for each sub-table, with distances of 0, 5, 15, 25, 35, 45, and 55 Å corresponding 
to sub-table a-g, respectively. The population occupancy, which is the percentage of total snapshots from all 
3 runs with the E-hook taking the confirmation of the respective cluster, is shown in parentheses. The number 
of MTBD-E-hook B contacts averaged over the 3 runs, Nc, is shown for each cluster. The RMSD between a 
representative of a cluster in free state (rows) and states with the MTBD bound (sub-table a) or situated away 
from microtubule (sub-tables b-g) is shown in Å. For example, the RMSD of the heavy atoms of the 
representative of the first free cluster (Cluster 1) and the representative of the first cluster in the bound state 
(Cluster 1) is 4.52 Å (first entry in sub-table a). For clusters having non-zero contacts, the smallest RMSD 
with respect to the free clusters is shown in bold. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A- 4,2: MTBD with helices labeled. 
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Figure A- 4,3: The correspondence between the free clusters and clusters in bound state for clusters making 
no contacts.  
 
 
 
 
 
 
Figure A- 4,4: Representative structure of first populated cluster for E-hook B with black color. Panel (a) 
presents the representative structure of E-hook B in free state and panel (b-h) are for E-hooks B in complex 
of MTBD in distances of 0, 5, 15, 25, 35, 45, and 55 Å from microtubule. 
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Figure A- 4,5: (a) The superimposition of cytoplasmic in high affinity state and axonemal MTBD and (b) the 
one for cytoplasmic in low affinity state and axonemal MTBD. The H1, H3 and H6 which are in the interface 
labeled and colored in black and red. The cytoplasmic MTBDs in both figures are blue and axonemal MTBD 
is cyan. 
 
 
 
 
 
Figure A- 4,6: MTBDs secondary structure elements (SSE), including CC1 and CC2. Panel (a) represents 
cytoplasmic (in weak binding state) and panel (b) axonemal MTBDs. Panel(c) superimposition of 
cytoplasmic and axonemal MTBDs with colored helices. 
 
 
 
Table A- 4,5: Clustering analysis of conformational states of cytoplasmic MTBD for different distances of 
MTBD from tubulins, 0, 5, 15, 25, 35, 45, and 55 Å. The population percentage of each cluster is shown in 
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the parenthesis.  First five most populated clusters for MTBD in free state were shown in the first column 
and those for MTBD in bound state and at a particular distance were shown in the first row. The RMSD 
values (in terms of Å) between a reprehensive of each cluster in isolated state with one of bound state were 
provided as well and the minimum RMSD value for each cluster in bound state is bolded.  
 
Bounded MTBD at 0Å  Cluster1 
(44.4%) 
Cluster2 
(21.5%) 
Cluster3 
(16%) 
Cluster4 
(10.3%) 
Cluster5 
(5.1%) Free state MTBD▼ 
Cluster1(71.1%) 4.148 3.721 4.408 4.501 4.099 
Cluster2(17.5%) 4.553 4.191 4.792 4.966 4.465 
Cluster3(8.1%) 4.696 4.055 4.855 4.857 4.715 
Cluster4(3%) 4.23 4.105 4.477 4.779 4.122 
Cluster5(2%) 5.014 4.437 5.234 5.275 4.977 
      
Bounded MTBD at 5Å  Cluster1 
(38.6%) 
Cluster2 
(25%) 
Cluster3 
(19.5%) 
Cluster4 
(4.7%) 
Cluster5 
(3.8%) Free state MTBD▼ 
Cluster1(71.1%) 2.94 2.921 3.786 4.231 3.596 
Cluster2(17.5%) 3.47 3.235 4.07 4.349 3.946 
Cluster3(8.1%) 3.374 3.29 4.321 4.67 4 
Cluster4(3%) 3.43 3.5 3.88 4.17 4.04 
Cluster5(2%) 3.803 3.729 4.44 4.775 4.402 
      
Bounded MTBD at 15Å  Cluster1 
(34.5%) 
Cluster2 
(27.1%) 
Cluster3 
(14.6%) 
Cluster4 
(11.4%) 
Cluster5 
(3%) Free state MTBD▼ 
Cluster1(71.1%) 2.037 2.577 3.797 2.098 2.937 
Cluster2(17.5%) 2.336 2.858 4.01 2.495 3.195 
Cluster3(8.1%) 2.214 2.666 4.259 2.442 3.086 
Cluster4(3%) 2.69 3 3.71 2.71 3.11 
Cluster5(2%) 2.76 3.46 4.56 2.95 3.73 
      
Bounded MTBD at 25Å  Cluster1 
(33.4%) 
Cluster2 
(32.7%) 
Cluster3 
(6.3%) 
Cluster4 
(6%) 
Cluster5 
(4.4%) Free state MTBD▼ 
Cluster1(71.1%) 2.41 2.32 2.459 2.251 2.83 
Cluster2(17.5%) 2.68 2.381 2.727 2.077 3.398 
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Cluster3(8.1%) 2.803 2.544 2.581 2.648 2.934 
Cluster4(3%) 2.935 2.848 3.113 2.892 3.165 
Cluster5(2%) 3.025 2.866 2.92 2.14 3.85 
      
Bounded MTBD at 35Å  Cluster1 
(33.2%) 
Cluster2 
 (22%) 
Cluster3 
 (14.6%) 
Cluster4 
 (10.8%) 
Cluster5  
(5.5%) Free state MTBD▼ 
Cluster1(71.1%) 2 2.738 2.91 2.63 2.237 
Cluster2(17.5%) 
2.28 3.034 2.72 2.59 2.54 
Cluster3(8.1%) 
2.503 2.843 2.59 1.829 2.91 
Cluster4(3%) 
3.235 3.201 3.178 2.76 2.82 
Cluster5(2%) 
2.625 2.941 3.047 3.18 2.96 
      
Bounded MTBD at 45Å  
Cluster1 
 (29.5%) 
Cluster2  
(21.3%) 
Cluster3  
(12.4%) 
Cluster4  
(8.6%) 
Cluster5 
(4.2%) Free state MTBD▼ 
Cluster1(71.1%) 2.56 
2.038 2.759 2.608 2.89 
Cluster2(17.5%) 2.21 2.634 3.027 3.05 3.56 
Cluster3(8.1%) 3.06 
2.043 2.881 2.333 2.85 
Cluster4(3%) 2.77 
2.401 3.413 2.621 3.66 
Cluster5(2%) 3.12 2.941 3.22 3.18 3.24 
      
Bounded MTBD at 55Å  Cluster1 
(35.2%) 
Cluster2 
(11.7%) 
Cluster3 
(8.6%) 
Cluster4 
(7.7%) 
Cluster5 
(5.5%) Free state MTBD▼ 
Cluster1(71.1%) 2.046 3.879 3.538 2.377 3.23 
Cluster2(17.5%) 2.513 4.472 4.134 2.743 3.709 
Cluster3(8.1%) 2.08 3.597 3.543 2.466 2.429 
Cluster4(3%) 2.77 4.078 3.901 3.275 3.77 
Cluster5(2%) 2.79 4.947 4.441 2.76 4.08 
 
 
 
  
117 
Table A- 4,6: Clustering analysis of conformational states of axonemal MTBD for different distances of 
MTBD from tubulins, 0, 5, 15, 25, 35, 45, and 55 Å. The population percentage of each cluster is shown in 
the parenthesis.  First five most populated clusters for MTBD in free state were shown in the first column 
and those for MTBD in bound state and at a particular distance were shown in the first row. The RMSD 
values (in terms of Å) between a reprehensive of each cluster in isolated state with one of bound state were 
provided as well and the minimum RMSD value for each cluster in bound state is bolded. 
 
Bounded MTBD at 0Å  Cluster1 
(35.2%) 
Cluster2 
(16.4%) 
Cluster3 
(11.1%) 
Cluster4 
(8%) 
Cluster5 
(5.1%) Free state MTBD▼ 
Cluster1(36.6%) 4.25 5.56 5.09 5.45 5.3 
Cluster2(27.1%) 4.75 5.82 5.6 5.76 5.09 
Cluster3(15.6%) 5.16 5.64 5.14 5.36 5.1 
Cluster4(9%) 4.52 5.82 5.15 5.25 5.93 
Cluster5(3.1%) 4.9 5.75 5.16 5.29 5.4 
      
Bounded MTBD at 5Å  Cluster1 
(59%) 
Cluster2 
(25%) 
Cluster3 
(8.2%) 
Cluster4 
(4.3%) 
Cluster5 
(2%) Free state MTBD▼ 
Cluster1(36.6%) 4.16 4.26 4.13 4.25 3.96 
Cluster2(27.1%) 4.29 4.36 4.31 4.34 4.27 
Cluster3(15.6%) 4.87 4.54 5.06 4.69 4.84 
Cluster4(9%) 4.94 4.75 5.02 4.86 4.95 
Cluster5(3.1%) 4.64 4.31 4.76 4.42 4.61 
      
Bounded MTBD at 15Å  Cluster1 
(27%) 
Cluster2 
(26.5%) 
Cluster3 
(11%) 
Cluster4 
(7.2%) 
Cluster5 
(4%) Free state MTBD▼ 
Cluster1(36.6%) 5.24 3.54 3.36 4.32 4.83 
Cluster2(27.1%) 2.74 4.54 4.64 4.47 5.19 
Cluster3(15.6%) 5 5.49 5.65 5.8 6.43 
Cluster4(9%) 4.22 5.07 5.33 4.93 5.93 
Cluster5(3.1%) 3.06 5.06 5.15 5.33 5.07 
      
Bounded MTBD at 25Å  Cluster1 
(29%) 
Cluster2 
(18.7%) 
Cluster3 
(15.4%) 
Cluster4 
(12.7%) 
Cluster5 
(4%) Free state MTBD▼ 
Cluster1(36.6%) 3.74 4.63 3.34 4.01 4.05 
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Cluster2(27.1%) 4.54 5.67 3.75 5.7 3.46 
Cluster3(15.6%) 4.71 6.14 3.98 6.22 4.35 
Cluster4(9%) 4.75 6.71 3.98 6.69 3.85 
Cluster5(3.1%) 4.32 5.77 3.6 5.79 3.98 
      
Bounded MTBD at 35Å  Cluster1 
(37%) 
Cluster2 
(22%) 
Cluster3 
(16.5%) 
Cluster4 
(8.7%) 
Cluster5 
(6.2%) Free state MTBD▼ 
Cluster1(36.6%) 5.49 4.63 4.35 4.93 4.86 
Cluster2(27.1%) 5.03 4.19 3.78 4.67 4.24 
Cluster3(15.6%) 3.9 3.52 4.23 3.85 3.47 
Cluster4(9%) 4.47 3.61 3.96 4.61 3.77 
Cluster5(3.1%) 4 3.49 4 4.12 3.48 
      
Bounded MTBD at 45Å  
Cluster1 
(30%) 
Cluster2 
(17.6%) 
Cluster3 
(13%) 
Cluster4 
(7.4%) 
Cluster5 
(5.1%) Free state MTBD▼ 
Cluster1(36.6%) 2.67 4.62 3.95 3.28 4 
Cluster2(27.1%) 4.26 3.89 3.78 4.38 3.97 
Cluster3(15.6%) 2.9 4.36 3.68 5.3 4.76 
Cluster4(9%) 2.97 4.2 3.98 5.07 4.26 
Cluster5(3.1%) 4.4 4.02 3.3 4.83 4.54 
      
Bounded MTBD at 55Å  Cluster1 
(38%) 
Cluster2 
(16.7%) 
Cluster3 
(14.2%) 
Cluster4 
(8.6%) 
Cluster5 
(3.2%) Free state MTBD▼ 
Cluster1(36.6%) 3.79 4.34 4.11 4.36 3.91 
Cluster2(27.1%) 3.46 3.73 3.9 4.16 3.53 
Cluster3(15.6%) 3.75 3.83 4.14 4.13 3.93 
Cluster4(9%) 3.56 4.02 4.16 4.04 3.84 
Cluster5(3.1%) 3.14 3.47 3.66 3.64 3.45 
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Figure A- 4,7: The Cytoplasmic MTBD in β registry - microtubule segment structure. The side view (left) 
and top view (right) of two tubulin dimers and a MTBD in crystallographic position (red) and at a distance 
of 35 Å (blue). In our structure, we refer to the E-hooks as chains A, B, C, and D where B and D are β-tubulin 
(cyan) E-hooks, and A and C the corresponding α-tubulin (brown) E-hooks. All four E-hooks presented in 
the structure are labeled according to the chain letter of the corresponding tubulin.   
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