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Il lavoro svolto in questa tesi trova collocazione nel ramo della Logica Matematica
chiamato Teoria dei Modelli. I principali oggetti di studio di questa disciplina vengono
chiamati strutture, fra queste vi sono ad esempio le strutture algebriche (gruppi, anelli,
spazi vettoriali, campi, ordini parziali o totali, algebre di Boole, reticoli, eccetera).
In generale una struttura M consiste di un insieme non vuoto dom(M) (o sem-
plicemente M), detto dominio della struttura, e di varie relazioni e funzioni definite
su prodotti cartesiani del dominio. Non si pone alcuna restrizione sulla cardinalita`
dell’insieme delle relazioni e funzioni. Ad esempio anche lo spazio di tutte le funzioni
continue su uno spazio topologico e` una struttura. Ad ogni struttura e` possibile as-
sociare una teoria (la teoria completa di quella struttura) e ad ogni teoria e` possibile
associare una classe di strutture (i modelli di quella teoria). Ad esempio alla teoria dei
gruppi (intesa come insieme di assiomi), associamo la classe di tutti i gruppi.
Lo scopo principale (ma non esclusivo) di questa tesi e` quello di presentare la teoria
del “forking”, dovuta a Shelah. Si tratta in generale di definire una opportuna nozione
di indipendenza tra sottoinsiemi di una struttura, che in molti casi particolari coincide
con nozioni gia` note: indipendenza lineare in spazi vettoriali, indipendenza algebrica
in campi algebricamente chiusi, eccetera.
La definizione del forking, e la relativa nozione di indipendenza, e` molto tecnica e
non puo` essere data senza prima avere introdotto tutta una serie di nozioni preliminari
(tipi, estensioni elementari, modelli saturi). Il forking puo` essere definito in strutture
completamente arbitrarie, pero` esso gode di buone proprieta` solo se ci si restringe ai
modelli delle teorie “stabili” (o piu` in generale “semplici”). Gli spazi vettoriali e i
campi algebricamente chiusi sono esempi tipici di strutture stabili (o per essere piu`
precisi sono modelli di teorie stabili). In generale una teoria e` stabile se, per ogni suo
modello M , non esiste alcun sottoinsieme infinito del dominio di M che puo` essere
totalemente ordinato da una relazione “definibile” (nel senso della logica del primo
ordine). Quindi ad esempio il campo dei numeri reali non e` stabile perche` l’ordine
lineare dei numeri reali e` definibile a partire dalle operazioni di campo (un numero reale
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e` positivo se e` un quadrato). Tuttavia, come vedremo, i numeri reali consituiscono una
struttura “geometrica”, ed anche in questo tipo di strutture e` possibile definire una
buona nozione di indipendenza (in modo differente che con il forking di Shelah).
In questa tesi, oltre a studiare il forking e l’indipendenza in strutture stabili (o piu`
in generale semplici), studieremo anche le strutture geometriche e pregeometriche. Le
strutture pregeometriche sono quelle in cui l’operatore model-teoretico di “chiusura
algebrica” (che generalizza la classica chiusura algebrica), gode della proprieta` dello
scambio. In queste strutture e` possibile definire una buona nozione di dimensione
(ad esempio la dimensione di una varieta` algebrica reale) che gode della proprieta`
additiva: la dimensione dell’immagine di una funzione definibile e` pari alla dimensione
del domino piu` la dimensione della fibra (se costante). Una struttura pregeometrica
si dice geometrica se ogni famiglia definibile di insiemi finiti e` uniformemente finita, o
equivalmentemente se la dimensione di un insieme definibile dipende in modo definibile
dai parametri. Molte strutture interessanti sono sia stabili che geometriche (ad esempio
i campi algebricamente chiusi e gli spazi vettoriali), ma in generale non vale alcuna
inclusione tra queste due classi (i reali sono geometrici ma non stabili, e passando a
strutture quoziente si preserva la stabilita` ma non il carattere geometrico).
All’interno delle teorie stabili, e` possibile individuare la sottoclasse delle teorie “to-
talmente trascendenti”, che sono quelle in cui ogni insieme definibile X non-vuoto ha
“rango di Morley” limitato (ovvero il rango di Morley ha come valore un numero ordi-
nale anziche´ il valore “∞”). Come vedremo il rango di Morley gioca in qualche modo il
ruolo di una dimensione ma (se 6=∞) ha valori nei numeri ordinali anziche´ nei numeri
naturali, ed inoltre in generale non verifica la proprieta` additiva. I campi algebrica-
mente chiusi e gli spazi vettoriali sono esempi di strutture “fortemente minimali”, ed
in quanto tali sono sia geometrici che totalmente trascendenti. Per teorie fortemente
minimali il rango di Morley coincide con la dimensione (definita attraverso l’operatore
di chiusura algebrica model-teoretico).
Oltre al rango di Morley RM , ci sono altre nozioni di rango che si possono intro-
durre nel contesto stabile (o semplice). Noi studieremo in particolare i ranghi U ed
SU di Lascar, e anche il rango continuo R∞. Ad esempio se consideriamo un modello
M della teoria Th(Z,+) del gruppo additivo degli interi (ad esempio Z stesso), si puo`
dimostrare che U(M) = SU(M) = R∞(M) = 1, ma RM(M) = ∞. Ciascuno di
questi ranghi, nei casi in cui risultano definiti (ovvero 6= ∞), permette di dare una
caratterizzazione del forking e della relativa nozione di indipendenza: sostanzialmente
“non-forking” (come relazione tra tipi della teoria) equivale a “stesso rango”. E` si-
gnificativo il fatto che nonostante i ranghi possano non coincidere, essi danno luogo
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(quando sono 6=∞) alla stessa nozione di forking e di indipendenza.
Tra tutti i ranghi in un certo senso il “migliore” e` il rango SU di Lascar, in quanto
e` additivo e risulta definito ( 6= ∞) in molti piu` casi del rango di Morley. Per teorie
fortemente minimali SU coincide con la dimensione e anche con gli altri ranghi. Ad
esempio la dimensione di una varieta` complessa (vista come insieme definibile in un
campo algebricamente chiuso) coincide con il suo SU -rango, ad anche con il rango di
Morley. Simili discorsi valgono per spazi vettoriali, ma per insiemi definibili in (Z,+)
e` il rango SU (che in questo caso coincide con R∞ e con la dimensione) che ci fornisce
le informazioni piu` significative.
Ricapitolando: i ranghi, quando sono definiti (cioe` 6= ∞), possono essere usati
per caratterizzare il forking e la relativa nozione di indipendenza. Tuttavia esistono
contesti in cui abbiamo una buona nozione di forking e indipendenza pur non avendo
alcuno dei ranghi definito.
Nel seguito di questa introduzione illustreremo piu` nel dettaglio le nozioni sopra
menzionate con riferimenti ai singoli capitoli.
Organizzazione del lavoro
Tipi e saturazione
Nel capitolo 1 daremo le definizione basilari di linguaggi, strutture, teorie e mo-
delli di una teoria. In particolare definiremo il concetto di tipo completo di una teoria
(definizione 1.3.1) e di strutture κ-sature dove κ e` un cardinale infinito (definizione
1.4.1). Intuitivamente una struttura M si dice κ-satura se, ∀A ⊆M con |A| < κ e per







Xi 6= ∅. Dimostreremo che, data una teoria completa T e un cardinale infinito
κ, esiste un modello M di T κ-saturo. A meno di restringere lo studio a modelli e
insiemi di T di cardinalita` κ, si puo` considerare M come “universo” su cui lavorare.
Infatti dimostreremo che i modelli di T di cardinalita` minore di κ sono tutti isomorfi
a sottostruuture elementari di T . Chiameremo M modello mostro di T.
Strutture pregeometriche e dimensione
Nel capitolo 2 definiremo l’operatore di chiusura algebrica model-teoretica acl(−)
(definizione 2.3.1), esso e` una generalizzazione dell’operatore di chiusura nei campi
algebricamente chiusi. Chiameremo pregeometrica una struttura (e la relative teoria)
in cui acl(−) soddisfa proprieta` dello scambio: dati due elementi a, b e un sottoinsieme
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A della struttura se a ∈ acl(Ab) (a e` algebrico su A ∪ {b}) e a /∈ acl(A), allora
b ∈ acl(Aa). Esempi di strutture pregeometriche sono gli spazi vettoriali, i campi
algebricamente chiusi, i modelli della teoria completa di (Z,+) e i campi reali chiusi
(cioe` i modelli della teoria completa di (R,+, ·)). Nelle strutture pregeometriche e`
possibile definire una buona nozione di dimensione (definizione 2.4.12).
I campi algebricamente chiusi e gli spazi vettoriali sono esempi di strutture forte-
mente minimali (definizione 2.4.1). In queste strutture si prova, in maniera diretta,
che vale lo scambio (lemma 2.4.2) e sono quindi pregeometriche.
Automorfismi ed elementi immaginari
Nel capitolo 3, vedremo come e` possibile caratterizzare la chiusura algebrica di
un insieme A studiando l’azione del gruppo Aut(M) con un approccio molto simile
alla teoria di Galois per la chiusura algebrica nei campi. Precisamente, se indichiamo
con AutA(M) il gruppo degli automorfismi di M che fissano A ⊂ M puntualmente,
allora b ∈ acl(A) se e solo se l’insieme {f(b) | f ∈ AutA(M)} degli A-coniugati di b
e` finito. Se invece b e` fissato da ogni elemento di AutA(M), allora b e` definibile su A
(osservazione 3.1.6), indicheremo con dcl(A) la chiusura definibile di A. Applicando lo
stesso ragionamento agli insiemi definibili in M otteniamo che: un insieme definibile
X ∈ Mn e` definibile su A se e solo se e` fissato (come insieme) da ogni automorfismo
f ∈ AutA(M). X e` quasi-definibile su A se e solo se l’insieme {f(X) | f ∈ AutA(M)}
e` finito. In generale insiemi definibili e quasi-definibili in una struttura M sono chiusi
per unioni, intersezioni finite, complemento, prodotti cartesiani e proiezioni ma non
per passaggio a quoziente. Per poter trattare anche i quozienti occorre estendere M
ad una struttura M eq, ottenuta aggiungendo ad M nuovi elementi detti immaginari.
Intuitivamente M eq si ottiene aggiungendo ad M dei “codici” per gli insiemi quozienti
della forma e/E, con e ∈ Mn ed E relazione d’equivalenza su Mn definibile su ∅.
In questo modo e` possibile trattare, oltre che gli insiemi definibili e quasi-definibili,
anche insiemi quozienti. Un altro vantaggio di passare a questa estensione e` che si puo`
trattare la definibilita` e la quasi-definibilita` in M in termini di chiusura definibile e
chiusura algebrica in M eq. Passando da M a M eq molte proprieta` fondamentali di M
sono conservate, come ad esempio l’omogeneita` e la saturazione, altre invece no. Se,
ad esempio, (M,acl) ha la proprieta` dello scambio questo non e` detto per (M eq, acl).
Vedremo pero` che, data una buona nozione di dimensione in M , e` possibile estenderla
in M eq (definizione 3.4.1).
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Rango di Morley
Nel capitolo 4 definiremo il rango di Morley (definizione 4.2.1), come funzione che
associa ad ogni insieme definibile e non vuoto X in M (dove M e` il modello mostro di T )
un ordinale RM(X) oppure il valore ∞. Se per ogni X ⊆ Mn definibile RM(X) <∞,
la teoria T si dice totalmente trascendente. Esempi di teorie totalmente trascendenti
sono i campi algebricamente chiusi , gli spazi vettoriali e, in generale, le teorie di strut-
ture fortemente minimali. Vedremo che in strutture fortemente minimali il rango di
Morley coincide con la dimensione (teorema 4.3.4). In piu` dimostreremo che il rango
di Morley (e quindi la dimensione) e` definibile (teorema 4.3.7). Quindi le strutture
fortemente minimali sono geometriche (chiameremo geometriche le strutture pregeo-
metriche in cui la dimensione e` definibile). Vedremo in seguito che il rango di Morley,
anche se finito, non sempre definisce una buona nozione di dimensione, infatti non
sempre e` additivo.
Forking e indipendenza in teorie semplici
Nelle teorie totalmente trascendenti la relazione di non-forking puo` essere definita
utilizzando il rango di Morley: dati due tipi p ⊆ q di T , q e` un’estensione non-forking
di p se e solo se RM(p) = RM(q).
Nel capitolo 5 definiremo le relazioni di dividere (definizione 5.2.1) e di forking
(definizione 5.2.11) tra tipi e insiemi in teorie arbitrarie. In particolare restringeremo
lo studio alle teorie semplici (definizione 5.4.1) nelle quali forking e dividere coinci-
dono e godono di particolari proprieta` che permettono di definire una buona nozione
d’indipendenza tra insiemi (definizione 5.4.4).
Nella sezione 5.6, vedremo che una teoria T , dotata di una relazione d’indipenden-
za tra gli insiemi del suo modello mostro, che gode di tutte le proprieta` soddisfatte
dall’indipendenza definita dal forking nelle teorie semplici, e` semplice e la relazione
d’indipendenza e` uguale a quella definita dal forking (teorema 5.6.2). Proprio grazie
a questo risultato proveremo che le teorie totalmente trascendenti sono semplici e il
forking e` definito dal rango di Morley (corollario 5.6.3).
Forking e indipendenza in teorie stabili
Nel capitolo 6 introdurremo una sottoclasse delle teorie semplici: le teorie stabili.
Una teoria T si dice stabile se non e` possibile definire un “ordine lineare infinito” in
nessun modello di T (definizione 6.1.1).
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Una caratteristica importante delle teorie stabili e` quella di avere “pochi tipi”. In
generale, data una teoria completa T e un insieme di parametri A, un limite per la
cardinalita` di Sn(A) (dove indichiamo con Sn(A) l’insieme degli n-tipi su A) e` 2
|T |+|A|.
Dimostreremo che T e` stabile se e solo se esiste un cardinale infinito λ tale che, per ogni
insieme di parametri A e per ogni n ∈ N, risulta: |A| < λ ⇒ |Sn(A)| < λ (corollario
6.1.8).
Un’ altra condizione equivalente alla stabilita` e` che ogni tipo su un modello e`
definibile. Un tipo p(x) ∈ S(M) si dice definibile se, per ogni L-formula δ(x, y), esiste
una L(M)-formula d(δ)(y) tale che per ogni b ∈ M, δ(x, b) ∈ p(x) se e solo se M |= δ(b)
(corollario 6.1.8). Usando questo risultato, proveremo che nelle teorie stabili il non-
forking si puo` definire in maniera piu` semplice. Risulta che un tipo p ∈ S(M), dove
M |= T , e` non-forking su A ⊂ M , se e solo se e` definibile su acleq(A) (teorema 6.2.5)
cioe` se e solo se p ha un numero finito di coniugati sotto l’azione del gruppo AutA(M).
Vedremo che nelle teorie stabili il non-forking e` determinato in maniera unica da
alcune delle sue proprieta`, cioe` se in una teoria T esiste una relazione d’estensione
@ tra i tipi, che soddisfa tutte le proprieta` del non-forking in teorie stabili, allora @
coincide con il non-forking e la teoria T e` stabile (teorema 6.2.9). Grazie a questo
risultato proveremo che le teorie totalmente trascendenti sono stabili (corollario 5.6.3).
Rango
Nel capitolo 7 daremo una definizione generale di funzione di rango definita sui
tipi della teoria (definizione 7.1.1) e introdurremo altre nozioni di rango (oltre il rango
di Morley): il rango continuo R∞ (definizione 7.1.7), l’SU -rango (definizione 7.2.1) e
l’U -rango (definizione 7.3.1). Proveremo che una teoria e` supersemplice (cioe` ogni tipo
e` non forking in un sottoinsieme finito del proprio dominio) se e solo se SU e` limitato
(per ogni tipo p SU(p) <∞) (lemma 7.2.5). Mentre una teoria T e` superstabile (cioe`
supersemplice e stabile) se e solo se il rango U e` limitato (teorema 7.3.4). Nelle teorie
stabili i ranghi SU e U coincidono (teorema 7.3.3).
Data una funzione di rango R, questa definisce una “misura” per gli insiemi defini-
bili di T . Infatti, seX ⊆ Mn e` definito dalla formula (anche con parametri) φ(x1, . . . , xn)
poniamo R(X) = R(φ) = sup{R(p) : φ(x1, . . . , xn) ∈ p(x1, . . . , xn)}. Alcune funzioni
di rango (come il rango di Morley e il rango continuo) sono definite direttamente sulle
formule e si ha che, per ogni tipo completo p, R(p) = min{R(φ) : φ ∈ p}. Queste
funzioni di rango sono dette continue.
Vogliamo vedere in quali teorie una funzione di rango R (=RM,R∞, U o SU), se
finita (R(p) < ω per ogni tipo p) definisce una buona nozione di dimensione (definizione
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4.3.1) e cioe` valgono le proprieta`:
1. (Additivita`) Data una funzione surgettiva e definibile f : A → B avente fibre,
f−1(b) b ∈ B, di rango costante m, si ha che R(A) = R(B) +m.
2. (Insiemi finiti) Sia X 6= ∅ un insieme definibile, allora X e` finito se e solo se
R(X) = 0.
3. (Monotonia) R(X ∪ Y ) = max{R(X), R(Y )}.
Le proprieta` 2 e 3 valgono in generale per tutte e quattro le funzioni di rango. Per
R = SU o U l’additivita` segue direttamente dalla disuguaglianza di Lascar (teorema
7.4.2) valide per le teorie in cui R e` definito, cioe` nelle teorie supersemplici o super-
stabili. Se R(p) < ω per ogni tipo completo p di T (dove R = SU o U) allora R e`
additivo, cioe` per ogni a, b tuple finite in M e A ⊂ M vale l’uguaglianza:
R(ab/A) = R(a/Ab) +R(b/A).
Per quanto riguarda il rango di Morley, abbiamo gia` detto che definisce una buona
nozione di dimensione nelle strutture fortemente minimali (teorema 4.3.4). In generale
pero`, non e` detto che il rango di Morley, anche nelle teorie in cui e` finito, sia additivo
(esempio 7.5.7), ed esistono strutture pregeometriche, come (Z,+), in cui il rango di
Morley non e` definito.
Proveremo che nella teoria completa di (Z,+) e in generale nelle teorie debolmente
minimali (definizione 7.6.2), SU = U = R∞ (ma RM =∞) e queste funzioni di rango
definiscono una buona nozione di dimensione che coincide con la dimensione geometrica
(corollario 7.6.6). Dimostreremo inoltre che il rango SU e` definibile (teorema 7.6.8).
Quindi le strutture debolmente minimali, come (Z,+), sono geometriche.
Capitolo 1
Nozioni preliminari
In questo capitolo daremo le definizioni basilari di Linguaggi, Strutture e Teorie del
primo ordine, enunceremo i teoremi di compattezza e di Lo¨wenheim-Skolem. In par-
ticolare introdurremo i concetto di tipo di una teoria (definizione 1.3.1) e di strutture
κ-sature (definizione 1.4.1).
Data una teoria completa T , un tipo di T e` una collezione Σ(x¯) di L-formule nelle
variabili libere x¯, tale che Σ(x¯)∪ T sia coerente (ha un modello). Una realizzazione di
un tipo Σ(x¯) e` una successione a¯ di elementi di un modello M di T che soddisfano tutte
le formule del tipo. Dato un modello M di T e un sottoinsieme A di M , un tipo su A
e` una collezione di formule φ(x¯) con parametri da A che sia finitamente soddisfacibile
in M .
Dato un cardinale infinito κ, una L-struttura M si dice κ-satura se ogni tipo su
A ⊂M , con |A| < κ, e` realizzato in M . Se M e` una struttura κ-satura allora:
 M e` κ-universale: ogni modello di T = Th(M) di cardinalita` < κ e` isomorfo ad
una sottostruttura elementare di M .
 M e` fortemente κ-omogeneo: per ogni α < κ, due tuple (ai)i<α e (bi)i<α hanno
lo stesso tipo (cioe` soddisfano le stesse formule) se e solo se sono coniugate sotto
l’azione di Aut(M).
Fissata una teoria completa T , dimostreremo l’esistenza di un modello M di T κ-
saturo, con κ cardinale arbitrariamente grande. A meno di riferirsi a modelli e insiemi
di cardinalita` inferiore di κ, possiamo considerare M come “universo” su cui lavorare,
in quanto ogni modello di cardinalita` inferiore di κ e` isomorfo ad una sottostruttura
elementare di M. Chiameremo M modello mostro della teoria T .
I principali riferimenti per questo capitolo sono [Ber10], [Pil02] e [TZ12].
8
Capitolo 1. Nozioni preliminari 9
1.1 Linguaggi e strutture
Un linguaggio del primo ordine L e` costituito da un insieme di simboli, detti se-
gnatura del linguaggio, e da un insieme di L-formule (del primo ordine). I simboli della
segnatura si dividono in simboli di costante, relazione e funzione. Ad ognuno di questi
simboli e` associato un numero naturale detto arieta` del simbolo (0 per i simboli di
costante). Inglobiamo sempre nel linguaggio un altro insieme contenente i connettivi
booleani ∧,∨,¬,→ i quantificatori ∀, ∃ e un insieme infinito V = {x, y, z, ...} di va-
riabili. Definiamo induttivamente l’insieme degli L-termini come il piu` piccolo insieme
di espressioni tali che:
 ogni variabile x ∈ V e` un L-termine;
 ogni simbolo di costante e` un L-termine;
 se f e` un simbolo di funzione di arieta` n e t1, ..., tn sono L-termini, allora
f(t1, ..., tn) e` un L-termine.
Analogamente si definiscono le L-formule del primo ordine come il piu` piccolo insieme
di espressioni tali che:
 se t1, t2 sono L-termini, allora t1 = t2 e` una L-formula;
 Se R e` un simbolo di relazione in L di arieta` n e t1, ..., tn sono L-termini, allora
R(t1, ..., tn) e` una L-formula;
 Se φ, ψ sono L-formule, allora lo sono anche ¬φ, φ ∧ ψ, φ ∨ ψ e φ→ ψ;
 Se φ e` una L-formula, allora ∃xφ e ∀xφ sono L-formule.
Se L e` un linguaggio del primo ordine, con abuso di notazione indicheremo con
L sia la segnatura che l’insieme delle L-formule. Le formule della forma t1 = t2 e
R(t1, ..., tn) vengono dette atomiche
Una L-struttura M consiste di:
 Un insieme non vuoto dom(M) detto dominio della struttura.
 Una corrispondenza c 7→ cM che associa ad ogni simbolo di costante c in L un
elemento cM ∈ dom(M), detto interpretazione del simbolo c in M .
 Una corrispondenza f 7→ fM che associa ad ogni simbolo di funzione f in L
di arieta` n, una funzione fM : dom(M)
n → dom(M), detta interpretazione del
simbolo f in M .
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 Una corrispondenza R 7→ RM che associa ad ogni simbolo di relazione R in L di
arieta` n, una relazione RM ⊆ dom(M)n, detta interpretazione del simbolo R in
M .
Un isomorfismo φ : M → N tra due L-strutture e` dato una mappa iniettiva e
suriettiva φ : dom(M)→ dom(N) tale che:
 se c ∈ L e` un simbolo di costante, allora φ(cM ) = cN ;
 se f ∈ L e` un simbolo di funzione di arieta` n e m1, ...,mn ∈ dom(M), allora
φ(fM (m1, ...,mn)) = fN (φ(m1), ..., φ(mn));
 se R ∈ L e` un simbolo di relazione di arieta` n e m1, ...,mn ∈ dom(M) allora
(m1, ...,mn) ∈ RM se e solo se φ(m1, ...,mn) ∈ RN .
Un’immersione φ : M → N tra due L-strutture e` una mappa iniettiva φ : dom(M)→
dom(N) che sia un isomorfismo con l’immagine.
Date due L-strutture M e N diciamo che M e` una sottostruttura di N se dom(M) ⊆
dom(N) e l’inclusione i : M → N e` un’immersione.
Infine un omomorfismo φ : M → N tra due L-strutture e` dato da una mappa
φ : dom(M)→ dom(N) tale che:
 se c ∈ L e` un simbolo di costante, allora φ(cM ) = cN ;
 se f ∈ L e` un simbolo di funzione di arieta` n e m1, ...,mn ∈ dom(M), allora
φ(fM (m1, ...,mn)) = fN (φ(m1), ..., φ(mn));
 se R ∈ L e` un simbolo di relazione di arieta` n e m1, ...,mn ∈ dom(M) allora
(m1, ...,mn) ∈ RM implica che φ(m1, ...,mn) ∈ RN .
Dato un linguaggio L e una L-struttura M , un termine con parametri da M e`
una coppia (t, v), che indicheremo anche t(v), costituita da un L-termine t e da una
funzione v, detta valutazione, che assegna ad alcune variabili di V degli elementi di
dom(M). Un termine con parametri t e` detto chiuso se l’insieme di variabili di t e`
contenuto nel dominio di v.
(Interpretazione dei termini) Se t e` un L-termine e v e` una valutazione il cui dominio
include le variabili di t, definiamo induttivamente M(t(v)) ∈ dom(M) come segue:
 Se t = x e` una variabile e v e` una valutazione che associa a x il valore a ∈
dom(M), allora M(x(v)) = a;
 se t = c e` un simbolo di costante di L, allora M(c(v)) = cM ;
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 se t = f(t1, ..., tn), con f simbolo di funzione di L, allora M(t(v)) =
fM (M(t1(v)), ....,M(tn(v))).
Una formula con parametri da M e` una coppia (φ, v), che indicheremo anche con
φ(v), costituita da una L-formula φ e da una funzione v, detta valutazione, che assegna
ad alcune variabili degli elementi di M .
Una L-fornmula con parametri φ(v) e` detta L-formula chiusa o L-enunciato se le
variabili libere di φ (cioe` le variabili che hanno almeno un occorrenza libera in φ ovvero
un’occorrenza che non appare in una sottoformula di φ immediatamente preceduta da
un quantificatore) sono tutte valutate.
(Interpretazione di formule chiuse con parametri) Sia M una L-struttura e sia φ(v)
una L-formula chiusa con parametri da M . Diciamo che φ(v) e` vera in M , e scriviamo
M |= φ(v), se cio` segue dalle seguenti clausole induttive (l’induzione viene fatta sul
numero dei connettivi della formula):
 M |= (∀xφ)(v) se e soltanto se per ogni a ∈ dom(M), M |= φ(a/x, v) (dove
indichiamo con (a/x, v) la valutazione che coincide con v sulle variabili diverse
da x ed a x assegna il valore a);
 M |= (∃xφ)(v) se e solo se esiste a ∈ dom(M) tale che M |= φ(a/x, v);
 M |= ¬φ(v) se e solo se M 2 φ(v) (cioe` non vale M |= φ(v));
 M |= (φ ∧ ψ)(v) se e solo se M |= φ(v) e M |= ψ(v);
 M |= (φ ∨ ψ)(v) se e solo se M |= φ(v) oppure M |= ψ(v);
 M |= (φ→ ψ)(v) se e solo se M |= ψ(v) o M |= ¬φ(v).
Per la base dell’induzione dobbiamo considerare il caso di formule atomiche (cioe`
senza connettivi).
 M |= (t1 = t2) se e solo se M(t1) = M(t2);
 M |= R(t1, ..., tn) se e soltanto se (M(t1), ...,M(tn)) ∈ RM .
Se φ e` un L-enunciato (cioe` una L-formula chiusa) diciamo che φ e` vero in M , e
scriviamo M |= φ, se M |= φ(v) per ogni valutazione v.
Definizione 1.1.1. Se M una L-struttura, un sottoinsieme X di Mn e` ∅-definibile
se esiste una L-formula φ(x1, . . . , xn) (dove scriviamo φ = φ(x1, . . . , xn) se le variabili
libere di φ sono incluse in {x1, . . . , xn}) tale che X e` l’insieme delle n-uple a¯ ∈Mn tali
che M |= φ(a¯) (dove con φ(a¯) intendiamo la formula φ(x1/a1, ..., xn/an)). Diciamo che
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X e` definibile se esiste una L-formula φ(x1, . . . , xn) con parametri da M tale che X e`
l’insieme degli a¯ ∈Mn tali che M |= φ(a¯).
1.2 Teorie e modelli
Una L-teoria T del primo ordine e` un insieme di L-enunciati detti assiomi di T.
Una L-struttura M si chiama modello di T , e si scrive M |= T , se per ogni φ ∈ T
M |= φ. Una L-teoria T si dice coerente, o soddisfacibile, se ha almeno un modello.
Sia φ una L-formula chiusa, diciamo che φ segue logicamente da T, e scriviamo
T |= φ, se φ e` vera in tutti i modelli di T . Due L-teorie T1, T2 si dicono equivalenti se
hanno le stesse conseguenze: {φ | T1 |= φ} = {φ | T2 |= φ}.
Se M e` una L-struttura poniamo Th(M) = {φ | M |= φ}. Una L-teoria si dice
completa se per ogni L-formula chiusa (o enunciato) φ, T |= φ oppure T |= ¬φ ma non
valgono entrambe. Th(M) e` una teoria completa e si chiama teoria completa di M .
Una teoria coerente T e` completa se comunque si prende un modello M di T , si ha che
T e` equivalente a Th(M).
Due L-strutture M,N si dicono elementarmente equivalenti, M ≡ N , se hanno la
stessa teoria completa: Th(M) = Th(N), cioe` per ogni L-enunciato φ risulta M |= φ
se e solo N |= φ.
Se M e` una L-struttura, definiamo L(M) il linguaggio ottenuto aggiungendo ad
L nuovi simboli di costante {cm : m ∈ M}. Indichiamo con (M,m)m∈M la L(M)-
struttura che interpreta i simboli di L nello stesso modo di M e, ∀m ∈ M , i simboli
cm con m. Il diagramma elementare di M, ED(M), e` la L(M)-teoria completa di
(M,m)m∈M .
Siano M,N L-strutture, si dice che M e` una sottostruttura elementare di N, e si
scrive M  N , se
 M e` una sottostruttura di N ,
 ED(M) = ED(N).
Equivalentemente, M  N se per ogni L-formula φ(x1, . . . , xn) e per ogni a1, ..., an ∈M
risulta
M |= φ(a1, ..., an)⇔ N |= φ(a1, ..., an).
Completiamo questa sezione enunciando alcuni risultati fondamentali: il teorema di
compattezza e i teoremi di Lo¨weinheim-Skolem. Per le dimostrazioni si puo` consultare
un qualunque testo di base di teoria dei modelli come quelli citati all’inizio.
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Un insieme di L-enunciati si dice finitamente soddisfacibile se ogni suo sottoinsieme
finito e` soddisfacibile.
Teorema 1.2.1 (Compattezza). Sia Σ un insieme di L-enunciati. Allora Σ e`
soddisfacibile se e solo se e` finitamente soddisfacibile.
Corollario 1.2.2. Sia Σ un insieme di L-enunciati e sia φ un L-enunciato tale che
Σ |= φ. Allora esiste un sottoinsieme finito Σ′ di Σ tale che Σ′ |= φ.
Teorema 1.2.3 (Lo¨weinheim-Skolem verso l’alto). Sia M una L-struttura infinita.
Sia κ un cardinale ≥ |L ∪M | = |L| + |M |. Allora M ha un’estensione elementare di
cardinalita` κ.
Teorema 1.2.4 (Lo¨weinheim-Skolem verso il basso). Sia M una L-struttura di cardi-
nalita` κ, sia A ⊆ dom(M) e sia λ un cardinale tale che |L|+ |A|+ ω ≤ λ ≤ κ. Allora
esiste una sottostruttura elementare N M di cardinalita` λ il cui dominio include A.
Sia κ un numero cardinale. Una L-teoria T si dice κ-categorica se T ha un modello
di cardinalita` κ e tutti i modelli di cardinalita` κ sono isomorfi. Dai teoremi di L-S
segue che ogni teoria senza modelli finiti che sia κ-categorica, per un qualche cardinale
κ ≥ |L|+ ω, e` completa.
1.3 Tipi di una teoria
Definizione 1.3.1. Sia T una L-teoria, n ∈ N e (x1, ..., xn) una n−upla di variabili di-
stinte. Un n-tipo di T e` un insieme Σ(x1, ..., xn) di L−formule nelle variabili (x1, ..., xn)
tale che T ∪Σ(x1, ..., xn) e` coerente. Un tipo p(x1, ..., xn) di T si dice completo se per
ogni L−formula σ(x1, ..., xn) si ha σ ∈ p oppure ¬σ ∈ p (cioe` e` p e` massimale tra gli
n-tipi di T ).
SeM e` un modello di T e a1, ..., an ∈M , l’insieme {φ(x1, ..., xn) : M |= φ(a1, ..., an)}
e` un n− tipo completo di T detto tipo di a1, ..., an in M e si indica con tpM (a1, ..., an).
Osservazione 1.3.2. Ogni n−tipo completo di una teoria T e` della forma tpM (~a) con
M modello di T e ~a tupla finita in M .
Definizione 1.3.3. Se p(x1, . . . , xn) e` un n− tipo completo di T e M |= T , diciamo
che p e` realizzato in M se esistono a1, .., an in M tali che M |= p(a1, .., an), in tal caso
si dice che la n-upla a1, .., an realizza p.
Se T = Th(A), dove A e` una L−struttura, un n-tipo p di T , pur non essendo neces-
sariamente realizzato in A, e` sempre finitamente realizzato in A (cioe` ogni sottoinsieme
finito di p e` realizzato in A).
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Teorema 1.3.4. Ogni n-tipo p(x1, . . . , xn) di Th(A) e` sempre realizzato in una esten-
sione elementare di A.
1.4 Modelli saturi
Sia M una L-struttura, A ⊆ dom(M), un n-tipo di M con parametri da A e` un
n−tipo di Th((M,a)a∈A) o, equivalentemente, e` un insieme di formule φ(x1, . . . , xn)
con parametri da A, che e` finitamente relizzabile in M .
Se N M e A ⊆ dom(M), i tipi di M con parametri da A coincidono con i tipi di
N con parametri da A.
Definizione 1.4.1. Una L-struttura M si dice ω-satura se, per ogni sottoinsieme finito
A ⊆ dom(M), M realizza tutti gli 1-tipi con parametri da A (o equivalentemente,
realizza tutti gli n-tipi con parametri da A per ogni n < ω).
Piu` in generale, dato un cardinale infinito κ, M si dice κ-satura se realizza tutti gli
1-tipi di M con parametri da un sottoinsieme di dom(M) di cardinalita` minore di κ.
M si dice satura se e` κ−satura con κ = |M |.
Teorema 1.4.2. Ogni L-struttura ammette un’estensione elementare ω-satura.
Piu` in generale,
Teorema 1.4.3. Dato un cardinale infinito κ, ogni L-struttura M ha un’ estensione
elementare κ+-satura N M . Inoltre, se κ > |L| (dove con |L| si intende |L|+ ℵ0) e
2κ ≥ |M | possiamo scegliere N con |N | ≤ 2κ.
Definizione 1.4.4. Una struttura M si dice ω-universale se ogni modello numerabile
di Th(M) si immerge elementarmente in M .
Teorema 1.4.5. Siano M e N L-strutture, sia n < ω, ai ∈ M , bi ∈ N , i < n.
Supponiamo (M,ai)i<n ≡ (N, bi)i<n.
Dato b ∈ N , se M e` ω-satura, allora ∃a ∈M tale che (M,ai, a)i<n ≡ (N, bi, b)i<n.
Corollario 1.4.6. Sia M ω-satura, allora M e` ω-universale.
Teorema 1.4.7. Sia T completa, allora due modelli ω-saturi di T di cardinalita` ω
sono isomorfi.
Se k un cardinale infinito, il teorema precedente vale anche con κ al posto di ω.
Corollario 1.4.8. Sia M k-satura, α < κ e (ai)i<α e (bi)i<α α−uple di elementi da
M con lo stesso tipo, allora esiste f ∈ Aut(M) tale che f(ai) = f(bi) ∀i < α.
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Definizione 1.4.9. Una L−struttura M si dice fortemente κ-omogenea se, per ogni
α < κ due α−uple in M con lo stesso tipo sono coniugate da un automorfismo di M
Dal corollario 1.4.8 si ottiene immediatamente che, se M e` κ−satura e di cardinalita`
κ allora M e` fortemente κ−omogenea
Teorema 1.4.10. Sia κ un cardinale infinito. Ogni L-struttura M ha un’estensione
elementare κ-satura e fortemente κ-omogenea.
1.5 Il modello mostro
In questo paragrafo vedremo alcune convenzioni che ci permetteranno di semplifi-
care l’esposizione. Data una teoria T fissiamo un modello M di T saturo e di cardinalita`
κ con κ cardinale regolare molto grande (tale modello esiste per il teorema 1.4.10).
Senza perdita di generalita` possiamo restringerci a studiare modelli di T di cardinalita`
minore di quella di M. Oppure, per evitare restrizioni, potremmo considerare M di
cardinalita` κ con κ cardinale inaccessibile. In ogni caso M non sara` oggetto diretto
del nostro interesse, ma sara` l’universo in cui poter immergere i modelli di T presi in
considerazione. Chiameremo M modello mostro di T .
Qui sotto elenchiamo alcune convenzioni che useremo.
 I modelli di T sono tutti di cardinalita` < κ e quindi, poiche` M e` κ-universale,
ogni modello di T e`, a meno di isomorfismo, una sottostruttura elementare di M.
Se non indicato diversamente, con le lettere M,N indicheremo sempre i modelli
di una teoria.
 I parametri sono tutti in M. Con le lettere A,B,C denoteremo insiemi di
parametri di cardinalita` < κ se non diversamente specificato.
 Le tuple di parametri o di variabili hanno lunghezza < κ se non diversamente
specificato.
 I tipi p di T sono tutti realizzati in M.
 Gli insiemi definibili sono insiemi della forma φ(M), dove φ(x¯) e` una formula con
parametri in M.
 Due tuple a¯, b¯ della stessa lunghezza hanno lo stesso tipo (in M) se e solo se
sono coniugate sotto l’azione del gruppo Aut(M) e cioe` esiste un’automorfismo




Alcune strutture matematiche, come gli spazi vettoriali o i campi algebricamente
chiusi, sono dotati un operatore di chiusura cl(−) (ad esempio lo span negli spazi vet-
toriali o la chiusura algebrica nei campi algebricamente chiusi) che permette di definire
nozioni di indipendenza e di base di un insieme. Queste strutture sono dette pregeo-
metrie (definizione 2.1.1). Dimostreremo che nelle pregeometrie (S, cl) date due basi
di un insieme A ⊆ S, queste hanno stessa cardinalita` (teorema 2.2.3). La dimensione
di A ⊆ S e` la cardinalita` di una qualsiasi base di A.
Se M e` un’arbitraria L-struttura e` possibile definire un operatore di chiusura acl(−)
che chiameremo chiusura algebrica model-teoretica. Vedremo che nei campi algebrica-
mente chiusi acl =chiusura algebrica e negli spazi vettoriali acl = span (osservazione
2.4.7).
Non sempre pero` acl definisce l’operatore di chiusura di una pregeometria. Ad
esempio, in (Z,+, ·, <), acl non soddisfa la proprieta` dello scambio (esempio 2.4.3) ed
e` dunque impossibile definire una nozione di dimensione utilizzando la chiusura (non e`
piu` detto che due basi di un insieme abbiano la stessa cardinalita`). Chiameremo pre-
geometriche le strutture in cui acl ha la proprieta` dello scambio e la relativa dimensione
dimensione geometrica.
Nella sezione 2.4 definiremo una particolare classe di strutture: le strutture forte-
mente minimali. Una L-struttura infinita M si dice minimale se ogni sottoinsieme
X ⊆M definibile e` finito o cofinito, si dice fortemente minimale se ogni sua estensione
elementare e` minimale (definizione 2.4.1). I campi algebricamente chiusi infiniti e gli
spazi vettoriali infiniti sono esempi di strutture fortemente minimali (esempi 2.4.5 e
2.4.6).
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Dimostreremo che se M e` fortemente minimale vale la proprieta` dello scambio
(teorema 2.4.2), ed e` quindi possibile definire la dimensione geometrica. Precisamente
data una tupla finita ~a = (a1, ..., an) in M e A ⊆M , la dimensione di ~a su A, dim(~a/A)
e` la cardinalita` di un sottoinsieme di (a1, ..., an) massimale tra quelli algebricamente
indipendenti su A (definizione 2.4.12). Dimostreremo che dim(~a/A) dipende solo dal
tipo completo di ~a su A (osservazione 2.4.15) e proveremo l’additivita` della dimensione
(teorema 2.4.13)
dim(ab/A) = dim(a/Ab) + dim(b/A).
2.1 Pregeometrie
Definizione 2.1.1. Sia S un insieme e cl : P(S) → P(S) un operatore, detto di
chiusura. La coppia (S, cl) e` detta una pregeometria se valgono le seguenti proprieta`
(per ogni X,Y ∈ P(S) e per ogni a, b ∈ S):
(i) (riflessivita`) X ⊆ cl(X),
(ii) (monotonia) se X ⊆ Y allora cl(X) ⊆ cl(Y ),
(iii) (transitivita`) cl(cl(X)) = cl(X),
(iv) (scambio) se a ∈ cl(X ∪ {b}) e a /∈ cl(X), allora b ∈ cl(X ∪ {a}),
(v) (carattere finito) se a ∈ cl(X) allora esiste un sottoinsieme finito X ′ ⊆ X tale
che a ∈ cl(X ′).
(S, cl) e` detta geometria se e` una pregeometria e in piu` soddisfa:
(vi) cl(∅) = ∅,
(vii) per ogni a ∈ S cl({x}) = {x}.
Esempio 2.1.2. 1. Sia S un insieme e cl : P(S)→ P(S) definito da cl(A) = A per
ogni A ⊆ S, allora (S, cl) e` una geometria detta banale o degenere.
2. Sia V uno spazio vettoriale e sia cl : P(V )→ P(V ) definita da cl(A) = span(A),
∀A ⊆ V . Allora (V, cl) e` una pregeometria ma non una
geometria ( poiche` cl(∅) = {0} e cl({x}) 6= {x} e` la retta passante per x ).
3. Sia V uno spazio vettoriale e P(V ) il corrispondente spazio proiettivo. Dato A ⊆
P(A), definiamo cl(A) il piu` piccolo sottospazio proiettivo di P(V ) contenente A.
Allora (P(V ), cl) e` una geometria.
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4. Sia V uno spazio affine e, dato A ⊆ V , definiamo cl(A) il piu` piccolo sottospazio
affine di V contenente A. Allora (V, cl) e` una geometria.
5. Sia K un campo algebricamente chiuso, dato A ⊆ K, poniamo cl(A) la chiusura
algebrica di A (il piu` piccolo campo algebricamente chiuso contenente A). Allora
(K, cl) e` una pregeometria ma non una geometria (cl(∅) 3 {0, 1}).
Definizione 2.1.3. Sia (S, cl) una pregeometria e sia A ⊆ S. La localizzazione di S
in A e` la pregeometria (S, clA) dove, ∀B ⊆ S, clA(B) = cl(A ∪B).
La localizzazione di una pregeometria (S, cl) ad un suo sottoinsieme A soddisfa tutti
gli assiomi di una pregeometria, ma non e` una geometria se A 6= ∅ poiche` clA(∅) ⊇ A.
Definizione 2.1.4. Un isomorfismo tra due pregeometrie (S1, cl1), (S2, cl2) e` una
bigezione tra S1 e S2 tale che, per ogni A ⊆ S1, f(cl1(A)) = cl2(f(A)).
Esempio 2.1.5.  Se (S1, cl1), (S2, cl2) sono degeneri, allora ogni bigezione tra S1
e S2 e` un isomorfismo.
 Se S1 e S2 sono spazi vettoriali, allora gli isomorfismi coincidono con le appli-
cazioni lineari.
Data una pregeometria (S, cl), esiste un modo canonico per associarle una geometria
(Sˆ, ĉl), detta geometria associata, ponendo:
 Sˆ = {cl({a}) | a ∈ S},
 Dato A ⊆ S, ĉl({cl({a}) | a ∈ A}) = {cl({b}) | b ∈ cl(A)}.
In altre parole Sˆ e` l’insieme quoziente S/∼, dove ∼ e` la relazione d’equivalenza definita
da: a ∼ b se e solo se a ∈ cl(b). Allora, se pi : S → Sˆ e` la proiezione a quoziente,
ĉl(X) = pi(cl(pi−1(X))).
2.2 Basi e dimensione
Definizione 2.2.1. Sia (S, cl) una pregeometria e A ⊆ B sottoinsiemi di S.
 A e` detto sottospazio se cl(A) = A.
 A e` detto indipendente se ∀a ∈ A a /∈ cl(Ar {a})
 Si dice che A genera B se B ⊆ cl(A).
 Se A genera B ed e` indipendente, allora si dice che A e` una base di B.
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Teorema 2.2.2. Siano A ⊆ B due sottoinsiemi di S. Se A e` indipendente, allora e`
possibile estenderlo ad una base di B.
Dimostrazione. Usiamo il lemma di Zorn. Consideriamo la famiglia F di tutti i
sottoinsiemi indipendenti Z di S tali che A ⊆ Z ⊆ B, ordinata attraverso l’inclusione.
Sia {Zi}i∈I ⊆ F una catena, mostriamo che Z =
⋃
i∈I Zi ∈ F . Proviamo che e`
indipendente. Per la proprieta` (v) della 2.1.1, basta provare che ogni sottoinsieme finito
Z0 ⊆ Z e` indipendente. Poiche` gli insiemi Zi sono totalmente ordinati per inclusione,
per ogni sottoinsieme finito Z0 di Z esiste i ∈ I tale che Z0 ⊆ Zi e cio` prova che Z0 e`
indipendente.
Quindi F verifica le ipotesi del lemma di Zorn, quindi esiste F ∈ F massimale,
mostriamo che F e` una base di B. supponiamo, per assurdo, che F non sia una base
di B, allora esiste b ∈ B con b ∈ Brcl(F ) da questo segue, per lo scambio, che F ∪{b}
e` indipendente, ma questo e` assurdo per la massimalita` di F .
In particolare dal teorema segue che ogni sottoinsieme A di S ha una base.
Teorema 2.2.3. Sia A un sottoinsieme di S, allora due basi di A hanno la stessa
cardinalita`.
Dimostrazione. Siano X e Y due basi di A. Consideriamo due casi.
Caso 1. Supponiamo che X = {x1, . . . , xn} sia finito, dimostriamo che |Y | = n per
induzione su n. Il caso n = 0 e` ovvio.
Supponiamo n ≥ 1 e supponiamo la tesi vera ∀m < n. Fissiamo y ∈ Y , poiche`
X e` una base di A, y ∈ cl(x1, . . . , xn), sia (xi1 , ..., xik) un sottoinsieme minimale di
(x1, . . . , xn) tale che y ∈ cl(xi1 , ..., xik). Quindi per lo scambio, xi1 ∈ cl(y, xi2 , ..., xik).
Senza perdita di generalita`, possiamo supporre i1 = 1, quindi x1 ∈ cl(y, x2, ..., xn).
Questo significa che {y, x2, ..., xn} e` una base di A.
Ora consideriamo la localizzazione di S in {y}, (S, cly). Gli insiemi {x2, ..., xn} e
Y r {y} sono due basi di A ( rispetto cly ) e, per ipotesi induttiva, hanno la stessa
cardinalita`: n− 1, allora |Z| = n.
Caso 2. Consideriamo ora il caso in cui sia X che Y siano infiniti. Denotiamo con
PF(Y ) l’insieme dei sottoinsiemi finiti di Y . Consideriamo la funzione f : X → PF(Y )
che associa ad ogni x ∈ X un sottoinsieme finito f(x) ⊆ Y tale che x ∈ cl(f(x)) ( tale
insieme esiste per la proprieta` (v) di 2.1.1 ).
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Poiche` Y e` infinito, |X| ≤ |PF(Y )| = |Y |.
Per simmetria si ha anche la disuguaglianza opposta e dunque la tesi.
Definizione 2.2.4. Dato X ⊆ S, definiamo la dimensione di X, dim(X), come la
cardinalita` di una base di X.
Se Y ⊆ S definiamo la dimensione di X su Y, dim(X/Y ) come la dimensione di X
nella localizzazione di S a Y .
2.3 Chiusura algebrica model-teoretica
Definizione 2.3.1. Sia M una L-struttura, A ⊆ dom(M). Definiamo la chiusura
algebrica (model-teoretica) di A in M come l’insieme acl(A) definito da:
b ∈ acl(A)⇔ ∃B ⊆M A-definibile e finito con b ∈ B.
Ricordiamo che un insieme B ⊆ Mn e` A-definibile se esiste una formula φ(~x,~a), con
parametri ~a in A, tale che B = {~b ∈Mn : M |= φ(~b,~a)}. Se b ∈ acl(A) diremo che b e`
algebrico su A.
Nel caso in cui tale insieme definibile abbia cardinalita` 1, diremo che b e` definibile
su A, e si indica con b ∈ dcl(A).
In altre parole, b e` algebrico su A se soddisfa una formula φ(x,~a) e tale formula ha
un numero finito di “ soluzioni”
∃n φ(b,~a) ∧ ∃<nxφ(x,~a)
Mentre b e` definibile su A se b soddisfa una formula φ(x,~a) a parametri in A e tale
formula ha un’unica soluzione:
φ(b,~a) ∧ ∃=1xφ(x,~a)
Lemma 2.3.2. Sia M una L-struttura, allora l’operatore di chiusura algebrica acl :
P(M)→ P(M) ha le seguenti proprieta`:
(i) ∀A ∈ P(M), A ⊆ acl(A).
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(ii) ∀A ⊆ B ⊆M , acl(A) ⊆ acl(B).
(iii) ∀A ∈ P(M), acl(acl(A))) = acl(A).
(iv) ∀a ∈M e ∀A ∈ P(M), se a ∈ acl(A) allora ∃A0 ⊆ A finito con a ∈ A0.
Dimostrazione. (i) e (ii) sono ovvie.
(iv) Segue dal fatto che se un insieme A-definibile, allora esiste A0 ⊆ A finito tale che
tale insieme e` A0-definibile.
(iii) Mostriamo che acl(acl(A)) ⊆ acl(A), l’altra inclusione e` ovvia. Sia b ∈ acl(acl(A)),
per il carattere finito esistono a1, ..., an ∈ acl(A) tali che b ∈ acl(a1, ..., an). Dunque
esistono una formula φ(x, a1, ..., an) e k < ω, tali che:
M |= φ(b, a1, ..., an) ∧ ∃≤kx φ(x, a1, ..., an).
Ora ogni ai, per i = 1, ..., n, e` algebrico su A, quindi, per ogni i = 1, ..., n, esistono
una L(A)-formula φi(y) tali che:
M |= φi(ai) ∧ ∃≤kiy φi(y).
Poniamo ψi(y) ≡ φi(y) ∧ ∃≤kiw φi(w)
In conclusione b soddisfa la L(A)-formula:
Φ(x) ≡ ∃y1, ..., yn(ψ1(y1) ∧ ... ∧ ψn(yn) ∧ ∃≤kz φ(z, y1, ..., yn) ∧ φ(x, y1, ..., yn)).
Quindi b e` algebrico su A.
Osservazione 2.3.3. Sia M un campo algebricamente chiuso. Dimostreremo in se-
guito (osservazione 2.4.7) che la chiusura algebrica classica in M coincide con quella
model-teoretica. Sopra abbiamo fornito una dimostrazione alternativa del fatto che
algebrico su algebrico e` algebrico.
Definizione 2.3.4. Siano M e N due L-strutture. Dati due insiemi A ⊆M e B ⊆ N ,
una bigezione elementare tra A e B e` una mappa biunivoca f : A→ B che induce un
isomorfismo tra la struttura generata da A in M e la struttura generata da B in M .
Lemma 2.3.5. [TZ12, Lemma 5.6.4] Siano M e N due L-strutture e f : A→ B una
bigezione elementare da un sottoinsieme A ⊆M a B ⊆ N . Allora f si estende ad una
bigezione elementare tra acl(A) e acl(B).
Osservazione 2.3.6. Dal lemma precedente segue in particolare che la chiusura alge-
brica di un insieme e` unica (a meno di bigezione elementare).
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2.4 Strutture fortemente minimali
Definizione 2.4.1. Sia M una L-struttura. M si dice minimale se ogni sottoinsieme
definibile in M e` finito o cofinito. M si dice fortemente minimale se ogni sua estensione
elementare e` minimale.
Piu` in generale, diremo che un insieme M -definibile X ⊆ Mn e` minimale se ogni
suo sottoinsieme Y M -definibile e` finito o relativamente cofinito (cioe` X r Y e` finito).
Una formula ϕ(~x) con parametri da M e` fortemente minimale se, in ogni estensione
elementare N M , l’insieme definito da ϕ(~x) in N e` minimale.
Lemma 2.4.2. Sia M una struttura fortemente minimale, siano a, b ∈ M e A ⊆
dom(M). Se a ∈ acl(b, A), a /∈ acl(A) allora b ∈ acl(a,A).
Dimostrazione. Supponiamo a ∈ acl(b, A) allora esiste una formula ϕ(x, b, A) tale che
l’insieme {x | M |= ϕ(x, b, A)} e` finito e a appartiene a tale insieme.
Notazione: poniamo ∃∞xϕ(x) ≡ ∀n ∈ N ∃>nxϕ(x). Poiche` M e` fortemente mini-
male, l’insieme {x | M |= ϕ(x)} e` finito o cofinito dunque ∃∞x ϕ(x) e` equivalente alla
formula ∃=ny ¬ϕ(y), per un qualche n ∈ N.
Ora supponiamo che b /∈ acl(a,A), poiche` b ∈ B := {y | ∃=nxϕ(x, y,A)∧ϕ(a, y, A)},
tale insieme deve essere infinito, ovvero
∃=∞b′(∃=nx ϕ(x, b′, A) ∧ ϕ(a, b′, A)),
quindi B ha complementare finito cioe` esiste k ∈ N tale che:
∃b1, ..., bk∀b′ 6= bi, i = 1, ..., k, (∃=nx ϕ(x, b′, A) ∧ ϕ(a, b′, A)) := Ψ(a,A)
Ora, per ipotesi a /∈ acl(A), allora ∃=∞a Ψ(a,A) il che e` assurdo.
Esempio 2.4.3. In (Z,+, ·, <) non vale la proprieta` dello scambio (quindi, in par-
ticolare, (Z,+, ·, <) non e` fortemente minimale) consideriamo ad esempio la formula
θ(x, a, c) che esprime
a ≡ b (mod c) ∧ b < c,
allora c ∈ acl(a, b) (c divide a−b e a−b ha un numero finito di divisori in Z), c /∈ acl(b),
ma a /∈ acl(b, c) (esistono infiniti interi a che soddisfano a− b e` multiplo di c).
Definizione 2.4.4. Una L-teoria T ammette l’eliminazione dei quantificatori se per
ogni L-formula θ(~x), esiste una L-formula senza quantificatori γ(~x) tale che T |=
∀~x(θ(~x)↔ γ(~x)).
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Esempio 2.4.5. Un campo algebricamente chiuso M e` fortemente minimale.
Dimostrazione. Sia X un sottoinsieme definibile di M ; dobbiamo mostrare che X e`
finito o cofinito. Per eliminazione dei quantificatori (vedi [Ber10, Teorema 10.1]), X e`
combinazione Booleana di sottoinsiemi di M definiti da formule atomiche. Dato che
la classe degli insiemi finiti o cofiniti e` stabile per unioni finite, intersezioni finite e
complementi, basta trattare il caso in cui X e` definito da una formula atomica.
Ogni formula atomica (con parametri da M) nel linguaggio dei campi equivale ad
una equazione polinomiale p(x) = 0 con p(x) ∈ M [x]. Per concludere basta ricordare
che un polinomio non banale in un campo algebricamente chiuso ha un numero finito
di zeri.
Esempio 2.4.6. Uno spazio vettoriale infinito V su un campo K e` fortemente mini-
male.
Dimostrazione. Sia X ⊆ V un insieme definibile. Sempre per eliminazione dei quan-
tificatori, possiamo supporre che X sia definito da una L-formula atomica.
Le formule atomiche nel linguaggio degli spazi vettoriali sono della forma rx = a,
con r ∈ K e a ∈ V . L’insieme di vettori che soddisfano l’equazione rx = a e` o V o
l’insieme vuoto oppure un singolo vettore.
Osservazione 2.4.7. In un campo algebricamente chiuso M la chiusura algebrica
model teoretica acl(−) coincide con la chiusura algebrica nel senso algebrico (ossia
quella che associa ad ogni sottoinsieme A di M il piu` piccolo campo algebricamente
chiuso A¯ contenente A).
Infatti, supponiamo a ∈ acl(A), dove A ⊆M , allora a ∈ X per un qualche insieme
finito X A-definibile. Allora X e` combinazione booleana di insiemi della forma Xp =




Yij , dove I, J sono
insiemi finiti e ogni Yij e` della forma Xp o ¬Xp = {x : p(x) 6= 0}. Poiche` X e` finito,
∀i∃j tale che Yij e` finito, quindi e` della forma Xp. Quindi, in conclusione esistono i, j
tali che a ∈ Yi,j = Xpij cioe` esiste un polinomio pij ∈ A[x] con pij(a) = 0, dunque
a ∈ A¯. L’altra inclusione, A¯ ⊆ acl(A) e` ovvia.
In maniera analoga si dimostra che nei campi vettoriali infiniti acl ≡ span.
Lemma 2.4.8. Sia M fortemente minimale. Due elementi a, b ∈M non algebrici su
A ⊆ dom(M) hanno lo stesso tipo su A.
Dimostrazione. Sia X ⊆ M un insieme definibile su A, dobbiamo dimostrare che
a ∈ X ⇔ b ∈ X. In caso contrario, uno dei due e` in X e l’altro no. Ma X o Xc e` finito
e dunque o a o b e` algebrico su A.
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Definizione 2.4.9. Sia N fortemente minimale e siano a1, .., an in N . Un sottoinsieme
X di a1, .., an si dice generante se la sua chiusura algebrica contiene tutti gli ai.
X e` detto algebricamente indipendente se ∀x ∈ X, x /∈ acl(X r x)
Infine X e` detto una base di a1, .., an se e` sia generante che algebricamente indipen-
dente.
Teorema 2.4.10. Tutte le basi di a1, .., an hanno la stessa cardinalita`, dim(a1, .., an),
detta dimensione di {a1, ..., an}. Inoltre ogni insieme indipendente massimale e` anche
generante.
Analoghe conclusioni valgono rimpiazzando in tutte le definizioni “algebrico” con
“algebrico su P”, dove P ⊆ dom(N) e` un insieme di parametri.
Dimostrazione. Da 2.4.2 e da 2.3.2 segue che (M,acl) e` una pregeometria dunque la
tesi segue da 2.2.3.
Definizione 2.4.11. Similmente definiamo dim(a1, .., an/B), doveB ⊆ dom(N), come
la cardinalita` di un sottoinsieme di a1, .., an che sia massimale tra quelli algebricamente
indipendenti su B.
Definizione 2.4.12. Data una struttura fortemente minimale M e un insieme defini-
bile X ∈ Mn, definiamo la dimensione di X, dim(X), come la massima dimensione
delle n-uple di X.
Similmente definiamo la dimensione di X su un insieme A di parametri, che
indichiamo con dim(X/A), come la massima dimensione su A delle n-uple di X.
Teorema 2.4.13. Sia M una struttura fortemente minimale. Dati A ⊆ M e due
tuple finite a¯ = (a1, ..., am), b¯ = (b1, ..., bn) di elementi di M , si ha:
dim(a¯ b¯ /A) = dim(a¯ /A) + dim(b¯ /A ∪ {a}).
Dimostrazione. Sia a¯′ una base di (a1, ..., am) su A e b¯
′
una base di (b1, ..., bn) su
A∪{a¯}. Senza perdita di generalita` possiamo supporre che a¯′ = (a1, ..., ah) con h ≤ m
e b¯
′
= (b1, ..., bk) con k ≤ n. Vogliamo dimostrare che (a1, ..., ah, b1, ..., bk) e` una
base di (a1, ..., am, b1, ..., bn) su A. Sicuramente e` generante dimostriamo quindi che e`
algebricamente indipendente.
Supponiamo che ∃i ∈ {1, ..., h} tale che ai ∈ acl((A∪ {a1, ..., ah, b1, ..., bk})r {ai}).
Sia B′ il piu` piccolo sottoinsieme di {b1, ..., bk} tale che ai ∈ acl((A ∪ {a1, ..., ah} ∪
B′)r {ai}) quindi ∀b ∈ B′ ai /∈ acl((A∪ {a1, ..., ah} ∪ (B′r {b}))r {ai}) allora, per lo
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scambio, b ∈ acl(A ∪ {a1, ..., ah} ∪B′ r {b}), supponiamo per semplicita` b = b1, allora
b1 ∈ acl(A ∪ {a¯∪{b2, ..., bk}} il che e` assurdo essendo {b1, ..., bk} una base su A ∪ {a¯}.
Analogamente si dimostra che, ∀i ∈ {1, ..., k}, bi /∈ acl((A∪{a1, ..., ah}∪{b1, ..., bk})r
{bi}).
Osservazione 2.4.14. In 2.4.13, basta come ipotesi che (M,acl) sia una pregeometria,
ossia che la chiusura algebrica in M goda della proprieta` dello scambio.
Osservazione 2.4.15. Sia M una L-struttura fortemente minimale (in realta` basta
(M,acl) pregeometria), a¯ = (a1, ..., an) una n-ulpa di elementi di M e A ⊆M . Allora
dim(a¯ /A) dipende solo da tp(a¯ /A).
Dimostrazione. Sia b¯ = (b1, ..., bn) una n-upla di elementi di M tale che tp(b¯ /A) =
tp(a¯ /A), vogliamo dimostrare che dim(b¯ /A) = dim(a¯ /A). Procediamo per induzione
su n. Se n = 1 dim(a1/A) = 0 ⇔ a e` algebrico su A. Se tp(b1/A) = tp(a1/A), allora
a1 e b1 appartengono agli stessi insiemi A-definibili, quindi anche b1 e` algebrico su A
e dim(b1/A) = 0.
Sia n ≥ 2, supponiamo la tesi vera ∀m < n, per l’additivita` della dimensione (teore-
ma 2.4.13), dim(a1, ..., an/A) = dim(a1/A) +dim(a2, ..., an/Aa1) e dim(b1, ..., bn/A) =
dim(b1/A) + dim(b2, ..., bn/Ab1). Poiche` tp(b1, ..., bn/A) = tp(a1, ..., an/A), allora
tp(b1/A) = tp(a1/A) e, per ipotesi induttiva, dim(a1/A) = dim(b1/A). Basta quindi
provare che dim(a2, ..., an/Aa1) = dim(b2, ..., bn/Ab1). Poiche` tp(a2, ..., an/Aa1) =
tp(b2, ..., bn/Ab1), allora dim(a2, ..., an/Aa1) = dim(b2, ..., bn/Aa1) (per ipotesi indutti-
va). Per concludere dobbiamo provare che dim(b2, ..., bn/Aa1) = dim(b2, ..., bn/Ab1).
Usando l’additivita` otteniamo:
dim(b2, ..., bn/Aa1) + dim(a1/A) =
dim(a1, b2, ..., bn/A) =
dim(a1, b2, ..., bn−1/Abn) + dim(bn/A).
Poiche` tp(a1, b2, ..., bn−1/Abn) = tp(b1, ..., bn−1/Abn), usando l’ipotesi induttiva e
ancora l’additivita`, si ha che:
dim(b2, ..., bn/Aa1) =
dim(b1, ..., bn−1/Abn) + dim(bn/A)− dim(a1/A) =




In questo capitolo daremo una caratterizzazione della chiusura definibile e algebrica
nel modello mostro M di una teoria completa T attraverso lo studio dell’azione del
gruppo Aut(M) con un approccio simile alla teoria di Galois per i campi. Precisamente
dimostreremo che:
 un elemento a ∈ M e` definibile su A ⊆ M (a ∈ dcl(A)) se e solo se a e` fissato da
ogni automorfismo di M che fissa A puntualmente (indicheremo con AutA(M) il
gruppo di tali automorfismi);
 un elemento a ∈ M e` algebrico su A ⊆ M (a ∈ acl(A)) se e solo se l’orbita OA(a)
di a sotto l’azione di AutA(M) e` finita.
Se, invece che i singoli elementi di M, consideriamo gli insiemi definibili in M, otteniamo
che:
 un insieme definibile X ⊆ Mn e` definibile su A ⊂ M (definizione 3.1.1) se e solo
se X e` fissato da ogni elemento di AutA(M);
 un insieme definibile X ⊆ Mn e` quasi-definibile su A (definizione 3.1.4) se e solo
se l’insieme {f(X) | f ∈ AutA(M)} e` finito.
Definiremo inoltre il concetto di definibilita` di un tipo completo della teoria T
(definizione 3.2.1), e, sempre attraverso lo studio dell’azione del gruppo degli automor-
fismi, la definibilita` e la quasi-definibilita` di un tipo su un insieme.
Infine definiremo l’espansione M
eq
degli “immaginari” di M e la relativa teoria estesa
T eq. M
eq
si ottiene aggiungendo ad M dei “codici” per gli insiemi quozienti della forma
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e/E, dove e ∈ Mn ed E e` una relazione d’equivalenza su Mn ∅-definibile. Passando
a questa estensione e` possibile trattare la definibilita` e la quasi-definibilita` in M in
termini di chiusura definibile e algebrica in M
eq
. Vedremo che la struttura estesa M
eq
preserva molte proprieta` della struttura originaria M (come saturazione, omogeneita`...)
ma non tutte, in particolare, se M e` pregeometrica non e` detto che lo sia anche M
eq
.
Mostreremo che e` comunque possibile estendere la funzione di dimensione in M ad una
funzione in M
eq
che soddisfa le stesse proprieta`.
3.1 Automorfismi
Sia T una teoria completa, sia M il modello mostro di T . A meno di restringerci a
insiemi e modelli di cardinalita` inferiore di |M |, possiamo considerare M come “uni-
verso” su cui lavorare, come abbiamo visto in 1.5, ogni modello di cardinalita` minore
di |M | e` isomorfo ad una sottostruttura elementare di M . Indicheremo quindi con
A,B, .. sottoinsiemi di dom(M) e con a¯, b¯, .. le tuple finite di elementi di M.
Notazione. Dato A ⊆ M, indicheremo con AutA(M) il sottogruppo degli automorfismi
di M che fissano A puntualmente.
Definizione 3.1.1. Sia A ⊆ M. X ⊆ Mn si dice A-definibile se esiste una formula
φ(x1, . . . , xn) con parametri in A tale che
X = {~b ∈ Mn : M |= φ(~b)}.
Lemma 3.1.2. Sia X ⊆ Mnun insieme definibile e A ⊆ M. Allora X e` A-definibile
se e solo se ∀f ∈ AutA(M), si ha che f(X) = X (come insieme).
Dimostrazione. Supponiamo che X sia definito in M dalla formula φ(x, a) e a e` in A,
allora f(X) e` definito dalla formula φ(x, f(a)) = φ(x, a).
Viceversa, sia φ(x, b) una formula che definisce X e consideriamo p(y) = tp(b/A).
Allora
p(y) |= ∀x(φ(x, y)↔ φ(x, b)). (3.1)
Infatti, se b′ realizza p, per l’omogeneita` di M esiste un automorfismo f che fissa A
puntualmente tale che f(b) = b′. Quindi f(X) e` l’insieme definito da φ(x, f(b)) =
φ(x, b′). Per ipotesi f(X) = X, quindi φ(x, b) e φ(x, b′) sono equivalenti e l’equazione
3.1 e` verificata.
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Per compattezza, esiste una L(A)-formula ψ(y) ∈ p tale che
M |= ∀y(ψ(y)→ ∀x(φ(x, y)↔ φ(x, b))).
Allora la formula σ(x) = ∃y(ψ(y) ∧ φ(x, y)) e` su A e definisce X.
Definizione 3.1.3. Diciamo che una relazione d’equivalenza su un qualche insieme e`
finita se suddivide l’insieme in un numero finito di classi d’equivalenza.
Definizione 3.1.4. Sia X ⊆ Mn un insieme definibile e sia A ⊆ dom(M). Si dice
che X e` quasi-definibile su A se esiste una relazione d’equivalenza finita E su M
n
A-definibile e tale che X sia unione di E-classi.
Lemma 3.1.5. X e` quasi-definibile su A se e solo se l’insieme {f(X) | f ∈ AutA(M)}
e` finito.
Dimostrazione. Assumiamo che X sia quasi-definibile su A. Allora X e` unione di E-
classi dove E e` una relazione d’equivalenza finita A-definibile. Allora ogni f ∈ AutA(M)
agisce sulle E-classi e quindi, dato che queste sono in numero finito, l’orbita di X sotto
l’azione di AutA(M) e` finita.
Viceversa, sia X definito da φ(x, b). Dato che X ha un numero finito di immagini
sotto l’azione di AutA(M), esistono b1, ..., bn in M tale che per ogni f ∈ AutA(M),
f(X) e` definito da φ(x, bi) per qualche i ≤ n. b1, ..., bn sono i coniugati di b tramite




φ(x, bi)↔ φ(y, bi).
Allora E(x, y) e` definibile e A-invariante. Quindi E(x, y) e` A-definibile e X e` unione
di E-classi.
Osservazione 3.1.6. Da 3.1.2 e 3.1.5 segue che:
1. a ∈ dcl(A) se e solo se a e` fissato da ogni f ∈ AutA(M)
2. a ∈ acl(A) se e solo se a ha un numero finito di immagini sotto l’azione di
AutA(M).
Il prossimo risultato fornisce una utile caratterizzazione della chiusura algebrica di
un insieme.
Lemma 3.1.7. acl(A) e` l’intersezione di tutti i modelli di T contenenti A.
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⊆ acl(A). Sia b /∈
acl(A) allora l’orbita di b sotto l’azione di AutA(M) , OA(B), e` infinita, quindi
(*) |OA(b)| = |M |. Posponiamo per un attimo la dimostrazione di questo fatto. Ora
sia M ⊇ A un modello di T . Per questioni di cardinalita`, OA(b) * M . Esiste quindi
f ∈ AutA(M) tale che f(b) /∈ M , ma allora b /∈ f−1(M) e f−1(M) e` un modello di T
contenente A.
(*), segue dal seguente fatto:
(**) Se p(x) e` un tipo di T , con x tupla finita di variabili, allora vale l’alternativa:
1. p(M) e` finito;
2. |p(M)| = |M |.
Dimostrazione(**). Supponiamo |p(M)| < |M |, allora l’insieme p(x)∪ {x 6= a | p(a)} e`
un tipo. Poiche` non puo` essere realizzato in M, allora esiste A ⊆ p(M) finito tale che
{x 6= a | a ∈ A} non e` consistente con p(x). Quindi A contiene tutte le realizzazioni di
p, cioe` vale l’alternativa.
3.2 Tipi definibili
Notazione. Se A ⊆ M, indichiamo con Sn(A) (o semplicemente S(A)) l’insieme
degli n-tipi completi di T con parametri da A.
Definizione 3.2.1. Sia M |= T . Un tipo p ∈ S(M) si dice definibile se esiste uno
schema di definizione d : L → LM , che ad ogni L−formula δ(x, y) (dove y e` un
parametro) associa la LM -formula d(δ)(y) tale che, per ogni b ∈M si ha:
δ(x, b) ∈ p(x)⇔|= d(δ)(b)
(dove |= d(δ)(b) sta per M |= d(δ)(b)).
d(δ) si chiama δ−definizione per p ed e` unica a meno di equivalenza. Se A ⊆M e`
un insieme di parametri, diciamo che p e` definibile su A (risp. quasi-definibile su A)
se per ogni formula δ(x, y) la δ-definizione di p e` su A (risp. quasi su A).
Osservazione 3.2.2. Se p(x) e` definibile ed e` fissato da ogni automorfismo f ∈
AutA(M), allora p e` definibile su A. Infatti:
{b ∈M : |= d(δ)(b)}f = {b ∈M : δ(x, b) ∈ p(x)}f =
{b ∈M : δ(x, b) ∈ p(x)f} = {b ∈M : δ(x, b) ∈ p(x)} = {b ∈M : |= d(δ)(b)}.
Analogamente si dimostra che, se p e` definibile e ha un numero finito di coniugati
sotto l’azione di AutA(M), allora p e` quasi-definibile su A.
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3.3 Elementi Immaginari
Fissiamo una teoria completa T avente almeno un modello infinito e sia M il suo
modello mostro.
Definizione 3.3.1. 1. Una tupla finita c ⊆ M e` detta codice per un insieme M-
definibile X, se, per ogni α ∈ Aut(M) si ha che α(X) = X (come insieme) se e
solo se α(c) = c.
2. Una base canonica per un tipo completo p di M e` un insieme C fissato puntual-
mente da tutti gli automorfismi che lasciano p invariato.
Osservazione 3.3.2. Per 3.1.2 se c e` un codice per X allora X e` definibile su c (infatti
X e` fissato da ogni c-automorfismo). Inoltre c e` univocamente determinato a meno
di interdefinibilita`. Sia infatti c′ un altro codice per X, allora, dato f ∈ Aut(M),
f(c′) = c′ ⇔ f(X) = X ⇔ f(c) = c quindi, sempre per 3.1.2, c′ ∈ dcl(c) e c ∈ dcl(c′).
Indichiamo con pXq un codice per X. Se X = ϕ(M, b), scriveremo anche pϕ(x, b)q.
Definizione 3.3.3. Diremo che una teoria T elimina gli immaginari (oppure ha
l’eliminazione degli immaginari e.i.) se ogni classe e/E, con E relazione d’equivalenza
∅-definibile in Mn, ha un codice c in M.
Teorema 3.3.4. Se T elimina gli immaginari allora si ha che:
1. Ogni insieme definibile X ⊆ Mn ha un codice.
2. Ogni tipo definibile p ∈ S(M) ha una base canonica.
Dimostrazione. 1. Sia ϕ(x, b) la formula che definisce X in M, dove B e` una tupla di
elementi di M. Sia E la relazione d’equivalenza cos`ı definita:
E(y1, y2)⇔ ∀x(ϕ(x, y1)↔ ϕ(x, y2)).
Sia c un codice per b/E allora c e` un codice per X (se f ∈ Aut(M), f(X) = X ⇔
f(b/E) = b/E ⇔ f(c) = c).
2. Sia dp uno schema di definizione per p (cioe` data ϕ(x, y) ∈ L, dove y e` un parametro,
si ha che ϕ(x, y) ∈ p(x)⇔ M |= dp(ϕ)(y)), allora l’insieme B = {pdp(ϕ)(y)q | ϕ(x, y) ∈
L} e` una base canonica per p.
Lemma 3.3.5. Supponiamo che T elimini gli immaginari. Sia A ⊆ M un insieme di
parametri e X ⊆ Mn un insieme definibile. Allora sono equivalenti:
1. X e` definibile su acl(A).
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2. X ha un numero finito di coniugati sotto l’azione di AutA(M).
3. X e` quasi-definibile su A.
Dimostrazione. L’equivalenza 2⇔ 3 segue da 3.1.5. Proviamo l’equivalenza 1⇔ 2.
Sia c un codice per X, allora X e` definibile in acl(A) se e solo se c ∈ acl(A). Quindi
X ha tanti coniugati sotto l’azione di AutA(M) quanti ne ha c.
Sia ora T una teoria completa arbitraria avente un modello infinito e sia M il
suo modello mostro. Vediamo ora come estendere T ad una teoria T eq (in un nuovo
linguaggio Leq) che elimina gli immaginari.
Un linguaggio a piu` sorti del primo ordine L e` costituito da:
 un insieme di simboli di sorte Si;
 un insieme di simboli di funzione f e di relazione R nei quali viene specificato
per ogni argomento la corrispondente sorte in cui essa varia.
Una L-struttura a piu` sorti M e` costituita da una collezione di insiemi Si(M), detti
sorti di M, in cui vengono interpretati correttamente i simboli di funzione e relazione di
L. (Ad esempio se R(x1, . . . , xn) ∈ L e` un simbolo di relazione dove le variabili xi sono
di sorte Si, allora R
M sara` un sottoinsieme del prodotto cartesiano S1(M)×...×Sn(M).
Data una L−teoria completa T e il suo modello saturo M, definiamo la Leq-struttura
a piu` sorti M
eq
e la relativa teoria T eq.
Il linguaggio Leq e` costituito da:
 L;
 un simbolo di sorte Sφ per ogni L−formula φ(x1, . . . , xn, y1, ..., yn) che definisce
una relazione d’equivalenza E in M
n
;
 un simbolo di funzione fφ per ogni L-formula come sopra, tale che, se S= e` il
simbolo di sorte per la relazione di ugualianza, fφ ha come input variabili di sorte
S= e come output variabili di sorte S=.
Definiamo T eq come la Leq-teoria assiomatizzata da:
 T ;
 per ogni “relazione d’equivalenza” ∅-definibile φ, l’assioma:
∀ x1, . . . , xn, y1, .., yn ∈ S= φ(x1, . . . , xn, y1, .., yn)↔ fφ(x1, . . . , xn) = fφ(y1, .., yn);
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 per ogni “relazione d’equivalenza” ∅-definibile φ, l’assioma che esprime il fatto
che fφ e` surgettiva.
A questo punto possiamo definire M
eq









e per ogni (a1, ..., an) ∈ Mn, fφ(Meq)(a1, ..., an) = (a1, ..., an)/E
Gli elementi della forma b/E si chiamano immaginari.
Lemma 3.3.6. Con le notazioni di sopra:
1. i modelli di T eq sono esattamente le strutture M eq al variare di M in Mod(T );
2. ogni isomorfismo tra due modelli M e N di T si estende ad un unico isomorfismo
tra M eq e N eq;
3. T eq e` completa;
4. se a e b sono β-uple di elementi in M e N rispettivamente, tali che tpM (a) =
tpN (b) allora tpMeq(a) = tpNeq(b);
5. per oqni Leq-formula ψ(x1, . . . , xn), dove xi ∈ Si, esiste una L−formula ϕ(y¯1, ..., y¯n)
tale che:
T eq |= ∀y¯1, ..., y¯n(ϕ(y¯1, ..., y¯n)↔ ψ(fE1(y¯1), ..., fEn(y¯n)));
6. se M e N sono due modelli di T tali che M ≺ N , allora M eq ≺ N eq;
7. M
eq
e` κ−saturo e fortemente κ−omogeneo.
Dimostrazione. Vedi [Pil03, Lemma 1.7, 1.9 e 1.10].
Lemma 3.3.7. T eq elimina gli immaginari
Dimostrazione. Vedi [Pil03, Lemma 1.17]
Lemma 3.3.8. Sia X ⊆ Mn un insieme definibile, sia c un codice per X in Meq e sia
A ⊆ M un insieme di parametri, allora:
1. X e` definibile su A ⇔ c ∈ dcleq(A);
2. X e` quasi definibile su A ⇔ X e` acleq(A)-definibile in Meq ⇔ c ∈ acleq(A).
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Dimostrazione. Segue direttamente dal fatto che T eq elimina gli immaginari e da 3.3.5.
Definizione 3.3.9. Sia T una teoria completa avente almeno un modello infinito e sia
M il suo modello mostro.
1. Si dice che T ha l’eliminazione degli immaginari (e.i) se ogni elemento immagi-
nario e ∈ Meq e` interdefinibile con un elemento reale.
2. Si dice che T ha l’eliminazione debole degli immaginari (w.e.i.) se per ogni
elemento immaginario e ∈ Meq esiste una tupla reale c in M tale che e ∈ dcleq(c)
e c ∈ acl(e).
3. Si dice che T ha l’eliminazione degli immaginari finiti (e.f.i.) se ogni insieme
finito X ⊆ Mn definibile ha un codice in M.
4. Si dice che T ha l’eliminazione geometrica degli immaginari (g.e.i.) se per ogni
elemento immaginario e ∈ Meq esiste una tupla reale c in M tale che e ∈ acleq(c)
e c ∈ acl(e).
Lemma 3.3.10. La teoria T ha la e.i. se e solo se ha la w.e.i. e la e.f.i.
Dimostrazione. Se T ha la e.i. allora e` ovvio che ha anche la w.e.i. e la e.f.i. Dimo-
striamo l’implicazione inversa. Per prima cosa proviamo il seguente fatto: T ha la w.e.i.
se e solo se ogni elemento immaginario e` interdefinibile con il codice di un insieme finito
di n-uple reali. Infatti, se e ∈ dcleq(c), c ∈ acleq(e) e {c1, ..., cm} sono i coniugati di
c su e, allora e e` interdefinibile con p{c1, ..., cm}q. Viceversa se e e` interdefinibile con
p{c1, ..., cm}q, allora e ∈ dcleq(c1, ..., cm) e (c1, ..., cm) ∈ acl(e). Supponiamo che T
abbia la w.e.i e la e.f.i. Dato e ∈ Meq, vogliamo dimostrare che esiste una elemento
reale c tale che e ∈ dcleq(c) e c ∈ dcleq(e). Per quanto visto sopra, e e` interdefinibile con
il codice di un insieme finito di n-uple reali f = p{c1, ..., cm}q ∈ Meq. Poiche` T ha la
e.f.i. allora posso prendere un codice f ′ di {c1, ..., cm} reale. Quindi e e` interdefinibile
con f che a sua volta e` interdefinibile con f ′ ∈ M. In conclusione e e` interdefinibile
con f ∈ M.
Lemma 3.3.11. Sia T fortemente minimale con acl(∅) infinito, allora T ha la w.e.i.
Dimostrazione. Sia e = c/E un elemento immaginario. E` sufficiente mostrare che c/E
contiene un elemento algebrico su e o, piu` in generale, che ogni insieme definibile non
vuoto X ∈ Mn contiene un elemento di A = acl(pXq). Procediamo per induzione su
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n. Se n = 1, allora ci sono due casi: se X e` finito allora X e` un sottoinsieme di acl(∅) e
dunque di A, se invece X e` infinito il suo complementare e` finito dunque X∩ acl(∅) 6= ∅
quindi X ∩A 6= ∅.
Se n > 1, consideriamo la proiezione Y di X sulla prima coordinata, allora Y
contiene un elemento a ∈ acl(pY q) ⊆ A. Per ipotesi induttiva, la fibraXa(= pi−11 (a)∩X
dove pi1 e` la proiezione sulla prima coordinata) contiene b ∈ acl(pXaq). E visto che
a ∈ acl(pY q) ⊆ acl(pXq), ne segue facilmente che acl(pXaq) ⊆ acl(pXq). Dunque
b ∈ acl(pXq) e (a, b) ∈ X ∩ acl(pXq).
Corollario 3.3.12. La teoria ACFp dei campi algebricamente chiusi di caratteristica
p ha l’eliminazione degli immaginari.
Dimostrazione. ACFp e` fortemente minimale, dunque, per 3.3.11 ha la w.e.i. Dunque,
per 3.3.10, basta mostrare che ha l’eliminazione degli immaginari finiti.
Sia S = {c0, ..., ck−1} un insieme di n-uple ci = (cij)j<n. Consideriamo il polinomio:









Ogni automorfismo di M fissa p se e solo se lascia invariato S come insieme. I coefficienti
di p sono un codice di S.
3.4 Dimensione in T eq
Sia T una teoria pregeometrica (cioe` la chiusura algebrica model teoretica ha lo
scambio) e sia M il suo modello mostro. Nel capitolo 2, abbiamo definito una nozione
di dimensione per gli insiemi definibili in M, in questa sezione vogliamo estenderla agli
insiemi definibili in M
eq
. In generale la chiusura algebrica acleq(−) in Meq non ha
lo scambio, se pero` ci restringiamo ad elementi reali (cioe` in M) continua a valere lo
scambio: dati a, b ∈ M e A ⊆ Meq, se a ∈ acleq(Ab) e a /∈ acleq(A) allora b ∈ acleq(Aa),
([Gag05, Lemma 3.1]). Quindi possiamo definire la dimensione di tuple reali anche su
parametri immaginari: data una tupla a in M e dato un insieme di parametri A ⊆ Meq,
la dimensione di a su A, dim(a/A), e` la cardinalita` di una sottotupla massimale di a
indipendente su A.
La funzione dim(−/−), dove il primo argomento varia tra le tuple finite in M e il
secondo tra i sottoinsiemi di M
eq
, soddisfa le proprieta`:
(i) se a ∈ acleq(A) allora dim(a/A) = 0,
(ii) per ogni tupla reale a e insieme A esiste A′ ⊆ A finito con dim(a/A) = dim(a/A′),
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(iii) se A ⊆ B, allora dim(a/B) ≤ dim(a/A),
(iv) per ogni A ⊆ Meq la funzione dim(−/A) e` additiva: dim(ab/A) = dim(a/A) +
dim(b/Aa),
(v) il valore di dim(a/A) dipende solo da tp(a/A).
Ora vogliamo estendere la funzione dim(−/−) anche sulle tuple immaginarie, in
modo che continui a soddisfare le proprieta` (i)-(v). Sappiamo che ogni tupla finita
a in M
eq
e` definibile su una qualche tupla reale b, quindi, per la (iv), si deve avere:
dim(b/Aa) + dim(a/A) = dim(ab/A) = dim(b/A) + dim(a/Ab) = dim(b/A), poiche`,
per (i), dim(a/Ab) = 0. Quindi dim(a/A) = dim(b/A)− dim(b/A).
Definizione 3.4.1. Sia a una tupla finita di elementi di M
eq
e sia A ⊆ Meq. Definiamo
dim(a/A) = |b|−dim(b/Aa) dove b e` una tupla finita reale algebricamente indipendente
su A e tale che a ∈ acleq(Ab).
Mostriamo ora che la definizione e` ben posta, non dipende cioe` dalla scelta di b.
Teorema 3.4.2. Data a tupla finita in M
eq
e dato A ⊆ Meq, dim(a/A), definita in
3.4.1, non dipende dalla scelta di b. In piu` dim(a/A) = dim(b/A) − dim(b/Aa) per
ogni ogni tupla finita reale b tale che a sia algebrico su Ab.
Dimostrazione. Sia b una tupla finita in M, algebricamente indipendente su A e tale
che a ∈ acleq(Ab). Allora dim(a/A) = |b| − dim(b/Aa). Sia b′ ⊆ b una sottotupla
massimale di b algebricamente indipendente su Aa, quindi dim(a) = |b|−|b′|. Scegliamo
c tupla finita reale e c′ una sottotupla di c, tali che |c|− |c′| sia minimale tra quelle che
soddisfano:
(i) c e` algebricamente indipendente su A,
(ii) a ∈ acleq(Ac),
(iii) c′ e` algebricamente indipendente su Aa e massimale.
Vogliamo dimostrare che |b|−|b′| = |c|−|c′|, per fare cio` basta provare la disuguaglianza
|b| − |b′| ≤ |c| − |c′|. Sia d |= tp(c/Aa) tale che la sottotupla d′ ⊆ d corrispondente
a c′ sia algebricamente indipendente su Aab. d e d′ soddisfano le condizioni (i)-(iii).
b′ ∈ acleq(Aab) e b′ /∈ acleq(Aa) allora per lo scambio (che vale sulle tuple reali) b ∈
acl(Aab′), in piu` a ∈ acleq(Abb′) quindi a e b sono interalgebrici su Ab′. Anche a e d sono
interalgebrici su Ad′, inoltre d ∈ acleq(Abd′), dunque dim(d/Ab) = dim(d′/Ab) = |d′|.
Poiche` b e d sono reali, possiamo applicare l’additivita` della dimensione: dim(d/Ab) +
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dim(b/A) = dim(b/Ad) + dim(d/A), allora |b| − dim(b/Ad) = |d| − |d′|. Poiche` b ∈
acleq(Aab′) e a ∈ acleq(Ad) allora b ∈ acleq(Ab′d) e dim(b/Ad) = dim(b′/Ad) ≤ |b′|.
Quindi |b| − |b′| ≤ |b| − dim(b/Ad) = |d| − |d′| = |c| − |c′|, dove l’ultima uguaglianza
segue dalla scelta di d e d′.
Proviamo ora la seconda parte del teorema. Sia b una tupla reale tale che a ∈
acleq(Ab), sia c′ una sottotupla massimale di b indipendente su Aa (cioe` dim(b/Aa) =
|c′|). Usando il lemma dello scambio, possiamo estendere c′ ad una sottotupla mas-
simale c ⊆ b indipendente su A (teorema 2.2.2). In piu` a ∈ acleq(Ac) quindi, dalla
definizione, segue che dim(a/A) = |c| − |c′| = dim(b/A)− dim(b/Aa).
Proposizione 3.4.3. Se T e` una teoria pregeometrica, la dimensione dim(−/−) in
M
eq
definita in 3.4.1 ha le seguenti proprieta`:
(i) se a ∈ acleq(A) allora dim(a/A) = 0,
(ii) per ogni tupla a e insieme A esiste A′ ⊆ A finito con dim(a/A) = dim(a/A′),
(iii) se A ⊆ B allora dim(a/B) ≤ dim(a/A),
(iv) per ogni A ⊆ Meq la funzione dim(−/A) e` additiva: dim(ab/A) = dim(a/A) +
dim(b/Aa),
(v) il valore di dim(a/A) dipende solo da tp(a/A).
Dimostrazione. Le proprieta` (ii),(iii) e (iv) seguono direttamente dalla definizione e
dal fatto che sono verificate nel caso reale. Anche la (i) e` immediata, infatti, se a ∈
acleq(A), possiamo prendere, nella definizione di dim(a/A), b uguale alla tupla vuota.
Proviamo la (v). Poniamo, per semplicita` A = ∅. Se a e b sono due tuple in M eq
con tp(a) = tp(b), vogliamo provare che dim(a) = dim(b). Sia a′ una tupla reale tale
che a ∈ acleq(Aa′). Poiche` a e b hanno lo stesso tipo (soddisfano le stesse Leq-formule),
sono interalgebrici quindi b ∈ acl(Aa′) e acleq(a) = acleq(b). In conclusione dim(a) =
dim(a′)− dim(a′/a) = dim(a′/acleq(a)) = dim(a′)− dim(a′/acleq(b)) = dim(b).
Osservazione 3.4.4. Nel caso reale nel primo punto della proposizione vale anche
l’implicazione inversa, cioe` dim(a/A) = 0 implica che a ∈ acleq(A). Nel caso immag-
inario invece non e` detto, se dim(a/A) = 0 si puo` dire solo che esiste b reale, con
a ∈ acleq(Ab) tale che dim(b/A) = dim(b/Aa) e, senza lo scambio, non si puo` conclu-
dere che a ∈ acleq(A). Se pero` T ha l’eliminazione geometrica degli immaginari (cioe`
se ogni elemento immaginario e` interalgebrico con una tupla finita reale), allora nella
definizione di dim(a) possiamo prendere b reale e interalgebrico con a. Allora risulta
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dim(a) = dim(b). Se dim(a/A) = 0 allora esiste b reale con a ∈ acleq(b) e b ∈ acleq(A)
tale dim(b/A) = 0, ma allora b ∈ acleq(A) e quindi a ∈ acleq(A).
Capitolo 4
Rango di Morley
Data una teoria T definiamo rango su T una mappa R che associa ad ogni tipo
completo, formula oppure insieme definibile in un modello di T un ordinale oppure il
valore ∞.
In questo capitolo definiremo una funzione di rango definito su formule: il rango di
Morley RM . Per fare cio` introdurremo prima il rango di Cantor-Bendixon, RCantor,
definito sugli insiemi definibili di una strutturaM . RCantor dipende strettamente dalla
scelta della struttura M , infatti se X ⊆ Mn e` definito da una L(M)-formula φ(x, a¯)
e N e` un’estensione elementare di M , allora il rango di Cantor-Bendixon dell’insieme
definito da φ(x, a¯) in N e` maggiore rispetto a quello di X (lemma 4.1.5). Se pero` ci si
restringe a strutture ω-sature, il rango non cambia se si passa ad estensioni elementari
(lemma 4.1.6).
Il rango di Morley di una formula φ(x, a¯) con parametri a¯ in una struttura M ,
si definisce esattamente come il rango di Cantor-Bendixon dell’insieme definito dalla
formula in un’estensione ω-satura di M (ad esempio nel modello mostro M di Th(M)).
Chiameremo totalmente trascendenti le teorie in cui e` sempre definito il rango di
Morley, cioe`, per ogni L-formula (con parametri) φ(x, a¯), RM(φ(x, a¯)) < ∞. Esempi
di teorie totalmente trascendenti sono le teorie di strutture fortemente minimali dove il
rango di Morley oltre ad essere sempre definito coincide con la dimensione geometrica
(teorema 4.3.4), quindi in particolare e` sempre finito (a valore nei naturali) e additivo,
inoltre dimostreremo che e` anche definibile (teorema 4.3.7).
4.1 Rango di Cantor-Bendixon
Definizione 4.1.1. Sia M una L-struttura e sia X ⊆Mn un insieme definibile in M .
Il rango di Cantor-Bendixon di X, RCantor(X), e` definito come il minimo ordinale,
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se esiste, che soddisfa le seguenti disuguaglianze:
1. RCantor(X) ≥ 0 se X 6= ∅;
2. RCantor(X) ≥ α+ 1 se esistono degli insiemi definibili disgiunti Xi ⊂ X, i < ω,
tali che RCantor(Xi) ≥ α ∀i < ω;
3. se λ e` un ordinale limite, RCantor(X) ≥ λ se RCantor(X) ≥ α ∀α < λ.
Se vale RCantor(X) ≥ α per ogni ordinale α, allora diremo RCantor(X) =∞.
Chiaramente X ⊆ Y implica che RCantor(X) ≤ RCantor(Y ).
Lemma 4.1.2. RCantor(X ∪ Y ) = max{RCantor(X), RCantor(Y )}.
Dimostrazione. Dimostriamo, per induzione su α, che se RCantor(X ∪ Y ) ≥ α allora
RCantor(X) ≥ α o RCantor(Y ) ≥ α.
Se α = 0, RCantor(X ∪ Y ) ≥ 0 implica X ∪ Y 6= ∅ il che implica X 6= ∅, e quindi
RCantor(X) ≥ 0, oppure Y 6= ∅, e quindi RCantor(Y ) ≥ 0.
Il caso α ordinale limite e` banale.
Se α = β+1, RCantor(X∪Y ) ≥ β+1 implica che X∪Y contiene infiniti sottoinsiemi
definibili e disgiunti Zi, con i < ω, tali che
RCantor(Zi) ≥ β ∀i < ω. Scrivendo Zi = (Zi ∩X) ∪ (Zi ∩ Y ) e applicando l’ipotesi
induttiva, abbiamo che RCantor(Zi∩X) ≥ β oppure RCantor(Zi∩Y ) ≥ β. Rimpiaz-
zando Zi con Zi ∩X o Zi ∩ Y , possiamo assumere che ciascuno dei Zi sia contenuto
in X o in Y . Ma allora almeno uno tra X e Y deve contenere infiniti Zi, da cui la
tesi.
Osservazione 4.1.3. La seconda clausola della definizione 4.1.1 equivale a:
2′. RCantor(X) ≥ α + 1 se per ogni n < ω esistono n insiemi definibili e disgiunti
Xi ⊂ X tali che RCantor(Xi) ≥ α ∀i < n.
Infatti sia, per ogni n, Cn una famigli di n sottoinsiemi definibili e disgiunti di X
ciascuno dei quali avente rango almeno α. A meno di allargare uno degli insiemi,
possiamo assumere che Cn partizioni X. Usando il lemma 4.1.2, possiamo assumere
che la partizione Cn+1 raffini Cn. Fatte queste riduzioni, sia C =
⋃
nCn, poiche` C e`
infinito, deve esistere una successione infinita (Zi, i < ω) in C tale che ogni Zi+1 sia
strettamente incluso in Zi ∀i < ω. Osserviamo che Zi − Zi+1 e` unione di insiemi di
uno dei Cn e quindi ha rango almeno α. Per concludere basta osservare che gli insiemi
Zi − Zi+1 sono a due a due disgiunti.
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Definizione 4.1.4. Se φ(x, a) e` una formula con parametri da M , dove M ≺ N ,
definiamo RCantorN (φ(x, a)) come il rango di Cantor-Bendixon dell’insieme definito
da φ(x, a) in N , φ(x, a)(N).
Lemma 4.1.5. Se M ≺ N e φ(x, a) e` una formula con parametri da M , allora
RCantorM (φ(x, a) ≤ RCantorN (φ(x, a).
Dimostrazione. Ovvio.
Se M e` ω − satura, il rango non cambia passando ad estensioni elementari di M .
Precisamente:
Lemma 4.1.6. Sia M una struttura ω-satura e sia φ(x, a) una formula con parametri
a = (a1, ..., ak) ∈Mk. Sia N M e sia b ∈ Nk una k−upla con lo stesso tipo di a (in
particolare possiamo prendere b = a), allora RCantorM (φ(x, a) = RCantorN (φ(x, b)
Dimostrazione. Per 4.1.5, basta mostrare che, per ogni α, RCantorN (φ(x, b)) ≥ α
implica che RCantorM (φ(x, a) ≥ α. Procediamo per induzione su α. I casi α = 0 e
α ordinale limite sono banali; supponiamo dunque RCantorN (φ(x, b)) ≥ β + 1. Dato
m ∈ ω esistono dunque m insiemi disgiunti, definiti da formule θi(x, ci) con ci ∈ Nki ,
tali che RCantorN (θi(x, ci)) ≥ α e {x| θi(x, ci)} ⊆ {x| φ(x, b)} (in N).
Poiche` M e` ω-saturo, esistono dei parametri di da M , tali che (M,a, di)i<m ≡
(N, b, ci)i<m. Ne segue che le formule θi(x, di) definiscono insiemi disgiunti in M in-
clusi in quello definito da φ(x, a). Per ipotesi inuttiva ( ci e di hanno lo stesso tipo)
RCantorM (θi(x, di)) ≥ α ∀i < m, da cui segue, per l’arbitrarieta` di m ∈ ω, che
RCantorM (φ(x, a)) ≥ α+ 1.
4.2 Rango di Morley
Definiamo il rango di Morley.
Definizione 4.2.1. Sia φ(x, a) una formula con parametri da una struttura M . Il
rango di Morley di φ(x, a) e` definito come:
RM(φ(x, a) = supNMRCantorN (φ(x, a)).
Osservazione 4.2.2. Nella definizione 4.2.1 il sup e` raggiunto prendendo N ω−satura.
Se M stessa e` ω−satura, allora RM(φ(x, a)) = RCantorM (φ(x, a)).
Dimostrazione. Sia M ′ M ω-satura e N M . Per il lemma di amalgamazione, N ed
M ′ possono essere immerse elementarmente in una struttura N ′ (con un’immersione
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che fissa M). Dunque, al fine di calcolare il supNMRCantorN (φ(x, a)), possiamo
limitarci alle estensioni elementari di M ′. Poiche` M ′ e` ω-satura, per 4.1.6, il rango
non cresce passando da M ′ ad una sua estensione elementare e si ha la tesi.
Definizione 4.2.3. Sia φ(x, a) una formula con parametri da M avente rango di
Morley α. Definiamo il grado di Morley di φ(x, a), MD(φ(x, a)), come il massimo
intero k tale che l’insieme definito da φ(x, a) (in un’estensione ω-satura di M) ammette
k sottoinsiemi definibili, a due a due disgiunti di rango α.
Definizione 4.2.4. Una teoria completa T e` detta totalmente trascendente se per ogni
insieme definibile X si ha RM(X) <∞.
Sia p un tipo completo di T , allora il rango di Morley di p e` definito comemin{RM(φ) :
φ ∈ p} (se tale minimo non esiste poniamo RM(p) = ∞). Se MR(p) = α, il grado
di Morley di p e` l’intero MD(p) = min{MD(φ) : φ ∈ p ∧ RM(φ) = α). Una teoria
completa T e` t.t. (totalmente trascendente) se ogni suo tipo completo ha rango di
Morley <∞.
Se a ∈ Mk e A ⊆ M , allora scriveremo RM(a/A) e MD(a/A) per indicare
rispettivamente il rango e il grado di Morley di tp(a/A).
Lemma 4.2.5. Se b e` algebrico su aA, allora RM(b/A) ≤ RM(a/A).
Dimostrazione. Sia α = RM(a/A) e proviamo, per induzione su α, che RM(b/A) ≤
α. Sia d = MD(b/aA) e scegliamo una L(A)-formula ϕ(x, y) ∈ tp(ab/A) tale che
RM(∃yϕ(x, y)) = α e |ϕ(a′,M)| ≤ d per ogni a′.
Mostriamo che il rango di Morley della formula χ(y) = ∃xϕ(x, y) ∈ tp(b/A) e`
minore o uguale ad α. Consideriamo una famiglia (χi(M))i<ω di sottoinsiemi disgiunti
di χ(M) definiti su un’estensione A′ di A. Poniamo per ogni i < ω ψi(x) = ∃y(ϕ(x, y)∧
χi(y)). Poiche` ogni intersezione di d + 1 insiemi ψi(M) e` vuota, esiste un i tale che
ψi ha rango di Morley β < α. Sia b
′ una realizzazione di χi(y). Scegliamo a′ t.c.
|= ϕ(a′, b′). Allora b′ e` algebrico su a′A′ e, poiche a′ realizza ψi(x), RM(a′/A′) ≤ β,
allora, per ipotesi induttiva, RM(b′/A′) ≤ β quindi RM(χi) ≤ β. Quindi χ(M) non
contiene una famiglia infinita di insiemi a due a due disgiunti di rango maggiore o
uguale ad α quindi RM(χ) ≤ α.
4.3 Rango di Morley e dimensione
In questa sezione dimostreremo che, nel caso di strutture fortemente minimali il
rango di Morley coincide con la dimensione geometrica definita tramite l’operatore
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di chiusura algebrica (ricordiamo che le strutture fortemente minimali con l’operatore
di chiusura algebrica acl(−) formano una pregeometria in cui e` possibile definire una
dimensione geometrica).
Consideriamo dunque una struttura fortemente minimale e ω-satura N . Per prima
cosa dimostriamo che in N il rango di Morley e` una buona definizione di dimensione
nel senso della seguente definizione.
Definizione 4.3.1. Data una struttura M , una funzione dim(−) che associa ad ogni
insieme non vuoto definibile X ⊆ Mn un numero naturale dim(X), e` una buona
nozione di dimensione se soddisfa i seguenti assiomi:
1. (additivita`) Data una funzione surgettiva e definibile f : A → B avente fibre,
f−1(b) b ∈ B, di dimensione costante m, si ha che dim(A) = dim(B) +m.
2. (insiemi finiti) Sia X 6= ∅ un insieme definibile, allora X e` finito se e solo se
dim(X) = 0 (per convenzione poniamo dim(∅) = −1).
3. (monotonia) dim(X ∪ Y ) = max{dim(X), dim(Y )}.
La dimensione dim(−) si dice definibile se in piu` soddisfa:
4. (definibilita`) Dato m ∈ N e data una famiglia definibile di insiemi definibili
(Xb)b∈B, l’insieme {b ∈ B : dim(Xb) = m} e` definibile.
Osservazione 4.3.2. Se (M,acl) e` una pregeometria, allora la dimensione geometrica
(definizione 2.2.4) e` una buona nozione di dimensione.
Dimostrazione. L’additivita` segue direttamente da 2.4.13. Infatti sia f : A → B
surgettiva definibile e avente fibre di dimensione costante m ∈ N, per prima cosa
proviamo dim(A) ≤ dim(B) + m. Sia a ∈ A con dim(a) = dim(A) e b = f(a),
allora, per 2.4.13, dim(A) = dim(a) ≤ dim(ab) ≤ dim(b) + dim(a/b) ≤ dim(B) +
dim(f−1(b)) = dim(B) + m. Dimostriamo la disuguaglianza opposta, sia b ∈ B con
dim(b) = dim(B) e a ∈ f−1(b) con dim(a/b) = m. Poiche` b = f(a) allora b e`
algebrico (anzi definibile) su a, quindi, per 2.4.13, dim(ab) = dim(a) + dim(b/a) =
dim(a). Applicando sempre 2.4.13, si ottiene: dim(A) ≥ dim(a) = dim(ab) = dim(b)+
dim(a/b) = dim(B) +m.
La 2 e la 3 sono ovvie.
Definizione 4.3.3. Sia M una struttura pregeometrica, diremo che M e` una geomet-
rica se la dimensione definita dalla chiusura algebrica e` definibile.
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Teorema 4.3.4. Sia N una struttura fortemente minimale e sia X ⊆ Nn un insieme
definibile in N , allora RM(X) = dim(X).
Dimostrazione. La tesi segue direttamente dal seguente risultato (vedi [Pil, lemma
2.6]).
Se N e` fortemente minimale e ω-saturo e X ⊆ Nn e` definibile, allora dim(X) ≥
r + 1 se e solo se esiste una famiglia (Xi)i<ω di sottoinsiemi definibili di X a due a
due disgiunti e tali che dim(Xi) ≥ r ∀i < ω.
Ricordiamo che, se N e` fortemente minimale, si ha:
1. Dati a1, a2 in N se a1, a2 /∈ acl(A) allora tp(a1/A) = tp(a2/A).
2. Dati b, a1, ..., ak in N tali che b ∈ acl(A, a1, ..., ak), esiste X ⊆ Nk+1 A-definibile
tale che (b′, a′1, ..., a′k) ∈ X ⇒ b′ ∈ acl(A, a′1, ..., a′k). Questo perche` b verifica una
formula del tipo:
ϕ(b, a1, ..., ak, A) ∧ ∃=nxϕ(x, a1, ..., ak, A)
quindi basta prendere:
X = {(b′, a′1, ..., a′k) ∈ Nk+1 | ϕ(b′, a′1, ..., a′k) ∧ ∃=nxϕ(x, a′1, ..., a′k)}.
Quindi supponiamo X ⊆ Nn A-definibile e sia a¯ = (a1, ..., ar+1, ..., an) ∈ X tale che
dim(a¯/A) = r + 1. Senza perdita di generalita` possiamo supporre che a1, ..., ar+1
siano algebricamente idndipendenti su A. Scegliamo {ai1 : i < ω} algebricamente
indipendenti su A (lo possiamo fare perche` N e` ω-saturo). Per 1. ∀i < ω tp(ai1/A) =
tp(a1/A). Allora, poiche` N, a
i
1 ≡A N, a1, sempre per saturazione, possiamo scegliere,
∀i < ω, ai2 tale che N, ai1, ai2 ≡A N, a1, a2. Quindi ∀i < ω trovo a¯i = (ai1, ..., ain) tale
che tp(a¯i/A) = tp(a¯/A) (quindi in particolare a¯i ∈ X).
Per ogni i < ω, sia Xi = {x1, . . . , xn ∈ X | x1 = ai1}. Allora Xi ⊂ X e gli insiemi
Xi sono a due a due disgiunti e dim(Xi) ≥ r (Xi e` A ∪ {ai1}-definibile e {ai1, ..., air+1}
sono algebricamente indipendenti su A quindi dim(ai2, ..., a
i
r+1/A ∪ ai1) = r).
Viceversa supponiamo che esista una famiglia numerabile (Xi)i<ω di sottoinsiemi
definibili di X a due a due disgiunti aventi dimensione maggiore o uguale ad r. Per ogni




n) ∈ Xi con dim(b¯i/A) ≥ r, possiamo assumere, senza perdita di
generalita`, che per ogni i bi1, ..., b
i
r siano algebricamente indipendenti su A. Da 1. segue






r/A) ∀i, j < ω. Allora (N e` fortemente ω-omogenea)
∀i, j < ω esiste un A-automorfismo fij che manda bih in bjh per h = 1, ..., r. Questi
automorfismi lasciano invariati X e ogni Xi. Possiamo assumere che esistano b1, ..., br
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tali che ∀i < ω e ∀h ≤ r bih = bh (cioe` i vettori b¯i ∈ Xi hanno le prime r componenti
uguali).
Poniamo Y = {c¯ ∈ Nn−r | (b1, ..., br, c¯) ∈ X}. Y e` infinito (altrimenti non
potrebbero esistere infiniti insiemi disgiunti Xi aventi un punto con le prime r co-
ordinate b1, ..., br). Quindi dim(Y/Ab1, ..., br) ≥ 1. Allora, sempre per saturazione di
N , possiamo trovare c¯ = (c1, ..., cn−r) ∈ Y tale che ci /∈ acl(A, b1, ..., br) per qualche
i = 1, ..., n− r. Quindi possiamo concludere che dim(X) ≥ r + 1.
Corollario 4.3.5. Sia N fortemente minimale. Dati B ⊆ N e a, b due tuple finite in
N , si ha:
RM(ab/B) = RM(a/B) +RM(b/Ba).
Dove con RM(a/B) indichiamo il rango di Morley del tipo completo di a su B.
Corollario 4.3.6. Sia N fortemente minimale. B ⊆ N e ψ(x1, . . . , xn) una L-formula
definita su B. allora
RM(ψ) = max{dim(a1, ..., an/B) : M |= ψ(a1, ..., an)}
dove M e` una estensione elementare di N sufficientemente satura (ad esempio il
modello mostro di Th(N)).
Dimostriamo ora la definibilita` del rango di Morley e quindi della dimensione
geometrica nelle strutture fortemente minimali.
Teorema 4.3.7. Sia N una struttura fortemente minimale. Dato m ∈ N e una
famiglia definibile di insiemi definibile (Xb)b∈B, l’insieme {b ∈ B | RM(Xb) = m}
e` definibile.
Dimostrazione. [TZ12, Corollario 6.4.4.] Sia ψ(x1, . . . , xn, y) la formula che definisce
la famiglia (Xb)b∈B in N . Proviamo che RM(ψ(x1, . . . , xn, b)) ≥ k e` una propri-
eta` elementare di b, cioe` esiste una L-formula θ(y) tale che M |= θ(b) se e solo
se RM(ψ(x1, . . . , xn, b)) ≥ α. In maniera del tutto analoga si dimostra anche che
RM(ψ(x1, . . . , xn, b)) ≤ k e` una proprieta` elementare di b. Procediamo per induzione
su n. Se n = 1 RM(ψ(x1, b)) ≥ 1 equivale a ∃∞x1ψ(x1, b) il che definisce una propri-
eta` elementare di b poiche` N e` strettamente minimale (vedi la dimostrazione di 2.4.2).
Supponiamo n > 1. Dal corollario 4.3.6 segue che RM(ψ(x1, . . . , xn, b)) ≥ k se e solo
se vale una delle seguenti condizioni:
1. ∃a1 tale che RM(ψ(a1, x2, ..., xn, b)) ≥ k.
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2. ∃a1 non algebrico su b tale che RM(ψ(a1, x2, ..., xn, b)) ≥ k − 1.
La condizione 1 e`, per ipotesi induttiva, una proprieta` elementare di b. Per quanto
riguarda la condizione 2, sempre per ipotesi induttiva, esiste una formula θ(a1, b) che
esprime RM(ψ(a1, x2, ..., xn, b)) ≥ k, allora la condizione “a1 e` non algebrico su b” e`
equivalente a ∃∞x1θ(x1, b). Dunque anche la condizione 2 e` una proprieta` elementare
di b.
Capitolo 5
Forking e indipendenza in teorie
semplici
In questo capitolo introdurremo una particolare classe di estensioni per i tipi di
una teoria: le estensioni non-forking. Intuitivamente, dato un tipo completo p ∈ S(A),
un tipo q ∈ S(B), con B ⊃ A, e` un’ estensione non-forking di p se q estende p (q ⊃ p)
e se q non fornisce maggiori relazioni di dipendenza tra le proprie realizzazioni e gli
elementi di A rispetto quelle gia` presenti in p.
In alternativa il non-forking puo` essere definito anche come relazione tra tipi e insie-
mi: un tipo p e` non-forking su un sottoinsieme A del proprio dominio se e` un’estensione
non-forking di pdA.
Esempio. Nella teoria completa di (C,+, ·, 0, 1), consideriamo gli elementi e, e1/2
e e
√
2. Tutti e tre realizzano la stesso tipo p su Q, poiche` sono trascendenti su
Q e (C,+, ·, 0, 1) e` fortemente minimale (vedere il lemma 2.4.8). Poniamo p1 =
tp(e1/2/Q∪{e}) e p2 = tp(e
√
2/Q∪{e}), entrambi i tipi sono estensioni di p, ma chiara-
mente p1 fornisce piu` relazioni di dipendenza di p, essendo e
1/2 algebrico su Q∪{e},
mentre p2, essendo trascendente su Q∪{e}, fornisce le stesse relazioni di dipendenza
di p.
Vedremo in generale che nelle teorie totalmente trascendenti (e quindi in particolare
nelle teorie complete di strutture fortemente minimali) il non-forking puo` essere definito
come segue (corollario 5.6.3):
p ⊆ q e` un estensione non-forking se e solo se RM(p) = RM(q).
Nell’esempio p2 e` un’estensione non-forking di p, infatti: RM(e
√
2/Q∪{e}) = RM(e/Q).
Mentre p1 e` un’estensione forking di p, infatti: RM(e
1/2/Q∪{e}) < RM(e/Q).
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In questo capitolo daremo la definizione generale di non-forking nel caso di teorie
complete arbitrarie, partendo dalla relazione di dividere tra formule e insiemi o tra
tipi e insiemi (definizione 5.2.1). In particolare restringeremo lo studio alla classe delle
teorie semplici (definizione 5.4.1) che include quella delle teorie totalmente trascen-
denti. Nelle teorie semplici il non-forking permette di definire una buona nozione di
indipendenza tra insiemi (definizione 5.4.4) che generalizza l’indipendenza lineare negli
spazi vettoriali e l’indipendenza algebrica nei campi algebricamente chiusi.
Se T e` totalmente trascendente l’indipendenza puo` essere definita come segue: data
una tupla finita a¯ e due insiemi B,C (nel modello mostro M di T ), a¯ e` indipendente da
B su C (e si indica a¯ |^ C B) se e solo se RM(a¯ /C∪B) = RM(a¯ /C) (cioe` tp(a¯ /C∪B)
e` non-forking su C). Dati tre insiemi A,B,C, A e` indipendente da B su C (A |^ C B)
se a¯ |^ C B per ogni tupla finita a¯ di elementi di A.
L’indipendenza definita dal non-forking nelle teorie totalmente trascendenti, e piu`
in generale in quelle semplici, soddisfa i seguenti assiomi:
(i) (Invarianza) ∀f ∈ Aut(M), a¯ |^ C B se e solo se f(a¯) |^ f(C) f(B).
(ii) (Carattere locale) Dati a¯, B in M, esiste B0 ⊆ B tale che |B0| ≤ |T | e a¯ |^ B0 B.
(iii) (Carattere finito) a¯ |^ C B se e solo se a¯ |^ C b¯ per ogni tupla finita b¯ di
elementi di B.
(iv) (Esistenza) Dati a¯, B,C, esiste a¯′ tale che tp(a¯′ /C) = tp(a¯ /C) e a¯′ |^ C B.
(v) (Simmetria) a¯ |^ C b¯ se e solo se b¯ |^ C a¯.
(vi) (Monotonia e transitivita`) a¯ |^ C BD se e solo se a¯ |^ C B e a¯ |^ CB D.
(vii) (Indipendenza sui modelli) Sia M un modello di T , a, b, a′ e b′ in M tali
che, tp(a′/M) = tp(b′/M) a |^ M b, a′ |^ M a e b′ |^ M b allora esiste c tale che
tp(c/Ma) = tp(a′/Ma), tp(c/Mb) = tp(b′/Mb) e c |^ M ab.
Viceversa, data una nozione ternaria Γ(A,B,C) tra gli insiemi di una teoria T , pos-
siamo definire una relazione tra i tipi completi di T come segue: tp(a¯ /BC) e` “Γ-non-
forking” su C se e solo se Γ(a¯, B,C) (“a¯ e` Γ-indipendente da B su C”). Dimostr-
eremo che se Γ soddisfa gli assiomi (i)-(vii) dell’indipendenza, allora la teoria T e`
semplice e la relazione di Γ-forking coincide con il forking (teorema 5.6.2). Questo
risultato permette di dare un utile caratterizzazione sia delle teorie semplici che della
relazione di non-forking. Ad esempio noi utilizzeremo proprio questa caratterizzazione
per dimostrare che nelle teorie totalmente trascendenti il non-forking coincide con la
relazione definita dal rango di Morley e piu` in particolare che l’indipendenza algebrica
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nei campi algebricamente chiusi e l’indipendenza lineare negli spazi vettoriali coincide
con l’indipendenza definita dal forking.
Nella sezione 1 definiremo le successioni indiscernibili, e vedremo alcuni risultati di
esistenza che ci saranno utili per dare delle definizioni equivalenti al dividere (teoremi
5.2.5 e 5.2.9) e per provare la transitivita` del dividere (teorema 5.2.10).
Una famiglia I = (bi)i∈I , indiciata da un ordine totale (I,<) e` indiscernibile se,
per ogni n < ω, prese comunque due n-uple in I aventi indici crescenti, queste hanno
lo stesso tipo.
Un risultato importante e` che, data una teoria completa T , dato un ordine lineare
(I,<), esiste un modello di T con una famiglia indiscernibile indiciata da I (teorema
5.1.4). La dimostrazione del teorema e` un’applicazione del teorema di Ramsey (teorema
5.1.3) di cui daremo una semplice dimostrazione.
Un altro risultato importante e` che data una famiglia (ai : i < λ) di tuple della
stessa lunghezza e dato un insieme di parametri A, se λ e` sufficientemente grande esiste
una successione (bi : i < ω), indiscernibile su A e tale che, per ogni n < ω, esiste
una n-upla a¯ in (ai : i < λ) con indici crescenti, tp(a¯ /A) = tp(b0, ..., bn/A) (teorema
5.1.6). La dimostrazione segue dal Teorema di Erdo¨s-Rado. Il teorema di Erdo¨s-Rado
e` una generalizzazione del teorema di Ramsey, per l’enunciato e la dimostrazione si
puo` vedere [TZ12, C.3].
5.1 Indiscernibili
Definizione 5.1.1. SiaM una L-struttura e sia (bi)i∈I una famiglia di elementi distinti
di M (o tuple finite di elementi di M aventi la stessa lunghezza) indiciata da un insieme
totalmente ordinato (I,<). Diciamo che (bi)i∈I e` indiscernibile se, per ogni n < ω, per
ogni i1 < ... < in e j1 < ... < jn in I, si ha che:
tp(bi1 , ..., bin) = tp(bj1 , ..., bjn).
Se A ⊂ M , si dice che (bi)i∈I e` indiscernibile su A se, per ogni n < ω, per ogni
i1 < ... < in e j1 < ... < jn in I, si ha che:
tp(bi1 , ..., bin/A) = tp(bj1 , ..., bjn/A).
Definizione 5.1.2. Data una famiglia I = (ai : i ∈ I) di tuple della stessa lunghez-
za, con (I <) insieme totalmente ordinato e dato un insieme A, definiamo il tipo di
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Erenfeucht-Mostowski di I su A, EM(I/A), l’insieme delle L(A)-formule ϕ(x1, . . . , xn)
soddisfatte da tutte le n-uple da I aventi indici crescenti, al variare di n < ω.
Notiamo che, in generale EM(I /A) puo` essere vuoto, ma se I e` indiscernibile su
A, allora e` un insieme completo di L(A)-formule, in infinite variabili (p(x1, x2, ...)).
Vogliamo dimostrare che, in una teoria completa con modelli infiniti, per ogni
ordine lineare I esistono sempre famiglie indiscernibili indiciate da I. Questo risultato
segue dal teorema di Ramsey.
Dato un insieme X, definiamo [X]n l’insieme dei sottoinsiemi di X di cardinalita`
n. Dato k ∈ N, una k-colorazione di [X]n e` una funzione c : [X]n → k.
Teorema 5.1.3 (Ramsey). Sia X un insieme infinito, dati k, n in N e una k-colorazione
c : [X]n → k, esiste un sottoinsieme infinito Y ⊆ X tale che [Y ]n e` monocromatico
(cioe` c e` costante su [Y ]n).
Dimostrazione. Possiamo assumere X = N e identificare [N]n con le n-uple crescenti
di elementi di N. Procediamo per induzione su n ∈ N. Per n = 1 la tesi e` ovvia
(e` il principio dei cassetti). Sia n > 1 e assumiamo la tesi vera per n − 1. Per
ogni j ∈ N definiamo la k colorazione cj : [N ]n−1 → K, ponendo cj(x1, ..., xn−1) =
c(x1, ..., xn−1, j). Per ipotesi induttiva, ∀j ∈ N, esiste un sottoinsieme infinito Xj di N
tale che [Xj ]
n−1 e` monocromatico per cj . Sia kj < k il corrispondente colore assunto.
Per induzione su j, possiamo fare in modo che Xj+1 ⊆ Xj , ∀j ∈ N. Definiamo ora
induttivamente j0 ∈ N e jm+1 ∈ Xjm . Otteniamo dunque una successione {kjm}m∈N di
elementi in {0, ..., k−1}, quindi esiste una sottosuccessione infinita {kjim}m∈N costante.
Concludiamo ponendo Y = {jim : m ∈ N}.
Siamo ora in grado di provare il seguente risultato.
Teorema 5.1.4. Sia T una teoria completa con modelli infiniti e (I,<) un ordine
totale, allora esiste un modello M di T e una famiglia (bi)i∈I in M indiscernibile e
indiciata da I.
Dimostrazione. Supponiamo I = ω, con l’usuale ordine. L’indiscernibilita` di (bi)i<ω
puo` essere espressa da infiniti assiomi della forma:
ϕ(bi1 , ..., bin)↔ ϕ(bj1 , ..., bjn), (5.1)
dove n varia in N, i1 < ... < in e j1 < ... < jn variano in ω, ϕ(x1, ..., xn) varia tra le
L-formule e i bi sono simboli di costante.
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Vogliamo dimostrare che la teoria costituita da T e da questi assiomi e` coerente.
Per compattezza, basta dimostrare che, dato n ∈ N e un dato un insieme finito ∆
di formule nelle variabili x1, . . . , xn, esiste M |= T che verifica 5.1 per i1 < ... < in e
j1 < ... < jn che variano in ω e ϕ ∈ ∆ (ossia esiste una successione “∆-indiscernibile”).
Fissiamo un modello M di T e una successione a¯ = (ai : i < ω) di elementi di M .
Coloriamo [a¯]n con 2|∆| colori associando ad ogni n-upla (ai1 , ..., ain) in a¯ il sottoinsieme
di ∆ costituito dalle formule soddisfatte dalla n-upla.
Per il teorema di Ramsey, esiste una sottosuccessione infinita di a¯ tale che la col-
orazione e` costante sulle n-uple con indici crescenti della sottosuccessione. Cioe` tale
successione e` ∆-indiscernibile.
Per provare il caso generale basta sostituire nella dimostrazione fatta sopra ω con
I.
Allo stesso modo si dimostra il seguente risultato.
Lemma 5.1.5. Sia A ⊂ M un insieme di parametri e a¯ = (ai : i ∈ I) una famiglia di
tuple di M di uguale lunghezza indiciata da un ordine lineare (I,<). Allora, dato un
ordine lineare (J,<), esiste una famiglia (bj : j ∈ J) indiscernibile su A e che realizza
EM(a¯ /A).
Dimostrazione. [TZ12, Lemma 5.1.3].
Il seguente risultato segue invece da un’applicazione del teorema di Erdo¨s-Rado.
Teorema 5.1.6. Sia (ai : i < λ) una famiglia di tuple della stessa lunghezza e sia
A un insieme di parametri. Se λ e` sufficientemente grande, esiste una successione
(bi : i < ω) A-indiscernibile e tale che, ∀n < ω, ∃i0 < ... < in < λ, tp(ai0 , ..., ain/A) =
tp(b0, ..., bn/A).
Dimostrazione. [TZ12, Lemma7.2.12].
Lemma 5.1.7. Una famiglia (ai : i < λ) e` indiscernibile su A se e solo se e` indis-
cernibile su acl(A).
Dimostrazione. L’implicazione da destra a sinistra e` ovvia. Dimostriamo dunque l’al-
tra implicazione. Supponiamo che (ai : i < λ) sia A-indiscernibile e dimostriamo che
e` anche acl(A)-indiscernibile. Supponiamo, per assurdo, che non lo sia, allora ∃n ∈ N,
~i = (i1 < ... < in) e ~j = (j1 < ... < jn) in λ tali che tp(a~i/A) 6= tp(a~j/A) (dove
a~i := (ai1 , ..., ain)).
Senza perdita di generalita`, possiamo supporre i1 < ... < in < j1 < ... < jn, infatti
possiamo sempre prendere ~k = (k1 < ... < kn) con k1 > max{in, jn}, allora, poiche`
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non puo` essere che tp(a~k/A) = tp(a~i) e tp(a~k/A) = tp(a~j/A) (altrimenti si avrebbe
tp(a~i/A) = tp(a~j/A)) possiamo sostituire a~i oppure a~j con a~k.
Ora, se tp(a~i/A) 6= tp(a~j/A), esiste una formula ϕ(x, b¯), con b¯ in acl(A), tale che
|= ϕ(a~i, b¯) ∧ ¬ϕ(a~j , b¯).
Poiche` b¯ e` in acl(A), allora soddisfa una formula ψ(x,A), con parametri da A, algebrica
(cioe` con un numero finito di soluzioni). Dunque vale:
∃≤k x¯ (ϕ(a~i, x¯) ∧ ¬ϕ(a~j , x¯) ∧ ψ(x¯, A)).
Consideriamo una k-colorazione di [λ]2n, c : [λ]2n → {b¯1, ..., b¯k}, dove {b¯1, ..., b¯k} :=
{x¯ : ψ(x¯, A)}, che manda ogni 2n-upla ordinata (~i′,~j′) di elementi di λ in b¯s ∈
{b¯1, ..., b¯k} tale che |= ϕ(a~i′ , b¯s)∧¬ϕ(a~j′ , b¯s). Allora, per il teorema di Ramsey, ∃J ⊆ λ
infinito, tale che c([J ]2n) = b¯s per un qualche s ∈ {1, ..., k}. In [J ]2n esistano due 2n-
uple ordinate tali che gli ultimi 2n elementi della prima coincidano con i primi 2n
elementi della seconda.
Quindi esistono (~i′,~j′) = (i′1 < ... < i′n < j′1 < ... < j′n) e (~j′,~j′′) = (j′1 < ... <
j′n < j′′1 < ... < j′′n) in [J ]2n, il che implica l’assurdo, poiche`: |= ϕ(a~i′ , b¯s) ∧ ¬ϕ(a~j′ , b¯s)
e |= ϕ(a~j′ , b¯s) ∧ ¬ϕ(a~j′′ , b¯s).
5.2 Dividere e forking
Sia T una L-teoria completa e M il suo modello mostro. Dato k < ω, diciamo che
un insieme di formule pi(x) e` k-inconsistente, se ogni suo sottoinsieme di k elementi e`
inconsistente.
Definizione 5.2.1. Sia A ⊂ M un insieme di parametri.
1. Una formula ϕ(x, b), con b tupla finita di elementi di M, divide su A se esistono
una successione (bi)i<ω e k < ω tali che:
(a) tp(bi/A) = tp(b/A) ∀i < ω,
(b) l’insieme {ϕ(x, bi) : i < ω} e` k-inconsistente.
2. Un insieme di formule pi(x) divide su A se implica una formula ϕ(x, b) che divide
su A.
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Osservazione 5.2.2. Dalla definizione segue subito che, se ϕ(x, b)→ ψ(x, a) e ψ(x, a)
divide su A, allora ϕ(x, b) divide su A. Dunque una formula ϕ(x, b) divide su A se e
solo se {ϕ(x, b)} divide su A come insieme.
Esempio 5.2.3. Nella teoria completa degli ordini lineari densi DLO, la formula
ϕ(x, (b1, b2)) = (b1 < x < b2) divide sull’insieme vuoto. Infatti, posso trovare una
successione ((bi1, b
i







2 . Allora, ∀i < ω, tp(bi1, bi2) = tp(b1, b2) e, chiaramente, l’insieme
{ϕ(x, bi) | i < ω} e` 2-inconsistente.
Sempre in DLO, il tipo p(x) = {x > a | a ∈ Q} non divide sull’insieme vuoto.
Osservazione 5.2.4.  x = a divide su A ⇔ a /∈ acl(A).
Dimostrazione. Se x = a divide su A allora esiste una successione (ai)i<ω in M
di A-coniugati ( ai ≡
acl(A)
a ∀i < ω ) tale che ∧
i<ω
x = ai e` k-inconsistente. Da
questo segue subito che a ha infiniti A-coniugati distinti, dunque a /∈ acl(A).
Viceversa, se a /∈ acl(A), allora p = tp(a/A) ha infinite realizzazioni distinte in




x = ai 2-inconsistente.
 Se a /∈ acl(A)⇒ tp(a/Aa) divide su A.
Dimostrazione. Segue direttamente da quanto dimostrato sopra poiche` tp(a/Aa)
contiene la formula x = a che divide su A.
Diamo ora una definizione equivalente alla 5.2.1 utilizzando le successioni indi-
scernibili.
Lemma 5.2.5. Un insieme di formule pi(x, b¯) divide su un insieme A, se e solo se









pi(x, b¯i) sia inconsistente, allora, per compattezza,
esiste una congiunzione ϕ(x, b¯) di formule da pi(x, b¯) tale che l’insieme Σ(x) = {ϕ(x, b¯i) :
i < ω} sia inconsistente. Dunque, sempre per compattezza, Σ contiene un sottoinsieme
di k-elementi, con k < ω, inconsistente. Per A-indiscernibilita`, Σ(x) e` k-inconsistente,
quindi ϕ(x, b¯) divide su A e pi(x, b¯) divide su A.
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Viceversa supponiamo che pi(x, b¯) divide su A. Allora una congiunzione fini-
ta ϕ(x, b¯) di formule in pi(x, b¯) divide su A. Sia (b¯i)i<ω una successione in M di
realizzazioni di tp(b¯ /A) tale che {ϕ(x, b¯i) : i < ω} sia inconsistente. Per 5.1.5,





Da questo risultato e dal fatto che una successione e` A-indiscernibile se e solo se e`
acl(A)-indiscernibile (Lemma 5.1.7) segue subito che:
Corollario 5.2.6. pi(x, b¯) divide su A se e solo se divide su acl(A).
Cominciamo a vedere le prime proprieta`.
Lemma 5.2.7 (Invarianza). Sia p ∈ S(B) un tipo completo e A ⊆ B, le seguenti
condizioni sono equivalenti:
1. p non divide su A,
2. ∀f ∈ AutA(M), f(p) non divide su A,
3. ∃f ∈ AutA(M) tale che f(p) non divide su A.
Lemma 5.2.8 (Monotonia). Sia p ∈ S(B) e A ⊆ B. Se p non divide su A, allora,
per ogni insieme C con A ⊆ C ⊆ B, p non divide su C.
Dimostrazione. Supponiamo che esista C, tale che A ⊆ C ⊆ B e p(x, b¯) divida su C,





Chiaramente (b¯i)i<ω e` indiscernibile anche su A e quindi p(x, b¯) divide su A.
Vogliamo provare la transitivita` del dividere, per fare cio` abbiamo bisogno del
seguente risultato.
Lemma 5.2.9. Le seguenti condizioni sono equivalenti.
1. tp(a/Ab) non divide su A,
2. Per ogni successione I contenente b e indiscernibile su A, esiste a′ con tp(a′/Ab) =
tp(a/Ab) e I indiscernibile su Aa′,
3. Per ogni successione I contenente b e indiscernibile su A, esiste una successione
I ′ con tp(I ′ /Ab) = tp(I /Ab) e I ′ indiscernibile su Aa.
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Dimostrazione. 2 e 3 sono equivalenti a:
(*) Per ogni successione I contenente b e indiscernibile su A, esistono a′ con tp(a′/Ab) =
tp(a/Ab) ed una successione I ′ con tp(I ′ /Ab) = tp(I /Ab), tali che I ′ sia indiscernibile
su Aa′.
1⇒(*) Sia I = (bi)i<ω una successione indiscernibile su A con bi0 = b per un
qualche i0 < ω. Sia p(x, y) = tp(ab/A), poiche`, per ipotesi, p(x, b) non divide su A,⋃
i<ω
p(x, bi) e` consistente. Sia a
′ una realizzazione.
Per 5.1.5, esiste I ′′ = (b′′i )i<ω, indiscernibile su Aa′, che realizza EM(I /Aa′).
Quindi in particolare si ha |= p(a′, b′′i0), esiste quindi un Aa′-automorfismo f che
manda b′′i0 in b. Poniamo I ′ = f(I ′′).
2⇒1 Sia p(x, y) = tp(ab/A), Sia I = (bi)i<ω una successione A-indiscernibile con
tp(b0/A) = tp(b/A), dobbiamo dimostrare che
⋃
i<ω p(x, bi) e` consistente. Possiamo
supporre b0 = b, altrimenti, sia f ∈ AutA(M) tale che f(b0) = b, allora basta prendere
la successione f(I).
Per ipotesi, esiste a′ con tp(a′/Ab) = tp(a/Ab) e I indiscernibile sun Aa′, allora
|= p(a′, b) e a′ e` una realizzazione di ⋃i<ω p(x, bi).
Proposizione 5.2.10 (Transitivita`). Se tp(a/B) non divide su A ⊆ B e tp(c/Ba)
non divide su Aa, allora tp(ac/B) non divide su A
Dimostrazione. Sia b una tupla finita di elementi di B e I una successione indiscerni-
bile su A contenente b. Poiche` tp(a/Ab) non divide su A, esiste I ′ con tp(I ′ /Ab) =
tp(I /Ab) indiscernibile su Aa.
Analogamente, poiche` tp(c/Aba) non divide su Aa, esiste I ′′ con tp(I ′′ /Aba) =
tp(I ′ /Aba) indiscernibile su Aac (in particolare tp(I ′′ /Ab) = tp(I ′ /Ab) = tp(I /Ab)).
Questo prova che tp(ac/Ab) non divide su A. Per l’arbitrarieta` di b si ha la tesi.
Definizione 5.2.11 (Forking). Un insieme di formule pi(x) e` forking su A se implica
una disgiunzione finita di formule
∨
l≤d ϕl(x) tale che, ∀l ≤ d, ϕl(x) divide su A.
Osservazione 5.2.12. Se pi(x) divide su A ⇒ pi(x) e` forking su A. Il viceversa non
vale in generale, se pero` pi(x) = p(x) e` un tipo completo su un modello M |= T
|A|+-saturo, allora p e` forking su A se e solo se divide su A.
Dimostrazione. Supponiamo che p(x) sia forking su A, allora esiste ϕ(x,m) ∈ p(x) che
implica una disgiunzione
∨
l≤d ϕl(x, b) di formule che dividono su A. Sia b
′ una tupla
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in M che realizza tp(b/Am). Allora le L(M)-formule ϕl(x, b
′) dividono su A e esiste
l ≤ d tale ϕl(x, b′) ∈ p(x).
Dalla definizione di forking e dalla compattezza segue subito:
Proposizione 5.2.13 (Chiusura del forking). Se p(x) ∈ S(B) e` forking su A ⊆ B,
allora esiste ϕ(x) ∈ p(x) tale che ogni tipo in B che contiene ϕ e` forking su A.
Corollario 5.2.14 (Carattere finito). Se p(x) ∈ S(B) e` forking su A, allora esiste un
sottoinsieme finito B0 ⊆ B tale che pdB0A e` forking su A.
Lemma 5.2.15. Se pi(x) e` un insieme di formule finitamente soddisfacibile in A,
allora pi(x) e` non-forking su A.
Dimostrazione. Supponiamo pi → ∨l≤d ϕl(x, b), allora esiste l ≤ d tale che ϕl(x, b) ha
una realizzazione a in A. Se (bi)i<ω e` una successione in M di realizzazioni di tp(b/A),
allora, ∀i < ω |= ϕl(a, bi). Quindi l’insieme di formule {ϕ(x, bi) : i < ω} e` consistente,
essendo realizzato da a, e percio` ϕl(x, b) non divide su A.
Rimane da dimostrare la proprieta` di estensione del non-forking, questa segue
direttamente dal seguente risultato.
Lemma 5.2.16. Siano A ⊆ B insiemi e sia pi(x) un tipo parziale su B non-forking su
A. Allora pi(x) puo` essere esteso ad un tipo completo p(x) ∈ S(B) non-forking su A.
Dimostrazione. Sia p(x) un insieme massimale di L(B)-formule contenente pi(x) e non-
forking su A. Chiaramente p(x) e` consistente, mostriamo che e` anche completo. Sia
ϕ(x) ∈ L(B), se ne` ϕ ne` ¬ϕ appartengono a p, allora sia p ∪ {ϕ} che p ∪ {¬ϕ} sono
forking su A, quindi p e` forking su A il che e` assurdo. Quindi p e` completo.
Corollario 5.2.17. Siano p(x) ∈ S(B) e A ⊆ B. Se p e` non-forking su A, allora,
∀C ⊇ B, esiste q(x) ∈ S(C) che estende p ed e` non-forking su A.
Dimostrazione. p puo` essere visto come tipo parziale su C, quindi la tesi segue dal
risultato precedente.
Concludiamo mostrando un esempio di tipo forking ma che non divide.
Esempio 5.2.18. Definiamo l’ordine circolare in Q ponendo:
cyc(a, b, c) = (a < b < c) ∨ (b < c < a) ∨ (c < a < b).
Per ogni a, b ∈ Q distinti, si ha che la formula cyc(a, x, b) divide sull’insieme vuoto.
Infatti, supponiamo ad esempio a < b, per i < ω, scegliamo ai, bi ∈ Q tali che a0 = a
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b0 = b e ai < bi < bi+1 per ogni i < ω. Per ogni i < ω, tp(ai, bi) = tp(a, b). Mostriamo
che l’insieme di formule {cyc(ai, x, bi) : i < ω} e` 2-inconsistente. Se i < j < ω e c ∈ Q
e` tale che cyc(ai, c, bi) ∧ cyc(aj , c, bj), allora, poiche` ai < bi e aj < bj , si deve avere
ai < c < bi e aj < c < bj . Questo e` assurdo poiche` bi < aj .
In T = Th(Q, cyc) ogni tipo in S1(∅) e` forking su ∅.
Dimostrazione. Le uniche formule atomiche in una variabile e senza parametri nel
linguaggio di T sono x = x e cyc(x, x, x). Poiche` x 6= x e cyc(x, x, x) sono chiaramente
inconsistenti, esiste un unico tipo p ∈ S1(∅). Per ogni c ∈ Q, se c 6= 0, 1 allora
necessariamente deve valere cyc(0, c, 1) oppure cyc(1, c, 0). Quindi p(x) ` x = 0 ∨ x =
1 ∨ cyc(0, x, 1) ∨ cyc(1, x, 0), cioe` p implica una disgiunzione di formule che dividono
su ∅ (chiaramenta x = a divide su ∅) dunque p e` forking su ∅.
D’altra parte ogni tipo non divide sul proprio dominio, quindi p non divide su ∅.
5.3 Eredi, coeredi ed estensioni definibili
Sia T un arbitraria teoria completa. Definiamo ora altre nozioni di estensioni per
i tipi sui modelli di T : gli eredi, i coeredi e le estensioni definibili.
Definizione 5.3.1. Sia M |= T , p ∈ S(M) e q ∈ S(B) un’estensione di p a B ⊃M .
1. Diciamo che q e` un erede di p se, per ogni L(M)-formula ϕ(x, y) tale che ϕ(x, b) ∈
q per qualche b ∈ B, esiste m ∈ M tale che ϕ(x,m) ∈ p. Equivalentemente se
ϕ(x,m) ∈ p ∀m ∈M allora ϕ(x, b) ∈ q ∀b ∈ B.
2. Diciamo che q e` un coerede di p se q e` finitamente soddisfacibile in M .
Lemma 5.3.2. Sia q ∈ S(B) un erede (rispettivamente, coerede) di p ∈ S(M), allora,
per ogni C ⊃ B, q puo` essere esteso ad un tipo r ∈ S(C) che e` ancora un erede
(rispettivamente, coerede) di p.
Dimostrazione. Supponiamo che q sia un erede di p. Dobbiamo mostrare che s(x) =
q(x) ∪ {ϕ(x, c¯) | c¯ ∈ C, ϕ(x, y¯) ∈ L(M) e ϕ(x, m¯) ∈ p ∀m¯ ∈ M} e` consistente.
Se, per assurdo, esistessero delle formule ϕ(x, b¯), ϕ1(x, c¯1), ..., ϕn(x, c¯n) ∈ s(x), con
ϕ(x, b¯) ∈ q(x), la cui congiunzione sia inconsistente, allora, poiche` M |= T e q un erede
di p, esisterebbero m¯, m¯1, ..., m¯n con ϕ(x, m¯) ∈ p(x) e ϕ(x, m¯)∨ϕ1(x, m¯1), ...∨ϕn(x, m¯n)
inconsistente. Poiche`, ∀i = 1, ..., n, ϕi(x, m¯i) ∈ p si ha l’assurdo. Quindi s(x) e`
consistente ed ogni tipo r(x) ∈ S(C) contenente s(x) e` un erede di p.
Supponiamo ora che q sia un coerede di p. Sia r un insieme massimale di L(C)-
formule contenente q e finitamente soddisfacibile in M . Chiaramente r e` consistente,
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mostriamo che e` anche completo. Sia ϕ(x) ∈ L(C), se ϕ /∈ r e ¬ϕ /∈ r, allora sia r∪{ϕ}
che r ∪ {¬ϕ} non sono finitamente soddisfacibili in M e dunque nemmeno r il che e`
assurdo.
Ricordiamo che un tipo p(x¯) ∈ S(B) e` definibile su un insieme C, se per ogni
L-formula ϕ(x¯, y¯) esiste una L(C)-formula dp(ϕ)(y¯) tale che:
∀ b¯ ⊂ B, ϕ(x¯, b¯) ∈ p(x¯)⇔ |= dp(ϕ)(b¯)
Diciamo che p e` definibile se lo e` sul proprio dominio. q e` un’estensione definibile di
p ∈ S(M) (dove M |= T ) se estende p ed e` definibile su M .
Lemma 5.3.3. Sia p ∈ S(M) definibile. Allora, per ogni B ⊃ M , esiste un’unica
estensione q ∈ S(B) definibile su M . Inoltre q e´ l’unico erede di p.
Dimostrazione. Poniamo q(x) = {ϕ(x, b¯) | ϕ ∈ L, b¯ ∈ B e M |= dp(ϕ)(b¯)}.
Il fatto che dp definisce un tipo e` una proprieta` del primo ordine esprimibile in M ,
dunque e` vera in ogni estensione elementare di M . Questo prova l’esistenza.
Poiche`, per ogni ϕ(x, y¯) ∈ L, dp(ϕ)(y¯) e dq(ϕ)(y¯) coincidono su M e quindi su ogni
sua estensione elementare, si ha l’unicita`.
Mostriamo ora che q e` un erede di p. Sia ϕ(x, b¯) ∈ q(x), allora M |= dp(ϕ)(b¯),
quindi M |= ∃ y¯ dp(ϕ)(y¯). Allora, poiche` M ≺ M, M |= ∃ y¯ dp(ϕ)(y¯) esiste cioe` m¯ ∈M
tale che M |= dp(ϕ)(m¯) quindi ϕ(x, m¯) ∈ p.
Ora sia q′ ∈ S(B) con q′ 6= q, quindi esiste ϕ(x, b¯) ∈ q′ tale che
M |= ¬dp(ϕ)(b¯). Ma non esiste alcun m¯ in M tale che ϕ(x, m¯)∧¬dp(ϕ)(m¯) ∈ p, quindi
q′ non e` un erede di p.
Lemma 5.3.4. Sia q ∈ S(M) un tipo globale e M ≺ M, se q e` un coerede di qdM allora
q e` invariante sotto l’azione di AutM (M). In particolare q e` definibile su M .
Dimostrazione. Sia q ∈ S(M) finitamente soddisfacibile in M e sia f ∈ AutM (M). Sia
ϕ(x, c¯) una formula, poiche` c¯ e f(c¯) hanno lo stesso tipo su M , ϕ(x, c¯) ∧ ¬ϕ(x, f(c¯))
non e` soddisfacibile in M . Quindi ϕ(x, c¯) ∈ q implica ϕ(x, f(c¯)) ∈ q.
5.4 Teorie semplici e indipendenza
Definizione 5.4.1. Sia T una teoria completa. T si dice semplice se ogni tipo completo
di T e` non-forking su un qualche sottoinsieme del proprio dominio di cardinalita` al piu`
|T |.
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Dalla definizione e dalla monotonia segue che:
Lemma 5.4.2 (riflessivita`). Se T e` semplice allora ogni tipo completo di T e non-
forking sul proprio dominio.
Dimostrazione. Sia p ∈ S(A) un tipo completo di T , poiche` T e` semplice, ∃A0 ⊆ A
con |A0| ≤ T tale che p e´ non forking su A0. Allora da 5.2.8 segue che p e` non-forking
su A.
Corollario 5.4.3 (esistenza). Se T e` semplice e p ∈ S(A), allora, ∀B ⊇ A esiste
q ∈ S(B) estensione non-forking di p.
Dimostrazione. Segue dal lemma precedente e da 5.2.17.
Sia T una teoria semplice e sia M il suo modello mostro, la relazione di non-forking
permette di definire una nozione di indipendenza tra i insiemi o tra tuple e insiemi in
M.
Definizione 5.4.4. Sia a¯ una tupla in M e siano A, B e C sottoinsiemi di M,
1. si dice che a¯ e` indipendente da B su C, e si indica con a¯ |^ C B, se tp(a¯ /B ∪ C)
e` non-forking su C,
2. si dice che A e` indipendente da B su C, e si indica A |^ C B, se, per ogni tupla
finita a¯ di elementi di A, a¯ |^ C B.
Osservazione 5.4.5. Dalle proprieta` del non-forking nelle teorie semplici, segue subito
che l’indipendenza e` invariante sotto l’azione di Aut(M) e ha le seguenti proprieta`:
(i) (Monotonia) A |^ B CD ⇒ A |^ B C e A |^ BC D.
(ii) (Carattere finito) a¯ |^ C B ⇔ a¯ |^ C b¯ per ogni tupla finita b¯ di elementi di B.
(iii) (Carattere locale) Per ogni a¯ e B esiste B0 ⊆ B, con |B0| ≤ |T |, tale che
a¯ |^ B0 B.
(iv) (Esistenza) ∀ a¯, A e B, esiste a¯′ tale che tp(a¯′ /A) = tp(a¯ /A) e
a¯′ |^ A B.
Dimostrazione. (i), (ii) e (iii) sono ovvie, dimostriamo il punto (iv). Sia a¯ in M e siano
A e B insiemi, per semplicita` supponiamo A ⊆ B. Poniamo p = tp(a¯ /A), per 5.4.3,
esiste q′ = tp(a¯′ /B) ∈ S(B) estensione non-forking di p. Quindi tp(a¯′ /A) = q′dA = p =
tp(a¯ /A) e a¯′ |^ A B.
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Definizione 5.4.6. Sia (I,<) un ordine lineare, una successione (ai)i∈I e` detta:
1. indipendente su A se ai |^ A {aj | j < i} ∀i ∈ I,
2. successione di Morley su A se e` indipendente e indiscernibile su A,
3. successione di Morley in p(x) su A se e` una successione di Morley su A che
consiste di realizzazioni di p.
Esempio 5.4.7. Sia q un tipo globale invariante sotto l’azione di AutA(M). Allora
ogni successione (bi)i∈I tale che ogni bi realizza qdA∪ {bj | j < i} e` una successione di
Morley su A detta successione di Morley di q su A.
Dimostrazione. Dimostriamo per prima cosa che q ∈ S(M) e` non-forking su A. Poiche`
q e` globale, basta mostrare che non divide su A. Sia ϕ(x, b) ∈ q(x) e (bi)i<ω una
successione di A-coniugati di b (∀i < ω, tp(bi/A) = tp(b/A)). Allora, poiche` q e` A-
invariante, ϕ(x, bi) ∈ q(x) ∀i < ω e quindi ϕ(x, b) non divide su A. Dall’arbitrarieta`
di ϕ(x, b) ∈ q(x) segue che q non divide su A e quindi e` non-forking su A. Da questo
segue che la successione (bi)i<ω e` indipendente su A. Infatti, ∀i < ω, qi = tp(bi/A{bj :
j < i} ⊂ q e per monotonia segue che qi e` non-forking su A per ogni i < ω. Cioe`
bi |^ A {bj : j < i} ∀i < ω.
Rimane da provare che (bi)i<ω e` indiscernibile su A. Dimostriamo per induzione
su n < ω che, presa comunque una n-upla (bj0 , ..., bjn) in (bi)i<ω con indici crescen-
ti, si ha tp(bj0 , ..., bjn/A) = tp(b0, ..., bn/A). La tesi e` ovvia per n = 0. Supponiamo
n > 0 e che tp(bj0 , ..., bjn−1/A) = tp(b0, ..., bn−1/A). Allora esiste α ∈ AutA(M) tale che
α(bi) = α(bji) per i = 0, ..., n − 1. Allora si ha: tp(bn/Ab0, ..., bn−1) = qdAb0,...,bn−1 =
α(qdAb0, ..., bn−1) = qdAbj0 , ..., bjn−1 = tp(bjn/Abj0 , ..., bjn−1). Da questo segue che
tp(b0, ..., bn/A) = tp(bj0 , ..., bjn/A).
Lemma 5.4.8. Sia (ai)i∈I , con (I,<) ordine lineare, indipendente su A, siano J < K
( ∀j ∈ J e k ∈ K, j < k ) sottoinsiemi di I, allora
tp((ak)k∈K/A{aj | j ∈ J}) non divide su A.
Dimostrazione. Possiamo assumere K finito. La tesi segue per induzione su |K|
applicando la transitivita` del divide.
Lemma 5.4.9. Sia p ∈ S(B) non-forking su A ⊆ B, allora esiste una successione di
Morley infinita in p su A indiscernibile su B. In particolare, se T e` semplice, per ogni
p ∈ S(A) esiste una successione di Morley infinita in p su A.
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Dimostrazione. Sia a0 una realizzazione di p. Per 5.4.3, esiste un’estensione p
′ di p su
Ba0 non-forking su A. Sia a1 una realizzazione di p
′. Continuando in questo modo
otteniamo una successione (ai)i<λ con ai |^ A B(aj)j<i per λ arbitrario. Per 5.1.6,
otteniamo una successione di lunghezza ω con le stesse proprieta` e indiscernibile su
B.
Osservazione 5.4.10. Dal risultato precedente e dalla riflessivita`, segue che, se T e`
semplice, per ogni tipo completo p di T esiste una successione di Morley infinita in p
su dom(p).
Lemma 5.4.11. Sia T semplice e sia pi(x, y) un tipo parziale su un insieme A. Sia
(bi)i<ω una successione di Morley infinita su A tale che
⋃
i<ω pi(x, bi) sia consistente.
Allora pi(x, b0) non divide su A.
Dimostrazione. per il lemma 5.1.5, per ogni ordine lineare (I,<) esiste una successione
di Morley infinita (bi)i∈I in tp(b0/A) tale che Σ(x) =
⋃
i∈I pi(x, bi) sia consistente.
Scegliamo I avente l’ordine inverso di |T |+ e sia c una realizzazione di Σ(x). Poiche`
T e` semplice, esiste un qualche i0 ∈ I tale che tp(c/A ∪ {bi | i ∈ I}) non divide su
A∪{bi | i > i0} il che implica che tp(c/A∪{bi | i ≥ i0}) non divide su A∪{bi | i > i0}.
Per 5.4.8, tp((bi | i > i0)/Abi0) non divide su A. Allora, per 5.2.10, tp(c(bi | i >
i0)/Abi0) non divide su A e quindi pi(x, bi0) non divide su A.
Siamo ora in grado di dimostrare che nelle teorie semplici forking e dividere coin-
cidono.
Proposizione 5.4.12. Sia T una teoria semplice sia A un insieme e sia pi(x, b) un
tipo parziale di T , allora pi(x, b) divide su A se e solo se e` forking su A.
Dimostrazione. Sappiamo che se pi(x, b) divide su A allora e` forking su A. Mostriamo
che, se T e` semplice, vale anche il viceversa. Supponiamo che pi(x, b) non divida su A,
quindi, se ψ(x, b) =
∨
l<d ϕl(x, b) e` implicata da pi, allora non divide su A. Sia (bi)i<ω
una successione di Morley in tp(b/A) su A (che esiste poiche` T e` semplice). Quindi
{ψ(x, bi) | i < ω} e` consistente. Allora esiste l < d e esiste I ⊂ ω infinito, tale che
{ϕl(x, bi) | i ∈ I} e` consistente. Per 5.4.11 ϕl(x, b) non divide su A. Quindi pi(x, b) e`
non-forking su A.
Proposizione 5.4.13 (Simmetria). Nelle teorie semplici, la relazione d’indipendenza
e` simmetrica.
Dimostrazione. Siano A,B e C insiemi e supponiamo che A |^ C B, sia a¯ una tupla di
elementi di A e b¯ una tupla di elementi di B. Poiche` a¯ |^ C b¯, esiste una successione di
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Morley (a¯i)i<ω in tp(a¯/Cb) su C, indiscernibile su Cb¯. Sia p(x, y) = tp(a¯b¯/C), allora⋃
i<ω p(a¯i, y) e` consistente poiche` e` realizzato da b¯. Dunque p(a¯, y) non divide su C e
quindi, per 5.4.12, e` non-forking su C. Questo prova b¯ |^ C a¯. Per l’arbitrarieta` di a¯ in
A e b¯ in B, segue che B |^ C A.
Corollario 5.4.14 (Monotonia e transitivita`). Sia T semplice, siano A e B ⊆ C ⊆ D
insiemi. Allora A |^ B D ⇔ A |^ B C e A |^ C D.
Dimostrazione. Una direzione (da sinistra a destra) e` la monotonia e vale in generale
per T arbitraria. Dimostriamo l’altra direzione (la transitivita`). Per il carattere finito
del forking, posso restringermi a considerare tuple finite anziche´ insiemi. Supponiamo
che a¯ |^ B c¯ e a¯ |^ B c¯ d¯ voglio dimostrare che a¯ |^ B c¯ d¯. Per simmetria (proposizione
5.4.13) c¯ |^ B a¯ e cioe` tp(c¯ /B a¯) e` non-forking su B. d¯ |^ B c¯ a¯ e cioe` tp(d¯ /B c¯ a¯) e`
non-forking su B c¯. Applichiamo la transitivita` del dividere (Proposizione 5.2.10) e il
fatto che nelle teorie semplici forking e dividire coincidono. Otteniamo che tp(c¯ d¯ /B a¯)
e` non-forking su B e cioe` c¯ d¯ |^ B a¯. La tesi segue applicando di nuovo la simmetria.
5.5 Il teorema d’indipendenza
In questa sezione dimostreremo il teorema di indipendenza per le teorie semplici, i
riferimenti principali sono [TZ12, sezione 7.3] e [KP97]. Sia T una teoria completa e
M il suo modello mostro. Sia R una relazione di equivalenza sulle tuple di M. Diciamo
che R e` A-invariante, dove A ⊂ M, se e` invariante sotto l’azione di Aut(M). Diciamo
che R e` stabile se e` A-invariante per un qualche A ⊂ M e non esiste alcuna successione
infinita (ai, bi)i<ω di tuple in M tale che ∀i < j < ω (ai, bj) ∈ R↔ i < j.
Lemma 5.5.1. Sia M un modello di T e R una relazione M -invariante e stabile.
Siano p(x), q(y) ∈ S(M) e a |= p(x), b |= q(y) tali che tp(a/Mb) non divide su M e
(a, b) ∈ R. Allora, se a′ |= p(x), b′ |= q(y) e tp(a′/Mb′) non divide su M si deve avere
necessariamente (a′, b′) ∈ R.
Dimostrazione. Possiamo assumere, senza perdita di generalita` che a′ = a. Sup-
poniamo per assurdo (a, b′) /∈ R. Sia N un modello saturo di T contenente M ∪
{a, b, b′} e q(y) ∈ S(N) un’estensione di q(y) finitamente soddisfacibile in M . Sia
b = b0, b1, b2, ... una successione di tuple in N tale che ∀i bi+1 |= q′dM∪{b0,...,bi}. La
successione (bi : i < ω) e` M -indiscernibile. Analogamente costruiamo b
′ = b′0, b′1, b′2, ....
Poiche` tp(a/Mb) non divide su M (quindi
⋃
i<ω tp(a/Mbi) e` consistente), possiamo
assumere tp(abi/M) = tp(ab/M). Infatti, supponiamo i = 1, b1 |= qdM∪b poiche` q′
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e` un’estensione di q = tp(b/M) finitamente soddisfacibile in M , per ogni L-formula
φ(x, y) si ha che il fatto che φ(a, y) ∈ tp(b/M) = tp(b1/M) dipende solo da tp(a/M).
Analogamente possiamo assumere che tp(ab′i/M) = tp(ab
′/M) per ogni i < ω. Poiche R
e` M -invariante, (a, bi) ∈ R e (a, b′i) /∈ R per ogni i < ω. Sia B = {bi, b′i : i < ω}, sia ci ∈
N , per i < ω una realizzazione di q′dM∪B∪{cj :j<i}. Le successioni (b0, b1, ..., c0, c1, ...) e
(b′0, b′1, ..., c0, c1, ...) sono M -indiscernibili, sia s(x, y) ∈ S(M) tale che tp(aci/M) = s
per ogni i. Abbiamo due casi, caso 1: (a, ci) ∈ R per ogni i. Consideriamo la suc-
cessione M -indiscernibile (b′0, b′1, ..., c0, c1, ...) sia t(x, y) = tp(ab′0/M)(= tp(ab′i/M) ∀i).
Per il teorema di Ramsey possiamo trovare, per ogni ordine infinito I, una succes-
sione M -indiscernibile ((ai, di) : i ∈ I) tale che tp(aidj/M) = t(x, y) per ogni j < i e
tp(aidj/M) = s(x, y) per ogni j ≥ i. Questo contraddice la stabilita` di R.
Caso 2: (a, ci) /∈ R per ogni i. Procediamo come sopra considerando la successione
(b0, b1, ..., c0, c1, ...).
Lemma 5.5.2. Sia T semplice M |= T e A ⊆M . Siano Φ(x, y) e Ψ(x, z) tipi parziali
su A. Sia R(y, z) la relazione definita da: R(a, b)⇔ Φ(x, a)∪Ψ(x, b) e` non-forking su
A. Allora R e` A-invariante e stabile.
Dimostrazione. La A-invarianza e` ovvia. Per provare la stabilita` proviamo la seguente
condizione (piu` forte):
se ((ai, bi) : i < ω) e` una successione A-indiscernibile, e R(ai, bi) per ogni i < ω, allora
R(ai, bj) ∀i, j < ω.
Sia Γ(x, y, z) ≡ φ(x, y) ∪ Ψ(x, z), quindi R(ai, bi) ⇔ Γ(x, ai, bi) e` non-forking se A.
Allora ∪{Γ(x, ai, bi) : i < ω} e` non-forking su A. Quindi ∀i, j < ω Γ(x, ai, bj) e`
non-forking su A. Dunque R(ai, bj) ∀i, j < ω.
Teorema 5.5.3 (Indipendenza su modelli). Sia T semplice, M |= T e p ∈ S(M).
Siano A ⊃ M e B ⊃ M tali che A |^ M B. Date p1(x) ∈ S(A), p2(x) ∈ S(B)
estensioni non-forking di p(x), esiste q(x) ∈ S(A ∪ B) che estende p1(x) ∪ p2(x) ed e`
non-forking su M .
Dimostrazione. Possiamo supporre A = M∪{a} eB = M∪{b} con a, b tuple finite in M
tali che a |^ M b. Supponiamo p(x) = tp(c/M), p1(x) = tp(c/Ma) e p2(x) = tp(c/Mb).
Riscriviamo p1(x) = r1(x, a) e p2(x) = r2(x, b) con r1(x, y) e r2(x, z) tipi completi su
M . Sia R(y, z) la relazione “r1(x, y)∪r2(x, z) e` non-forking su M”. Per il lemma 5.5.2,
R e` M -invariante e stabile.
Vogliamo applicare il lemma 5.5.1. Siano s(y) = r1(c, y), t(z) = s2(c, z) e b
′ |=
t(z) tale che tp(b′/M ∪ c ∪ a) e` non-forking su M ∪ c (b′ |^ M∪c a). Per simmetria
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a |^ M∪c b′, inoltre a |^ M c (tp(c/Ma) = p1(x) e` non-forking su M per ipotesi), allora
per transitivita` a |^ M b′c e per monotonia a |^ M b′. Quindi tp(a/Mb′) e` non-forking
su M . Sempre per monotonia e transitivita` si ha che c |^ M ab′, cioe` tp(c/Mab′) e` non-
forking su M . Poiche` r1(x, a)∪ r2(x, b′) ⊂ tp(c/Mab′), r1(x, a)∪ r2(x, b′) e` non-forking
su M cioe` vale R(a, b′).
Per ipotesi a |^ M b, a |= s(y) e b |= t(z) quindi, per il lemma 5.5.1, vale R(a, b).
5.6 Caratterizzazione delle teorie semplici
Definizione 5.6.1. Sia T una teoria completa e Γ una collezione di triple (a,B,A),
con a tupla finita in e A,B sottoinsiemi in M. Diciamo che Γ e` una buona nozione
d’indipendenza su T se valgono le seguenti proprieta`:
(i) (Invarianza) ∀f ∈ Aut(M), (a,B,A) ∈ Γ se e solo se (f(a), f(B), f(A)) ∈ Γ.
(ii) (Carattere locale) ∀ a,B esiste A ⊆ B, con |A| ≤ |T |, tale che (a,B,C) ∈ Γ.
(iii) (Carattere finito) (a,B,A) ∈ Γ se e solo se (a, b, A) ∈ Γ per ogni tupla finita b
in B.
(iv) (Esistenza) ∀a,A,B, esiste a′, con tp(a′/A) = tp(a/A) e (a′, B,A) ∈ Γ.
(v) (Simmetria) (a, b, A) ∈ Γ se e solo se (b, a,A) ∈ Γ.
(vi) (Monotonia e transitivita`) (a,B ∪ C,A) ∈ Γ se e solo se (a,B,A) ∈ Γ e
(a,C,A ∪B) ∈ Γ.
Se T e` semplice allora l’indipendenza definita dal forking e` una buona nozione
d’indipendenza. Viceversa, data una buona nozione d’indipendenza Γ su T , possiamo
definire una relazione di “Γ-non-forking” tra tipi e insiemi di T come segue: tp(a/B) e`
Γ-non-forking su A ⊆ B se e solo se (a,B,A) ∈ Γ. Diciamo che Γ soddisfa il teorema
d’indipendenza sui modelli se la relazione di Γ-non-forking soddisfa il teorema 5.5.3 o,
equivalentemente, se vale la condizione:
(vii) (Indipendenza sui modelli) Siano M modello di T , a′, b′ tuple finite in M tali
che tp(a′/M) = tp(b′/M). Se a, b sono tuple finite in M tali che (a, b,M) ∈ Γ,
(a′, a,M) ∈ Γ e (b′, b,M) ∈ Γ, allora esiste c in M tale che tp(c/Ma) = tp(a′/Ma),
tp(c/Mb) = tp(b′/Mb) e (c, ab,M) ∈ Γ.
Teorema 5.6.2. Sia T un’arbitraria teoria completa. T e` semplice se e solo se esiste
una buona nozione d’indipendenza Γ che soddisfa il teorema d’indipendenza sui modelli
e, in tal caso, Γ coincide con l’indipendenza definita dal forking.
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Dimostrazione. Se T e` semplice allora, per il teorema 5.5.3, la nozione d’indipendenza
|^ soddisfa il teorema d’indipendenza.
Viceversa, sia Γ una nozione d’indipendenza su T che soddisfa il teorema d’indipen-
denza sui modelli, per dimostrare che T e` semplice basta dimostrare che la relazione
di Γ-non-forking coincide con quella di non-forking (la tesi segue dal carattere locale
del non-forking). Siano a, b, A in M vogliamo dimostrare che (a, b, A) ∈ Γ⇔ tp(a/Ab)
e` non-forking su A.
Dimostriamo l’implicazione da destra a sinistra (per questa non serve il teorema
d’indipendenza sui modelli). Supponiamo, per assurdo, che tp(a/Ab) sia Γ-forking su A.
Utilizzando gli assiomi dell’indipendenza, possiamo trovare, dato un cardinale κ > |T |,
una successione (bi : i < κ) di realizzazioni di tp(b/A) che sia Γ-indipendente su A
(∀i < κ (bi, (bj : j < i), A) ∈ Γ) e A-indiscernibile. Sia p(x, b) = tp(a/Ab), per ipotesi
p(x) e` non-forking su A il che implica che
⋃{p(x, bi) : i < κ} e` consistente, sia a′ una
realizzazione, allora tp(a′/Abi) e` Γ-forking su A per ogni i < κ (per invarianza). Per
simmetria e transitivita`, si ha che tp(a′/A∪{bj : j ≤ i}) e` Γ-forking su A∪{bj : j < i}
il che contraddice il carattere locale e otteniamo l’assurdo.
Proviamo ora l’implicazione inversa. Sia p(x, b) = tp(a/Ab), supponiamo che p
sia Γ-non-forking su A. Proviamo che p(x, b) non divide su A. Sia (bi : i < ω) una
successione A-indiscernibile, con b0 = b, vogliamo dimostrare che
⋃{p(x, bi) : i < ω} e`
consistente.
Estendiamo (bi : i < ω) ad una successione (bi : i ≤ κ) A-indiscernibile, con
κ > |T |. Costruiamo una successione di modelli M0 ⊆M1 ⊆M2 ⊆ ... tali che:
(a) ∀i ≤ κ Mi contiene A ∪ (bj : j < i),
(b) ∀i ≤ κ (bj : i ≤ j ≤ κ) e` M -indiscernibile.
Per il carattere locale, esiste i0 < κ tale che tp(bκ/
⋃
(Mj : j < κ)) e` Γ-non-forking
su Mi0 . Quindi possiamo trovare un modello M contenente A tale che la successione
(bi : i < ω) sia M -indiscernibile e Γ-indipendente su M .
Sia (per esistenza delle estensioni Γ-non-forking) p′(x) ∈ S(Mb0) un’estensione Γ-
non-forking di p(x, b0). Per transitivita` p
′(x) e` Γ-non-forking su M . Riscriviamo p′(x)
come p′′(x, b0) con p′′(x, y) ∈ S(M). Per invarianza p′′(x, bi) e` Γ-non-forking su M per
ogni i < ω.
Poiche` Γ soddisfa il teorema d’indipendenza sui modelli, segue che esiste a′ che
realizza
⋃{p′′(x, bi) : i < ω}. Quindi a′ realizza p(x, bi) per ogni i. Quindi tp(a/Ab)
non divide su A.
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Rimane da dimostrare che tp(a/Ab) e` non-forking su A. Supponiamo per assurdo
che p(x, b) = tp(a/Ab) sia forking su A. Allora esistono delle formule φi(x, bi), per
i = i, ..., n, tali che p(x, b) → φ1(x, b1) ∨ ... ∨ φn(x, bn) e φi(x, bi) divide su A per ogni
i = 1, ..., n. Sia p′(x) ∈ S(A ∪ {b, b1, ..., b : n}) un’estensione Γ-non-forking di p(x, b).
Esiste i = 1, ..., n tale che φi(x, bi) ∈ p′(x), quindi p′ divide su A contraddicendo quanto
provato sopra.
In conclusione Il Γ-non-forking coincide con il non-forking che quindi soddisfa il
carattere locale, quindi T e` semplice.
Corollario 5.6.3. Sia T una teoria totalmente trascendente, allora la nozione d’indipen-
denza Γ definita da (a,B,A) ∈ Γ ↔ RM(a/BA) = RM(a/A) soddisfa il teorema
d’indipendenza sui modelli. Quindi in particolare T e` semplice e il forking coincide
con il Γ-forking.
Dimostrazione. Dimostriamo che, se T e` totalmente trascendente, allora ogni tipo
completo su un modello ha un’unica estensione ad ogni soprainsieme del modello avente
stesso rango. Questo fatto implica chiaramente il teorema d’indipendenza.
Sia p(x) ∈ S(M) e A ⊃M . Dimostriamo che se q(x) ∈ S(A) e` un estensione di p(x)
avente lo stesso rango di Morley allora q e` definibile su M , la tesi segue dal fatto che i
tipi su modelli hanno, per ogni soprainsieme del dominio, un’unica estensione definibile
(lemma 5.3.3). Sia α = RM(p) e k = MD(p), k ∈ N. Sia φp(x) ∈ p con RM(φp) = α e
MD(φp) = k. Per definizione di MD(φp) esistono al piu` k tipi pi(x) ∈ S(A) contenenti
φp e aventi rango di Morley α. In particolare q ha un numero finito di M -coniugati
e quindi e` definibile su acleq(M), ma, essendo M un modello, dcleq(M) = acleq(M).
Quindi q e` definibile in M .
Capitolo 6
Teorie stabili
In questo capitolo introdurremo la classe delle teorie stabili. Una L-teoria si dice
stabile se nessuna L-formula definisce un “ordine infinito” in un qualche modello di T
(definizione 6.1.1).
Un aspetto importante delle teorie stabili e` quello di avere “pochi tipi”. In generale,
data una teoria completa T e un insieme di parametri A, un limite per la cardinalita` di
S(A) e` 2|T |+|A|. Se T e` stabile, esiste un cardinale infinito λ tale che: ∀A ⊂ M, |A| <
λ⇒ |S(A)| < λ. Questo risultato segue dal fatto che, nelle teorie stabili, ogni tipo su
un modello e` definibile (corollario 6.1.7).
Sempre grazie alla definibilita` dei tipi, proveremo che, nelle teorie stabili, la re-
lazione di non-forking si puo` definire in modo piu` semplice. Un tipo definito su un
modello M di T e` non-forking su un sottoinsieme A di M se e solo se p e` definibile su
acleq(A) (teorema 6.2.5). Se p ∈ S(B), con B ⊇ A, allora p e` non-forking su A se e solo
se esiste p′ ∈ S(M), con M modello di T contenente B, che estende p ed e` non-forking
su A. In particolare le teorie stabili sono semplici. Effettivamente il non-forking (e la
relativa nozione d’indipendenza) nelle teorie stabili soddisfa il teorema d’indipendenza
sui modelli (teorema 5.5.3). Anzi vale la condizione, piu` forte (corollario 6.2.3):
(Indipendenza su modelli in teorie stabili) Ogni tipo definito su un modello e`
stazionario e cioe` ammette un’unica estensione non-forking su ogni insieme contenente
il proprio dominio.
Come per le teorie semplici proveremo che le proprieta` del non-forking (o equiva-
lentemente dell’indipendenza) nelle teorie stabili caratterizzano completamente sia la
relazione di non-forking che le teorie stabili (teorema 6.2.9). Grazie a questo risultato
proveremo che le teorie totalmente trascendenti sono stabili.
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6.1 Teorie stabili
Sia T una teoria completa e M il suo modello mostro.
Definizione 6.1.1. Una L−formula δ(x, y) si dice stabile per T se δ(x, y) non definisce
un “ordine infinito” in nessun modello di T . Piu` precisamente, δ(x, y) e` stabile per
T se non esiste alcuna successione infinita (ai, bi : i < ω) in M tale che risulti: |=
δ(ai, bj)↔ i ≤ j. Una teoria T si dice stabile se ogni L−formula e` stabile per T .
Esempio 6.1.2. 1. Nella teoria completa dell’aritmetica di Presburger (N, 0, s,+)
la formula: φ(x, y) = ∃z(x + z = y) non e` stabile, infatti, ∀n,m ∈ N, risulta
∃z(n+z = m)⇔ n ≤ m), e questo, essendo l’ordine usuale su N ha tipo d’ordine
ω.
2. La stessa formula non definisce un ordine, e quindi e` stabile, in (Z,+).
3. Poiche` ogni intero positivo e` somma di quattro quadrati, la formula: φ(x, y) =
∃z1, z2, z3, z4 (x+ z21 + z22 + z23 + z24 = y) non e` stabile per Th(Z,+, ·).
4. La formula φ(x, y) = ∃z (x+ z2 = y) non e` stabile per Th(R,+, ·).
Il seguente lemma fornisce alcune utili proprieta` delle formule stabili.
Lemma 6.1.3. (i) Se φ(x, y) e ψ(x, z) sono due L−formule stabili per T , allora lo
sono anche le formule ¬φ(x, y), φ ∧ ψ(x, (y, z)) e φ ∨ ψ(x, (y, z)).
(ii) Sia ψ(y, x) la formula φ(x, y). Allora ψ(y, x) e` stabile per T , se e solo se φ(x, y)
e` stabile per T . Chiameremo ψ(y, x) la formula simmetrica di φ(x, y).
(iii) Se T e` stabile allora anche T eq e` stabile.
(iv) Una formula φ(x, y) e` stabile per T se e solo se esiste n < ω tale che non esiste
una successione (ai, bi : i ≤ n) in M che verifica |= φ(ai, bj)↔ i ≤ j.
Sia δ(x, y) una L-formula. Chiameremo istanza di δ una formula della forma δ(x, b)
con b in M. Sia A ⊆ dom(M), una δ-formula e` una formula su A equivalente a una
combinazione booleana di istanze di δ (non necessariamente su A). Un δ-tipo completo
di T su A e` una collezione coerente e massimale di δ-formule su A. Indicheremo con
Sδ(A) l’insieme de δ-tipi completi su A.
Osservazione 6.1.4. Sia p un tipo completo di T . Diciamo che un insieme di formule
Γ determina p (oppure, p e` determinato da Γ ) se p e` conseguenza di Γ , cioe` se risulta
T ∪ Γ |= p. Se M e` un modello di T , ogni δ-tipo p su M e` determinato dalle istanze e
dalle negazioni di istanze di δ che sono in p.
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Dimostrazione. Segue dal fatto che se una δ−formula e` su M , allora e` equivalente ad






(dove δ0 = δ, δ1 = ¬δ) una δ-formula equivalente ad una formula ψ(x, c) con parametri
c in M . Allora: M |= ∃y(∀x(ψ(x, c) ↔ Ψ(x, y))), e, dato che c e` in M e M ≺ M,
risulta: M |= ∃y(∀x(ψ(x, c)↔ Ψ(x, y))). Quindi ψ(x, c) equivale ad una combinazione
booleana finita di istanze di δ in M .
Vediamo ora come la stabilita` di T puo` essere espressa tramite condizioni sulla
cardinalita` dei tipi di T .
Lemma 6.1.5. Sia δ(x, y) una L-formula non stabile per T . Allora, per ogni cardinale
λ ≥ |T |, esiste un modello M di T avente piu` di λ 1-tipi completi (nella variabile x)
p(x) ∈ S(M).
Dimostrazione. Sia µ il minimo cardinale tale che 2µ > λ (in particolare µ ≤ λ).
Consideriamo l’insieme 2µ delle funzioni da µ a 2 e ordiniamolo come segue: f < g se
esiste α < µ con fα = gα e f(α) = 0 g(α) = 1. Per compattezza esistono (af , bf )f∈2µ
tali che |= δ(af , bg) ⇔ f < g. Sia X ⊂ 2µ l’insieme delle funzioni costanti. Allora
|X| ≤ λ e per ogni f1 6= f2 in 2µ esiste g ∈ X tale che |= ¬δ(af1 , bg)↔ δ(af2 , bg). Sia M
un modello di cardinalita` λ contenente {bg| g ∈ X}, allora l’insieme {tp(af/M)| f ∈ 2µ}
soddisfa le richieste.
Lemma 6.1.6. Sia δ(x, y) una formula stabile, sia M |= T e sia a ∈ Mn (dove
n = l(x)). Allora esiste un insieme finito {aji}i,j≤N di n−uple di elementi di M tali
che:
1. ∀b ∈M , |= δ(a, b) se e solo se |= ∨j(∨i δ(aji , b));
2. N e` determinato solo da δ e non dalla scelta di a o di M ;
3. Se ψ(x, c) e` una formula su M soddisfatta da a, possiamo scegliere gli aji che
soddisfano ψ(x, c); inoltre se M e` λ-saturo e se C e` un sottoinsieme di M con
|C| < λ, possiamo scegliere gli aji tali che realizzino tp(a/C).
Dimostrazione. Sia N1 ∈ ω dato da 6.1.3 punto 4. Dimostriamo il seguente fatto:
(A) per ogni formula ψ(x) ∈ tp(a/M) esistono a1, ..., an ∈ M , esiste n ≤ N1, tali
che ogni ai soddisfa ψ(x) e, per ogni b ∈M , se M |=
∧
1≤i≤n δ(ai, b) allora |= δ(a, b).
Costruiamo a1, a2, .. in M che soddisfano ψ(x) e b1, b2, .. in M tali che |= ¬δ(a, bi)
e |= δ(ai, bj) se e solo se i ≤ j. Supponiamo di avere a1, ..., an, b1, ..., bn, vogliamo
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e` su M ed e` vera per a
(che e` in M), allora e` realizzata inM (essendoM ≺ M) poniamo an+1 tale realizzazione.
Allora, o (a1, ..., an+1) soddisfa la tesi, oppure esiste b ∈M tale che |=
∧
1≤i≤n+1 δ(ai, b)
ma ¬δ(a, b). Poniamo bn+1 un tale b, quindi procedendo in questo modo la costruzione
continua e si fermera` per un qualche n ≤ N1.
Sia ora χ((x1, ..., xN1), y) la formula δ(x1, y)∧...∧δ(xN1 , y) allora, poiche` δ e` stabile,
lo e` anche χ. Sia N2 < ω dato dal punto 4 del lemma 6.1.3 per la formula ¬χ. Poniamo
x¯ := (x1, ..., xN1), costruiamo a¯
1, a¯2, .. in M che soddisfano (A) e b1, b2, ... in M tali
che:
1. |= χ(a¯i, bj)⇔ i > j,
2. δ(a, bi) ∀i.
Supponiamo di aver costruito a¯i, bi per i = 1, ..., n. Per (A) abbiamo a¯
n+1 in M tale




n+1, y) non soddisfa le richieste del lemma, allora esiste bn+1 ∈M tale
che |= δ(a, bn+1) ma |= χ(a¯i, bn+1) per i = 1, ..., n+ 1 e la costruzione continua fino ad
un n ≤ N2. Questo prova l’esistenza degli aji . 1,2 e 3 seguono dalla costruzione della
successione {aji} e da (A).
Siamo ora in grado di dare alcune condizioni equivalenti alla stabilita` di una
formula.
Corollario 6.1.7. Sia δ(x, y) una L−formula, le seguenti condizioni sono equivalenti:
1. δ e` stabile;
2. ogni δ−tipo dompleto definito su un modello di T e` definibile;
3. per ogni λ ≥ |T |, per ogni M |= T con |M | ≤ λ, |Sδ(M)| ≤ λ.
Dimostrazione. L’implicazione 1⇒2 e` data da 6.1.6 (anzi il lemma mostra che la
δ−definizione puo` essere scelta di una particolare forma).
Dimostriamo l’implicazione 2⇒3. Sia M |= T , allora ogni p(x) ∈ Sδ(M) e` deter-
minato dalla sua δ-definizione ψδ(y) e ci sono al piu` |M |+ |T | di tali formule. 3⇒1 e`
il 6.1.5.
Corollario 6.1.8. Sia T una teoria completa, le seguenti condizioni sono equivalenti:
1. T e` stabile;
Capitolo 6. Teorie stabili 70
2. ogni tipo completo definito su un modello di T e` definibile;
3. per ogni λ ≥ |T | e per ogni M |= T con |M | = λ, l’insieme dei tipi completi di T
su M ha cardinalita` al piu` λ|T71|;
4. esiste un cardinale λ ≥ |T | tale che per ogni M |= T di cardinalita` al piu` λ,
S(M) ha cardinalita` al piu` λ.
Dimostrazione. Segue direttamente da 6.1.7. per l’implicazione 2⇒3, basta osservare
che, se ogni tipo p ∈ S(M), con M |= T , e` definibile, allora e` determinato dal suo
schema di definizione (cioe` l’applicazione che associa ad ogni L-formula δ(x, y) una
δ−definizione di p) e che il numero dei possibili schemi di definizione per i tipi definiti
su M e` |M ||T |.
Lemma 6.1.9. Sia T stabile e siano p(x) e q(y) due tipi globali. Allora, per ogni
formula con parametri δ(x, y), se dp(δ)(y) e dq(δ)(x) sono le δ-definizioni di p e q
rispettivamente, si ha che:
dp(δ)(y) ∈ q(y)⇔ dq(δ)(x) ∈ p(x).
Dimostrazione. Poniamo ψ(y) := dp(δ)(y) e chi(x) := dq(δ)(x). Supponiamo per
assurdo che risulti, ad esempio, χ(x) ∈ p e ¬ψ(y) ∈ q. Costruiamo induttivamente una
successione ((ai, bi) : i < ω) in M tale che:
 ai+1 realizza pdA∪{a0,b0,...,ai,bi},
 bi+1 realizza qdA∪{a0,b0,...,ai,bi}.
Dimostriamo che:
(*) M |= δ(ai, bj)⇔ i < j.
Per ogni i, sia Bi := A ∪ {a0, b0, ..., ai−1, bi−1}. Sia i < j, allora Bi ⊆ Bj e ai realizza
pdBi . Allora |= χ(ai), quindi δ(ai, y) ∈ qdBj . Ma bj realizza qdBj e quindi M |= δ(ai, bj).
In modo simile si simostra che, se i ≥ j, allora M |= ¬δ(ai, bj). Questo prova (*).
Dalla stabilita` della formula δ segue l’assurdo.
6.2 Forking nelle teorie stabili
Lemma 6.2.1. Sia p ∈ S(M) un tipo globale.
1. Se p e` definibile su A, allora p e` non-forking su A.
Capitolo 6. Teorie stabili 71
2. Se T e` stabile e p non divide su un modello M , allora p e` definibile su M .
Dimostrazione. Per prima cosa ricordiamo che per i tipi globali essere forking equivale
a dividire.
1. Sia φ(x,m) ∈ p e sia (mi)i<ω una successione infinita, indiscernibile su A e con
m0 = m. Poiche` p e` definibile su A, allora e` fissato da ogni A-automorfismo e quindi
∀i < ω φ(x,mi) ∈ p. Dunque {φ(x,mi) : i < ω} e` consistente e φ(x,m) non divide su
A.
2. Ora assumiamo T stabile e che p = tp(a/M) non divide su M |= T . Allora p e`
definibile. Per 5.3.3 , basta mostrare che p e` un erede di pdM . Quindi, data una formula
ϕ(x, b) ∈ p dobbiamo mostrare che ϕ(x, b′) ∈ p per un qualche b′ ∈M .
Sia I = (bi)i<ω una successione di Morley di un coerede globale r di tp(b/M) su M
con b0 = b ( vedi esempio 5.4.7, per 5.3.4 r e` invariante su M ). Poiche` tp(a/Mb) non
divide su M , per 5.2.9, possiamo supporre I indiscernibile su Ma. Quindi abbiamo
|= ϕ(a, bi) per ogni i < ω. Ora tp(a/M ∪ {bi | i < ω} e` definibile, assumiamo che
i parametri di dq(ϕ)(y) siano in M ∪ {b0, ..., bn−1}. Poiche` tp(bn/M ∪ {b0, ..., bn−1} e`
un corede di tp(b/M), e poiche` |= dq(ϕ)(bn), esiste b′ ∈ M con |= dq(ϕ)(b′). Quindi
|= ϕ(a, b′) e quindi ϕ(x, b′) ∈ tp(a/M) = pdM .
Corollario 6.2.2. Le teorie stabili sono semplici.
Dimostrazione. Sia p un tipo su un modello M di T . Allora p e` definibile su un
qualche sottoinsieme A di M di cardinalita` al piu` |T |. Sia p′ il tipo globale definito
dallo schema di definizione di p su A, allora, per il risultato precedente, p′ (e quindi
anche p) e` non-forking su A.
Corollario 6.2.3. Sia T una teoria stabile, p un tipo su un modello M e A ⊃ M .
Allora p ha un’unica estensione q ∈ S(A) con le seguenti proprieta` equivalenti:
1. q e` non-forking su M ,
2. q e` definibile su M ,
3. q e` un erede di p,
4. q e` un coerede di p.
Dimostrazione. Per il lemma 6.2.1, q e` non-forking su M se e solo se e` definibile su
M . Poiche` p e` definibile, per 5.3.3, esiste un’unica estensione q ∈ S(A) di p definibile
su M , e questa e` anche l’unico erede di p.
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Dunqua basta provare l’equivalenza di 1,2 e 3 con 4. Assumiamo A = M ∪{a} con
a tupla finita e fissiamo una realizzazione b di q. Allora q = tp(b/Ma) e` un coerede
di p = tp(b/M) se e solo se tp(a/Mb) e` un erede, e quindi un’estensione non-forking,
di tp(a/M). Questo segue dalla simmetria del non-forking (tp(b/Ma) e` non-forking su
M se e solo se tp(a/Mb) e` non-forking su M) e dalla prima parte della dimostrazione.
Definizione 6.2.4. Sia p ∈ S(B) definibile su B, diciamo che la definizione e` buona
se definisce un tipo globale (o, equivalente, definisce un tipo su un modello contenente
B).
Teorema 6.2.5. Sia T stabile, un tipo p ∈ S(B) e` non-forking su A ⊆ B se e solo se
ha una buona definizione su acleq(A).
Dimostrazione. Supponiamo che p sia non-forking su A, sia p′ un’ estensione globale
di p non-forking su A. Dato un modello M ⊃ A, poiche` p′ e` non-forking su M , per
6.2.1, p′ e` definibile su M , quindi la base canonica di p′ appartiene ad M eq per ogni
M |= T contenente A, quindi appartiene ad acleq(A) per 3.1.7.
Viceversa, se p ha una buona definizione su acleq(A) allora, per 6.2.1, p e` non-forking
su acleq(A) e quindi e` non-forking su A.
Definizione 6.2.6. Un tipo si dice stazionario se ha un’unica estensione non-forking
a ogni soprainsieme del proprio dominio.
Osservazione 6.2.7. Per 6.2.3, se T e` stabile, ogni tipo di T definito su un modello
e` stazionario.
Corollario 6.2.8. Se T e` stabile, ogni tipo su acleq(A) e` stazionario.
Dimostrazione. Supponiamo A = acleq(A). Siano p′ e p′′ due estensioni non-forking
globali di p ∈ S(A). Sia ϕ(x, b) una L-formula e q un’estensione non-forking globale
di tp(b/A). Per il teorema 6.2.5, p′ e p′′ sono entrambi definibili su A.
Applichiamo 6.1.9:
ϕ(x, b) ∈ p′ ⇔ M |= dp′(ϕ)(b)⇔ dp′(ϕ)(y) ∈ q ⇔ dq(ϕ)(x) ∈ p
⇔ dp′′(ϕ)(y) ∈ q ⇔ ϕ(x, b) ∈ p′′.
Il prossimo risultato riassume le proprieta` del non-forking nelle teorie stabili e
mostra inoltre che tali proprieta` determinano univocamente tale relazione.
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Teorema 6.2.9. Sia T una teoria completa e sia n > 0. Allora T e` stabile se e solo
se esiste una speciale classe di estensioni di n−tipi, p @ q, con le seguenti proprieta`.
1. (Invarianza) @ e` invariante sotto l’azione di Aut(M).
2. (Carattere locale) Esiste un cardinale κ tale che ∀q ∈ Sn(C) ∃C0 ⊆ C, con
|C0| ≤ κ e tale che qdC0 @ q.
3. (Limitatezza debole) ∀p ∈ Sn(A) esiste un cardinale µ tale che p ha, per ogni
B ⊇ A, al piu` µ estensioni q ∈ Sn(B) con p@ q.
Se inoltre @ soddisfa:
4. (Estensione) ∀p ∈ Sn(A) e B ⊇ A, ∃q ∈ Sn(B) tale che p@ q,
5. (Transitivita`) p@ q@ r ⇒ p@ r.
6. (Monotonia debole) p@ r e p ⊆ q ⊆ r ⇒ p@ q.
allora @ coincide con la relazione di non-forking.
Dimostrazione. In una teoria stabile la relazione di non-forking soddisfa le proprieta`
1-6. Viceversa supponiamo che valgano 1,2 e 3 e mostriamo che T e` stabile. Da 2 e 3
segue che possiamo trovare un cardinale µ′ sufficientemente grande tale che, per ogni
A0 con |A0| ≤ κ, ogni n−tipo su A0 ha al piu` µ′ @−estensioni ad ogni soprainsieme
di A0. Sia A un insieme di parametri, allora in numero degli n−tipi su A e` maggiorato
dal prodotto del numero dei sottoinsiemi A0 di A di cardinalita` al piu` κ per il limite
per gli n-tipi p su A0, per il limite del numero di @−estensioni di p ∈ Sn(A0) a A0,
quindi si ha che: |Sn(A)| ≤ |A|κ ·2max(|κ|,|T |) ·µ′. Ne segue che T e` λ−stabile per λ = λκ
e λ ≥ max(2|T |, µ′) e quindi e` stabile.
Supponiamo ora che @ abbia le proprieta` 1-6. Sia p ∈ Sn(A), p ⊆ q ∈ Sn(B) con
B ⊇ A. Assumiamo prima che p@ q. Sia µ un cardinale infinito fornito dalla proprieta`
3 applicata a p. Esiste M ⊇ B, modello di T , tale che ogni r ∈ Sn(M) forking su
A ha piu` di µ A-coniugati. infatti, sia M un modello di T κ-saturo e fortemente
κ-omogeneo, con κ > max{µ, |A|}, se r ∈ Sn(M) e` forking su A, esiste ϕ ∈ r che
divide su A ma allora esistono κ A-automorfismi αi ∈ AutA(M) tale che l’insieme
{αi(ϕ) | i < κ} e` inconsistente e quindi i tipi αi(r) ∈ Sn(M) sono distinti.
Per 4 e 5 q ha un’estensione r ∈ Sn(M) tale che p@ r. Per 1 abbiamo che p@ r′
per ogni coniugato r′ di r. Allora, per 3, r ha non piu` di µ A-coniugati, il che implica,
per quanto visto sopra, che r e` non-forking su A e quindi q e` un’estensione non-forking
di p.
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Corollario 6.2.10. Siano T una teoria totalmente trascendente, p ∈ S(A) e q ∈ S(B)
un’estensione di p con B ⊇ A. Allora p@ q ⇔ RM(p) = RM(q) (dove RM(p) indica il
rango di Morley di p). In particolare p e` stazionario se e solo se p ha rango di Morley
1.
Dimostrazione. Nelle teorie t.t. le estensioni di tipi aventi lo stesso rango di Morley
soddisfano tutte le condizioni del 6.2.9.
6.2.10 vale anche per le teorie stabili se ci restringiamo a tipi aventi rango di Morley
<∞.
Definizione 6.2.11. Sia T una teoria semplice. T si dice supersemplice se per ogni
tipo completo p di T esiste un sottoinsieme finito del proprio dominio tale che p sia
non-forking su tale insieme. T si dice superstabile se e` supersemplice e stabile.
Corollario 6.2.12. Se T e` t.t. allora e` superstabile.
Dimostrazione. Sia p ∈ S(A) con RM(p) = α. Sia φp ∈ p avente stesso rango e stesso
grado di p. Allora p e` univocamente determinato da φp. Sia A0 ⊆ A l’insieme di
parametri di φp, A0 e` finito e p e` definibile su A0 (φp e` invariante sotto l’azione di
AutA0(M) e quindi anche p lo e`).
Capitolo 7
Rango
Nel capitolo 4, abbiamo introdotto una particolare funzione di rango: il rango
di Morley, ne abbiamo studiato le proprieta` e abbiamo visto che, sotto determinate
ipotesi, questo definisce una buona nozione di dimensione.
In generale, data una teoria T , chiameremo rango una mappa R che associa ad
ogni tipo completo p di T un ordinale R(p), detto rango di p che soddisfa le seguenti
proprieta` (assiomi del rango):
1. (Invarianza) ∀f ∈ Aut(M), R(f(p)) = R(p),
2. (Monotonia) se p ⊆ q allora R(q) ≤ R(p),
3. (Estensione) per ogni B ⊇ dom(p) esiste q ∈ S(B) con p ⊆ q e R(p) = R(q),
4. (Carattere finito) se p ∈ S(A) esiste A0 ⊆ A finito tale che R(p) = R(pdA0),
5. (Limitatezza) esiste un cardinale λ tale che ogni tipo completo p ha al piu` λ
estensioni ad ogni soprainsieme del proprio dominio aventi lo stesso rango.
Il rango di Morley nelle teorie totalmente trascendenti soddisfa gli assiomi del rango.
Data una funzione di rango R su T , e` possibile associarle una relazione di “liberta`”
tra i tipi completi di T (o tra tipi e insiemi) ponendo: pFR q se e solo se p ⊆ p e
R(p) = R(q), in tal caso diremo che q e` un’estensione libera di p. Abbiamo visto che
nelle teorie totalmente trascendenti, la nozione di liberta` associata al rango di Morley
(FRM ) coincide con il non-forking (corollario 5.6.3). Vedremo, piu` in generale, che se
R e` una funzione su T che soddisfa gli assiomi del rango, allora FR coincide con il
forking e T e` superstabile (Teorema 7.1.4).
In questo capitolo definiremo altre tre funzioni di rango: l’SU -rango, l’U -rango
(o rango di Lascar) e il rango continuo R∞, ne studieremo le proprieta` e le relazioni
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(anche con il rango di Morley). In generale valgono le seguenti disuguaglianze SU ≤
U ≤ R∞ ≤ RM . Se ci restringiamo a teorie stabili SU -rango e U -rango coincidono
(teorema 7.3.3).
Sia R una funzione di rango. Se φ(x) e` una formula, si definisce R(φ) = sup{p : φ ∈
p}. Alcune funzioni di rango, come il rango di Morley e il rango continuo, sono definite
direttamente sulle formule e quindi sono continue. Il rango di Lascar e l’SU -rango
invece non sono continue in generale.
Vogliamo vedere in quali casi una funzione di rango R (= RM,R∞, U o SU), se fini-
ta (R(p) < ω per ogni tipo p), definisce una buona nozione di dimensione (definizione
4.3.1) e cioe` valgono le proprieta`:
1. (additivita`) Data una funzione surgettiva e definibile f : A → B avente fibre,
f−1(b) con b ∈ B, di rango costante m, si ha che R(A) = R(B) +m.
2. (insiemi finiti) Sia X 6= ∅ un insieme definibile, allora X e` finito se e solo se
R(X) = 0.
3. (monotonia) R(X ∪ Y ) = max{R(X), R(Y )}.
Le proprieta` 2 e 3 valgono in generale per tutte e quattro le funzioni di rango. Se
R = U, SU l’additivita` segue direttamente dalla disuguaglianza di Lascar in teorie
superstabili (teorema 7.4.2) che, nel caso finito (SU,U < ω) si traduce nell’uguaglianza:
SU(a¯ b¯ /A) = SU(a¯ /A b¯) + SU(b¯ /A),
dove a¯, b¯ sono tuple finite in M, A ⊆ M e con SU(b¯ /A) indichiamo il rango del tipo
completo tp(b¯ /A).
Condizione necessaria per provare la disuguaglianza di Lascar, e quindi l’additivita`
del rango, e` la connessione (definizione 7.1.9). Il rango di Morley e il rango continuo
non sono connessi in generale (esempio 7.5.7) e quindi non sono additivi.
In questo capitolo studieremo in particolare le teorie debolmente minimali
(definizione 7.6.2). Proveremo che, se T e` debolmente minimale, si ha che:
 per ogni tipo completo p di T , SU(p) = U(p) = R∞(p) < ω,
 la chiusura algebrica model-teoretica acl(−) ha la proprieta` dello scambio, quindi
T e` pregeometrica,
 la dimensione geometrica coincide con il rango (U, SU e R∞),
 il rango (e quindi la dimensione geometrica) e` definibile .
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Esempi di strutture debolmente minimali sono:
 Le strutture fortemente minimali, come i campi algebricamente chiusi o gli spazi
vettoriali, dove SU = U = R∞ = RM .
 (Z,+), dove RM non e` definito.
I principali riferimenti per questo capitolo sono: [Las76], [Bal88, capitolo VII], [Cas11,
capitoli 13 e 14] e [Bue96, capitoli 6 e 7].
7.1 Rango e forking
Sia T una teoria completa e M il suo modello mostro.
Definizione 7.1.1. Chiameremo rango una mappaR che associa ad ogni tipo p ∈ S(A)
(dove A e` un sottoinsieme di M) un ordinale R(p), detto rango di p, che soddisfa le
seguenti proprieta`:
(i) se f ∈ Aut(M) allora R(f(p)) = R(p),
(ii) se p ⊆ q allora R(q) ≤ R(p),
(iii) per ogni B ⊇ dom(p) esiste q ∈ S(B) con p ⊆ q e R(p) = R(q),
(iv) se p ∈ S(A) esiste A0 ⊆ A finito tale che R(p) = R(pdA0),
(v) esiste un cardinale λ tale che ogni tipo completo p ha al piu` λ estensioni ad ogni
soprainsieme del proprio dominio aventi lo stesso rango.
Definizione 7.1.2. Se R e` una nozione di rango che soddisfa le proprieta` di 7.1.1,
allora denotiamo con FR la nozione di liberta` cos`ı definita: pFR q (q e` un’estensione
libera di p) se p ⊆ q e R(p) = R(q). Se p ∈ S(B) e A ⊆ B si dice che p e` libero su A,
pFRA, se pdAFR p.
Lemma 7.1.3. Se R e` una nozione di rango (nel senso della definizione 7.1.1) allora
la relativa nozione di liberta` FR soddisfa:
1. (Invarianza) FR e` invariante sotto l’azione di Aut(M).
2. (Monotonia) se p ⊆ q e q e` libero su A, allora p e` libero su A.
3. (Estensione) se p e` libero su A e B ⊇ dom(p), allora esiste p1 ∈ S(B) che estende
p e libero su A.
Capitolo 7. Rango 78
4. (Carattere finito) se p ∈ S(A) esiste A0 ⊆ A finito tale che p e` libero su A0.
5. (Limitatezza) esiste un cardinale λ tale che ogni tipo ha al piu` λ estensioni libere
ad ogni soprainsieme del proprio dominio.
Dimostrazione. Segue direttamente dalle definizioni.
Teorema 7.1.4. Se F soddisfa le proprieta` del lemma, allora T e` superstabile e F
coincide con la relazione di non-forking
Dimostrazione. Chiaramente la limitatezza del numero di estensioni libere e il carattere
locale implicano che T e` µ−stabile per ogni cardinale µ ≥ |T | + λ. Ora supponiamo
pF q con p ∈ S(A), estendiamo q ad un tipo globale q′ tale che pF q′. Poiche`, per
invarianza, tutti gli A−coniugati di q′ sono estensioni libere di p ne esistono al piu` λ,
da cui segue che q′, e quindi q, e` non-forking su A.
Viceversa supponiamo che q sia un’estensione non-forking di p ∈ S(A). Estendiamo
q ad un tipo globale q′ non-forking su A ed estendiamo p ad un tipo globale p′ tale
che pF p′. Per la prima parte della dimostrazione, p′ e` non-forking su A, allora p′ e q′
sono coniugati su A e quindi, per invarianza, R(p) = R(p′) = R(q′). Quindi q′F p e
quindi qF p. Il fatto che T sia superstabile segue direttamente dalla 4.
Definizione 7.1.5. Sia Sn(A) l’insieme degli n-tipi completi p(x1, . . . , xn) di T con
parametri in A ⊆ M. Mettiamo su Sn(A) una topologia come segue. Data una formula
φ(x¯) con parametri in A (x¯ = (x1, . . . , xn)), definiamo [φ(x¯)] l’insieme dei tipi in Sn(A)
che contengono φ(x¯). Diciamo che [φ(x¯)] e` aperto base.
Osservazione 7.1.6. Sn(A), con la topologia definita in 7.1.5, e` uno spazio topologico
compatto, di Hausdorff totalmente disconnesso.
Dimostrazione. Sn(A) ha una base di clopen, infatti ogni aperto di base [φ(x¯)] e` chiu-
so avente come complementare [¬φ(x¯)]. Proviamo che e` di Hausdorff. Se p(x¯), q(x¯) ∈
Sn(A) sono distinti, esiste una L(A)-formula φ(x¯) che sia in uno dei tipi e non nel-
l’altro. Gli aperti [φ(x¯)] e [¬φ(x¯)] separano p e q. Mostriamo che e` compatto. Visto
che ogni aperto e` unione di aperti basi, basta mostrare ogni ricoprimento di Sn(A)
{[φi(x¯)]}i∈i, costituito da aperti base, ammette un sottoricoprimento finito. Questo
segue dal teorema di compattezza.
Definizione 7.1.7. Una funzione di rango R si dice continua se, per ogni insieme A
e per ogni ordinale α e n ∈ ω, l’insieme {p ∈ Sn(A) | R(p) ≥ α} e` chiuso in Sn(A).
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Data una formula φ(x) definiamo il rango di φ(x) come segue,
R(φ) = sup{R(p) | φ ∈ p}.
Una nozione di rango R si dice definita sulle formule se per ogni tipo completo p,
R(p) = inf{R(φ) | φ ∈ p}. Un esempio di rango definito sulle formule e` il rango di
Morley.
Osservazione 7.1.8. Se R e` una nozione di rango definita sulle formule allora e`
continua. In particolare, il rango di Morley e` continuo.
Dimostrazione. Sia A ⊆ M. Dimostriamo, per induzione su α, che Cα = {p ∈
S(A) | R(p) ≥ α} e` chiuso in S(A). Se α = 0 la tesi e` ovvia essendo Cα = S(A).
La tesi e` ovvia anche se α e` un ordinale limite. Supponiamo quindi che α = β + 1.
Per ipotesi induttiva Cβ = {p ∈ S(A) | R(p) ≥ β} e` chiuso, vogliamo dimostrare
che lo e` anche Cα. Cα ⊆ Cβ, dato p ∈ Cβ, p ∈ Cα se e solo se R(p) 6= β. Quindi
Cα = Cβ r {p ∈ Cβ | R(p) ≤ β}. Vogliamo dimostrare che {p ∈ Cβ | R(p) ≤ β}
e` aperto in Cβ il che equivale a dimostrare che {p ∈ S(A) | R(p) ≤ β} e` aperto
in S(A). Poiche` R e` definito sulle formule, R(p) ≤ β se e solo se esiste φ ∈ p con
R(φ) ≤ β. Allora {p ∈ S(A) | R(p) ≤ β} = ⋃
R(φ)≤β
{p ∈ S(A) | R(p) ≤ β}[φ]. Quindi
{p ∈ S(A) | R(p) ≤ β} e` unione di aperti di S(A) e quindi e` aperto.
Definizione 7.1.9. Una funzione di rango R si dice connessa se, dato un tipo completo
p e un ordinale α tali che R(p) > α, esiste un’estensione p′ ⊇ p tale che R(p′) = α.
7.2 L’SU-rango
In tutta la sezione assumeremo, se non specificato diversamente, che T sia una
teoria semplice.
Definizione 7.2.1. Dato un tipo completo p di T definiamo SU(p) attraverso le
seguenti disuguaglianze:
1. SU(p) ≥ 0 per ogni p;
2. se α = β+1 e` un ordinale successore SU(p) ≥ β+1 se p ha un’estensione forking
q con SU(q) ≥ β;
3. se λ e` un ordinale limite, SU(p) ≥ λ se SU(p) ≥ α ∀α < λ.
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L’SU−rango, SU(p), di p e` il massimo ordinale α che soddisfa SU(p) ≥ α, se tale
massimo non esiste, poniamo SU(p) =∞.
Osservazione 7.2.2. Dalla definizione segue immediatamente che l’SU -rango e` con-
nesso.
Lemma 7.2.3. 1. Sia p un tipo completo di T tale che SU(p) <∞ e sia q un’esten-
sione di p. Allora q e` un’estensione non-forking di p se e solo se SU(q) = SU(p).
2. Se SU(p) = ∞, allora ogni estensione non-forking q di p ha SU -rango infinito
SU(q) =∞.
Dimostrazione. 1. Supponiamo che q ∈ S(B) sia un’estensione non-forking di p ∈
S(A), con A ⊆ B, dimostriamo che SU(q) = SU(p). Poiche` p ⊆ q, dalla definizione
di SU e dalle proprieta` del forking segue subito che SU(q) ≤ SU(p). Quindi basta
provare che SU(p) ≤ SU(q). Dimostriamo che SU(p) ≥ α implica SU(q) ≥ α, per
induzione su α. I casi α = 0 e α ordinale limite sono ovvi, basta considerare il caso
α = β+ 1. Supponiamo SU(p) ≥ β+ 1, allora esistono C ⊇ A e p′ ∈ S(C) non-forking
su A e tale che SU(p′) ≥ α. Cambiando C e p′ se necessario, possiamo assumere che
esista b |= q tale che b |= p′ e C |^ Ab B. q′ = tp(b/CB) e` un’estensione non-forking
di p′, quindi per ipotesi induttiva, SU(q′) ≥ β. Poiche` q′ e` un’estensione forking di q
(se fosse non-forking allora per transitivita` p′ sarebbe un’estensione non-forking di p),
SU(q) ≥ α+ 1. Il viceversa e` ovvio.
2. Se SU(p) =∞ per ogni ordinale α SU(p) ≥ α il che implica, per quanto dimostrato
nella prima parte, SU(q) ≥ α, quindi SU(q) =∞.
Lemma 7.2.4. Sia p un tipo completo di T . Allora p e` algebrico se e soltanto se
SU(p) = 0.
Dimostrazione. Se p e` algebrico allora esiste n ∈ N tale che p ha n realizzazioni in M.
Allora, per ogni B ⊇ dom(p), p ha al piu` n estensioni a B, quindi non ha estensioni
forking.
Viceversa supponiamo che p non sia algebrico, allora p ha infinite realizzazioni in
M, per ogni cardinale κ esiste B contenente κ di queste relizzazioni e dunque p ha κ
estensioni forking su B.
Lemma 7.2.5. T e` supersemplice se e soltanto se per ogni tipo completo p di T
SU(p) <∞.
Dimostrazione. Supponiamo SU(p) = ∞, allora esiste una successione infinita p =
p0 ⊂ p1 ⊂ p2 ⊂ ... tale che per ogni i pi+1 e` un’estensione forking di pi.
⋃
i pi e` un tipo
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completo di T forking su ogni sottoinsieme del proprio dominio (segue dal carattere
finito e dalla monotonia), quindi T non e` supersemplice.
Viceversa supponiamo che esiste p ∈ S(A) tipo completo di T tale che, ∀A0 ⊆
A finito, p e` forking su A0. Allora esiste una successione A0 ⊂ A1 ⊂ A2 ⊂ ... di
sottoinsiemi finiti di A tale che, per ogni i < ω pdAi+1 e` forking su A. Quindi SU(p) =
∞.
Proposizione 7.2.6. Per ogni tipo completo p di T tale che si ha: SU(p) ≤ RM(p).
Dimostrazione. Supponiamo RM(p) <∞, in caso contrario la tesi e` ovvia. Mostriamo,
per induzione su α, che SU(p) ≥ α → RM(p) ≥ α. Per α = 0 e α ordinale limite
la tesi e` ovvia. Supponiamo SU(p) ≥ β + 1, allora esiste un’estensione forking q di
p con SU(q) ≥ β. Poiche RM(p) < ∞ e q e` un’estensione non-forking di p si ha
che RM(p) > RM(q). Per ipotesi induttiva RM(q) ≥ SU(q) ≥ β quindi RM(p) ≥
β + 1.
7.3 L’U-rango
Definizione 7.3.1. Sia T una teoria semplice. Definiamo l’U-rango di un tipo com-
pleto p ∈ S(A) di T , U(p), attraverso le clausole:
1. U(p) ≥ 0 ∀p;
2. U(p) ≥ β + 1 se per ogni κ ∃B ⊇ A tale che p ha almeno κ estensioni qi ∈ S(B)
con U(qi) ≥ β;
3. U(p) ≥ λ, con λ ordinale limite, se U(p) ≥ α ∀α < λ.
Poniamo U(p) = α se U(p) ≥ α e U(p)  α+1. Se per ogni ordinale α si ha U(p) ≥ α,
allora poniamo U(p) =∞.
Teorema 7.3.2. Per ogni tipo completo p di T si ha che SU(p) ≤ U(p).
Dimostrazione. Dimostriamo per induzione su α che SU(p) ≥ α implica U(p) ≥ α.
I casi α = 0 e α ordinale limite sono ovvi, limitiamoci quindi al caso α = β + 1
Supponiamo SU(p) ≥ β + 1, allora esiste B ⊃ dom(p) e p′ ∈ S(B) estensione forking
di p tale che SU(p′) ≥ β. Per ipotesi induttiva U(p′) ≥ β. Fissiamo un cardinale
infinito κ, e sia µ = max{κ, |A|}. Poiche` p′ e` forking su A = dom(p), esiste un modello
M contenente B µ-saturo e fortemente µ-omogeneo tale che ogni r ∈ S(M) forking
su A ha piu` di µ A-coniugati. Quindi prendo p′′ ∈ S(M) estensione non-forking di
p′ (quindi p′′ e` forking su A, altrimenti, per transitivita` si avrebbe p′ non-forking su
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A) p′′ ha κ coniugati sotto l’azione di AutA(M), che hanno tutte U -rango≥ β (per
invarianza). Quindi U(p) ≥ β + 1.
Teorema 7.3.3. Se T e` stabile U -rango e SU -rango coincidono.
Dimostrazione. Dato p ∈ S(A) con SU(p) <∞, vogliamo provare che SU(p) ≥ U(p).
Per induzione su α, proviamo che U(p) ≥ α → SU(p) ≥ α. Basta considerare il caso
α = β+1. Supponiamo U(p) ≥ β+1, allora, per ogni cardinale κ esiste B ⊃ A tale che
esistono κ-estensioni qi ∈ S(B) di p con U(qi) ≥ β. Ora se prendiamo κ abbastanza
grande, poiche` T e` stabile, si ha che p ha meno di κ estensioni non-forking su S(B),
quindi esiste un qi ∈ S(B) estensione forking di p, tale che U(p) ≥ β e, per ipotesi
induttiva SU(qi) ≥ β. Quindi SU(p) ≥ β + 1.
Proposizione 7.3.4. T e` superstabile se e solo se U(p) <∞ per ogni tipo completo p
di T .
Dimostrazione. Se T e` superstabile allora U = SU e SU(p) <∞ per ogni tipo completo
p. Viceversa supponiamo che T non sia stabile, allora esiste p ∈ S(M), con M modello
di T , non definibile. Allora per ogni cardinale κ esiste N  M e κ estensioni di p su
N non definibili. Quindi U(p) =∞.
7.4 La disuguaglianza di Lascar
Supponiamo che T sia superstabile, quindi, in particolare possiamo identificare
U -rango e SU -rango e questi sono sempre definiti. Sia M il modello mostro di T .
Indicheremo con a, b, .. le tuple finite di elementi di M. Se A ⊆ M, scriveremo SU(a/A)
per indicare SU(tp(a/A)).
Definizione 7.4.1. La somma naturale α⊕ β tra due ordinali α, β, e` definita ricorsi-
vamente dalla clausola:
α⊕ β = sup({α⊕ β′ + 1 : β′ < β} ∪ {α′ ⊕ β : α′ < α})
La somma naturale ha le seguenti proprieta`:
1. α⊕ β = α+ β se α, β ∈ ω,
2. α⊕ β = β ⊕ α,
3. se β′ < β allora α⊕ β′ < α⊕ β,
4. (α⊕ β)⊕ γ = α⊕ (β ⊕ γ),
Capitolo 7. Rango 83
5. α⊕ β ≥ α+ β.
Teorema 7.4.2 (Disuguaglianza di Lascar). Sia T superstabile. Dati a, b tuple finite
in M e A ⊆ M, vale la seguente disuguaglianza:
SU(a/Ab) + SU(b/A) ≤ SU(ab/A) ≤ SU(a/Ab)⊕ SU(b/A).
Dimostrazione. Per semplicita` supponiamo A = ∅. Per prima cosa proviamo, per
induzione su α che SU(a/b)+SU(b) = α⇒ SU(ab) ≥ α. La tesi e` ovvia per α = 0 e per
α ordinale limita, quindi ci limitiamo a dimostrare la tesi per α = β + 1. Supponiamo
SU(a/b)+SU(b) = β+1, allora SU(b) e` un ordinale successore, diciamo γ+1. Poiche`
SU e` connesso, esiste B ⊆ M tale che SU(b/B) = γ. Per le proprieta` dell’indipendenza
(in particolare l’esistenza) possiamo supporre che a |^ b B. Sia δ = SU(a/b) allora
δ + γ + 1 = β + 1. Inoltre, poiche tp(a/Bb) e` un’estensione forking di tp(a/b), per
7.2.3, δ = SU(a/Bb). Quindi δ + γ = SU(a/Bb) + SU(b/B) = β, applicando l’ipotesi
induttiva abbiamo che SU(ab/B) ≥ β. Per concludere basta notare che tp(ab/B) e`
un’estensione forking di tp(ab), quindi SU(ab) ≥ β + 1.
Proviamo, sempre per induzione su α, che SU(ab) = α ⇒ SU(a/b) ⊕ SU(b) ≥ α.
Limitiamoci al caso α = β + 1. Se SU(ab) = β + 1, allora, sempre per connes-
sione dell’SU -rango, esiste B ⊆ M tale che: SU(ab/B) = β. Per ipotesi induttiva,
SU(a/Bb) ⊕ SU(b/B) ≥ β. Poiche` tp(ab/B) e` un’estensione forking di tp(ab) si deve
avere necessariamente che o tp(a/Bb) e` un’estensione forking di tp(a/b) o tp(b/B)
e` un’estensione forking di tp(b) (se fossero entrambe non-forking, per transitivita`, lo
sarebbe anche tp(ab/B)). In ogni caso SU(a/B)+SU(b) ≥ SU(a/Bb)⊕SU(b/B)+1 ≥
β + 1.
Corollario 7.4.3. Se SU(ab/A) < ω, allora vale l’uguaglianza:
SU(ab/A) = SU(a/Ab) + SU(b/A).
7.5 Il rango continuo
Sia T semplice.
Definizione 7.5.1. Il rango continuo di una formula ϕ(x, a) e` definito per induzione
come segue:
1. R∞(ϕ(x, a)) ≥ 0 se e solo se (∃x ϕ(x, a)),
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2. R∞(ϕ(x, a)) ≥ β + 1 se e solo se esiste una formula ψ(x, y) e una famiglia
(ci)i<(2|T |)+ , tale che, ∀ i < (2|T |)+, risulta R∞(ϕ(x, a)∧ψ(x, ci)) ≥ β e l’insieme
{ψ(x, ci) | i < (2|T |)+} e` n-inconsistente per qualche n ∈ ω,
3. se λ e` un ordinale limite, R∞(ϕ(x, a)) ≥ λ se e solo se ∀α < λ
R∞(ϕ(x, a)) ≥ α.
Poniamo R∞(ϕ(x, a)) = min{α | R∞(ϕ(x, a))  α}, se tale minimo non esiste poniamo
R∞(ϕ(x, a)) =∞.
Osservazione 7.5.2. Il rango continuo e` una funzione di rango definita sulle formule
quindi, per l’osservazione 7.1.8, e` continuo. Per ogni tipo completo p di T , R∞(p) =
min{R∞(φ) : φ ∈ p}. Il rango continuo puo` essere definito anche direttamente sui tipi
dalle seguenti clausole:
1. R∞(p) ≥ 0.
2. R∞(p) ≥ α + 1 se, per ogni cardinale κ e per ogni φ ∈ p, esiste B tale che p ha
κ estensioni pi ∈ S(B) distinte tali che R∞ ≥ α.
3. R∞(p) ≥ δ, con δ ordinale limite, se ∀α < δ R∞(p) ≥ α.
Teorema 7.5.3. Sia T una teoria semplice.
1. Per ogni formula ϕ(x, y), per ogni a in M e n ∈ ω, R∞(ϕ(x, a)) ≥ n se e solo se
esiste p ∈ S(a) con ϕ(x, a) ∈ p(x) e SU(p) ≥ n.
2. Per ogni formula ϕ(x, y), per ogni a in M e per ogni ordinale α, se esiste p ∈ S(a)
tale che ϕ(x, a) ∈ p(x) e SU(p) ≥ α, allora R∞(ϕ(x, a)) ≥ α.
Dimostrazione. 1. Mostriamo, per induzione su n ∈ ω, che R∞(ϕ(x, a)) ≥ n ⇔ ∃p ∈
S(a) tale che ϕ(x, a) ∈ p(x) e SU(p) ≥ n. La tesi e` ovvia per n = 0. Se n = m + 1 e
R∞ ≥ n, allora esiste ψ(x, y) e {ci | i < (2|T |)+} tali che R∞(ϕ(x, a)∧ψ(x, ci)) ≥ m ∀i
e l’insieme {ψ(x, ci) | i < (2|T |)+} e` h-inconsistente per un qualche h ∈ ω. Ora esiste
un sottoinsieme infinito {ci0 , ...} in {ci | i < (2|T |)+}, di elementi che realizzano lo
stesso tipo su a, quindi ψ(x, ci0) divide su a. Per ipotesi induttiva, esiste q ∈ S(a∪ ci0)
contenente ϕ(x, a) ∧ ψ(x, ci0), e SU(q) ≥ m; allora qda ∈ S(a), contiene ϕ(x, a) e
SU(qda) ≥ m+ 1 (poiche` q e` forking su a).
2. Per induzione su α. La tesi e` ovvia per α = 0 e α ordinale limite, quindi ci limitiamo
al caso in cui α = β+ 1. Supponiamo dunque SU(p) ≥ β+ 1, allora esiste q ∈ S(a∪ c)
forking su a e tale che SU(q) ≥ β. Allora esiste ψ(x, c) tale che ψ(x, c) ∧ ϕ(x, a) ∈ q
divide su a e, per ipotesi induttiva, R∞(ψ ∧ ϕ) ≥ β. Poiche` ψ(x, c) divide su a, esiste
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una successione {ci}i<(2|T |)+ di elementi, che realizzano lo stesso tipo di c su a, tali che
{ψ(x, ci)}i<(2|T |)+ e` n-inconsistente per qualche n ∈ ω e R∞(ψ(x, ci)∧ϕ(x, a)) ≥ β.
Corollario 7.5.4. Per ogni tipo completo p di T si ha SU(p) ≤ R∞(p).
Dimostrazione. Segue dal punto 2 del teorema 7.5.3.
Teorema 7.5.5. Se T e` stabile allora R∞ e` la minima funzione di rango continua su
T .
Dimostrazione. Sia R una funzione di rango su T continua. Dimostriamo, per in-
duzione su α che R∞(p) ≥ α ⇒ R(p) ≥ α. Limitiamoci al caso α = β + 1. Sia
p ∈ S(A) con R∞(p) ≥ β + 1, per ogni cardinale κ esiste B tale che ∀φ ∈ p, esistono κ
estensioni qi ∈ S(B) di p contenenti φ con Rqi ≥ β. Per ipotesi induttiva R(pi) ≥ β.
Voglio dimostrare che ∀φ ∈ p esiste r con φ ∈ r e R(p) ≥ β + 1. Ora, poiche` R e`
una nozione di rango,esiste un cardinale κ0 tale che ∀B ⊃ A, p ∈ S(A) ha al piu` κ0
estensioni a tipi completi su B aventi lo stesso rango. Se prendo κ > κ0 ∀φ ∈ p esiste
B tale che esistono κ estensioni pi di p con R
∞ ≥ β e quindi R(p) ≥ β, poiche` p ha
al piu` κ0 < κ estensioni con lo stesso rango in B, esiste i tale che R(pi) ≥ β + 1.
In particolare R(φ) ≥ β + 1. Quindi ∀φ ∈ p R(φ) ≥ β + 1 e poiche` R e` continuo,
R(p) ≥ β + 1.
Teorema 7.5.6. T e` superstabile se e solo se ∀φ R∞(φ) <∞.
Dimostrazione. Supponiamo che, per ogni formula φ, si abbia R∞(φ) < ∞, allora
R∞(p) < ∞, per ogni tipo completo p di T . Poiche` SU(p) ≤ R∞(p) < ∞ per ogni p,
per 7.2.5, T e` supersemplice. Proviamo che e` stabile. Supponiamo per assurdo che T
non sia stabile, allora esiste p ∈ S(M), con M modello di T non definibile, ma allora
R∞(p) =∞.
Viceversa supponiamo che T sia superstabile. Per definizione di rango continuo e
per le proprieta` del forking nelle teorie stabili, data φ(x) ∈ L(A), se R∞(φ) ≥ α + 1
esiste ψ(x) ∈ S(A′) (A ⊆ A′) tale che |= ψ → φ, ψ divide su A e R∞(ψ) ≥ α.
Supponiamo per assurdo che esista φ(x) ∈ L(A), con A ⊆ M, tale R∞(φ) =∞. Allora
per ogni α R∞(φ) ≥ α, quindi posso costruire una successione di insiemi A = A0 ⊂
A1 ⊂ A2 ⊂ ... e di formule (ψi ∈ L(Ai) : i < ω) tali che, ∀i < ω, ψi+1 → ψi e divide
su Ai. Quindi trovo p ∈ S(
⋃
iAi) che contiene ogni ψi ed e` quindi forking su ogni
sottoinsieme del proprio dominio. Questo va contro il fatto che T e` superstabile.
In alcune teorie superstabili rango continuo e SU -rango cincidono, nel prossimo
esempio vedremo un caso in cui questo avviene ed un caso in cui invece sono differenti.
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Esempio 7.5.7. Sia T0 la teoria di una singola relazione d’equivalenza E avente infinite
classi d’equivalenza tutte infinite. A meno di coniugazione, esistono tre tipi in S1(M):
uno contenente x = a per un qualche a ∈ M che chiameremo p1; il tipo non algebrico
contenente E(x, a) per un qualche a, p2; infine quello contenente {¬E(x, a) : a ∈ M},
p3. RM(p1) = SU(p1) = U(p1) = R
∞(p1) essendo algebrico. RM(p2) = SU(p2) =
U(p2) = R
∞(p2) = 1 poiche` ha solo estensioni algebriche. RM(p3) = SU(p3) =
U(p3) = R
∞(p3) = 2.
Sia ora T la teoria consistente definita da “infinite copie disgiunte di T ′′0 . Il lin-
guaggio di T contiene un predicato unario Ui e un predicato binario Ei, per i < ω. Gli
assiomi di T dicono che gli Ui sono a due a due disgiunti ed Ei e` la relazione che, sugli
elementi che soddisfano Ui, si comporta come E. T e` superstabile. Ora sia q ∈ S1(∅)
il tipo (unico) che contiene ¬Ui(x), per ogni i < ω. SU(q) = U(q) = 1 poiche` q non e`
algebrico ma ogni sua estensione lo e`. Invece R∞(q) = 2 , ogni formula φ ∈ q e` con-
sistente con un qualche Ui, quindi posso trovare un tipo q
′ che contiene φ(x) e Ui(x) e
¬Ei(x, a) ∀a, quindi R∞(q′) = 2. Con lo stesso ragionamento si vede che RM(q) = 2.
Da questo segue anche che il rango continuo e il rango di Morley, anche se finiti, non
sono connessi. Infatti ogni estensione di q e` algebrica ed ha quindi rango (di Morley o
continuo) 0.
7.6 Teorie debolmente minimali
Sia T una teoria superstabile. Ricordiamo che SU -rango e U -rango in tal caso
coincidono e sono sempre definiti come pure il rango continuo.
Teorema 7.6.1. (i) Sia T una teoria avente rango continuo 1 (R∞(x = x) = 1).
Allora SU -rango e rango continuo coincidono (in particolare T ha SU -rango 1).
(ii) Sia T una teoria avente SU -rango 1. Allora SU -rango e rango continuo coincidono
(in particolare T ha rango continuo 1).
Dimostrazione. (i) SU ≤ R∞, quindi basta dimostrare che, dato comunque p ∈ S(A)
1-tipo, R∞(p) ≥ 1 allora, SU(p) ≥ 1 ma questo e` ovvio. Se R∞(p) ≥ 1 allora p e` non
algebrico e quindi SU(p) ≥ 1.
(ii) Mostriamo che se T ha SU -rango uguale 1 allora ha anche rango continuo 1. Se per
assurdo esistesse una formula ϕ(x, a) con R∞(ϕ(x, a)) ≥ 2, allora, per 7.5.3, esisterebbe
p(x) ∈ S(a) con ϕ(x, a) ∈ p(x) e SU(p) ≥ 2 il che e` assurdo.
Definizione 7.6.2. Diciamo che una teoria T e` debolmente minimale, se T e` super-
stabile di rango continuo 1 (o, equivalentemente di SU -rango 1). Una formula θ si dice
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debolmente minimale se R∞(θ) = 1. Un insieme definibile X e` debolmente minimale
se e` definito, in M, da una formula debolmente minimale.
Il prossimo risultato fornisce una utile caratterizzazione delle teorie debolmente
minimali.
Teorema 7.6.3. Data una teoria completa T , le seguenti condizioni sono equivalenti:
1. T e` superstabile di SU -rango 1;
2. dato un modello M di T e una sottostruttura elementare M0 ≺M , ogni insieme
infinito e M -definibile X ⊆M ha un punto in M0.
Dimostrazione. 1 ⇒ 2. Sia p(x) ∈ S(M) un tipo non algebrico contenente la formula
φX(x) che definisce X in M (x ∈ X ⇔ M |= φX(x)). Poiche` M0 ≺ M , pdM0 e` non
algebrico, quindi sia p che pdM0 hanno SU -rango 1. Allora p e` non-forking in M0,
questo equivale a dire che p e` finitamente soddisfacibile in M0 e quindi, in particolare,
φX(x) e` soddisfacibile in M0, cioe` X ha un punto in M0.
2 ⇒ 1. Mostriamo per prima cosa che T e` superstabile. Sia M |= T e sia M0 ≺ M
con |M0| = T , per 2, ogni insieme infinito M -definibile interseca M0 in un insieme
infinito. Questo fornisce un morfismo iniettivo dall’insieme degli 1-tipi su M non
algebrici all’algebra di Boole dei sottoinsiemi infiniti di M0 modulo gli insiemi finiti.
Quindi otteniamo un limite sulla cardinalita` dell’insieme degli 1-tipi su M in funzione
della cardinalita` di M0 e quindi di T , questo prova che T e` superstabile.
Ora mostriamo che T ha SU -rango 1. Supponiamo che p(x) sia un 1-tipo non
algebrico definito su un modello M0 e sia q(x) un’estensione di p non algebrica. Allora,
per 2, q e` finitamente soddisfacibile, e quindi non-forking, su M0. Per l’arbitrarieta` di
p e q segue che ogni 1-tipo non algebrico di T ha SU -rango 1 e quindi T ha SU -rango.
Esempio 7.6.4. Th(Z,+) e` superstabile di SU -rango 1. Infatti se M |= Th(Z,+) ogni
insieme infinito X ⊆M e` combinazione booleana di coset di sottogruppi ∅-definibili di
M . Ma ogni sottogruppo ∅-definibile e non banale di M ha indice finito in M (poiche`
M ≡ (Z,+)), quindi i loro coset incontrano ogni sottostruttura elementare M0 di M .
Segue che ogni X ⊆ M infinito e M -definibile contiene un coset di un sottogruppo di
indice finito in M e quindi ha un punto in M0.
Lemma 7.6.5. Sia θ(x) una formula debolmante minimale con parametri in un in-
sieme A e sia D l’insieme θ(M) definito da θ in M.
(i) Dati b ∈ D e B ⊇ A, tp(b/B) e` forking su A se e solo se b /∈ acl(A) e b ∈ acl(B).
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(ii) Sia φ(x, y) una L(A)-formula tale che |= φ(x, y)→ θ(x). Esiste una L(A)-formula
δ(y) tale che, ∀c ∈ M, |= δ(c)⇔ φ(x, c)(M) e` infinito.
Dimostrazione. (i). Supponiamo che tp(b/B) sia forking su A. Sia p = tp(b/acl(A))
poiche` θ ∈ p, p e` algebrico oppure SU(p) = 1. Nel secondo caso ogni estensione forking
di p e` algebrica. tp(b/B) e`, per ipotesi, un’estensione forking di p, quindi e` algebrica
cioe` b ∈ acl(B). Il viceversa e` ovvio.
(ii). Sia M un modello contenente A, κ-saturo con κ ≥ |A|+ + (2|T |)+. Poiche` θ e`
debolmente minimale, esistono al piu` 2|T | tipi completi su M non algebrici, contenenti
θ {pi : i < 2|T |}. infatti, dato p ∈ S(A) contenente θ con R∞(p) = 1, per le proprieta`
del rango continuo nelle teorie superstabili, p ha al piu` 2|T | estensioni di p su S(M)
aventi lo stesso rango, il che equivale a dire non algebriche. Ogni pi e` non-forking su A
e quindi definibile su acleq(A). Per ogni i < 2|T |, esiste una formula δi(y) su acleq(A)
tale che ∀c ∈ M, |= δi(c)⇔ φ(x, c) ∈ pi.
Per ogni c ∈ M φ(x, c)(M) e` infinito se e solo se φ(x, c) non e` algebrica su M se e
solo se non e` algebrica su M (M e` “abbastanza satura”) se e solo se φ(x, c) ∈ pi per
un qualche i < 2|T |. Per compattezza, esiste una disgiunzione finita δ(y) di formule
δi(y), tale che, per ogni c ∈ M, |= δ(c)⇔ φ(x, c)(M) e` infinito.
Corollario 7.6.6. sia D un insieme debolmente minimale definito su A, allora la
chiusura algebrica model-teoretica in D ha la proprieta` dello scambio. Cioe`, dati a, b ∈
D e B ⊇ A, se a ∈ acl(B, b) e a /∈ acl(B) allora b ∈ acl(B, a).
Dimostrazione. Supponiamo per semplicita` A = ∅. Sia a ∈ acl(B, b) e a /∈ acl(B). Per
il primo punto del lemma 7.6.5, tp(a/Bb) e` forking su B. Per simmetria tp(b/Ba) e`
forking su B e, sempre per il lemma 7.6.5, b ∈ acl(B, a).
Quindi le teorie debolmente minimali sono pregeometriche. Mostriamo che la
dimensione geometrica coincide con l’SU -rango.
Proposizione 7.6.7. Sia T una teoria superstabile di SU -rango 1, sia M |= T ,
(b1, ..., bn) una n-upla di elementi di M e sia C ⊆ dom(M), allora
SU(b1, ..., bn/C) = dim(b1, ..., bn/C).
Dimostrazione. Procediamo per induzione su n. Se n = 1, SU(b1/C) = 0 se e solo se
b1 e` algebrico su C se e solo se dim(b1/C) = 0. Se n > 1, allora dim(b1, ..., bn/C) =
dim(b1/C) + dim(b2, ..., bn/b1C). Per ipotesi induttiva, si ha che:
dim(b1/C) = SU(b1/C) e dim(b2, ..., bn/b1C) = SU(b2, ..., bn/b1C)
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quindi:
dim(b1, ..., bn/C) = dim(b1/C) + dim(b2, ..., bn/b1C) =
SU(b1/C) + SU(b2, ..., bn/b1C) = SU(b1, ..., bn/C).
Dove l’ultima ugualianza segue da 7.4.2.
Per concludere dimostriamo la definibilita` dell’SU -rango e quindi che le teorie
debolmente minimali sono geometriche.
Teorema 7.6.8. Sia T una teoria debolmente minimale. Allora l’SU -rango e` defini-
bile.
Dimostrazione. Se T e` debolmente minimale allora il rango SU e` continuo (coincide
con il rango continuo). Inoltre per il punto 2 del lemma 7.6.5, esiste una formula che
esprime che un insieme definibile e` infinito (esattamente come nelle teorie di strutture
fortemente minimali). La dimostrazione della definibilita` dell’SU -rango nelle teorie de-
bolmente minimali e` esattamente uguale a quella della definibilita` del rango di Morley
in strutture fortemente minimali (teorema 4.3.7).
Sia F = (Xb : b ∈ B) una famiglia definibile di sottoinsiemi di Mn definibili.
Vogliamo provare che, per ogni k ∈ N l’insieme {b ∈ B : SU(Xb) = m} e` definibile.
Sia ψ(x1, ..., xn, y) la formula che definisce F in M. Proviamo, per induzione su n, che
SU(ψ(x1, . . . , xn, b) ≥ k e` una proprieta` elementare di b per ogni k ∈ N.
Se n = 1 allora k = 0, 1. SU(ψ(x1, . . . , xn, b)) ≥ 1 se e solo se ψ(x1, . . . , xn, b)(Mn)
e` infinito. Per il punto 2 del lemma 7.6.5, esiste una formula δ(y) tale che ∀b ∈ M, si
ha |= δ(b)⇔ ψ(x1, . . . , xn, b)(Mn) e` infinito.
Supponiamo n > 1. SU(ψ(x1, . . . , xn, b) ≥ k se e solo se vale una delle seguenti
condizioni:
1. ∃a1 ∈ M tale che SU(ψ(a1, x2, ..., xn, b)) ≥ k.
2. ∃a2 ∈ Mracl(b) tale che SU(ψ(a1, x2, ..., xn, b)) ≥ k − 1.
La condizione 1 e`, per ipotesi induttiva una proprieta` elementare di b. Supponi-
amo che valga la condizione 2. Sempre per ipotesi induttiva, esiste θ(y, a1) tale che
SU(ψ(a1, x2, ..., xn, b)) ≥ k − 1 se e solo se θ(b, a1). La condizione a1 /∈ acl(b) equivale
a ∃∞xθ(x1, b), che, sempre per il punto 2 del lemma 7.6.5, e` una proprieta` elementare
di b.
In maniera del tutto analoga si dimostra che, per ogni k ∈ N, SU(ψ(x1, . . . , xn, b)) ≤
k e` una proprieta` elementare di b.
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