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Summary
The Internet is a collection of more than 20,000 Autonomous Systems (ASes), each being an 
administrative region that employs its own network policies and protocols. Internet Service 
Providers (ISPs) are carrying increasing amounts of outbound traffic that flows through and out of 
their networks. To manage their networks, ISPs employ Traffic Engineering (TE) to predict and 
configure the traffic routing behavior so as to optimise IP network performance. TE can be 
classified into intra- and inter-AS. Intra-AS TE aims at controlling traffic routing only within the 
network while inter-AS TE aims to control traffic entering and exiting the AS. In this thesis, we 
investigate how to effectively apply both intra- and inter-AS TE to network dimensioning for ISPs, 
thereby assigning physical network resources to the forecasted traffic. There are three main 
contributions in this thesis:
1. Maximizing the network’s ability to accommodate more future traffic demands. Due to
their interaction, performing infra- and inter-AS TE separately may achieve sub-optimal 
network performance. We propose a joint TE optimization approach to allow ISP networks to 
accommodate significantly more future traffic demands.
2. Enhancing the robustness of traffic engineering solutions against traffic demand 
uncertainty. An accurate traffic matrix is an essential input to TE. However, due to dynamic 
network conditions and lack of perfect traffic measurement infrastructure, traffic demands are 
likely derived with uncertainty. We propose a scenario-based robust optimization approach to 
achieve more robust TE solutions against traffic demand uncertainty.
3. Achieving low-cost and resource-efficient end-to-end bandwidth guarantee provisioning:
End-to-end bandwidth guarantees across ASes are vital for achieving Quality of Service (QoS) 
for newly emerging QoS-aware applications. ISPs have to determine the minimum bandwidth 
to be purchased from downstream ASes with as low cost as possible and then to efficiently 
assign routes towards destinations to customer traffic with bandwidth guarantees based on the 
accessible bandwidth. We propose a network dimensioning system that consists of novel 
problem formulations and efficient algorithms to achieve this end-to-end bandwidth 
guarantees provisioning.
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 B ackground
Today’s Internet is a collection o f  more than 20,000 Autonomous Systems (ASes) or domains, each 
being an independent administrative region that employs its own network policies and routing 
protocols. As illustrated in Figure 1-1, the Internet can be considered to be hierarchically structured 
with each AS classified into different tiers. Tier 1 ASes, typically worldwide Internet Service 
Providers (ISPs) such as AT&T, Sprint and Level-3, are at the top o f  the hierarchy. They are usually 
large in scale and have rich connectivity to many other ASes. Tier 2 and 3 A Ses have smaller 
network size and poorer connectivity. Finally, stub A Ses such as enterprises and universities are at 
the bottom o f  the hierarchy where most end-users are connected.
Figure 1-1: Internet hierarchy
A business relationship may exist between any pair o f  A Ses in order to expand the scope o f  routing 
reachability for both parties. The relationship can be classified into two types: transit service (i.e. 
customer-provider relationship) and peering. The transit service exists com m only between low- and 
high-tier ASes. Low-tier A Ses purchase transit services from high-tier A Ses for Internet 
connectivity. In contrast, peering allows A Ses to exchange traffic flowing though their networks 
without making any payment to each other. In general, due to their similar size and scale, peering 
relationships commonly exist between A Ses at the same tier.
1
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Due to the large-scale of the Internet, a traffic source and destination are typically located at 
different ASes. Therefore, traffic is not only routed within the AS where the source or destination is 
attached but also across multiple ASes towards the destination. The best routes for the traffic within 
and between ASes are determined by intra- and inter-AS routing protocols respectively. For 
intra-AS routing protocols, Open Shortest Path First (OSPF) and 
Intermediate-System-Intermediate-System (IS-IS) are commonly used, while the Border Gateway 
Protocol (BGP) is the de facto inter-AS routing protocol.
In recent years, there has been a tremendous growth of Internet traffic, and this is expected to 
increase due to the emergence of various multimedia applications and services such as video 
conferencing and online gaming. In addition, a recent study has indicated that peer-to-peer 
applications increase the amount of traffic served by ISPs without a corresponding increase in 
revenue from the service provided [Kara05]. To confront such a rapid growth of traffic, ISPs are 
seeking effective network management approaches for their networks. Network management is a 
broad area that consists of activities such as network dimensioning, monitoring and configuration, 
performed in order to keep a network operating at the maximum efficiency and availability. In 
particular, network dimensioning is an essential step for ISP network management. It is responsible 
for assigning physical network resources to the forecasted traffic. ISPs are therefore seeking 
efficient network dimensioning solutions to optimise the usage of their resources for maximum 
business profit.
An effective way to optimise the usage of network resources is to control traffic routing in the 
network. Traffic Engineering (TE) is the set of techniques that routes traffic deliberately in order to 
optimise operational IP network performance. ISPs may therefore employ TE to dimension their 
networks in order to achieve certain performance objectives such as maximizing the network’s 
ability to cany future customer traffic demands. Based on the Internet hierarchy, traffic engineering 
can be divided into two types: intra-AS and inter-AS. In intra-AS TE, the operator of an AS 
typically controls traffic routing within the network by either optimizing the link weights of the 
conesponding routing protocol (mostly OSPF or IS-IS) or establishing Label Switched Paths (LSPs) 
through Multiprotocol Label Switching (MPLS). Typical intra-AS TE objectives are to minimise 
network bandwidth consumption and to achieve load balancing over intra-AS links.
Most of the initial TE work focused on intra-AS TE. Once mature solutions for intra-AS TE were 
developed, attention turned to inter-AS TE because inter-AS resources are frequently congestion 
points [Bres03] and typically incur peering costs, so optimizing their resource utilization became 
necessary. The aim of inter-AS TE is to control traffic entering and exiting an AS using 
optimization objectives such as achieving load balancing over inter-AS resources and/or 
minimizing peering costs. More specifically, for a particular AS, the network operator can control 
traffic exiting the AS by assigning the traffic to the ‘best’ egress points that foiward the traffic to
2
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adjacent ASes. This is called outbound inter-AS TE. Likewise, the network operator can also 
control traffic entering the AS by selecting the ‘best’ ingress points that receive traffic from adjacent 
ASes. This is called inbound inter-AS TE. In current practice, inter-AS TE is enforced by adjusting 
BGP route attributes such as local-preference,AS path length, etc. Ongoing work in inter-AS MPLS 
also provides an alternative method to enforce inter-AS TE. Recently, a survey [Yang05] has 
pointed out an increasing use of optimal BGP route selection for inter-AS TE.
For the purpose of network dimensioning, the estimated overall traffic demand (i.e. the traffic 
matrix) and characteristics of network topology are fundamental inputs to traffic engineering.
1.2 M otivation and  Novelty
This thesis investigates how to effectively apply both intra- and inter-AS TE to network 
dimensioning. Our proposed solutions for achieving the following three network dimensioning 
objectives constitute the core of this thesis.
Objective 1: Maximizing the ability to accommodate more future traffic demands
The fundamental objective of traffic engineering is to optimise IP network performance. Since the 
concepts of intra- and inter-AS TE were identified, they have usually been researched as separate 
topics. In theoiy, optimal performance may be attained for intra-AS (or inter-AS) resources only if 
intra-AS (or inter-AS) TE has been considered. However, little is known about the interactions 
between intra- and inter-AS TE. An interaction example is that, for inter-AS outbound TE, the 
selection of different egress points can cause the traffic to be forwarded over different intra-AS 
routes from the ingress routers, thus affecting the performance that can be achieved by intra-AS TE 
due to the change in the intra-AS traffic matrix. Understanding these interactions and taking 
appropriate TE actions may achieve better overall network performance than when considering 
intra- and inter-AS TE separately. Therefore, we pursue a joint optimization approach to combine 
infra- and inter-AS TE problems and solve them simultaneously. Simulation results demonstrate 
that the joint optimization approach can significantly improve the network’s ability to 
accommodate more future traffic demand than the separate infra- and inter-AS TE approaches.
Objective 2: Enhancing the robustness o f  network dimensioning solutions against traffic
demand uncertainty
For the purpose of network dimensioning, a traffic matrix is an important input to traffic 
engineering. In practice, effective and predictable TE performance can only be achieved if the 
derived TM accurately reflects the actual future traffic demand. This performance, however, can be 
vulnerable to even a small error in the TM, typically caused by imexpected traffic fluctuations. For 
this reason, a significant amount of research effort has been focused on accurate TM derivation,
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mostly for intra-AS traffic, through measurement and estimation. However, deriving accurate TMs 
is still far from trivial since Internet traffic can be dynamic and perfect (noiseless) traffic flow 
measurements are rarely available on all network links and ingress/egress points. In addition, only 
few methodologies have been proposed for inter-AS TM derivation. Therefore, the TM is usually 
derived with a degree of uncertainty, which makes the TE performance hard to predict. It is thus 
often insufficient to perform TE optimization based on the assumption that the derived TM is 
accurate. On the contrary, it is desirable to explicitly consider traffic demand uncertainty during TE 
optimization so as to avoid ‘risky’ solutions characterised by unsatisfactorily high traffic demand 
uncertainty. This enhances the robustness of TE solutions against traffic demand uncertainty.
Instead of merely taking accurate TM measurement and estimation for granted, we pursue a robust 
approach by applying Scenario-based Robust Optimization (SRO) to manage traffic demand 
uncertainty. For the purpose of demonstration, in this thesis we only apply the SRO to inter-AS 
outbound TE. However, the SRO is also applicable to intra-AS TE with straightforward 
modifications. In principle, SRO manages traffic demand uncertainty by modeling it as a set of 
traffic demand scenarios that represent different possible traffic demand characteristics. When 
applied to outbound TE, this set of scenarios is simply regarded as multiple inter-AS traffic matrices, 
each exhibiting a different structural distribution of traffic volume. The robust approach is thus to 
perform inter-AS outbound TE optimization across multiple inter-AS traffic matrices. Simulation 
results show that the robust approach achieves better worst-case network utilization than non-robust 
approaches across all the traffic matrices. In addition, this robust approach guarantees the resulting 
performance to be within a specified envelope from the optimal solution and exhibits high 
robustness against noise.
Objective 3: Achieving efficient end-to-end bandwidth guarantees provisioning
With the emergence of multimedia applications, Quality of Service (QoS) is becoming increasingly 
important to provide some expectations of quality required by the traffic. As much of the Internet 
traffic traverses multiple ASes, end-to-end QoS guarantees across these ASes has become an 
important research issue. An example of this is to provide bandwidth guarantees over an end-to-end 
path for multimedia traffic such as Voice over IP (VoIP). To provide end-to-end bandwidth 
guarantees, a sufficient amount of bandwidth should be provisioned by all intermediate ASes along 
the corresponding end-to-end route towards the destination. In order to fulfill this requirement, 
some ASes may offer end-to-end bandwidth guarantees to customers towards some destinations in 
the Internet. Given multiple bandwidth offers from different downstream ASes, an ISP AS can 
select which offers to accept in order to minimise the peering costs and to achieve satisfactory 
network performance while satisfying customers’ end-to-end bandwidth requirements. In this case, 
inter-AS TE facilitates optimal egress downstream AS selection in order to satisfy the end-to-end 
bandwidth requirements. We present a network dimensioning system for effective end-to-end
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bandwidth guarantees provisioning. The system consists of two components: inter-AS bandwidth 
provisioning and traffic assignment. Inter-AS bandwidth provisioning is responsible for 
determining which bandwidth offers to accept and how much bandwidth to purchase from each of 
the accepted offers in order to accommodate the overall customer traffic demands with the lowest 
cost. Having access to the purchased bandwidth from the downstream ASes and the owned 
bandwidth within the network, the next step is to assign end-to-end routes to customer traffic with 
end-to-end bandwidth guarantees while optimizing network resource utilization. End-to-end here 
refers to the scope from an ingress router of the AS to the destination. Efficient heuristic algorithms 
are proposed to solve the two problems. Simulation results demonstrate that the proposed heuristic 
algorithms can help ISPs to achieve the objectives of end-to-end bandwidth provisioning with low 
cost and efficient network resource utilization.
1.3 Thesis S tru c tu re
This thesis is organised as follows. Chapter 1 presents the background, motivation and contribution 
of our work. Chapter 2 provides a comprehensive literature review on relevant traffic engineering 
research. Chapter 3 presents a novel approach for the joint optimization of infra- and inter-AS traffic 
engineering. In Chapter 4, we present the robust optimization approach for inter-AS outbound TE. 
Chapter 5 is dedicated to end-to-end bandwidth provisioning through traffic engineering. Finally, 
we conclude this thesis and discuss possible future work in Chapter 6 .
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Chapter 2
2 Literature Review
2.1 In troduction
The Internet is currently experiencing a transition from point-to-point Best Effort (BE) 
communications towards a multi-service network that supports many types of multimedia 
applications, generally with high bandwidth demand. Thanks to the rapid development of 
communication network hardware, adding physical resources (e.g., fast-speed switching and 
routing elements, high capacity network links etc.) to the existing Internet has become much 
cheaper in recent years. Typically, the advent of increasingly high-speed links has offered 
opportunities for ISPs to adopt a strategy of bandwidth over-provisioning in their networks. 
Nevertheless, this approach is currently only applicable to the core network, and the demand from 
sharply growing customer traffic over the global Internet still cannot be satisfied. The measurement 
results presented in [Hu04] indicate that bottlenecks of the Internet backbone are not only located at 
inter-AS links between Autonomous Systems (ASes), but also inside individual ASes. Given this 
information, it is essential for ISPs to perform efficient resource optimization both infra- and 
inter-AS so as to eliminate these bottlenecks. Internet Traffic Engineering (TE) is the process of 
performing this task. In [Awdu02], TE is defined as large-scale network engineering for dealing 
with IP network performance evaluation and optimization. A more straightforward explanation of 
TE is also given in [Lee04]: “to put the traffic where the network bandwidth is available”. From this 
statement, we note that the fundamental task of traffic engineering is to perform appropriate route 
selection such that the given bandwidth capacity is able to support maximum customer traffic 
without causing network congestion. From this perspective, the nature of traffic engineering is 
effectively routing optimization for enhancing network service capability. Figure 2-1 illustrates this 
with a simple TE example. We assume that the bandwidth capacity of each link is 10Mbps, and 
there are three individual customer flows injected at node A, heading towards node C. If 
conventional shortest path routing is applied, all the customer flows are routed on the direct link 
A-C, thus causing the link utilization to be as high as 180% (6x3/10). On the other hand, if the 
three flows are routed through different paths, as shown in Figure 2-1(b), the total traffic within the 
network is evenly distributed without causing any link congestion. As this example illustrates, 
routing optimization that applies alternative multiple paths other than conventional shortest path
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based paradigms can be an effective means to improving the network service capability.
B B
(a) (b)
Figure 2-1: A simple traffic engineering example. Figure (a) shows that the three traffic flows are 
simultaneously routed on the path A-C. Figure (b) shows that the traffic flows are routed on different
paths for load balancing purpose
Two major issues that have recently also received attention in the general TE context are Quality o f  
Service (QoS) and resilience. First, many o f  the new multimedia applications not only have 
bandwidth requirements, but also require other QoS guarantees, such as end-to-end delay, jitter or 
packet loss probability. These QoS requirements impose new challenges on ISPs’ traffic 
engineering in that the end-to-end QoS demands need to be satisfied through TE. Secondly, given  
the fact that network node and link failures are still relatively frequent events on the Internet, TE 
solutions have to consider how to minimise the impact o f  failures on the network performance and 
resource utilization. We notice that there exists in the literature a large amount o f  work on QoS 
routing and path protection/restoration respectively. In order to restrict the scope o f  our literature 
review, it is worth clarifying the relationship and difference between TE and QoS routing / 
resilience schemes. According to [Awdu99]], TE objectives can be classified into traffic-oriented 
and resource-oriented. Most QoS-aware and resilience-aware TE schemes belong to the 
traffic-oriented category, which puts more emphasis on improving the performance perceived by 
the customer who sends traffic. Even in this case, optimization o f  network resources should not be 
ignored, as traffic engineering is always the ISP’s standpoint. According to this criterion, if  a QoS 
routing scheme is implemented exclusively from a customer’s viewpoint without considering 
global network optimization, then it is known as selfish routing-, we do not consider this in this 
thesis, although we note that a comprehensive survey o f  QoS aware selfish routing can be found in 
[Youn03]. As far as resilience is concerned, the objective is to avoid sub-optimal resource 
utilization (resource oriented) and negative impacts on traffic delivery (traffic oriented) in case o f  
link/node failure. We will discuss detailed robustness-aware TE solutions in Section 2.5.
Many research proposals have been published in the area o f  routing optimization. As a result, it is 
by no means an easy task to classify various TE solutions, and make a comprehensive and clear 
survey. In this chapter, we classify these TE routing approaches according to three orthogonal
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criteria: (1) traffic optimization scope, (2) routing enforcement mechanism and (3) time/state 
dependence or availability of traffic demand.
First of all, TE can be classified into two categories according to the scope: intra-AS and inter-AS. 
In intra-AS TE, optimization focuses on how to control traffic routing within a single AS. In 
contrast, inter-AS TE considers how to optimise traffic that travels across multiple ASes. Inter-AS 
TE paradigms can be generally classified into two categories. The first, which has been extensively 
addressed is how to control inter-AS traffic within the local AS, e.g., to find optimal ingress/egress 
points for inter-AS traffic that is injected into or delivered out of the local AS. The second categoiy, 
which has not yet been well studied, considers “end-to-end” TE optimization across multiple ASes. 
In this scenario, individual ASes may need cooperation with each other in order to deliver the traffic 
over the desired inter-AS routes.
Secondly, from the perspective of routing enforcement, there exist two distinct TE mechanisms, 
namely IP-based and MPLS-based. For IP-based TE, routing is optimised by adjusting the routing 
parameters of the underlying IP routing protocols such as OSPF/ISIS and BGP. On the other hand, 
MPLS-based TE adopts packet encapsulation and explicit routing with dedicated Label Switching 
Paths (LSPs).
Thirdly, traffic engineering can be categorised into offline and online. In offline TE, all traffic 
demands from customers are assumed known a priori to some extent, and the task of TE is then to 
efficiently map the predicted traffic demands onto the physical network resources. In contrast, for 
the online TE case, the ISP needs to perform lightweight and efficient path selection for each 
incoming flow one by one, without knowing any traffic demand in advance.
Figure 2-2: Hierarchical classification of Internet traffic engineering
To summarise, an overall taxonomy of Internet traffic engineering is presented in Figure 2-2, and 
this chapter is organised following the structure of this diagram. The objective of this chapter is thus 
to provide a comprehensive survey on routing optimization for all the components in the TE 
hierarchy. The rest of the chapter is organised as follows. We specify in Section 2.2 the detailed 
characteristics of different TE types according to Figure 2-2. In Section 2.3 we introduce intra-AS 
traffic engineering, which includes both MPLS and IP-based routing optimization algorithms. In 
Section 2.4 we move on to inter-AS traffic engineering, which we further divide into inbound and
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outbound TE. We then discuss in Section 2.5 some important interactions between current traffic 
engineering approaches. Finally we provide a summary in Section 2.6. It is worth mentioning that 
this literature review does not claim to be exhaustive, although we attempt not to omit any 
important works on routing optimization for internet traffic engineering.
2.2 Traffic Engineering Classifications
2.2.1 Intra-AS TE vs. Inter-AS TE
The task of intra-AS traffic engineering is to optimise customer traffic routing between AS border 
routers (ASBRs) within a single AS. By comparison, inter-AS traffic engineering deals with the 
problem of optimizing inter-AS traffic traveling across multiple ASes. As mentioned above, most 
of the existing literature focuses on how to select ASBRs optimally as the ingress/egress points for 
inter-AS traffic that travels across the local AS. That is to say, if the traffic has multiple potential 
ASBRs from which it can enter or leave the local AS, then the problem of inter-AS TE for an ISP is: 
“which ASBR(s) should be used as the ingress/egress point(s) for routing the traffic through the 
local network, such that the network resource utilization is optimised?” According to the control 
over how traffic enters/leaves the AS, inter-AS traffic engineering can be further classified into 
inbound TE and outbound TE.
Figure 2-3: Intra- and Inter-AS traffic engineering
Figure 2-3 presents a simple example to illustrate the difference between intra- and inter-AS traffic 
engineering semantics, specifically using outbound traffic engineering as an example for inter-AS 
TE. We assume that traffic destined to the remote prefix 20.20.20.0/24 (AS200) is injected into the 
local AS (AS 100, 10.10.10.0/24) via ASBR 10.10.10.3, and both the internal peers 10.10.10.1 and
10.10.10.2 can provide a route to AS200 (i.e., both routers receive reachability information towards 
20.20.20.0/24 through external BGP advertisements). In this scenario, the decision to use ASBR
10.10.10.1 or 10.10.10.2 (or both for load balancing with inter-AS multiple paths) as the egress 
point is the task of inter-AS/outbound TE. Once the egress point has been selected, say ASBR 
10.10.10.1, intra-AS traffic engineering is then responsible for selecting the best intra-AS path
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between each pair of ASBRs in the network. In this simple example, intra-AS TE attempts to find 
an optimal internal path (or multiple if intra-AS multi-paths is allowed) from ASBR 10.10.10.3 to 
ASBR 10.10.10.1 as well as optimal path C from 10.10.10.3 to ASBR 10.10.10.2.
Despite their clear difference in definition, infra- and inter-AS traffic engineering should not be 
considered independently of each other in practice, since the network configuration of one could 
potentially impact the other. Research has emerged recently on the interaction between the two 
types of TE, and some results are presented in [Agar04][Teix04a]. We will provide more details on 
the interaction between infra- and inter-AS traffic engineering in Section 2.5.2.
2.2.2 MPLS-based TE vs. IP-based TE
The concept of traffic engineering was proposed in Multi-Protocol Label Switching (MPLS) based 
environments [Awdu99][Awdu99a]. By intelligently setting up dedicated Label Switched Paths 
(LSPs) for delivering encapsulated IP packets, MPLS oriented traffic engineering can provide an 
efficient paradigm for traffic optimization. The most distinct advantage of MPLS oriented TE is its 
capability of explicit routing and arbitrary splitting of traffic, which is highly flexible for both 
routing and forwarding optimization purposes. However, since traffic trunks are realised through 
dedicated LSPs, scalability and robustness become issues in MPLS-oriented TE. First, the total 
number of LSPs (assuming full mesh or equivalent) within a AS is 0(N2) where N is the number of 
ASBRs. This means that the overhead of setting up LSPs can be very high in large-sized networks. 
In addition, path protection mechanisms (e.g., using backup paths) are necessary in MPLS oriented 
TE, as otherwise traffic cannot be automatically delivered through alternative paths in case of any 
link failure affecting active LSPs.
An early example of IP-based traffic engineering solution was proposed by Fortz et al 
[Fort00][Fort00a][Fort02]. The basic idea of their approach is to set the link weights of Interior 
Gateway Protocols (IGP) according to the given network topology and traffic demand, so as to 
control intra-AS traffic and meet TE objectives. Recently, some schemes, known as BGP tweaking 
[Quoi03], have also been proposed for inter-AS traffic engineering that manipulate BGP routing 
attributes. Compared to the MPLS-based approach, these IP-based TE solutions lack flexibility in 
path selection, since explicit routing and uneven traffic splitting are not supported. However, the 
IP-based approach has better scalability and failure resilience than MPLS TE, because no overhead 
for dedicated LSPs is required, and also because traffic can be automatically delivered via 
alternative shortest paths in case of link failure without explicitly provisioning backup paths. 
However, given this type of auto-rerouting in the IP based environment, recent research work 
[Teix04] has suggested that a single link failure can introduce dramatic changes to traffic 
distribution even across multiple ASes, as a significant proportion of traffic will switch to new
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shortest paths once the network topology has changed. This low TE robustness is in comparison to 
the MPLS TE schemes, where a single link failure does not impact other primary LSPs unless they 
are using the faulty link. Table 2-1 summarises the key differences between MPLS-based TE and 
IP-based TE.
MPLS oriented TE IP oriented TE
R outing m echanism Explicit routing with packet 
encapsulation
Plain IGP/BGP based routing
R outing optim ization Constraint based routing 
(CBR)
IGP link weight adjustment 
BGP route attribute adjustment
M ulti-path forw arding Arbitrary traffic splitting Even traffic splitting only
H ardw are requirem ent MPLS capable routers 
required
Conventional IP routers
Route Selection flexibility More flexible - arbitrary path Less flexible -  shortest path 
only
Scalability (overhead in 
m aintaining netw ork  
state)
Less scalable More scalable, with scalability 
o f  underlying routing protocol
Failure im pact on traffic 
delivery
High (normally need backup 
paths in case o f  failures)
Low
Failure im pact on TE  
perform ance
Low High
Table 2-1: MPLS/IP traffic engineering comparison
2.2.3 Offline TE vs. Online TE
The third part o f  our taxonomy is to classify traffic engineering into offline and online. As 
previously mentioned, the principle difference between offline and online traffic engineering is the 
availability o f  a Traffic Matrix (TM). The concept o f  traffic matrix was originally associated with 
intra-AS TE, where ingress/egress points o f  traffic are fixed. In this case, intra-AS traffic matrix can 
be represented by a matrix with each element t(ij) being the total bandwidth demand o f  all 
individual traffic flows (also known as traffic trunk) from ingress node i to egress node j. When 
inter-AS traffic engineering is concerned, ingress/egress nodes for a traffic trunk might not be 
specified; instead each element o f  inter-AS traffic matrix represents the total bandwidth demand 
from an ingress router o f  the source AS to a destination prefix. In general, offline TE is often 
formulated as a combinatorial optimization problem and solved to produce optimal routing plans, 
taking inputs such as the traffic matrix, network topology characteristics and/or routing 
information.
In some scenarios it is possible for an ISP to forecast the traffic matrix before routing optimization
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is performed. Currently, there exist two principle inputs from which traffic matrix can be forecasted: 
a Service Level Specification (SLS) and monitoring/measurement. SLS is the detailed information 
on the agreement negotiated between customers and the ISP [Gode02]. By aggregating the traffic 
predicted in the SLSs with individual customers, the ISP can estimate the overall bandwidth 
demand between each pair of ASBRs. In addition, the ISP can also apply monitoring/measurement 
mechanisms at the network boundary for aiding traffic matrix estimation. Intra-AS traffic can be 
measured using, for example, Cisco’s NetFlow [FeldOl]. It can also be estimated from measured 
link load statistics [Zhan03][Medi02], In contrast to the intra-AS TM, less attention has been paid to 
deriving the inter-AS TM. A method of deriving this is through measurement at each vantage point. 
The authors in [Teix05] describe a methodology to compute the inter-AS TM using Cisco’s 
NetFlow and BGP routing data. Alternatively, inter-AS TM may also be estimated. The authors in 
[Feld04] propose a methodology to estimate inter-AS publisher and web traffic matrices using 
server logs from content delivery networks and packet level traces from large user sets.
TE objectives and policies
Figure 2-4: Offline traffic engineering
Having obtained the network topology and the traffic matrix, an ISP can perform offline traffic 
engineering to optimally map the whole traffic matrix onto the physical network resources. Figure 
2-4 presents a basic diagram for the offline TE process. One important issue in offline traffic 
engineering is the average duration between two consecutive TE cycles, and this period is known as 
Resource Provisioning Cycle (RPC) [TrimOl]. In common practice, the RPC for offline TE is 
weekly or monthly, depending on various factors such as the frequency of establishing, modifying 
and terminating SLSs with customers.
In some cases, an ISP might not be able to predict the overall traffic matrix in advance, and this 
requires the ISP to perform online traffic engineering that is blind to future traffic demands. Unlike 
offline traffic engineering, where the traffic matrix is known in advance, the task of online traffic 
engineering is to optimally assign the newly incoming traffic one by one such that the possibility of 
accommodating further incoming traffic without congestion can be maximised. Towards this end, 
online TE approaches should make sure that the traffic load is as evenly distributed as possible
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within the network, such that random incoming traffic demand in the future can be easily satisfied. 
In some cases, it is also possible to reroute existing flows in the network so as to reserve bandwidth 
for the newly incoming traffic. However, this rerouting should not be performed in a large scale, as 
competing flows might interfere with each other and cause traffic instability and service disruption.
2.3 In tra-A S  Traffic Engineering
In this section we provide a survey on routing optimization algorithms for intra-AS traffic 
engineering. We first split intra-AS traffic engineering into MPLS-based and IP-based subsections, 
and within each of them we discuss both offline and online traffic engineering.
2.3.1 Intra-AS MPLS-based TE
2.3.1.1 M PLS O verview
Multi-Protocol Label Switching (MPLS) is an IETF (Internet Engineering Task Force) standardised 
forwarding scheme. In MPLS, traffic is sent along Label Switched Paths (LSPs). An LSP is the path 
between an ingress label switching router (LSR) and an egress LSR. At the boundary of an MPLS 
AS, LSRs classify IP packets into Forwarding Equivalence Classes (FECs) and append different 
labels for packet forwarding within the MPLS AS. The Label Distribution Protocol (LDP) [AndeOl] 
is used to distribute label bindings during the setting-up of an LSP.
MPLS is a powerful technology for Internet traffic engineering, as it allows traffic to be forwarded 
onto an arbitrary explicit route, which may not necessarily follow the shortest path computed by IP 
routing protocols. Typically, individual flows are aggregated by MPLS TE into traffic trunks 
identified by FECs, which are then earned onto LSPs between ingress and egress routers. In this 
case, the conventional shortest path based routing infrastructure (e.g., OSPF) is overridden with 
MPLS explicit routing tunnels. In order to support traffic-engineered explicit routing of these flow 
aggregates, two types of end-to-end signaling protocols are commonly used for setting up and 
tearing down LSPs, namely RSVP-TE [AwduOl] and CR-LDP [Jamo02]. RSVP-TE is a soft-state 
signaling protocol that uses the RESV and PATH messages in the Resource reSerVation Protocol 
(RSVP) [Brad97] for a two-stage process in setting up LSPs. CR-LDP is a hard-state signaling 
protocol that runs over TCP and uses LDP REQUEST and RESPONSE messages for setting up 
traffic-engineered paths. [Jamo02] specifies how to set up TE-aware LSPs using CR-LDP. In order 
to disseminate TE information (e.g., reservable bandwidth) so that all nodes in the network have a 
consistent view of the associated traffic-engineering parameters, TE-extensions to IGP, e.g., OSPF 
(OSPF-TE) [Katz03] and ISIS (ISIS-TE) [Smit04] have been proposed to disseminate TE-aware 
link state advertisement for establishing traffic engineered LSPs.
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With the rapid deployment of Wavelength Division Multiplexing (WDM) based optical networks, 
Generalised MPLS (GMPLS) oriented traffic engineering is becoming popular. The authors in 
[Lee04] presented a survey of traffic engineering in optical networks.
2.3.1.2 C om ponents o f M PL S-based TE
Before describing individual TE schemes that use MPLS, we highlight the fundamental 
components in an MPLS oriented TE framework [Awdu99a][Xiao00]. According to [Awdu99], 
there are three basic capabilities involved: (1) a set of attributes associated with traffic trunks, (2) a 
set of attributes for network resources and (3) constrained based routing (CBR) for path selection.
The task of the traffic trunk attributes is to describe the basic properties of traffic trunks. In general, 
these properties include ingress/egress LSRs, the FEC to which the traffic trunks are mapped, and a 
set of characteristics associated with the traffic trunk, e.g., bandwidth demand. Resource attributes 
are used to specify the physical network that individual traffic trunks pass through. Constraint based 
routing is performed based on this set of attributes, to find a feasible path with sufficient available 
bandwidth to support the traffic trunk. Within this attribute set, the Maximum Allocation Multiplier 
(MAM) attribute is a configurable parameter that determines the proportion of the resources that is 
available to a specific traffic trunk. Resource Class Attributes are used to enable multiple policies 
with respect to both traffic and resource oriented performance optimization. By applying different 
resource class attributes, it is possible for ISPs to partition network resources (e.g., bandwidth) for 
dedicated TE objectives within each class. Finally, the constraint based routing component offers a 
demand driven and resource reservation aware routing paradigm for traffic and resource 
optimization purposes. In [Awdu99], the difference between QoS routing and CBR is also specified: 
QoS routing is a subset of constraint based routing, which can cover both selfish routing from a 
customer’s point of view and traffic engineering from an ISP’s perspective. In section 2.5 we will 
provide more discussions on the relationship between QoS routing and TE.
2.3.1.3 Offline In tra-A S  M PLS T raffic  Engineering
A generalised MPLS routing optimization can be formulated as a multi-commodity flow problem 
[Mitr99], thus it can be solved using linear programming for an optimal solution for general routing, 
allowing arbitrary traffic splitting. However, this approach is often regarded as impractical, 
especially in a large-sized network, since the number of LSPs required is potentially huge due to the 
arbitrary traffic splitting. To obtain a more scalable TE solution, traffic splitting has to be limited in 
scope. An early MPLS TE approach used simple constraint-based routing (CBR) without 
coordination between individual traffic trunks [XiaoOO]. A typical CBR algorithm is as follows. 
Before setting up an LSP for a specific traffic trunk, all the infeasible network links (e.g., those with 
insufficient available bandwidth) are removed from the network topology. Shortest path routing
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(SPR) is then performed on the residual network graph and the LSP is assigned to this shortest path. 
The algorithm repeats the above procedure until all the traffic trunks are assigned. This routing 
algorithm is known as Constrained Shortest Path First (CSPF). Other routing schemes have also 
been proposed to extend SPR, such as Widest Shortest Path (WSP) and Shortest Widest Path (SWP) 
[Wang96][Guer97], both of which try to increase the available bandwidth at bottleneck points along 
the path. By applying WSP/SWP, not only has the underlying traffic a higher probability of finding 
a feasible path, but also network bottlenecks are avoided by “reserving” bandwidth resources for 
future demands, benefiting other traffic from this more sophisticated routing strategy.
In the literature, many MPLS TE schemes have addressed the problem of minimizing the maximum 
utilization; this approach is often formulated as a linear- or integer-programming problem. In 
[Wang99], traffic engineering is investigated using both single and multiple paths. The authors 
prove that TE with multi-paths (LSP bifurcation) and arbitrary splitting of traffic is able to achieve 
optimal solutions using linear programming, while integer programming can be applied to MPLS 
TE without LSP bifurcations, an NP-hard problem. In [Lee02j, Mixed Integer Programming (MIP) 
can be applied for calculating LSP routing and traffic splitting ratios with hop count constraints and 
node/link preferences. The authors claim that by confining traffic splitting ratios to discrete values 
(e.g., 0.1, 0.2 etc.) that are more suitable for implementation of LSPs, near optimal solutions can be 
obtained for the task of minimizing the maximum link utilization. Similarly, MIP is also used in 
[Erba02] for multi-objective MPLS traffic engineering, with minimum delay, optimum load 
balancing and minimum splitting of LSPs being the key objectives.
With the development of Differentiated Services (DiffServ), DiffServ-based MPLS traffic 
engineering has become a research area for supporting QoS differentiation. DiffServ/MPLS-based 
TE is now supported by both Cisco and Juniper routers, with CSPF being the fundamental routing 
algorithm. In addition, more sophisticated DiffServ-aware MPLS TE schemes have also been 
proposed in the literature [Moh01][Akar29][Lee04][Rabb00][Fauc03][Trim03][Taba05]. From an 
LSP construction perspective, [MohOl] proposed an integrated approach that combines the CSPF 
and WSP algorithms. In [Akar03], one primary path and one secondary path are constructed 
between each ingress/egress node pair, with the primary being the minimum hop count path and the 
secondary being the disjoint second minimum hop count path. Thereafter, a traffic trunk is split 
across both paths using Available Bandwidth Rate (ABR)-like explicit rate feedback from the 
network. The authors of [Trim03] proposed a general framework for intra-AS QoS provisioning 
through MPLS oriented TE in DiffServ networks. From a routing optimization perspective, the TE 
objectives are (1) to satisfy the QoS requirements of the traffic trunks, and (2) to minimise the 
overall network cost (load). The cost function is formulated as a convex function of the traffic load 
on per-QoS class basis, and the TE optimization task is formulated as a non-linear programming 
problem. In order to find the optimal solution, the authors apply a general gradient projection
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method for calculating LSPs. The QoS metrics considered in this work include end-to-end delay 
and loss, both of which are transformed into unified hop-count based constraints. In order to verify 
whether these QoS requirements are met during the optimization process, shortest path adaptations 
(e.g., I/1' shortest paths) are applied on a hop-coimt basis. In [Taba05], a Differentiated Traffic 
Engineering (DTE) solution was proposed. To solve the path selection problem in DTE, the overall 
routing optimization is decomposed into two sub-problems: the non-convex part of the optimization 
problem is solved by a simulated annealing technique, while the convex part is solved using the 
gradient projection method.
Apart from the pipe model, where LSPs are point-to-point, other papers have also proposed 
alternative models, such as the funnel model (multipoint to point, MP2P) [Sait00][Kell02][Bhat05] 
and the hose model (point to multipoint, P2MP) [TrimOla], The advantage of these alternative 
models in LSP construction is to alleviate the scalability issues in LSP construction and 
maintenance. In order to reduce the total number of LSPs needed, the authors in [SaitOO] proposed a 
TE scheme using multiple MP2P LSPs. Specifically, the proposed approach consists of two distinct 
procedures, namely MP2P LSP construction and flow assignment. During the phase of LSP 
construction, a set of point-to-point paths is first selected between each ingress/egress pair with two 
constraints: (1) the total hop counts of each path should not exceed the threshold that is the hops of. 
the minimum hop-coimt path plus a predefined number, and (2) at least one path must be 
node-disjoint with the rest of the path set. If such a path set cannot be found, then a path pair is 
selected comprising the minimum hop path and another disjoint path with a second minimum hop 
count. Thereafter, the MP2P LSP design applies binary integer programming on a per-egress router 
basis, and merges the pre-selected point-to-point paths. In the flow assignment phase, the task is to 
map the traffic trunks onto the constructed MP2P LSPs with the objective of minimizing the 
maximum load. In this work, the design of MP2P LSPs has three distinct advantages: LSP 
scalability, load balancing and resilience. In [Kell02], MP2P LSPs are used for traffic engineering 
with deterministic end-to-end QoS guarantees. In addition, two admission control algorithms are 
introduced at the packet level, but routing optimization is not much addressed in this work. MP2P 
traffic engineering has also been studied in [Bhat05], where the scalability issue in MPLS label 
space is investigated. The basic idea is similar to [SaitOO], which attempts to merge point-to-point 
paths into MP2P LSPs. However, this work assumes that the P2P paths are pre-defined so that the 
task is only to assign each of them to individual MP2P LSPs. From this point of view, routing and 
resource optimization are not a major concern in this work.
A summary of published offline MPLS TE work is presented in Table 2-2.
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Reference Optimization 
Obj ecti ves/metrics
Optimization method LSP type Applicable
environment
[Wang99] M inimise maximum  
utilization
Linear programming P2P Any
[Lee02] M inimise maximum  
utilization
M ixed Integer 
Programming (MIP)
P2P Any
[MohOl] M inimise network 
cost with 
delay/bandwidth 
guarantees
Heuristic (CSPF +  
WSP)
P2P DiffServ
[Fauc03] M inimise network 
cost with QoS 
constraints
Non-linear 
programming 
(Gradient projection)
P2P DiffServ
[Trim03] M inimise network 
cost across multiple 
classes
Simulated annealing 
+ Gradient projection
P2P DiffServ
[SaitOO] Minimise the number 
o f  LSPs and 
hop-counts
Heuristic + binary 
integer programming
MP2P Any
[Kell02] Provide deterministic 
end-to-end QoS
Algorithm details are 
not publicly available
MP2P Any
[Bhat05] Minim ise the 
overhead in LSP 
labels
Algorithm details are 
not publicly available
MP2P Any
[TrimOla] M inimise LSP 
bandwidth allocation
Algorithm details are 
not publicly available
P2MP Any
Table 2-2: Offline intra-AS MPLS TE solutions
2.3.1.4 O nline In tra-A S  M PLS Traffic Engineering
Online MPLS-oriented traffic engineering can be classified into two categories: (1) dynamically 
adjusting the traffic splitting ratio among pre-constructed static LSPs [Elwa01][Kand05]; and (2) 
computing dynamic LSPs on the fly for each new traffic trunk demand. MATE [ElwaO 1 ] is a typical 
example o f  the first category, and its basic operation is to adaptively forward incoming traffic onto 
multiple pre-constructed LSPs according to probing results from the network core. For this TE 
paradigm, routing optimization is not directly involved, as traffic and resource optimization is 
achieved through online forwarding adaptation. In the rest o f  this section w e w ill restrict our focus 
on the second category o f  online MPLS TE.
The CSPF, WSP and SWP algorithms described earlier are the fundamental routing solutions that 
can be applied to online MPLS TE schemes. In DORA [Bout02], the online TE solution contains 
two stages that maximise the ability o f  the network to accommodate future bandwidth-specified 
traffic demands. First, a parameter called Path Potential Value (PPV) is computed for each link on
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per ingress/egress node pair basis. The metric o f  PPV indicates the frequency with which each link 
has been used in the disjoint paths between ingress/egress node pairs. In the second stage, network 
links without sufficient residual bandwidth are removed from the network graph, and then a 
combined weight is calculated for each remaining link based on the PPV value and the available 
bandwidth, with a tuning parameter known as BWP (bandwidth proportion) for handling the 
tradeoff between the two metrics. Finally, a conventional Dijkstra’s shortest path algorithm is 
applied based on the set o f  defined link weights.
One important issue that is often addressed in online MPLS TE schemes is the LSP interference 
problem [Kar00][Kodi00][W ang02][Scog04]. The authors o f  [KarOO][KodiOO] noticed that, by 
directly setting up LSPs (e.g., using CSPF) without considering the location o f  ingress/egress nodes 
for incoming traffic trunks, potential congestion is liable to take place at some critical links which 
multiple LSPs use. Competition by LSPs on the critical links that do not have sufficient available 
bandwidth for supporting all the LSP demands is known as LSP interference. Figure 2-5 
demonstrates a simple example o f  this. First, w e assume an incoming traffic trunk from ingress 
node D to egress node G. If this is assigned the shortest-path based LSP (D —»E—>F—»G), then future 
traffic trunks from H to I w ill be blocked if  the residual link (E, F) cannot support both demands. In 
effect, w e can see from the network topology that link (E, F) is critical to the traffic trunks from H to 
I in that any LSPs from H to I need to use that link. In this case, a more intelligent strategy is to route 
the traffic trunk from D to G via an alternative longer path (D —*A—>B—>C—>G) and reserve the 
bandwidth on the critical link (E, F) for future demand from the traffic trunk from H to I. From this 
example w e can see that critical links are associated with the location o f  individual ingress/egress 
pairs. Hence, if  the location o f  the ingress/egress nodes for traffic trunks is taken into consideration, 
then the probability o f  LSP interference can be reduced if  the LSP construction bypasses the critical 
links. Towards this end, the authors proposed the Minimum Interference Routing Algorithm (MIRA) 
so as to defer high loading on critical links. First, critical links associated with individual 
ingress/egress-pairs are identified through calculating the m axflow value. Thereafter, an 
ingress/egress-pair specific weight is created for each link, being an increasing function o f  its 
criticality. Finally, conventional shortest path algorithms are used according to the resulting link 
weights over the network graph containing only feasible links that can support the bandwidth
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demand of the incoming traffic trunk. The authors also implemented the software package called 
Routing and Traffic Engineering Server (RATES) [AukiOO], which is based on MIRA. Further, in 
[Wang02], the authors enhanced the MIRA algorithm by taking into account the overall blocking 
probability of LSP demands. Their scheme is based on the observation that MIRA only focuses on 
the interference between one single pair of ingress/egress routers, but it is not able to deal with the 
critical links associated with multiple ingress/egress pairs.
Online MPLS traffic engineering has also been studied in DiffServ environments for QoS support, a 
typical example being TEAM [Scog04], The Traffic Engineering Tool (TET) in the TEAM 
framework is responsible for LSP preemption and construction. First, for each incoming demand, 
three types of costs are considered in the cost function, namely bandwidth, switching and signaling 
cost. The objective of LSP manipulation is to minimise the overall cost throughout the process, 
which can be achieved by the Markov process decision. There are two distinct LSP operations in 
TEAM: LSP pre-emption and LSP routing. LSP preemption allows existing LSPs to be preempted 
by newly constructed LSPs with higher priority. To do this, each LSP is assigned a priority attribute, 
which is taken into accoimt when there exists competition for resources (i.e., interference). Thus, 
even if an LSP has already been assigned a path, it will be rerouted if it has a lower priority attribute 
than a new LSP that is competing for the shared network resources. In order to avoid frequent LSP 
switching and thus traffic instability, the proposed pre-emption policy include the following three 
guidelines: (1) pre-empt the LSP with the lowest priority attribute, (2) pre-empt the fewest number 
of LSPs and (3) pre-empt the least amount of bandwidth while satisfying the traffic demand 
requirement. For LSP routing, the Stochastic Performance Comparison Routing Algorithm 
(SPeCRA) [Oliv02] is adopted in TEAM. SPeCRA behaves like a homogeneous Markov chain 
where the optimal routing scheme is a state of the chain that is visited at the steady state. 
Specifically, it attempts to select adaptively the best routing algorithm from a set of candidate 
schemes, each of which might be suitable for a specific type of traffic tmnk. The same authors also 
proposed new DiffServ-based LSP pre-emption policies known as V-PREPT that attempt to avoid 
LSP rerouting [Oliv04]. Similar to the TEAM scheme, the optimization for LSP pre-emption 
considers multiple criteria, including LSP priority, the number of LSPs and the pre-empted 
bandwidth. With V-PREPT, the tradeoff between the three criteria can be adaptively tuned 
according to the policy adopted by the ISP. Apart from the simple LSP preemption algorithm, an 
adaptive version of V-PREPT was also proposed for reducing the overhead (essentially in signaling) 
introduced by frequent events of LSP teardown and rerouting. The basic idea of the adaptation is to 
allow some LSPs with lower priority attributes to have their rate allocation reduced so as to 
accommodate more requests in the future. In this case, RSVP-TE signaling is responsible for 
indicating the updated allocation of rate on the static LSP, while there is no extra signaling overhead 
in tearing down and setting up LSPs. In DiffServ-based networks, this adaptive V-PREPT scheme is
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useful in LSP operations for the Assured Forwarding (AF) per hop behavior (PHB). Give the 
com m on practice that the Expedited Forwarding (EF) behavior is normally used to support hard 
QoS guarantees, bandwidth allocation in AF PHBs can be more flexible and dynamic, and the 
proposed adaptive V-PREPT algorithm can be efficiently adopted for this class o f  PHBs.
Survivable online traffic engineering in MPLS networks has also been considered in [Walk04]. 
Similar to MIRA, this scheme constructs LSPs dynamically by applying the shortest path algorithm  
to the dedicated link weight metric that reflects the specific TE requirement. This type o f  dynamic 
link metric is based on a Lost Flow in Link (LFL) function that is used to assign working routes with 
local restoration. In LFL, the metric o f  a particular link reflects the change in the objective function 
i f  an incremental demand has been (re)routed through or even near that particular link.
A summary o f  the existing online MPLS TE approaches is presented in Table 2-3.
Reference Optimization
Objectives/metrics
Major LSP computing 
method
Applicable
environment
[Bout02] M aximise future traffic 
demands accommodation with 
bandwidth guarantees
Heuristic (CSPF based) Any
[KarOO]
[KodiOOl
[Wang02]
Minimise LSP interference so as 
to accommodate maximum  
future demands
Heuristic (CSPF based) Any
[AukiOO] M inimise bandwidth, switching  
and signaling costs
The SPeCRA algorithm DiffServ
[Oliv04] Optimise LSP priority, number 
o f  LSPs and preempted 
bandwidth
V-PREPT for LSP 
preemption
DiffServ
[Walk04] M inimise loss o f  traffic flow Heuristic (k* shortest path 
based)
Any
Table 2-3: Online MPLS TE solutions
2.3.2 Intra-AS IP-based TE
2.3.2.1 T heoretical B ackground
The advent o f  plain IP oriented TE solutions has recently challenged MPLS-based approaches in 
that Internet traffic can also be effectively tuned through native hop-by-hop based routing, without 
the associated com plexity and cost o f  MPLS. In [WangOl], the authors proved that any arbitrary set 
o f  loop-free routes can be resolved into shortest paths with respect to a set o f  positive link weights 
that can be calculated by solving the dual o f  a linear programming formulation. This implies 
theoretically that, i f  a network is optimally engineered through a set o f  loop free explicit LSPs, by
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setting appropriate OSPF/ISIS link weights, this set o f  LSPs can be transformed into shortest paths 
according to this set o f  link weights. As a result, plain IP routers can directly compute this set o f  
paths by using Dijkstra’s algorithm, and hence the associated LSPs are not necessary anymore.
Figure 2-6: Shortest path representation
Take the small network in Figure 2-6(a) as a simple example (with symmetric weight setting in both 
directions o f  each link): The explicit path set {a—>c—»b, b—>c-+d} are shortest paths if  w e assign the 
weight value o f  3 to links (a, b) and (b, d), and set the weight o f  all the other links to be 1. 
Nevertheless, there are two major issues that restrict the practical deployment o f  link weight 
optimization based traffic engineering. First, not any arbitrary set o f  paths can be represented into 
shortest paths according to a set o f  link weights. For example, if  w e add another explicit path 
d—►b—>c to the aforementioned path set, as it is shown in Figure 2-6(b), these three paths cannot be 
represented simultaneously into shortest paths with any set o f  link weights, as the two paths 
b—»c—>d and d—>b—>c form a path cycle. Second, the distinct advantage o f  MPLS based TE is not 
only explicit routing, but also arbitrarily unequal splitting o f  traffic. In this case, even if  a set o f  
LSPs can be represented into shortest paths, it is still not possible to unequally split the traffic given 
the underlying OSPF/IS-IS routers. Evolving from [WangOl], [Retv04] presented further analysis 
on the relevant issues in shortest path representability. One important contribution from this work is 
how to prevent unintended paths from becoming shortest paths when setting a specific link weights. 
The authors argue that the network could suffer from traffic sub-optimality if  som e bad paths are 
included in the shortest paths set that w ill be configured to deliver customers’ traffic.
2.3.2.2 EC M P-based L ink  W eight O ptim ization
In the Equal Cost Multi Paths (ECMP) mechanism, i f  there exist multiple shortest paths with equal 
IGP link weights towards the same destination, traffic is evenly split onto the next hop routers on 
these paths. Normally, the forwarding behavior in ECMP is on per-flow basis rather than a 
per-packet basis so as to avoid out-of-order packet arrival. This multipath approach was first 
adopted and analyzed in the Netscope TE tool [FeldOO],
Fortz and Thorup [Fort00][Fort00a][Fort02] claimed that by optimizing OSPF/IS-IS link weights 
for the purpose o f  load balancing, the network service capability can be improved by 50% to 110% 
in comparison to the conventional configuration o f  link weight setting using inverse proportional
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bandwidth capacity. The key idea of the proposed algorithm is to adjust the weight of a certain 
number of links that depart from one particular node, so that new paths with equal cost are created 
from this node towards the destination. As a result, the traffic originally traveling through one single 
path can be evenly split into multiple paths with equal OSPF/IS-IS weights based on ECMP. In 
general, the authors proved that the optimal configuration of such link weights is NP-hard.
Figure 2-7 provides a simple illustration on the basic idea of the algorithm. Consider destination 
node t and assume that part of traffic demand going to t travels through an intermediate node x. The 
Fortz and Thomp’s strategy is to spit the flow to t going through x evenly along all the links 
(x , Xj) from x, if these links (x , x j  belong to the shortest path from x to t. This type of "local
adjustment" needs special attention, since shifting traffic might incur additional congestion to other 
links. In order to avoid this oscillation phenomenon, the authors apply sophisticated Tabu search for 
achieving the best load balancing performance.
[Eric02] also proposed a Genetic Algorithm (GA) based approach for the same IP traffic 
engineering optimization problem, and the authors claimed that, by properly tuning the GA 
parameters, the resulting performance is veiy close to that of [Fort00][Fort00a][Fort02]. Retvari et 
al. additionally raised some practical issues in OSPF traffic engineering, e.g., explicit knowledge of 
link capacity and reasonable range of OSPF link weight values [Retv04a]. Towards this end, the 
authors formulated the traffic engineering as the Prime Minimum Cost Maximum Throughput 
problem, and the resulting link weight configuration provides a plausible basis to build a practical 
IP oriented TE architecture.
Optimal routing often requires arbitrary traffic splitting. Instead of optimizing OSPF/ISIS link 
weights, another TE approach for near-optimal network performance is to emulate uneven traffic 
splitting over ECMP paths at the edge or core routers. In [Srid03], the authors proposed a scheme 
based on the manipulation of a subset of next hops for some routing prefixes; the scheme is capable 
of achieving near optimal traffic distribution without any change of existing routing protocols and 
forwarding mechanisms. The basic idea behind is as follows. First, optimal link weights are 
calculated based on [WangOl] through linear programming. Second, in order to deal with the 
requirement of arbitrary traffic splitting, the authors proposed activating only a subset of ECMP
Traffic
Figure 2-7: Fortz and Thorup’s link weight optimization algorithm
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next hops for packet forwarding to the selected destination prefix so as to emulate unequal splitting 
of traffic in the MPLS based solutions. Three different heuristic algorithms were studied for 
optimally configuring the next hop of unicast destination prefixes. This approach exhibits a typical 
strategy of making a graceful trade-off between the performance and the overhead associated with 
the additional configuration needed.
2.3.2.3 Edge-based L ink  W eight Setting
Wang et al. proposed [Wang05b] a new OSPF traffic engineering approach without the necessity of 
ECMP splitting. Their approach is to divide the physical network into several logical routing planes, 
each being associated with a dedicated link weight configuration. There are two distinct procedures 
involved. First of all, the overall external traffic demands from all customers are partitioned 
properly into k traffic matrices only at the edge of the network, and each of the traffic matrices is 
identified by the Type of Service (ToS) or Differentiated Services Code Point (DSCP) in the IP 
header. Secondly, individual traffic matrices are independently routed over the k planes, each of 
which has its dedicated link weight configuration. The basic strategy of this approach is to emulate 
MPLS unequal splitting of flows by partitioning the overall traffic demand at the edge of the 
network so that traffic within different partitions is delivered through dedicated routing planes. To 
achieve the best overall traffic distribution, one of the most challenging tasks is how to efficiently 
assign flows to the traffic matrices for different planes. Through simulations, the authors prove that 
a fairly small number of overlays (k equal to 2 or 4) can achieve near-optimal traffic engineering 
performances. Table 2-4 presents a brief comparison between the IP oriented TE approaches.
Reference Feasibility Traffic
splitting
Protocol
requirement
Configuration
complexity
Performance
[WangOl]
[Retv04]
Theoretical
analysis
only
Arbitrary
splitting
Theoretically
optimal
[FortOO]
[FortOOa]
[Fort02]
[Eric02]
Practical ECMP Plain IGP Conventional 
IGP link 
weight setting
50-110%
improvement
[Srid03] Practical Selective
ECMP
Plain IGP Manual 
configuration 
of next-hops 
for prefixes
Near-optimal
[Wang05b] Practical Traffic 
splitting at 
network edge
ToS routing 
& multi-RIB 
IGP
Configuration 
of multiple sets 
of link weights
Near-optimal
Table 2-4: Offline IP-based TE solutions
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2.3.2.4 O nline IP -based  TE
Unlike offline TE, which has been extensively studied, there are few proposals for online or 
adaptive IP-based TE. Two online TE approaches are to change link weights on the fly and to make 
link weights sensitive to some loading or QoS parameters (e.g. to make the link weight as a function 
of link utilization or delay). However, these approaches require the flooding of new link weights 
throughout the network, which can cause route instability and looping problems during the 
convergence process [Labo98].
Another online TE approach is to dynamically adjust the traffic splitting ratio according to the 
network load. OSPF-OMP (Optimised MultiPath) [Vill99] was proposed to adjust the traffic 
splitting ratio gradually over multiple relaxed shortest paths (non equal cost) by modifying the hash 
function, based on the loading information inside the network distributed by the OSPF Opaque LSA 
(Link State Advertisement) option. As with OSPF-OMP, Adaptive MultiPath (AMP) [Gojm03] 
considers multiple non-equal cost paths and balances the load by optimizing the traffic splitting 
ratios at each router. However, AMP only uses local network information about the links to direct 
neighbors rather than requiring a global view of the network topology in every node.
2.4 Inter-A S Traffic Engineering
In this section we provide a survey on inter-AS traffic engineering, an emerging topical research 
area that has evolved from its intra-AS counterpart.
The Internet is a large decentralised inter-network composed of more than 20,000 ASes. From a 
business perspective, the relationship between any two ASes can be classified into one of the 
following two types:
• Transit service (customer-provider relationship). This type of relationship exists 
commonly between low- and high-tier ISP networks. Low-tier ISPs (typically stub ASes) 
purchase transit services from higher-tier ISPs for Internet connectivity.
• Peering. This type of relationship exists commonly between neighboring ISPs that are 
roughly equal in size and at the same tier. The ISPs agree to simply exchange traffic 
without making any payment to each other.
We can also classify all the ASes in the Internet into two categories, namely transit ASes and stub 
ASes. Transit ASes offer transit services, i.e. inter-AS traffic delivery across the Internet. Stub ASes, 
on the other hand, are the leaf ASes of the AS-level hierarchy. They only send or receive traffic, and 
do not provide transit services to any other AS. In general, the two types of AS have different 
inter-AS traffic engineering objectives. The general incentive for transit ASes to perform inter-AS 
traffic engineering is normally to optimise network resource utilization so as to maximise their
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revenue. On the other hand, stub ASes compose more than 80% of ASes in the Internet and most of 
them are multi-homed. Hence, their principle inter-AS issue is how to minimise the monetaiy 
expense of subscribing to Internet transit services. Apart from objectives, a notable different 
between transit and stub inter-AS TE is that the former often takes as input the intra-AS network 
topology in the optimization while the latter does not.
Another dimension for categorizing inter-AS traffic engineering is inbound and outbound traffic 
engineering, which focus respectively on how to control inter-AS traffic entering or leaving a AS by 
selecting optimal traffic ingress and egress points/paths respectively. An AS may only require either 
inbound or outbound traffic engineering, or both according to its business objectives. For example, 
a AS that contains popular content providers generates a large amount of traffic that needs to be sent 
out of the network efficiently, and thus outbound traffic engineering is needed. On the other hand, 
ASes that have a large number of multimedia application receivers (e.g., Internet TV/MP3 
subscribers) are typically traffic consumers. They therefore need to perform inbound TE in order to 
control traffic entering their networks. Finally, since transit ASes normally exchange Internet traffic 
between each other, both inbound and outbound TE may be required.
In the rest of this inter-AS TE section, we first give a brief introduction to the de facto inter-AS 
routing protocol, BGP-4 [Rekli95], which can be used to perform inter-AS traffic engineering by 
appropriately adjusting the route attributes. We then describe relevant TE work, classifying it into 
inbound and outbound traffic engineering. Finally we discuss advanced emerging inter-AS TE 
paradigms such as cooperative TE between adjacent ASes.
2.4.1 BGP Overview
BGP is the de-facto inter-AS routing protocol that provides reachability information among ASes. 
The basic operation of BGP can be summarised as follows. ASes interconnect with each other via 
dedicated inter-AS links or Internet eXchange Points (IXPs). Border routers from different ASes 
exchange route reachability advertisements towards some destination prefixes through external 
BGP (eBGP) sessions. The border routers then evaluate all the learnt route reachability 
advertisements and propagate the best ones to all the rest of BGP speakers within the AS through 
internal BGP (iBGP) sessions. As a consequence, any router in the network has available routes to 
any destination prefix outside the AS.
BGP has attributes associated with each route reachability advertisement. BGP itself is a path 
vector based routing protocol with a set of dedicated import/export policies that allow ISPs to 
control how to select inter-AS routes. When a router receives multiple route reachability 
advertisements towards a destination prefix, the best route will be selected according to the BGP 
route selection based on the attributes associated with the advertisements. The BGP route selection
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process is described in Figure 2-8.
(1) Accept the advertisement with the highest local-preference;
(2) Break ties by accepting the advertisement with shortest AS paths;
(3) Break ties by preferring the route with the lowest origin type;
(4) Break ties by accepting the advertisement with the lowest Multi-Exit-Discriminator (MED) coming from the same neighboring AS;
(5) Break ties by preferring an external BGP advertisement over an internal one;
(6) Break ties by accepting the advertisement with the lowest intra-AS IGP weight to the egress router;
(7) Break tie by accepting the advertisement with the lowest next-hop address.
Figure 2-8: BGP path selection process
Many recent publications have described the inefficiencies of BGP, and some alternative solutions 
such as HLP [Subr05] have also been proposed. Nevertheless, BGP is likely to remain as the de 
facto inter-AS routing protocol in the near future.
As described above, inter-AS traffic engineering can be classified into inbound/outbound TE, and 
an ISP can configure BGP attributes so as to help achieve its TE objectives (see Tables 2-5 and 2-7). 
From Figure 2-8, we notice that only one single path should be selected for a particular destination 
prefix, because the final step of tie breaking is based on the unique IP address of the next hop of 
BGP peer. Some vendors have also implemented the BGP multi-paths functionality. In Cisco’s BGP 
implementation, if the ISP chooses to enable BGP multi-paths, the tie-breaking criteria in steps 6-7 
in the above process are overridden [Cisc05], which means that multiple inter-AS routes (up to 6) 
can be installed simultaneously into the BGP routing table for the same destination prefix. Similar 
to the intra-AS scenario, this BGP multi-path functionality provides flexible mechanisms for the 
ISP to perform load balancing for transit traffic traveling through the network.
2.4.2 Outbound Traffic Engineering
2.4.2.1 O utbound  TE M echanism s
A number of mechanisms are currently known for implementing outbound traffic engineering, as 
shown in Table 2-5.
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Mechanism Description Implementation
Techniques
Applicable
Environment
BGP Local 
Preference
(local-pref)
To select the egress router 
through setting the highest 
local-preference value
BGP Stub / Transit 
ASes
Hot Potato Routing To select the egress router 
with the lowest IGP weight
BGP/IGP Usually Transit 
ASes
Explicit routing 
(MPLS)
To select egress router by 
establishing explicit paths 
across ASes
RSVP-TE
BGP/IGP-TE
PCE
Stub / Transit 
ASes
Table 2-5: Mechanisms for outbound inter-AS TE
• Setting Local-preference (local-prej). The local-preference attribute has the highest 
priority in the BGP route selection process. The value assigned to this attribute indicates 
the preference on one border router to other candidates as the best egress point. Take 
Figure 2-3 as an example. If the local preference value for the prefix 20.20.20.0/24 on the 
border router 10.10.10.1 is higher than that on 10.10.10.2, then the traffic destined for AS 
200 will use 10.10.10.1 as the egress point in AS 100.
• Hot Potato Routing. If multiple routes exist with equal value of BGP route attributes up to 
step 5 of the BGP route selection process shown in Figure 2-8, the route with the lowest 
IGP weight from the ingress to the egress point is selected. This scenario is known as hot 
potato or early-exit routing, which is often adopted by large ISPs. The objective of hot 
potato routing is to send the traffic to downstream ASes across the core network as 
quickly as possible. By manipulating IGP link weights an ISP is able to influence egress 
router selections within the local AS. In Figure 2-3, we now assume that all the route 
attributes are “equally good” (Figure 2-8 steps 1 to 5) for both 10.10.10.1 and 10.10.10.2. 
If the IGP weight of shortest path A (between 10.10.10.3 and 10.10.10.1) is lower than 
that of shortest path C (between 10.10.10.3 and 10.10.10.2), then 10.10.10.1 is selected as 
the egress point according to hot potato routing.
• Explicit routing (inter-AS MPLS). Inter-AS MPLS enables an AS to enforce traffic to be 
delivered on the explicit paths to the destination across downstream ASes [Vass04]. Thus, 
ASes may establish explicit paths through their desired egress points to the downstream 
ASes and destinations. Currently, mechanisms supporting inter-AS MPLS have been 
proposed and implemented, e.g., Path Computation Element (PCE) and commercial 
routing products from Cisco Systems.
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2.4.2.2 Offline O utbound  T raffic  Engineering
We initially consider offline outbound traffic engineering in stub ASes. The authors in [Gold04] 
propose offline optimization algorithms to distribute the traffic of a multi-homed stub AS among 
multiple downstream ISPs. The TE objective is to optimise both monetaiy expense and network 
performance (measured by average latency). The authors found that the optimization of expenses 
and performance are often in conflict. In order to cope with this, they consider an approach that 
tackles the expense and performance optimization separately and sequentially. First of all, the 
optimization of monetaiy expense is performed. This is based on the business operation viewpoint 
that minimizing the overall expense has higher priority than optimizing the network resource 
utilization in stub ASes. Based on a percentile-based charging model, the objective of the 
optimization is to determine the amount of traffic to be sent to each of the downstream ISPs so that 
the total charge is minimised. The performance optimization is then applied to assign the traffic to 
the downstream ISPs. As a result, the total latency is minimised within the constraint of the 
computed expense. Instead of tackling the expense and performance optimization in a lexicological 
importance order, the authors in [Uhli03][Uhli05a] propose a multi-objective evolutionary 
algorithm to solve a similar optimization problem. The aim is to find a compromising solution that 
is good with respect to all the optimization objectives. As with [Gold04], the metric to be minimised 
is the charge incurred by the downstream ISP, whereas the performance to be optimised is the load 
balancing across the inter-AS links. In addition to these two objectives, the authors also consider 
how to minimise the iBGP communication overhead in order to enforce the TE decisions. The 
authors in [Wang05] introduced an ISP subscription problem of subscribing to a set of downstream 
ISPs so as to minimise the cost in payment. The ISP subscription problem is different from the 
abovementioned expense optimization in that the latter assumes that the ISP subscription decision 
has already been made, thus traffic can only be assigned to the subscribed downstream ISPs. 
However, in order to further minimise the monetaiy expense, a AS may have the freedom to select 
the optimal set of downstream ISPs from all the available candidates and then assign traffic to this 
set of ISPs. The ISP subscription problem is based on a percentile-based charging model and is 
solved through dynamic programming.
A number of schemes, described now, focus on transit AS traffic engineering issues. The BGP 
traffic engineering approach proposed by Bressoud et al. [Bres03] was the first piece of work 
dealing specifically with outbound inter-AS TE for transit ASes. The objective of the TE problem is 
to determine an optimal set of egress points for the advertisement of destination prefixes so as to 
minimise the traffic cost (i.e., bandwidth consumption) while satisfying the bandwidth capacity 
constraints of the inter-AS links. The outbound inter-AS TE problem is further divided into two 
scenarios: Single Egress Selection (SES) and Multiple Egress Selection (MES). SES ensures that 
one and only one egress point is selected for each destination prefix, whereas MES allows multiple
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egress points instead. Two heuristic algorithms, combining the approximation algorithm proposed 
for the Generalised Assignment Problem (GAP) with a simple greedy heuristic, were proposed to 
solve the SES and MES problems. Furthermore, the authors in [Chim04] proposed two heuristic 
algorithms for the SES and MES that are more computationally efficient and able to obtain better 
TE performance. Finally, the authors in [Uhli05] proposed an open source tool, called Tweak-it, for 
outbound inter-AS TE in large transit ASes.
2.4.2.3 O nline O utbound  T raffic  Engineering
In the literature, online outboimd TE schemes have only focused on stub ASes. They can be 
classified into the following two types:
• Proactive: the TE solutions rely on traffic predictors to forecasted traffic on a short time 
interval (e.g. minutes), and then run a lightweight TE algorithm in a quasi-offline manner 
to produce solutions in a short time scale.
• Reactive: the TE solutions are adaptive and dynamic to incoming traffic demand without 
traffic prediction beforehand.
In [Gold04], the authors propose proactive online algorithms for multi-homed ASes to select 
appropriate ISPs for outbound traffic. The objective is first to minimise the total expense and then 
secondly to minimise the end-to-end latency. The approach for the short-term traffic forecast is 
based on the exponentially weighted moving average (EWMA) method. In this scenario, traffic 
prediction is performed through detecting traffic changes based on a sequence of independent 
preceding observations. The proposed online TE algorithm is a greedy heuristic based on traffic 
sorting, which has also been used for solving the bin-packing problem [Gary79]. Another proactive 
online TE approach was addressed in [Uhli04], The authors designed a systematic BGP-based 
outbound TE technique for stub ASes over the timescale of minutes. Apart from the TE objectives 
considered in [Gold04], [Uhli04] also investigates how to minimise the overhead of the associated 
iBGP message advertisements. A quasi offline multi-objective evaluation algorithm was proposed 
to solve the online outbound TE problem.
For reactive TE paradigms, the first work on quantifying the benefits of dynamic route selection 
with multi-homing was proposed in [Akel03]. The multi-homed AS under consideration may 
subscribe to multiple downstream ISPs, and it also measures the end-to-end path performance 
(turn-around delay) through each downstream ISP towards the destination. Based on the 
performance obtained from measurement, the AS dynamically switches traffic to the ISP that has 
the best instant performance. Compared to random selection of ISPs, the measurement-based 
multi-homing approach can achieve a 40% performance improvement in terms of the average 
turnaround delay. Based on this approach, the authors in [Lee04a] proposed a Round Trip Time
29
Chapter 2. Literature Review
(RTT) measurement approach for outbound route selection. The proposed approach is scalable and 
does not require RTT measurements via each ISP to individual large number of destinations.
To summarise the outbound traffic engineering schemes in this section, we list and compare in 
Table 2-6 the major characteristics of the solutions that have been presented in this sub-section.
Reference Optimization
Objectives/metrics
TE
Semantic
Implementation
Techniques
Applicable
Environment
[Gold04] Minimise overall 
expenses and end-to-end 
latency
Offline
/Online
Not specified Stub
[Uhli03]
[Uhli05a]
Minimise overall 
expenses, improve 
inter-AS load balancing 
and minimise BGP 
communication overhead
Offline Local-pref Stub
[Wang05] Minimise overall 
expenses
Offline Not specified Stub
[Bres03] Minimise network cost 
(e.g., bandwidth 
consumption)
Offline Local-pref,
AS-Path
Transit
[Uhli04] Minimise overall 
expenses, improve 
inter-AS load balancing 
and minimise iBGP 
communication overhead
Online Local-pref Stub
[Akel03] Turn-around delay Online Not specified Stub
[Lee04a] Round Trip Time (RTT) Online Local-pref Stub
Table 2-6: Outbound traffic engineering approaches
2.4.3 Inbound Traffic Engineering
2.4.3.1 Inbound  TE M echanism s
In this section we first provide an overview of available mechanisms for implementing inbound 
traffic engineering. As with outbound TE, although there exist various candidate mechanisms, 
routing optimization algorithms or inbound TE have been limited to only a few of them, e.g., AS 
path prepending. Nevertheless, we list all of the potential mechanisms in Table 2-7 based on which 
inbound TE can be performed.
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Mechanism Description Implementation
Techniques
Applicability
Environment
Selective
advertisement
Advertise a route only at the set of 
ingress points that is expected to 
receive traffic
BGP Stub / Transit
More specific 
advertisement
Advertise routes with more specific 
prefixes, to suppress the coarse-grained 
ones
BGP Stub / Transit
AS-path
prepending
Inflate the length of the AS path attribute 
to reduce the attractiveness of the route
BGP Stub / Transit
Lowest MED 
value
Advertise preferred routes with the 
lowest value of MED
BGP Stub / Transit
Community
attribute
Suggest to adjacent ASes how to 
manipulate the advertised routes
BGP Stub / Transit
Network
Address
Translation
Modify the packet headers by assigning 
the desired ingress point as the source of 
packets
NAT Usually stub
BGP Overlay Direct communication between any two 
ASes bypassing BGP
User specified Stub / Transit
Table 2-7: Mechanisms for inbound inter-AS TE
Figure 2-9: Inbound traffic engineering examples
• Selective advertisement. In this approach, routes towards a destination prefix are only 
advertised through a set of chosen ingress links. We take Figure 2-9 as an example. If 
AS300 would like to receive traffic from AS400 via ASBR 30.30.0.1 heading towards 
AS301, it chooses not to advertise the route to AS301 through ASBR 30.30.0.2. However, 
the shortcoming of this approach is that if the chosen ingress point fails, no alternative 
routes can be used as backup.
• More specific advertisement. In this approach, if multiple routes exist towards the same 
destination, the one with the longest-matching prefix will be selected. In Figure 2-9, we 
assume AS300 advertises to AS400 the reachability of destination prefix 30.30.0.0/16 on
30.30.0.1, and its sub-prefix 30.30.30.0/24 on 30.30.0.2. As a result, the traffic towards
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any destination in “nested” AS301 will not use 30.30.0.1, as the other ingress router has a 
route with more specific prefix. Compared to selective advertisement, this type of ingress 
point selection is more robust in case of link failure. If the inter-AS link attached to
30.30.0.2 breaks, the traffic towards AS301 can still be routed via 30.30.0.1 using the 
route with more coarse-grained prefix.
• AS-path prepending. A route advertisement is made less attractive to upstream ASes by 
adding several instances of AS-number to the AS-path attribute so as to inflate the 
AS-path length of that route. In Figure 2-9, if AS300 would like to receive traffic from 
AS400 towards AS301 via ingress point 30.30.0.1, then it may prepend its own AS 
number in the advertisement on 30.30.0.2, such that the overall AS path via this ASBR is 
made “longer” than via 30.30.0.1. It should be noted that, this is only possible if AS400 
does not apply the local-pref metric to select the preferred route. Related work on and 
performance evaluation of AS-path prepending can be found in 
[ChanOS] [ Wang05a] [Quoi05a].
• Setting MED value. This applies only if two ASes have two or more direct connections 
between them and both ASes agree to implement MED. In these circumstances a AS may 
select its preferred ingress router by assigning a lower MED value. Consider the example 
of Figure 2-9, if AS300 would like to receive traffic from AS400 via 30.30.0.1, it may 
advertise BGP route with lower MED value through this router than the one on 30.30.0.2. 
The prerequisite for using the MED metric for ingress point selection is that all the route 
attributes with higher BGP route selection priority for the two routes should be set equal 
(e.g., the local-pref metric set internally by AS 400 and the AS path length via the two 
border routers).
• Community attribute. In this approach, a route can be advertised associated with the 
community attribute that instructs upstream ASes to manipulate this route with certain 
actions. For example, AS-path prepending can be included in the community attribute to 
instruct upstream ASes to perform AS path prepending before sending route 
advertisements to then- specific upstream ASes [Sang05][Quoi04].
• NAT address translation. This approach manipulates Network Address Translation (NAT) 
tables [Kaly01][Akel04]. The NAT rules associate destination prefixes with the best 
ingress point such that the source address in packets for the destination is translated to the 
address of the chosen ingress point.
• BGP Overlay. An overlay policy control architecture (OPCA) has been proposed to 
separate the policy from routing so that a faster channel can be used to handle routing 
policy changes [Agar03]. OPCA consists of several major components including policy
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agent and database, measurement infrastructure, message propagation, etc. The aims of 
OPCA are to solve the BGP convergence problem by improving route failover time and to 
balance the inbound traffic load for multi-homed ASes.
2.4.3.2 Offline Inbound  T raffic  E ngineering
In [Gao05], the authors addressed an offline inbound inter-AS TE problem by optimizing AS-path 
prepending for stub ASes. The problem is called Constrained Optimal Prepending (COP). The 
objective of COP is to determine the minimum number of prepended ASes for each prefix 
advertised through each ingress link such that the load constraint on each ingress link is satisfied. 
An essential assumption in this work is that the inbound route selection at the local AS is not 
affected by the setting of the local-pref attributes in its upstream ASes. This is because, if local-pref 
is used, the upstream ASes may send the traffic through another path towards the local AS by using 
different ingress links. As a result, this makes the effect of AS-path prepending hard to predict. An 
Optimal Padding Vector (OPV) heuristic algorithm is proposed for solving the COP problem. The 
basic idea of the OPV algorithm is first to identify the most overloaded ingress link at each point in 
time, and then to increase the AS-path length by one of all customer prefixes to be advertised 
through the ingress link. The algorithm iterates until the traffic load received by each ingress link 
satisfies its maximum load constraint.
2.4.3.3 O nline Inbound  T raffic  Engineering
In [Chan05], the authors proposed a systematic and automated procedure named AutoPrepend to 
control inbound traffic using AS-path prepending. The basic operation of AutoPrepend is to 
artificially inflate the length of AS-path attribute in order to divert traffic onto different ingress links 
until the outcome network performance meets the traffic engineering goals. AutoPrepend is 
composed of four components:
(1) Passive measurement: To identify a set of top senders that is responsible for most of the 
inbound traffic.
(2) Active measurement: To send ICMP echo requests to the set of top senders and record the 
ingress links that receive the ICMP replies. A virtual beacon prefix with inflated AS-path length 
on one of the ingress links is sent to the set of top senders. The ingress links where the top 
senders respond to the beacon prefix are examined.
(3) Traffic prediction: Based on passive and active measurement, to predict the changes in the 
traffic volume on each ingress link when AS-path length increases. This is accomplished by 
comparing the measurements from the ICMP requests and the beacon prefixes described above.
(4) AS path update: To check if the predicted outcome satisfies the traffic engineering goals. If so,
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enforce the change by advertising the prefixes with the chosen AS-path length.
The authors in [Wang05a] proposed a greedy AS-path prepending heuristic algorithm to apply the 
abovementioned algorithm to the most heavily (or least) loaded ingress link and then to virtually 
inflate (or decrease) the AS-path length of the routes through the link by one until the TE goals are 
met.
In [Akel04], the authors proposed the use of a NAT-based approach to control inbound traffic 
through the best ingress point. The instantaneous performance of the connected ingress points is 
continuously measured through active or passive measurement methods. The ingress link that gives 
the best performance is then selected for a given transfer.
A summary of the existing inbound TE work is presented in Table 2-8.
Reference Optimization 
Obj ectives/metrics
TE
Semantic
Implementation
Techniques
Application
Environment
[Chan05] Minimise link 
congestion and foresee 
performance impact
Online AS path 
Prepending
Stub
[Wang05a] Improve load balancing Online AS path 
prepending
Stub 
/ Transit
[Akel04] Reduce Traffic request 
response time
Online NAT Stub
[Gao05] Minimise the number of 
prepending with the 
bandwidth constraint of 
ingress links
Offline AS path 
prepending
Stub
Table 2-8: Inbound traffic engineering solutions
2.4.4 Cooperative Inter-AS Traffic Engineering
Since most ASes in the Internet are self-governed entities and are effectively in competition with 
each other for customers, it is natural that they perform inter-AS TE individually without 
considering their neighbors. However, recent research has shown that when adjacent ASes perform 
their inter-AS TE selfishly, not only the global network performance is not optimised, but also the 
inter-AS TE strategies of each AS may adversely affect each other [Maha04]. In this case, routing 
instabilities may occur, as ASes need to change their path selection strategies whenever the TE 
decisions of their adjacent ASes change. Such instabilities are primarily due to inter-AS TE policy 
conflicts between ASes. A desirable way to achieve overall good TE performance is to encourage 
ISPs to negotiate with each other in order to obtain a compromising solution that benefits all of 
them. This is known as cooperative-based TE [Maha05].
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Cooperative-based TE relies on the negotiation between two adjacent ASes to achieve an agreement 
on how traffic is routed between their networks. The TE objectives of the adjacent ASes should be 
jointly considered in order to achieve a 'win-win' agreement that is satisfied by participating ASes. 
Such an agreement can be determined through intelligent optimization methods, taking into 
consideration the topologies, TE objectives and tr affic matrices of the two ASes.
Compared to the existing effort on independent outbound and inbound TE, a very limited number of 
papers have investigated routing optimization using cooperative TE. In [Awdu98], the authors 
formulated an optimal peering problem for two ASes that have agreed to establish peering 
relationships. The problem is to determine how many peering points are needed and how are they 
located so that the total cost of peering is minimised without compromising inter-AS service quality. 
With the peering point fixed, traffic is routed through the agreed ingress and egress points. A similar 
optimal peering problem has also been formulated in [Joha03].
Apart from the optimal peering problem, distributed algorithmic mechanism design [Feig02a] has 
also been used for enabling cooperation between autonomous entities. In [Feig02], the authors 
proposed a scheme in which individual ASes disclose the real cost of routing within their networks. 
These costs are then used to compute lowest-cost routing solutions for all source and destination 
pairs so that social optimality is satisfied. The authors in [Quoi05] proposed using IP tunneling to 
establish explicit paths between source and destination ASes through the ingress links that are 
chosen to receive traffic. This approach is assumed valid in the environment where all network 
ASes are cooperative. In addition, the authors in [Liu05a] proposed an algorithm for optimal route 
control among a group of cooperative multi-homed stub ASes in order to reach a global TE solution 
that avoids oscillation caused by any conflict on TE objectives between ASes.
2.5 Some C onsiderations on T raffic  Engineering
2.5.1 Traffic Engineering Robustness
Most of the offline traffic engineering solutions described in this chapter are based on the 
assumption that traffic matrices are accurate and the network is operating under normal conditions. 
However, as mentioned deriving accurate traffic matrices is far from a trivial task due to the 
dynamic nature of Internet traffic and lack of perfect (noiseless) traffic measurement infrastructure. 
Moreover, transient failures often occur in core networks [Nucc03]. As a result, traffic fluctuation 
and network failure may cause the TE performance to be unpredictable, and thus make network 
management more complicated. Hence, it is necessary to make TE more robust in order to maintain 
the expected performance when any of those situations take place. Apart from achieving the 
expected performance, another advantage of this robust approach is that only one relatively stable
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network configuration is needed without frequent changes in response to the occurrence of any 
unexpected situation.
In the literature, robust TE has considered two issues: link failure and traffic demand uncertainty. 
The idea of the robust TE approach is first to model these issues as separate scenarios. For example, 
each link failure or traffic matrix represents a distinct scenario. Thereafter, a single TE 
configuration is produced that performs well at any given scenario.
As for the case of intra-AS link failure, which has been found to be common and transient [Iann02], 
[Fort03][Nucc03][Srid05a][Yuan03] proposed OSPF link weight setting algorithms to achieve the 
desired performance at any single link failure scenario. However, the computational complexity of 
algorithms increases significantly as the number of links in the network gets larger. In order to 
reduce such complexity, [Fort03] further suggested performing robust TE optimization only on the 
critical links that have a significant impact on the overall network performance. For MPLS, the 
authors of [Kara03] considered combined working and backup LSP optimization for all traffic 
demands. Specifically, a proactive ingress-to-egress restoration scheme with resource reservation 
was studied. The objective is to maximise the network’s ability to cany future demands. Through 
this MPLS TE, the traffic carried over the network is fully restorable against all single event failures. 
Given that inter-AS peering link failures are as common and transient as intra-AS link failures, the 
authors of [Amin06] proposed a local search heuristic to obtain an outbound inter-AS TE solution 
that is robust to any single inter-AS link failure. Their objective is to minimise inter-AS link 
utilization both under normal state (no failure) and failure state with any single inter-AS link failure. 
The authors in [Qiu06] also solved a similar robust inter-AS TE problem but they further considered 
the case where at most two inter-AS links fail simultaneously.
Traffic engineering in the case of multiple traffic matrix scenarios for the puipose of handling traffic 
demand uncertainty is relatively new. For intra-AS TE, Applegate and Cohen [AppI03] found that it 
is possible to obtain a robust routing configuration that guarantees a nearly optimal utilization with 
a fairly limited knowledge of the applicable TMs. A similar work with link failure consideration 
was also proposed by the same authors [Appl04]. Based on their work, the authors in [Zhan05] 
proposed algorithms to solve the robust intra-AS TE problem. Instead of using distinct traffic 
matrix scenarios, Mitra and Wang [Mitr05] proposed a stochastic optimization approach which 
assumes that the traffic demands are given probability distributions. Apart from being used for 
traffic matrix uncertainty, the robust TE approach can be used to obtain a high chance of performing 
well for multiple TMs, each of which represents traffic demands in a distinct period (e.g. days and 
evenings). This can be achieved through a set of OSPF link weight setting with the changing of a 
few link weights for different time periods [FortOOa]. This approach reduces the complexities of 
network management, as network operators do not need to change link weights on a regular basis.
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The ultimate objective of using robust TE approaches is to make network design and provisioning 
more predictable. This topic has been further receiving attention on designing a predictable Internet 
backbone network using novel approaches. Zhang and McKeown [Zhan04a] propose using Valiant 
load-balancing over a fully-connected logical mesh for backbone network design. The aim of this 
approach is to achieve predictable and guaranteed performance, even when traffic matrices change 
and when links and routers fail. Kodialam et al. [Kodi04] propose a simple static routing scheme 
that is robust to extreme traffic fluctuations without requiring significant network 
over-provisioning.
2.5.2 TE Interactions
In Section 2.2 we classified traffic engineering into a set of categories. In this section we discuss TE 
interactions within each category from the viewpoint of routing optimization.
2.5.2.1 In tra -  and  Inter-A S TE  In te raction
Much research has been conducted on intra-AS and inter-AS traffic engineering respectively, but 
how they work together as an integrated TE paradigm has not been well addressed. Recently, some 
publications have indicated that the interaction between intra- and inter-AS TE significantly 
impacts the overall performance [Agar04]. First, any change of BGP ingress/egress point for traffic 
across a AS influences the intra-AS traffic matrix, and leads to significant impact on the 
effectiveness of intra-AS TE [Agar04]. Hence, a more appropriate TE strategy is to take intra-AS 
conditions into consideration when performing inter-AS traffic engineering. For example, when 
selecting an egress point for any traffic trunk with bandwidth requirements, a prerequisite is to 
guarantee that at least one feasible intra-AS path with sufficient network resources exists between 
the ingress-egress pair.
The configuration of intra-AS TE can however also impact inter-AS path selection. A typical 
example is Hot Potato Routing (HPR) that has been often used by large ISPs [Teix04a], which 
allows IGP link weights to influence egress router selection. By doing so, they hope that the traffic 
can be delivered out of the local AS using least number of hops (assuming each IGP link weight to 
be 1), which indicates that the least bandwidth resources are consumed. However, HPR also 
potentially leaves the inter-AS traffic instability problem in time of link failure. We reuse Figure 2-3 
as an example. Assume that the ISP of AS 100 applies HPR for traffic delivery towards AS200 via 
egress node 10.10.10.1 according to his TE requirement. To achieve this, the configured IGP link 
weight for the shortest path between 10.10.10.3 and 10.10.10.1 (i.e., path A) should be lower than 
its counterpart between 10.10.10.3 and 10.10.10.2 (path C). Under this configuration, in case of a 
link failure on path A, the whole traffic trunk towards AS200 will shift automatically to use
10.10.10.2 as the egress point in AS 100, if the IGP weight of the newly formed shortest path
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between 10.10.10.3 and 10.10.10.1 (e.g., path B) is larger than that of path C. In this scenario, not 
only does traffic routing within the network becomes unstable, but also the original TE objectives 
may be violated. With this example, we can see that intra-AS TE might also interact with inter-AS 
path selection. By showing the above examples, we indicate the importance of the intra-/inter-AS 
TE interaction, and we believe that further investigation in this area is worthwhile for more 
effective and robust TE.
2.5.2.2 M PL S/IP  TE  In te rac tion
In Section 2.2 we have shown respectively the distinct advantages and disadvantages of using 
IP/MPLS oriented traffic engineering schemes. Recently some proposals have been made to 
integrate IP and MPLS technologies to provide a hybrid TE solution. In [Boyl02], the authors 
suggested the option of using LSPs only to reroute the traffic trunks that contribute potentially to 
network congestion, while the rest of the traffic is routed through plain IGP. In this case, the 
overhead introduced from LSP states can be reduced significantly at the expense of reasonably less 
flexibility in path selection. In the offline scenario, how to set up LSPs and configure IGP link 
weights so as to achieve overall network optimality is the key objective of the hybrid TE approach. 
A typical concern is that if the IGP link weight is properly calculated then the number of LSPs 
needed for explicit routing to eliminate congestion can be reduced. In addition, hybrid online traffic 
engineering with both IGP and MPLS has also been investigated in [Pham03][Bagu04][Bagu05]. 
These works aim at the efficient allocation of unpredictable incoming traffic trunks onto different 
routing planes. In both cases, the interaction between IP-oriented and MPLS-oriented TE over the 
same physical network is of significant importance, as there exists a typical tradeoff between 
performance and scalability that should be taken into consideration by ISPs.
2.5.2.3 O ffline/O nline TE  In te rac tion
Despite the fundamental difference between offline/online TE that was described in Section 2.2, it 
is still possible, and even desirable in some circumstances, to combine them together for more 
sophisticated TE optimization. Although traffic matrices can sometimes be obtained in advance 
(e.g., through service level specifications) to provide the possibility of offline TE, it is not always 
the case that the overall traffic demands can be accurately predicted. In this case, static 
configuration according to the result from offline TE may not be able to handle unexpected traffic 
dynamics within each RPC. To compensate for this inefficiency, online traffic engineering can be 
used for dynamically adjusting traffic trunks according to the instantaneous network conditions 
obtained from real-time monitoring mechanisms. On the other hand, online traffic engineering 
should not discard completely the original configuration from offline TE, as significant traffic 
flapping and oscillation might be incurred, introducing network instability. In effect, a desired
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strategy to handle the relationship between offline and online TE is to allow offline traffic 
engineering to provide proper guidelines and restrictions to the online TE component, so that 
dynamic routing adjustment can be applied in a controlled manner. A typical example is the 
TEQUILA [TrimOl] architecture, where the offline network dimensioning (ND) functional block 
provides directives and non-specific “hard” values so as to leave space for unpredictable traffic 
fluctuations that will be handled by the Dynamic Route/Resource Management (DRtM, DRsM) 
functional blocks. In addition, a design-based routing has been proposed in [Elwa03] to use offline 
TE results to guide online traffic routing. Similarly, the BGP multi-paths mechanism also offers the 
functionality for the integration of offline/online inter-AS traffic engineering. During the offline 
network-provisioning phase, the ISP may configure multiple routes towards a remote destination 
prefix, while BGP speakers can split traffic dynamically onto different next-hop peers based on the 
advertised inter-AS link bandwidth through eBGP [Cisc05a],
2.6 Sum m ary
In this chapter we provided an overview of routing optimization schemes for Internet traffic 
engineering. In order to systematically introduce various TE solutions in the literature, we classified 
them into a taxonomy according to three different categories, namely intra-/inter-AS TE, MPLS/IP 
oriented TE and offline/online TE. Within each categoiy, we specifically introduced classical TE 
solutions and also discussed corresponding advantages and disadvantages for each TE category. 
Moreover, we also foresaw the importance of the interaction between complementary TE solutions 
within each categoiy, and pointed out some insights for potential research topics.
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Chapter 3
3 Joint Optimization o f Intra- and Inter-AS 
Traffic Engineering
3.1 In troduction
Internet Service Provider (ISP) networks carry both intra-AS traffic, for which the source and 
destination are attached to the network, and inter-AS traffic, for which the source, destination or 
both are outside the network. ISPs may employ both intra- and inter-AS TE to optimise the routing 
of these types of traffic [Feld00][Yang05], However, although work exists on intra- and inter-AS 
TE, most of the existing literature, as those offline TE approaches described in Chapter 2.3 and 2.4, 
deals with them separately, this can be inappropriate, resulting in suboptimal overall network 
performance, primarily due to the interaction effect of inter-AS TE on the performance that can be 
achieved by intra-AS TE. More specifically, inter-AS TE can change the ingress and egress points 
of inter-AS traffic, thus causing the traffic to be routed on different ingress-to-egress paths within 
the network. This fundamentally changes the intra-AS traffic matrix, i.e. traffic load between each 
ingress and egress node pair. As indicated in [Agar04] and highlighted in Chapter 2.5.2.1, such a 
change could significantly affect the performance that can be achieved by intra-AS TE.
If intra- and inter-AS TE are not jointly optimised, a sequential approach may be regarded as the 
most appropriate solution. In this sequential approach, an inter-AS TE solution becomes the input 
for intra-AS TE. However, since the objectives and constraints of the intra-AS TE are not taken into 
account, the decisions made at the inter-AS TE often do not provide a good input for the intra-AS 
TE, sometimes even leading to infeasible inputs. As a result, it is difficult to claim that a truly good 
overall TE solution has been found when each TE is considered separately. We therefore propose to 
perform intra- and inter-AS TE collectively. In this chapter, we propose a joint optimization of intra- 
and inter-AS TE as an effective means to achieve better overall TE solutions than the ones obtained 
through the sequential approach. Specifically, we investigate the following two challenges:
• How should intra- and inter-AS TE be combined and how do we formulate their joint 
optimization problem?
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• How can we solve the joint TE optimization problem to achieve a better overall network 
performance?
Our contributions in this chapter are as follows. First of all, we explain with an example a TE 
interaction effect that can lead to suboptimal overall network performance. Then, for the first 
challenge listed above, we formulate a bi-criteria joint optimization problem of intra- and inter-AS 
TE with an aim of optimizing their objectives simultaneously. Since the interaction effect can be 
generally applied to any intra- and inter-AS TE approach, it is possible to formulate the joint 
optimization problem for all the combinations of infra- and inter-AS TE approaches, e.g. 
IP/MPLS-based intra-AS TE combines with inbound/outbound inter-AS TE. However, as the 
primary objective of this work is to illustrate the point of interest on the joint optimization of intra- 
and inter-AS TE, we only consider MPLS-based intra-AS TE and outbound inter-AS TE in this 
work. The problem formulation based on this consideration is valid and practical as both intra-AS 
MPLS TE and outbound inter-AS TE are widely researched in academia, with relevant solutions 
deployed by network providers. Moreover, a potential use of this problem formulation could be to 
optimise BGP/MPLS VPN provisioning [Rose99], a subject which is currently attracting a great 
deal of industrial attention.
For the second challenge above, we consider three strategies to solve the joint TE optimization 
problem, namely sequential, nested and integrated optimization. These strategies aim to obtain 
non-dominated solutions with respect to the infra- and inter-AS TE objectives. We evaluate the 
performance of these strategies by simulation using Rocketfuel [Spri02] topologies and synthetic 
traffic matrices. Our simulation results show that better overall network performance can be 
achieved by the integrated optimization that addresses infra- and inter-AS TE simultaneously. The 
performance improvement allows the network to support approximately a 30%-60% increase in 
traffic demand. We believe that our work provides an insight into the interaction between intra- and 
inter-AS TE, enabling ISPs to further optimise the performance of their networks over the 
sequential approaches.
The rest of this chapter is structured as follows. In Section 3.2, we provide background on intra- and 
inter-AS TE. Section 3.3 explains the TE interaction effect with example. We formulate the joint 
intra- and inter-AS TE optimization problem in Section 3.4 and present strategies to solve it in 
Section 3.5. In Section 3.6 and 3.7, we present our evaluation methodology and results for these 
strategies. Finally, Section 3.8 presents our conclusion.
3.2 T raffic E ngineering
In this section, we present some relevant traffic engineering background for this work. For ease of 
presentation, Table 3-1 shows the notation used throughout this chapter.
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Notation Description
K A set of downstream destination prefixes, indexed by k
I A  set of ingress points, indexed by i
J A set of egress points (inter-AS links), indexed by j
E A  set of intra-AS links, indexed by /
t inter (i,k) The volume of inter-AS traffic demand at ingress point ie / destined to 
destination prefix keK
tjoc(ij) The volume of local intra-AS traffic demand between ingress point i el 
and egress point j eJ
t_intra(i,j) The volume of intra-AS traffic demand between ingress point i el and 
egress point j eJ
Out(k) A  set of egress points that has reachability to destination prefix k
CL, Capacity of egress point (inter-AS link) j
blJJ inter Residual bandwidth of r >O inter
c lWintra Capacity of intra-AS link /
bw intra Residual bandwidth of q*
x U A  binary variable indicating whether inter-AS traffic flow t inter(i.k) is assigned to egress point j
ViJ
A  binary variable indicating whether intra-AS traffic flow t_intra(ij) is 
assigned to intra-AS link /
Pu A set of candidate paths realizing intra-AS traffic flow t intra(ij)
IB i,j,p A  binary variable indicating whether path p ePjj is chosen to realize the 
traffic flow t intra(ij)
s(i,k) A  variable storing the egress point that has been assigned to t inter(i,k)
Table 3-1: Notation used for joint intra- and inter-AS TE
3.2.1 Internet Traffic Types
According to [FeldOl], Internet traffic received by an AS can be classified into four types: internal 
traffic that travels from an ingress access link to an egress access links; transit traffic that travels 
from an ingress peering link to an egress peering link; inbound traffic that travels from an ingress 
peering link to an egress access link, and outbound traffic that travels from an ingress access link to 
an egress peering link. As mentioned in the introduction, we only consider outbound inter-AS TE 
which selects the best egress points for inter-AS traffic (i.e transit and outbound traffic). We 
therefore do not manipulate the potential ingress peering point selection in a similar manner. Given 
the fact that ISPs can only suggest which ingress peering points to use and the final decisions are 
still made by their peers [Bres03], we assume that the ingress point of any traffic is fixed and known
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in advance. Thus, we define the following types of Internet traffic and use them throughout this 
chapter:
• local intra-AS traffic: traffic that is destined to egress access links. This corresponds to 
internal and inbound traffic.
• inter-AS traffic: traffic that is destined for downstream ASes and whose egress peering 
points can be varied by inter-AS TE. This corresponds to outbound and transit traffic.
• intra-AS traffic: traffic that traverses the network. This corresponds to both local 
intra-AS and inter-AS traffic.
3.2.2 Traffic Matrices
J r
inter(i,k)
f e t v
t_loc(l,j)tjnter(i.k')
t_mter(i,k)
Figure 3-1: Example of intra-AS traffic matrix
As also mentioned in Chapter 2.2.3, a Traffic Matrix (TM) represents a matrix of traffic load from 
one network point to another one over a particular time interval. In the inter-AS traffic matrix, each 
element t_inter(i,k) represents the volume of inter-AS traffic that enters the network at ingress point 
i and is destined to destination prefix k. The best egress point of each inter-AS traffic flow can be 
selected by inter-AS TE. We denote s(i,k) the egress point assigned to t_inter(i,k). On the other hand, 
in the intra-AS traffic matrix, each element t intra(ij) represents the volume of traffic that enters 
the network at ingress point i and exits at egress point j. It is the sum of the local intra-AS and 
inter-AS traffic volume between each ingress and egress node pair:
t _  intra(i, j) = t _ loc(i, j) +  ^  t _  inter(i,k) D-D
k €  K  : s ( i , k ) = j
Figure 3-1 shows a network with ingress point i and egress points j  and j \  We assume both egress 
points can reach destination prefixes k and k\ Given local intra-AS traffic flow t loc(ij) and 
inter-AS traffic flows tjnter(i,k) and t_inter(i,k’) with s(i,k) ~ j  and s(i,k) =j \ the elements of the 
intra-AS traffic matrix are t intra(ij) = t loc(ij) + t_inter(i,k) and t intra(ij) = t_inter(i,k’).
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3.2.3 Intra- and Inter-AS Traffic Engineering
The general intra-AS TE optimization problem can be summarised as follows: given an intra-AS 
traffic matrix and a network topology that depicts the connectivity and capacity of intra-AS links, 
determine an appropriate set of OSPF/ISIS link weights or MPLS LSPs so as to optimise the 
network performance such as bandwidth consumption and load balancing in the network. On the 
other hand, the general inter-AS TE optimization problem can be summarised as follows: given an 
inter-AS traffic matrix, BGP destination prefixes that are reachable by each egress router and a 
network topology that depicts the connectivity and capacity of inter-AS links, determines the 
optimal ingress/egress points for the traffic so as to optimise inter-AS resource utilization. An 
intra-AS network topology may be included in the problem formulation if the objective of 
inter-AS TE also optimises the utilization of intra-AS resources. The reachable destination 
prefixes can be obtained from the BGP routing information base of each egress router.
3.3 In teractions betw een In tra -  and  Inter-A S TE
The existing literature as described in Chapter 2.3 and 2.4 considers intra- and inter-AS TE 
separately. However, this may result in non-optimal overall network performance. In this section, 
we explain an interaction effect between intra- and inter-AS TE that would lead to suboptimal 
overall network performance.
3.3.1 Effect of Inter-AS TE on Intra-AS TE
The interaction is the effect of inter-AS TE on the performance that can be achieved by intra-AS TE. 
Recall from Section 3.2.2 that the intra-AS TM is derived from both local intra-AS and inter-AS 
traffic. Inter-AS TE assigns egress points to inter-AS traffic in order to balance the load over 
inter-AS links. Consequently, the traffic will be routed on different ingress-to-egress paths 
according to the assigned egress points. This may make the currently deployed intra-AS TE 
solution undesirable for the new state of the network and thus require re-optimization. Since the 
traffic load for each ingress-egress node pair is varied, it changes the current intra-AS traffic matrix. 
For example, referring to the scenario of Section 3.2.2, if s(ijc) was changed to j\ the two elements 
of intra-AS traffic matrix would then become t_intra(ij) = tjoc(ij) and t_intra(ij) = t_inter(i,k) + 
tjnter(i,k). It can be seen that different egress point selections for the inter-AS traffic will result in 
different intra-AS TMs. Since the traffic matrix as an input to intra-AS TE is changed, this may 
consequently cause intra-AS TE to produce solutions with different routing configurations and 
possibly suboptimal overall network performance.
Although this work only considers outbound inter-AS TE, this interaction effect is also applicable
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to inbound inter-AS TE as both can influence intra-AS TE performance by changing the intra-AS 
traffic matrix.
3.3.2 The Need for Joint Optimization
The interaction effect has shown that inter-AS TE indeed can affect the performance that can be 
achieved by intra-AS TE. A recent study has also shown that the Internet bottleneck is 
approximately equally distributed on intra- and inter-AS links [Hu04]. Therefore, a good TE 
solution should perform satisfactorily with respect to both infra- and inter-AS TE objectives. It is 
important that inter-AS TE aspects should be considered during intra-AS TE and vice versa in order 
to improve the overall network performance. We therefore propose to operate on local intra-AS TM 
and inter-AS TM collectively. In the next section, we present a bi-criteria integer programming 
formulation for the Joint infra- and inter-AS TE optimization (Joint-TE) problem.
3.4 Jo in t In tra -  and  In ter-A S TE  O ptim ization
A bi-criteria optimization formulation is that one can express two notions that are of concern in 
defining what represents an optimal solution. Their objectives are typically expressed in a form of 
cost functions. We formulate a bi-criteria Joint-TE problem by taking into account both intra- and 
inter-AS TE cost functions.
3.4.1 Cost Functions
We employ the commonly used cost function proposed by Fortz and Thorup [FortOO], which is a 
piecewise linear function of link utilization. By using the piecewise linear cost function, two 
objectives of minimizing bandwidth consumption and achieving load balancing are taken into 
account simultaneously. We use the piecewise linear cost function for both infra- and inter-AS TE 
for consistency and generality, as well as for its ability to express the common key objectives of 
each TE. Nevertheless, these cost functions may be different according to the operational objectives 
of particular ASes.
3.4.2 Bi-Criteria Problem Formulation
The objective of the Joint-TE problem is to minimise both overall infra 
M inim ize  T*
M inimize E
jeJ
- and inter-AS costs:
(3.1)
(3.2)
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Subject to
Uintra = E X X j  * t __intra(ij) jCuum > V/ 6  E (3.3)
i e l j e J  /
Ulnter = Y J 2 Xi,k ' t Jntei{i,k)ICiter > V? € J (3.4)
ie/ fce/f
E  = 1 , V(* e /, j  e J) (3.5)
p£pi,i
y [ j  < Wi,jiP, v(; e p,p e Py , i e /, j e J) (3-6>
£ ^ .  =  1 , V(t € / ,*  6  JO ■ (3.7)
ie/
T< = / ( < J  (3-8)
=  / ( « L r )
(3.9)
/(0) =  0 , 0 < 0 < 1/3 (3.10)
/ ( 0) =  30 -  |  , 1/3 <0 < 2/3 (3’!1)
/(0) =  100 -  y  , 2/3 <0 <  9/10 (3*12)
/(0) =  700 -  ^  , 9/10 <0 < 1 (3,13)
f(0) =  5000 -  , 1 < 0 <  11/10 (3'14)
f(9) = 50000 -  p p  , iy io  < 0 < oo (3,15)
Equations (3.3) and (3.4) define the utilization of intra- and inter-AS links which is equal to the 
total traffic demand on the link divided by the link capacity. Constraint (3.5) ensures that each 
intra-AS traffic flow tjntra(i,j) is routed along a single LSP within the network. This is an optional 
constraint but we follow the assumption made in [KarOO] to preserve scalability and to minimise 
complexity on network management by avoiding excessive LSPs to be managed and arbitrary 
traffic splitting, though such splitting could permit better network performance. Constraint (3.6) 
ensures that, whenever traffic flow t(ij) is assigned to intra-AS link I, then the path to which / is 
associated must have been selected. Constraint (3.7) ensures that only one egress point is selected 
for each inter-AS traffic flow. The remaining constraints (3.8)-(3.15) define the cost of each intra-
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and inter-AS link as a function of its utilization based on the piecewise linear cost function [FortOO] 
which imitates the response time of an M/M/1 queue. Given the lossless property of the links, an 
additional constraint is the flow conservation, which ensures that the total incoming traffic at each
for each ingress and egress pair (i el, jeJ), where f / l )  is the amount of traffic from i to j  goes 
over /. On the other hand, l\dst(l) = z indicates all links destined to z, and l\src(l) = z indicates all 
links sourced from z.
In principle, the Joint-TE problem is the combination of the infra- and inter-AS TE problems. The 
intra-AS TE problem formulation consists of objective function (3.1) as well as constraints (3.3), 
(3.5), (3.6), (3.8) and (3.10)-(3!5). On the other hand, the problem formulation of inter-AS TE 
consists of objective function (3.2) as well as constraints (3.4), (3.7) and (3.9)-(3.15).
3.4.3 Optimization Criteria
An optimal solution of the bi-criteria optimization problem (3.1) and (3.2) is that each of the two TE 
objectives simultaneously attains an optimal value. However, in general, either it is not possible to 
find such optimal solutions or they do not exist. In other words, the two objective functions are 
conflicting. For example, the cost of inter-AS TE may be low but the cost of the corresponding 
intra-AS TE is high. Moreover, it is not possible to compare the two objective values 
mathematically and sensibly. For example, we cannot distinguish mathematically which is a better 
TE solution, (10,30) or (30,10), where (x,y) represents infra- and inter-AS costs respectively. 
However, we can observe that (10,30) is better than (20,30) or (10,40). On the other hand, the value 
of the cost function varies with the number of links and their utilization. It does not make sense to 
compare the two objective values when the number of infra- and inter-AS links and their capacities 
are different, as it is typically the case. Consequently, this leads us to find non-dominated solutions, 
which is a primaiy goal when solving a multi-criteria optimization problem. A solution is called 
non-dominated if there is no other solution that is strictly better in one of the objective functions, 
and has the same or better values in the others [Steu96]. Thus, solution (10,30) in the above example 
is a non-dominated solution of (20,30) and (10,40).
There are multiple ways to identify non-dominated solutions. A commonly used method is to design
intermediate node is equal to the total outgoing traffic from the node. It can be described as the 
following equations:
i e l , j e J
1 i f  z -  t,
0 otherwise
(3.16)
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a metric or cost function that combines both infra- and inter-AS TE objectives. However, it is often 
unclear how to determine the relative weights between the two objectives. An alternative approach, 
which we consider in our work, is to search non-dominated solutions in such a way that the inter-AS 
cost remains at least near-optimal while substantially improving the intra-AS cost. In other words, 
inter-AS TE is assumed to be more important than intra-AS TE. The rationale for this assumption is 
the following:
• intra-AS over-provisioning has been employed by ISPs as an effective means to provide 
good quality service to all traffic in their IP backbone networks [Chua02],
• inter-AS links are common points of congestion in the Internet [Hu04][Bres03]. This 
may primarily due to the fact that the rapid growth of, peer-to-peer traffic consumes the 
major part of inter-AS link bandwidth [Saro02][Kara05]. Moreover, an inter-AS link is 
relatively more difficult to extend than an intra-AS link due to time-consuming and 
complicated negotiation between two ASes. Therefore, the ASes need to control traffic 
especially on inter-AS links.
This method of predefining a lexicographic importance order is commonly used in solving 
multi-criteria optimization problems. It allows us to generate Joint-TE solutions that can be 
mathematically distinguished and sensibly compared.
3.4.4 TE Algorithm Selection -  A Black-Box Approach
Intra- and inter-AS TE algorithms will be used to solve the Joint-TE problem. We deliberately treat 
both intra- and inter-AS TE as black-boxes that we combine independently. Both use TE algorithms 
that are based on previously established techniques and can achieve near-optimal solutions. The 
intention of using a TE algorithm that produces near-optimal solutions is to attempt to minimise the 
possibility that any performance improvement is solely caused by a large performance gap between 
the optimal solution and the solution achieved by the algorithm.
We use the optimal aware heuristic proposed by Sridharan et al in [Srid04] as the intra-AS TE 
algorithm. The algorithm solves a MPLS-based intra-AS TE problem with the piece-wise linear 
cost function. The basic idea of the algorithm is that the Linear Programming (LP) formulation of 
the intra-AS TE problem, which does not consider intra-AS traffic splitting constraint (3.5), is 
solved to obtain an optimal routing solution. This optimal solution permits arbitrary traffic splitting 
but it is not the solution required by the intra-AS TE that assumes traffic splitting is not allowed. 
Therefore, a greedy heuristic is then performed to transform the optimal routing solution to a traffic 
non-splittable solution while attempting to maintain its optimality during the transformation. The 
basic operation of the heuristic algorithm is first to sort all the traffic demands in descending order 
according to their traffic volume and then, for each traffic flow in that order, finds the minimum cost
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path such that the network performance is as close as possible to the optimal one obtained by 
solving the LP formulation. We call this intra-AS TE algorithm Intra-Optimal-Aware-Alg 
throughout this chapter. The reader is also referred to [Srid04] for more details of the algorithm.
The idea of the optimal aware heuristic algorithm has also been used by prior TE work 
[Chou04][Srid05]. Their simulation results showed that this kind of algorithm can achieve 
near-optimal solutions. Hence, we also propose using it to solve the inter-AS TE problem. We call it 
Inter-Optimal-Aware-Alg throughout this chapter. The algorithm works as follows:
1. A LP formulation of the inter-AS TE problem, which does not consider the inter-AS traffic 
splitting constraint (3.7), is solved. The outcomes are an optimal inter-AS cost and the desired 
utilization of each inter-AS link that achieves this optimal cost. This solution, however, permits 
arbitrary splitting of inter-AS traffic over multiple egress points.
2 . Set the desired inter-AS link utilization as a capacity constraint. This constraint ensures that the 
total traffic on each inter-AS link does not exceed the desired utilization.
3. Sort inter-AS traffic flows in descending order according to traffic demand. Assign each traffic 
flow in that order to the egress point (i.e. inter-AS link) that has the lowest utilization while not 
violating its capacity constraint. If there are several such egress points, the selection tie-break is 
in order of maximum residual capacity and visited sequence.
4. If there exist unassigned inter-AS traffic flows, remove the capacity constraint on all the 
inter-AS links and re-run step 3 until all the traffic flows have been assigned.
The LP formulations (i.e. the first step) of Intra-Optimal-Aware-Alg and 
Inter-Optimal-Aware-Alg  were modeled in AMPL [Ampl] and solved with the CPLEX 
optimization engine [Cplex]. To enable us to show that these two algorithms produce near-optimal 
solutions, we include then* optimal solutions (i.e. by only solving the LP formulation of the 
corresponding TE problem) in our experiments for comparison.
3.5 S trategies fo r Jo in t-T E
Based on the problem formulation, assumptions and algorithms described in the preceding section, 
we present three strategies to solve the Joint-TE problem, namely sequential, nested and integrated 
optimization.
3.5.1 Sequential Optimization
Sequential optimization solves the Joint-TE problem sequentially where the optimal solution of one 
TE problem becomes the input for the other one. It can be regarded as the most appropriate solution
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in the current use of intra- and inter-AS TE. As with the interaction effect in Section 3.3, sequential 
optimization refers to the following approach:
SEQOPT-lNTER-lNTRA: egress points are first assigned to inter-AS traffic using the 
Inter-Optimal-Aware-Alg so as to optimise the inter-AS cost. Then the intra-AS traffic matrix is 
computed by taking into account the local intra-AS TM and the inter-AS TM with the assigned 
egress points. Finally, intra-AS TE is performed using Intra-Optimal-Aware-Alg to optimise the 
intra-AS cost. This strategy is logical in the sense that intra-AS TE is not performed until both 
ingress and egress points of the inter-AS traffic have been determined.
The advantage of sequential optimization is that different algorithm and analysis techniques can be 
applied to each of the TE problems. However, the sequential optimization approach does not 
consider intra-AS route optimization during inter-AS TE nor inter-AS egress point selection during 
intra-AS TE.
3.5.2 Nested Optimization
The sequential optimization generates only one solution from inter-AS TE, and this is used as input 
to the intra-AS TE. However, this solution may not be a good input. In fact, for many optimization 
problems, there exists more than one optimal solution. Hence, there may exist inter-AS TE 
solutions that are nearly optimal and are also good with respect to intra-AS TE. Thus, we seek for 
those inter-AS TE solutions and then input them to the intra-AS TE one at a time until the solution 
with the best overall TE cost is found.
We propose a nested optimization to implement the abovementioned idea. It can be regarded as an 
enhanced and iterative version of sequential optimization. The algorithm proposed for the nested 
optimization has a similar sequence to SeqOpt-Inter-Intra:
1. A Genetic Algorithm (GA) is used to identify a set of lowest-cost inter-AS TE solutions. When 
the GA converges, all chromosomes have nearly identical lowest cost but they may have 
different solutions. In fact, in order to explore a larger solution searching space for intra-AS TE, 
these solutions should not be restricted to an identical cost. Therefore, the solution with 
inter-AS cost not exceeding the visited lowest cost by more than 0.001% is considered.
2. For each of this set of inter-AS TE solutions, we perform intra-AS TM computation and then 
intra-AS TE using Intra-Optimal-Aware-Alg . During intra-AS TE optimization, the best and 
the worst visited solutions are recorded. We call them NestedBest and NestedW orst. The 
NestedBest and NestedWorst solutions reflect respectively the extent to which the sequential 
optimization solution can be further optimised and how worse could be the solution.
We use our proposed GA (details are provided in Chapter 5.4.5) to solve the inter-AS TE problem.
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The GA has included a heuristic similar to step 3 of Inter-Optimal-Aware-Alg to enhance the 
quality of the solution. In fact, the number of candidate inter-AS TE solutions may be quite large 
and we did identify a large number of such solutions as alternative inputs for the intra-AS TE. We 
observed that many of those inter-AS TE solutions have significantly different egress point 
selection results, which produced intra-AS TE solutions with veiy different performance. As with 
the sequential optimization, the nested optimization allows different algorithm and analysis 
techniques to be applied to each of the TE problems while attempting to obtain better overall TE 
solutions.
3.5.3 Integrated Optimization
Integrated optimization aims to solve the Joint-TE problem by simultaneously optimizing the intra- 
and inter-AS TE objectives. We propose an integrated approach that requires as starting solutions an 
inter-AS and an intra-AS routing configurations with known egress points and ingress-to-egress 
paths. The starting solutions can be any quality, regardless of whether they are optimised by TE or 
not. The integrated approach then proceeds to enhance the quality of the starting solution using 
neighborhood search algorithm. The integrated approach guarantees that the produced solutions are 
no worse than the input solutions and in practice are much better.
3.5.3.1 O verview of the  N eighborhood Search A lgorithm
The Neighborhood Search Algorithm (NSA) is widely regarded as an important tool to solve hard 
combinatorial optimization problems efficiently. As mentioned in [AhujOl], the primaiy reasons 
for the widespread use of neighborhood search techniques in practice are their intuitive appeal, 
flexibility and ease of implementation, and their excellent empirical results.
The basic steps of NSA are as follows. Consider a current starting solution x. NSA explores the 
solution space by identifying the neighborhood of x, N(x). The neighbors of x are solutions that can 
be obtained by applying a single local transformation (also called a move) on x. The best solution in 
the neighborhood is selected as the new current solution. This neighborhood searching iterates until 
the stopping criterion is satisfied. Finally the algorithm returns the best visited solution.
During neighborhood search, NSA can move the current solution to the best neighbor that either 
improves or worsens the quality of the solution. To avoid cycling, a specially designed memory list 
is used to store previously visited solutions or certain attributes of them for a certain number of 
iterations. A neighbor solution is rejected if it is already in the list. In order to make the 
neighborhood searching more effective, an intensification or diversification technique is used to 
force the algorithm to explore parts of the solution space that have not been searched yet. Our NSA 
is outlined in Figure 3-2 and its fundamental components are described below.
51
Chapter 3. Joint Optimization of Intra- and Inter-AS Traffic Engineering
3.5.3.2 N on-TE S tarting  Solutions
Starting solutions for inter- and intra-AS routing can be respectively obtained by randomly 
assigning egress points to the inter-AS traffic and then routing each intra-AS traffic flow on the 
shortest hop paths. They are regarded as non-TE solutions. Nevertheless, we will also evaluate the 
impact of using TE optimised starting solutions on network performance.
3.5.3.3 N eighborhood S tru c tu re  and  Search S trategy
Algorithm NSA
1. Obtain the starting solutions
2 . iter <- 0
3. While iter < MAXJTER /* stopping criteria */
4. iter <— iter + 1
5. If no significant cost improvement for a certain number of iterations then
6. perform intra-AS TE on the current solution /* diversification */
7. For each inter-AS traffic flow tjnter(i,k)
8. f(i,k) <— s(i,k)
® < - a g i m ( b w f h +  ©  T ‘(bWi,J lepeP
+t_intaii,k)) +  ©  T/(fa/La +  t_mter(ik))
i€p€Py:iilj,p=l
10. A  /* delta is the saved cost */
11. For each j eOut(k) which does not constitute a move in the memory list
n  Q * - AbwLcr) +  ©  r ‘( b w lJ
lepePii/:u),,J,p=i
13. virtually add t_inter(i,k) to t_intra(ij)
14. virtually release the resource used by tjnter(i,k) on
15. re-compute intra-AS path z between ingress point i and egress point j  
O' a q g b w L e r  -  t_inter(i,k)) +  ©
10.
17. If A  > f2'- n then /* if saved cost >= added cost */
18. A  <— fi1— n /* lines 17-20 aim to find the minimum added
19. f(i,k) <- j  cost, i.e. to find the maximum profit cost */
20. sel_path <— z
21. Iff(i,Ic)^ s(i,k)
22. break the most outer For loop /* Implementation of FM */
23. Iff(i,kfrs(i,k)
24. update resource utilization on intra- and inter-AS link with respect to the 
new assignment
25. replace by sel_path
26. add t_inter(i,k) to t_intra(if(i,k))
27. s(i,k) <- f(i,k)
Remarks:
TjGriRepresents the cost of inter-AS link j  with residual bandwidth <D 
Yi(0)Represents the cost of intra-AS link I with residual bandwidth <D
Figure 3-2: Neighborhood search algorithm
We consider a neighborhood structure that is based on shifting inter-AS traffic to different egress 
points while at the same time rerouting the corresponding ingress-to-egress paths. Details of this 
local transformation are as follows:
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We define the path cost to be sum of the cost of the inter-AS link and the cost of each link on the 
intra-AS route to which an inter-AS traffic flow has been assigned. In order to place more 
importance on optimizing the inter-AS cost relative to the intra-AS cost, we introduce a as a factor 
with large value to scale the inter-AS cost. We note that a itself has no particular meaning to the 
Joint-TE problem. It is an intermediary to identify all the non-dominated combinations of intra- and 
inter-AS costs.
For each inter-AS traffic flow, we calculate the profit cost, i.e. the saved cost minus the added cost. 
The saved cost (line 10 in Figure 3-2) is the path cost of the traffic flow minus the path cost of the 
traffic flow that would have been removed. This saved cost reflects how much cost would have been 
reduced if the traffic flow was removed from the path. The added cost (line 17) is calculated for 
each potential egress point except for the one that is currently assigned to the inter-AS traffic flow. 
It is the cost of a new path towards the potential egress point that the traffic flow would have been 
assigned minus the path cost of the original path towards this egress point. The new path is the result 
of rerouting the original path taking into account the traffic flow (lines 13-15) and it is a minimum 
cost path that can be found by Dijkstra’s algorithm using the instantaneous intra-AS link cost as the 
routing metric. Consequently, the added cost reflects how much the cost would increase when the 
traffic flow is assigned onto a new egress point.
The neighborhood search strategy specifies which solution in the neighborhood is chosen at each 
iteration. The following two methods are commonly used:
• Best Method (BM)\ Compute the profit cost for each inter-AS traffic flow. Choose the one 
yielding the solution with the highest profit cost as the next move.
• First Method (FM): Compute the profit cost for each inter-AS traffic flow. Choose the first 
one yielding a solution with positive profit cost.
It is of great importance for the solution quality and the search efficiency. We have found in our 
experiments that BM can achieve approximately 5%-10% performance improvement over FM, but 
the computational complexity of BM is several orders of magnitudes higher than the FM, which 
makes it impractical to use. We therefore decided to use FM in our NSA. Our finding is consistent 
with the prior work that has evaluated the tradeoff between quality and efficiency of BM and FM 
[Shen05].
3.5.3.4 Use of M em ory L ist
The memoiy list is operated as a first-in-first-out queue. The first element in the list is removed and 
then a new solution is pushed into the tail of the list. As suggested in [Glov97], the size of the list 
depends on the size and the characteristics of the problem. We define the size of the list to be a large 
value (100) in order to avoid looping. This number does not significantly affect the performance
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that can be achieved by the NSA because the number of potential traffic-to-egress-point 
assignments that are not in the memory list is still very large.
3.5.3.5 D iversification
We notice that if the NSA works on the initial solution for many iterations, this may lead the 
algorithm to get stuck in a local optimum. To overcome this, diversification is needed. If there is no 
obvious improvement in the solution for a certain number of iterations, we modify the current 
solution by re-running intra-AS TE on it. We define the threshold of obvious improvement to be 
10% and the number of iterations to be 500.
3.5.3.6 Stopping C rite ria
Many stopping criteria can be developed depending on the nature of the problem being studied. The 
most common criterion, which is employed in our work, is a maximum number of iterations 
(MAX ITER). However, we do not arbitrarily select this number since the performance of the NSA 
is mainly dependent on how many times inter-AS traffic flows can be reassigned. Therefore, the 
maximum iteration number should be related to the number of inter-AS traffic flow. In our 
experiments, we found that setting the maximum iteration number to be 4 times the number of 
inter-AS traffic flows gives us a sufficiently good result that is approximately within 3% from the 
results obtained by using a higher number of maximum iteration.
3.6 E valuation M ethodology
Having described the Joint-TE strategies, we present our methodology in this section for the 
evaluation of their performances.
3.6.1 Network Topology
AS Name # POP nodes # Intra-AS links # Border POP nodes
1239 Sprint (US) 52 84 40
7018 AT&T (US) 114 148 41
Table 3-2: Rocketfuel topologies used in evaluation
We use the Rocketfuel [Spri02] Point-of-Presence (POP) level maps published by the authors, 
shown in Table 3-2, as our topologies. For each topology, POPs correspond to cities. Some POPs 
have inter-AS links connected to other ASes and we call them border POPs. Without loss of 
generality and for simplicity, we assume that each border POP is associated with a virtual inter-AS 
link that is the abstraction of one or multiple physical inter-AS links. Since the Rocketfuel data do
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not contain link bandwidth, we set the intra- and inter-AS links to be OC-48/STM-16 and 
OC-12/STM-4 respectively.
3.6.2 Internet Destination prefixes
For scalability and stability, inter-AS TE can focus only on a small fraction of destination prefixes 
which are responsible for a large fraction of the traffic [Feam03]. We consider 200 such popular 
destination prefixes. In fact, each considered destination prefix may not merely represent an 
individual prefix but also a group of distinct destination prefixes that have the same set of candidate 
egress points [FeldOl]. By reducing the number of considered prefixes, the computational 
complexity of TE algorithms can be minimised. Hence, the number of destination prefixes we 
consider could represent an even larger value of actual destination prefixes.
Each border POP can be an ingress or egress point. In order to evaluate the effect of inter-AS TE on 
the performance of intra-AS TE, we consider the situation where if a border POP receives a route 
advertisement towards destination prefix k from adjacent AS Y, then AS Y cannot inject traffic for k 
into it. This corresponds to multi-hop traffic [FeldOl] in which the traffic traverses the network 
instead of being directed to another egress link of the same border POP. As a result, we cannot 
assign all the destination prefixes on each border POP as route advertisements. Instead, we consider 
half of the destination prefixes randomly selected as route advertisements and the other half as 
inter-AS traffic in each border POP. We note that this destination prefix generation is just a best 
effort attempt to model prefix distribution, as no synthetic model for the actual behavior of real 
networks can be found in the literature.
3.6.3 Traffic Matrices
We generate synthetic traffic matrices for our evaluation. We generate inter-AS traffic from each 
POP towards each of the considered destination prefixes. Note that if the POP is a border POP, it can 
only inject traffic heading towards the destination prefixes that have not been selected as route 
advertisements. Previous work has shown that intra- and inter-AS traffic are not uniformly 
distributed [Fang98][Bhat01], According to [Broi04], AS traffic volumes are top-heavy and can be 
approximated by the Weibull distribution with shape parameter 0.2-0.3. We therefore generate the 
inter-AS TM with traffic demand using this distribution with the shape parameter 0.3.
We use the Gravity Model (GM) outlined in [Nucc03] to generate the local intra-AS TM. The GM 
approach was proposed based on the findings in [Medi02]. Following the suggestions in [BhatOl], 
we randomly classify 40% of POPs as “small”, 40% as “medium” and 20% as “big”. The amount of 
incoming traffic at a POP is proportional to its size.
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3.6.4 Algorithm Param eters
For the GA in the nested optimization, we use the suggested values from previous GA research to 
achieve satisfactory effectiveness and convergence rate of the algorithm [Lin03]. The population 
size is 200 and the probability of mutation is 0.01. We set the GA to produce maximum 200 distinct 
inter-AS TE solutions to compute NestedBest and NestedWorst.
3.6.5 Performance Metrics
The following performance metrics are used to evaluate the Joint-TE strategies. For these metrics, 
lower values are better than high values.
• Overall intra- and inter-AS cost: these metrics capture the costs of the objective function 
(1) and (2).
• Total bandwidth consumption: the amount of bandwidth needed to accommodate all 
traffic flows within the network, being the sum of the traffic loads over all the intra-AS 
links.
• Maximum intra- and inter-AS link utilization: the maximum intra-AS (inter-AS) link 
utilization is the maximum utilization on all the intra-AS (inter-AS) links in a network. 
Minimizing this value ensures that traffic is moved away from congested to less utilised 
links and is balanced over the links.
3 .7  S im u la t io n  R e s u lts
This section presents and analyzes simulation results on the performance metrics achieved by 
different Joint-TE approaches. Note that we only compare the performance among different 
Joint-TE approaches but not on their use of algorithms. In order to ensure the correctness of our 
coding implementation, a verification test was done on a small topology of 6 nodes. In this 
verification test, we first sketch out the topology and a small number of traffic flows on a paper. 
We then obtain the solution for each used TE algorithm by rigorous self-analysis. The solutions 
are then compared to the results generated by our coding implementation using the same network 
configurations. We confirm that the coding implementation is correct if the results obtained from 
the self-analysis and computer-based simulation are identical.
3.7.1 Evaluation of Overall Inter-AS TE Cost
We have evaluated the overall inter-AS TE costs achieved by all the strategies for both network 
topologies. We found that their results exhibit a common characteristic -  their overall inter-AS TE
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costs are nearly identical and very close to the optimal solution that is obtained by solving the LP 
formulation of the inter-AS TE problem.
Figure 3-3 show the overall inter-AS cost (y-axis) achieved by all the strategies as a function of the 
inter-AS traffic demand (x-axis) for the Sprint and the AT&T topologies. The curve denoted by 
Optimal is the optimal solution to the LP formulation of the inter-AS TE problem. The shapes of 
the result curves follow the piecewise linear cost function. The figures show that all strategies have 
almost identical overall inter-AS costs. The inter-AS costs of sequential and nested optimization are 
similar because the Inter-Optimal-Aware-Alg and the GA use a similar heuristic. These 
algorithms effectively produce near-optimal inter-AS costs (approximately within 2% from the 
optimal solution). The NSA of integrated optimization has also reached a similar inter-AS cost 
because a significant importance has been given to optimise inter-AS cost over intra-AS cost, as 
mentioned in Section 3.4.3. As a consequence, it is expected that those Joint-TE strategies will 
strive to obtain a near-optimal inter-AS TE cost and, hence, their costs are almost identical.
Figure 3-4 show the corresponding maximum inter-AS link utilization. On the whole, all the 
strategies obtain a similar utilization level although there are some small differences among them at 
some traffic demands. This mainly stems from the fact that the piecewise linear cost function gives 
the same cost to links with utilizations in the same piecewise linear segment, such as from 1/3 to 2/3 
(as shown between any two dashed horizontal lines in the figures). In other words, such links are 
considered at same utilization level. In the figures, we see that all the strategies have utilization 
level within the same block at any traffic demand.
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Figure 3-3: Overall Inter-AS cost (top: Sprint, bottom: AT&T)
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Figure 3-4: Maximum inter-AS link utilization (top: Sprint, buttom: AT&T)
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We conclude from Figures 3-3 and 3-4 that the inter-AS TE solutions achieved by all the strategies 
are very similar and near-optimal. Recall in Section 3.4.3 that, in order to achieve an unambiguous 
comparison, our aim is to derive TE solutions that remain overall inter-AS cost near-optimal while 
substantially improving intra-AS cost. At this point, the objective of inter-AS TE has been achieved. 
In order to determine which strategies produce the best and the worst overall network performance, 
we proceed to evaluate their overall intra-AS costs.
3.7.2 Evaluation of Overall Intra-AS TE Cost
In our intra-AS TE experiments, the intra-AS TM is the entire local intra-AS TM with an increasing 
amount of inter-AS traffic. Following the method of deriving a universal measure of congestion in 
[FortOOa], we nonnalise the resulting overall intra-AS cost by the cost derived from the hop-count 
based shortest path routing with infinite capacity on each intra-AS link under SeqOpt-Inter-Intra 
which could be regarded as the most appropriate sequential approach. If the normalised cost is 
larger than one, it implies that the algorithm is performing as badly as if all flows were along 
shortest hop paths with loads matching the capacities.
Considering the general picture for the normalised overall intra-AS costs in Figure 3-5, we first see 
that NestedWorst has the worst overall intra-AS cost. Then comes the sequential optimization 
method and NestedBest is better of them. The curve denoted by Optimal (SeqOpt) is the optimal 
solution to the LP formulation of the intra-AS TE problem for SeqOpt-Inter-Intra. We see that the 
intra-AS cost of SeqOpt-Inter-Intra is approximately 3-8% of the optimal solution, thus showing 
that the Intra-Optimal-Aware-Alg can achieve performance veiy closing to the optimal solutions 
that allow arbitrary traffic splitting.
The above results are expected and can be explained as follows. First of all, the nested optimization 
finds the best and the worst intra-AS TE solution by evaluating many equal-cost acceptable 
inter-AS TE solutions, with each solution performing a sequential optimization. Hence, 
NestedBest and NestedW orst can be regarded as the lower and the upper bound of the sequential 
optimization. As can be seen, indeed, the performance of SeqOpt-Inter-Intra is between 
NestedBest and NestedWorst. The difference in performance between the sequential and the 
nested optimization sufficiently demonstrates that there indeed exist optimal inter-AS TE solutions 
that are far better and worse with respect to intra-AS TE. Since the fundamental characteristics of 
both sequential and nested optimization follow a sequential model that do not optimise intra- and 
inter-AS TE costs simultaneously, their performances are generally poor. This contrasts to the 
superior performance of the integrated optimization.
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Figure 3-5: Normalised overall intra-AS cost (top: Sprint, buttom: AT&T)
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We follow the methodology in [FoitOO] to quantify and compare the performance of different 
Joint-TE strategies. The comparison metric is the amount of traffic demand the network can cope 
with before it gets congested (i.e. before the normalised intra-AS cost reaches unity). Our 
experiments show that the integrated optimization allows the network to cope with approximately 
30%-60% more traffic demand than the other non-integrated optimization approaches. This 
significant improvement implies that the intra-AS traffic matrices for the sequential and the nested 
optimization are not yet optimised to achieve better overall network performance.
Intra-AS cost can reflect the performance of maximum intra-AS link utilization and total bandwidth 
consumption. Turning our attention first to the maximum intra-AS link utilization, Figure 3-6 
shows the performance achieved by the different strategies. The integrated optimization is the best 
strategy. It attempts to keep the maximum utilization below 100% to avoid the high cost penalty as 
the network load increases. As a consequence, the number of additional traffic flows the network 
can support before suffering congestion (which we define here as a maximum utilization above 
100%) is approximately at least 30% and 60% more than the non-integrated optimization strategies 
for AT&T and Sprint topologies respectively.
Figure 3-7 shows that the total intra-AS bandwidth consumption achieved by the integrated 
optimization is lower than the other strategies. Together with the results of the maximum intra-AS 
link utilization, we observe that the integrated optimization has employed more intra-AS routes that 
are short and well load balanced in the network. This explains why integrated optimization can 
achieve better overall intra-AS cost than the other strategies.
3.7.3 Summary of the Evaluation
From our evaluation of inter- and intra-AS costs, we see that the integrated optimization has 
successfully produced from non-TE starting solutions to the final solutions that have the same 
inter-AS cost as those obtained from inter-AS TE (Inter-Optimal-Aware-Alg and the GA) with 
an improved intra-AS cost. It is worth noticing that, in comparison to those intelligent intra- and 
inter-AS TE algorithms that produce near-optimal solutions in a decoupled mode, the overall 
performance improvement (30%-60%) of the integrated optimization is remarkable. An implication 
of this finding is to encourage ISPs to move towards an integrated TE approach that is aware of both 
intra- and inter-AS TE simultaneously.
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Figure 3-6: Maximum intra-AS link utilization (top: Sprint, buttom: AT&T)
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Figure 3-7: Total bandwidth consumption (top: Sprint, buttom: AT&T)
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3.7.4 Effect of Joint Optimization on Traffic Granularity
This section elaborates on why the integrated optimization achieves better intra-AS performance 
than the others by investigating the effect of different Joint-TE strategies on traffic granularity. 
Traffic granularity refers to the level of traffic aggregation that constrains the load balancing ability 
of traffic aware routing [Srid04], We define coarse (or fine) granularity as the aggregation of traffic 
into large (or small) trunks in terms of traffic volume. It is known that the traffic granularity can 
affect TE performance: the smaller the traffic trunks, the greater the flexibility to achieve load 
balancing.
Since inter-AS TE selects optimal egress points, traffic is then routed onto different corresponding 
infra-AS routes. As a result, the traffic granularity of each intra-AS traffic flow varies, depending on 
the outcome of inter-AS TE. It should be emphasised that the distribution of coarse and fine 
granularity among intra-AS traffic flows is critical to achieving optimal network performance.
We adopt the method described in [Srid04] to order infra-AS traffic flows as follows. We define the 
Fractional Assignment (FA) rtj (also called rank in [Srid04]) of the intra-AS traffic flow between
t  vrttvoiji) j'Jingress point i and egress point j  to be T—— where T is the total volume of intra-AS traffic.
The smaller the value of FA, the smaller the volume of the traffic flow. In order to compare the 
achieved traffic granularity among different Joint-TE strategies, we normalise the FA of all traffic 
flows, because different strategies may have different maximum values of FA for each traffic flow.
T*‘ *The normalised FA r« of the traffic flow is therefore defined as where rmax is the maximum 
FA value of all traffic flows under all the Joint-TE strategies. To group traffic based on r&, an FA 
class (a,b) is defined and the members of it consist of all the traffic flows for which .
Figure 3-8 presents the distribution of traffic as a function of FA class. The y-axis shows the number 
of traffic flows that belong to a particular FA class. We have derived this traffic distribution for 
many different traffic volume scenarios, and found similar results. Thus, here we only consider the 
highest traffic volume scenario.
The figure shows that all the Joint-TE strategies, except from the integrated optimization, have veiy 
similar results. The integrated optimization strategy produces more small FA class traffic flows than 
the other strategies. Because of these small FA traffic flows (equivalent to finer grain routing in 
[Srid04]), the NSA allows traffic flows to be assigned more evenly among the intra-AS links, 
resulting in a more even link utilization and hence load balancing.
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Figure 3-8: Evaluation of intra-AS traffic ranking (top: Sprint, buttom: AT&T)
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On the other hand, the integrated optimization also produces a few large FA classes. We conjecture 
that, in order to achieve optimal performance, some good quality intra-AS paths (e.g. the shortest 
one with high capacity) attract a high volume of traffic, while injecting low volume of traffic onto 
low-quality paths for achieving load balancing.
Recall that the intra-AS traffic is the sum of local intra-AS traffic and inter-AS traffic. Since the 
local intra-AS traffic is given, we evaluate how different Joint-TE strategies distribute the inter-AS 
traffic among the FA classes. For each of our ten FA classes of Figure 3-8 we have calculated the 
volume of inter-AS traffic, and divided this by the total inter-AS traffic volume to obtain the 
percentage of inter-AS traffic in each FA class. In Figure 3-9, we show the distribution of this 
inter-AS traffic percentage as a function of FA class. The figure shows that the integrated 
optimization strategy gives a relatively even distribution of inter-AS traffic across the different FA 
classes: our conjecture is that it is this more even distribution that contributes significantly to the 
large FA classes of Figure 3-8.
From our evaluations of traffic granularity, we see that the reason why the integrated optimization 
strategy achieved better intra-AS network performance is that inter-AS traffic is appropriately 
merged onto intra-AS traffic flows, resulting in optimal traffic granularity that leads intra-AS TE to 
produce optimal network performance. Such an optimal inter-AS traffic merging can be achieved 
by taking intra-AS TE objectives into account during inter-AS TE, i.e. the Joint-TE optimization.
3.7.5 Optimised vs. Non-Optimised Starting Solutions for Integrated 
Optimization
In the preceding experiments, we have used the non-TE (non-optimised) starting solutions for the 
integrated optimization. In this section, we evaluate the performance of the integrated optimization 
using a good quality starting solution. Our hypothesis is that much better performance improvement 
can be obtained when an optimised starting solution is used. We use the solution obtained from 
SeqOpt-Inter-Intra as optimised starting solution, which is achieved by the existing intra- and 
inter-AS TE algorithms. As previously shown, the solutions are near-optimal with respect to inter- 
and intra-AS TE costs when these TE are accomplished separately.
In line with the phenomenon observed in Section 3.7.1, the integrated optimization using 
non-optimised and optimised starting solutions produce very similar overall inter-AS costs, which 
can be regarded as identical. For intra-AS performance, Figure 3-10 shows that the integrated 
optimization using optimised starting solution can achieve much better intra-AS cost than the 
sequential optimization. However, it is only slightly better than that using non-optimised starting 
solution. This refutes our hypothesis.
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Figure 3-10: Optimised vs. Non-optimised starting solutions (top: Sprint, buttom: AT&T)
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The significant performance improvement over the sequential optimization is expected due to the 
simultaneous TE optimization and that the integrated optimization guarantees the performance of 
its solution is at least no worse than the starting solutions. On the other hand, the small performance 
improvement over that using non-optimised starting solutions reflects that the quality of starting 
solution has not much influence on the quality of the final solution. That is simply because the 
optimised starting solution itself is not really optimised from the viewpoint of Joint-TE and its 
quality could be even far inferior from the optimal Joint-TE solution than a non-optimised starting 
solution. Thus, an optimal inter-AS TE solution can be a mediocre starting point with respect to 
intra-AS TE, but there are inter-AS TE solutions that are nearly optimal and are far better with 
respect to the intra-AS TE objectives. An implication of this finding is that the existing effort on 
devising optimal infra- and inter-AS TE algorithms, which are assumed used in a decoupled mode, 
may not be sufficient to achieve a truly optimised network performance due to the TE interaction 
and the fact that the overall network performance can be significantly improved through their joint 
optimization. The existing inter-AS TE approaches may not improve intra-AS TE performance 
even though an opportunity for such improvement exists. On the other hand, the existing intra-AS 
TE approaches may not be able to achieve a truly optimised performance without making it aware 
of inter-AS TE. In line with our proposal in Section 3.7.3, the integrated TE approach is an 
appropriate solution.
3.8 S um m ary  and  Conclusion
This chapter considered a joint infra- and inter-AS TE optimization scheme. We showed an 
interaction effect between infra- and inter-AS TE that can lead to suboptimal overall network 
performance. These interactions motivate the need for joint optimization of infra- and inter-AS TE 
in order to further optimise the overall network performance. We first formulated this joint TE 
optimization as a bi-criteria optimization problem. Then we presented three strategies, namely 
sequential, nested and integrated optimization, to solve it. Our experimental evaluations revealed 
that the integrated optimization, which solves infra- and inter-AS TE simultaneously, allows the 
network to accommodate approximately 30% - 60% more future traffic demand in comparison to 
the other strategies that deal with intra- and inter-AS TE separately. The integrated optimization 
therefore provides a marked improvement on current industry practice towards the collective use of 
infra- and inter-AS TE.
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Chapter 4
4 On Robust Optimization for Outbound 
Route Selection with M ultiple Inter-AS 
Traffic Matrices
4.1 In troduction
We showed in the previous chapter that traffic engineering can be used to optimise IP network 
performance. However, network dimensioning should not only be focused on performance, but also 
robustness. A traffic matrix is an essential input to traffic engineering. In practice, effective and 
predictable TE performance can only be achieved if this derived TM accurately reflects the actual 
future traffic demand. This performance, however, can be vulnerable to errors in the TM, typically 
caused by unexpected traffic fluctuations. For this reason, a significant amount of research effort 
has been focusing on accurate TM derivation, mostly for intra-AS traffic, through measurement and 
estimation [Feld01][Zhan03][Medi02]. However, deriving accurate TMs is still far from trivial 
since Internet traffic can be dynamic and perfect (noiseless) traffic flow measurements are rarely 
available on all network links and ingress/egress points [Appl03], In addition, only very few 
methodologies have been proposed for inter-AS TM derivation [Teix05][Feld04]. Therefore, traffic 
matrix is usually derived with a degree of uncertainty, which makes the performance of TE hard to 
predict. It is thus often insufficient to perform TE optimization based on the assumption that the 
derived TM is accurate. On the contrary, it is desirable to explicitly consider traffic demand 
uncertainty during TE optimization so as to avoid ‘risky’ solutions characterised by unsatisfactorily 
high traffic demand uncertainty. This enhances the robustness of TE solution against traffic demand 
uncertainty.
Instead of merely taking accurate TM measurement and estimation for granted, we pursue a robust 
approach by applying Scenario-based Robust Optimization (SRO) [Kouv97][Mulv95] to manage 
traffic demand uncertainty for TE. For the purpose of demonstration, we only apply SRO to 
outbound TE for managing inter-AS traffic demand uncertainty in this thesis. Nevertheless, SRO is 
also applicable to intra-AS TE for managing intra-AS traffic demand uncertainty with appropriate
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modifications.
In principle, SRO manages traffic demand uncertainty by modeling it as a set of traffic demand 
scenarios that represent different possible traffic demand characteristics. When applied to outbound 
TE, this set of scenarios is simply regarded as multiple inter-AS TMs, each exhibiting a different 
structural distribution of traffic volume. The objective of robust outbound TE is to minimise the 
worst-case maximum inter-AS link utilization across a set of inter-AS TMs. We formulate the 
robust outbound TE as an integer programming problem and solve it through the MINLP solver. 
Our simulation results show that the robust outbound TE achieves lower worst-case maximum 
inter-AS link utilization than non-robust outbound TE approaches. In addition, this robust approach 
guarantees the resulting performance to be within a specified envelope from the optimal solution 
and exhibits high robustness against noise.
We emphasise that SRO is not merely applied to account for traffic demand uncertainty. In fact, 
SRO can have another important application to TE: multi-period optimization. Traffic usually 
follows quite regular periods with a peak in different time periods, e.g. morning, afternoon and 
evening. In order to achieve optimal network performance, network operators may need to perform 
TE on a regular basis for each time period using different traffic matrices. This may result in 
frequent network configuration changes for realizing these TE solutions, which, however, may 
cause unexpected service and routing disruptions. In this case, SRO can be beneficial in minimizing 
these disruptions by providing only one static TE configuration that performs well under different 
time periods with different traffic matrices.
The rest of this chapter is organised as follows. In Section 4.2, we introduce SRO and our 
motivation for applying it to outbound TE. In Section 4.3, we formulate the deterministic outbound 
TE problem. Then, we present a robust version and two alternatives for robust outbound TE in 
Section 4.4, In Section 4.5 and 4.6, we present our evaluation methodology and simulation results. 
Finally, we conclude this chapter in Section 4.7.
4.2 A pproaches for M anaging T raffic  D em and U ncertain ty
According to Luce and Raiffa [Luce54], decision making can fall into one of three categories -  
certainty, risk and uncertainty.
4.2.1 Decision Making Under Certainty
In a certainty situation, no element of chance can intervene between decision and outcome. Thus, 
the values of input data are certain or known deterministically prior to decision making. 
Deterministic Optimization (DO) is commonly referred to the optimization approach in which the
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input data is perfectly known.
4.2.2 Decision Making Under Risk
Under conditions of risk, input data can be described by a probability distribution that specifies how 
the patterns of input might be realised. Stochastic Optimization (SO) [Birg97] is a well-known 
method for decision making under risk situations, in which optimization decisions and outcomes 
are probabilistic while input data are given by probability distributions. The objective of SO is to 
find a decision that optimises an expected performance metric, with the expectation based on an 
assumed probability distribution. In well-known two-stage SO, recourse or posterior changes to the 
first stage decision are often made in order to enhance the performance.
4.2.3 Decision Making Under Uncertainty
In contrast to risk, in an uncertainty situation, there is a lack of complete knowledge about input 
data and it is impossible to attribute probabilities to the input data and outcomes of any decision. 
For such situations, Scenario-based Robust Optimization (SRO) has been proposed to manage the 
uncertainty. In SRO, uncertainty is modeled as a set of input data scenarios. It aims to produce a 
decision that has a reasonable objective value under all the input data scenarios, e.g. a solution that 
is nearly optimal under most conditions and at least reasonably safe under the worst condition. SRO 
is the approach whose optimization runs across multiple input data scenarios.
4.2.4 Comparison among Decision Making Categories
As a matter of fact, input data in most realistic decision-making environments are not certain, 
primarily due to measurement errors and unpredictable events, which make the input data hard to 
predict. As a result, DO often fails to recognise the presence of input data uncertainty and therefore 
generates decisions that are likely to be substantially suboptimal under uncertainty situations. On 
the other hand, although SO can handle this uncertainty by modeling it as risk, it does not provide 
stable solutions, as posterior changes are often needed under real input data.
As mentioned in [Kouv97], ample evidence exists in the research literature revealing that, for 
decision environments with input data uncertainty, neither the DO nor the SO approach can 
accurately fulfill the aim of the decision maker [Seng91][Kouv92]. The most important failure of 
both DO and SO is their inability to recognise that every decision is associated with a whole 
distribution of outcomes depending on what input data scenario is actually realised, and thus any 
approach that evaluates decisions using only one input data scenario, either the most likely or the 
expected one, is bound to fail [Kouv97]. For this reason, SRO has been proposed for managing
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uncertainty. In fact, strictly speaking, both SO and SRO can be candidate approaches for outbound 
TE under traffic demand uncertainty. For example, SO can be used for decision making under 
uncertainty if the probability of the input data can be exactly quantified. However, we have chosen 
SRO as the most preferred approach for the following reasons:
• Improving stability'. SO finds decisions that perform well in the long ran, but many 
decisions are often evaluated a posteriori, after the uncertainty has been resolved. As such, 
there is no solution stability. In contrast, SRO aims to obtain only one static solution that 
performs expectedly well under many scenarios; this improves solution stability as 
configuration changes can be minimised.
• Handling higher moments of the objective distribution: SO only optimises the first moment 
of the objective value distribution, i.e. the expected performance. However, it ignores 
higher distribution moments, i.e. variance, and the decision maker’s preferences towards 
handling uncertainty. These aspects are particularly important for asymmetric distributions, 
and for risk-averse decision makers.
• Eliminating probability: SO requires practitioners to first specify probability distributions 
for input data. However, this might be difficult to do in practice. For example, the 
probability may depend on a simultaneous or subsequent decision of an external entity 
whose objectives conflict with one’s own. It is thus in many cases difficult to express future 
input data in terms of probabilities. In contrast, by using SRO, practitioners need only to 
specify the scenarios for which the outbound TE should perform reasonable well regardless 
of the realised scenario. Thus, the dependency on using probability is minimised while 
resolving uncertainty.
• Handling infeasibility: SRO allows mechanisms to be used for penalizing infeasible 
solutions so that the solutions are likely feasible. However, SO does not allow such 
flexibility for handling infeasibility constraints.
More advantages of using SRO over SO are discussed in [Mira98]. From a network provider’s point 
of view, stable solutions without causing frequent network configuration changes are preferred. For 
example, network operators do not want to change network configurations frequently in response to 
traffic fluctuation or multi-period optimization. This not only minimises the probability of 
misconfiguration, but also service and routing disruptions. Moreover, network providers are 
generally risk-averse in the sense that they prefer a network design that preserves the best possible 
quality of service without causing any performance dissatisfaction to customer traffic and requiring 
expensive network capacity upgrade in worst-case scenarios. That is, they prefer network designs 
possibly sub-optimal with respect to the network resource utilization, if the negative impacts from
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traffic demand uncertainty can be minimised. On the other hand, they attempt to obtain optimal TE 
solutions by only providing simple non-probabilistic inputs to their optimization tools, while 
retaining high flexibility in handling performance objectives and constraints. Based on the 
aforementioned issues, we therefore have preferred the SRO approach for outbound TE to manage 
traffic demand uncertainty.
4.3 D eterm inistic O utbound  T raffic  Engineering
The deterministic, or non-robust, version of outbound TE takes as input a network topology, an 
inter-AS traffic matrix and BGP destination prefixes, and produces as output an optimal assignment 
of traffic to egress points. Since our aim is to sufficiently demonstrate the effectiveness of robust 
outbound TE, we make the following assumptions in order to simplify the TE optimization 
problem to be considered:
• We consider Single Egress Selection (SES), which allows only one egress point to be 
selected for each destination prefix. In comparison to the inter-AS TE problem 
formulation in the previous chapter that allows multiple egress points to be chosen for 
each destination prefix, which also called Multiple Egress Selection (MES), solving this 
SES version is simpler because fewer problem constraints, such as the proximity 
constraint for the hot-potato routing [Bres03], are considered. Nevertheless, we do not 
comment on whether SES or MES is better for a network provider. We provide our SES 
approach as a viable approach for those network providers who may choose or are 
interested in such a solution due to their internal network management policy. However, the 
work in this chapter is also applicable to the multiple egress selection.
• We focus the outbound TE optimization objective only on inter-AS link utilization since 
we do not optimise any intra-AS performance objective. We therefore do not consider the 
details of intra-AS topology.
The task of SES is to select the best egress point for each destination prefix. The inter-AS traffic 
(independent from any ingress point) destined to the destination prefix will exit the AS through the 
selected egress point.
4.3.1 Problem Formulation for Deterministic Outbound Traffic Engineering
Table 4-1 shows the notations used throughout this chapter. We define the outbound TE objective to 
be a commonly used cost function that mimics inter-AS load balancing -  minimizing the maximum 
inter-AS link utilization. Maximum inter-AS link utilization is defined as the highest utilization 
among all inter-AS links. Minimizing this value ensures that traffic is moved away from congested
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to less utilised links and is balanced over the links.
Notation Description
K A set of downstream destination prefixes, indexed by k
S A  set of inter-AS traffic matrices, indexed by s. This includes base and 
evolved TMs, indexed by s
I A set of ingress points, indexed by /
J A set of egress points (inter-AS links), indexed by j
t(i.k) The volume of inter-AS traffic demand from ingress point i and destined to 
destination prefix k
ts(i,k) The volume of inter-AS traffic demand from ingress point i destined to 
destination prefix k in TM 5
Outfk) A set of egress points that has reachability to destination prefix k
Cj Capacity of egress point j
j
X*
A binary variable indicating whether egress point j is assigned to destination 
prefix k as the exit point
*
Zs
Optimal maximum inter-AS link utilization when TM s is assumed to be 
perfectly accurate
CO Error margin
Table 4-1: Notation used for robust inter-AS outbound TE
We formulate the deterministic outbound TE problem as an integer programming problem using the 
objective of minimizing the maximum inter-AS link utilization:
x {  • t ( i ,k )
Minimize Max -f k --------  (4.1)VjeJ Cj
subject to the following constraints:
v7 : XX** 'Khk) < Cj (4 2)I k
X/k : Y.xJk = 1 | j e Out(k) (4.3)
V j , k  : x (  e  {0 ,1} (4.4)
Constraint (4.2) enforces inter-AS link capacity constraints to avoid link congestion. It is also used 
for evaluating the model robustness of different inter-AS TE approaches, as this will be shown in 
the simulation section. For the SES problem, constraints (4.3) and (4.4) ensure that each destination 
prefix is assigned to only one egress point that can reach this destination prefix.
For better understanding of the SES outbound TE problem, we provide an example in Figures 4-1
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and 4-2. Figure 4-1 shows all inputs to the outbound TE problem, which include ingress points i and 
egress points j  and j \  traffic demands and destination prefixes kj and k2 that can be reached 
through both egress points. Recall that the task of outbound TE is to select an egress point for each 
destination prefix and inter-AS traffic (independent from any ingress point) destined to the 
destination prefix will exit the AS from the selected egress point. Figure 4-2 shows a potential 
solution of outbound TE, having k2 and k2 been assigned to egress points j  and j  ’ respectively. As a 
result, the egress point for all the traffic demand destined to kt and k2 is j  and j  ’ respectively, i.e. 
t(i,ki)—> j, t(i,k2) —> j ’andt(i’,k2) —> j \
D a t a  f l o w
Figure 4-1: Outbound TE inputs Figure 4-2: An outbound TE solution
4.4 R obust O utbound Traffic Engineering
Uncertainty about inter-AS traffic matrix, however, can make the performance of outbound TE 
solution hard to predict. In order to make the performance more predictable, it is desirable to 
incorporate the uncertainty into the outbound TE optimization. In this context, scenario-based 
robust optimization has been proposed for optimization under uncertainty. To apply the SRO to the 
outbound TE, we consider three elements as shown by the systematic framework in Figure 4-3.
Figure 4-3: Elements of scenario-based robust optimization for outbound TE
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4.4.1 Using Scenarios to Structure Traffic Demand Uncertainty
Network providers may develop scenarios that provide consistent, coherent visions of alternative 
possible futures, and then use these scenarios to structure their input traffic matrices. Thus, 
scenarios are devised for representing the decision maker’s perceptions about alternative 
environments in which their decisions might be applied, in the most appropriate mamier based on 
internal knowledge and experience.
SRO models uncertainty as a set of input data scenarios that are either likely to happen or have 
critical performance impact on the optimization problem (e.g. critical TMs for intra-AS TE 
[Zhan05a]). When SRO is applied to outbound TE, this set of input data scenarios is simply 
regarded as multiple inter-AS TMs: each scenario corresponds to an inter-AS TM. These inter-AS 
TMs capture different critical views of possible traffic characteristic instants such as morning, 
afternoon and evening.
4.4.2 Choice of Robustness Criteria
Robustness criteria define the requirements of how an outcome decision is to be robust. We apply 
two important criteria [Kouv97] to our robust outbound TE, which are suitable for network 
providers to consider from a practical point of view.
The first criterion is minimax optimization, which aims at getting the best out of the worst possible 
conditions. This criterion is chosen based on a general observation that the decision makers are (in 
many cases) risk-averse, meaning that the outbound TE solution they want is neither the optimal for 
a particular inter-AS TM nor the worst for any TM but the one that performs reasonably well across 
all the TMs. In other words, the worst-case performance under all these inter-AS TMs is optimised. 
Network providers may want to optimise this worst-case performance in order to place the best 
possible pessimistic bound on network performance for their provisioned services. The minimax 
criterion can thus be expressed by minimizing the worst-case maximum inter-AS link utilization 
across a set of inter-AS TMs:
Minimize Max F(s) (4.5)
VseS
where F(s) denotes the maximum inter-AS link utilization achieved by the outbound TE under 
inter-AS TM s.
Although the minimax criterion aims to achieve reasonably good performance across the set of 
inter-AS TMs, it may cause the solutions to be overly conservative, thereby accepting unnecessary 
high costs for inter-AS TMs under normal cases. This conservative effect is shown by an example in 
Table 4-2.
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Inter-AS TM
TE Solution
Sl s2 S3 s4
Xl 89 90 87 93
x2 79 81 75 95
optimal 74 76 70 82
Table 4-2: Maximum inter-AS link utilization under four inter-AS TMs
Two TE solutions, x/ and x ,^ achieve different maximum inter-AS link utilization for four inter-AS 
TMs (s i , S2, s3, s4). The solution “optimal” represents the optimal utilization under each TM if  that 
TM is assumed to be perfectly accurate. The number in each cell represents the maximum inter-AS 
link utilization achieved by the corresponding TE solution under the inter-AS TM. For example, 
when TE solution x l  is used under inter-AS TM S/, the maximum inter-AS link utilization is 89.
If  only the minimax criterion o f  Eq. (1) is considered, x; is the best solution since it has lower 
worst-case utilization than that o f  x^(93 vs. 95). However, x; has higher utilization than x 2 under 
TMs Si, s2 and S3, and its performance deviates highly from the optimal one. One may observe that if  
s/, s2 or s3 occurs, X/ w ill no longer be the best solution except only for the case where s4 occurs. 
However, the occurrence probability o f  s4 is likely going to be less than that o f  s ]} s2 and 
altogether, i.e. prob(s4)  < prob(si) + prob(s2)  + prob(s3).
Ideally, it is desirable to obtain a TE solution that not only has good worst-case utilization but also 
has the utilization as close as possible to the optimal one under each TM. We therefore consider the 
relative regret criterion. The relative regret o f  a TE solution under a given TM is defined as the ratio 
o f  maximum inter-AS link utilization between the obtained solution for that TM and the optimal 
solution for that TM. Thus, w e seek a TE solution that keeps the worst-case maximum inter-AS link 
utilization as low as possible while minimizing the relative regret under each TM scenario.
By jointly optimizing the minimax and the relative regret criteria, a bi-criteria robust outbound TE 
problem is formed. The solution that simultaneously optimises both objectives is called 
pareto-optimal. However, as shown by the example in Table 4-2, the two criteria are conflicting, i.e. 
the worst-case maximum inter-AS link utilization may be low but the overall relative regret is high. 
In addition, balancing their trade-off is not trivial, e.g. it is difficult to quantify their relative 
importance. We therefore resort to using the e-constraint method, which is one o f  the most favored 
methods o f  generating pareto-optimal solutions. According to the e'-constraint method, the 
performance o f  an objective is optimised, while the other one is constrained so as not to exceed a 
tolerance value. We apply the concept o f  e-robustness to the robust outbound TE by placing 
constraints on the relative regret that may be attained by the solution while minimizing the 
worst-case maximum inter-AS link utilization. This concept was first used by Kouvelis et al
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[Kouv97], who impose a constraint dictating that the relative regret in any input data scenario must 
be no greater than e, where e > 0 is an external parameter. In other words, the performance under
each scenario must not exceed the optimal performance for that scenario ( z, ) by (1+e) times. By
successively adjusting e, we may obtain solutions with smaller relative regret but greater maximum 
inter-AS link utilization or vice versa. One objective of our work is to demonstrate empirically that 
substantial improvements in relative regret can be attained without large increases in worst-case 
maximum inter-AS link utilization.
4.4.3 Problem Formulation for Robust Outbound Traffic Engineering
By taking into consideration the minimax and the relative regret criteria, we revise the deterministic 
outbound TE problem formulation in Section 4.3 and present a robust version of outbound TE as 
follows, with the inter-AS TE objective:
Objective function (4.6) minimises the worst-case maximum inter-AS link utilization across all the 
inter-AS TMs. Constraint (4.7) enforces each TM scenario to respect the inter-AS link capacity 
constraints. Constraints (4.8) and (4.9) are identical to constraints (4.3) and (4.4). Constraint (4.10) 
enforces the e-robustness condition.
Contrary to the deterministic version, the robust outbound TE aims to optimise the network 
performance across a set of inter-AS TMs rather than for a particular TM. This robustness approach 
provides benefits, as those summarised in Section 4.2, to network providers. On the other hand, it is 
not surprising that the robust outboimd TE is NP-hard since it is an extension of the deterministic 
outbound TE, which is itself NP-hard [Bres03], If we set the number of scenarios \S\ -  1 and e ~ oo, 
the robust version then reduces to the deterministic one, which is NP-hard.
Minimize Max ——
V s s S , V j e J  Cj
(4.6)
subject to the following constraints:
(4.7)
V/c : Y,x( ~ 1 I J e O u t ( k ) (4.8)
j
Vhk  : x( e {0,1 } (4.9)
Z I> *  -tAhk) (4.10)
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4.4.4 Alternatives for Robust Outbound Traffic Engineering
Our implementation of the robust outbound TE is only one of several methods that can be used to 
help dimension a network when the inter-AS TM  is uncertain. Other intrinsic alternatives include a 
mean-value model and a worst-case model. When applied to the outbound TE, these models differ 
only in their structural distribution of traffic volume.
4.4 .4 .1  M e a n -V a lu e  M o d e l
In the mean-value model, each traffic demand of the mean inter-AS TM is defined to be
t{i,k) = £  ts ( i , k) / \S\  V / e I , k  e  K  (4.11)
s e S
where |Sj is number of inter-AS TMs. This mean inter-AS TM  is taken as input to solve the 
deterministic outbound TE problem, i.e. Eq. (4.1) -  (4.4).
4 .4 .4 .2  W o r s t -C a s e  M o d e l
In the worst-case model, each traffic demand of the worst-case inter-AS TM is defined to be
t{i,k) =  Max ts (i,k) V i e I ,k  e K  (4.12)
s e S
This worst-case inter-AS TM  is taken as input for solving the deterministic outbound TE. Note that 
the total traffic volume of this worst-case inter-AS T M  serves as upper bound of the other TMs.
4 .5  S im u la t io n  M e th o d o lo g y
In this section, we present our methodology to evaluate the effectiveness of the robust outbound TE.
4.5.1 Network Topology
We use two ISP topologies derived from the Rocketfuel POP level maps [Spri02] and follow the 
topology assumptions made in Chapter 3.6.1. Details of the two topologies are summarised in 
Table 4-3.
Topology
ID
Number of 
POPs
Number of border POPs (inter-AS 
links)
Inter-AS link  
capacity
topA 10 5 OC-12/STM-4
topB 20 10 OC-12/STM-4
Table 4-3: Network topology for robust inter-AS outbound TE
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4.5.2 Internet Destination Prefixes
Similar to the simulation scenario in Chapter 3.6.2, we consider 100 popular destination prefixes. 
We assume that each border POP has reachability to all of the considered destination prefixes.
4.5.3 Inter-AS Traffic Matrices
We generate synthetic inter-AS traffic matrices for our evaluation.
We generate a set of inter-AS TMs based on the methodology used in [Appl03] for generating 
intra-AS TMs: the TMs can vary within some known ranges or can be estimated within some 
known accuracy: the sources of errors or fluctuations in the base TM are well understood, so that 
their magnitude can be estimated [Wang05a][Telk02]. This range is denoted by an error margin 
parameter co > 1. We first generate a base TM, which can be thought of as our best estimation of 
the actual inter-AS TM, based on the methodology used in Chapter 3.6.3. The set of applicable 
inter-AS TMs, which we call evolved TMs, includes each TM’ such that for all i and k,
t (i , k)/co < t '(i,k ) <  co-t(i,k) (4-13)
These evolved TMs can be thought of as corresponding to random errors in TM estimation. This 
inter-AS TM generation process has also been adopted to evaluate many practical robust 
optimization problems [Kouv97] such as the robust knapsack problem. We remark that this TM 
generation process is just a simple attempt to model inter-AS traffic dynamics in a wide area 
network, as no synthetic model for the actual traffic behavior in real networks has been found in the 
literature.
4.5.4 Outbound TE Approaches for Performance Comparison
We compare the performance of the following outbound TE approaches in our simulations:
1) Deterministic: we run the deterministic outbound TE individually for each of the base and the 
evolved TMs. We then use each of these TE solutions to obtain the maximum inter-AS link 
utilization that would be achieved by the other TMs. In our simulation, we denote as "base” the 
deterministic optimization taking the base TM as input. Likewise, we denote as "first” the 
deterministic optimization taking the first of the evolved TM as input and so forth.
2) Statistical: we run the mean-value and the worst-case models described in Section 4.4.4. These 
models generate their inter-AS TMs using both the base and the evolved TMs. We denote as “mean” 
and "worst” the two models respectively.
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3) Robust: we run the robust outbound TE optimization by taking both the base and the evolved
TMs as input. We denote as “robust” this robust outbound TE approach.
4.5.5 P erform a nce  M e trics
The following performance metrics [Mulv95] are used to evaluate different outbound TE
approaches. For these metrics, lower values are better than high values.
1) Solution robustness: a TE solution is robust with respect to performance if it performs 
reasonably well under all inter-AS TMs. For this metric, we capture the worst-case (i.e. the highest) 
maximum inter-AS link utilization across the set of inter-AS TMs achieved by each outbound TE 
approach. We note that this set of inter-AS TMs includes the base TM, the evolved TMs and the 
mean inter-AS TM. However, the worst-case TM is not included because it has on average higher 
traffic volume than the other TMs.
2) Model robustness: a TE solution is robust with respect to feasibility if it remains feasible under 
any realization of inter-AS TM. We evaluate the inability of each outbound TE approach in finding 
feasible solutions that do not violate the inter-AS link capacity constraints (4.7).
3) Relative robust deviation: we capture the maximum (i.e. the highest) relative regret across the 
set of inter-AS TMs achieved by each outbound TE approach.
4.6  S im u la t io n  R e s u lts
All the outbound TE approaches presented in this chapter have been implemented using the AMPL 
modeling language [Ampl] and solved by the mixed integer nonlinear programming solver MINLP 
[Minlp]. The MINLP solver implements a branch and bound algorithm searching a tree whose 
nodes correspond to continuous nonlinear optimization problems. The continuous problems are 
solved using filterSQP, a Sequential Quadratic Programming solver, which is suitable for solving 
large nonlinear problems. We emphasise that it may be desirable to devise heuristics for the robust 
outbound TE to handle large-scale NP-hard optimization problems. However, since we aim at 
demonstrating the effectiveness of the SRO approach in managing traffic demand uncertainty, we 
therefore solve the outbound TE problem using mathematical programming. Nevertheless, we are 
motivated to devise efficient heuristics to solve the outbound TE problem as our future work.
An important element in our simulations is the generation of various inter-AS TMs. Following the 
methodology described in Section 4.5.3, we generate a base TM. For topologies topA and topB, we 
generate additionally three and five evolved TMs respectively.
Next, we present our simulation results for all the performance metrics.
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4 .6 .1 .1  E v a lu a t io n  o f  S o lu t io n  R o b u s tn e s s
In this section, we evaluate the solution robustness of different outbound TE approaches. Regarding 
the value of <?, we initially set it to °o and then evaluate its impact on inter-AS link utilization and 
relative regret in the subsequent section.
Figure 4-4 shows the worst-case maximum inter-AS link utilization as a function of error margin for 
topA and topB respectively. We observe a general phenomenon that the deterministic approach (i.e. 
“base”, “first”.. .“fifth”) is the worst performer under all values of error margin. This phenomenon 
is an expected result: in fact the TE solution optimised for a particular TM may no longer maintain 
its optimality for the other TMs which have different structural distribution of traffic volume. The 
performance gets worse when the error margin is large. In contrast, the statistical approach (i.e. 
“mean” and “worst”) has slightly better performance than the deterministic approach. For the 
mean-value model, since the mean inter-AS TM is a mixture of traffic characteristics of different 
TMs, it usually performs better than the deterministic approach that optimises for only one TM.
On the other hand, the worst-case model performs slightly better than the mean-value model since 
the worst-case of traffic demand characteristic is considered. This model, however, has two major 
drawbacks. First, the increased traffic volume in the worst-case inter-AS TM could lead to the 
situation where no feasible solution can be found by the algorithm if the available resources are 
scarce; this has been indicated in the figure when the error margin is large. Second, the worst-case 
model is overly conservative, which does not produce truly optimised performance. This has been 
demonstrated by the superior performance of the robust approach, in particular when the error 
margin is large. Unlike the other approaches, the performance of the robust approach degrades 
smoothly as the error margin increases. This shows that its performance is not overly sensitive to 
errors in TM measurement and estimation. On the whole, the robust approach has achieved better 
performance than both the deterministic and the statistical approaches.
We also show in Figure 4-5 the standard deviation (stdev) of the maximum inter-AS link utilization 
over the set of error margins achieved by each outbound TE approach. The higher the stdev, the 
more the sensitive to error margin changes. For fair comparison, stdev of the worst-case model is 
not included because the model produces a number of infeasible solutions under some values of 
error margin, while the other approaches produce feasible solutions at all values of error margin. 
The figure shows that the robust approach has the lowest stdev, meaning that it is not so sensitive to 
eiTor margin changes than the other outbound TE approaches. The statistical approach has the next 
lowest stdev. It is not surprising that the deterministic approach is the worst performer due to their 
optimization for only a particular inter-AS traffic matrix.
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4 .6 .1 .2  E v a lu a t io n  o f  M o d e l  R o b u s tn e s s
Constraint (4.2) or (4.7) enforces that a TE solution is feasible if no inter-AS link exceeds 100% 
utilization under all inter-AS TMs. Figure 4-4 shows that, when the error margin equals to 2.5 or 
above, the deterministic approach produces solutions with their worst-case maximum inter-AS link 
utilization over 100%. These solutions are produced as follows: the algorithm can find a feasible 
solution for a particular inter-AS TM. However, when the solution is applied to other TMs, the 
maximum inter-AS link utilization exceeds 100%. On the other hand, the statistical approach, in 
particular the mean-value model, performs slightly better than the deterministic approach. The clear 
winner is the robust approach, which does not produce any infeasible solution under all the values 
of error margin.
4 .6 .1 .3  E v a lu a t io n  o f  R e la tiv e  R o b u s t  D e v ia t io n
For the results presented in Figure 4-4, this section shows how much their performance deviates 
from the optimal one. We present the relative robust deviation results in Table 4-4. For brevity, we 
only show the results for error margin equal to 2.0. For all other values of error margin, we have 
observed similar behaviors.
In Table 4-4, each row represents the solution of an outbound TE approach while each column 
represents an inter-AS TM. The value of the table element c,y (that is row i, column j) corresponds to 
the relative regret that would result for TM j  if the solution of outbound TE approach i was 
implemented. Therefore, the values on the diagonal represent zero relative regret. The maximum 
relative regret under all the TMs for each outbound TE solution in the row is shown in bold and 
underline face. Note that, in Table 4-4, the worst case inter-AS TM in the column is not included 
because it has higher overall traffic volume than the other TMs, which is not applicable for 
performance comparison.
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M atrix  
TE S o lu tio iT ^ fc -^ ^
base first second third mean
base 0 1.0633 1.0981 1.0462 1.0442
first 1.1142 0 1.0771 1.0331 1.0153
second 1.1021 1.1259 0 1.0811 1.0544
third 1.0625 1.078 1.016 0 1.0204
m ean 1.025 1.0811 1.069 1.0907 0
w orst 1.0208 1.0141 1.0369 1.0927 1.0102
robust 1.0708 1.0128 1.0361 1.0745 1.0005
— .^traffic M atrix  
TE S o lu t io iT ^ fc ^ ^
base first second third fourth fifth mean
base 0 1.2041 1.0767 1.2483 1.2791 1.185 1.1567
first 1.1523 0 1.1333 1.2033 1.3354 1.1244 1.1138
second 1.2049 1.2862 0 1.2824 1.3044 1.3581 1.185
third 1.1893 1.1184 1.1467 0 1.2928 1.1275 1.1008
fourth 1.3256 1.295 1.3633 1.3763 0 1.4825 1.2909
fifth 1.3502 1.2967 1.2333 1.1795 1.3249 0 1.1768
m ean 1.1056 1.1359 1.1533 1.057 1.2061 1.1307 0
w orst 1.0912 1.1324 1.0816 1.2314 1.0835 1.1116 1.0892
robust 1.0678 1.1377 1.0616 1.1007 1.041 1.0398 1.0264
Table 4-4: Relative regret for co= 2.0 (top: topA, bottom: topB)
The results show that the solutions produced by the deterministic approach have the highest 
maximum relative regret. The robust approach is the best performer followed by the statistical 
approach. This phenomenon is similar to that in Figure 4-4; generally, the higher the worst-case 
maximum inter-AS link utilization, the higher the maximum relative regret.
4 .6 .1 .4  E v a lu a t io n  o f  e -ro b u s tn e s s
The main purpose o f  the robust outbound TE is to reduce the maximum relative regret (by the 
choice o f  e) with as little increase in the worst-case maximum inter-AS link utilization as possible. 
To illustrate this trade-off, w e used the constraint method o f  multi-objective programming [Coho78] 
to generate a tradeoff table between the worst-case maximum inter-AS link utilization and the 
maximum relative regret. In particular, w e first solved the problem with <e =  oo and recorded the two 
performance metrics; w e then set e equal to the maximum relative regret minus a small step down
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value (e.g. 0.2%) and re-solved the problem, continuing this process until no feasible solution could 
be found for a given value of e . We performed this simulation with the data set used in the 
preceding section (Section 4.6.1.3). The results are summarised in Table 4-5.
e M ax Util %  Increase M ax Rel Reg %  Decrease
00 64.94% 0 .0% 7.45% 0.0%
0.0725 65.1% 0.25% 6.59% 11.54%
0.0639 65.4% 0.67% 4.01% 46.17%
G M ax Util %  Increase M ax Rel Reg %  Decrease
OO 66% 0.0% 13.77% 0.0%
0.1357 66% 0 .0% 13.47% 2.17%
0.1327 6 6 .2% 0.3% 11.78% 14.45%
0.1158 67.8% 2.72% 9.4% 31.73%
0.092 68 .6% 3.93% 9.14% 33.62%
Table 4-5: Worst-case max. inter-AS link utilization vs. maximum relative regret (top: topA, bottom:
topB)
The column marked “e” gives the value of e used to solve the problem; “Max Util” is the 
worst-case maximum inter-AS link utilization; “% Increase” is the percentage by which the 
worst-case maximum inter-AS link utilization is greater than that of the found solution using e  =  o o ; 
“Max Rel Reg” is the maximum relative regret of the best found solution; and “% Decrease” is the 
percentage by which the maximum relative regret is smaller than that of the found solution using e
— OO.
We observe that large reductions in maximum relative regret are possible with only small increases 
in worst-case maximum inter-AS utilization. For example, the last solution in topology topA (topB) 
shows a 46% (34%) reduction in maximum relative regret with only less than a 1% (4%) increase in 
worst-case maximum inter-AS utilization. These results justify the use of the e-robustness 
approach since it costs very little to achieve robustness.
4 .6 .1 .5  R o b u s tn e s s  to  N o ise
We further evaluate the robustness of solutions achieved by the robust approach under an 
environment where noise is introduced to the inter-AS TMs. The noise can be thought of as the 
problems of getting exact traffic measurements. In a similar fashion to the method of generating 
evolved TMs, we derived a noisy version TM by adjusting each entry in the base TM by co. It is 
important to note that, in order to evaluate the robustness against unexpected noise, this noisy TM
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should have not been considered by the robust approach. Once the noisy TM is generated, it is 
applied to the solution produced by different outbound TE approaches.
Figure 4-6 shows the maximum inter-AS link utilization achieved by different outbound TE 
approaches for co equal to 2.0. The bar named “Noisy” shows the performance when the noisy TM 
is applied to the corresponding outbound TE solution, while the bar “Original” is the original 
performance of the outbound TE solution, as those were shown in Figure 4-4.
• 1  100 
N
Base First Second Third Mean Worst Robust
Outbound TE solutions
Outbound TE solutions
Figure 4-6: Robustness to noisy for co= 2.0 (top: topA, bottom: topB)
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As it can be seen in the figure, the robust approach produces the solution that has the lowest 
maximum inter-AS link utilization and is veiy close to the original one under the noisy environment. 
On the other hand, since the noise is arbitrarily generated for the traffic matrices, it is not surprising 
to see that the performances under noisy environment may be better than those under the original 
one, or vice versa. Nevertheless, the results demonstrate that the solution is robust to noise. 
However, this does not happen for the non-robust TE solutions.
4 .6 .1 .6  D is c u s s io n  o f  th e  R o b u s t  O u t b o u n d  T E  P e rfo rm a n c e
In the previous sections, we have evaluated the performance of robust outbound TE. Simulation 
results have shown that the robust TE approach produces better performance, in terms of worst-case 
maximum inter-AS link utilization, number of feasible solutions and relative regret, than 
non-robust outbound TE approaches. The robust TE approach can also guarantee the performance 
of the solution to be within a specified envelope from the optimal solution. In addition, it has high 
robustness against noise. We therefore conclude that this robust approach contributes to making the 
outbound TE performance more predictable.
4 .7  S u m m a r y  a n d  C o n c lu s io n
This chapter addressed the outbound TE in presence of inter-AS traffic demand uncertainty. 
Scenario-based robust optimization approach was used to model the uncertainty as a set of inter-AS 
TMs. We proposed a novel problem formulation for robust outbound TE and provided simulation 
results to access the performance of several commonly used techniques for robust outbound TE. 
The results showed that the scenario-based robust optimization, which runs optimization across a 
set of inter-AS TMs, significantly improves the solution and model robustness, while it also 
minimises the performance deviation (i.e. relative regret) from the optimal solutions. Its robustness 
against noise was also demonstrated.
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Chapter 5
5 Inter-AS Provisioning for End-to-End 
Bandwidth Guarantees
5.1 In t r o d u c t io n
Apart from optimizing IP network performance in terms of resource utilization as showed in 
Chapter 3 and 4 (resource-oriented), traffic engineering can also be used to achieve certain 
performance objectives for customer traffic (traffic-oriented). Due to the emergence of multimedia 
applications and services, the future-generation Internet is expected to provide end-to-end Quality 
of Service (QoS) guarantees. In situations where stringent end-to-end QoS is required, ensuring that 
an adequate bandwidth is guaranteed by each AS along the inter-AS route is essential to achieve 
relevant performance targets for the customer traffic [Zhan04]. Yet in practice, an AS is only 
capable of provisioning bandwidth guarantees within its own network. Extending bandwidth 
guarantees beyond its boundary requires the AS to agree the supply of sufficient bandwidth from 
downstream ASes. This bandwidth supply is likely to have a financial cost and therefore there is an 
economic incentive for an AS to carefully select its downstream ASes so as to minimise the cost of 
using that bandwidth.
Having purchased access to sufficient bandwidth from downstream ASes and the AS-owned 
network bandwidth, the AS needs to utilise both this purchased bandwidth and its own network 
capacity in the most effective way in order to provide bandwidth guarantees for the predicted 
customer traffic as well as to optimise the utilization of these resources. Traffic Engineering (TE) is 
a technique to optimise IP operational network performance and subsequently improve network 
QoS capabilities [Awdu02]. ISPs can thus use TE as an effective means for provisioning bandwidth 
guarantees to their customer traffic while optimizing network resource utilization.
Concatenation of bandwidth guarantees between ASes makes possible to provide an end-to-end 
guarantee between a source and a destination. These guarantees across ASes owned by different 
ISPs require some level of agreement between ASes, usually summarised in a negotiated Service 
Level Agreement (SLA). An SLA is an agreement between a user and a provider that describes the 
characteristics of a service, specifying in particular the supported QoS and the associated cost. 
However, given that the Internet consists of thousands of ASes, SLA negotiation between ASes has 
to be carefully managed in an effective and scalable manner. In this thesis, we adopt a cascaded
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negotiation model which allows ASes to build up end-to-end SLAs that provide end-to-end 
bandwidth guarantees. In this model, apart from route reachability information, each AS receives 
from adjacent downstream ASes a set of what we call bandwidth offers to named remote AS 
destinations. If an AS decides to accept a bandwidth offer, an SLA is established between the two 
ASes. The AS can then in turn make bandwidth offers to its upstream (customer) ASes; these offers 
reflect both the AS’ own resources and the SLAs established with the downstream ASes. The full 
set of SLAs enables all the ASes to support traffic with end-to-end bandwidth guarantees. However, 
the AS’ tasks of making appropriate decisions on which bandwidth offers to accept, how much 
bandwidth to purchase and how to allocate the bandwidth among traffic aggregates are non-trivial. 
Inappropriate bandwidth offer selection or traffic assignment could result in respectively high 
bandwidth cost or poor resource utilization. In order to obtain the best solutions, we propose a 
network dimensioning system that incorporates optimization modules that solve the two following 
problems based on traffic engineering techniques:
• how to determine an appropriate amount of bandwidth to be purchased from each 
bandwidth offer so that the total cost of the bandwidth provisioning is minimised;
• given the knowledge of the available intra-AS bandwidth and the bandwidth purchased 
from downstream ASes, how to assign routes to the predicted traffic aggregates so that 
bandwidth demand is met while optimizing network resource utilization.
We call these two problems the Inter-AS Bandwidth Provisioning and Traffic Assignment problems 
respectively. Our proposed network dimensioning system enables ASes to move from 
trial-and-error to a systematic approach for provisioning their end-to-end bandwidth guarantees.
The main contributions of this chapter can be summarised as follows:
• We propose a systematic network dimensioning system that can be used by ASes to 
achieve effective provisioning of end-to-end bandwidth guarantees. The network 
dimensioning system formulates two problems that respectively provide economic and 
engineering optimization, namely the inter-AS bandwidth provisioning and traffic 
assignment problems.
• We show that a heuristic approach can be used to solve the inter-AS bandwidth 
provisioning problem. To illustrate this, we use a genetic algorithm. Our proposed 
genetic algorithm optimises the bandwidth provisioning with 5%-30% and 75%-90% 
less bandwidth provisioning cost than a conventional heuristic and a random-based 
algorithm respectively.
• We use a greedy-penalty heuristic algorithm to solve the traffic assignment problem. 
Under the evaluated conditions, the proposed greedy-penalty heuristic results in 10%
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less total bandwidth consumption than a random-based algorithm.
The rest of this chapter is organised as follows. In Section 5.2 we review a cascaded model for the 
negotiation and agreement of inter-AS bandwidth guarantees. We then proceed to present the 
decomposition of the proposed network dimensioning system in Section 5.3. In Section 5.4 and 5.5, 
we formulate the inter-AS bandwidth provisioning and traffic assignment problems respectively, 
and propose algorithms to solve them. We present our simulation study to evaluate the proposed 
algorithms in Section 5.6. Finally, we conclude this chapter in Section 5.7.
5.2  C a s c a d e d  N e g o tia tio n  M o d e l
The provision of end-to-end bandwidth guarantees requires each intermediate AS on the path from 
the source AS to the destination AS to guarantee the agreed bandwidth. However, this cannot be 
realised without first negotiating and agreeing SLAs among the ASes. Since the Internet is a 
collection of a large number of ASes, attention needs to be paid to how to manage such negotiation 
and SLA establishment in an effective and scalable manner. In our work, we adopt a cascaded 
model, as proposed by the MESCAL project for negotiating QoS guarantees (e.g. bandwidth and 
delay) among ASes [Howa05].
The model is based on two concepts: (1) negotiation of bandwidth offers between ASes; (2) 
establishment of unidirectional SLAs between ASes for the agreed bandwidth. The key idea of the 
cascaded model is as follows. An AS offers bandwidth guarantees to its upstream ASes; each 
bandwidth offer specifies the remote destination(s), the available bandwidth (e.g., maximum 
offered bandwidth) and a cost, for example, per unit of bandwidth. These destinations are either in 
customer ASes or reachable through downstream ASes. An upstream AS in general receives 
multiple bandwidth offers for any given destination, and has to decide which one to accept. Each 
accepted bandwidth offer is then established as a unidirectional SLA. The AS can then in turn make 
bandwidth offers to its upstream ASes, by combining its local bandwidth capabilities with the SLA. 
This process continues in a cascaded maimer for further upstream ASes, and an end-to-end SLA 
chain can be built, with each SLA relying on the SLAs between downstream ASes.
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Figure 5-1: Cascaded negotiation model
Figure 5-1 illustrates an example. Let o-BWl be the bandwidth guarantee offered by AS1 towards 
destination ‘dest’. AS2 receives this offer o-BWI. We assume that AS2 decides to accept the
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bandwidth offer: AS2 then establishes an SLA with AS 1 (SLA2-1) for this bandwidth. Now AS2 has 
a bandwidth guarantee provided by AS1 for access to ‘dest’. AS2 can in turn extend this bandwidth 
guarantee by concatenating its local bandwidth capability with SLA2-1, and then offering a 
bandwidth (o-BW2) to AS3. o-B W2 is the minimum of (a) the local bandwidth capability that AS2 
is prepared to guarantee across its network and (b) SLA2-1. Now o-BW2 indicates the bandwidth 
guarantee from AS2 to destination ‘dest’. AS3 receives 0-BW2 from AS2 and it in turn repeats the 
decision process, possibly purchasing the offered bandwidth and establishing SLA3-2. In summary, 
once offers from other adjacent downstream ASes have been agreed as SLAs, an ISP may build new 
extended services upon cascaded existing ones.
The decision on which bandwidth offers to accept, and how to effectively utilise the established 
SLAs and the AS’ intra-AS resources is non-trivial. In the next section, we propose a network 
dimensioning system, incorporating TE mechanisms, to solve this problem and make the best 
decisions.
5.3 D e c o m p o s itio n  o f  th e  N e t w o r k  D im e n s io n in g  S y s te m
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Figure 5-2: Decomposition of the network dimensioning system
We consider two problems, an economic and an engineering one, that need to be solved for 
provisioning end-to-end bandwidth guarantees. First, an AS needs to determine the appropriate 
amount of bandwidth to be purchased from each adjacent downstream AS so that the total 
bandwidth provisioning cost is minimised. Second, given these available bandwidth resources 
defined in the SLAs and the local network’s bandwidth, the AS has to determine how to assign 
routes to the supported traffic in order to satisfy their bandwidth requirements while at the same 
time optimizing network resource utilization. We illustrate on Figure 5-2 a decomposition of a 
network dimensioning system which consists of several components. We envisage this system as
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being offline and running infrequently as part o f a resource provisioning cycle, e.g. in the order of 
weeks.
5 .3 .1  C o m p o n e n t s  o f  t h e  N e t w o r k  D im e n s io n in g  S y s te m
The proposed network dimensioning system consists of the following components:
Inter-AS Traffic Forecast predicts inter-AS traffic in the network for a period of time and records 
this information in an inter-AS traffic matrix.
Inter-AS Bandwidth Discovery discovers bandwidth offers from adjacent downstream ASes 
through offline techniques, e.g. advertisement. A  bandwidth offer is uniquely identified by a 
comiection point at which the offer is provided. Bandwidth offers are provided by adjacent ASes, 
and so the connection point, or inter-AS link on which it is offered, uniquely identifies the adjacent 
AS. Each bandwidth offer specifies a maximum bandwidth towards a remote destination prefix and 
is associated with a cost, for example per unit of bandwidth. Each bandwidth offer is represented by 
the tuple
<  e g r e s s  r o u t e r ,  a d j a c e n t  AS b o r d e r  r o u t e r  a d d r e s s  , r e m o t e  
d e s t i n a t i o n  p r e f i x ,  m a x im u m  o f f e r e d  b a n d w id t h ,  c o s t  >
Intet'-AS Bandwidth Provisioning (IBP) addresses the economic problem described in the 
beginning of this section. For the sake of service resilience and load balancing [Akel03], an 
increasing number of ASes have multiple connections to adjacent downstream ASes. As a result, an 
AS may receive multiple offers to each destination prefix from different adjacent downstream ASes. 
The goal of IBP is to take as input the inter-AS T M  and a set of bandwidth offers, and to produce as 
output an appropriate decision on which bandwidth offers to accept and the amount of bandwidth to 
be purchased from each of the accepted offers. Based on the IBP outcome, the AS will then 
establish SLAs (in our work called outbound provider SLAs) with the adjacent downstream ASes to 
contract the bandwidth guarantees. We assume that the establishment of outbound provider SLAs is 
performed by the component “provider SLA ordering” [Howa05], a process whose details are 
outside the scope of this chapter.
Traffic Assignment (TA) deals with the engineering problem described in the beginning of this 
section. The goal of TA is to take as input an inter-AS TM , a set of outbound provider SLAs that are 
established after the IBP phase, and the available bandwidth resources of the AS, i.e. intra- and 
inter-AS link capacities, and then to assign appropriate routes for the supported traffic so that the 
bandwidth requirements are met while at the same time optimizing network resource utilization. An 
assignment of the route includes selection of an outbound provider SLA, an inter-AS link and an 
intra-AS route for the supported traffic. The key output of the TA is a Traffic Assignment matrix 
that records the outbound provider SLAs, inter-AS links and intra-AS routes that have been selected
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for the supported traffic. Based on this matrix, an ISP can implement the TA solution by configuring 
the network accordingly.
5 .3 .2  I n t e r - A S  B a n d w id t h  O v e r p r o v is io n in g
We can employ overprovisioning in the IBP phase. This implies that some network resources are 
left unused so as to protect the core backbone from failures and to accommodate some degree of 
traffic demand fluctuation [Nucc05]. Oveiprovisioning is also the current solution adopted by some 
ISPs for QoS provisioning within their networks. For these reasons, we consider a certain amount of 
inter-AS bandwidth overprovisioning in our work. During the IBP phase, the AS should not merely 
purchase bandwidth that marginally accommodates the forecasted traffic demand, because the 
bandwidth guarantee may not be maintained i f  even a small traffic upsurge occurs. A  solution to this 
is to purchase more bandwidth than the forecasted traffic demand in order to insure against such 
traffic fluctuations. This also provides a buffer against inter-AS link failures, which may cause 
traffic to be shifted from one outbound provider SLA to another.
The task o f IBP is thus to decide an appropriate amount of bandwidth to be purchased from the 
adjacent downstream ASes by taking into account overprovisioning. To do so, we introduce an 
overprovisioning factor fover > 1.0 to specify the degree of inter-AS bandwidth overprovisioning. In 
principle, this factor is determined by considering the network’s traffic characteristics and the target 
link utilization. However, since optimization of fover is not the subject of our work, we assume that a 
single value is used to represent the optimal overprovisioning that has already been determined by 
the ASes. The concept of oveiprovisioning factor has also been used by other researchers, for 
example [Nucc05].
Inter-AS bandwidth oveiprovisioning is implemented as follows. I f  t(i,k) denotes the average 
demand of an inter-AS traffic flow aggregate, we define an inflated traffic flow, t’(i,k) -  t(i,k) • fover.
5 . 4  O p t i m a l  I n t e r - A S  B a n d w i d t h  P r o v i s i o n i n g
In this section and the next, we present the problem statement, formulation and algorithms of both 
the IBP and the TA problems.
Figure 5-3 illustrates an AS topology with the key elements of the IBP problem. A  set of border 
routers is connected to adjacent ASes. An ingress (or egress) router is the border router that receives 
(or sends) traffic from (or to) an adjacent AS. Each border router is associated with one or more 
inter-AS links. Each bandwidth offer is associated with a single inter-AS link. Each border router 
may receive multiple bandwidth offers for a remote destination prefix from different adjacent 
downstream ASes through different attached inter-AS links, for example, the top left border router
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in Figure 5-3. Each inter-AS traffic flow enters the AS through a designated ingress router. 
Downstream ASes
Inter-AS traffic—
<Ingress point. Remote Prefix. Bandwidth?-
Figure 5-3: Elements of the inter-AS bandwidth provisioning problem
We define the total inter-AS bandwidth provisioning cost to be the total charge an AS pays for 
purchasing bandwidth from its adjacent downstream ASes. We consider both linear and concave 
charge cost functions to reflect the effects of economies of scale in the pricing of inter-AS 
bandwidth capacity. The inter-AS bandwidth provisioning problem can be summarised as follows:
Given a set o f bandwidth offers from adjacent downstream ASes, an inter-AS traffic matrix and 
a physical network topology, determine an appropriate amount o f bandwidth to be purchased 
from each bandwidth offer so that the total inter-AS bandwidth provisioning cost is minimised 
while respecting the capacity constraints o f the inter-AS links.
In solving the IBP problem we assume that the inter-AS traffic is non-splittable. This method not 
only can determine the appropriate amount of bandwidth to be purchased but also ensures that each 
traffic flow will be accommodated by at least one SLA during TA without causing the traffic to be 
split.
Note that some types of ASes, such as tier 2 and 3, may have both peering and customer-provider 
connections with adjacent ASes. A peering connection between two ASes refers to the case where 
each AS carries a similar amount of customer traffic from the other AS for free. On the other hand, 
a customer-provider connection refers to the case where the provider charges the customer for 
carrying traffic across its network. The IBP description in Section 5.3 assumed that an AS has only 
customer-provider connections with its adjacent downstream ASes and that a cost is associated with 
each bandwidth offer. In fact, peering connections can also be considered by IBP. In this case, the 
cost of bandwidth is typically zero and the maximum bandwidth will represent the agreed amount 
of traffic to be exchanged.
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5 .4 .1  I n t e r - A S  B a n d w id t h  P r o v is io n in g  P r o b le m  F o r m u la t io n
Notation Description
- General notation -
K A set of downstream destination prefixes, indexed by k
I A set of ingress routers, indexed by i
J A set of egress routers, indexed by j
fover Overprovisioning factor
t(i,k) The volume o f inter-AS traffic demand entering the AS at ingress router i e l  
heading towards destination prefix ksK . It is considered by the TA problem
t’(i,k) Inflated traffic flow t(i,k). It is considered by the IBP problem
Out(k) A set of bandwidth offers that has reachability to destination prefix k
NEXTj A set of next hop addresses (addresses of the border routers in adjacent 
downstream ASes) that is associated with egress router j  eJ
r ‘v/ inter Capacity of the inter-AS link that connects egress router j  to next-hop address 
ne NEXTj
bWin"er Residual bandwidth of CL
C L Capacity of intra-AS link /
b\Vintra Residual bandwidth of c L
- Notation used in IBP -
oB w i" A bandwidth offer that is associated with destination prefix k and is advertised through the inter-AS link that connects egress router j  to next-hop address n
MaxBwi" Maximum bandwidth of the offer o B w l "
chg J; A charge per unit bandwidth for o B w f
A variable indicating whether traffic flow t ’(i,k) is assigned to bandwidth offer
oBwt'
y j:n A variable indicating whether the bandwidth offer oB w i" is selected
Notation used in TA -
pSLAjk" Outbound provider SLA of the bandwidth offer 0Bwi
pSLACJkn Contracted bandwidth specified in outbound provider SLA pSLAJf
pSLABwf Residual bandwidth o fpSLACf
distku Number of hops on the intra-AS route between ingress router i and egress 
router j  towards destination prefix k
Pij A  set of feasible intra-AS routes between ingress router i and the egress router 
j  to which the selected outbound provider SLA is associated.
Wijt A  variable indicating whether path p e  Py is chosen to realize the traffic flow
t(i,k)
iZi,k A variable indicating whether traffic flow t(i,k) is assigned to outbound 
provider SLA pS L A f
Ti, A variable indicating whether traffic flow t(i,k) is assigned to intra-AS link /
Table 5-1: Notation used for inter-AS provisioning
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We formulate IBP as an integer programming problem. Table 5-1 shows the notation used
throughout this chapter. The objective of the IBP problem is to minimise the total IBP cost:
M in im ize  £ £  x i y c h g f (5-1)
i e l  k e K  o B w (k ,j,n )e O tit(k )
Subject to:
X  X  Xn '1 /c) -  d'L  v O’>n) where/ gJ,ug NEXT. (5.2)
i e l  k e K
X x i ’k ’ * ' (*>-  MaxBwi" V(Ar, j,n) where k e K,j  <= J,n g NEXfi. (5.3)
iel
x ^ y J: * m  (5-4)
xfk -  y J'k V(i,/c}/ ,« )  where i g I,k g K,j  g J,n g NEXTj (5.5)
X Xi'k= 1 v (+/c) where i t f k e K  (5.6)
oB w (k,j,n )eO ut{k)
X  J? V(A:,/) where k e K , j e J  (5-7)
neNEXTj
Constraint (5.2) ensures that no inter-AS link carries traffic exceeding its capacity. Constraint (5.3) 
ensures that no bandwidth offer carries traffic exceeding its maximum capacity. Constraint (5.4) 
ensures that the discrete variables assume binaiy values. Constraint (5.5) ensures that, whenever 
traffic flow t ’(i,k) is assigned to bandwidth offer oBwi'" > then this bandwidth offer must have been 
selected. Constraint (5.6) ensures that only one bandwidth offer is selected for each inter-AS traffic 
flow. Hence, traffic splitting over multiple bandwidth offers is not considered in our work. 
Constraint (5.7) ensures that only one of the bandwidth offers, which are advertised at a border 
router through different inter-AS links, is selected for each remote destination prefix. This 
constraint ensures the BGP rule that only one route toward a remote destination prefix is selected as 
the best route. This makes the IBP implementation easier through BGP configuration.
5 .4 .2  M o d i f i e d  I n t e r - A S  B a n d w id t h  P r o v is io n in g  P r o b le m
We assume that when multiple bandwidth offers towards the same remote destination prefix are 
present at a given border router, the AS has already determined the best one as a candidate 
bandwidth offer. Thus, each border router w ill consider at most one bandwidth offer towards each 
remote destination prefix. The decision o f selecting the best bandwidth offer might be based on 
business factors such as the relationships between ASes and the reputations of adjacent downstream 
ASes. As a result of this assumption, constraint (5.7) is automatically enforced. Nevertheless, the
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revised IBP problem is still challenging because of its NP-hardness, which we show in the next 
section.
5 .4 .3  N P - H a r d n e s s  o f  t h e  I n t e r - A S  B a n d w id t h  P r o v is io n in g  P r o b le m
In this section, we show that the inter-AS bandwidth provisioning problem is NP-hard. The proof 
given in [Bres031] has shown that the inter-AS TE optimization problem, which consists of 
analogous objective function (5.1), constraints (5.2) and (5.6), is NP-hard by mapping the problem 
to the Generalised Assignment Problem (GAP) which is known to be NP-hard. Given the additional 
constraints (5.3)-(5.5) and (5.7) on the inter-AS TE optimization problem, the IBP problem is 
therefore NP-hard. More specifically, as two types of resource (i.e. capacities of inter-AS link and 
outbound provider SLA) are consumed for traffic flows, the IBP problem can also be shown to be an 
extended version of the GAP, Multi-Resource Generalised Assignment Problem, which is known to 
be NP-hard [Gavi91].
5 .4 .4  A  L o w e r  B o u n d  o f  t h e  I n t e r - A S  B a n d w id t h  P r o v is io n in g  P r o b le m
Since the IBP problem is NP-hard, it is not in general possible to efficiently find an optimal solution 
in order to compare with the performance of our proposed IBP algorithms. Therefore, we need to 
derive an approximated optimal solution that can be obtained efficiently by relaxing some 
constraints. This approximated optimal solution is thus a lower bound of the IBP problem. A  lower 
bound typically has better result than the optimal solution because some problem constraints are 
relaxed. However, due to the relaxation, it is not a valid solution to the problem. Nevertheless, the 
lower bound is a good approximation of an optimal solution for heuristic algorithms to compare 
their performance. We show the derivation of a lower bound for the IBP problem as follows.
We derive a lower bound by relaxing some IBP problem constraints. First of all, BGP-compliant 
constraints (5.5) and (5.7) are automatically enforced by our assumption that each border router has 
only considered the best candidate bandwidth offer towards each remote destination prefix. Second, 
we relax the non-bifurcation integer constraint (5.4). In many practical situations, integer 
programming problems, which require all variables to be integers, are NP-hard. Instead, a linear 
programming problem that has only non-integer variables can be generally solved efficiently in the 
worst case. Therefore, we relax the variable in constraint (5.4) to
0 ^  x i ’k —  ^ j non-integer (5-8)
Finally, we find that a lower bound can be readily calculated by the following method i f  inter-AS 
link capacity constraint (5.2) is relaxed. Relaxation of a capacity constraint means that the 
constraint is simply ignored based on the assumption that capacity is large enough to accommodate
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the traffic.
Given Priow — Min ChgJk and Pr high — Max ChgJk’11 we can define
bk ~ 2  2  MaxBwi’" | Chgkn - y /  V p riow <y/ < Priligh and k e K (5.9)
jeJ ns Next j
where bfrO  is the sum of maximum capacity of all the bandwidth offers to remote destination 
prefix Ic with a charge equal to if/, and
where rf* > 0 is the sum of bandwidth demands of all the traffic flows to remote destination prefix k.
For each traffic demand dk towards remote destination prefix k, we first attempt to assign it to the 
lowest cost bandwidth offer. I f  the lowest cost bandwidth offer cannot entirely accommodate the
lowest cost bandwidth offer. This traffic demand assignment iterates until the bandwidth offer with 
a particular cost can entirely accommodate the traffic demand. A  lower bound is calculated based on 
the traffic assigned to each bandwidth offer and its associated cost. A  lower bound, using the 
abovementioned method, can be calculated by
For a particular cost if/, the max function determines the residual traffic demand that has not been 
allocated to the bandwidth offers that have lower cost than the one being considered. The min 
function attempts to assign this residual traffic demand to the bandwidth offer with the cost 
currently being considered. The inner summation symbol considers all bandwidth offers toward a 
remote destination prefix with different costs. The outer summation symbol considers all the remote 
destination prefixes. Hence, a lower bound can be computed efficiently.
5 .4 .5  A  G e n e t ic  A l g o r i t h m
In the previous section, we proved the IBP problem to be NP-hard. We therefore propose an 
efficient Genetic Algorithm (GA) to obtain a near-optimal solution of the IBP problem. The reason 
for using GA is that it is likely to obtain solutions close to the global optimum and is not 
contained by local optima that are often achieved by using simple greedy heuristics [Mard99],
(5.10)
traffic demand due to capacity limitation, then the residual demand will be assigned to the next
(5.11)
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5 . 4 . 5 . 1  O v e r v i e w  o f  t h e  G e n e t i c  A l g o r i t h m
Genetic Algorithm [Holl75] is an algorithm that operates by the natural selection of ‘survival of the 
fittest’ . It has been successful in solving many large-scale optimization problems. In a GA, feasible 
solutions are encoded as chromosomes using suitable representation schemes. A  set of 
chromosomes forms a population. Each chromosome can be either a good or bad solution to the 
problem, indicated by a fitness value. This fitness value is evaluated by a fitness function, typically 
the objective function to be optimised. According to the principle of ‘survival of the fittest’, fittest 
chromosomes are selected to produce child chromosomes by the process of reproduction which 
consists o f two operators: crossover and mutation. A t each generation, some child chromosomes are 
produced and unfit chromosomes are replaced by the fittest child chromosomes. The population 
thus evolves through generations and its average fitness is expected to improve with each 
generation. Finally, the population converges to the best chromosome to the problem. Thus, the best 
solution is obtained for the given number of repetitions. Figure 5-4 shows the basic steps of a 
classical GA.
Procedure GA 
{
initialize population;
while termination condition not satisfied
do
{
evaluate the fitness of each chromosome 
select chromosomes for reproduction
apply genetic operators (crossover and mutation) to create child chromosomes 
replace unfit chromosomes with child chromosomes
}
}
Figure 5-4: Genetic algorithm
5 . 4 . 5 . 2  A  G e n e t i c  A l g o r i t h m  A p p r o a c h  t o  I B P
To solve the IBP problem, we modify and extend the GA [Chu97] proposed for solving the 
Generalised Assignment Problem [Mart90]. Our GA was also used in Chapter 3 to produce multiple 
equal-cost inter-AS TE solutions, each is extracted from a chromosome, for the nested optimization. 
The steps of our GA are described as follows:
Step 1. Create a feasibility mapping table which maps all the feasible bandwidth offers to each 
inter-AS traffic flow. A  bandwidth offer oBwi'" is feasible for an inter-AS traffic flow t ‘(i,k) i f  the 
following constraints are satisfied:
o B w i’" e  O u t(k )  (5.12)
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t \ i , k ) < c : (5.13)'  7 '  Ls inter
t \ i , k )  < M a x B w i (5.14)
Constraint (5.12) ensures that the remote destination prefix in the bandwidth offer matches the 
requested remote destination prefix of the traffic flow. Constraints (5.13) and (5.14) ensure 
respectively that the bandwidth demand of the traffic flow does not exceed the capacity of either 
the inter-AS link to which the bandwidth offer is associated or the maximum capacity of the 
bandwidth offer. These constraints, however, do not guarantee that constraints (5.2) or (5.3) are 
met for the entire chromosome.
Step 2. Generate an initial population of C randomly constructed chromosomes. Figure 5-5 shows 
a representation of an individual chromosome which consists of T genes where T is the number of 
inter-AS traffic flows and each gene represents an assignment between a traffic flow and a 
bandwidth offer. The identifier given to each traffic flow represents each inter-AS traffic flow 
t’(i,k). Let S,m c  = <kj,n>  represent the bandwidth offer oBwk" that has been assigned to traffic
flow f(i,k) in chromosome ceC . Each gene of the initial chromosomes is generated by randomly 
assigning a feasible bandwidth offer to each traffic flow according to the feasibility mapping table 
produced in step 1. Note that an initial chromosome may not be a feasible solution since the 
capacity constraint (5.2) or (5.3) could be violated.
J Traffic 
flow
1 2 ■ 1 * T -l T
Bandwidth
offer
o-BW l 0-BW2 o-BWin o-BWn
Figure 5-5: Representation of an individual’s chromosome
Step 3. Decode each chromosome to obtain its fitness value. The fitness of chromosome c is equal 
to the total inter-AS bandwidth provisioning cost, given by
~E Z  Chs ( , v.k).c ) • V, (5.15)
iel keK
The negative sign reflects the fact that a solution with lower cost has higher fitness. We define 
Chg(slV k)c)'t \ i ,k)  to be the IBP cost for the traffic flow t'(ijc). I f  the chromosome contains an
infeasible solution, a common approach is to penalise its fitness for the infeasibility. Instead of this, 
we adopt the approach in [Chu97] and associate an unfitness value for each chromosome. The 
unfitness value o f chromosome c is the degree of infeasibility of the chromosome, which equals the 
amount of violated capacity summed over all the inter-AS links and all the bandwidth offers,
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j e J  n e  N ext j
£  £  Max 00 . £
i'e/  ,keK:S,.(ik)c- < k , j ,n >
(5.16)
Y Y u T L  Max °> ZkeK jeJ neNextjl  I ieI:S,y k)c=<k,j,n>
With the separation of fitness and unfitness values, chromosomes can be evaluated in a 
two-dimensional plane, so the selection and replacement can direct the search towards feasible 
solutions by replacing highly unfit chromosomes with lightly unfit or entirely fit chromosomes.
Step 4. Select two parent chromosomes for reproduction. We use the pairwise tournament selection 
method. In pairwise tournament selection, two individual chromosomes are chosen randomly from 
the population and the one that is fitter (higher fitness value) is selected for a reproductive trial. Two 
paiiwise tournament selections are held, each of which produces one parent chromosome, in order 
to produce a child chromosome.
Step 5. Generate two child chromosomes by applying a simple one-point crossover operator on the 
two selected parents. The crossover point pco is randomly selected. The first child chromosome 
consists of the first pco genes from the first parent and the remaining (n -  pco) genes from the second 
parent. The second child chromosome takes the parent genes that have not been considered by the 
first child chromosome.
Step 6. Perform a probabilistic mutation on each child chromosome. The mutation simply 
exchanges elements in two selected genes (i.e. exchange the assigned bandwidth offers between 
two randomly selected traffic flows) without violating constraints (5.12) -  (5.14).
Step 7. The fitness and unfitness values of child chromosomes can be improved by applying the 
following two problem-specific heuristic operators:
Heuristic-A: For each inter-AS traffic flow that has been assigned to an infeasible 
bandwidth offer such that either capacity constraint (5.2) or (5.3) is violated, find a 
feasible bandwidth offer that incurs the lowest IBP cost for the traffic flow. Denote At'(i,k) 
the difference between the original IBP cost induced by the traffic flow and the new IBP 
cost after the traffic flow has been reassigned to a feasible bandwidth offer. Among those 
inter-AS traffic flows, select the one with the lowest At'(i,k) and assign it to the 
corresponding selected feasible bandwidth offer. This heuristic operator iterates at most 
H times where H is a parameter that optimises the algorithm’s performance or stops 
when no inter-AS traffic flows have been assigned to infeasible bandwidth offers.
Heuristic-B: For each inter-AS traffic flow, find a feasible bandwidth offer that produces 
the lowest IBP cost. I f  such a feasible bandwidth offer has been found, reassign the
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traffic flow to it.
Heuristic-A aims to reduce the unfitness value of the child chromosome by reassigning traffic flows 
from infeasible to feasible bandwidth offers while keeping the total IBP cost as low as possible. 
Heuristic-B attempts to improve the fitness of the child chromosome by reassigning traffic flows to 
feasible bandwidth offers with lower costs.
Step 8. Replace two chromosomes in the population by the improved child chromosomes. In our 
replacement scheme, chromosomes with the highest unfitness are always replaced by the fitter child 
chromosomes. I f  no unfit solution exists, the lowest fitness ones are replaced.
Step 9. Repeat step 4 -8  until Ncd child chromosomes have been produced and placed in the 
population.
Step 10. Check if  the GA termination criterion is met. The termination criterion is that either both 
the average and the best fitness over all the chromosomes in the two consecutive generations are 
identical or once the selected number of iterations, Nih has been reached in order to avoid excess 
algorithm execution time. Steps 4 -9  iterate until the termination criterion is met.
5 .4 .6  T i m e  C o m p le x i t y  o f  t h e  P r o p o s e d  G e n e t ic  A lg o r i t h m
In this section, we analyze the time complexity of the proposed GA.
Theorem 1. The worst-case time complexity of the GA is 0 (Nit • NCd • Hnm).
Proof. Denote by m the number of bandwidth offers, n the number of traffic flows and c the number 
of chromosomes. The creation of the feasibility mapping table in step 1 of the GA could be done in 
0(mn) time. The generation of chromosomes in step 2 could be done in O(cn) time. The decoding of 
chromosomes in step 3 could be done in O(cn) time. The small worst-case time complexity of 
lightweight steps 4-6 can be simply ignored. The problem-specific Heuristic-A requires O(Hnm) 
time while Heuristic-B requires 0(mn) time. Since each child chromosome is decoded followed by 
the two heuristic operations, the entire step 7 requires 0(n+Hnm+mn) time. Since A# child 
chromosomes are produced, the iteration in step 9 requires 0(Ncd • (n+Hnm+mn)) time. The GA 
runs until the termination criterion in step 10 is met, which takes at most Nit iterations. Compared to 
the high time complexity of the iteration from step 4 to step 10, the time complexity from step 1 to 
step 3 could be ignored. After summarizing and simplifying the above analysis, the overall 
worst-case time complexity of the GA is 0(Nit • Ncd • Hnm).
5.5 Optimal Traffic Assignment
Let us assume that the bandwidth offers selected by the IBP (Section 5.4) have now been accepted
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and configured as a set of outbound provider SLAs. Given this set and the available bandwidth 
capacity within the AS, we now consider how to assign routes to the traffic so as to meet the traffic’s 
bandwidth requirements.
Source Destination
©
Inter-AS
link
 v -------------------
®
Outbound Provider SLA
©
Intra-AS
route
Figure 5-6: Essential components for end-to-end bandwidth guarantee
Figure 5-6 shows that from the viewpoint of AS-1, a route to the destination can be decomposed 
into three parts: (1) the intra-AS route, (2) the inter-AS link and (3) the inter-AS route from the 
downstream AS (AS-2) to the destination AS (AS-3). Sufficient bandwidth must be provisioned in 
all parts of this route in order to satisfy the bandwidth demand. Once the outbound provider SLA is 
known, the available bandwidth resource on any part of the route is known to the AS: the intra- and 
inter-AS links are owned by the AS and the available bandwidth from the downstream AS to the 
destination AS is guaranteed by the outbound provider SLA. As a result, the TA problem can be 
defined as follows:
Given a set of outbound provider SLAs, an inter-AS TM and a physical network topology, 
assign end-to-end routes to the supported traffic so that the bandwidth requirement is satisfied 
while optimizing network resource utilization. A route assignment includes the selection of an 
outbound provider SLA, an inter-AS link and an explicit intra-AS route from the ingress router 
to the egress router where the selected outbound provider SLA is associated.
We assume that explicit intra-AS routes are implemented by MPLS. In addition, there are many 
optimization criteria for network resource utilization, such as minimizing resource consumption or 
load balancing. For simplicity, the network resource utilization used in our work is a general metric, 
the total bandwidth consumed in carrying traffic across the network.
5 .5 .1  T r a f f i c  A s s ig n m e n t  P r o b le m  F o r m u la t io n
As with the IBP problem of Section 5.4, we formulate the TA problem as an integer-programming 
problem. The fundamental objective is to provide bandwidth guarantees to inter-AS traffic by 
satisfying their bandwidth demands. We define the bandwidth demand of an inter-AS traffic flow 
t(i,k) to be met if  the following constraints are satisfied:
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There exists at least one feasible pathjfpati, sPj j  from ingress router i to egress router 
j  to which the selected outbound provider SLA is associated , i.e. (5.17)
M in  bwLtxa
Vtefpalh
bwi'/ter Z . t ( i , k )  (5.18)
p S L A B w (k ,j,n ) > t(i,k )  (5 .19)
Constraint (5.17) ensures that there exists at least one feasible path between the ingress point and 
the selected egress point, and the bottleneck bandwidth of the path is not less than the bandwidth 
demand of the traffic flow. Constraints (5.18) and (5.19) ensure that the inter-AS link and the 
outbound provider SLA respectively have sufficient bandwidth to accommodate the traffic flow.
The objective of minimizing the total bandwidth consumption within the network can be translated 
to the problem of minimizing the total number of hops that a traffic flow must traverse in the 
network, i.e.
M in im iz e  £ £  £  z i y d i r i y t { i , k )  (5 20)
i e l  k e K  o B \v (k ,j,n )e O tit(k )
Subject to:
VC/.H) where j e  J ,H e /Z E S T , (5.21)
i e l  k e K
Z Z r ! , W ( U ) ^ c L  V I  e E  (5.22)
i e l  k e K
S z i :  ’d h k )  5s p S L A C f  V(/t, j , /i) where k e  K , j  e  J ,n  g  NEXTj (5.23)
i e l
(5 -24 )
2 ]  z t : ^  V(z,/c) where i g I J c g K  (5.25)
oBw(k,j ,n)eOul(k)
X  W*!l- =  1 V(z,&) where i e I , k e K  (5.26)
pepij
t!,a- ^  w l k  i  h) where / e p ,  p  e P. . , i  g I J c g K  (5.27)
Constraints (5.21), (5.22) and (5.23) ensure that the total traffic assigned to the inter-AS link, the 
intra-AS link and the outbound provider SLA do not exceed their respective capacities. Constraint
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(5.24) ensures the discrete variables assume binary values. Constraint (5.25) ensures that only one 
outbound provider SLA is selected for each traffic flow. Constraint (5.26) ensures that each traffic 
flow t(i,k) is routed along a single intra-AS route in order to preserve scalability and minimise 
network management complexity. Constraint (5.27) ensures that, whenever traffic flow t(i,k) is 
assigned to intra-AS link /, then the path to which / is associated must have been selected. Moreover, 
given the lossless property of the links, an additional constraint that has not been presented is the 
flow conservation constraint which ensures that the traffic flowing into a node must equal the traffic 
flowing out of the node for any intermediate node.
Although the TA problem formulation has been presented, we find that it can be simplified by 
neglecting the inter-AS link capacity constraint.
Lemma 1: Given that the IBP phase has been successfully completed, the inter-AS link capacity 
constraint can be neglected, since the outbound provider SLA bandwidths satisfy the inter-AS link 
capacity constraint.
Proof: An inter-AS link (j,n) is considered. According to constraints (5.2) and (5.3) of the IBP 
problem, the total bandwidth purchased from the bandwidth offers (i.e. the outbound provider SLAs) 
that are associated with the inter-AS link must not exceed the link capacity, i.e.
Z p S L A B Wf < c Z  (5.28)
k e K
Equation (5.28) concludes that the inter-AS link capacity constraint is satisfied i f  the outbound 
provider SLA constraint is satisfied. This conclusion applies to all the inter-AS links and the 
outbound provider SLAs associated with the links. Hence, the inter-AS link capacity constraint 
(5.21) of the TA problem can be simply neglected as long as the outbound provider SLA bandwidth 
constraint (5.23) is considered.
5 .5 .2  N P - H a r d n e s s  o f  t h e  T r a f f i c  A s s ig n m e n t  P r o b le m
In this section, we show that the TA problem is NP-hard. As introduced at the beginning of Section 
5.5, the TA problem consists of two sub-problems: (1) optimal selection of outbound provider SLA  
and the associated inter-AS link; (2) optimal selection of intra-AS route. We assume that the first 
sub-problem is pre-determined. In other words, each traffic flow is pre-assigned to an outbound 
provider SLA. The second part of the TA problem, i.e. the optimal selection of intra-AS route, is to 
find an optimal route for each traffic flow from the ingress router to the egress router where the 
selected outbound provider SLA is associated. It has been shown in [Mitr99] that this intra-AS 
optimal routing problem can be mapped to the Multicommodity Flow Problem (MFP) [Pior04]. 
Since the TA problem does not allow arbitrary traffic splitting, i.e. constraint (5.26), it is a version of
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the Integral MFP which is known to be NP-hard [Pior04], Hence, the TA problem is NP-hard.
5 .5 .3  A  H e u r is t ic  A l g o r i t h m  f o r  t h e  T r a f f i c  A s s ig n m e n t  P r o b le m
In comparing the two problems in the network dimensioning system, the complexity of the TA  
Problem is higher than the IBP problem, in terms of number of decision variables and constraints. In 
addition, the TA is performed more frequently than the IBP: network capacity expansion is usually 
less frequent than traffic engineering. Based on these reasons, the algorithm for solving the TA  
problem should be more efficient than the IBP algorithm. In general, a GA can produce a better 
performance but with higher time complexity than simple greedy-based heuristics. Due to the 
higher complexity of the TA problem, we do not consider using GA to solve the TA problem as we 
did for the IBP problem. Instead, we present a simple and efficient greedy heuristic algorithm to 
solve the TA problem, namely a greedy-penalty heuristic,
Greedv-venaltv heuristic: It is possible that the order in which traffic flows are assigned to 
outbound provider SLAs may produce different selection results. For example, i f  we take a traffic 
flow t(i,k) =  2, we might assign it greedily to some outbound provider SLA pSLAJk'" with intra-AS 
distance disttj =  3. In this case, the total bandwidth consumed equals 6. I f  on the other hand we
allocate it later in the process, the outbound provider SLA may not have sufficient bandwidth 
because its bandwidth has been allocated to other traffic flows and the considered traffic flow might 
have to be assigned to another outbound provider SLA pSLAJf}"' , for example, with distil = 6 . As
a result, the total bandwidth consumed equals 12. In this case, we have a penalty on the 
consumption of additional bandwidth (i.e, 1 2 - 6  =  6) and we use penalty to refer to this value. A  
penalty-based algorithm aims to minimise the number of hops a flow must traverse by placing 
customer traffic flows in certain order according to penalty. We propose a greedy-penalty heuristic 
algorithm that takes into consideration the penalty value. Such an algorithm has also been proposed 
to solve the GAP [Mart90].
Step 1 For each unassigned traffic flow, we measure the desirability of assigning it to each feasible 
outbound provider SLA that satisfies constraint (5.19). The desirability is the total bandwidth 
consumed by the traffic flow along the infra-AS route between the ingress and the egress router with 
which the outbound provider SLA is associated (i.e. the number of intra-AS hops times the 
bandwidth demand). Intra-AS route computation is done by Constrained Shortest Path First (CSPF) 
[Osbo02], which finds a route that is shortest in terms of hop while satisfying the bandwidth 
requirement. The smaller the desirability, the smaller amount of bandwidth to be consumed, and 
thus the better the selection.
Step 2 Compute penalty for each unassigned traffic flow, being the difference between the
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desirability of the traffic flow’s best and second best selection (i.e. the two outbound provider SLAs 
which yield the smallest desirability). I f  there is only one feasible outbound provider SLA with 
sufficient spare capacity to accommodate the traffic flow, we need to set penalty to infinity and 
immediately assign the traffic flow to it. Otherwise, this feasible outbound provider SLA may 
subsequently become unavailable, resulting in an invalid solution.
Step 3 Among all unassigned traffic flows, the one yielding the largest penalty is placed with its 
best selection. I f  multiple traffic flows which have the same largest penalty exist, the one with the 
largest bandwidth demand is placed. I f  there are several such traffic flows, one is chosen randomly.
Step 4 Once the outbound provider SLA is selected, the requested bandwidth is allocated on the 
corresponding selected intra-AS route and the outbound provider SLA to establish an end-to-end 
bandwidth guaranteed route. We iterate step 1 to step 4 until all the traffic flows have been 
considered.
5 .5 .4  T im e  C o m p le x i t y  o f  th e  G r e e d y - P e n a l t y  H e u r is t ic
In this section, we analyze the time complexity of the greedy-penalty heuristic.
Theorem 2: The worst-case time complexity of the greedy-penalty heuristic algorithm is 
0(n2m(]V\log\V\ + \E\».
Proof: The path computation of the CSPF can be implemented by first eliminating all intra-AS links 
that do not have sufficient bandwidth for a traffic flow and then running a Dijkstra-based minimum 
hop count algorithm on the remaining graph. The time complexity of a Fibonnaci-heap 
implementation of the Dijkstra algorithm is 0(\ V\log\ V\ + \E\) where | V\ and [El are the number of 
nodes and links in the network respectively [Corm90], The desirability of assigning a traffic flow to 
an outbound provider SLA is known once the corresponding intra-AS route is found. The 
greedy-penalty heuristic algorithm then determines penalty for all the traffic flows. This requires 
0(nm(\V\log\V\ + \E) where n and m are number of traffic flows and number of egress routers 
respectively. The algorithm assigns a traffic flow to an outbound provider SLA each time based on 
penalty and some tie-break decisions. Finally, the algorithm iterates until all traffic flows have been 
considered. Therefore, we conclude that the overall worst-case time complexity of the 
greedy-penalty heuristic algorithm is 0(n2m(] V\log\V\ + \E\)).
5.6 Performance Evaluation
We evaluate the proposed GA and the greedy-penalty heuristic algorithms by simulation. The 
simulation software was written in Java. The computation was earned out on a laptop with an Intel 
Pentium Centiino 1.5GHz Processor with 512MB RAM.
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5 .6 .1  N e t w o r k  M o d e l
We use a network topology generated by BRITE [Brite] with 100 nodes and average node degree of
4. These numbers were chosen to represent a medium to large ISP topology. All intra-AS links are 
unidirectional and each has equal capacity of 500 units.
Among the 100 nodes, 30 nodes are randomly selected as border routers and the remaining nodes 
are core routers. Without loss of generality, we assume that each border router is associated with one 
virtual inter-AS link which can logically represent one or multiple physical inter-AS links and each 
inter-AS link has capacity of 500 units.
5 .6 .2  I n t e r n e t  D e s t in a t io n  P r e f ix e s  a n d  B a n d w id t h  O f f e r  M o d e l
Similar to the simulation scenario in Chapter 3.6.2, we consider 100 popular destination prefixes to 
be included in the bandwidth offers. The maximum capacity of each bandwidth offer is randomly 
and uniformly generated between 100 and 200 units. The charge associated with each bandwidth 
offer varies according to the simulation scenarios.
5 .6 .3  T r a f f i c  M o d e l
We generate a synthetic inter-AS traffic matrix based on the methodology used in Chapter 3.6.3. 
The number of inter-AS traffic flows to be considered ranges from 500 to a maximum 1500. On the 
other hand, we assume that moderate overprovisioning is considered by the IBP and unless 
specified,Tover = 1-25 (i.e. 25% inter-AS bandwidth overprovisioning). Table 5-2 shows the number 
of traffic flows, their corresponding traffic volume and overall inter-AS link utilization. The total 
traffic volume presented in the table has already taken into account the overprovisioning factor.
Number of traffic 
flows
Total Traffic volume Overall inter-AS egress link 
utilization (%)
500 4465 30%
625 5578 37%
750 6719 45%
875 7813 52%
1000 8915 60%
1125 10046 67%
1250 11142 74%
1375 12259 82%
1500 13402 90%
Table 5-2: Inter-AS traffic demand
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5 .6 .4  A l g o r i t h m  P a r a m e t e r s
For the IBP’s GA parameters, we adopt the suggested values from previous GA research to achieve 
satisfactory effectiveness and convergence rate of the algorithm [Lin03]. The population size is 200, 
the value of i f  o f the heuristic operator (a) is 200 since the IBP problem is highly constrained by two 
capacity constraints, Ncci is set to 50, the probability o f mutation is 0.01 and Nit is set to 100.
5 .6 .5  E v a lu a t io n  o f  t h e  I B P  A lg o r i t h m s
We compare the performance of our proposed GA described in Section 5.4.5 with the following 
alternatives:
Greedy-cqst heuristic'. The Greedy-cost heuristic sorts all the inter-AS traffic flows in 
descending order of bandwidth demand and selects one at a time in that order. From the bandwidth 
offers that have sufficient bandwidth to accommodate the given traffic flow, we select the one 
which incurs the least IBP cost. The flow is then allocated to this bandwidth offer and its 
corresponding inter-AS route. This step is repeated for the next traffic flow until all flows have been 
considered. One can imagine this heuristic might be a conventional algorithm used by ISPs to solve 
the IBP problem.
Greedy-random heuristic: A  Greedy-random heuristic algorithm is included as a baseline 
comparison. The Greedy-random heuristic algorithm is similar to the Greedy-cost heuristic 
except that the bandwidth offer selection o f traffic flows is done at random. It may be viewed as the 
solution obtained by a trial-and-error or an ad hoe IBP approach.
5.6.5.1 Evaluation of the Total IBP Cost
The aim of the proposed GA is to achieve better and near-optimal IBP cost in comparison with the 
alternative algorithms. Hence, the main objective o f the evaluation in this section is to quantify the 
effectiveness of the proposed GA over the alternative algorithms.
Figure 5-7 shows the total IBP cost achieved by the Greedy-cost and the GA as a function of 
inter-AS traffic flows. The performance of the Greedy-random heuristic is not presented in this 
figure since it has a significant performance gap from the other heuristics. Nevertheless, it is 
compared to the alternative algorithms in Table 5-3. The legend in the figure shows the names of the 
algorithms followed by the percentage of established peering connections as mentioned at the 
beginning of Section 5.4.
The figure presents the results o f two practical scenarios, and we evaluate whether the proposed GA  
performs consistently well under these scenarios. The first scenario consists of all 
customer-provider connections. In other words, no peering connection (i.e. 0%) is established and
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the charge of each bandwidth offer is non-zero. We generate an integer uniformly between 1 and 10 
to represent each cost. The figure shows that the GA has a lower total IBP cost at all numbers of 
inter-AS traffic flows. We conjecture that when the number of inter-AS traffic flows is small, the 
inter-AS links and the bandwidth offers have relatively plenty of bandwidth to cover all the traffic, 
and so the GA and the Greedy-cost algorithm would give equivalent IBP results and costs. In 
contrast, as the number of inter-AS traffic flows increases, both the overall inter-AS link and 
bandwidth offer utilizations increase and some inter-AS links or bandwidth offers have even 
reached their capacity limits. In this case, some traffic flows may be assigned to other bandwidth 
offers which have higher costs. This evaluation shows that a careful selection of bandwidth offers is 
important in order to minimise the total IBP cost. This can be achieved by the GA.
Greedy-cost, 0% 
- a -  GA, 0% 
-y - Lower bound, 0% 
Greedy-cost, 3% 
GA, 3% 
Lower bound, 3% 
Greedy-cost, 6% 
GA, m  
Lower bound, 6% 
O * Greedy-cost, 9% 
-a- GA, 9% 
V- Lower bound, 9%
-G-
-O -
- y -
-o -
■■a-
• v -
Ql----------- J------------ !------------ 1------------1------------ 1_______ I__
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N u m b e r  o f  in t e r - A S  t r a f f ic  f lo w s
Figure 5-7: Evaluation of the total inter-AS bandwidth provisioning cost
In addition, the total IBP costs of the GA at all volumes of traffic flows are closer to the lower bound 
than the Greedy-cost heuristic. This shows that the GA is not only able to achieve a better cost than 
the Greedy-cost, but also able to achieve a near-optimal cost.
In the second scenario not only are customer-provider connections considered but also peering 
connections. We evaluate three levels of established peering connections: 3%, 6% and 9% of the 
total number of bandwidth offers. Simulation data presented in this scenario is as for the previous
114
Chapter 5. Inter-AS Provisioning for End-to-End Bandwidth Guarantees
one except that a designated number of bandwidth offers is randomly selected as peering 
connections. In current Internet peering practice, most ASes will only accept on a peer link traffic 
from the peers’ customers. Since our purpose is to merely evaluate the performance of the 
algorithms, we follow the assumption in [Feig02] that general policy routing and peering/transit 
restrictions are ignored.
Figure 5-7 shows that the GA always performs better than the Greedy-cost at all degrees of 
peering connection and all number of inter-AS traffic flows. This is similar to the results of the 0% 
peering scenario. The GA has better total IBP costs than the Greedy-cost heuristic as the degree of 
peering connection increases. This is because more and more peering connections do not incur any 
charges, so that the GA can more effectively utilise the cost-free bandwidth in order to further 
minimise the total IBP cost. In general, this performance improvement not only applies to the 
second scenario where some peering connections exist but also applies to the 0% peering scenario 
where some exceptional low cost bandwidth offers exist.
Table 5-3 shows the relative improvement of the GA over the Greedy-cost and the 
Greedy-random heuristic algorithms at all number of inter-AS traffic flows with different degrees 
of peering connection. By summarizing the table and considering a reasonably high traffic volume, 
we find that the proposed GAhas approximately 5%-30% and 75%-90% performance improvement 
over the Greedy-cost and the Greedy-random heuristics respectively under different scenarios. In 
comparison with the Greedy-random heuristic, the performance of the GA is remarkable. This 
shows the importance and value of using systematic approaches, such as the proposed GA, over the 
trial-and-error and ad hoc approaches.
Number of Inter-AS traffic flows 1000 1125 1250 1375 1500
Over Greedy-cost with 0% peering 3.33 5.0 5.92 8.67 12.75
Over Greedy-random with 0% peering 76.16 75.97 75.68 75.6 75
Over Greedy-cost with 3% peering 4.98 6.91 10.13 12.61 17.16
Over Greedy-random with 3% peering 83.66 83.08 83.06 81.95 81.38
Over Greedy-cost with 6% peering 7.71 10.6 14.3 18.01 24.0
Over Greedy-random with 6% peering 89.22 88.7 88.47 87.67 87
Over Greedy-cost with 9% peering 12.59 16.45 20.96 24.87 31.76
Over Greedy-random with 9% peering 92.7 92.41 91.98 91.47 90.85
Table 5-3: Performance Improvement of the GA over the Alternative Algorithms (%)
115
Chapter 5. Inter-AS Provisioning for End-to-End Bandwidth Guarantees
5 . 6 . 5 . 2  E v a l u a t i o n  o f  t h e  P r o p o s e d  G A  A v e r a g e  R u n n i n g  T i m e
In Table 5-4 we provide the average running time of the GA. The average running time increases as 
the number of traffic flows increases. We can see that even for quite high numbers of traffic flows 
the running times are acceptable. These times are perfectly acceptable taking into account the 
timescale of the provisioning system operation.
Number of traffic flows Average running time (secs)
500 36.6
1000 78.6
1500 150.4
Table 5-4: Average Running Time of the GA
5 . 6 . 5 . 3  E v a l u a t i o n  o f  C o s t  F u n c t i o n s
In Section 5.4, we assumed that the cost associated with bandwidth provisioning is constant, i.e. a 
linear cost function. However, such linear cost functions sometimes may not reflect actual 
operations such as economies of scale in which the cost per unit bandwidth decreases as the amount 
of bandwidth purchased increases. In this section, we investigate the IBP problem using a concave 
cost function.
Referring to Larsson et al [Lars94] and LeBlanc [Lebl79], we assume the concave cost function to 
be 6{<j)a where 6? is the per bandwidth unit cost, cr is the amount of bandwidth procured and a is the 
degree of concavity. We replace (5.1) of the IBP problem with the concave cost function:
Minimize £ Z  Z  C% *’" ' f Z **'(*'»*)1 Q-29)
keK jeJ neNEXTj V  iel )
The other problem constraints (5.2)-(5.7) remain unchanged. To cope with the concave cost 
function, the IBP algorithms presented have to be slightly modified as follows:
For the GA, the fitness value (step 3) of a chromosome is evaluated by objective function (5.29). In 
step 7, the two heuristic operators are changed to consider the lowest marginal inter-AS bandwidth 
provisioning cost for each traffic flow assignment. The marginal cost is the additional cost of 
purchasing more units of bandwidth over the amount of bandwidth that has already purchased.
For the Greedy-cost & Greedy-random heuristics, the criteria of outbound provider SLA 
selection are changed to consider the lowest marginal IBP cost for each traffic flow assignment.
We evaluate the modified IBP algorithms with a concave cost function with four different 
concavities a (Figure 5-8): 0.8, 0.85, 0.9 and 0.95.
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Figure 5-8: Concave cost functions
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Figure 5-9: Evaluation of the total inter-AS bandwidth provisioning cost with different concave cost
functions
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Figure 5-9 shows the total IBP cost achieved by the modified GA and the modified Greedy-cost 
heuristic as a function of inter-AS traffic flows. The GA has lower IBP costs at all values of a. As 
the value of a decreases, the total IBP cost decreases because of large economies of scale, and the 
relative improvement of the GA over the Greedy-cost heuristic increases. The reason for this 
performance improvement is similar to the one that explained the increasing performance 
improvement for decreasing peering connection degrees. The similarity is that both cases have 
some attractive factors (respectively very low cost and large economies of scale) that contribute to 
the remarkable performance achieved by the GA.
5 . 6 . 5 . 4  D is c u s s io n  o f  t h e  I B P  A l g o r i t h m s
The simulation study in this section has evaluated the performance of three IBP algorithms. 
Simulation results have firstly shown that the proposed GA is efficient and is able to achieve better 
total IBP cost than the random-based and the conventional heuristic algorithms. The relative total 
IBP cost improvement achieved by the GA over the Greedy-cost heuristic and the random-based 
algorithms are great, with 5%-30% and 75%-90% cost savings respectively. In addition, the GA  
performs consistently well with different concave cost functions. We conclude that the IBP 
solutions obtained by the proposed GA are good overall. This has an implication for ISPs that a 
systematic approach could be developed to optimise the total IBP cost significantly.
5 .6 .6  E v a lu a t io n  o f  t h e  T A  A lg o r i t h m s
The previous section evaluated the performance of the proposed IBP algorithms. Once the IBP 
phase is completed, an AS performs TA to optimise network resource utilization in order to provide 
end-to-end bandwidth guarantees for the supported traffic. In this section, we evaluate the 
performance of our proposed TA algorithms.
We assume that outbound provider SLAs are successfully established in line with the first scenario 
in the evaluation of IBP algorithms, i.e. the GA IBP outcomes with a linear cost function and all 
customer-provider comiections (0% peering). These outbound provider SLAs are then the input to 
the TA problem. We consider the following three approaches for the TA problem, namely Cost-only, 
Cost-Performance and Performance-only approaches. The words “Cost” and “Performance” used 
in the names of these approaches mean that the ordered priorities of the algorithm optimization 
targets are on the total IBP cost and the total bandwidth consumption respectively.
Cost-only: Given an IBP solution produced by the GA, there are multiple solutions for assigning 
traffic to satisfy all the TA problem constraints. Any of these solutions can be selected as the 
solution of the Cost-only approach since it does not optimise the total bandwidth consumption in 
the network. We use the Random-TA heuristic algorithm (Figure 5-10) to find a solution for the
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Cost-only approach.
Random-TA Heuristic A lgorithm
Sort inter-AS traffic flows in decreasing order of bandwidth demand 
For each traffic flow in that order
- Assign a feasible outbound provide SLA randomly to the traffic flow
- Establish a bandwidth constrained path between the ingress and egress point
- Update utilized resources 
End For
Figure 5-10: The random-TA heuristic
Cost-Performance: Given an IBP solution produced by the GA, the Cost-Performance 
approach takes the proposed greedy-penalty heuristic algorithm as the TA algorithm to optimise the 
total bandwidth consumption in the network.
Perform ance-only: The Perform ance-only approach does not use the IBP solution. Instead, it 
takes all the bandwidth offers (rather than the outbound provider SLAs) as input and uses the 
Greedy-penalty heuristic algorithm to solve the TA problem. In other words, it only optimises the 
total bandwidth consumption given unlimited inter-AS bandwidth. The result of this approach 
reflects the best total bandwidth consumption that can be achieved by the Greedy-penalty 
heuristic. The total IBP cost is equal to the sum of the cost of each accepted bandwidth offer. Since 
the total IBP cost is calculated by taking overprovisioning into consideration, we approximate the 
total IBP cost o f the Perform ance-only approach by multiplying its solution cost by f over in order 
to compare it with the total IBP costs achieved by the other two approaches.
5 . 6 .6 .1  C o s t  v s .  P e r f o r m a n c e
In this section we evaluate the proposed three TA approaches. We test the hypothesis that the 
Greedy-penalty heuristic algorithm can significantly improve the total network bandwidth 
consumption.
Figure 5-11 shows the total IBP costs of all the TA approaches at three different volumes of inter-AS 
traffic flows: 500, 1000 and 1500. The total IBP costs are normalised by the cost of the solution 
produced by the GA. The total IBP costs o f the Cost-only and the Cost-Performance approaches 
are identical because they both use the IBP solution produced by the GA. In contrast, the total IBP 
cost of the Performance-only approach is on average 4 times higher than the others. This 
significantly higher cost results from neglecting the IBP optimization so that some expensive 
bandwidth offers are selected, although, as we can see below, using them can significantly improve 
the total bandwidth consumption in the network.
Indeed, although the Performance-only approach has a very high total IBP cost, Figure 5-12 
shows that it has approximately 50% less total bandwidth consumption than the other two
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approaches. Nevertheless, because of its high total IBP cost, the Performance-only approach can 
be assumed impractical. On the other hand, the Cost-Performance approach has lower total 
bandwidth consumption than the Cost-only approach, revealing that the proposed Greedy-penalty 
heuristic algorithm has on average a 10% improvement over the Random-TA heuristic algorithm.
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5 . 6 . 6 . 2  E v a l u a t i o n  o f  t h e  G r e e d y - P e n a l t y  H e u r i s t i c  A l g o r i t h m  A v e r a g e  
R u n n i n g  T i m e
Table 5-5 provides the average running time of the proposed greedy-penalty heuristic algorithm. 
The average running time increases as the number of traffic flows increases. These running times 
are perfectly acceptable taking into account the timescale of the provisioning system operation. The 
computation time could have been much longer i f  GA was used due to its evolutionary process.
Number of traffic flows Average running time (secs)
500 6.2
1000 22.1
1500 64.76
Table 5-5: Average Running Time of the Greedy-Penalty Heuristic
5 . 6 . 6 . 3  D is c u s s io n  o f  t h e  T A  A p p r o a c h e s
The simulation described in this section has evaluated the performance of three TA approaches. 
Simulation results have shown that the proposed Greedy-penalty heuristic algorithm used by the 
Cost-Performance approach is efficient and is able to achieve on average 10% less total 
bandwidth consumption than the random-based algorithm used in the Cost-only approach. The 
performance difference between the Performance-only approach and the other two reveals that a 
trade-off exists between the IBP and the TA optimization. This trade-off has also been discussed in 
[Gold04] where primarily optimizing monetary cost can degrade network performance and vice 
versa. However, the determination of relative weights between cost and performance optimizations 
is far from trivial, particularly when the units of the two metrics have different scales. It is thus in 
many cases difficult to express in terms of weights the trade-off between the two metrics. Therefore, 
we assume that from business point of view, an AS considers the IBP cost optimization as more 
important than the TA performance optimization. Based on this assumption and the simulation 
study in this section, we conclude that the Cost-Performance approach, which uses our proposed 
GA and the greedy-penalty heuristic algorithm, performs well both in terms of the total IBP cost and 
the total bandwidth consumption, in comparison with the Cost-only and the Performance-only 
approaches.
The Cost-Performance approach can be used by ISPs to achieve an effective provisioning of 
end-to-end bandwidth guarantees. Moreover, since the TA problem has dealt with the selection of 
inter-AS route and explicit intra-AS route within the backbone network, the Cost-Performance 
approach could be effectively applied to BGP/MPLS virtual private network provisioning [Rose99], 
a subject which is currently attracting a great deal of attention.
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5 . 6 . 6 . 4  I m p a c t  o f  I n t e r - A S  O v e r p r o v i s i o n i n g  F a c t o r
In this section, we evaluate the impact of overprovisioning factor on the total bandwidth 
consumption achieved by the three TA approaches. The results of this evaluation are based on 1500 
inter-AS traffic flows. The values of the inter-AS bandwidth overprovisioning factor examined are 
1.25, 1.5, 1.75 and 2.0. As the inter-AS available bandwidth increases, the outbound provider SLA 
capacity constraint becomes less restrictive to the TA problem. Thus, in this case, we expect that the 
total bandwidth consumption in the network can be further improved.
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Figure 5-13: Total bandwidth consumption achieved by different f over
Figure 5-13 shows that the total bandwidth consumption decreases as the overprovisioning factor 
increases. This is because a large overprovisioning factor reduces the outbound provider SLA 
capacity constraint and therefore increases the solution space for the TA algorithm, enabling it to 
find a result with lower total bandwidth consumption. As expected, the Cost-Performance 
approach has lower total bandwidth consumption than the Cost-only approach at any considered 
value of the overprovisioning factor. The total bandwidth consumption of the Performance-only 
approach for all considered values of the overprovisioning factor is identical because the approach 
does not consider IBP. Therefore, its performance is not affected by the overprovisioning factor. 
Figure 5-14 shows the normalised total bandwidth consumption achieved by the three TA 
approaches. As the overprovisioning factor increases, the relative improvement of the 
Cost-Performance approach over the Cost-only approach slightly increases from approximately 
11% to 13%. Figure 5-14 also reveals that, as the overprovisioning factor increases, the total 
bandwidth consumption achieved by the Cost-Performance approach gets close to the
122
Chapter 5. Inter-AS Provisioning for End-to-End Bandwidth Guarantees
Performance-only approach. When 200% inter-AS bandwidth overprovisioning is employed, 
the Cost-Performance approach consumes only 3.6% more bandwidth than the 
Performance-only approach.
The results presented in the figures have revealed the effect of IBP on the TA performance with a 
different overprovisioning factor. The results confirm our conjecture that as the overprovisioning 
factor increases, more bandwidth is available in outbound provider SLAs for the TA algorithms to 
further optimise the total bandwidth consumption.
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5 .7  S u m m a r y  a n d  C o n c l u s io n
In this chapter, we reviewed a cascaded negotiation model for negotiating and establishing SLAs 
for bandwidth guarantees between ASes, and a network dimensioning system to solve the inter-AS 
bandwidth provisioning and the traffic assignment problems systematically.
We formulated the inter-AS bandwidth provisioning problem as an integer programming problem 
and showed it to be NP-hard. An efficient genetic algorithm was proposed to solve the problem. Our 
simulation study showed that the genetic algorithm produced a near-optimal total inter-AS 
bandwidth provisioning cost. This cost is approximately 5%-30% and 75%-90% less than the cost 
achieved by a conventional greedy heuristic algorithm and a random-based algorithm respectively 
under two customer-peering scenarios. In addition, the genetic algorithm performs consistently well 
under different concave cost functions.
We formulated the traffic assignment problem as an integer programming problem and showed it to
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be NP-hard. An efficient greedy-penalty heuristic algorithm was proposed to solve the problem. 
Our simulation study showed that the greedy-penalty heuristic algorithm achieved on average 10% 
less total bandwidth consumption than the random-based TA heuristic algorithm.
Finally, we evaluated the effects of different overprovisioning factor values on the total bandwidth 
consumption. The more the inter-AS bandwidth is overprovisioned, the less the total bandwidth is 
needed to cany the supported traffic across the network.
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Chapter 6
6 Conclusion
6 .1  S u m m a r y
In this thesis, we investigated how to efficiently apply intra- and inter-AS traffic engineering 
techniques to network dimensioning while satisfying perfonnance and cost objectives.
First o f all, we proposed the joint optimization of intra- and inter-AS traffic engineering. Much of 
the existing literature had purposed problem formulations and optimal algorithms for intra- and 
inter-AS TE separately. However, due to their interaction effect, infra- and inter-AS TE can be 
performed collectively in order to further optimise network bandwidth utilization and consumption. 
We proposed a local search algorithm to solve the joint TE optimization problem. Simulation results 
showed that the joint optimization approach allows the network to accommodate significantly more 
future traffic demands than the optimal solutions achieved by conventional separated approaches.
As a matter of fact, network dimensioning should not be focused only for efficiency of performance, 
but also for robustness. A  traffic matrix is an essential input to traffic engineering. The predictability 
of TE perfonnance is significantly dependent on the accuracy of the traffic matrix. However, it is 
non-frivial to derive an accurate traffic matrix due to the dynamics o f Internet traffic and lack of 
noiseless traffic measurement approaches. As a consequence, the performance achieved by TE may 
not be predictable and robust to even small deviations in the traffic matrix. To achieve robust 
perfonnance, we applied the scenario-based robust optimization techniques to TE for coping with 
traffic demand uncertainty. Unlike the conventional traffic engineering that takes only a traffic 
matrix as input, the robust TE performs the optimization across multiple traffic matrices. The 
objective o f robust TE is to obtain the best possible worst-case performance across all the traffic 
matrices while minimizing the relative performance gap from the optimal solution under each 
traffic matrix. For demonstration purposes, we applied the robust optimization techniques to 
inter-AS TE. However, it can also be extended to intra-AS TE with appropriate modifications. 
Simulation results showed that the robust TE approach can achieve the performance objective while 
the other non-robust or deterministic TE approaches do not. This enhances the robustness of TE 
solutions against traffic demand uncertainty.
Finally, we envisaged that the provisioning of end-to-end bandwidth guarantees is essential for 
emerging multimedia applications. We addressed two issues towards efficient end-to-end 
bandwidth guarantee provisioning. First, ISPs have to determine how much bandwidth should be
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purchased from downstream ASes towards various destination prefixes with as the lowest cost as 
possible. Having access to both the purchased bandwidths from the downstream ASes and the 
owned resources in the network, ISPs then decide how to assign both intra- and inter-AS routes to 
the customer traffic in order to satisfy the end-to-end bandwidth guarantees while utilizing the 
network resources efficiently. Efficient heuristic algorithms were proposed to solve the two 
optimization problems. Simulation results showed that the proposed heuristic algorithms can satisfy 
the end-to-end bandwidth requirement of the customer traffic with low bandwidth provisioning cost 
and efficient bandwidth utilization in the network.
6 .2  F u t u r e  W o r k
Our traffic engineering approaches presented in this thesis have focused on optimizing 
performance and robustness objectives. However, there are some limitations in our work 
regarding the issues o f stability and resilience. We now briefly consider future work options for 
these issues.
First of all, it is known that changing inter-AS routes by re-configuring BGP policies may cause 
routing disruptions [Teix06]. Routing disruption is defined as any transient or persistent 
perturbation of network performance caused by a routing change [Teix06] which may result in 
long routing convergence, inbound traffic unpredictability and router processor overloading due to 
route re-computation. Hence, by considering these deficiencies of the BGP-based TE, an approach 
that not only achieves the inter-AS TE objectives but also minimises routing disruptions is highly 
desirable. For this reason, our preliminary idea of using simple inter-AS deflection routing is 
proposed. The key concept of this approach is that a router makes a local traffic forwarding 
decision to divert traffic from the primary BGP route to the alternate one so as to optimise the 
inter-AS TE objectives. The merits of this route deflection approach are twofold: (1) minimizing 
routing disruptions and maintaining stable routing tables by keeping existing BGP routes intact; (2) 
achieving faster TE effects than the BGP-based TE that takes long time to re-converge onto the 
next best routes.
On the other hand, as transient intra- and inter-AS failures are common, it is necessary to take into 
account these failures during our joint optimization approach proposed in Chapter 3. On one hand, 
an inter-AS link failure may cause some inter-AS traffic flows shifted to other egress points. In this 
case, the traffic flows would be routed onto different intra-AS paths towards these new egress 
points. On the other hand, an intra-AS link failure may also cause inter-AS traffic shifted to other 
egress points due to changes to the network topology and the route selection criterion from the 
hot-potato routing. In both cases, an infra- or inter-AS link failure may affect the performance of 
both infra- and inter-AS TE. Hence, a joint intra- and inter-AS TE approach that optimises for both
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failure-free and link-failure scenarios can be proposed in order to improve the overall robustness of 
the TE solutions.
________________________________________________________________________________Chapter 6. Conclusion
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