We describe a dynamic programming algorithm for exact counting and exact uniform sampling of matrices with specified row and column sums. The algorithm runs in polynomial time when the column sums are bounded. Binary or non-negative integer matrices are handled. The method is distinguished by applicability to non-regular margins, tractability on large matrices, and the capacity for exact sampling.
Introduction
Let N(p, q) be the number of m × n binary matrices with margins (row and column sums) p = (p 1 , . . . , p m ) ∈ N m , q = (q 1 , . . . , q n ) ∈ N n respectively, and let M(p, q) be the corresponding number of N-valued matrices. In this paper we develop a technique for efficiently finding N(p, q) and M(p, q). Uniform sampling from these sets of matrices is an important problem in statistics [7] , and the method given here permits efficient exact uniform sampling once the underlying enumeration problem has been solved.
Since a bipartite graph with degree sequences p = (p 1 , . . . , p m ) ∈ N m , q = (q 1 , . . . , q n ) ∈ N n (and m, n vertices in each part respectively) can be viewed as a m × n matrix with row and column sums (p, q), our technique applies equally well to counting and uniformly sampling such bipartite graphs. Under this correspondence, simple graphs correspond to binary matrices, and multigraphs correspond to N-valued matrices.
The distinguishing characteristic of the method is its tractability on matrices of non-trivial size. In general, computing M(p, q) is #P-complete [10] , and perhaps N(p, q) is as well. However, if we assume a bound on the column sums then our algorithm computes both numbers in polynomial time. After enumeration, uniform samples may be drawn in polynomial expected time for bounded column sums. To our knowledge, all previous algorithms for the non-regular case require super-polynomial time (in the worst case) to compute these numbers, even for bounded column sums. (We assume a description length of at least m+n and no more than m log a + n log b, where a = max p i , b = max q i .) In general (without assuming a bound on the column sums), our algorithm computes N(p, q) or M(p, q) in O(m(ab + c)(a + b) b−1 (b + c) b−1 (log c) 3 ) time for m × n matrices, where a = max p i , b = max q i , and c = p i = q i . After enumeration, uniform samples may be drawn in O(mc log c) expected time.
In complement to most approaches to computing M(p, q), which are efficient for small matrices with large margins, our algorithm is efficient for large matrices with small margins. For instance, in Section 4 we count the 100 × 100 matrices with margins (70, 30, 20, 10, 5 (6) , 4 (10) , 3 (20) , 2 (60) ), (4 (80) , 3 (20) ) (where x (n) denotes x repeated n times).
To illustrate the problem at hand, consider a trivial example: if p = (2, 2, 1, 1), q = (3, 2, 1), then N(p, q) = 8 and M(p, q) = 24. The 8 binary matrices are below. The paper will proceed as follows: §2 Main results §3 Brief review §4 Applications §5 Proof of recursions §6 Proof of bounds on computation time.
Main results: Recursions, Bounds, Algorithms
Introducing the following notation will be useful. Taking N := {0, 1, 2, . . . }, we consider N n to be the subset of N ∞ := {(r 1 , r 2 , . . . ) : r i ∈ N for i = 1, 2, . . . } such that all but the first n components are zero. Let L : N ∞ → N ∞ denote the left-shift map: Lr = (r 2 , . . . , r n , 0, 0, . . . ). Given r, s ∈ N n , let r\s := r − s + Ls, (which may be read as "r reduce s"), let r s := r 1 s 1 · · · r n s n , and letr denote the vector of counts,r := (r 1 ,r 2 , . . . ) wherer i := #{j : r j = i}. We write r ≤ s if r i ≤ s i for all i. Given n ∈ N, let C n (k) := {r ∈ N n : i r i = k} be the n-part compositions (including zero) of k, and given s ∈ N n , let
Since N(p, q) and M(p, q) are fixed under permutations of the row sums p and column sums q, and since zero margins do not affect the number of matrices and can effectively be ignored, then we may defineN(p,q) := N(p, q) andM (p,q) := M(p, q) without ambiguity. We can now state our main results.
Theorem 2.1 (Recursions) The number of matrices with margins
for binary matrices, and
where r =q, and in (2), we sum over all s such that s ∈ C r+Ls (p 1 ).
Proofs will be given in Section 5. The Gale-Ryser conditions [11, 29] simplify computation of the sum in (1) by providing a necessary and sufficient condition for there to exist a binary matrix with margins (p, q): if q
. This is easily translated into a similar condition in terms of (p,q) andN (p,q). The following recursive procedure can be used to compute either N(p, q) or M(p, q).
Algorithm 2.2 (Enumeration)
Input: (p,q), where (p, q) ∈ N m × N n are row and column sums such that Let T (p, q) be the time (number of machine operations) required by Algorithm 2.2 to compute N(p, q) or M(p, q), after performing an O(n 3 ) preprocessing step to compute all needed binomial coefficients. (It turns out that computing M(p, q) always takes longer, but the bounds we prove apply to both N(p, q) and M(p, q).) We give a series of bounds on T (p, q) ranging from tighter but more complicated, to more crude but simpler. The bounds will absorb the O(n 3 ) pre-computation except for the trivial case when the maximum column sum is 1.
Theorem 2.3 (Bounds
Remark Since we may swap the row sums with the column sums without changing the number of matrices, we could use Algorithm 2.2 on (q,p) to compute N(p, q) or M(p, q) using T (q, p) operations, which, for example, is O(nm a (log m) 3 ) for bounded a, b. T (p, q) also depends on the ordering of the row sums p 1 , . . . , p m as suggested by Theorem 2.3(1), and we find that putting them in decreasing order p 1 ≥ · · · ≥ p m tends to work well. Algorithm 2.2 is typically made significantly more efficient by using the Gale-Ryser conditions, and this is not accounted for in these bounds. Although we observe empirically that this reduces computation tremendously, we do not have a proof of this. Algorithm 2.2 traverses a directed acyclic graph in which each node represents a distinct set of input arguments to the algorithm, such as (p,q). Node (u,v) is the child of node (p,q) if the algorithm is called (recursively) with arguments (u,v) while executing a call with arguments (p,q). If the initial input arguments are (p,q), then all nodes are descendents of node (p,q). Meanwhile, all nodes are ancestors of node (0, 0). Note the correspondence between the children of a node (u,v) and the compositions s ∈ Cv(u 1 ) in the binary case, and s ∈ Cv +Ls (u 1 ) in the N-valued case, under which s corresponds with the child (Lu,v\s). We also associate with each node its count: the number of matrices with the corresponding margins.
As an additional benefit of caching the counts in a lookup table (as in Algorithm 2.2), once the enumeration is complete we obtain an efficient algorithm for uniform sampling from the set of (p, q) matrices (binary or N-valued). It is straightforward to prove that since the counts are exact, the following algorithm yields a sample from the uniform distribution. 
Choose a child (Lu,v\s) of (u,v) with probability proportional to its count times the number of corresponding rows (that is, the rows r ∈ C v (u 1 ) such that v − r =v\s.) (4) Choose a row uniformly among the corresponding rows. in the Nvalued case. In step (4) , in the binary case of course we only choose among r ∈ {0, 1}
n . In Section 6 we prove that Algorithm 2.4 takes O(mc log c) expected time per sample, where c = i p i .
Brief review
We briefly cover the previous work on this problem. This review is not exhaustive, focusing instead on those results which are particularly significant or closely related to the present work. Let H n (r) and H * n (r) denote M(p, q) and N(p, q), respectively, when p = q = (r, . . . , r) ∈ N n . The predominant focus has been on the regular cases H n (r) and H * n (r). Work on counting these matrices goes back at least as far as MacMahon, who applied his expansive theory to find the polynomial for H 3 (r) [21] (Vol II, p.161), and developed the theory of Hammond operators, which we will use below. Redfield's theorem [28] , inspired by MacMahon, can be used to derive summations for some special cases, such as H n (r), H * n (r) for r = 2, 3, and in similar work Read [26, 27] used Pólya theory to derive these summations for r = 3. Two beautiful theoretical results must also be mentioned: Stanley [31] proved that for fixed n, H n (r) is a polynomial in r, and Gessel [12, 13] showed that for fixed r, both H n (r) and H * n (r) are P-recursive in n, vastly generalizing the linear recursions for H n (2), H * n (2) found by Anand, Dumir, and Gupta [1] . We turn next to algorithmic results more closely related to the present work. McKay [22, 5] has demonstrated a coefficient extraction technique for computing N(p, q) in the semi-regular case (in which p = (a, . . . , a) ∈ N m and q = (b, . . . , b) ∈ N n ). To our knowledge, McKay's is the most efficient method known previously for N(p, q). By our analysis it requires at least Ω(mn b ) time for bounded a, b, while the method presented here is O(mn b (log n) 3 ) in this case. Since this latter bound is quite crude, we expect that our method should have comparable or better performance, and indeed empirically we find that typically it is more efficient. If only b is bounded, McKay's algorithm is still Ω(mn b ), but the bound on our performance increases to O(mn 2b−1 (log n) 3 ), so it is possible that McKay's algorithm will outperform ours in these cases. Nonetheless, it is important to bear in mind that McKay's algorithm is efficient only in the semi-regular case (while our method permits non-regular margins). If neither a nor b is bounded, McKay's method is exponential in b (as is ours).
Regarding M(p, q), one of the most efficient algorithms known to date is LattE (Lattice point Enumeration) [19] , which uses Barvinok's algorithm [2] to count lattice points contained in convex polyhedra. It runs in polynomial time for any fixed dimension, and as a result it can compute M(p, q) for astoundingly large margins, provided that m and n are small. However, since the computation time grows very quickly with the dimension, LattE is currently inapplicable when m and n are larger than 6. There are similar algorithms [23, 20, 3] that are efficient for small matrices.
In addition, several other algorithms have been presented for finding N(p, q) (such as [18, 32, 33, 24] ) and M(p, q) (see review [8] ) allowing non-regular margins, however, it appears that all are exponential in the size of the matrix, even for bounded margins. While in this work we are concerned solely with exact results, we note that many useful approximations for N(p, q) and M(p, q) (in the general case) have been found, as well as approximate sampling algorithms [17, 7, 14, 4, 16] .
Applications

Occurrence matrices from ecology
The need to count and sample occurrence matrices (binary matrices indicating observed pairings of elements of two sets) arises in ecology. A standard dataset of this type is "Darwin's finch data", a 13×17 matrix indicating which of 13 species of finches inhabit which of 17 of the Galápagos Islands. The margins of this matrix are (14, 13, 14, 10, 12, 2, 10, 1, 10, 11, 6, 2, 17), (4, 4, 11, 10, 10, 8, 9, 10, 8, 9, 3, 10, 4, 7, 9, 3, 3) . We count the number of such matrices to be 67,149,106,137,567,626 (in 1.5 seconds) confirming [7] . Further, we sample exactly from the uniform distribution over this set at a rate of 0.001 seconds per sample. (All computations were performed on a 64-bit 2.8 GHz machine with 6 GB of RAM.) A similar dataset describes the distribution of 23 land birds on the 15 southern islands in the Gulf of California [7, 6] : this binary matrix has margins (14, 14, 14, 12, 5, 13, 9, 11, 11, 11, 11, 11, 7, 8, 8, 7 , 2, 4, 2, 3, 2, 2, 2), (21, 19, 18, 19, 14, 15, 12, 15, 12, 12, 12, 5, 4, 4, 1) , for which we count 839,926,782,939,601,640 corresponding binary matrices. Counting takes 1 second, and sampling is 0.002 seconds per sample. One more example of this type: for bird species on the California Islands [25] we find that there are 1,360,641,571,195,211,109,388 binary matrices with margins (1, 4, 3, 2, 1, 1, 1, 5, 1, 3, 1, 4 (20) ) (where x (n) denotes x repeated n times) in 46 minutes. We know of no previous algorithm capable of efficiently and exactly counting and sampling from sets such as this.
Ehrhart polynomials of the Birkhoff polytope
Stanley [31] proved a remarkable conjecture of Anand, Dumir, and Gupta [1] : given n ∈ N, H n (r) is a polynomial in r (where
), one can solve for the coefficients of H n (r) (as we describe below). These polynomials have been computed for n ≤ 9 by Beck and Pixton [3] . As an application of our method, we computed them for n ≤ 8, and found that the computation time is comparable to that of Beck and Pixton. For n = 4, . . . , 8, the numbers H n (r) for r = 1, . . . , The coefficients of H n (r) can be determined by the following method. By Stanley's theorem [31] ,
and d = (n−1) 2 . Compute the numbers H n (r) for r = 0, 1, . . . , k using Algorithm 2.2, and form the vec-
and (c). Form the matrix
, and compute u = A −1 v. Then by (a),
Contingency Tables
As an example of counting contingency tables with non-regular margins, we count 620017488391049592297896956531...000 (483 digits total, see Appendix) 100 × 100 matrices with margins (70, 30, 20, 10, 5 (6) , 4 (10) , 3 (20) , 2 (60) ), (4 (80) , 3 (20) ) (where x (n) denotes x repeated n times) in 118 minutes. Again, we know of no previous algorithm capable of efficiently and exactly counting and sampling from sets such as this. (However, for small contingency tables with large margins, our algorithm is much less efficient than other methods such as LattE.) Exact uniform sampling is possible for contingency tables as well, which occasionally finds use in statistics [9] .
Proof of recursions
We give two proofs of Theorem 2.1. The first is a "direct" proof, which provides the basis for the sampling algorithm outlined above. In addition to the direct proof, we also provide a proof using generating functions which is seen to be a natural consequence of MacMahon's development [21] of symmetric functions, and yields results of a more general nature.
Preliminary observations
For r ∈ N n , let r ′ denote the conjugate of r, that is, r ′ i = #{j : r j ≥ i} for i = 1, 2, 3, . . . . For r, s ∈ N ∞ , let r ∧ s denote the component-wise minimum, that is, (r 1 ∧ s 1 , r 2 ∧ s 2 , . . . ). In particular, r ∧ 1 = (r 1 ∧ 1, r 2 ∧ 1, . . . ). Recall our convention that N n is considered to be the subset of N ∞ such that all but the first n components are zero. (Similarly, we consider
Proof (1) Letting I be the identity operator, a straightforward calculation shows that for 
n . By (1),v − s + Ls =v\s = v − u ≥ 0 and so s ≤v + Ls. 
ways to choose t d−1 of these. Having made such a choice, we set u j = v j − (d − 1) for each such j that was chosen. Continuing in this way, for i = d − 2, . . . , 1: consider the r i positions j in v which v j = i, in addition to the r i+1 + · · · + r d − t d − · · · − t i+1 remaining positions at which v j > i, choose t i of these (in one of
ways), and set u j = v j − i for each such j that was chosen. After following these steps for each i, set u j = v j for any remaining positions j. This determines some u such that 0 ≤ u ≤ v.
. . , 1, we have chosen t i positions j and we have set u j = v j − i. That is, t i = #{j : v j − u j = i}, and so t = v − u. Hence, v − u =v\s (by the definition of t), so s = f (u) by Lemma 5.1(1), and additionally, u j = s j = k by 5.1(2). Thus, we have shown that f (C v (k)) ⊃ {s : s ∈ Cv +Ls (k)}.
Using t j = r j − s j + s j+1 (the definition of t), we see that there were
ways to make such a sequence of choices, where the inequality holds since s ≤ r + Ls. Hence, there are at least
On the other hand, given any u ∈ C v (k) such that f (u) = s, we have t = v − u (by Lemma 5.1(1)), thus t i = #{j : u j = v j − i}, and since v j ≥ i for any j such that u j = v j − i, such a u is obtained by one of the sequences of choices above. Hence, #{u ∈ C v (k) : f (u) = s} = v+Ls s .
Direct proof
We are now prepared to prove Theorem 2.1. Recall the statement of the theorem:
The number of matrices with margins (p, q) ∈ N m × N n is given by where r =q, and in (2), we sum over all s such that s ∈ C r+Ls (p 1 ).
Proof of Theorem 2.1
(1) First, we prove the binary case. Let (p, q) ∈ N m × N n , r =q. Using Lemma 5.2(1), define the surjection f :
Step (a) follows from partitioning the set of (p, q) matrices according to the first row u ∈ C q∧1 (p 1 ) of the matrix.
Step (b) partitions C q∧1 (p 1 ) into the level sets of f , that is, the sets
Step (c) follows since if f (u) = s then q − u = r\s (by Lemma 5.1(1)) and thus N(Lp, q − u) = N (Lp, r\s), and since #f −1 (s) = r s (by Lemma 5.2 (1)) . This proves 2.1(1).
(2) Now, we consider the N-valued case. Let S = {s : s ∈ C r+Ls (p 1 )}. Using Lemma 5.2(2), define the surjection g :
As before, step (a) follows from partitioning the set of matrices according to the first row u ∈ C q (p 1 ), step (b) partitions C q (p 1 ) into the level sets of g, and step (c) follows since #g −1 (s) = r+Ls s (by Lemma 5.2 (2)). This proves Theorem 2.1.
Generating function proof
In addition to the direct approach above, one may also view the recursions as the application of a certain differential operator to a certain symmetric functions. Although such operators were used extensively by MacMahon [21] on problems of this type, at first it would appear that for computation this approach would be hopelessly inefficient in all but the simplest examples. In fact, it turns out that a simple observation allows one to exploit regularities in the present problem, reducing the computation time to polynomial for bounded margins. Specifically, when there are many columns with the same sum, the symmetric function under consideration has many repeated factors, and the action of the operator in this situation takes a simplified form.
We will identify N(p, q) and M(p, q) as the coefficients of certain symmetric functions, introduce an operator for extracting coefficients, and show that its action yields the recursion above.
Let e n denote the elementary symmetric function of degree n, in a countably infinite number of variables {x 1 , x 2 , . . . }:
and let h n be the complete symmetric function of degree n:
where r 1 , . . . , r n ∈ {1, 2, 3, . . . }. For convenience, let x 0 = e 0 = h 0 = 1 and e n = h n = 0 if n < 0. Given r ∈ N n , let x r := x r 1 1 · · · x rn n and x r := x r 1 · · · x rn . Apply the same notation for e r and e r , as well as h r and h r . Note that if r =q, then x r = x q .
Lemma 5.3 (MacMahon) For any
(1) N(p, q) is the coefficient of x p in e q , and
Proof The coefficient of x p in e q is the number of ways to choose one term from each of the n factors e q 1 , . . . , e qn , such that the product of these terms is x p . Observe the correspondence in which the n factors in e q = e q 1 · · · e qn are identified with the n columns in the matrix, and choosing a term x r in a given e q i corresponds to choosing column i to have ones in rows r 1 , . . . , r q i (and zeros elsewhere). For any choice of terms x r 1 , . . . , x r n from e q 1 , . . . , e qn respectively such that x r 1 · · · x r n = x p , we have a binary matrix with margins (p, q), and conversely, for any such matrix there is such a choice of terms x r 1 , . . . , x r n . Thus, the coefficient of x p in e q is also the number of such matrices, N(p, q).
The proof for M(p, q) is the same, except in this case, choosing a term x r in a given h q i corresponds to choosing column i to have entries r 1 , . . . , r m , and a sequence such that x r 1 · · · x r n = x p corresponds to an N-valued matrix with margins (p, q).
In what follows, when we say "series", we mean a formal power series in x 1 , x 2 , . . . . Write x = (x 1 , x 2 , . . . ) for the sequence of variables, and let Rx = (0, x 1 , x 2 , . . . ). For k ∈ N, define the differential operator:
In other words, after taking the kth derivative with respect to x 1 and dividing by k!, replace x 1 with zero, and x i+1 with x i for i = 1, 2, . . . . Acting on a series in x 1 , x 2 , . . . , the operator D k annihilates every term except those in which the power of x 1 is exactly k. (Note that D k coincides with Hammond's operator [15, 21] , on any symmetric series.) Define
(note the reverse order) where n = max{j : r j = 0} if r = 0 and D r is the identity operator otherwise. By applying the operator D r , we keep only terms exactly divisible by x r (that is, the power of x i is r i for i = 1, . . . , n). In particular, if f is a homogeneous series of degree r i , (so that each term has degree r i ), then D r f is a number equal to the coefficient of x r in f . Since e q and h q are homogeneous series of degree q i , then by Lemma 5.3 we have
Corollary 5.4 For any
The following identities begin to reveal the utility of the operators D k . any functions f 1 , . . . , f n ,
Lemma 5.5 (MacMahon)
Proof (1) and (2) are straightforward calculations. For (3), writing
where the first step follows by recursive application of the product rule, and the second by collecting like terms.
Lemma 5.6 (Power rules) For any
Proof ( by Lemma 5.5(2 and 3). Thus, (2) Let m = r i and let v ∈ N m be any vector such thatv = r, so that h r = h v . Let S = {s : s ∈ C r+Ls (k)}, and using Lemma 5.2(2), define the surjection g :
where ( We now complete the generating function proof of Theorem 2.1. If p ∈ N m , q ∈ N n , p i = q i , and r =q, then by Lemma 5.6(1),
and since e r = e q , then using Corollary 5.4 (twice) we havē
This proves Theorem 2.1 (1) . Similarly, in view of Corollary 5.4, Theorem 2.1(2) follows immediately from Lemma 5.6(2).
Computation time
Let W (r) := n k=1 kr k = the weight of r ∈ Z n .
Lemma 6.1 (Properties of the weight)
Proof All four are simple calculations.
For the rest of this section, fix (p, q) ∈ N m × N n such that p i = q i , and consider (p, q) to be the margins of a set of m × n matrices. First, we address the time to compute N(p, q) using Algorithm 2.2, and M(p, q) will follow easily.
Let D(p, q) denote the set of nontrivial nodes (u,v) in the directed acyclic graph (as discussed in Section 2) descending from (p,q) (including (p,q)), where nontrivial means
The intuitive content of the following lemma is that the graph descending from (p,q) is contained in a union of sets ∆ k (j) with weights decreasing by steps of p 1 , . . . , p m . 
Lemma 6.2 (Descendants
and r j ∈ N b by construction, so r j ∈ ∆ b (t j ). Hence, (u,v) = (L j−1 p, r j ) belongs to the set as claimed.
Let T (p, q) be the time (number of machine operations) required by the algorithm (Algorithm 2.2) to compute N(p, q) after precomputing all needed binomial coefficients. Let τ (u,v) be the time to computeN (u,v) givenN(Lu,v\s) for all s ∈ Cv(u 1 ). That is, T (p, q) is the time to perform the entire recursive computation, whereas τ (u,v) is the time to perform a given call to the algorithm not including time spent in subcalls to the algorithm.
Let n 0 := #{i : q i > 0} denote the number of nonempty columns. By constructing Pascal's triangle, we precompute all possible binomial coefficients that will be needed, and store them in a lookup table. We only need binomial coefficients with entries less or equal to n 0 , for the following reason. In the binary case, the recursion involves numbers of the form v s with s ≤v, and for any descendent (u,v) and any i > 0 we havev i ≤ n 0 since the number of columns with sum i is less or equal to the total number of nonempty columns. For the N-valued case, the same set of binomial coefficients will be sufficient, since then we have numbers of the form v+Ls s with s ≤v + Ls, and thus
where the last inequality holds because the number of columns j with sum greater or equal to i is no more than the total number of nonempty columns. Since the addition of two ddigit numbers takes Θ(d) time, and there are n 0 +2 2 binomial coefficients with entries less or equal to n 0 , then the bound log j k + 1 ≤ n 0 log 2 + 1 on the number of digits for such a binomial coefficient shows that this pre-computation can be done in O(n 3 0 ) time. Except in trivial cases (when the largest column sum is 1), the additional time needed does not affect the bounds on T (p, q) that we will prove below.
We now bound the time required for a given call to the algorithm. Proof Note that we always havev i ≤ n 0 , since the number of columns with sum i cannot exceed the number of nonempty columns. Thus, in the recursion formula, for each s in the sum corresponding to (u,v), we have the bound
Let T m (k) be the time required to multiply two numbers of magnitude k or less. By the Schönhage-Strassen algorithm [30] , T m (k) ≤ O((log k)(log log k)(log log log k)). Therefore,
Since we have precomputed the binomial coefficients, the time required to compute v s is thus bounded by O(ab(log c)
3 ). To finish computing the term corresponding to s in the recursion formula, we must multiply 
Lemma 6.4 (Bound on weighted simplices)
Proof The map f (r) = (1r 1 , 2r 2 , . . . , kr k ) is an injection f : ∆ k (j) → C k (j). Thus,
We are now ready to prove Theorem 2.3 for the case of N(p, q).
Proof of Theorem 2.3 for N(p, q)
By storing intermediate results in a lookup table, once we have computedN(u,v) upon our first visit to node (u,v), we can simply reuse the result for later visits. Hence, we need only expend τ (u,v) time for each node (u,v) occuring in the graph. Let t j = m i=j p i and d = (ab + c)(log c) 3 . Then
where (a) follows by Lemma 6.2, (b) by 6.3, (c) by 6.4, and (d) since p j ≤ a and t j ≤ c. This proves (1) and (2) . Now, (3) and (4) follow from (2) since a ≤ c ≤ bn.
Proof By the form of the recursion, the depth of the graph descending from (p,q) is equal to the number of rows m, since p ∈ N m and thus L m p = 0. For each of the m iterations of the sampling algorithm, we begin at some node (u,v), and we must (A) randomly choose a child (Lu,v\s) with probability proportional to its count times the number of corresponding rows, and then (B) choose a row uniformly from among the 
