ABSTRACT In this paper, a series of models were established, and based on the Google Flu Trends (GFT) data and Centers for Disease Control (CDC) data. The models include the GFT regression model (model 1), the weighted GFT regression model (model 2), the GFT + CDC regression model (model 3), the CDC regression model (model 4), and the weighted CDC regression model (model 5). All models were utilized to predict and assess influenza activity across ten regions of the United States. The least squares and backpropagation neural network based on the genetic algorithm are used to fit the model parameters, and the error and historical sample fitting accuracy of each model are compared. The results show that models 4 and 5 are superior to other models. To optimize the prediction model, the seasonal characteristics of influenza incidence were investigated, and flu-prediction models for the high-flu season and low-flu season were established. The experimental results show that the prediction model of seasonal influenza is superior to the non-seasonal model. The influenza-like illness values predicted by the seasonal flu model are consistent with information provided by the CDC, suggesting that the results accurately reflect influenza epidemic characteristics and can thus be readily applied for the prevention and control of influenza.
I. INTRODUCTION
Influenza (flu) was the first infectious respiratory disease to be monitored globally. It is a viral disease that crosses regions quickly via interpersonal communications. The disease is highly lethal among certain populations. It is difficult to make a laboratory diagnosis for each suspected influenza patient, so monitoring of influenza-like illness (ILI) often serves as a substitute for influenza surveillance [1] . ILI criteria comprise the case definition recommended by the World Health Organization (WHO) and the National Influenza Center (NIC); they include a body temperature greater than or equal to 38 • C accompanied by cough, pharyngeal pain, body pain, and other symptoms with a lack of another simultaneous laboratory diagnosis. According to the WHO, yearly flu epidemics cause 5-15% of the world's population to suffer from respiratory diseases, 3 million to 5 million cases of severe illness, and 250,000 to 500,000 deaths. The United States sustains economic losses of up to 71-167 billion USD due to the flu each year [2] . The prevention and control of influenza are critically dependent on timely monitoring of flu outbreaks. Early warnings can help to control the spread of the disease, significantly reducing the number of cases and the loss caused by an epidemic. To this effect, accurate flu monitoring has important practical significance to social stability, economic development, and the health and safety of vast swaths of the globe's population [3] .
Researchers, both domestic and foreign, have investigated the surveillance and forecasting of influenza activity, typically by establishing prediction models for ILI epidemic trends. Li et al. [4] , for example, built a predictive model to monitor the Chinese flu by using internet search data. They found that historical data can be utilized to predict influenza trends and that Internet search data can be used to improve the accuracy of current casting of predictions for the flu; the two types of data can be utilized in tandem to achieve favourable prediction effects. Researchers have explored numerous methods for using network activities to implement flu surveillance, including patient counsellingcentre hotlines [5] , relevant site views [6] , [7] , Pythonbased Sina micro-blog crawler information [8] , and Over The Counter (OTC) medication sales [9] . Research has also shown that official ILI data can be almost perfectly replaced by the flu-related model based on Twitter posts [10] - [15] . A variety of services, such as MappyHealth and Sickweather, can be used to gather data in real time, yielding a reliable assessment of the extent of damage caused by the flu.
The Google Flu Trends (GFT) system, launched in 2008, monitors and aggregates US search data [16] to estimate flu epidemics and compare its predictions against the Centers for Disease Control (CDC) data. A few weeks prior to the influenza A (H1N1) outbreak in 2009, Google engineers published a paper in Nature [17] to report that GFT successfully predicted the spread of H1N1, specific even to US regions and states, in a very timely manner. Google has indeed become a more efficient and timely indicator than official health organizations. In February 2013, Nature issued a report stating that the number of ILI clinic visits predicted by GFT was up to two times higher than that predicted by the CDC. The lead author David Lazer asserts that the disparity was caused by ''big data arrogance'' and algorithm variations [18] .
Although numerous studies have shown that web search data are valuable, they are still far from adequate for replacing traditional methodologies for flu monitoring [19] , [20] . Big data have substantial potential in regard to improving public health, but the numbers are misleading if background information is insufficient. Modern technologies cannot completely replace traditional epidemiological monitoring networks; they can only play a complementary role. In this study, we used a combination of CDC and GFT data to construct a novel combination forecasting model. Davidson et al. (2003) [19] suggested that flu levels in one region are strongly correlated with those in other regions, so the flu levels across several regions were integrated into a real-time CDC prediction model to construct an empirical network model. American scholars, including Lowen et al. [21] , have utilized countless guinea pigs under a variety of temperature conditions to study influenza activity. At 5 • C, the propagation velocity of the flu virus significantly accelerates. At 20 • C, the spread of the flu virus is relatively slow. At 30 • C, the transmission of the virus nearly stops. The National Institutes of Health (NIH) researchers used a technique called magic angle spinning nuclear magnetic resonance to create detailed images of how the virus's outer membrane responded to variations in temperature. The virus's outer membrane was composed chiefly of molecules known as lipids, explained by Polozov et al. [22] and Ezzine [23] . They found that at winter temperatures, the virus's outer covering, or envelope, hardens to a rubbery gel that shields the virus as it passes from person to person. With warmer weather, however, the protective gel melts to a liquid phase. But this liquid phase, apparently, isn't tough enough to protect the virus against the elements, and so the virus loses its ability to spread from person to person. These observations are well supported by the fact that influenza epidemics more commonly occur in winter and spring months than in the rest of the year. In this study, we analysed the number of ILIs across ten regions of the United States and divided the year into a high-flu season and a low-flu season to construct the improved flu prediction model.
The introduction of neural networks into the prediction of influenza is a hot topic in biomedical information processing. The neural network, an intelligent recognition algorithm, is commonly used in various fields. It is fault tolerant and provides association, inference, memory, self-adaptation, self-learning, and the ability to manage complex multi-modal data [24] . The back-propagation (BP) neural network has played an important role in the development of artificial neural networks and is currently one of the most widely used networks in this field [25] . In the present study, we applied a BP neural network based on the genetic algorithm (GA-BP) to fit the parameters of the flu-prediction regression model and compared the fitting effect with that of Least Squares (LS), as discussed below.
In this paper, the following research work has been carried out. First, multiple regression models, namely, the GFT regression model (model1), weighted GFT regression model (model2), GFT+CDC regression model (model3), CDC regression model (model4) and weighted CDC regression model (model5), are established. Second, the LS and GA-BP methods are used to fit the model parameters, and the results are compared. Finally, according to the seasonal characteristics of influenza incidence, we divide the year into a high-flu season and a low-flu season to establish the quarterly seasonal flu prediction model.
II. METHODS AND MODELS

A. GFT REGRESSION MODEL
The GFT model, tracks ILIs in whole populations based on Google search query data [26] . Its working principle is that if a person is suffering from the flu, he or she is likely to search the Internet for information related to the disease. By extracting search-engine keywords associated with the flu, such as ''cold'', ''sore throat'', ''fever'' and other symptoms of disease, and analysing the data, regional influenza epidemic situations can be estimated fairly accurately [27] . Scores are assigned to the database terms commonly searched by 50 million users by fitting them to the model. The N most commonly searched terms are selected. Then, the ability of the model to predict ILI can be evaluated based on the numbers of times these terms are searched. When N = 45, for example, the model yields prediction results that are in close agreement with the CDC ILI data [28] , [29] . We used the GFT data published by the Google Flu Monitoring System to construct the regression models of Eq.(1). Davidson et al. [19] constructed an empirical network model using GFT data, refer to (2) . Below, we will compare the predictive effects of these two models.
(1)
where ILI i,t is the number of CDC ILIs in the i-th region in week t; X i,t is the number of GFT ILIs in the i-th region in week t; ω i,j is the weight of the relationship between region i and region j, for which authors use the cross-correlation between the laboratory-confirmed influenza cases for each pair of regions (i, j) in the previous year (the greater the correlation, the greater the value of ω i,j ); P is the lagged order of the dependent variable X i,t−k , (the experimental results show that prediction effect of the model is the best when P = 4 ); N is the number of regions (N = 10); χ k , λ j are the coefficient of models; and τ t , ν t are the residual of the model for week t.
B. CDC REGRESSION MODEL
The US CDC routinely counts weekly influenza-related cases among all outpatients in ten surveillance regions [30] and releases weekly influenza-transmission data from national and regional disease-surveillance systems. The sizable error in the GFT data and CDC data means that the re-use of GFT data to build an empirical network model will lead to secondary error and make the error is increasing. Therefore, we used the CDC data to establish the flu-prediction model. Because the spread and infection of flu are continuous in time, the data processed by the predictive model are also continuous in time. Therefore, when building the model, we consider the effect of the previous flu on the next moment. The predicted flu data are closest to the real CDC data when the lag time is 4 weeks(P = 4); accordingly, we established the following regression model with a lag time of 4 weeks:
where ILI i,t−k is the number of CDC ILIs in the i-th region in week t − k; α k is the model coefficient; P is the same as those in Eq.(1)(P = 4); and ε t is the residual of the model. The flu is mostly spread by contact among individuals. Thus, the relationship between any two regions of flu-affected populations is affected by the relationship between the people inhabiting these regions. If there is an outbreak of influenza in a region with frequent population movements, regions in close association are likely to be implicated. We integrated influenza-level information from across various regions into the real-time prediction model to establish the weighted CDC regression model. We used historical CDC data to obtain the correlation coefficient between each region as the weight of the relationship: the greater the correlation, the greater the ω i,j value. Each region has nine relationship weights,
The model formula is as follows:
where the parameters ILI i,t−k , β k , λ j , P, and θ t are the same as those in Eq. (3); ω i,j is the weight of the relationship between region i and region j; and N represents the number of regions included in the model; here, N = 10.
C. GFT+CDC REGRESSION MODEL
The CDC regression in the flu-prediction model uses historical ILI data to predict future trends. In the absence of a new mutation impacting the case, this method yields good predictions. Historical flu-outbreak information is indeed useful in predicting future flu activity, but the GFT regression in the model is still valuable in that it is better able to reflect disease outbreaks in real time. In short, combining the two models yields the more accurate possible predictions. We built the following combination forecasting model accordingly:
where the parameters ILI i,t−k , µ k , δ m , σ t and P are the same as those in Eq. (3) and X i,t−m is the number of GFT ILIs in the i-th region in week t − m.
D. SEASONAL PREDICTION MODEL
Influenza is generally considered to have seasonal epidemic characteristics, with a higher rate of prevalence in winter and spring months compared to the rest of the year. Increased contact among individuals due to being confined indoors under inclement weather, as well as the body's weakened resistance to disease during environmental temperature fluctuations, are some of the reasons for variations in flu prevalence by season. As discussed above, we analysed the number of ILIs in ten regions of the United States. Fig.1 shows the ILI distribution across all regions from week 40 in 2003 to week 33 in 2015, for a total of 620 weeks, which shows that the flu indeed has a significant seasonal incidence peak. Each region's flu prevalence begins to rise at 40 weeks, peaks at weeks 48-52, then declines during weeks 1-5 of the following year and returns to normal after 16 weeks. We divided the year into a high-flu season (weeks 40-15) and a low-flu season (weeks 16-39) to establish the improved model.
E. GA-BP MODEL
The goal of LS regression analysis is to find a concrete form of functional expression and to establish and analyse the functional relationship between a response (dependent variable Y ) and an important factor (independent variable X ), that is, to obtain a suitable function of X with which to express Y . The purpose of neural networking based on regression analysis is to find a neural network model [31] , not a specific mappingfunction expression. It is through the network that the training VOLUME 6, 2018 sample is learned; when the network training is complete, the network structure represents mapping X → Y .
1) BP NEURAL NETWORK
A BP neural network is a multilayer feedforward network trained by an error inverse-propagation algorithm. The basic idea is to study the sample pair (input and expected output) and send the input of the sample to the BP neural network to calculate the actual output. If the error between the actual output and the expected output does not meet the accuracy requirement, the error is propagated backward to adjust the weight ω and the threshold b so that the error between the output of the network and the expected output is gradually reduced until the accuracy requirement is satisfied. The topology of the BP network is shown in Fig. 2 .
In Fig. 2, X 1 , X 2 , ..., X n are the input values of the BP neural network, Y 1 is the predicted value of the BP neural network, and ω ij and ω jk are BP neural-network weights.
2) GA-BP MODEL
The BP neural network is one of the most widely applied artificial neural networks. Its structure is rigorous, it has strong operability, and it can realize highly non-linear mapping. It is disadvantaged by slow learning convergence, elusive network topology, and a tendency to fall into the local minimum [32] . The genetic algorithm can be applied to optimize the BP neural-network model to check several feasible solutions at the same time, which can speed up the convergence of the network and improve the prediction accuracy of the network model [33] . We fit the parameters of the proposed flu-prediction model based on GA-BP.
The specific steps of the genetic algorithm to optimize the BP neural network are as follows:
Step 1: Structure determination of the BP neural network. The individual coding length of the genetic algorithm is determined by the number of input and output parameters, which determine the structure of the BP neural network. If n is the number of nodes in the input layer, l is the number of nodes in the hidden layer, and m is the number of nodes in the output layer, the coding length is:
Step 2: Genetic-algorithm optimization. The genetic algorithm is used to optimize the weights and thresholds of the BP neural network. The individual fitness value is calculated by a fitness function. Then the genetic algorithm finds the optimal fitness value by selection, crossover, and mutation operations.
The genetic-algorithm-optimized BP neural-network elements include population initialization, the fitness function, VOLUME 6, 2018 selection operation, crossover operation, and mutation operation [34] .
Step 2.1: Population initialization. The individual encoding method is real coding, in which each individual is a real string consisting of an input-layer and hidden-layer weight value, a hidden-layer threshold, a hidden-layer and output-layer weight value, and an output-layer threshold. The individual contains all the weights and thresholds of the neural network.
Step 2.2: Fitness function. The initial weights and thresholds of the BP neural network are obtained according to the individual. The trained BP neural network is used for prediction. The sum of the squared errors between the predicted output and expected output is taken as the individual fitness value F:
where m is number of network output nodes; y i is the expected output of the i-th node; y i is the predicted output of the i-th node; and r is the coefficient.
Step 2.3: Selection operation. The selection operation of the genetic algorithm includes the random-traversal method, roulette method, tournament method, and other methods. The roulette method was chosen here, in which the individual is selected and transmitted to the next-generation population with some probability and the individual's probability is proportional to the size of the fitness. The selection probability p i of each individual i is:
where F i is the fitness value of the i-th individual (a smaller fitness value is preferable). The reciprocal is calculated to determine the fitness value prior to individual selection. r is the coefficient, and M is the number of individuals.
Step 2.4: Crossover operation. Because the individual is used by the real-number code, the crossover-operation method uses the real-number crossover method. The intersection of the s-th chromosome g s and the t-th chromosome g t at position i is performed as follows:
where c is a random number in [0, 1].
Step 2.5: Mutation operation. The j-th gene g ij of the i-th individual is selected for mutation:
where g max is the upper bound of gene g ij ; g min is the lower bound of gene 2 ; u is a random number; t is the current iteration number; T max is the maximum number of iterations; and u is a random number in [0, 1].
Step 3: BP neural-network prediction. The GA is used to obtain the optimal individual, which is used to determine the initial weights and thresholds of the BP network. The trained BP neural network then yields prediction results [35] .
A flow chart of the GA-BP algorithm is shown in Fig. 3 .
III. RESULTS
A. DATA COLLECTION
As discussed above, influenza activity data for the purposes of this study were gathered from both the CDC and the GFT [36] , [37] , and the experiment was conducted in MATLAB (R2014a). We selected GFT data and CDC data for 604 weeks from week 40 in 2003 to week 17 in 2015 to train each model, with week 18 to week 33 in 2015 as the test samples. The train data were utilized to fit the models, and the trained model was used to predict the ILI data in the test set. The predicted data were compared with the real ILI data to test the predictive abilities of the various models.
B. DATA PREPROCESSING
The data were normalized to prevent excessive disparity between the data and unwanted differences in dimension that would have affected prediction accuracy and to ensure that smaller output values were not obscured. We used MATLAB's mapminmax function to normalize the original input data, evenly distributing them in the range of [0, 1] via the following function:
where x i is the parameter value of each sample input attribute after the normalization process; x i is the parameter value of each sample input attribute before the normalization process; x max is the maximum value in the original data sequence; and x min is the minimum value in the original data sequence.
To further compare and analyse the results of the various models, we used the mean square error (MSE), mean absolute percentage error (MAPE), and relative mean square error (RMSE):
where n is the number of samples; y i is the number of actual ILIs; and y i is the number of predicted ILIs.
C. MODEL ESTIMATION RESULTS
As discussed above, the training samples were used to fit the various model parameters, and then, each trained model was utilized to predict the numbers of ILIs in the ten regions of the United States from week 18 to week 33 in 2015. The MSE, MAPE(%) and RMSE of the output were used for comparative analysis. Table 1 shows the prediction results for all five models in regions 3 and 10 as an examples. Models 1 through 5 correspond to the five models proposed in the second part of this paper, reference to formulas (1), (2), (5), (3) and (4). LS represent the prediction result of the VOLUME 6, 2018 LS method, and NET is the prediction result of the GA-BP regression method.
The prediction results of model 1 and model 2 were analysed and compared. It was found that the weighted GFT regression model, which integrates the flu levels of the other nine regions into the real-time regression model of GFT, is superior to the model 1 in terms of prediction results. In other words, the relationships between regions do impact the influenza activity across the different regions.
The prediction results of model 2 and model 4 were analysed and compared. It was found that the CDC data yield a better prediction model than the GFT data, regardless of whether the method is LS or GA-BP, in regard to influenza prediction model MSE indicators. This is explained by the fact that the GFT prediction results in 2008 were highly correlated with the CDC ILI monitoring results, with a correlation coefficient of 0.97. As mentioned above, however, Nature later reported that GFT overestimated the incidence of influenza [18] in both the 2012 and 2013 flu seasons. In short, the GFT data diverge from the real (CDC) data, resulting in secondary error in model 2.
The prediction results of model 4 and model 3 are analysed and compared. Research shows that by adding GFT data to the historical ILI data, the model's forecasting effect has been improved. This indicates that the Google search data contain new information not contained in the historical data that reflects the variation of ILIs in the current period, and this new variation did not exist in the historical ILI data. The prediction results of model 4 and model 5 are analysed and compared. Research shows that the effect of the model is improved by adding the ILI data of other regions to the historical information. The reason is that influenza transmission depends mainly on the contact between people. In the ILI prediction, we can consider not only the role of historical sample data in this region but also the effects of region interactions on the spread of the disease.
The prediction results of model 3 and model 5 were also analysed and compared. It was found that model 5 outperforms model 3 whether parameterized using the LS method or GA-BP method.
From the above analysis, it can be concluded that among in the test output of the five models, the three evaluation indexes of model 5 are the best. The three evaluation indexes of the test outputs of GA-BP were better than the corresponding LS results, indicating that the neural-network method is superior to the LS method in predicting flu activity.
Prediction-error result charts for all five models in regions 3 and 10 are shown in Fig. 4 as an examples. It can be seen from Fig. 4 that models 4 and 5 are superior to other models for regions 3 and 10.
Altogether, the results indicated that the numbers of ILIs predicted by model 4 and model 5 are consistent with the numbers provided by the CDC. We next built improved prediction models based on models 4 and 5 for high-flu and lowflu seasons according to the epidemiological characteristics of the ten US regions we examined. A total of 354 samples were included in the low-flu season (weeks , and the first 338 samples were used as train set to training the models VOLUME 6, 2018 Table 2 and Table 3 show that in the low-flu-season model, the predictive effect of model 6 is better than that of model 4, and model 7 is superior to model 5. Fig. 6 , Table 4 and Table 5 show that in the high-flu-season model, 572 VOLUME 6, 2018 the predictive effects of model 8 and model 9 are better than those of model 4 and model 5. Fig. 5 and Fig. 6 and Tables 2-5 show that the prediction results of the GA-BP method are superior to those of the LS method, and the quarter flu-prediction model can be used to monitor and predict flu epidemics to achieve early detection, prevention, and harm reduction.
IV. CONCLUSION
Influenza is a serious -often deadly -and widespread disease that causes substantial economic loss and severe impact to societies across the globe on a yearly basis. Accurately monitoring and tracking influenza activity can help to reduce the spread of the disease and minimize its risks. Public-health emergency-response measures can be determined based on flu monitoring data, and early and efficient flu warning systems can save manpower and expense. In this paper, the regression model for influenza was established with CDC and GFT ILI data. The proposed model was established based on the GFT and CDC regression models of flu outbreaks and the interactions between ten regions of the United States.
The results presented here show that GFT data and historical influenza data are partially complementary in terms of prediction-model performance. The accuracy of real-time prediction can indeed be ensured by the Google search data, while dependent-variable trends are better predicted by historical data. Therefore, the combination prediction model was established by integrating Google search data into the historical data. The results show that the GFT+CDC regression model is preferable for monitoring influenza activity compared to the GFT and CDC regression models. After adding an extra component to the model to include seasonal information (high-flu versus low-flu seasons), the model performed even better.
The theoretical basis for the application of artificial neural networks in the field of regression analysis is discussed here, as a nonlinear regression based on an artificial neural network was utilized for practical analysis. Taking the BP network as an example, a nonlinear regression method based on a GA-BP neural network was proven feasible for the prediction of ILI cases, and the prediction effects were better than LS method.
The models established in this study provide a scientific reference for the future prediction and prevention of influenza. Reducing the risk of influenza via effective monitoring will benefit human health and prevent economic losses across the globe. 
