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Abstract
In this paper, we study the existence and nonexistence of multiple positive solutions for
the inhomogeneous Neumann boundary value problem
∆u+ up − λu= 0, with Dγ u= ϕ(x), (∗)
under some assumptions on the boundary ∂Ω and the function ϕ(x). For ϕ(x)  0,
ϕ(x) ≡ 0, ϕ(x) ∈ Cα(Ω¯), it is shown that there exists a constant λ∗ > 0 such that problem
(∗) possesses at least two positive solutions if λ ∈ (λ∗,∞) and at least one positive solution
if λ = λ∗. Furthermore, there are no positive solutions for problem (∗) if λ ∈ (−∞, λ∗).
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let Ω be a bounded domain in RN with C2 boundary,N  3. In this paper, we
are concerned with the existence of multiple positive solutions for the following
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nonlinear elliptic problem:{−∆u= up − λu in Ω,
Dγ u= ϕ(x) on ∂Ω,
u > 0 in Ω,
(1.1)λ
where 1 < p  (N + 2)/(N − 2), γ = (γ1, . . . , γN) is the unit outward normal
of ∂Ω , λ ∈ R1, ϕ(x) 0, ϕ(x) ≡ 0 and ϕ(x) ∈ Cα(Ω¯), 0 < α < 1. We say that
u ∈H 1(Ω) is a weak solution of (1.1)λ if∫
Ω
[
DiuDiv − upv + λuv
]
dx −
∫
∂Ω
ϕ(x)v ds = 0, ∀v ∈H 1(Ω).
Hence the solutions of (1.1)λ correspond to nontrivial critical point of the var-
iational functional
I (u)=
∫
Ω
[
1
2
|Du|2 − 1
p+ 1u
p+1
+ +
λ
2
u2
]
dx −
∫
∂Ω
ϕ(x)u+ ds,
u ∈H 1(Ω), (1.2)
where u+ = max(u,0). Note that p + 1 is critical Sobolev’s exponent for the
embedding H 1(Ω) ↪→ Lp+1(Ω) if p = (N + 2)/(N − 2), and that ϕ(x) ≡ 0
which causes new difficulties in treating the problem (1.1)λ. The Dirichlet
counterpart of (1.1)λ was studied by Brezis and Nirenberg [1] and later by many
other authors. For the Neumann problem with homogeneous boundary condition,
namely Dγ u= 0 or Dγ u+ α(x)u= 0, Wang [2], Pierotti and Terracini [3] have
studied and obtained some wonderful results. But they have only discussed the
existence and nonexistence of single solution.
In this paper, we study the existence and nonexistence of multiple positive so-
lutions for the inhomogeneous Neumann problem (1.1)λ. Because
∫
∂Ω ϕ(x)u+ ds
in the variational functional I (u) causes barriers to the construction of conditions
of the Mountain Pass Lemma, we first obtain a minimal positive solution of (1.1)λ
by the standard barrier method, and then with the help of the minimal positive so-
lution, the problem (1.1)λ can be changed into a homogeneous Neumann problem.
By dealing with the changed homogeneous problem, the second positive solution
can be obtained by the Mountain Pass Lemma.
The main results of this paper are stated in the following theorems:
Theorem 1.1. For 1<p  (N + 2)/(N − 2), there exists λ∗ > 0 such that:
(i) Problem (1.1)λ possesses a minimal positive solution uλ if λ ∈ [λ∗,∞) and
there are no positive solutions for (1.1)λ if λ < λ∗.
(ii) uλ is decreasing with respect to λ if λ ∈ [λ∗,∞) for all x ∈Ω .
(iii) uλ is bounded uniformly in H 1(Ω) and uλ → 0 as λ→∞.
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Theorem 1.2. If λ ∈ (λ∗,∞), p = (N + 2)/(N − 2), then problem (1.1)λ pos-
sesses at least two positive solutions uλ and Uλ satisfying uλ < Uλ.
The organization of this paper is as follows: In Section 2, we discuss the
existence and nonexistence of the minimal solution of (1.1)λ for different λ ∈ R1
by the standard barrier methods [4]. Some properties of the minimal solution will
be established. In Section 3, we show the existence of the second positive solution
for problem (1.1)λ by Mountain Pass Lemma without (PS) condition.
2. The existence of minimal solution
In order to obtain the existence of minimal solution of (1.1)λ, we first consider
the following linear problem:{−∆v + λv = 0 in Ω,
Dγ v = ϕ(x) on ∂Ω. (2.1)λ
By the standard argument, we can prove the following lemma:
Lemma 2.1. If ϕ(x) ∈ Cα(Ω¯), ϕ(x) ≡ 0, ϕ(x) 0 and ∂Ω ∈ C2, then problem
(2.1)λ possesses a positive solution vλ ∈C1+α(Ω¯) for all λ > 0.
Using this fact, we can deduce the following existence and nonexistence result.
Lemma 2.2. There exists λ∗ ∈ R1, λ∗  0, such that (1.1)λ possesses a minimal
positive solution if λ ∈ (λ∗,∞) and (1.1)λ has no positive solutions if λ ∈
(−∞, λ∗).
Proof. Firstly, we show that there exists a positive constant λ0 such that (1.1)λ0
possesses a minimal positive solution.
Let u¯= v1 be the positive solution of (2.1)1 and λ0 =maxx∈Ω¯ vp−11 + 1. Then
u¯ = v1 is a supersolution of (1.1)λ0. Obviously u ≡ 0 is a subsolution of (1.1)λ.
Using the methods of monotone iteration [4] and strong maximum principle, it
follows that there exists a solution uλ0 of (1.1)λ0 such that u < uλ0 < u¯ and uλ0 is
a minimal positive solution of (1.1)λ0.
Define
Qλ =
{
λ | (1.1)λ possesses at least one positive solution
};
then λ0 ∈Qλ. So Qλ is nonempty, and we can prove that uλ0 is a supersolution
of (1.1)λ if λ > λ0. Indeed, for any λ > λ0,
−∆uλ0 + λuλ0 >−∆uλ0 + λ0uλ0 = upλ0 in Ω,
Dγ uλ0 = ϕ(x) on ∂Ω.
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Note that u ≡ 0 is a subsolution of (1.1)λ for all λ ∈ R1. Using the methods of
monotone iteration [4] and strong maximum principle it follows that there exists
a solution uλ of (1.1)λ such that
0 < uλ  uλ0 for all x ∈Ω (2.2)
and uλ is a minimal positive solution if λ ∈ [λ0,∞). Similarly, we can also obtain
that uλ is decreasing with respect to λ for all x ∈Ω .
Let λ∗ = infλ∈R1 Qλ. Then for any λ ∈ (λ∗,∞), problem (1.1)λ possesses a
minimal positive solution uλ and for any λ ∈ (−∞, λ∗), (1.1)λ has no positive
solutions.
We claim that λ∗  0. In fact, let uλ be a solution of (1.1)λ. The Green theorem∫
Ω
λuλ dx −
∫
∂Ω
ϕ(x) ds =
∫
Ω
u
p
λ dx
implies that λ > 0 and hence λ∗  0. ✷
Let uλ be the minimal positive solution given by Lemma 2.2. Now consider
the corresponding eigenvalue problem{
−∆Ψ + λΨ = µpup−1λ Ψ in Ω,
∂Ψ
∂γ
= 0, on ∂Ω. (2.3)
Then we have the following lemma:
Lemma 2.3. The first eigenvalue
µ= inf
{∫
Ω
|DΨ |2 + λΨ 2 dx | Ψ ∈H 1(Ω),
∫
Ω
pu
p−1
λ Ψ
2 dx = 1
}
(2.4)
of (2.3) can be achieved by a function Ψ1 > 0 in H 1(Ω) if λ ∈ (λ∗,∞). Fur-
thermore, µ> 1.
Proof. We can prove that minimal problem (2.4) can be achieved by a function
Ψ1 > 0 in Ω if λ ∈ (λ∗,∞) by standard variational argument. So we only need
to prove that µ > 1 here. Suppose λ¯ > λ > λ∗, uλ¯, uλ are the minimal positive
solution of (1.1)λ¯, (1.1)λ, respectively. From the proof of Lemma 2.2 we have
uλ > uλ¯ > 0, and
−∆(uλ − uλ¯)+ λ¯(uλ − uλ¯) >−∆(uλ − uλ¯)+ λuλ − λ¯uλ¯
= upλ − upλ¯ = (uλ¯ + uλ − uλ¯)p − u
p
λ¯
= pup−1
λ¯
(uλ − uλ¯)+
1
2
p(p− 1)[uλ¯ + θ(uλ − uλ¯)]p−2(uλ − uλ¯)2
>pu
p−1
λ¯
(uλ − uλ¯) (0 < θ < 1). (2.5)
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By (2.5) and Dγ uλ¯ =Dγ uλ = ϕ(x), we have∫
Ω
[−∆(uλ − uλ¯)Ψ1 + λ¯(uλ − uλ¯)Ψ1]dx >
∫
Ω
pu
p−1
λ¯
(uλ − uλ¯)Ψ1 dx;
i.e., ∫
Ω
(uλ − uλ¯)(−∆Ψ1 + λ¯Ψ1) dx >
∫
Ω
pu
p−1
λ¯
(uλ − uλ¯)Ψ1 dx.
So
µ
∫
Ω
p(uλ − uλ¯)up−1λ¯ Ψ1 dx >
∫
Ω
pu
p−1
λ¯
(uλ − uλ¯)Ψ1 dx
which implies that µ> 1. ✷
Lemma 2.4. (1.1)λ∗ possesses a minimal positive solution.
Proof. Let v1 be the solution of (2.1)1. Set uλ = v1 + v; then v must be a solution
of {−∆v + λv = (v + v1)p in Ω,
Dγ v = 0 on ∂Ω. (2.6)
In the following, we prove that v is bounded uniformly in H 1(Ω). Since∫
Ω
|Dv|2 + λv2 dx =
∫
Ω
(v+ v1)pv dx,
it follows from Lemma 2.3 that∫
Ω
(v + v1)pv dx =
∫
Ω
|Dv|2 + λv2 dx  p
∫
Ω
u
p−1
λ v
2 dx
= p
∫
Ω
(v + v1)p−1v2 dx.
Thus we have
p
∫
Ω
(v+ v1)p−1v2 dx 
∫
Ω
(v + v1)pv dx
=
∫
Ω
(v + v1)p−1v2 dx +
∫
Ω
(v + v1)p−1v1v dx,
and hence
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(p− 1)
∫
Ω
(v + v1)p−1v2 dx

∫
Ω
(v + v1)p−1vv1 dx 
∫
Ω
(v+ v1)pv1 dx  2p
∫
Ω
(
vp + vp1
)
v1 dx
 2p
[
ε
∫
Ω
vp+1 dx + (Cε + 1)
∫
Ω
v
p+1
1 dx
]
, (2.7)
where ε is a small positive constant satisfying 0 < ε < 2−p−1(p − 1), Cε is a
positive constant only dependent on ε. Obviously,∫
Ω
vp+1 dx 
∫
Ω
(v+ v1)p−1v2 dx.
It follows from (2.7) that
(p− 1− 2pε)
∫
Ω
vp+1 dx  2p(Cε + 1)
∫
Ω
v
p+1
1 dx.
From (2.6) we deduce that∫
Ω
|Dv|2 + λv2 dx =
∫
Ω
(v+ v1)pv dx 
∫
Ω
(v + v1)p+1 dx
 2p
∫
Ω
vp+1 dx + 2p
∫
Ω
v
p+1
1 dx
 2
p(Cε + 1)
p− 1− 2pε
∫
Ω
v
p+1
1 dx + 2p
∫
Ω
v
p+1
1 dx.
Thus ∫
Ω
|Dv|2 + λv2 dx  C
∫
Ω
v
p+1
1 dx C1,
and hence
‖uλ‖H 1(Ω)  ‖v‖H 1(Ω) +‖v1‖H 1(Ω)  C, (2.8)
where C and C1 are some constants independent of λ.
Now, we are going to prove the existence of the minimal positive solution
of (1.1)λ∗. Suppose {λj }j1 is a decreasing sequence in (λ∗,∞), satisfying
limj→∞ λj = λ∗. The corresponding sequence of solution is {uλj }j1 ⊂H 1(Ω).
From (2.8) we can choose a subsequence still denoted by {uλj }j1, such that
uλj ⇀ u¯ weakly in H
1(Ω) as j →∞
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for some nonnegative function u¯ ∈H 1(Ω). So we have
uλj ⇀ u¯ weakly in H 1(Ω),
uλj ⇀ u¯ weakly in
(
Lp+1(Ω)
)∗
, p  N+2
N−2 ,
uλj → u¯ strongly in L(∂Ω),
uλj → u¯ strongly in Lq(Ω), 1 < q < 2NN−2 ,
as j →∞. Thus for any ϕ¯ ∈C∞(Ω)
0 =
∫
Ω
DuλjDϕ¯ + λjuλj ϕ¯ dx −
∫
Ω
u
p
λj
ϕ¯ dx −
∫
∂Ω
ϕ(x)ϕ¯ ds
→
∫
Ω
Du¯Dϕ¯ + λ∗u¯ϕ¯ dx −
∫
Ω
u¯pϕ¯ dx −
∫
∂Ω
ϕ(x)ϕ¯ ds,
as j →∞, and hence∫
Ω
Du¯Dϕ¯ + λ∗u¯ϕ¯ dx −
∫
Ω
u¯pϕ¯ dx −
∫
∂Ω
ϕ(x)ϕ¯ dx = 0.
Namely, u¯ is a solution of (1.1)λ∗. Note 0 is a subsolution of (1.1)λ∗. Using the
methods of monotone iteration and strong maximum principle it follows that there
exists a minimal solution uλ∗ of (1.1)λ∗. ✷
Remark 2.5. By standard regularity argument, we can prove that the minimal
solution uλ of (1.1)λ belong to C1+α(Ω¯) if ∂Ω ∈ C2, ϕ(x) ∈ Cα(Ω¯), ϕ(x) 0,
ϕ(x) ≡ 0, 0< α < 1.
Proof of Theorem 1.1. Part (i) of Theorem 1.1 can be implied by Lemmas 2.2
and 2.4. Part (ii) of Theorem 1.1 can be deduced directly from the proof of
Lemma 2.2. Since (1.1)λ∗ has a solution uλ∗ , it follows from the Green theorem
that ∫
Ω
λ∗uλ∗ dx −
∫
∂Ω
ϕ(x) ds =
∫
Ω
u
p
λ∗ dx.
This implies that λ∗ > 0.
As for (iii), we proceed as follows: By (2.8) and Sobolev’s inequality we
deduce that ‖uλ‖Lq(Ω)  C for all λ ∈ (λ∗,∞) and q ∈ [2,2N/(N − 2)].
Because uλ is the minimal solution of (1.1)λ we have∫
Ω
|Duλ|2 dx + λ
∫
Ω
u2λ dx =
∫
Ω
u
p
λ dx +
∫
∂Ω
uλϕ dx,
which gives that∫
Ω
u2λ dx→ 0 as λ→+∞.
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From the regularity of uλ we can deduce that
uλ → 0 as λ→∞. ✷
3. Existence of the second solution
In this section, we just deal with the case when p = (N + 2)/(N − 2) because
the subcritical case (i.e., 1 < p < (N + 2)/(N − 2)) is trivial. Let uλ be the
minimal positive solution of (1.1)λ for λ ∈ [λ∗,∞). In order to find the second
solution of (1.1)λ, we introduce the following problem:{−∆v = (v + uλ)p − upλ − λv in Ω,
Dγ v = 0 on ∂Ω,
v > 0 in Ω.
(3.1)λ
Clearly, we can get another solution Uλ = uλ+ v for problem (1.1)λ if (3.1)λ pos-
sesses a positive solution v. So we shall prove that (3.1)λ has a positive solution
for λ ∈ (λ∗,∞) by using a variant of the Mountain Pass Lemma. To this end, we
set
g(x, v)= (v + uλ)p − vp − upλ − λv (3.2)
and
a(x)= pup−1λ − λ. (3.3)
The values of g(x, v) for v < 0 are irrelevant and we may define
g(x, v)= a(x)v for x ∈Ω, v < 0.
It will suffice to prove that{−∆v = vp + g(x, v) in Ω,
Dγ v = 0 on ∂Ω,
v > 0 in Ω
(3.4)λ
possesses a positive solution.
Define the corresponding variational functional of (3.4)λ by
J (v)= 1
2
∫
Ω
|Dv|2 dx − 1
p+ 1
∫
Ω
v
p+1
+ dx −
∫
Ω
G(x, v) dx, v ∈H 1(Ω),
where G(x, v) = ∫ v0 g(x, t) dt . If v ∈ H 1(Ω) is a critical point of J (v), let
v− =max(−v,0). Then∫
Ω
[|Dv−|2 − a(x)(v−)2]dx = 〈J ′(v), v−〉= 0,
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which implies that v− ≡ 0. Hence in order to obtain a solution of (3.1)λ, it suffices
to find a nonzero critical point of J (v). Set
c= inf
ψ∈Ψ supt∈(0,1)
J (ψ(t)),
where Ψ = {ψ ∈ C([0,1],H 1(Ω)), ψ(0)= 0, ψ(1)= ψ0 ≡ t0}, the constant t0
is so large that J (tψ0) 0 for all t  1. We claim that the constant c is larger than
zero. In fact,
J (v)=
∫
Ω
[
1
2
|Dv|2 − 1
p+ 1v
p+1
+ −G(x, v)
]
dx
= 1
2
∫
Ω
[|Dv|2 − a(x)v2]dx − 1
p+ 1
∫
Ω
v
p+1
+ dx
−
∫
Ω
[
G(x, v)− 1
2
a(x)v2
]
dx.
By Lemma 2.3, we have∫
Ω
|Dv|2 + λv2 dx µ
∫
Ω
pu
p−1
λ v
2 dx
for all u ∈H 1(Ω) and µ> 1, which gives∫
Ω
|Dv|2 − a(x)v2 dx =
∫
Ω
|Dv|2 + λv2 dx −
∫
Ω
pu
p−1
λ v
2 dx

(
1− 1
µ
)∫
Ω
|Dv|2 + λv2 dx
for all v ∈ H 1(Ω). Since µ > 1 and λ > 0, we can find a positive constant α1
such that∫
Ω
|Dv|2 − a(x)v2 dx  α1‖v‖2H 1(Ω). (3.5)
Note that
lim
v→∞
g(x, v)
vp
= 0 uniformly for x ∈Ω, (3.6)
lim
v→0
g(x, v)
v
= a(x) uniformly for x ∈Ω. (3.7)
We have∫
Ω
G(x, v)− 1
2
a(x)v2 dx  ε
2
∫
Ω
v2 dx + C(ε)+ 1
p+ 1
∫
Ω
|v|p+1 dx
164 Y. Deng, S. Peng / J. Math. Anal. Appl. 271 (2002) 155–174
for any ε > 0. Hence
J (v) α1
2
‖v‖2
H 1(Ω) −
1
p+ 1
∫
Ω
v
p+1
+ dx −
ε
2
∫
Ω
v2 dx
− C(ε)+ 1
p+ 1
∫
Ω
|v|p+1 dx.
By Sobolev’s embedding we have
J (v) α1
2
‖v‖2
H 1(Ω) −
Cε
2
‖v‖2
H 1(Ω) −
Cε + 2
p+ 1 C‖v‖
p+1
H 1(Ω)
.
Set ε = α1/2C. Then
J (v) α1
4
‖v‖2
H 1(Ω) −C2‖v‖p+1H 1(Ω),
where C2 = (C(ε)+ 2)/(p+ 1)C. If
‖v‖H 1(Ω) =
(
α1
8C2
)1/(p−1)
= ρ > 0,
we obtain
J (v) α1
4
(
α1
8C2
)1/(p−1)
> 0.
So c > 0.
By using (3.6), (3.7), Lemma 2.3 and Mountain Pass Lemma, we can obtain
the following lemma:
Lemma 3.1. Suppose λ ∈ (λ∗,∞), c < (1/2N)SN/2 . Then there is a solution v
of (3.1)λ which satisfies J (v) c, where S is the best Sobolev’s constant.
Proof. The proof is similar to Theorem 2.1 in [2]. So we omit the detail here. ✷
Set
c∗ = inf
u∈H 1(Ω)
{
sup
t>0
J (tu); u 0 and u ≡ 0
}
. (3.8)
Then c  c∗ (see, e.g., [5]). Hence the condition c < (1/2N)SN/2 in Lemma 3.1
can be replaced by
c∗  sup
t0
J (tu) <
1
2N
SN/2 (3.9)
for a function which satisfies that u 0 and u ≡ 0.
In the following, we shall verify that there exists a function u  0 and u ≡ 0
such that the condition (3.9) holds.
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Let B(x¯,R) be a ball containing Ω , and ∂B(x¯,R) ∩ Ω¯ = ∅. Choose x0 ∈
∂(B(x¯,R)∩ Ω¯). We have αi R−1 for each 1 i N − 1, where α1, . . . , αN−1
are the principle curvatures of ∂Ω at x0 (relative to the inner normal). Without
loss of generality we may suppose that x0 is the origin and Ω ⊂ {xN > 0}. Hence
the boundary ∂Ω near the origin is represented by (rotating the x1, . . . , xN−1
direction if needed)
xN = h(x ′)= 12
N−1∑
i=1
αix
2
i + o
(|x ′|2), ∀x ′ = (x1, . . . , xN−1) ∈D(0, δ),
for some δ > 0, where D(0, δ)= B(0, δ)∩ {xN = 0}. Set
ϕε(x)= ε(N−2)/4
(
ε+ |x|2)−(N−2)/2,
K1(ε)=
∫
Ω
|Dϕε|2 dx,
K2(ε)=
∫
Ω
|ϕε|p+1 dx,
K3(ε)=
∫
Ω
ϕ2ε dx, (3.10)
and denote g(x ′)= (1/2)∑N−1i=1 αix2i . We have the following lemma which was
proved by Wang in [2].
Lemma 3.2. (i) If N  4, then
K1(ε)= 12K1 − I(ε)+ o(ε
1/2) as ε→ 0, (3.11)
K2(ε)= 12K2 − II(ε)+ o(ε
1/2) as ε→ 0, (3.12)
where

K1 =
∫
RN |Dϕε|2 dx = (N − 2)2
∫
RN
|x|2
(1+|x|2)N dx,
I(ε)= (N − 2)2ε1/2 ∫RN−1 |y ′|2g(y ′)(1+|y ′|2)N dy ′ ≡K11ε1/2 > 0, (3.13)

K2 =
∫
RN ϕ
p+1
ε dx =
∫
RN
1
(1+|x|2)N dx,
II(ε)= ε1/2 ∫
RN−1
g(y ′)
(1+|y ′|2)N dy
′ ≡K21ε1/2 > 0.
(3.14)
(ii) If N = 3, then
K1(ε)
1
2
K1 −C0ε1/2| logε| + o(ε1/2), (3.15)
K2(ε)
1
2
K2 −O(ε1/2), (3.16)
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where K1,K2 are defined as in case (i). C0 is a positive constant independent
of ε.
(iii)
K3(ε)=
∫
Ω
ϕ2ε dx =


O(ε1/2), N = 3,
O(|ε log ε|), N = 4,
O(ε)+O(ε(N−2)/2), N  5.
(3.17)
Remark 3.3. We can easily verify that K1/K(N−2)/N2 = S, where S is the best
Sobolev’s constant. For the convenience, we suppose that K1 = αSN/2, and then
K2 = αN/(N−2)SN/2, where α is a positive constant.
Remark 3.4. From the estimates (3.11)–(3.17), we have
ϕε(x)= ε(n−2)/4
(
ε+ |x|2)−(N−2)/2,
K1(ε)=
∫
Ω
|Dϕε|2 dx = 12K1 + o(ε
1/4),
K2(ε)=
∫
Ω
|ϕε|p+1 dx = 12K2 + o(ε
1/4),
K3(ε)=
∫
Ω
ϕ2ε dx = o(ε1/4), (3.18)
as ε→ 0 for all N  3.
Lemma 3.5. Let ϕε be given by (3.10). Then there exists a constant tε > 0 such
that
sup
t0
J (tϕε)= J (tεϕε). (3.19)
Furthermore,
0 <C1  tε  C2 <∞ (3.20)
for some constants C1 and C2 independent of ε.
Proof. Denote
Φ(t)= J (tϕε)
= t
2
2
∫
Ω
|Dϕε|2 dx − t
p+1
p+ 1
∫
Ω
ϕp+1ε dx −
∫
Ω
G(x, tϕε) dx.
It follows from (3.5) that
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Φ ′(t)= t
∫
Ω
|Dϕε|2 dx − tp
∫
Ω
ϕp+1ε dx −
∫
Ω
g(x, tϕε)ϕε dx
= t
∫
Ω
|Dϕε|2 + λϕ2ε − pup−1λ ϕ2ε dx
−
∫
Ω
[
(tϕε + uλ)p − upλ − pup−1λ tϕε
]
ϕε dx
 tα1‖ϕε‖H 1(Ω) −
∫
Ω
(
µtϕ2ε +C(µ)tpϕp+1ε
)
dx
for any µ> 0. Take µ be small enough such 0<µ< α1/2. Then we have
Φ ′(t) α1
2
t‖ϕε‖H 1(Ω) −C(µ)tp
∫
Ω
ϕp+1ε dx > 0
if t > 0 is small.
On the other hand,
Φ ′(t) = t
∫
Ω
|Dϕε|2 + λϕ2ε dx − tp
∫
Ω
ϕp+1ε dx
−
∫
Ω
[
(tϕε + uλ)p − upλ − tpϕpε
]
ϕε dx
 t
∫
Ω
|Dϕε|2 + λϕ2ε dx − tp
∫
Ω
ϕp+1ε dx
→−∞ as t →+∞.
Thus Φ ′(t) < 0 for t large enough. Since Φ(0)= 0, there exists a constant tε > 0
such that Φ ′(tε)= 0 and tε satisfies (3.19).
Now we are going to prove that there exist some positive constants C1 < C2
such that tε ∈ [C1,C2] for all ε  0.
In fact, since Φ ′(tε)= 0 and tε > 0, we have∫
Ω
|Dϕε|2 + λϕ2ε dx − tp−1
∫
Ω
ϕp+1ε dx
− 1
tε
∫
Ω
[
(tϕε + uλ)p − upλ − tpϕpε
]
ϕε dx = 0. (3.21)
Because (tϕε + uλ)p − upλ − tpϕpε  0 for all x ∈Ω and p > 1, we obtain∫
Ω
|Dϕε|2 + λϕ2ε dx − tp−1
∫
Ω
ϕp+1ε dx  0.
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It follows from Remark 3.4 that
tp−1ε 
∫
Ω |Dϕε|2 + λϕ2ε dx∫
Ω ϕ
p+1
ε dx
= (1/2)K1 + o(ε
1/4)
(1/2)K2 + o(ε1/4)
= K1
K2
+ o(ε1/4) (3.22)
for all N  3. From (3.21) and p > 1 we also have∫
Ω
|Dϕε|2 dx − tp−1ε
∫
Ω
ϕp+1ε dx 
1
tε
∫
Ω
[
(tϕε + uλ)p − upλ − tpϕpε
]
ϕε dx
 1
tε
∫
Ω
[
µtpε ϕ
p
ε +C(µ)tεϕ2ε
]
dx
= µtp−1ε
∫
Ω
ϕp+1ε dx +C(µ)
∫
Ω
ϕ2ε dx
for all µ> 0. From (3.22) and Remark 3.4 we deduce∫
Ω
|Dϕε|2 dx − tp−1ε
∫
Ω
ϕp+1ε dx
 µ
(
K1
K2
+ o(ε1/4)
)(
K2
2
+ o(ε1/4)
)
+C(µ)o(ε1/4)
 µK1
2
+ o(ε1/4)+C(µ)o(ε1/4).
Thus
tp−1ε 
∫
Ω |Dϕε|2 dx∫
Ω
ϕ
p+1
ε dx
− µK1
2
∫
Ω
ϕ
p+1
ε dx
−C(µ)o(ε1/4)− o(ε1/4)
= (1−µ)K1
K2
−C(µ)o(ε1/4)− o(ε1/4).
Taking µ= 1/2 we have
tp−1ε 
K1
4K1
− o(ε1/4). (3.23)
It follows from (3.22) and (3.23) that there exist two positive constants C1 and C2
independent of ε such that (3.20) hold if ε is small. This completes the proof of
Lemma 3.5. ✷
Lemma 3.6. Let tε and ϕε be given by Lemma 3.5. Denote
Ψ (ε)= 1
2
∫
Ω
|Dϕε|2 dx − 1
p+ 1 t
p−1
ε
∫
Ω
ϕp+1ε dx.
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Then there exists a positive constant K∗ independent of ε such that
Ψ (ε) 1
2
(
K1
2
− K2t
p−1
ε
p+ 1
)
−K∗ε1/2 + o(ε1/2)
for N  4, where K1 and K2 are given by Lemma 3.2.
Proof. From (3.11)–(3.14) we have
Ψ (ε)= 1
2
K1(ε)− 1
p+ 1 t
p−1
ε K2(ε)
= 1
2
(
K1
2
−K11ε1/2 + o(ε1/2)
)
− 1
p+ 1 t
p−1
ε
(
K2
2
−K21ε1/2 + o(ε1/2)
)
= 1
2
[
1
2
K1 − 1
p+ 1 t
p−1
ε K2
]
− 1
2
K11ε
1/2 + 1
p+ 1 t
p−1
ε K21ε
1/2
+ o(ε1/2).
It follows from (3.22) that
Ψ (ε) 1
2
[
1
2
K1 − 1
p+ 1 t
p−1
ε K2
]
− 1
2
K11ε
1/2
+ 1
p+ 1
(
K1
K2
+ o(ε1/4)
)
K21ε
1/2 + o(ε1/2)
= 1
2
[
1
2
K1 − 1
p+ 1 t
p−1
ε K2
]
−
(
1
2
K11 − K1K21
K2(p+ 1)
)
ε1/2
+ o(ε1/2). (3.24)
We claim that
K11 = (N + 1)(N − 2)
2
N − 3 K21, K1 =N(N − 2)K2. (3.25)
In fact, applying (3.11)–(3.14) we can deduce that
K11
K21
=
(N−2)2
2(N−1)
∑n−1
i=1 αi
∫
RN−1
|y ′|4
(1+|y ′|2)N dy
′
1
2(N−1)
∑n−1
i=1 αi
∫
RN−1
|y ′|2
(1+|y ′|2)N dy
′
= (N − 2)2
∫∞
0
rN+2
(1+r2)N dr∫∞
0
rN
(1+r2)N dr
. (3.26)
For any 2 β < 2N − 1, integrating by parts we have
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∞∫
0
rβ−2
(1+ r2)N−1 dr =
2(N − 1)
β − 1
∞∫
0
rβ
(1+ r2)N dr.
Observing that
∞∫
0
rβ
(1+ r2)N dr =
∞∫
0
rβ−2
(1+ r2)N−1 dr −
∞∫
0
rβ−2
(1+ r2)N dr,
we obtain
∞∫
0
rβ
(1+ r2)N dr =
β − 1
2N − β − 1
∞∫
0
rβ−2
(1+ r2)N dr.
It follows from (3.26) that
K11
K21
= (N + 2− 1)
2N − (N + 2)− 1 (N − 2)
2 = (N + 1)(N − 2)
2
N − 3
and
K2
K1
=
∫
RN
1
(1+|y|2)N dy
(N − 2)2 ∫RN |y|2(1+|y|2)N dy =
∫∞
0
rN−1
(1+r2)N dr
(N − 2)2 ∫∞0 rN+1(1+r2)N dr
= 1
N(N − 2) .
This completes the proof of our claim.
Substituting (3.25) to (3.24) we have
Ψ (ε) 1
2
[
1
2
K1 − 1
p+ 1 t
p−1
ε K2
]
− 2(N − 2)
2
N − 3 K21ε
1/2 + o(ε1/2).
The conclusion of Lemma 3.6 follows if we take K∗ = [2(N − 2)2/(N − 3)] ×
K21. ✷
Lemma 3.7. Let tε and ϕε be given as in Lemma 3.5. Denote g¯(x, t)= (t+uλ)p−
u
p
λ − tp for t > 0 and G¯(x, v) =
∫ v
0 g¯(x, t) dt . Then there exist some positive
constants K and C independent of ε such that
J (tεϕε)
1
2N
SN/2 −Kε1/2 −
∫
Ω
G¯(x, tεϕε)+ o(ε1/2) (3.27)
for N  4 and
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J (tεψε)
1
2N
SN/2 −Kε1/2| logε| −
∫
Ω
G¯(x, tεψε) dx
+ λCε1/2 + o(ε1/2) (3.28)
for N = 3, where K and C are some positive constants independent of ε.
Proof. From Lemmas 3.2 and 3.5, we have
sup
t0
J (tϕε)= J (tεϕε)
= t
2
ε
2
∫
Ω
|Dϕε|2 dx − t
p+1
ε
p+ 1
∫
Ω
ϕp+1ε dx −
∫
Ω
G¯(x, tεϕε) dx
+ tε
2
λ
∫
Ω
ϕ2ε dx

(
t2ε
2
K1(ε)− t
p+1
ε
p+ 1K2(ε)
)
−
∫
Ω
G¯(x, tεϕε) dx
+ C
2
2
2
λ
∫
Ω
u2ε dx. (3.29)
Applying Lemma 3.6 and noting Remark 3.3 we have
(
t2ε
2
K1(ε)− t
p+1
ε
p+ 1K2(ε)
)
= t2ε Ψ (ε)
1
2
(
t2ε
2
K1 − t
p+1
ε
p+ 1K2
)
−C21K∗ε1/2 + o(ε1/2)
 1
2
(
t2ε
2
αSN/2 − t
p+1
ε
p+ 1α
N/(N−2)SN/2
)
−C21K∗ε1/2 + o(ε1/2)
= 1
2
SN/2
(
(α1/2tε)2
2
− (α
1/2tε)p+1
p+ 1
)
−C21K∗ε1/2 + o(ε1/2),
where C1 and C2 are given by Lemma 3.5. Because the function γ (t) = t2/2 −
tp+1/(p+ 1) attains its maximum at t = 1, it follows from (3.17) that
sup
t0
J (tψε)
1
2
SN/2
(
1
2
− 1
p+ 1
)
−C21K∗ε1/2 + o(ε1/2)
−
∫
Ω
G¯(x, tεϕε) dx + C
2
2
2
λ
∫
Ω
ϕ2ε dx
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 1
2N
SN/2 −Kε1/2 + o(ε1/2)−
∫
Ω
G¯(x, tεϕε) dx,
where K = C21K∗ > 0. This completes the proof of (3.27).
For the case when N = 3, we have
sup
t0
J (tϕε)= J (tεϕε)
= t
2
ε
2
∫
Ω
|Dϕε|2 dx − t
p+1
ε
p+ 1
∫
Ω
ϕp+1ε dx −
∫
Ω
G¯(x, tεϕε) dx
+ tε
2
λ
∫
Ω
ϕ2ε dx
= t
2
ε
2
K1(ε)− t
p+1
ε
p+ 1K2(ε)−
∫
Ω
G¯(x, tεϕε)+ t
2
ε
2
λ
∫
Ω
ϕ2ε dx

(
t2ε
2
K1(ε)− t
p+1
ε
p+ 1K2(ε)
)
−
∫
Ω
G¯(x, tεϕε) dx
+ C
2
2
2
λ
∫
Ω
u2ε dx.
Applying (3.15)–(3.17) and noting Remark 3.3 and Lemma 3.5, we have
(
t2ε
2
K1(ε)− t
p+1
ε
p+ 1K2(ε)
)
 1
2
(
t2ε
2
K1 − t
p+1
ε
p+ 1K2
)
− 1
2
t2ε C0ε
1/2| logε| +O(ε1/2)
 1
2
(
t2ε
2
αSN/2 − t
p+1
ε
p+ 1α
N/(N−2)SN/2
)
− 1
2
C21C0ε
1/2| logε| +O(ε1/2)
= 1
2
SN/2
(
(α1/2tε)2
2
− (α
1/2tε)p+1
p+ 1
)
− 1
2
C21C0ε
1/2| logε| +O(ε1/2).
Because the function γ (t)= t2/2 − tp+1/(p+ 1) attains its maximum at t = 1,
it follows from (3.17) that
sup
t0
J (tψε)
1
2
SN/2
(
1
2
− 1
p+ 1
)
− 1
2
C21C0ε
1/2| logε| +O(ε1/2)
Y. Deng, S. Peng / J. Math. Anal. Appl. 271 (2002) 155–174 173
−
∫
Ω
G¯(x, tεϕε) dx + C
2
2
2
λ
∫
Ω
u2ε dx
 1
2N
SN/2 − 1
2
C21C0ε
1/2| logε| +O(ε1/2)−
∫
Ω
G¯(x, tεϕε) dx.
Now (3.28) follows by taking K = (1/2)C21C0. ✷
Proof of Theorem 1.2. From the definition of G¯(x, v) we deduce that G¯(x, v)
 0 for all v  0. It follows from Lemma 3.7 that
sup
t0
J (tϕε)
1
2N
SN/2 −Kε1/2 + o(ε1/2) if N  4
and
sup
t0
J (tψε)
1
2N
SN/2 −Kε1/2| logε| +O(ε1/2) if N = 3,
which gives
c∗  sup
t0
J (tϕε) <
1
2N
SN/2 for N  4
and
c∗  sup
t0
J (tϕε) <
1
2N
SN/2 for N = 3
if we take ε small enough. By Lemma 3.1 we deduce the existence of positive
solution for problem (3.1)λ if λ ∈ (λ∗,∞).
Now let v be the positive solution of (3.1)λ for λ ∈ (λ∗,∞) and denote
Uλ = uλ + v. Then Uλ is the second solution of (1.1)λ. This completes the proof
of Theorem 1.2. ✷
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