Abstract
Introduction
Human activities are reshaping biological communities and impacting ecosystem functioning 18 across the Earth [1] [2] [3] [4] . Meeting the global challenge of the conservation and sustainable use of 19 nature requires not only quantifying biodiversity change, but also identifying the underlying 20 causes of change 5 . An essential first step towards determining these causes is characterizing the 21 exposure patterns of biological communities to environmental change. Considerable effort has 22 been devoted to mapping the magnitude of environmental changes that are affecting biodiversity. 23 Global maps produced by this research, such as the Human Footprint [6] [7] [8] [9] [10] , have played an 24 important role in highlighting the geographic hotspots of biodiversity threats. However, these 25 maps show the summed pressure of different drivers and ignore any relationships among them. 26 Understanding the relationships among drivers is essential for disentangling the relative 27 importance of climate change and other human drivers for biodiversity change and ecosystem 28 services, which is a key component of both policy-oriented assessments, such as IPBES 11 , and 29 conservation targets, such as Aichi Biodiversity Targets 5 . Moreover, studies mapping drivers of 30 biodiversity change [6] [7] [8] [9] [10] have so far considered the terrestrial and marine realms separately. 31 Identifying similarities and differences in anthropogenic environmental change across the world, 32 including across realms, would contribute towards a more general understanding of the global 33 pattern of biodiversity change as well as help identify regions over which knowledge and 34 information could be shared and synthesized to mitigate impacts. For the first time, we examined 35 the relationships between drivers of biodiversity change across the entire surface of the world. 36 Based on these relationships, we defined 'anthropogenic threat complexes' that typify the 37 combinations of drivers impacting different regions of the world. 38 We quantified the strengths of the relationships among the intensities of different variables 40 related to the dominant direct anthropogenic drivers of biodiversity change -climate change, 41 habitat conversion and exploitation, pollution and species invasions [12] [13] [14] . We conducted our 42 analysis at the global scale to identify the most general patterns emerging across ecosystems. By 43 employing a standardized analysis for both the terrestrial and marine realms, we could compare 44 the patterns in each. Multiple drivers may act in the same areas due to related local or regional 45 human activities, especially in the terrestrial realm. In contrast, climate change is expected to be 46 distributed differently than other variables because it is an outcome of processes at regional and 47 global scales 12 . Based on this, we expected the correlations among drivers to differ, with 48 implications for the typical combinations of drivers emerging in different regions of the world. 49 We tested two main hypotheses on these correlations: 1) the intensities of many drivers are more 50 strongly and positively correlated in the terrestrial compared with marine realm because of closer 51 proximate human influences and 2) climate change-related variables are spatially decoupled 52 from variables related to human populations due to the different scale at which the underlying 53 processes act. 54 55 We selected global spatial gridded datasets on variables that characterize dimensions of the 56 different anthropogenic drivers at some time point between 1950 and 2010 (Tables 1 and S1-57   S2 ). We focused on variables that had previously been deemed of sufficient global importance to 58 be included in maps of environmental change for each realm [6] [7] [8] [9] . Although the specific variables 59 differ among realms, we aligned each variable to one of the dominant drivers that are common 60 across both realms ( 
Results

75
Consistent with our first hypothesis, we found that drivers of biodiversity change were more 76 spatially coupled in the terrestrial than in the marine realm (Fig. 1 have had lower intensities of climate change (Fig. 3) . In contrast, marine areas exposed to strong 104 climate change have been also strongly exposed to other drivers (Fig. 3) . The central and western
105
Indo-Pacific emerged as regions particularly at risk by being exposed to rapid climate change as 106 well as multiple human uses. 107 Using cluster analysis, we defined five terrestrial and six marine regions according to their 109 similarity of exposure to the different driver variables (Fig. 4) . We selected variables that were regarded to be sufficiently 269 global important to be included in other studies on global drivers of change [6] [7] [8] [9] , even if these 270 impacts did not cover the whole area within each realm. The terrestrial datasets came from 271 various sources (see Tables 1 and S1 for all datasets). Most of the marine datasets came from the 272 landmark study of Halpern et al. 9 . Even though a more recent set of these marine layers is 273 available 8 , we used the layers from their first article 9 because the time-period of the data was 274 closer to that of the other datasets (i.e., before 2010 Further spatial datasets that were potentially relevant but subsequently found to be highly 285 correlated (>0.9) with another dataset, and were present over slightly smaller areas than their 286 correlated partners, were excluded on the basis of redundancy: phosphorus fertilizer application 287 (correlated with N fertilizer application) in the terrestrial realm, and pesticide (correlated with 288 fertilizer) and shipping (correlated with ocean pollution) in the marine realm (see Table S1 ).
Although not correlated, we obtained similar results (in terms of relationships with other drivers) 290 for pasture cover and pasture cover trend, so we used only the latter in our analysis to ensure an 291 even number in the variables tested in the terrestrial and marine realms. Some datasets were not 292 entirely independent. In both the terrestrial and marine realms, country-specific estimates of land 293 pollution (pesticides and nitrogen fertilizer use) were downscaled by the data providers 294 according to the distribution of cropland 10, 45 . Also in the marine realm, national estimates of 295 artisanal fishing had been downscaled based on assumptions regarding the distance from coastal 296 human populations 9 . We regarded each dataset as the best current estimate of the spatial patterns 297 for each variable. The Land-Use Harmonization dataset (used for trends in forest, crop, pasture 298 and urban land-use -see Table S1 ) 36 also used human population data for downscaling but we 299 only used this dataset to calculate trends in land-use.
300
Data on the spatial distribution of terrestrial biomes were taken from WWF 47 category. There are no high-resolution spatial maps of invasive species richness; however, we 310 used maps of human transport connectivity, based on the assumption that they are a proxy of 311 human-mediated propagule pressure (e.g., related to human movement and trade) of alien species, which is known to be an important determinant of invasion success 49, 50 and is an 313 approach following others 8, 9 . We used spatial datasets of accessibility based on transport 314 infrastructure in the terrestrial realm and cargo volume at ports in the marine realm (Table   315   S1 ) 9, 46 . We also included "human population density" 42 as a separate driver accounting for the 316 effects of human activities not falling into the other categories (e.g., tourism/recreation 317 activities), as well as to determine the relationship of human population density with other 318 drivers.
320
Data processing
321
For most datasets, the data were collected from one or a few years (at some point during 1990-322 2010) and were available as pooled data into a single time point (see Table S1 for more details).
323
For data available as a time series (see those marked by * in Table 1 following ideas by ref. 54 , which was inferred from the t-static of the linear regression (i.e., 331 temperature trend in °C divided by its standard error), and also trends of extreme temperatures 332 (whichever was largest of the temporal trends in temperature of the warmest or coolest month).
333
Missing values in some of the human activity datasets were in remote regions (e.g., very high 334 latitudes) with likely absent or low variable values and were imputed as zero. However, datasets were also bounded to an extent of -179, 179, -58, 78 (xmin, xmax, ymin, ymax) to avoid map 336 edge effects. Greenland was also excluded due to missing data in several of the datasets. in the darkest orange are exposed to high intensities of multiple variables, while those in offwhite are exposed to lower intensities of all (i.e., still potentially exposed to pressures but the magnitude of the pressures is not in the highest 10% of magnitude values). The same is shown for each of the separate drivers, i.e., the intensity of the color is scaled by the number of variables within each driver (Table 1 ) with a value in the highest 10%. Note: Greenland was not included in the analysis due to missing data in several of the datasets. Larger versions of the plots are presented in Fig. S8 . he les 
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