Abstract
Introduction
To provide quality of service (QoS) guarantees in a communication network, a fundamental need is to provide service differentiation as well as fairness among traffic classes. A basic technique that enables the share of a common resource among multiple traffic classes is a scheduling discipline. To date, a lot of scheduling disciplines have been proposed in the research literature, among which, the Strict Priority (SP) [ 7 ] , Weighted Fair Queueing (WFQ) [8] and Weighted Round Robin (WRR) [5] are perhaps the three most widely adopted disciplines. Among the three disciplines, the SP discipline has the simplest implementation and provides large differentiation among classes. However, the SP discipline is unfair to all classes other than the highest priority class and may introduce large periods of starvation to lower priority classes. Since the strict priority discipline is not controllable, it cannot handle this starvation problem by itself. To deal with this, additional degrees of freedom must be introduced into the SP discipline.
To make the SP discipline controllable and to deal with the starvation problem, we propose to assign a parameter to each priority queue, which determines the probability with which the queue is served when it is polled by the server. Hence, a new scheduling discipline, referred to as the Probabilistic Priority (PP) discipline, is formed. Similar to WFQ and WRR, various service differentiation can be achieved in PP by setting the assigned parameters properly. The PP discipline can be easily reduced to the ordinary SP discipline or to the reverse SP discipline. In contrast, neither WFQ nor WRR can approximate SP in an exact manner. In addition, a novel property of the PP discipline is that it provides service segregation among groups of traffic classes, while providing service differentiation among classes within each group. Moreover, the PP discipline is easy to implement in the sense that it does not require timestamping as in WFQ. The paper is organized as follows. Section 2 presents the model of the PP discipline. Section 3 demonstrates its ability in providing service differentiation as well as fairness through simulation. While Section 4 introduces the group segregation property of PP, Section 5 analyzes its delay performance. Finally, Section 7 concludes the paper.
The Probabilistic Priority Discipline

The Model
The Probabilistic Priority (PP) discipline operates as follows. Consider a single-server system. Let there be 1 classes of packets. Without loss of generality, assume that these classes are numbered such that packets with a smaller class number have a higher priority than packets with a larger class number as in the SP discipline . The PP discipline is non-preemptive, i.e. a packet is allowed to complete its transmission even when a new packet has arrived. Each class of packets has its own infinite queue. Packets in the same queue are served in the First-Come-FirstServed (FCFS) fashion. Each queue is assigned a parameter 0 5 p z 5 1 ,i = 1 , 2 , . . . , I as shown in Figure 1 . All queues in the system are further segregated into groups. Within each segregation group, the last queue is the queue with the assigned parameter equal to 1 ; the first queue is the queue next to the previous segregation group. For example, suppose there are 4 queues and p2 = 1 and p4 = 1. Then, the 4 queues are segregated into two groups: group 1 includes queues 1 and 2; group 2 includes queues 3 and 4. Queue 1 is the first queue in group 1 and queue 3 is the first queue in group 2.
Figure 1. The Probabilistic Priority discipline
At each service completion, the server first polls queue 1. Suppose class i belongs to segregation group g. When queue i is polled, the packet at the head of queue i will be served with a probability &; the server polls the next nonempty queue with probability 1 -pi. The probability is determined as follows.
Let us first consider the relative weight of class i , denoted by ri. The relative weight of ri is defined as, Then, probability pi is determined from:
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Clearly, if queue i(< I) is empty at the time being polled, it will not be served and the server polls the next queue i + 1, since $a = 0. If queue i ( < I ) is non-empty at the time being polled but all the next queues are empty in the same segregation group, it will be served with probability pi = 1 instead of pi.
This process repeats at queue i + 1 which has parameter pi+l. In addition, pr is always set to be 1 since queue I is the last queue that may be served in a service cycle.
After a packet is served, the server starts polling queue 1 i a
again. Here, the service cycle refers to the cycle that the server polls queues, services a packet and re-starts polling from queue 1 in the above-mentioned manner. Note that, the service cycle for PP is different from the service round for WRR, in which, several packets can be served. However, in each service cycle in PP, one and only one packet is served if the system is not idle.
-It is easy to verify that Ci,, ri = 1, xi,, i i = 1, and ?aEg = Iji n;.I' ,, (1 -f i j ) . Here, based on the description of PP discipline, the probability with which a packet is served in a service cycle is p 1 for class I , (1 -for class 2, ...,
and ni :kg (1 -I j j ) for class i, which equals to i l , i 2 , ..., and +a respectively. When all queues in group g are busy, it can be verified that pi = pi and i i = ri.
Parameter i i can be considered as the probability with which queue i is served among all non-empty queues in group g in a service cycle. ri is a special case of i i when all queues in group g are non-empty. i i will be used as the basis to implement the PP discipline: such an implementation is presented in the next subsection.
From the above description, it can be verify that if pi = 1 for all i = 1 , 2 , . . . , I , the PP discipline reduces to the ordinary SP discipline. If pi = 0 for i = 1 , 2 , . . . ] I -1 and p I = 1, it reduces to the reverse SP discipline where packets with a larger class number have a higher priority over packets with a smaller class number. This implies that, by properly settingpi fori = 1 , 2 , . . . 1-1, lower classes have their opportunities to send their packets even when the load of higher classes is heavy. Hence, the starvation problem in SP can be prevented in PP.
Algorithm
The following algorithm outlines a simple implementation of the PP discipline:
1: Calculate relative weights ~i for each queue. 2: Monitor all queues in the system. 3: Find the first non-empty segregation group 9. If all groups are empty, go to Step 2. 4: Calculate ?aEg in group g. 5: Set j = F,, the first queue in group 9. Set sum = i j . Obtain a random number R N which is uniformly distributed between 0 and 1. 6 : If R N 5 sum, go to Step 8; else, go to the next step.
7: j = the next queue in group g; sum = sum -t i j ; go to
Step 6. 8: Serve the head packet of queue j, and then go to Step 2.
Here, a group is said to be empty if all queues in it are empty. While the above algorithm is easy to understand, it may take (at most) I iterations (between Steps 6 and 7) to determine which packet should be served in a service cycle.
Steps 5-7 can be modified as follows:
6: Obtain a random number RN which is uniformly distributed between 0 and 1. 7: Find the first queue j E g such that R N 5 s u m j and then go to Step 8.
Here, since sumi have an increasing order, i.e. sum1 5 sum2, .sum2 5 s u m s , . . . , a few methods can be adopted to do the searching in software for Step 7 with complexity O ( 1 0 g 2 ( l ) ) such as the binary search (e.g. see [l] ).
Step 7 may also be implemented in hardware with complexity 0 ( 1 ) using the connectionist technique introduced in [lo].
Comparison of PP with WFQ and WRR
In [3] , a performance comparison of PP with WFQ and WRR was conducted through simulation. In this section, we briefly summarize the comparison. Detailed discussion can be found in [3] . In all simulations in [3] , there were 4 classes of packets, all packets were assumed to have equal size and the the unit of time was taken as the packet service time. For each class, packets arrived according to a Poisson process and successive interarrival times were assumed to be statistically independent of each other. Queue size for each class was assumed to be infinite and the service discipline within the same class was assumed to be FCFS. Each simulation had a warm-up period of lo4 time units followed by an actual run time of lo6 time units.
Let Xi denote the arrival rate of class i packets; pi denote the traffic intensity of class i. Since the service time for a packet is assumed to be 1, pi = X i . Denote by p the total traffic intensity of the system and p = pi, where I = 4. Define 4i as the weight assigned to queue i in WFQ, and wi as the smallest all-integral weight for queue i in WRR.
Then, the relative weight ri of queue i is defined as:
In addition, define fii = A i / T i . This, means the system is fully loaded, but classes 1 and 2 are less loaded and classes 3 and 4 are over loaded. Figure 2 shows that in the long term, the three disciplines provide similar average throughput. The smaller the time scale, the larger the variation between the minimum and maximum throughputs observed within this time scale. Figure 2 also shows that although PP generally has larger variation under small timescales than WFQ and WRR, the convergence rates to the average throughput for all of them are almost the same when the timescale is large enough. Table 1 compares with WFQ and WRR the ability of PP in providing fair service when a system is overloaded. A good fairness is said to be achieved if the server capacity is allocated in the max-min weighted fair share allocation manner, in which the server capacity is allocated in order of increasing demand (i.e. the arrival rate) from each class, normalized by its weight; no class gets a capacity share larger than its demand; classes with unsatisfied demands get capacity shares in proportion to their weights (p. 216 of [6] ). For the max-min weighted fair share allocation, when all classes are backlogged (i.e. & > 1 for all classes), the capacity share (i.e. the experienced throughput) is simply
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where C is the server capacity, which is assumed to be 1 here, and ri is the relative weight of class i determined from ( I ) for PP, from (4) for WFQ, and from (5) for WRR.
For Table 1 , p1 = p3 = p4 = 0.225 and p2 = 0.5; ~i = 0.25 for all classes. Clearly, for this case, although the system is overloaded, the load of some classes is less than the minimum average throughput which needs to be guaranteed by a fair scheduling discipline. Results for class 2 traffic in Table 1 Table 2 presents the ability of PP in providing delay differentiation service. This ability is once again compared with WFQ and WRR disciplines. In contrast to the previous section, this section assumes p < 1. For Table 2 , r1 = 0.4, rz = 0.3, r2 = 0.2 and r4 = 0.1; and p1 = 0.36, pz = 0.27, p3 = 0.18 and p4 = 0.09. Table 2 shows that in this case, the achieved average waiting time by PP discipline accurately approximates that by WFQ or WRR with deviation within 10 percent. 
Table 2. Delay differentiation
Among all possible non-preemptive scheduling disciplines, S P provides the maximum possible delay differentiation. We now consider whether such differentiation can be achieved by PP, WFQ and WRR. It may be expected that if the ratio between the relative weights is sufficiently large, WFQ, WRR and PP could offer the same performance in terms of average waiting time as SP. To investigate such expectation, assume r1 : r2 : r3 : ~4 = 64 : 16 : 4 : 1 for Table 3 . Also for Table 3 , pi = 0.225 for i = 1, ..., 4. Table 3 shows that WFQ does approximate very well the performance of SP in terms of average waiting time.
PP also roughly offers a similar performance when the assigned probability parameters are set as [ %, s, ?, 11. However, WRR cannot be considered as an approximation of SP for this case. Table 3 shows that under WRR, the average waiting times of classes 1 and 2 are much larger than those provided by SP. This is due to the unfair nature of WRR: the service counters are reset after every round of service in WRR, a queue with high relative weight will not receive additional service at a later time if it has missed any service in a previous round. Hence, it is not possible for WRR to approximate SP. In contrast, WFQ approximates SP if the weight ratio is sufficiently large, since in WFQ, packets are serviced in the order of their increasing virtual finishing times and a larger weight implies a smaller virtual finishing time. Under PP, there is no such mechanism. However, under PP, in a service cycle, even if there is only one packet at the queue with the highest relative weight, it will be served with a probability not less than g. This explains why PP outperforms WRR in this case. 
Group Segregation
In the previous section, we investigated and compared the performance of PP with WFQ and WRR through simulation. Also, we have shown that it is easy to reduce PP to the ordinary S P or the reverse SP. In this section, we investigate the group segregation property of PP.
Suppose there are I traffic classes and there are G( 5 I ) classes whose probability parameters are assigned to 1, for example classes j and I as shown in Figure 3 . Based on the PP discipline, all classes are segregated into G groups.
Within each group, the last class is the one whose assigned probability parameter is 1. Let us denote L, as the last class in group g(= 1, ..., G); denote Fg as the first class in group g. For example, in group 1 in Figure 3 , Fl = 1 and L1 = j.
Suppose Lo = 0. We must have Fg = Lg-l + 1, i.e. the first class in group g is the class next to group g -1. 
Figure 3. Group segregation
The following two propositions describe the group segregation property of the PP discipline. Due to space limitation, their proofs are omitted. Table 4 , the arrival process for each class is a Poisson process; the load for each class is p1 = p2 = 0.225, p3 = 0.09 and p4 = 0.36. For Table 5 , each class is loaded with an ON/OFF source. For the ON/OFF source, the on time is set to 25 and peak rate to 0.25. The off time is selected such that for each class the load satisfies p1 = p2 = 0.225, p3 = 0.09 and p4 = 0.36.
Table 4. Group segregation: Poisson source
For both tables, three parameter settings are considered, but under each setting, p4 = 1 as required by the PP discipline and p2 is also set to 1. Clearly, there are two segregation groups in the system. The PP[l, 1,1,1] case can be considered as an extreme case for pl -+ 1 and p3 -+ 1. Tables 4 and 5 show that under different probability parameters, the average waiting times for a class within a certain segregation group are different. Nevertheless, it is easy to verify that within each segregation group, Proposition 4. actly as that in a reverse SP which only has classes L, to F, . Clearly, the group segregation property provides additional flexibility for service differentiation as well as for traffic control.
Delay Bounds
Based on the group segregation property of PP and delay bounds for S P [2] , the following delay bounds can be proved for BP. Due to space limitation, their proofs are omitted. 
Discussion
So far, the Probabilistic Priority (PP) scheduling discipline has been introduced and investigated. The main objective of designing such a discipline is to prevent the starvation problem inherent in the Strict Priority (SP) discipline. A second goal.in designing the PP discipline is to provide fair share of server capacity among traffic classes as achieved by WFQ and WRR disciplines. Another consideration in the design is that the PP discipline can be easily reduced to the ordinary SP and the reverse SP disciplines. Although it seems easy to make SP probabilistic, few such designs are available in the literature. In [4] , a priority system with Bernoulli schedules was proposed, which, however, cannot achieve fair share of server capacity. In addition, it is not possible to reduce the proposed discipline in [4] to the reverse SP discipline.
The PP discipline is not designed to approximate either WFQ or WRR. Nevertheless, these three disciplines do provide similar performance such as fairness and average waiting time in the long term, although they perform differently in the selection of the next packet to serve, and WFQ and WRR generally perform better than PP under small time scales. Hence, PP may be used to achieve various delay guarantees as provided by WFQ and WRR.
The previous section has studied the bound on the worst case queueing delay in PP, which is given by (8) . Such a bound is also available as 191:
, forWFQ, and
It can be seen from (8), (10) and (1 1) that, in WFQ, the delay bound for a class does not depend on the traffic of other classes; in PP, the bound for the class does depend on the traffic of classes within its segregation group and classes in segregation groups at higher priority levels; in WRR, the bound for the class depends on the traffic of all other classes. Such an observation may leads to a belief that WFQ is superior to WRR and PP in providing delay guarantees. This belief could be accepted in situations where the guarantee is deterministic and per-flow based, since the delay bound for WRR increases as the number of accepted flows increases. As a result, the delay bound for WRR may become too large to be a reasonable bound. Likewise, the bounds for classes at lower priority levels in PP can also be too large. However, in situations where the guarantee is per-class based and not all classes require deterministic delay guarantees as in DiffServ networks, the belief does not hold. Since the number of classes is fixed and usually small, the deterministic delay bound given by WFQ is not unquestionably smaller than that by PP. Indeed, the deterministic delay bound for a class in PP can be smaller than in WFQ, if the segregation group of this class is at a high priority level. Hence, in these situations, PP may be adopted instead of WFQ due to its simplicity, in which classes requiring deterministic delay bounds are put at higher priority levels than those not requiring such bounds.
Conclusion
This paper proposed a novel scheduling discipline, referred to as the Probabilistic Priority (PP) discipline. Various aspects of the proposed discipline were studied, which include the performance of PP under different timescales and its ability in providing minimum average throughput and protecting a class from the misbehavior of other classes. Also, it has been shown that not only can the PP discipline satisfy diverse delay requirements by setting its assigned parameters properly as in WFQ and WRR, but also it can achieve the maximum possible delay differentiation by reducing to the ordinary or reverse SP discipline. In addition, the group segregation property of PP has been investigated, based on which, various delay bounds for PP were derived. The simplicity and flexibility of PP imply that the PP discipline may be used to achieve service differentiation in multi-service networks.
