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Let {Xn; n 1} be a strictly stationary sequence of positively associated random variables
with mean zero and ﬁnite variance. Set Sn =∑nk=1 Xk , Mn = maxkn |Sk|, n 1. Suppose
σ 2 = EX21 + 2
∑∞
k=2 EX1Xk . In this paper, we study the exact convergence rates of a kind
of weighted inﬁnite series of P{Mn  εσ
√
n logn}, P{|Sn|  εσ
√
n logn} and I{|Sn| 
εσ
√
n logn} as ε ↘ 0, respectively.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let {Xn; n  1} be a sequence of random variables with common distribution, EX1 = 0 and 0 < EX21 < ∞. Set Sn =∑n
k=1 Xk , Mn = maxkn |Sk|, n 1, and denote logn = ln(n ∨ e). When {Xn; n 1} is a sequence of i.i.d. random variables,
Gut and Spaˇtaru [5] proved the following theorem:
Theorem A. Suppose that EX = 0 and EX2 = σ 2 < ∞. Then, for 0 b 1,
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P
(|Sn| ε√n logn )= E|N|2(b+1)
b + 1 σ
2(b+1),
where N is the standard normal random variable.
Recently, Pang and Lin [8] extended the results of Gut and Spaˇtaru [5], and obtained the precise rates in the law of the
logarithm for i.i.d. random variables via strong approximation method. In this paper, we consider the exact convergence
rates for positively associated (PA) random variables, and use a method different from that of Pang and Lin [8].
First, we shall give the deﬁnition of positively associated random variables:
Deﬁnition 1. A ﬁnite sequence of random variables {Xk; 1  k  n} is said to be positively associated (PA), if for every
disjoint subsets A and B of {1,2, . . . ,n}, we have
Cov
{
f (Xi; i ∈ A), g(X j; j ∈ B)
}
 0,
whenever f and g are coordinatewise increasing and the covariance exists. An inﬁnite sequence of random variables is PA
if every ﬁnite subsequence is PA.
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analysis and system reliability, the notion of PA has received considerable attention in the past two decades. Under some
covariance restrictions, a number of limit theorems have been obtained for PA sequences. We refer to Newman [6] for the
central limit theorem, Newman and Wright [7] for the functional central limit theorem, Yu [11,12] for the law of the iterated
logarithm and the strong invariance principle, Wood [10] and Birkel [2,3] for the Berry–Esseen inequality and the moment
equalities.
The layout of the paper is as follows. In Section 2, the main results are exhibited, and their proofs are given in Sections 3
and 4, respectively. Let M,C,C ′ and A, etc. denote positive constants whose values possibly vary from place to place. The
notation of an ∼ bn means that anbn → 1 as n → ∞, and [x] denotes the largest integer not exceeding x.
2. Main results
Since our main results are related to the convergence rates of the law of the iterated logarithm, we list the law of the
iterated logarithm of PA sequences by Yu [11] for convenience.
Theorem A. Let {Xn; n  1} be a sequence of strictly stationary PA random variables with EX1 = 0 and satisfy the following condi-
tions:
(i) E|X1|2+δ < ∞ for some δ ∈ (0,1],
(ii) EX1Xn+1  Cn−1(logn)−(4+ζ+3β),n 3, for some ﬁxed positive constants C, ζ and β .
Then we have
limsup
n→∞
Sn√
2σ 2n log logσ
2
n
= 1 a.s.,
where σ 2n = ES2n .
Now we are ready to state our main results. In what follows, let {Xn; n  1} be a sequence of strictly stationary PA
random variables, EX1 = 0, 0< EX21 < ∞, and set 0< σ 2 = EX21 + 2
∑∞
k=2 EX1Xk < ∞ unless it is specially mentioned.
Theorem 2.1. Assume that E|X1|2+δ < ∞ for some δ ∈ (0,1], and u(n) :=∑∞j=n+1 Cov(X1, X j) = O (n−α) for some α > 1. Then for
any b > −1, we have
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P{Mn  εσ
√
n logn} = 2E|N|
2(b+1)
b + 1
∞∑
k=0
(−1)k
(2k + 1)2(b+1) (2.1)
and
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P
{|Sn| εσ√n logn}= E|N|2(b+1)
b + 1 , (2.2)
where N is the standard normal random variable.
The next theorem is much more interesting, which reﬂects the convergence rate of the law of the logarithm more
directly.
Theorem 2.2. Suppose E|X1|2+δ < ∞ for some δ ∈ (0,1] and u(n) := ∑∞j=n+1 Cov(X1, X j) = O (n−α) for some α > 1. Then for−1< b < 0, we have
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
I
{|Sn| εσ√n logn}= E|N|2(b+1)
b + 1 a.s. and in L2. (2.3)
Remark 2.1. The conditions in our main results are similar to those of Theorem A, which show the relations to the conver-
gence rates of the law of the iterated logarithm.
3. The proof of Theorem 2.1
First, we give some lemmas which will be used in the following proofs, and note that in what follows of this section we
use the conditions and notations imposed in Theorem 2.1.
282 K.-A. Fu / J. Math. Anal. Appl. 356 (2009) 280–287Lemma 3.1. (See [1, pp. 79–80].) Let {W (t); t  0} be a standard Wiener process, and let N be a standard normal variable. Then for
any x> 0
P
{
sup
0s1
∣∣W (s)∣∣ x}= 1− ∞∑
k=−∞
(−1)kP{(2k − 1)x N  (2k + 1)x}
= 4
∞∑
k=0
(−1)kP{N  (2k + 1)x}
= 2
∞∑
k=0
(−1)kP{|N| (2k + 1)x}.
In particular,
P
{
sup
0s1
W (s) x
}
∼ 2P(N  x) ∼ 2√
2πx
exp
(
− x
2
2
)
, as x → ∞.
Lemma 3.2. (See [7].) Under the conditions of Theorem 2.1 above, we have
Mn
σ
√
n
→ sup
0s1
∣∣W (s)∣∣ and Sn
σ
√
n
→ N in distribution.
Lemma 3.3. (See [6].) Let σ 2n = ES2n , and then we have
Λn = sup
x
∣∣P(Sn/σn  x) − Φ(x)∣∣ C(n−1/4 + n− δα2(2+δ+(1+δ)α) ),
where C is a constant.
Lemma 3.4. (See [6].) Suppose that λ1 and λ2 satisfy 0< λ1 < λ2 and (λ2 − λ1)2  σ 2n . Then we have
P(Mn  λ2)
(
1− σ 2n /(λ2 − λ1)2
)−1P(|Sn| λ1).
Set A(ε) = exp(M/ε2), M > 4, β = min(1/4, δα/(2(2 + δ + (1 + δ)α))) and 0 < ε < 1/4, say. Without loss of generality,
assume σ = 1.
Lemma 3.5. For any M > 4, we have
lim
ε↘0ε
2(b+1) ∑
nA(ε)
(logn)b
n
sup
x
∣∣∣P(Mn  x√n) − P( sup
0s1
∣∣W (s)∣∣ x)∣∣∣= 0 (3.1)
and
lim
ε↘0ε
2(b+1) ∑
nA(ε)
(logn)b
n
sup
x
∣∣P(|Sn| x√n )− P(|N| x)∣∣= 0. (3.2)
Proof. We only give the proof of (3.1), since the proof of (3.2) is similar. Denote
Δn = sup
x
∣∣∣P(Mn  x√n ) − P( sup
0s1
∣∣W (s)∣∣ x)∣∣∣.
We can easily get that Δn → 0 as n → ∞ by Lemma 3.2. So, via Toeplitz lemma [9, p. 120],
1
(logm)b+1
m∑
n=1
Δn(logn)b
n
→ 0, as m → ∞.
Hence,
ε2(b+1)
∑
nA(ε)
Δn(logn)b
n
= ε2(b+1)(log[A(ε)])b+1 1
(log[A(ε)])b+1
∑
nA(ε)
Δn(logn)b
n
 Mb+1 1
(log[A(ε)])b+1
∑
nA(ε)
Δn(logn)b
n
→ 0, as ε ↘ 0. 
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lim
M→∞ε
2(b+1) ∑
n>A(ε)
(logn)b
n
P
{
sup
0s1
∣∣W (s)∣∣ ε√logn}= 0.
Proof. Note that if M > 4 and 0< ε < 1/4, then A(ε) − 1√A(ε). Thus it follows from Lemma 3.1 that
ε2(b+1)
∑
n>A(ε)
(logn)b
n
P
{
sup
0s1
∣∣W (s)∣∣ ε√logn} Cε2(b+1) ∑
n>A(ε)
(logn)b
n
P{N  ε√logn}
 Cε2(b+1)
∞∫
A(ε)−1
(log x)b
x
P{N  ε√log x}dx
 Cε2(b+1)
∞∫
√
A(ε)
(log x)b
x
P{N  ε√log x}dx
= C
∞∫
ε
√
M/(2ε2)
y2b+1P{N  y}dy
 C
∞∫
√
M/2
y2b+1P{N  y}dy → 0,
when M → ∞, uniformly for 0< ε < 1/4. 
Lemma 3.7. For b > −1, if EX21 < ∞ and EX21(1+ log |X1|)b−1 < ∞, then
lim
M→∞ε
2(b+1) ∑
n>A(ε)
(logn)b
n
P{Mn  ε
√
n logn} = 0.
Proof. Since β = min(1/4, δα/(2(2 + δ + (1 + δ)α))), it follows from Lemma 3.3 that Λn = O (n−β). Set λ1 = ε
√
n logn/2
and λ2 = ε
√
n logn. Since σ 2n ∼ n, as n → ∞, we have that (λ2 − λ1)2  σ 2n , whence n > A(ε) and ε is small enough. By
applying Lemmas 3.3 and 3.4 and 0< ε < 1/4, it leads to
P{Mn  ε
√
n logn} CP{|Sn| ε√n logn/2}
 C
∣∣P{|Sn/σn| ε√n logn/(2σn)}− P{|N| ε√n logn/(2σn)}∣∣+ CP{|N| ε√n logn/(2σn)}
 CΛn + 2CP
{
N  ε
√
n logn/(2σn)
}
 C
(
n−β + n−ε2/8) Cn− ε28 (1+o(1))
 Cn−ε2/4.
Thus we have
lim
M→∞ε
2(b+1) ∑
n>A(ε)
(logn)b
n
P{Mn  ε
√
n logn} C lim
M→∞ε
2(b+1) ∑
n>A(ε)
(logn)b
n
exp
(
−ε
2
4
logn
)
 C lim
M→∞ε
2(b+1)
∞∫
√
A(ε)
(log x)b
x
exp
(
−ε
2
4
log x
)
dx
 C lim
M→∞ε
2(b+1)
∞∫
M/(2ε2)
yb exp
(
−ε
2
4
y
)
dy
 C lim
M→∞
∞∫
M/8
tbe−t dt = 0.
Hence, we complete the proof. 
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lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P
{
sup
0s1
∣∣W (s)∣∣ ε√logn}= 2E|N|2(b+1)
b + 1
∞∑
k=0
(−1)k
(2k + 1)2(b+1) (3.3)
and
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P
{|N| ε√logn}= E|N|2(b+1)
b + 1 , (3.4)
where N is the standard normal random variable.
Proof. Note that P(|N| x) = 2P(N  x), ∀x> 0, and by Lemma 3.1, for any m 1 and x> 0,
4
2m+1∑
k=0
(−1)kP{N  (2k + 1)x} P{ sup
0s1
∣∣W (s)∣∣ x} 4 2m∑
k=0
(−1)kP{N  (2k + 1)x}.
Hence, it suﬃces to show that for any q > 0,
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P{N  qε√logn} = q−2(b+1) E|N|2(b+1)
2(b + 1) . (3.5)
Obviously,
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
P{N  qε√logn} = lim
ε↘0ε
2(b+1)
∞∫
e
(log x)b
x
P{N  qε√log x}dx
= q−2(b+1) lim
ε↘0
∞∫
qε
2y2b+1P{N  y}dx
= q−2(b+1) E|N|
2(b+1)
2(b + 1) . (3.6)
Thus the proposition is now proved. 
Proposition 3.2. For any b > −1, we have
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
∣∣∣P{Mn  ε√logn} − P{ sup
0s1
∣∣W (s)∣∣ ε√logn}∣∣∣= 0
and
lim
ε↘0ε
2(b+1)
∞∑
n=1
(logn)b
n
∣∣P{|Sn| ε√logn}− P{|N| ε√logn}∣∣= 0.
Proof. It is trivial via Lemmas 3.5–3.7. 
The proof of Theorem 2.1. By using Propositions 3.1 and 3.2, we can easily get the conclusion. 
4. The proof of Theorem 2.2
In the sequel, we set B(ε) = exp(1/(Mε2)), and the proofs below are all under the conditions of Theorem 2.2.
Lemma 4.1. For any M  4, we have
ε2(b+1)
∑
nB(ε)
(logn)b
n
 1
b + 1M
−(b+1).
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ε2(b+1)
∑
nB(ε)
(logn)b
n
 ε2(b+1)
B(ε)∫
e
(log x)b
x
dx ε2(b+1) 1
b + 1
{
log
(
B(ε)
)}b+1 = 1
b + 1M
−(b+1). 
Lemma 4.2. Let {Xn; n 1} be a sequence of strictly stationary PA random variables with EX1 = 0 and EX21 < ∞. Suppose that f is
a real function such that | f (x)| A and | f ′(x)| A. Then there exists a constant C > 0 such that for any b < 0, 0< ε <min(β,1/4)
and exp(2/ε)m < l, we have
Var
{
l∑
n=m
(logn)b
n
f
(
Sn
ε
√
n logn
)}
 C A2 (logm)
2b
m
+ C A
2
ε2
(logm)2b. (4.1)
Proof. When i < j, we have
Cov
{
f
(
Si
ε
√
i log i
)
, f
(
S j
ε
√
j log j
)}
= Cov
{
f
(
Si
ε
√
i log i
)
, f
(
S j+i − Si
ε
√
j log j
)}
+ Cov
{
f
(
Si
ε
√
i log i
)
, f
(
S j
ε
√
j log j
)
− f
(
S j+i − Si
ε
√
j log j
)}
 A2Cov
{
Si
ε
√
i log i
,
S j+i − Si
ε
√
j log j
}
+
√√√√Var{ f( Si
ε
√
i log i
)}
E
∣∣∣∣ f
(
S j
ε
√
j log j
)
− f
(
S j+i − Si
ε
√
j log j
)∣∣∣∣
2
 A2 1
ε
√
i log i
1
ε
√
j log j
i
∞∑
t=1
∣∣Cov(X1, Xt)∣∣+ 2A2
√√√√E∣∣∣∣ Si
ε
√
i log i
∣∣∣∣
2
E
∣∣∣∣ S j+i − S j − Si
ε
√
j log j
∣∣∣∣
2
 A2 1
ε
√
i log i
1
ε
√
j log j
i
∞∑
t=1
∣∣Cov(X1, Xt)∣∣+ 4A2
√
ES2i
ε2i log i
E|S j+i − S j |2 + ES2i
ε2 j log j
 A2 1
ε
√
i log i
1
ε
√
j log j
i
∞∑
t=1
∣∣Cov(X1, Xt)∣∣+ C A2
√
i
ε2
√
log i
√
j log j
 C A2
√
i
ε2
√
log i
√
j log j
,
since ES2i  Ci and Cov( f (X), f (Y ))  (supx | f ′(x)|)2Cov(X, Y ) if X, Y are positively associated (cf. Zhang [13]). Note that∑l
j=i+1
(log j)b
j
1√
j log j
is of the order of (log i)
b−1/2√
i
. Hence, for b < 0, we obtain that
Var
{
l∑
n=m
(logn)b
n
f
(
Sn
ε
√
n logn
)}
=
l∑
n=m
(logn)2b
n2
Var
{
f
(
Sn
ε
√
n logn
)}
+ 2
l∑
i=m
l∑
j=i+1
(log i)b
i
(log j)b
j
Cov
{
f
(
Si
ε
√
i log i
)
, f
(
S j
ε
√
j log j
)}
 C A2 (logm)
2b
m
+ C A2
l∑
i=m
l∑
j=i+1
(log i)b
i
(log j)b
j
√
i
ε2
√
log i
√
j log j
 C A2 (logm)
2b
m
+ C A
2
ε2
l∑
i=m
(log i)2b−1
i
 C A2 (logm)
2b
m
+ C A
2
ε2
(logm)2b. 
The proof of Theorem 2.2. Fix M > 4 and 0< γ < 1/2. Let f be a real-valued differentiable function such that I{|x| 1}
f (x) I{|x| 1− γ } and supx | f ′(x)| < ∞. Deﬁne εk = 1/k,k 4M . From Lemma 4.2, we have
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{
ε
2(b+1)
k−1
∑
n>B(εk−1)
(logn)b
n
f
(
Sn
εk
√
n logn
)}
 Cε4(b+1)k−1
[log B(εk−1)]2b
B(εk−1)
+ ε4(b+1)k−1 Cε−2k
[
log B(εk−1)
]2b
 Cε4b+2k−1
[
log B(εk−1)
]2b  Cε2k−1  C/k2.
Let ξk = ε2(b+1)k−1
∑
n>B(εk−1)
(logn)b
n { f ( Snεk√n logn )− E f (
Sn
εk
√
n logn
)}. For −1< b < 0, the above identity shows that ξk → 0 in L2
as k → ∞. Also, for any ι > 0, we have ∑∞k=2 P(|ξk| > ι)∑∞k=2 1ι2 Eξ2k < ∞. Thus it follows from the Borel–Cantelli lemma
that ξk → 0 a.s. Hence, for −1< b < 0,
ε
2(b+1)
k−1
∑
n>B(εk−1)
(logn)b
n
{
f
(
Sn
εk
√
n logn
)
− E f
(
Sn
εk
√
n logn
)}
→ 0 a.s. and in L2 (4.2)
as k → ∞. Thus, by (2.2), we have
limsup
ε↘0
ε2(b+1)
∑
n>B(ε)
(logn)b
n
I
{|Sn| ε√n logn}
 limsup
k→∞
ε
2(b+1)
k−1
∑
n>B(εk−1)
(logn)b
n
I
{|Sn| εk√n logn}
 limsup
k→∞
ε
2(b+1)
k−1
∑
n>B(εk−1)
(logn)b
n
f
( |Sn|
εk
√
n logn
)
 limsup
k→∞
ε
2(b+1)
k−1
∑
n>B(εk−1)
(logn)b
n
E f
( |Sn|
εk
√
n logn
)
a.s. and in L2
(
by (4.2)
)
 limsup
k→∞
ε
2(b+1)
k
∑
n>B(εk−1)
(logn)b
n
P
(|Sn| (1− γ )εk√n logn)
 limsup
k→∞
ε
2(b+1)
k
∞∑
n=1
(logn)b
n
P
(|Sn| (1− γ )εk√n logn)
 (1− γ )−2(b+1) E|N|
2(b+1)
b + 1 .
Then by Lemma 4.1 and the arbitrariness of γ and M , we have
limsup
ε↘0
ε2(b+1)
∞∑
n=1
(logn)b
n
I
{|Sn| ε√n logn} E|N|2(b+1)
b + 1 a.s. and in L2.
Similarly, by letting f (x) satisfy I(|x| 1+ γ ) f (x) I(|x| 1) and supx | f ′(x)| < ∞, we can get
lim inf
ε↘0 ε
2(b+1)
∞∑
n=1
(logn)b
n
I
{|Sn| ε√n logn} lim inf
k→∞
ε
2(b+1)
k
∑
n>B(k−1)
(logn)b
n
P
{|Sn| (1+ γ )εk√n logn}
 lim inf
k→∞
ε
2(b+1)
k
∞∑
n=1
(logn)b
n
P
{|Sn| (1+ γ )εk√n logn}
− limsup
k→∞
ε
2(b+1)
k
∑
nB(k−1)
(logn)b
n
P
{|Sn| (1+ γ )εk√n logn}
 (1+ γ )−2(b+1) E|N|
2(b+1)
b + 1 −
1
b + 1M
−(b+1).
Thus by the arbitrariness of γ and M , we have
lim inf
ε↘0 ε
2(b+1)
∞∑
n=1
(logn)b
n
I
{|Sn| ε√n logn} E|N|2(b+1)
b + 1 a.s. and in L2.
Hence, we complete the proof. 
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