Liklihood based regression models, such as the normal linear regression model and the linear logistic model, assume a linear (or some other parametric) form for the covariate effects. We introduce the Local Scotinq procedure which replaces the liner form C Xjpj by a sum of smooth functions C Sj(Xj)a The Sj(.) 's are unspecified functions that are estimated using scatterplot smoothers. The technique is applicable to any likelihood-based regression model: the class of Generalized Linear Models contains many of these. In this class, the Locul Scoring procedure replaces the linear predictor VI = C Xj@j by the additive predictor C ai( hence, the name Generalized Additive Modeb. Local Scoring can also be applied to non-standard models like
Introduction.
Likelihood-based regression models are important tools in data analysis. A typical scenario goes as follows. A likelihood is assumed for a response variable Y, and the mean or some other parameter is modeled as a linear function of a set of covariates X1, X2,. . . X,. The parameters of the linear function are then estimated by maximum likelihood. Examples of this are the normal linear regression model, the logistic regression model for binary data, and Cox's proportional hazards model for survival data. These models all assume a linear (or some parametric) form for the covariates effects.
In the linear regression problem, there has been a trend in the past few years to move away from linear functions and model the dependence of Y on X1, Xz, . . . X, in a more nonparametric fashion. For a single covariate, such a model would be Y = s(X)+error where s(X) is a unspecified smooth function. This function can be estimated by any so-called scatterplot smoothes, for example a running mean, running median, running least squares line, kernel estimate, or a spline. The resulting smooth estimate is useful both as a descriptive tool and as a predictive model. For the p covariates Xi, X2 . . . X,, one can use a k-dimensional scatterplot smoother to estimate s(X), or else assume a less general model such as s(X) = Ct sj(Xj) and estimate it in a forward stepwise manner.
In this paper, we propose a technique for estimating smooth covariate functions in any likelihood-based regression model. We call it the Local Scoring algorithm. This procedure uses scatterplot smoothers to generalize the usual Fisher Scoring procedure for computing maximum likelihood estimates. For example, the linear logistic model for binary data specifies lO!zP/(l -p) = Bo + PlXl + ***pX,.
This can be generalized to logp/(l -p) = CTsj(Xj), and the Local Scoring procedure provides non-parametric, smooth estimates of the sj(.)'s.
The Gaussian and logistic models are members of the class of generalized linear models (GLM's) (Nelder and Wedderburn, 1972) . Th is comprehensive class restricts Y to be in the exponential family; the statistical package GLIM (G eneralized Linear Interactive Modeling) performs estimation and diagnostic checking of these models. The local scoring procedure generalizes GLM's by replacing the linear predictor q = CXjpj by an additive predictor of the form q = C sj(Xj). The third example mentioned earlier, the proportional hazards model, is not in the exponential family, and the likelihood it uses is not in fact a true likelihood at all. Nevertheless, we still think of it as a "likelihood-based" regression model, and the local scoring procedure can be applied. The usual form for the relative risk, exp (CXj/3j) is replaced by the more general form exp(C sj(Xj)).
The local scoring procedure is asymptotically equivalent to another method for estimating smooth covariate functions, Local Likelihood estimation (Tibshirani, 1982 , Hastie, 1983a . In this paper we compare the two techniques in some examples and find that the estimated functions are very similar. The advantage of the local scoring method is that it is considerably faster.
As a further generalization, the local scoring procedure can be extended to provide nonparametric estimation of the link function. This facilitates, for example, estimation of the model f(p) = C sj(Xj) f or b inary data. It also provides a check of two of the assumptions inherent in linear logistic modeling: the linear form for the covariates and the logit link. The complete algorithm, with covariate and link function estimation, can be viewed as a generalization of Friedman and Owen's PACE model to non-Gaussian data (Friedman and Owen, 1984) . This paper is non-technical for the most part, with an emphasis on the techniques and their illustration through examples. In Section 2, we review the linear regression model and its generalization (additive models built up from covariate smooths). Section 3 reviews generalized linear models. In Section 4, we link smoothing and generalized linear models to produce a more general model. The two techniques for estimation are introduced and illustrated.
In Section 5, we present a unified framework in which to view the estimation procedures. Section 6 contains examples of the procedures, including the logistic model and Cox's model for censored data. In Section 7 we discuss multiple covariate models and backfitting procedures.
Section 8 compares the Local Scoring and Local Likelihood procedures, Section 9 deals with their asymptotic properties, and in Section 10 we discuss inference for the models. In Section 11 we analyze the air pollution data which Breiman and Friedman (1982) analyzed using their ACE model. Section 12 details estimation of the link function as well the the covariate functions, and shows the connection to the PACE model. Finally, in Section 13, we discuss the relationship of Generalized Additive Models to other models suggested in the literature.
The Linear Regression
Model and its Smooth Extension.
Our discussion will center on a response random variable Y, and a set of predictor random variables Xi, Xz, . **X,. A set of n independent realizations of these random variables will be denoted by (yl,m,. . . Q), . . . (y,,m . . . z,,r) . When working with a single predictor (p = l), we'll denote it by X and its realizations by zr,zz,. . .z,.
A regression procedure can be viewed as a method for estimating E (Y 1 X1, X2,. . . X,). The standard linear regression model aSsumes a simple form for this conditional expectation: (4 where 'Ave" represents some averaging operator like the mean and Ni is a neighbourhood of zi (a set of indices of points whose z values are close to 2;). The only type of neighbourhoods we'll consider in this paper are symmetric nearest neighbourhoods. Associated with a neighbourhood is the span or window size w; this is the proportion of the total points contained in each neighbourhood. Assuming that the data points are sorted by increasing z value, a span w symmetric neighbourhood at zi will contain [wn] points; half to the left of zi and half to the right. A formal definition is:
We see that the neighbourhoods are truncated near the end points if v points are not available. The span w controls the smoothness of the resulting estimate, and must be chosen in some way from the data.
If Ave stands for arithmetic mean, then 9(s) is the running mean, the simplest possible scatterplot smoother. The running mean is not a satisfactory smoother because it creates large biasses at the endpoints and doesn't reproduce straight lines (i.e. if the data lie exactly along a straight line, the smooth of the data will not be a straight line). A slight refinement of the running average, the running lines smoother alleviates these problems. The running lines estimate is defined by
where & and Sri are the least squares estimates for the data points in Ni:
c jENi cxj -%) yj 'li = CjEN;(xj -zi)" 1 1
and Zi = i CjENi xj! vi = i CjEN,. yj. The running lines smoother is the most obvious generalization of the least squares line. When every neighbourhood contains 100% of the data points, the smooth agrees exactly with the least squares line. Although very simple in nature, the running lines smoother produces reasonable results and has the advantage that the estimate in a neighbourhood can be found by updating the estimate of the previous neighbourhood. As a result, a running lines smoother can be implemented in an O(n) algorithm, a fact that will become important when we use it as a primitive in other procedures. For the rest of this paper, a U Smooth(.)" operation will refer to a running lines smoother for some fixed span.
It is important to note, however, that the running lines smooth plays no special role in the algorithms that are described in this paper. Other estimates of E (Y (X) could be used, such as a kernel or spline smoother. Except for the increased computational cost, these smoothers could be expected to work as well or better than the running lines smooth.
Finally, using Smooth as a building block, the full model (2) can be estimated in a forward stepwise manner. This is discussed in Section 7.
Span Selection
and the Bias-Variance Tradeoff.
The running lines smoother requires a choice of span size w. Let's look at the extreme choices first. When w = 0, 8(zi) is just 3;. This is not a good estimate because it has a high variance and is not smooth. If w = 2.0 (that is every neighbourhood contains all the data points), * .4(s) is the global least squares regression line. This estimate is too smooth and will not pick up curvature in the underlying function, i.e. will be biassed. Hence the span size should be chosen between 0 and 2 to trade-off the bias and variability of the estimate.
A data-based criterion can be derived for this purpose if we consider the estimates of E(Y IX) as empirical minimizers of the (integrated) prediction squared error PSE = E (Y -s(X))~ or equivalently the integrated mean squared error
Let O,'(zi) be th e running lines smooth of span w, at zi, having removed (zi, 9;) from the sample. Then the crow-validation sum of squares is defined by CVSS(w) = (l/n)zy(y; -$,'(zi))'. One can show that E (CVSS(w)) fi: PSE, using the fact that O',(zi) is independent of yi. Thus it is reasonable to choose the span w that produces the smallest value of CVSS(w). This criterion effectively weighs bias and variance based on the sample. Cross-validation for span selection is discussed in Friedman and Stuetzle (1982) . Note that if we used the observed * A neighbourhood with span 1.0 would only contain half the data at the endpoints residual error RSS = CT(yi -6yI(zi))2 t o c h oose W, (C,(zi) being the fit at zi with span w) we would get w = 0 and hence $(zi) = 9;. Not surprisingly, E(RSS) # PSE. The point is that by choosing the span to minimize an estimate of ezpected squared error, we get a sensible estimate.
A Review of Generalized
Linear Models (GLMs).
Generalized linear models (Nelder and Wedderburn, 1972) 
where 8 is the natural parameter, and C$ is the scale parameter. This is the random component of the model. We also assume that the expectation of Y, denoted by'p, is related to the set of covariates X1,X2 . . .X, by g(p) = q where r] = PO + BrXr . . .&X,. r] is the systematic component and g is the link function. Note that the mean ~1 is related to the natural parameter e by /A = V(8); al so, the most commonly used link for a given f is called the canonical link, for which r] = 8. It is customary, however, to define the model in terms of p and q = g(p) and thus 8 does not play a role. Hence, when convenient we'll write fy (y,8,4) as'fy(y,p, 4).
Estimation of p doesn't involve the scale parameter r$, so for simplicity this will be assumed known.
Given specific choices for the random and systematic components, a link function, and a set of n observations, the maximum likelihood estimate of fi = (PO, fir . . , BP) can be found by a Fisher scoring procedure. GLIM uses an equivalent algorithm called adjusted dependent variable regression . Given fio, (a current estimate of the linear predictor), with corresponding fitted value fro, we form the "adjusted dependent variable" (10) where V" is the variance of Y at p= F". The algorithm proceeds by regressing to on 1, zr , . . . zP A A with weights W" to obtain an estimate J3. Using /3, a new fi and 6 are computed. A new P is computed and the process is repeated, until the changes in B are sufficiently small. Nelder and Wedderburn show that the adjusted dependent variable algorithm is equivalent to the Fisher Scoring procedure. It is attractive because no special optimization software is required, just a subroutine that computes weighted least squares estimates.
Deviations between the data and the estimated model are measured using the Deviance, defined by
where Z(p) = Clog fy(yi, Ui,4) is the log likelihood.
In the case of Gaussian errors the deviance is identical to residual sum of squares (RSS) and in the more general case it enjoys the Pythagorean properties of the RSS.
A comprehensive description of generalized linear models is given by McCullagh and Nelder (1983 where sr(.) . . . sp(-) are smooth functions. These functions will not be given a parametric form but instead will be estimated in a non-parametric fashion.
4.2. Estimation of the model -Local Scoring.
We require an estimate of the sj(.) 's in (12) . For the linear model q = /%, + Xlpl + . . . X,&, the estimates were found by repeatedly regressing the adjusted dependent variable t on 1,x1,* . . X,. Since smoothing generalizes linear regression, in the smooth model '7 = s(X), we can estimate s(s) by smoothing the adjusting dependent variable on X. We call this procedure Local Scoring because the Fisher scoring update is computed using a local estimate of the score. This sensible idea can be justified on firm grounds (see Section 5); we display in Figure  1 (Section 6) the results of local scoring smoothing, exp(&(z))/(l + exp(b(z))), along with the usual linear estimate, exp(& + /?z)/(l + exp(& + fiz)), f or some binary response data. This is one of the smooths from the analysis of Haberman's breast cancer data, discussed in detail in Sections 6 and 7.
The span at each iteration is found by cross-validation, as described in Section 2. Recall that E(CVSS(w)) w PSE f or a scatterplot smoother; the derivation of this rests on the fact that the fitted value for yi does not involve yi, and is thus independent of yi. In this setting, the response is the adjusted dependent variable zi which is a function of yi. The cross-validated fit for Zi is a function Of Zj, j # i. Since tj is a function of yi from previous iterations, %i is not independent of its cross-validated fit. However, if k,, is the number of points in the neighbourhood, then one can show that under reasonable conditions the dependence is only O(l/kn).
To obtain smoother estimates, we use a slight modification of this criterion. We choose a larger span than the cross-validatory choice if it produces less than a 1% increase in CVSS(w).
For the full model (12) , the smooths can be estimated one at a time in an iterative fashion. This idea is discussed in detail in Section 7.
Estimation
of the model -Local Likelihood Estimation.
Tibshirani (1982)) Hastie (1983a) and Tibshirani (1984) discuss another method for estimating smooth covariate functions, called Local Likelihood estimation. For a single covariate, the usual (linear) procedure fits a line across the entire range of X, i.e. q = Be + /31X. To estimate the model q = s(X), th 1 e ocal likelihood procedure generalizes this by assuming that LocaZly s(z) is linear, and fits a line in a neighbourhood around each X value. In the exponential family with canonical link, the local likelihood estimate of s(zi) is defined as
where & and fiii maximize the local likelihood:
and6ij=/3ci+Piizj. Th 1 Ilk lh d e oca i e i oo smooth applied to the Haberman data is also shown in Figure 1 , along with the local scoring smooth. They are very similar, a fact that seems to be a general phenomenen. We discuss the relationship between the two procedures in Section 8.
Local scoring and local likelihood estimation provide two methods for estimating the covariate functions of a generalized linear model. In the next section, we introduce a theoretical framework in which to view both of these techniques. Besides providing a justification for the methods, this framework also produces a general form of local scoring that can be used in any likelihood-based regression model.
Justification
of the Smoothing Procedures.
5.1. The Expected Log-likelihood Criterion.
In Section 2 we discussed scatterplot smoothers as estimates of E (Y 1 X = 2). There we saw that by choosing the span to minimize an estimate of ezpected squared error, (as opposed to residual sum of squares) we obtained a sensible estimate. In this section, we will use this idea in a likelihood setting, basing the estimation procedures on ezpected log likelihood.
Consider a likelihood based regression model with one covariate. We assume that the data pairs (21, ~11,. . . (G, Y,) are independent realizations of random variables X and Y. Assume also that given X = z, Y has density y 1x=x 4Y,d (15) Since q is a function of 2, we will sometimes write q(z) for emphasis. Denote the corresponding log-likelihood for a single observation by I(q,Y), or 1 for short. Now to estimate i(a), we could simply maximize Cy Z(VJ(Zi), yi) over q(Zr), q(Zz), . . . q(z,,). This is unsatisfactory, however, because it doesn't force the estimate to be smooth. In the logistic model, for example, it produces S(zi) = +OO if yi = 1 and -oo if yi = 0, and the estimated probabilities are just the observed yi's. Looking back eat the scatterplot smoothing discussion, we see that the remedy in the random variable case is to choose +j(.) to maximize the ezpected log-likelihood:
the expectation being over the joint distribution of X and Y. Clearly, this is the direct generalization of mean squared error minimization in the Gaussian case. Mean-squared error generalizes to (expected) Kullback-Leibler distance in non-Gaussian models, and maximization of the expected log-likelihood is equivalent to minimization of the Kullback-Leibler distance.
The use of expected log likelihood has also been suggested by Brillinger (1979) and Owen (1983, unpublished manuscript) . Note that for each X = z, this theoretical criterion is maximized by the true value q(z); this is a key fact in deriving the asymptotic properties of maximum likelihood estimates. In what follows, we show that standard maximum likelihood estimation for generalized linear models, local scoring, and local likelihood estimation can all be viewed as methods for empirically maximizing the expected log likelihood.
Derivation of the Estimation Techniques via Expected
Log-Likelihood.
One way to use (16) for estimation of q(z) would be to assume a simple form for q(z), like
The expectation in (16) could then be replaced by its sample analogue, and the resultant expression maximized over /?c and @ 1. This is nothing more than standard maximum likelihood estimation. Now suppose (as is the point of this paper) that we don't want to assume a parametric form for q(z). Differentiating (16) with respect to 17, we get
Given some initial estimate q"(z), a first order Taylor series expansion gives the improved estimate
This provides a recipe for estimating q(s) in practice. Star 12 1
ting with some initial estimate Q'(Z), a new estimate is obtained using formula (19), replacing the conditional expectations by scatterplot smooths. The data algorithm analogue is thus (20), until convergence.
In the generalized linear model case, we can simplify (19) before replacing E (. I z) by
Smooth.
We compute f = (y -p)V-ld'
, ad H ence the update simplifies to
The data analogue is
dP with weights (w) *V-l . This is exactly a smooth of the adjusted dependent variable, suggested on intuitive grounds in Section 4.
Note that we chose the form (19) instead of (18). In the case of distributions, they are the same because conditional expectation is a projection operator. Most smooths are not projections and thus the two forms are not equivalent in the data case. We chose (19) because in the Gaussian case it simplifies to ;i(z) = Smooth(y) without any iterations, whereas (18) would require iterations even in this simple case.
The local likelihood procedure can also be viewed as an empirical method of maximizing El(9(X),Y).
Instead of d'ff 1 erentiating this expression (as above), we write EZ(r;)(X),Y) = E( E(+dX),Y) Ix = ~)>a H ence it is sufficient to maximize E (l(9 (X), Y) IX = z) for each z. The corresponding data recipe can be derived as follows. Consider estimating 9(z) at some point z = zi. An estimate of E (/(9(X),Y) IX = Zi) is
jENi where k = # of data points in Ni. Assuming 9(z) u /3~ + &Z for points in Ni, (23) is then maximized over /3~ and pli. The resulting estimate, S(Zi) = /& + @ lizi, is the local likelihood estimate as defined in Section 4.
The algorithms described here can be used in any likelihood-based regression model. As a technical point, note that in the exponential family, we linked the additive predictor 9 = C< sj(Xj) to the distribution of Y via 9 = g(p). In some non-exponential family models, /A is a complicated function of the model parameters or may not exist at all., It would then be desirable to link 9 to some other parameter of the distribution. This is true in the Cox model (see the next section). In any case, there is no difficulty -however 9 is linked to the distribution of Y, the likelihood is some function of 9 and its derivatives are used in the updating formula.
To summarize so far, maximization of the expected log-likelihood has led to a general technique for estimating a smooth covariate function: the local scoring procedure. In the case of the exponential family likelihood this procedure corresponds to smoothing of the adjusted dependent variable. Standard (linear) maximum likelihood estimation and local likelihood estimation can also be viewed as as empirical maximizers of expected log-likelihood. Equivalently they can all be viewed as empirical minimizers of the expected Kullback-Leibler distance between the model and the estimate.
We have not addressed the problem of multiple covariates -this will be done in Section 7.
Span selection.
In the Gaussian or ordinary additive regression models we use the CVSS to guide us in selecting spans. CVSS is approximately unbiassed for the Ezpected Prediction Squared Error (PSE), whereas the RSS is not and would lead us to pick spans of 0. In the exponential family, the Deoiance is the analogue of RSS. It is a sample estimate of the expected Kullback-Leibler distance between a model and future observations. Just like the RSS it will be biassed for this quantity. For span selection, one can think of cross-validating the deviance in order to get an approximately unbiassed estimate for the Kullback-Leibler distance. This, however, is very expensive due to the non-linear nature of the estimation procedures. In ordinary additive regression, simple deletion formulae allow one to compute cross validated fits in linear time. In the case of generalized additive models, however, the entire estimation procedure has to be repeated n times, and so cross-validation is infeasible.
Instead we use cross-validation to select the span each time we compute a smooth, as outlined in Section 4.2. This is done in linear time, and since squared error is a first order approximation to the deviance, it can be thought of as an approximation to the cross-validated deviance.
6. Some Examples.
The Gaussian
Model.
For this model, 9 = p, so (22) simplifies to 9'(z) = Smooth [y] , and the local scoring algorithm reduces to a running lines smooth of y on z.
The local likelihood procedure also gives the running lines smooth of y on 2, since the local m.1.e is 9(Zi) = & + Brizi, /& and $1; being the least squares estimates for the points in Ni-The Gaussian model is applied to a large meteorological data set in Section 11.
The Logistic
A binomial response model assumes that the proportion of successes Y is such that n(z)Y I z N Bin(n(z),p(z)), where Bin(n(z),p(z)) f re ers to the binomial distribution with parameters n(z) and p(z). Often the data is binary in which case n(z) -1. The binomial distribution is a member of the exponential family with canonical link g(p(z)) = the linear logistic model we assume 9(z) = ,60 + @ log $$ = 9(z). In 12, and the parameters are estimated by maximum likelihood using Fisher's scoring or equivalently by using adjusted dependent variable regression. The smooth extension of this model generalizes the link relation to log ,','L = 9(z). The local scoring step is 117 9l(z) = Smooth (9'(z) + with weights n(z)p'(z)(l -p'(z)). W e now demonstrate the procedure on some real data.
A study conducted between 1958 and 1970 at the University of Chicago's Billings Hospital concerned the survival of patients who had undergone surgery for breast cancer (Haberman, 1976) . There are 306 observations on four variables. Figure 1 shows the response variable plotted against the covariate age. The solid non-linear function was estimated using the local scoring method. For a single covariate one could simply average the O-l response directly, with iterative weights p(Zi)(l -$(zi))]-'.
This estimates E (Y 12) = p(z), and is the dashed curve in the figure. It is identical to the function found using the local likelihood method fitting local constants to the logits. The local likelihood smooth fitting local straight lines (the more usual approach) is the dotted curve. They are all very similar, with the main differences occuring in the tails where bias effects play a'role. We will see in the Section 7 that in fitting multiple covariate models, this approach of smoothing the response variable directly breaks down, whereas the local scoring and local likelihood techniques generalize easily. We will pursue this example in Section 7.
6.3. The Cox Model.
The proportional hazards model of Cox (1972) (20), and the process is iterated.
The local likelihood technique can also be applied to the Cox model -this is described in Tibshirani (1984) . We won't give details here. Instead, we'll illustrate the two estimation techniques with a real data example. Miller and Halpern (1983) provide a number of analyses of the Stanford heart transplant data. The data consist of time to failure (months) and two covariates, age (years) and T5 mismatch score. Here we will consider only the age variable. The column labelled 'dof" means degrees of freedom -this is explained in section 10. The smooths suggest that the log relative risk stays about constant up to age 45, then rises sharply. The quadratic model forces a parametric shape on the function, and misleadingly suggests that the relative risk drops then rises. The data set is analysed more thoroughly in Tibshirani (1984) . 14 7. Multiple Covariat es.
When we have p covariates, represented by the vector X = (Xl, X2,. . . X,), a general model specifies E (Y 1 X = z) = p and g(c() = q(z) where 9 is a function of p variables. We will first discuss the Gaussian case, and show why it is necessary to restrict attention to an additive model.
We assume Y =q(X)+r (30) where q(z) = E(Y IX = z)_, Var(Y 12) = u*, and the errors E are independent of X. The goal is to estimate rj (2). If we use the least squares criterion E (Y -o(X))*, the best choice for q(z) is E(Y IX = 2). In the case of a single covariate, we estimated E (Y 1 X = z) by a scatterplot smooth, which in its crudest form is the average of those yi in the sample for which Zi is close t0 2.
We could think of doing the same thing for multiple covariates: average the yi for which zi is close to z. However, it is well known that smoothers break down in higher dimensions (Friedman and Stuetzle, 1981) ; the cuwe of dimensionality takes its toll. The variance of an estimate depends on the number of points in the neighbourhood. However, you have to look further for near neighbours in high dimensions, and consequently the estimate is no longer local and can be severely biassed. This is the chief motivation for the additive model, q(z) = SO + CT=1 ai( Each f unction is estimated by smoothing on a single coordinate; we can thus include sufficient points in the neighbourhoods to keep the variance of the estimates down and yet remain local in each co-ordinate. Of course, the additive model itself may be a biassed estimate of the true regression surface, but hopefully this bias is much lower than that produced by high dimensional smoothers. The additive model is an obvious generalization of the standard linear model, and it allows easier interpretations of the contributions of each variable. In practice a mixture of the two will often be used:
j=l j=q+l
In later sections we will discuss other models more general than the additive model. 
j=l where SO is a constant and E sj(Xj) = 0 V i. In the above ST denotes the estimate of sj at the mth iteration. Notice that by effectively centering Y at the start, we guarantee that Esy(Xj) = 0 at every stage. It is clear that RSS does not increase at any step of the algorithm, and therefore converges. Breiman and Friedman (1982, Theorem 5.19) show in the more general context of the ACE (Alternating Conditional Expectation) algorithm that the solution C sy(zj) is unique and is therefore the best additive approximation to E (y 12). Th' is d oes not mean that the individual functions are unique, since dependence amongst the covariates can lead to more than one representation for the same fitted surface. These results do not depend on the validity of either the additive model for E (Y 1 ) z or the additive error assumption as in (30) .
If we return to the world of finite samples, we replace the conditional expectations in the backfitting algorithm by their estimates, the scatterplot smooths. Breiman and Friedman have proved: l For a restrictive (impractical) class of smoothers, the algorithm converges. l For a less restrictive class, the procedure is mean square consistent in a special sense. Suppose that the mth iteration estimate of sj is ZT, where the hat implies it is a function of the sample size n. Let sy be the estimate of sj at the mth iteration of the algorithm applied to the distributions. Then E (g?(X) -s?(X))* + 0 as n + 00.
A special case arises if we use the least squares regression ir + Szj to estimate E (-1 Zj) at every stage of the algorithm. We can once again invoke the Breiman and Friedman results for this projection operator, which show that the algorithm converges to the usual least squares estimate of the multiple regression of Y on z. This is true for both the usual data estimate or the estimate in distribution space as in Section 5. We give an elementary proof of this fact in Appendix A.
Although these results are encouraging, much work is yet to be done to investigate the properties of additive models. In multiple regression we need to worry about collinearity of covariates when interpreting regression coefficients; perhaps cocurtdy has even worse implications when trying to interpret the individual functions in additive models. This would call for non-parametric analogues of linear principal components analysis -a standard device for determining lower dimension-al linear manifolds in the data. Some work in this direction has been done (Hastie, 1983b , 1984b , Young et al., 1978 .
If the purpose of our analysis is prediction, these problems are less important. We proceed in an exploratory spirit, and hopefully a sound bed of theory will develop around these as yet unanswered questions. 
where g(p") = r,~' and Z is the adjusted dependent variable. For the reasons described in the previous section, we will restrict attention to an additive model:
We see that (34) is of the same form as equation (32) , with Z playing the role of Y. Thus to estimate the sj's, we fit an additive regression model to Z, treating it as the response variable Y in (32) . The sum of the fitted functions is q" of the next iteration. This is the motivation for the generalized backfitting algorithm which we give for the exponential family case as in 3) Fit an additive model to Z using the backfitting algorithm with weights kV, to get estimated functions 87 and model qrn.
Until: D = E Dev(Y,pm) fails to decrease.
Step 3 of the algorithm is simply the additive regression backfitting algorithm with weights. In Appendix B we show why weights are required even in the distribution version of the algorithm.
To incorporate them, the data is first transformed using the weights, and the backfitting algorithm is then applied to the transformed data. From the results of the previous section, we see that the inner loop converges. In particular, if each smooth was replaced by the simple regression on the corresponding covariate (for data or distributions), the backfitting algorithm converges to the usual (weighted) multiple regression. This shows that in this case, the algorithm is identical to the usual GLM estimation procedure using Fisher scoring as in (9) and (10). 0 nce again the data analogue of the algorithm replaces weighted conditional expectations by weighted smooths.
The backfitting idea is also used in the local likelihood estimation procedure to incorporate Irdtipk COVariateS.
To estimate a new Sj, or adjust Sj for other sk in the model, sj is re-estimated holding all others fixed. The algorithm cycles through the functions until convergence. The details can be found in Tibshirani (1984) .
The breast cancer example continued.
We continue our analysis of the breast cancer data using all 3 covariates. The model is now 1% & = so + cy,, Bj(Zj) . This is preferable to modelling p(X) by an additive sum, since we would have to check that the estimated probabilities are positive and add to 1; the logit transform allows our estimates to be unrestricted. There are other reasons for using the logit transform; on the logit scale prior probabilities appear only as an additive constant (McCullagh and Nelder, 1983) . This is useful in biomedical problems where there is often some established population risk, and the problem is to see what factors modify ,this risk for the sample under study. Table 2 summarizes the various models fitted. The column labelled dof refers to the approximate degrees of freedom or number of parameter8 of the model. The derivation of these quantities is outlined in Section 10. Auto in the column labelled spans indicates that each time a smooth was computed, the span was selected by cross-validation. The entry D* refers to the percentage of deviance explained, and is in direct analogy to the more familiar R* in regression. Figures 3, 4 , and 5 show the estimated functions for our model with deviance 308.22 and dof = 8.8. Landwehr et al (1984) analysed this data set and in particular considered partial residual plots in order to identify the fundamental form in which terms should appear. Their final model WBS logit Pb> = i% + zlal + &h + &% + 22/94 + zlzz/% + (log(l + X3))& with a deviance of 302.3 on 299 dof. We fit this model using GLIM, and then using the backfitting procedure with linear fits for the transformed variables. As expected, the results agreed up to 4 significant figures, which provides an empirical proof of the result proved in Appendix A. This model is labelled parametric in the table. We have superimposed their parametric model terms in the figures, and note that the functions are very similar. If z:b is the estimated linear model, and pi the corresponding probability estimate, the partial residual for variable j and observation i is defined by They then use the smooth of the partial residuals to suggest the functional form. This result breaks down if the other terms are not linear (Hastie, 1984a and Gong, 1984) . 0 ne can see from the previous section that smoothing the partial residual corresponds to the first step of the generalized backfitting procedure in the local scoring algorithm, if our-starting guess is the linear model. The backfitting procedure continues, however, by simultaneously estimating and adjusting non-parametric functions for all the covariates.
Comparison of Local Scoring to Local Likelihood Estimation.
In a number of examples that we have tried, the Local Scoring and Local Likelihood procedures give very similar results. This is not surprising in light of the discussion of Section 5, where both techniques are viewed as empirical estimates of E (log L). The difference seems to be in computational speed: local scoring is 0(n) while local likelihood, if the span increases like nc, is O(nc+'). For large data sets, the local scoring procedure is considerably faster. This leads us to ask: will the two procedures always give similar estimates? Artificially, they could be made very different. The reason for this is as follows. For a single covariate, the local likelihood -0 The dashed term is the log term in (35) .
procedure is completely local; that is if 2j is not in the neighbourhood for estimating I, then (zj, yj) has absolutely no effect on the estimate S(z;). This is not true in the local scoring procedure, for as the smooth operation is iterated, the estimates fi(Zj) enter into the computation of $(zi). Thus sending yj off to +oc would have a large effect on the estimate of $(z;) in the smooth updating procedure, but no effect in the local likelihood procedure.
Given the theoretical basis of Section 5, it seems eminently reasonable that the two procedures be asymptotically equivalent. We sketch a proof of this fact in Appendix C.
For finite samples we can describe operationally the difference as follows, using logistic regression as an example. Suppose we start with p'(zi) = g, the overall proportion of 1's. Then the first iteration for both procedures is identical: l Local scoring fits the weighted least squares regression of zi = logit p" + 61 against zj for j E Ni to obtain the estimate ql(z;); this is the local linear smoother operation in this neighbourhood. If the function is fairly linear in the neighbourhood then these two steps will yield similar estimates. For a given point zj, the local scoring algorithm uses its latest estimate of p(zj) for every neighbourhood in which zj appears. The local likelihood procedure, however, uses a linear approximation (on the r~ scale) for P(zj) based on its estimate p(q) when zj is in Ni.
9. Asymptotic Properties.
Since the local scoring and local likelihood procedures use local maximum likelihood estimates, we would expect them to have reasonable asymptotic properties. Tibshirani (1984) extends the work of McCullagh (1983) t o establish such properties for local likelihood estimates in the exponential family. Consider estimation of a single smooth r](a) at a fixed point 20. Let &, be the number of points in the neighbourhood NJ' used to estimate r)(zo). Assume that k, + 00, but the neighbourhood shrinks in such a way that max{i,jeN;l Izi -Zjl = O(k,"*)* Then under smoothness constraints on q(s), regularity conditions on the distribution of Y and boundedness on the covariate values, Tibshirani shows that the local likelihood estimate $ (zc) is consistent for the true value r](zu), and has the efficiency of a maximum likelihood estimator baaed on k,, (instead of n) observations. The proofs of these results rest on the fact that the local likelihood estimate of E (log L 120) ( see Section 5) is consistent. The results then follow by Taylor series expansions.
Similar results should be obtainable for the local scoring algorithm. They could be derived from the asymptotic equivalence with Local Likelihood estimation, or directly as follows. Consider the stable point of .the update step (20). Assuming the neighbourhoods behave as above, Smooth[q'(z)] w q"( ) f 1 g z or ar e n, so at convergence Smooth [ $1 fi: 0. Under conditions such that Smooth [.I t a zo is consistent for E (. ] zo), the asymptotic properties of tj(zo) will follow from standard Taylor series arguments.
10. Deviance and Degrees of Freedom.
In generalized linear models, the goodness of fit of an estimate ji is measured by the deviance. Wald's theorem tell us that, given two nested linear models and the hypothesis that the smaller model is correct, the deviance decrease in fitting the larger model is asymptotically o*&-~~, where pi and p2 are the ranks of the two linear spaces. That is, the number of parameters fit
give the number of degrees of freedom of the corresponding deviance decrease.
This leads us to ask similar questions for the smooth estimates described in this paper. We will restrict our discussion to the exponential family case, and also to the case of known. variance u* = 1. The question of interest is: how many aparameters' does a smooth employ? This will depend on the span. With a span of 2.0 ( i.e. every neighbourhood contains all the data points), 2 parameters are used. With a span of 0 (i.e. 1 point per neighbourhood), n independent parameters are used. Thus for the usual spans (.3 to .7), the number of parameters should be somewhere between 2 and n.
For the local likelihood procedure, Tibshirani(l984) p rovides a definition of "number of parameters" or "degrees of freedom" and an approximate method for determining it. This follows work by Cleveland (1979) on degrees of freedom for scatterplot smoothers.
Consider first a multiple linear regression model with variance equal to 1. Let ii and 62 be the fitted values for two nested models, and assume that the sub-model, say model 1, is correct. Then the decrease in residual sum of squares has expected value p2 -pl. One way to derive this is to write ir = Hly and 92 = H2y, where HI and Hz are the corresponding hat matrices. Then a simple calculation shows that the expected decrease in residual sum of squares is just trace(H2) -trace(H1) = p2 -pl.
For a running lines smoother, an analogous result can be derived. Consider a single covariate 2. First, we note that the output of the smoother can be written as 0 = Sy where S is a "smoother matrix". Now consider two fit vectors 51 and 92 obtained by smoothing y on z with different spans. By analogy to the multiple linear regression case, we can define the difference in degrees of freedom of the fits by the expected value of RSS(y,fi*) -RSS(y,$?). In the regression set-up, this expected value was computed under the assumption .that the smaller model was correct. Here we make the analogous assumption that Et1 a Ei2, i.e. that the two fits are about the same on the average. Then under this assumption, it is easy to show that E(RSS(y, $2) -RSS(y,$r)) = t race($) -trace(&).
Hence we can think of trace(S) as the number of degrees of freedom of the smoother based on S.
Further, the same result is approximately true for any local likelihood fit in the exponential family. Consider two fits jir and j22 based on a covariate vector z and spans 11 and 12. Then the difference in degrees of.freedom of the two smooths is defined to be E( Dev(fir, y) -Dev&, y)) under the assumption that E& # EJ&. Let Sr and S2 be the smoother matrices, based on z that produce running lines smooths of spans Zr and 12 respectively. Then it can be shown that E( Dev@r,y) 1 Dev&, y)) m trace($) -trace(S1).
Given a local likelihood fit, we easily work out trace(S) and use it to determine the significance of the smooth. As a example, for 200 equally spaced X values and a span of .5, trace(S) is about 3.6. Hence the smooth uses roughly 3.6 parameters. We say "roughly" because the distribution of this decrease is not x2, however, but is more spread out. The trace(S) formula should only be used as a rule of thumb.
Since the local scoring procedure produces estimates similar to local likelihood estimates, the same result should approximately be true for it as well. Due to the complex nature of the estimation procedure, however, we have been unable to verify this analytically. Instead, we describe a small simulation study designed to check the result numerically.
Degrees of Freedom
Simulations. Table 3 shows the results of a modest simulation study designed to check the accuracy of the formula E(D(y, $1) -D(y, 62)) = t race(&) -trace(&).
The numbers in the table were obtained BS follows. 100 z values were generated from U(O, 1) and fixed for the entire table.
Given these z values, we constructed the running lines smoother matrices for the indicated spans, and the trace of each matrix (minus 1) is shown in line (1).
Consider for example the entry 4.09 in the top left hand corner. According to the discussion of the preceding section, this should be the expected decrease in deviance due to fitting a local likelihood or scoring model with that span .3 versus a model with only a constant.
To obtain line (2), we generated 100 vi's from a U(O,l) distribution and computed RSS(y, jil) -RSS(y,fi), 0 .being the fit from a scatterplot smoother (6 = Py) with span as shown. Line(2) shows the mean and variance from 500 such repetitions of this process.
Line (3) was obtained in same way as line (2), except that the yi's were generated from uniform (-fi, a) , th e range chosen so that Var(yi) = 1.
To obtain line(4), we generated 100 vi's from binomial(l,1/2) and fit a local scoring logistic model with spans of .3 to .7. The numbers show the mean and variance of D(y, gl) -D(y, jj) over 500 repetitions.
Line (5) was generated in a similar fashion as line (4), showing instead the mean and variance of D(y,c~) -D(y,C), $1 being the linear logistic fit, with yi generated from a linear logistic model, P(yi = 1 1~) = e.2"/(1 + e.22).
Lines (6) and (7) are the same as (4) and (5) except that the smooths were obtained by local likelihood estimation.
Note that for all the models, a span of 2.0 gives either exactly or asymptotically a mean value of 1 (by Wald's theorem), and trace(S) -1 is also equal to 1.
The results give fairly strong support to the approximation E(D(y,$l) -D(y,iz)) = trace(&) -trace(Si). Lines (2) and (3) agree well with (l), not surprising since the approximation is exact for scatterplot smoothers. Line (4) also is in good agreement, with a small upward bias for smaller spans. Line (5) should be 1 less than line (l), (since the global linear fit uses 2 degrees of freedom) and the results indicate that. As we expected, the local likelihood results are very similar to the local scoring numbers.
The variance results are a little unsettling. The variance to mean ratio is often greater than-2 (the ratio for a chi-square variate), especially for the non-Gaussian models.
We conclude from these simulations that the approximation
is satisfactory as a rough rule of thumb, for the Gaussian and logistic models. We do note, however, that the distribution of this decrease is more spread out than a chi-square variate with the corresponding degrees of freedom, so that tests based on the percentile points will be too liberal.
The numbers reported here for local likelihood estimation can also be found in Tibshirani(1984) . In that study, the Cox model was also included in the simulation, and the trace formula was found to be biassed downward. Thus to accurately assess the significance of a Cox smooth in real examples, the mean decrease must be found by simulation. This was done for the example of Section 6.
Example:
Ozone Concentration data.
In this section, we apply the local scoring procedure to some data on atmospheric ozone concentration, given in Breiman and Friedman (1982) . The objective is to study the effect of various meterological variables on atmospheric ozone concentration. Following Breiman and Friedman, we considered all the covariates except DOYR initially, then examined the effect of adding DOYR to our model. We used the Gaussian additive model to explore these data. A summary of the models is given in Table 4 . As a pre-screening step, we examined the effect of dropping each of the 8 covariates from the full model. For this phase, a fixed span of .5 was used. The full model had a residual sum of squares of 5176.56 on 22.5 degrees of freedom. Based on this, the estimate of residual error is 16.85. This compares to a standard multiple linear regression fit having a residual sum of squares of 6539.00 on 9 degrees of freedom. Using F-values as a rough guide, the variables SBTP, IBHT, DGPG and VSTY were seen to cause a significant increase in the residual sum of squares, and the remaining predictors were dropped. Using these selected predictors, an additive model was fit, this time allowing the procedure to choose the optimal spans by cross-validation. The resultant model had a residual sum of squares of 5481.93 on 8.8 degrees of freedom, and is not significantly worse than the full model. We then added the variable DOYR to the model, and it was highly significant, decreasing the residual sum of squares by over 700, with 12.4-11.0=1.4 additional degrees of freedom. Note that instead of using DOYR's degrees of freedom (which was 1.9), we use the difference in degrees of freedom in the two models. The reason is that when a variable is added to a model, the spans chosen for other variables can change and hence their degrees of freedom change also.
Dropping any of these variables caused a large increase in the residual sum of squares. The fit of the full model (all 9 predictors) is also shown in Table 4 .
At this point we mention a complexity caused by the varying spans. Although it seems that the 4 variable model is 'nested" within the 8 variable model, there is no guarantee that its residual sum of squares will be higher. This is because the spans aren't chosen to minimize the overall residual sum of squares. It is quite possible that in dropping a useless predictor, the residual sum of squares will decrease! This is not a practical problem, but it would create some unusual twists in a testing theory for additive models.
Figures 6 -10 show the estimated smooths for the 5 predictors. All the variables seem to display non-linear effects.' To simplify the model, we forced in a parametric form for each of the variables, one at a time. A linear term was tried for SBTP and VSTY, and quadratic terms for IBHT, DGPG and DOYR. Both linear terms proved to be inadequate, especially for SBTP. Its linear term caused the residual sum of squares to increase to 5214.03, with about 1 less degree of freedom. The quadratic terms were all satisfactory. Thus we have our final model:
with a residual sum of squares of 4858.99 on 11.2 degrees of freedom. The RSS of this model is 112 higher than the RSS for the nonparametric model, but for descriptive purposes it is adequate.
Breiman and Friedman fit an ACE (Alternating Conditional Expectation) model to these data. The ACE model is the same as the additive Gaussian model, except that they also estimate a tranformation for the response. The final model obtained by Breiman and Friedman, using a forward stepwise ACE model contains the same predictors as the above model. In addition, the estimated transformation obtained from ACE was only slightly non-linear, and hence the estimated smooths from ACE are very similar to those in Figures 6 -10.
We discuss an alternative to response variable transformation and apply to these data in Section 12.
12. Transformations of the Additive Model.
For exponential families, the model we have discussed up to now has the form g(p) = r) = CTsj(Xj), where g(e) is the (k nown) link function. A more general model is S(P) = f(7) = f(CY sj(xj)), where fC.1 is a unspecified smooth function. As we did for the ej(*)'s, we will show how to estimate f(s) non-parametrically.
For ease of interpretation, we will restrict f(s) to be monotone. Note that since f(s) is arbritrary, so is j-'(g(a)), and we could write this as g*(q). H ence non-parametric estimation of f(s) provides non-parametric estimation of the link function. In some applications, we could set g(-) equal to the identity function; in others, we might want to start with g(s) equal to the natural link for the problem, and see if the estimated f(w) is close to the identity function. The two loops, estimating the sj(*)'s and estimating f(e), are alternated until convergence.
For non-exponential family models, the link relation would be of the form g(6) = f(q), where 8 is some parameter of the likelihood. For example, one generalization of the Cox model would be x(t 12) = Xc(t)e'(~~'j('j)).
The algorithm requires two special subroutines. First, the derivatives of f(e) are needed for the first step-Jerome Friedman kindly supplied us with his procedure for estimating the derivatives of a smooth. Secondly, the estimate of f(e) must be monotone. The monotone smoothing technique described in Friedman and Tibshirani (1984) was used for this purpose.
N'e tried this procedure on two examples. The first data set concerns the strength of yarns and is taken from Box and Cox (1964) . It consists of a 3 x 3 x 3 experiment, the response being number of cycles to failure and three covariates: length of test specimen, amplitude of loading cycle and load. Box and Cox fit linear terms to the covariates and found that the log transformation was ideal for the response. Note that if Y has mean p and variance V(p), then log Y has mean about log p and variance about V(p)/p2.
Hence if the log transformation is appropriate (both for additivity of effects and variance stabilization) then a generalized linear model with 17 = log(p) and V(p) = p2 should also be appropriate. To test our procedure, then, we set g(p) = p and V(p) = p2, and a linear term was fit for each covariate. The estimated f(s) is shown in figure 11 , along with the exponential function. The agreement is very good. Furthermore, the residual sum of squares of the final model was very close to that obtained by Box and Cox for the log transformation.
As a second example, the link estimation procedure was applied to the ozone concentration data. Using the covariates of Table 4 and the spans chosen there, the estimated f(s) is shown in figure 12 . The transformation has positive curvature, indicating that mild transformation of the additive predictor may improve the fit. This is in qualitative agreement with Breiman and Friedman's analysis: using a response variable transformation method (see ACE, next section), they find that a transformation with slightly negative curvature is appropriate.
Despite these encouraging results, the link estimation procedure is still experimental. The reason is that the iterations can be unstable if the derivatives of f(a) get too close to zero. We are presently studying this problem.
13. Relationship to Other Methods.
As we have seen, the Local Scoring technique generalizes standard (linear) likelihood methods. When each neighbourhood contains all the data points, Local Scoring corresponds exactly to standard (linear) maximum likelihood estimation. For smaller spans, the Local Scoring procedure can detect curvature in the covariate functions. In the class of GLM's, the linear predictor is generalized to a sum of smooth functions. Note also that this technique provides non-parametric "quasi-likelihood" estimation. McCullagh (1983) likelihood" estimation. Since local scoring (and local likelihood) depend only on the mean and variance as well, they can be thought of as extensions of quasi-likelihood modelling.
The models described in this paper are also related (when the error distribution is Gaussian) to a number of non-parametric regression models that have been recently suggested. 
Software
A fortran program that computes local scoring estimates for exponential family models is available from either author.
where 0 < c < 1. Also Ca E V for a E V. Hence llC"all I (1 -c) IICm-lal/ . . covariate X by q = s(z) = g(p). C onsider estimation of s(s) at a fixed point 20, with a sample size of k, points in the neighbourhood N,", and assume that k, + 00 but maZ{idENt) Izi -Zjl = O(k,"2).
We make the simplifying assumption that the Zi's are equally spaced, hence the local likelihood estimate in the jth neighbourhood is just pj = fij. The local scoring step is q1 = Smooth [q + (y-p)$], with weights (g)*V(p). Assuming that g(p) and b(0) have two bounded derivatives, we can expand each in a Taylor Series, and using (51) , the local scoring step can be written as 901 -Aveo($) + Aveo(yj -pi) + o(l) = 0 (52) where Aveo represents the (unweighted) mean over j E N,". Thus it is sufficient to show that Pj = gj and qj = g(Sj) satisfy Aveo(yj -pj) = o(l) and 90 -Aveo(qj) = o(l), respectively. Assuming that the second moment of Y is well-behaved enough to allow application of the weak law, each of these follow by standard Taylor series arguments.
