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Abstract
We study the strict positive definiteness of matrix–valued covariance func-
tions associated to multivariate random fields defined over d-dimensional
spheres of the (d+1)-dimensional Euclidean space. Characterization of strict
positive definiteness is crucial to both estimation and cokriging prediction
in classical geostatistical routines. We provide characterization theorems for
high dimensional spheres as well as for the Hilbert sphere. We offer a nec-
essary condition for positive definiteness on the circle. Finally, we discuss a
parametric example which might turn to be useful for geostatistical applica-
tions.
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1. Introduction
Positive definite functions are fundamental to many disciplines, such as
mathematical analysis, probability theory, approximation theory, numerical
analysis, machine learning techniques, and spatial statistics. They are crucial
for the simulation of Gaussian random fields on subsets of Euclidean spaces
as well as for the construction of certain classes of spatial point processes.
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Spatial data observed over a subset of the d-dimensional Euclidean space
are often modeled as a realization of a stationary and isotropic Gaussian
field. This approach requires the fitting of a covariance model. As noted by
[17], a candidate function C is fitted to the observed correlations such that
Σ ∶= [C(xi,xj)]Ni,j=1 (1)
is the covariance matrix for the random field restricted to arbitrary points
x1,x2, . . . ,xN in Rd. The matrix Σ is positive semidefinite, and this is achie-
ved for all N and all the points if and only if the kernel function C defined
above is positive definite on Rd. In the last years, the statistical analysis
of vector valued fields has become ubiquitous, and the reader is referred
to the review in [16] as well to [6] and [12] for more details. Under such a
framework, for a multivariate random field with p components, a candidate
matrix–valued function C, is fitted to the observations so that the block
matrix
Σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Σ11 ⋯ Σ1j ⋯ Σ1p⋮ ⋱ ⋮ ⋱ ⋮
Σi1 ⋯ Σij ⋯ Σip⋮ ⋱ ⋮ ⋱ ⋮
Σp1 ⋯ ⋯ ⋯ Σpp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)
is the matrix–valued covariance block matrix for the p-valued random field
restricted to any finite set {x1,x2, . . . ,xN} of points in Rd. Observe that each
block Σij reflects the cross covariance between the i-th and j-th components
of the vector valued random field. The blocks on the diagonal of Σ are called
auto covariances. The matrices Σ are positive semidefinite if and only if the
matrix-valued function C is positive definite.
The most popular estimation techniques, such as maximum likelihood
[24] rely on the inversion of the matrices Σ. Calculation of the inverse is also
the crux for getting the kriging predictor, which is basically the best linear
unbiased predictor in the geostatistical context. If the function C is not
strictly positive definite, then the associated matrices Σ might be singular.
Such a problem has inspired constructive criticism in several branches of
spatial statistics and numerical analysis, and the reader is referred to [3, 4,
11, 13, 14, 15, 19, 28, 33] for the geostatistical context, and to [9, 25, 26, 27, 36]
for a mathematical treatise.
Recently, there has been a intense activity around scalar and vector val-
ued fields defined globally over the whole of planet Earth, which is usually
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represented as a sphere. Motivating examples can be found in [1, 2, 8, 22, 29].
In this case, the matrix–valued function C described above should depend
on the geodesic distance, being the arc joining any pair of points located
over the spherical shell. Positive definite functions over spheres have a long
history and we refer the reader to the review by [18] as well as the recent
extensions in [5, 20]. Strict positive definiteness has been studied extensively
in [10, 25, 26, 27, 34]. Positive definiteness for vector valued random fields
has been discussed in [3, 30].
Characterization of strict positive definiteness for the matrix–valued case
has been elusive so far. Our efforts in this paper are devoted to such a char-
acterization. The plan of the paper is the following: Section 2 contains the
necessary background material. Section 3 is devoted to the original results
of this paper: we provide characterization theorems for high dimensional
spheres as well as for the Hilbert sphere. We offer a necessary condition for
strict positive definiteness on the circle. In Section 4 we apply the main result
in the paper to explicit a large class of strictly positive definite multivariate
covariance functions on all spheres.
2. Background and Notation
We denote with Sd the d-dimensional sphere embedded in Rd+1 and with
θ the geodesic distance on Sd uniquely defined through the relation
θ(x,y) = arccos(x ⋅ y), x,y ∈ Sd,
with ⋅ being the canonical dot product in Rd+1. We follow [29] when defining
Ψpd as the class of mappings ψ ∶ [0, pi] →Mp, with Mp being the set of p × p
real matrices, such that the mapping C ∶ Sd × Sd →Mp defined through
C(x,y) = ψ(θ(x,y)), x,y ∈ Sd, (3)
is symmetric and positive definite. The last meaning that
N∑
i=1
N∑
j=1c⊺iC(xi,xj)cj ≥ 0
for any N ≥ 1, distinct points x1,x2, . . . ,xN on Sd and vectors c1,c2, . . . ,cN
in Rd. If the last inequality is strict when ci ≠ 0 for at least one i, then C
is called strictly positive definite. Rephrased, C is the covariance function of
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some vector-valued Gaussian field Z(x) = (Z1(x), Z2(x), . . . , Zp(x))⊺ on Sd.
Thus, a necessary requirement is that the diagonal members Cii evaluated at
zero, and being the variance of Zi, are strictly positive.
Condition (3) in the definition above reflects the geodesic isotropy of C.
In particular, the entries Cij, i, j = 1,2, . . . , p, of an isotropic matrix function
C satisfy
Cij(x,y) = Cij(Ax,Ay), x,y ∈ Sd, A ∈ Od, i, j = 1,2, . . . , p, (4)
where Od is the group of all orthogonal transformations on Rd+1, a well-
known fact from the analysis on spheres. We shall abuse of notation when
using equivalently θ or θ(x,y) whenever no confusion can arise. The term
geodesic isotropy is coined to distinguish from Euclidean isotropy or radial
symmetry as in [12]. A relevant fact is that the mapping Cij ∶ [0, pi]→ R, i ≠ j
is not, in general, positive definite (for i = j, it obviously is). This in turn
implies that the block Σij in the matrix Σ in Equation (2) is not necessarily
positive semidefinite.
The case p = 1 has been largely discussed since the seminal paper [31],
where it is established that a continuous function ψ ∶ [0, pi]→ R with ψ(0) = 1
such that C(x,y) = ψ(θ) belongs to the class Ψd ∶= Ψ1d if and only if
ψ(θ) = ∞∑
k=0 bk,dck(d, cos θ), θ ∈ [0, pi], (5)
with {bk,d}∞k=0 being a uniquely determined probability mass sequence. Fol-
lowing [5] and other references as well, we call it a d-Schoenberg sequence.
Here, ck(d, cos θ) is the normalized Gegenbauer polynomial, defined through
ck(d, x) = P (d−1)/2k (x)
P
(d−1)/2
k (1) , x ∈ [−1,1],
with P λk , λ > 0, generated by the intrinsic relation
(1 + r2 − 2r cos θ)−λ = ∞∑
k=0 rkP λk (cos θ), r ∈ (−1,1), θ ∈ [0, pi].
The following well known assertions hold for d ≥ 2 ([32]):
(i) ∣ck(d, cos θ)∣ = 1 if and only if either θ = 0 or θ = pi.
(ii) For θ ∈ (0, pi) , we have that limk→∞ ck(d, cos θ) = 0.
We shall make use of these properties through subsequent sections.
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Taking advantage of the work of Schoenberg we can also define the limit
class Ψ∞ consisting instead of those continuous members ψ with ψ(0) = 1
being identified through the series representation
ψ(θ) = ∞∑
k=0 bk cosk θ, θ ∈ [0, pi], (6)
which clearly shows that ψ ∈ Ψ∞ if and only if ψ(arccosX) is the probability
generating function of some discrete random variable X with support on Z+
and distributed according to the probability mass system {bk}∞k=0.
We call Ψ̃pd the subclass of Ψ
p
d whose continuous members are the radial
part of mappingsC as in (3), being strictly positive definite. Characterization
of the class Ψ̃d ∶= Ψ̃1d has been available thanks to [10, 26, 27]. In particular,
we have that ψ ∈ Ψ̃d, for d ≥ 2, if and only if the d-Schoenberg coefficients
bn,d in the expansion (5) are strictly positive for infinitely many even and
infinitely many odd k’s. The class Ψ̃1 consists of those members of Ψ1 such
that for all n ≥ 1 and j ∈ {0,1, . . . , n − 1}, there exists an integer k such that
b∣j+kn∣,1 is strictly positive. The analogue of the result obtained for the class
Ψ̃d, for d ≥ 2, holds for the class Ψ̃∞ in terms of infinitely many even and
infinitely many odd positive coefficients bk as defined through the expansion
(6).
A characterization for the class Ψpd was essentially done in [21] and [35].
A recent alternative proof can be found in [7].
Theorem 2.1. The continuous mapping ψ ∶ [0, pi]→Mp belongs to the class
Ψpd if and only if
ψ(θ) = ∞∑
k=0Ak,dck(d, cos θ), θ ∈ [0, pi], (7)
where {Ak,d} ⊂Mp, each Ak is positive semidefinite and ∑∞k=0Ak,d <∞.
A characterization for the analogous limit class Ψp∞ has been described in
[23]. However, characterizations for the classes Ψ̃pd and Ψ̃
p∞ have been elusive
and we are going to explicit them in the next section. The matrix sequence{Ak,d} will be called d-Schoenberg matrix sequence of ψ throughout. It is
worth mentioning that the matrices Ak in the representation provided by the
theorem above have real entries.
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A neat exposition of the subsequent results relies on some notation. For
a given d ∈ Z+, let ψ be a member of the class Ψpd with d-Schoenberg matrix
sequence {Ak,d}∞k=0 as in representation (7). We define
J(ψ, p) ∶= {k ∶ Ak,d ≠ 0}.
Apparently, the function J depends on the dimension d, but this will
not be emphasized in our notation because d is fixed throughout. We shall
be sloppy when using J instead of J(ψ, p) whenever no confusion can arise.
The set J(ψ,1), ψ ∈ Ψd, has already been studied and the related result is
reported below. It rephrases the findings of [10] and [27] respectively.
Theorem 2.2. Let d be a positive integer and let ψ ∈ Ψ̃d. Then, the following
assertions hold:(i) ψ ∈ Ψ̃d, d ≥ 2, if and only if J(ψ,1) contains infinitely many even and
infinitely many odd integers.(ii) ψ ∈ Ψ̃1 if and only if the set {k ∶ ∣k∣ ∈ J(ψ,1)} intersects every full
arithmetic progression in Z.
3. Results
We start by noting that, for every k ∈ Z+ and a positive semidefinite
Ak ∈ Mp, the mapping Akck(d, cos θ) belongs to the class Ψpd ∖ Ψpd+1. Thus,
the proof of the following statement is obvious and omitted.
Lemma 3.1. Let d and p be positive integers and ψ ∈ Ψpd with d-Schoenberg
matrix sequence {Ak,d}∞k=0. Then, for distinct points x1,x2, . . . ,xN on Sd and{w1,w2, . . . ,wN} ⊂ Rp, the following assertions are equivalent:(i) ∑Ni,j=1w⊺i ψ(θ(xi,xj))wj = 0;(ii) ∑Ni,j=1w⊺iAk,dwjck(d, cos θ(xi,xj)) = 0, k ∈ J .
Another formal statement along the same lines follows subsequently. A
technical proof is needed in order to prove its validity.
Lemma 3.2. Let d and p be positive integers and ψ ∈ Ψpd with d-Schoenberg
matrix sequence {Ak,d}∞k=0. Then, the following assertions are equivalent:(i) ψ ∈ Ψ̃pd;(ii) For N ≥ 1 and distinct points x1,x2, . . . ,xN on Sd, no two of which are
antipodal, the only solution (ui,vi) ∈ R2p, i = 1,2, . . . ,N , of the system
N∑
i,j=1(ui + (−1)kvi)⊺Ak,d(uj + (−1)kvj)ck(d, cos θ(xi,xj)) = 0, k ∈ J,
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is the trivial one, that is, ui = vi = 0, i = 1,2, . . . ,N .
Proof. We give a constructive proof. Given distinct points x1,x2, . . . ,xN on
Sd, we define
yi = { xi, i = 1,2, . . . ,N−xi−N , i = N + 1,N + 2, . . . ,2N.
We note that {y1,y2, . . . ,y2N} is a set of 2N distinct points on Sd. If (i)
holds, Lemma 3.1 shows that the system
2N∑
i,j=1w⊺iAk,dwjck(d, cos θ(xi,xj)) = 0, k ∈ J,
has a unique solution w1,w2, . . . ,w2N in Rp, being namely, the trivial one.
Direct inspection shows that the system is precisely the one described in (ii),
with ui = wi, i = 1,2, . . . ,N and vi = wi+N , i = 1,2, . . . ,N . Conversely, if (i)
does not hold, we can pick distinct points x1,x2, . . . ,xN in Sd for which the
system
N∑
i,j=1w⊺iAk,dwjck(d, cos θ(xi,xj)) = 0, k ∈ J,
has more than one solution. But, if we consider m points y1,y2, . . . ,ym in
Sd, m ≤ N , no two of which are antipodal, so that
{x1,x2, . . . ,xN} ⊂ {±y1,±y2, . . . ,±ym},
it is easily seen that the system
m∑
i,j=1(ui + (−1)kvi)⊺Ak,d(uj + (−1)kvj)ck(d, cos θ(yi,yj)) = 0, k ∈ J,
has, likewise, a nontrivial solution (ui,vi), i = 1,2, . . . ,m.
The following reformulation of the previous proposition takes into account
the evenness of the elements of J .
Proposition 3.3. Let d and p be positive integers and let ψ ∈ Ψpd with
d-Schoenberg matrix sequence {Ak,d}∞k=0. Then, the following assertions are
equivalent:(i) ψ ∈ Ψ̃pd ;
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(ii) For N ≥ 1 and distinct points x1,x2, . . . ,xN on Sd, no two of which are
antipodal, the only solution (uoi ,uei) ∈ R2p, i = 1,2, . . . ,N , of the system
{ ∑Ni,j=1(uoi )⊺Ak,duojck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ (2Z+ + 1)∑Ni,j=1(uei)⊺Ak,duejck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ 2Z+,
is the trivial one.
Proof. If (ii) does not hold, we can find N distinct points x1,x2, . . . ,xN on
Sd, no two of which are antipodal, and N vectors (uoi ,uei) ∈ R2p, with at least
one of them being non zero, so that
{ ∑Ni,j=1(uoi )⊺Ak,duojck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ (2Z+ + 1)∑Ni,j=1(uei)⊺Ak,duejck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ 2Z+,
holds. Now, consider
{ 2ui ∶= uoi +uei , i = 1,2, . . . ,N
2vi ∶= uoi −uei , i = 1,2, . . . ,N,
Then, at least one pair (ui,vi) is nonzero and, in addition,
N∑
i,j=1(ui + (−1)kvi)⊺Ak,d(uj + (−1)kvj)ck(d, cos θ(xi,xj)) = 0, k ∈ J.
In particular, the arguments in Lemma 3.2 show that (i) does not hold.
Conversely, if ψ ∈ Ψpd ∖ Ψ̃pd, we can make use of Lemma 3.2 and select N dis-
tinct points x1,x2, . . . ,xN in Sd, no two of which are antipodal, and vectors(ui,vi) ∈ R2p, i = 1,2, . . . ,N , with at least one of them being non zero, so
that
N∑
i,j=1(ui + (−1)kvi)⊺Ak,d(uj + (−1)kvj)ck(d, cos θ(xi,xj)) = 0, k ∈ J.
Let us now define
{ uoi ∶= ui − vi, i = 1,2, . . . ,N
uei ∶= ui + vj, i = 1,2, . . . ,N ,
Then, either uoi ≠ 0 for some i, or uei ≠ 0 for some i. This in turn implies that(uoi ,uei), i = 1,2, . . . ,N , is a nontrivial solution of the system in (ii). The
proof is completed.
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The following result offers a bridge from the class Ψpd, with p > 1 to the
class Ψd.
Lemma 3.4. Let d, p be positive integers. For ψ ∈ Ψpd and v ∈ Rp, define
gv(θ) = v⊺ψ(θ)v, θ ∈ [0, pi]. (8)
Then, every function gv belongs to Ψd. Further, if v ∈ Rp ∖ {0} and ψ ∈ Ψ̃pd,
then gv ∈ Ψ̃d.
Proof. The first assertion follows from the fact that, for distinct points x1,x2, . . . ,
xN on Sd and real scalars c1, c2, . . . , cN , we have
N∑
i,j=1 cigv(θ(xi,xj))cj = N∑i,j=1(civ)⊺ψ(θ(xi,xj))(cjv).
The second one follows from the fact that, if ψ ∈ Ψ̃pd, then the quadratic form
above is zero if and only if civ = 0 for all i. If v ≠ 0, the last condition reduces
to ci = 0 for all i.
We are now able to illustrate the main result of this section.
Theorem 3.5. Let d ≥ 2 and p be a positive integer. Let ψ ∈ Ψpd with d-
Schoenberg matrix sequence {Ak,d}∞k=0. For v ∈ Rp ∖ {0}, let gv be defined
through Equation (8). Then, the following assertions are equivalent:(i) ψ ∈ Ψ̃pd;(ii) For every v ∈ Rp ∖ {0}, the function gv belongs to the class Ψ̃d;(iii) For every v ∈ Rp ∖ {0}, the set {k ∶ v⊺Ak,dv > 0} contains infinitely
many even and infinitely many odd integers.
Proof. The implication (i)⇒ (ii) follows from Lemma 3.4.
We proceed by contradiction to prove (ii) ⇒ (iii). Let v ∈ Rp ∖ {0} such
that {k ∶ v⊺Ak,dv > 0} does not contain infinitely many even and infinitely
many odd integers. Invoking again Lemma 3.4, we have that gv as defined
through Equation (8) is a member of the class Ψd for all v fixed. Also, we
have J(gv,1) = {k ∶ v⊺Ak,dv > 0}. In particular, J(gv,1) fails to contain in-
finitely many even and infinitely many odd integers. By invoking Theorem
2.2, we conclude that gv ∈ Ψd ∖ Ψ̃d. Thus, (ii) implies (iii).
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The implication (iii)⇒ (i) is also shown by contradiction. In view of Propo-
sition 3.3, there exist distinct points x1,x2, . . . ,xN in Sd, no two of which
are antipodal, such that the system
{ ∑Ni,j=1(uoi )⊺Ak,duojck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ (2Z+ + 1)∑Ni,j=1(uei)⊺Ak,duejck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ 2Z+,
has a nontrivial solution (uoi ,uei), i = 1,2, . . . ,N , in R2p. We now proceed
assuming that at least one uei is nonzero, and that the following holds:
N∑
i,j=1(uei)⊺Ak,duejck(d, cos θ(xi,xj)) = 0, k ∈ J ∩ 2Z+. (9)
The case in which at least one uoi is nonzero and the other equality above
holds can be handled in a similar fashion. Without loss of generality, we can
now assume that uei ≠ 0 for all i. Indeed, otherwise we just work with less
than N points. Due to assertion (iii), the set {k ∶ (ue1)⊺Ak,due1 > 0} contains
infinitely many even integers. Since {k ∈ J ∶ (ue1)⊺Ak,due1 > 0} is infinite
and {1,2, . . . ,N} is finite, we can select an infinite subset K of 2Z+ ∩ {k ∶(ue1)⊺Ak,due1 > 0} and i0 ∈ {1,2, . . . ,N} so that(uei0)⊺Ak,duei0 ≥ (uei)⊺Ak,duei , i = 1,2, . . . ,N, k ∈K.
Dividing both sides in Equation (9) by (uei0)⊺Ak,duei0 , we can deduce
0 = N∑
i,j=1
(uei)⊺Ak,duej(uei0)⊺Ak,duei0 ck(d, cos θ(xi,xj))= 1 + N∑
i0≠i=1
(uei)⊺Ak,duei(uei0)⊺Ak,duei0 +
N∑
i≠j
(uei)⊺Ak,duej(uei0)⊺Ak,duei0 ck(d, cos θ(xi,xj)), k ∈K.
Since each Ak,d is positive semidefinite,(uei)⊺Ak,duei(uei0)⊺Ak,duei0 ∈ [0,1], k ∈K, i = 1,2, . . . ,N.
On the other hand, due to the Cauchy-Schwarz inequality, we also know that
∣(uei)⊺Ak,duej ∣ ≤ √(uei)⊺Ak,duei√(uej)⊺Ak,duej≤ √(uei0)⊺Ak,duei0√(uei0)⊺Ak,duei0= (uei0)⊺Ak,duei0 , k ∈ I, i ≠ j.
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Hence, ∣ (uei)⊺Ak,duej(uei0)⊺Ak,duei0 ∣ ≤ 1, k ∈K, i ≠ j.
Now, we can let k →∞ in order to deduce that 0 ≥ 1, a contradiction.
Example Let ψi, i = 1,2 be in the class Ψ̃d with J(ψ1,1) = 4Z+∪(4Z++1) and
J(ψ2,1) = (4Z+ + 2) ∪ (4Z+ + 3). We have immediately that ψ ∶ [0, pi] →M2,
defined through
ψ(θ) = ( ψ1(θ) 0
0 ψ2(θ) ) , θ ∈ [0, pi],
belongs to the class Ψ̃2d. However, not all the matrices Ak,d from the d-
Schoenberg expansion of ψ are positive definite.
3.1. The Class Ψ̃p1: Strict Positive Definiteness on the Circle
We start with a technical lemma that opens for a new result.
Lemma 3.6. Let p be a positive integer and ψ ∈ Ψp1 with 1-Schoenberg matrix
sequence {Ak,1}∞k=0. Then, the following assertions are equivalent:(i) ψ ∈ Ψ̃p1;(ii) For N ≥ 1 and distinct points z1, z2, . . . , zN in {z ∈ C ∶ ∣z∣ = 1}, the only
solution (w1,w2, . . . ,wN) ∈ RpN of the system
( N∑
α=1 zkαwα)
⊺
Ak,1 ( N∑
α=1 z−kα wα) = 0, k ∈ J,
is the trivial one.
Proof. Due to Lemma 3.1, Assertion (i) is equivalent to the following condi-
tion: if N is a positive integer and x1,x2, . . . ,xN are distinct points on S1,
then the only solution (w1,w2, . . . ,wN) ∈ Rp of the system
N∑
α,β=1w⊺αAk,1wβck(1, cos θ(xα,xβ)) = 0, k ∈ J,
is the trivial one. If we write
xα = (cos θα, sin θα), θα ∈ [0,2pi), α = 1,2, . . . ,N,
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the proof will resume as long as we show that the system above corresponds
to that in (ii). Since P 1k (cos θ) = 2k−1 coskθ, θ ∈ [0, pi], the previous equality
becomes
N∑
α,β=1w⊺αAk,1wβ(coskθα coskθβ + sin θα sin θβ) = 0, k ∈ J.
Let aij,k,1 be the (i, j)-th element of Ak,1, k ∈ {0,1, . . .}. Then, we can write
each aij,k,1 in Gram format, that is,
aij,k,1 = ai,k ⋅ aj,k, i, j = 1,2, . . . , p,
where ai,k ∈ Cp, i = 1,2, . . . ,N , and ⋅ is the inner product in Cp, and the
previous equality takes the form
∥ p∑
i=1
N∑
α=1wiα(coskθα)ai,k∥
2 + ∥ p∑
i=1
N∑
α=1wiα(sinkθα)ai,k∥
2 = 0, k ∈ J
where wα = (w1α,w2α, . . . ,wpα), α = 1,2, . . . ,N and ∥ ⋅ ∥ is the usual norm in
Cp. However, this last equality is equivalent to
p∑
µ=1
N∑
α=1wµαeikθαaµ,k = 0 k ∈ J.
After eliminating the Gram entries of the matrix, we are reduced to
p∑
µ=1
N∑
α=1
p∑
ν=1
N∑
β=1wµαwνβeik(θα−θβ)aµν,k,1 = 0, k ∈ J,
which is equivalent to
( N∑
α=1 eikθαwα)
⊺
Ak,1 ( N∑
α=1 e−ikθαwα) = 0, k ∈ J.
The proof is complete.
Theorem 3.5 has the following cousin in the case d = 1.
Theorem 3.7. Let p be a positive integer and let ψ ∈ Ψ̃p1 with 1-Schoenberg
matrix sequence {Ak,1}∞k=0. Then, for each v ∈ Rp∖{0}, the set {k ∶ v⊺A∣k∣,1v >
0} intersects every full arithmetic progression in Z.
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Proof. Assume ψ ∈ Ψ̃p1. Let v ∈ Rp ∖ {0} and define gv(θ) ∶= v⊺ψ(θ)v, θ ∈[0, pi]. Apparently, gv is a member of the class Ψ̃1. Thanks to Theorem 2.1 and
in virtue of the arguments in 2.2, we have that {k ∶ ∣k∣ ∈ J(ψ,1)} intersects
every arithmetic progression in Z. However, since J(ψ,1) = {k ∶ v⊺Ak,1v > 0},
the set {k ∶ v⊺A∣k∣,1v > 0} must intersect each arithmetic progression in Z.
The proof is completed.
A proof for the the sufficiency of the condition in the previous theorem
is still elusive.
3.2. The Class Ψ̃p∞
Our findings are now completed by considering the class Ψ̃p∞
Theorem 3.8. Let p be a positive integer and let ψ be a member of the class
Ψp∞ with uniquely determined expansion
ψ(θ) = ∞∑
k=0Ak cosk θ, θ ∈ [0, pi],
with Schoenberg matrix sequence {Ak} ⊂Mp of positive semidefinite matrices
such that ∑kAk <∞. Then, the following assertions are equivalent:(i) ψ ∈ Ψ̃p∞;(ii) For every v ∈ Rp ∖ {0}, both sets {k ∶ v⊺Akv > 0}∩ 2Z+ and {k ∶ v⊺Akv >
0} ∩ (2Z+ + 1) are infinite.
Proof. Assume (i) holds and let v ∈ Rl. For v ∈ Rp ∖ {0}, let us consider the
function gv ∶ [0, pi] → R defined through Equation (8). It is easy to see that
gv ∈ Ψ̃∞ for all v. By (i) and from Theorem 2.8 in [26] we can write
gv(θ) = ∞∑
k=0 bk cosk θ, θ ∈ [0, pi],
with bk ≥ 0 for all k, ∑∞k=0 bk < ∞, and both sets {k ∶ bk > 0} ∩ 2Z+ and{k ∶ bk > 0} ∩ (2Z+ + 1) being infinite. Since
gv(θ) = v⊺ ( ∞∑
k=0Ak cosk θ)v = ∞∑k=0(v⊺Akv) cosk θ, θ ∈ [0, pi],
we then have that (ii) follows by uniqueness of MacLaurin series represen-
tations. Conversely, assume (ii) holds. It suffices to show that ψ ∈ Ψ̃pd for all
d. Fix d ≥ 1 and write(cos θ)k = ∑
0≤2j≤k b(d, k, j)P (d−1)/2k−2j (cos θ), θ ∈ [0, pi],
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with all the b(d, k, j) being positive. It follows that
ψ(θ) = ∞∑
k=0Ak(cos θ)k = ∞∑k=0Ak ⎛⎝ ∑0≤2j≤k b(d, k, j)P (d−1)/2k−2j (cos θ)⎞⎠
= ∞∑
k=0A′kC
(d−1)/2
k (cos θ), θ ∈ [0, pi],
where
A′k =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∞∑
j=k
j∈2Z+
b(d, k, j)Aj, if k is even
∞∑
j=k
j∈2Z++1
b(d, k, j)Aj, if k is odd. .
Each A′k is positive semidefinite. If v⊺Akv > 0 for some k, then
v⊺A′kv = v⊺ ⎛⎜⎜⎝
∞∑
j=k
j∈2Z+
b(d, k, j)Aj⎞⎟⎟⎠v
= ∞∑
j=k
j∈2Z+
b(d, k, j)v⊺Ajv = b(d, k, j)v⊺Akv + ∞∑
j=k+2
j∈2Z+
b(d, k, j)Aj > 0,
that is, {k ∶ v⊺Akv > 0} ∩ 2Z+ ⊂ {k ∶ v⊺A′kv > 0} ∩ 2Z+. By assumption(ii), the set above is infinite. Proceeding analogously, we conclude that {k ∶
v⊺A′kv > 0}∩(2Z++1) is likewise infinite. Invoking the main theorem in [10],
we conclude that ψ ∈ Ψ̃p∞.
An alternative proof of the previous theorem can be achieved fulfilling
the details in these arguments: ψ ∈ Ψ̃p∞ if and only if ψ ∈ Ψ̃pd, for every
d. However, Theorem 3.5 shows that the previous assertion is equivalent to
gv ∈ Ψ̃d, for v ∈ Rp ∖ {0} and every d. By the definition of Ψ̃d, this is also
equivalent to gv ∈ Ψ̃∞, for v ∈ Rp ∖ {0}.
3.3. Complex matrix functions
The setting in Section 2 can be slightly changed by letting Mp be the set
of all complex p × p matrices instead. In that case, we need to use complex
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vectors ci in the definition of positive definiteness and we may suppress the
symmetry assumption on the matrix functions C. Indeed, in this new setting,
a positive definite matrix function is automatically hermitian. Theorem 2.1
still holds, but the matrices Ak,d may have off diagonal complex entries. All
the results in Section 3 remain, with some pertinent adaptations in the proofs:
the replacement of real vectors with complex ones and the replacement of the
transposition operation with conjugate-transposition. The details will not be
included here.
4. An Application
We consider an example based on the class Ψ∞. Let ψ ∶ [0, pi]→ R belong
to the class Ψ∞, with probability mass system {an}∞n=0. Let B = [Bij] ∈ Mp
be a nonzero positive semidefinite matrix with diagonal entries Bkk ∈ [0,1].
We denote by B(k) the k-th Hadamard power of B. We consider the matrix–
valued function ψ with Schoenberg matrix sequence {akB(k)}. Clearly, we
have ψ ∈ Ψ∞p . Since B is nonzero, we also have that J(ψ, p) = J(ψ,1). As an
application of Theorem 3.5, we can prove the following.
Theorem 4.1. Let ψ, ψ and B be as in the previous paragraph. Write B in
Gram format, that is, B = [xµ ⋅xν]pµ,ν=1, where xµ ∈ Rp, µ = 1,2, . . . , p. Then,
the following assertions are equivalent:(i) ψ ∈ Ψ̃p∞;(ii) ψ ∈ Ψ̃∞, the xi are nonzero and xµ ≠ ±xν, µ ≠ ν.
Proof. If ψ ∈ Ψ̃p∞, the equality J(ψ, p) = J(ψ,1) reveals that each function
gv, v ∈ Rp ∖ {0}, belongs to Ψ̃∞. That being said, write {e1,e2, . . . ,ep} to
denote the canonical basis of Rp. If xi = 0 for some i, direct computation
reveals that gei is a constant function and that is a contradiction. If xi = xj
for some pair (i, j) with i ≠ j, then another calculation reveals that gei−ej = 0,
another contradiction. Finally, if xi = −xj for some pair (i, j) with i ≠ j, then
yet another calculation reveals that gei+ej is an odd function, a contradiction
as well. These arguments resolve the implication (i)⇒ (ii). In order to prove
the converse implication, we will assume (ii) holds and that ψ /∈ Ψ̃p∞ and will
reach a contradiction. The second assumption above reveals that the function
gv does not belong to Ψ̃
p∞, for some nonzero vector v = (v1, v2, . . . , vp) ∈ Rp.
In particular, the set
{k ∶ akv⊺B(k)v > 0} = {k ∈ J(ψ,1) ∶ v⊺B(k)v > 0}
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must fail to contain infinitely many even and infinitely many odd integers.
We will proceed assuming that it contains finitely many odd integers, the
other case being similar. Pick k0 ∈ Z+ so that
0 = v⊺B(k)v = p∑
µ,ν=1 vµvν(xµ ⋅xν)k, k ∈ 2Z+ ∩ J(ψ,1), k ≥ k0.
Without loss of generality, we can assume that
x1 ⋅x1 ≥ xµ ⋅xµ, µ = 1,2, . . . , p.
For µ ≠ ν, we have that xµ ≠ ±xν and, consequently,(xµ +xν) ⋅ (xµ +xν) > 0 > −(xµ −xν) ⋅ (xµ −xν).
Hence,
2∣xµ ⋅xν ∣ < xµ ⋅xµ +xν ⋅xν ≤ 2x1 ⋅x1
and we can conclude that
lim
k→∞ ∣xµ ⋅xν ∣k(x1 ⋅x1)k = 0, µ ≠ ν.
Next, define E1 = {µ ∶ xµ ⋅xµ = x1 ⋅x1}. If µ /∈ E1, it is promptly seen that
lim
k→∞ ∣xµ ⋅xµ∣k(x1 ⋅x1)k = 0.
It is now clear that letting k →∞ with k ∈ 2Z+ ∩ J(ψ,1) in the equality
p∑
µ,ν=1 vµvν
(xµ ⋅xν)k(x1 ⋅x1)k = 0, k ∈ 2Z+ ∩ J(ψ,1), k ≥ k0,
results in ∑
µ∈E1 vµvµ = 0,
that is, vµ = 0, µ ∈ E1. In particular, v1 = 0. The procedure can be repeated
to the set E2 ∶= {µ /∈ E1 ∶ xµ ⋅xµ = xµ1 ⋅xµ1} after we pick µ1 /∈ E1 and assume
that xµ ⋅xµ ≤ xµ1 ⋅xµ1 , µ /∈ E1. The conclusion is∑
µ∈E2 vµvµ = 0
so that vµ1 = 0. After finitely many steps, we reach vµ = 0, µ = 1,2, . . . , p, that
is, v = 0, an obvious contradiction.
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