Timing features such as the silence gaps between vocal units -inter-call intervals (ICIs) -often correlate with biological information such as context or genetic information. Such correlates between the ICIs and biological information have been reported for a diversity of animals. Yet, few quantitative approaches for investigating timing exist to date. Here, we propose a novel approach for quantitatively comparing timing in animal vocalisations in terms of the typical ICIs. As features, we use the distribution of silence gaps parametrised with a kernel density estimate (KDE) and compare the distributions with the symmetric Kullback-Leibler divergence (sKLdivergence). We use this technique to compare timing in vocalisations of two frog species, a group of zebra finches and calls from parrots of the same species. As a main finding, we demonstrate that in our dataset, closely related species have more similar distributions than species genetically more distant, with sKL-divergences acrossspecies larger than within-species distances. Compared with more standard methods such as Fourier analysis, the proposed method is more robust to different durations present in the data samples, flexibly applicable to different species and easy to interpret. Investigating timing in animal vocalisations may thus contribute to taxonomy, support conservation efforts by helping monitoring animals in the wild and may shed light onto the origins of timing structures in animal vocal communication.
I. INTRODUCTION
Bioacoustic signals contain information useful in diverse disciplines such as conservation, ecology, evolution and ethology. These signals are often studied through spectrograms from which vocal units -whale calls, dolphin whistles, parrot notes, frog pulses-are identified and classified. Vocal units can indicate food availability 1,2 , individual 3-5 or group identity [6] [7] [8] and warn other group members of the presence of a predator 3, 9, 10 . Through the spectral domain, vocal units often convey biological information among animals, yet, this is not the only domain nor always the most relevant one 11,12 .
Biological information can also be coded in the temporal domain. Cricket frogs, for instance, select mates based on the temporal structure of their mating songs and not on the spectral characteristics 11 . As a consequence, mating songs from different species of cricket frogs are temporally distinctive ( Fig. 1 ). In addition to frogs, other species also show correlations between the timing of their vocalisation and biological factors. Calling rates, for instance, are affected by diverse contextual factors that include environment 14 , food availability 15 , the presence of other group members [15] [16] [17] , group size 18 and anthropogenic noise [19] [20] [21] . Like the calling rates, the duration of silences between consecutive calls, or ICIs ( Fig. 2) , also provide information on the levels of vocal activity; a large density of short ICIs is associated with high vocal activity whereas a large density of long ICIs is associated with low vocal activity. The ICIs can be characteristic of an individual 22, 23 , a species or a population [24] [25] [26] . Timing is an important domain of animal vocal communication and investigating it may shade light into how temporal structures evolved and how animals use them to communicate.
Despite of this evidence for the importance of temporal domain for animal communication,
there are few quantitative approaches for investigating timing and particularly the ICIs.
Because the ICIs can range over several time scales ( Fig. 1 and 2 ), central statistic measures like the mean or the median are of little help. One way to handle the different time scales is to define hierarchical elements such as pulses, pulse groups, clicks, click groups and bouts 11,12 .
However, these semantic categories are often not distinguishable in reality. For example, in Fig. 1a , the song of frog A. gryllus has no one inter-group interval size, but they range between 0.15 s and 0.6 s. Instead of defining pulses and pulse groups, a less biased approach would be to handle all the same regardless of whether they are part of an ad hoc pulse Here we propose an approach for quantitatively comparing timing patterns in animal vocalisations in terms of the typical silence gaps between consecutive vocal units. As features, we use the distribution of silence gaps parametrised with a kernel density estimate (KDE) and compare the distributions with the symmetric Kullback-Leibler divergence (sKL-divergence). We use the method to compare three datasets with vocalisations of different animals: two frog species, a group of four zebra finches and vocalisations from different males of a parrot species. Given that the animals within the datasets are genetically closer than the animals across the datasets we would expect the across dataset distances to be larger than the within dataset distances. Finally, we contrast the proposed method with Fourier analysis. Quantifying differences in the typical ICIs of animals can contribute to understanding animals more thoroughly and support conservation efforts. 
II. METHODS
The proposed method is aimed for investigating timing of vocal units in general and regardless of whether the vocal units are dolphin whistles, parrot notes, frog pulses or any other vocal unit (see 27 for a review on different ways of defining vocal units). So, for simplicity, we will use the term call to refer to the vocal units ( Fig. 2) and we the term inter-call interval (ICI) to refer to the silence gaps.
The method consist of two parts: feature extraction and comparison. In the feature extraction part, distributions of ICIs are parametrised with a Gaussian KDE and in the comparison part, distances between the distributions are quantified with the sKL-divergence.
The details of the datasets are summarised in Table I and the methods are presented below. 
The expression above is obtained by applying the chain rule to the integral of the probability density function of the log-ICIs, x = log 10 (t). The kernel density estimate (KDE) is a method for fitting the probability distribution ρ of a continuous variable x. It is pretty much like a histogram but without the binning, thereby yielding a smoother distribution. The method consist of summing kernel functions K h centred the m points of the sample x i we wish to parametrise. So, the KDEρ h of ρ iŝ
where h is the bandwidth of the Kernel. The estimate is highly dependent on h and below we detail how this parameter is chosen, but before let us talk about the kernel. Commonly a Gaussian kernel is used, in which case the bandwidth corresponds to the standard deviation of the normal distribution
To choose the bandwidth we carry out a cross validation scheme over the estimateρ (Fig. 3) . Cross validation is a technique for evaluating data fitted models, by partitioning data into training and testing subsets. In the case of a KDE, we use a train subset X to fitρ h and a test subset Y for evaluatingρ h as the likelihood of the samples of Y under the
Because the probabilitiesρ h (x) are typically very small values it is common to use the log-probabilities instead. This increases the resolution of likelihood without affecting its maximum, given the logarithm is a monotonically increasing function.
Therefore, we evaluate the estimateρ h under the samples of Y , through the score S(h) given by
Naturally, the score S(h) depends on the partition of the dataset. To counteract the effects of the partition we perform a N-fold cross validation (Fig. 3 ). This consist of partitioning the sample N times, fittingρ h and evaluating it for each of the N partitions, and finally choosing the h with the highest average score,
where S n is the score for the n-th partition. In a N-fold cross validations there are N training subsets X n , with Besides the Gaussian, other kernels can be used with Eq. 2 such as cosine, Epanechnikov, linear, exponential and tophat. Like was done for choosing the bandwidth, we evaluate the kernels with ten fold cross validation and obtain that Gaussian yield the best estimates and so we use this kernel.
B. Comparing distributions: sKL-divergence
The Kullback-Leibler divergence (sKL-divergence) provides a mean for quantifying how different two probability distributions are. The more different two probability distributions are, the larger their sKL-divergence; (Fig. 4b) , the more similar the two are, the smaller their sKL-divergence (Fig. 4a) , being zero only for identical distributions. Given two discrete probability distributions P and Q the sKL-divergence is given by
Notice that, when the probability density of either of the distributions is zero while the other is not zero, the sKL-divergence indefines itself. In other words we cannot compare probability distributions with zeros. For this reason, before comparing distributions we offset them by a small value δ, chosen orders of magnitude smaller than the typical values of the distribution. Substituting, P (i) → P i + δ and Q(i) → Q i + δ in Eq. 6 we get, the δ dependent sKL-divergence,
Because the offset δ is chosen orders of magnitude smaller than the typical values of the distributions, its value should not affect overlapping probability distributions. However, for distributions with non overlapping regions, their sKL-divergence will be affected by the offset δ; increasing the sKL-divergence for smaller offset while decreasing the sKL-divergence for larger offsets. Figure 5 shows the sKL-divergence between two uniform probability distributions as a function of their overlap, from 100% to 0% for for different offsets. As expected, the sKL-divergence increases the smaller the overlap is for all values of δ. Besides, for a fix value δ, the sKL-divergence decreases linearly with the overlapping fraction. So, when comparing distributions is important to keep the same offset, because is the offset that sets the scale of the sKL-divergence. 
III. RESULTS
We first present the comparisons of the distributions within the recordings of each dataset and then across the recordings of all datasets.
A. Frogs
The ICIs of the frogs ranged from 0.0046 to 0.25 s for Acris crepitans and from 0.0036 to 0.87 s for Acris gryllus. The distribution of log-ICI of the frogs has characteristic peaks at different scales (Fig. 6) . The sKL-divergence between both frogs is 20.5 with δ = 10 −12 .
B. Zebra finches
The zebra finches produced overlapping calls which yielded negative ICIs, coming from animals vocalising simultaneously. This ICIs were removed previous to analysing and represented 7.6% of the ICIs for session two and 9.6% of the ICIs for session three. The largest ICI was of 22.6 for session two and 3.3 minutes for session three. The distributions of both days are very similar (Fig. 7) , with a sKL-divergence of 0.04 with δ = 10 −12 . 
FIG. 7.
Comparing the ICIs of a group of four female zebra finches. Distributions correspond to two sessions, zfs2 and zfs3, of one hour each with the same four female zebra finches.
With δ = 10 −12 , the sKL-divergence between the two distributions is 0.04.
C. Parrots
The ICIs of the parrots dataset ranged from 0.04 to 129 s, thus covering five orders of magnitude. The distributions of most recordings present two probability masses, one for small scales at around 0.1 s and another one, more broadly distributed, between 1 s and 32 s (Fig. 8a) . The probability masses vary from recording to recording (Fig. 8a ). An outlier is recording R2 of bird GA, which is dominated by large ICIs, longer than 1 s (Fig. 8a) .
The mean sKL-divergences are 2.5 ± 2.4, where the uncertainty is one standard deviation.
A multidimensional scaling enables to visualise the sKL-divergence in a Euclidean space (Fig. 8b-c) . 
D. Comparison of the timing patterns of all animals
By comparing the distributions of all animals against each other, we obtain that closely related animals have more similar distributions than more distantly related animals (Fig.   9a ). The average divergences between the recordings of the datasets are 16.5 ± 1.8 between the frogs and the zebra finches, 39.4 ± 6.3 between the frogs and the parrots and 3.4 ± 1.8
between the zebra finches and the parrots -where the standard deviation of the divergences is taken for uncertainty. A two dimensional scaling of the distance matrix shows that the zebra finches are so close that is not possible to distinguish their points (Fig. 9b) . Furthermore, the zebra finches are close to the parrots and both are quite distant from the frogs, which are also distant between each other, but not as distant as to the birds. These results agree with the origin of the datasets. The most similar points are those from the zebra finches.
Both points come from the same four animals in the same lab conditions, except for the date and arrangement of the cages. The points of the parrot cluster do not represent the same individual but come from different individuals of the same species; thus these points are expected to be closer than to the rest of the species. Finally, the frogs Acris gryllus and Acris crepitans are neither the same individual nor of the same species but share the genus; thus differences in their timing patterns are expected, however not as big as the differences form entirely different animals.
E. Comparison with Fourier analysis
Fourier analysis captures the periodic structure of a time series by decomposing it into sums of sinusoid functions. To compare our method with Fourier analysis, instead of using the distribution of log-ICIs as timing features, we use the power spectral density (PSD) as timing features and compare spectral densities with the sKL-divergence. Because we are interested in the temporal structure of the vocalisations, we define a binary time series from the onset times of the calls, with ones at the onset times and zeros elsewhere. This way, the high frequencies of the spectrum will be associated with periodicities in the short inter-onset intervals (IOI) and the low frequencies of the spectrum will be associated with periodicities in the large inter-onset intervals and other large periodicities of the signal. Because Fourier analysis acts over a time series, it cannot handle ICIs. Our method, on the other hand, is more flexible since it can either operate over the ICIs or the IOIs.
To make a fair comparison between our method and the Fourier analysis we should consider the same rage of temporal structures. If with our method we resolve IOIs as small as a cent of a second, Fourier analysis should also have the capability to resolve such small scales and the same for large scales. The sampling rate of the time series determines the frequency resolution of the spectrum and therefore the smallest inter-onset interval that we can measure. Let IOI min be the smallest IOI we can resolve, then, because of the Nyquist frequency we chose the sampling rate to be 2/IOI min . On the other side of the spectrum, large periodicities are limited by the size of the Fourier transform window. We want to be able to detect large IOI, so we select the largest possible window which is the length of the time series. However, because in general the recordings have different durations this yields spectrums of different frequency ranges and different resolutions, thereby difficulting their comparison. To be able to resolve for large periods and have spectrums within the same range and resolution, we zero pad the time series and use a large window -at least as long as the longest time series being compared.
Comparing both methods on a subset of four parrot recordings (Fig. 10) we find that the power spectral density in not capturing the information as well as our method with the KDE of the log-ICI. The first thing we observe is that the range of variation of the sKL-divergences computed with the PSD is much smaller than the one computed with our method. The span of the sKL-divergences computed with the PSD is 0.2 and the span of the sKL-divergences computed with the PSD is 11. A second and more crucial issue comes when changing parameters used for computing the power spectral density (Fig. 10a-b) . We tried two parameter sets, one set with a sampling rate of 200 Hz and Fourier window of 2 18 which yields a spectrum in the range 0 to 100 Hz and another set with a sampling rate of 2000 Hz and Fourier window of 2 21 which yields a spectrum in the range 0 to 1000 Hz. These sets of parameters yields very different feature representations that result in two sKL-divergences that do not preserve the relative distances. With the first set of parameters tape FH-R2 is more similar to tape K3-R5 than to tape GA-R2 whereas with the second set of parameters tape FH-R2 is more similar to tape GA-R2 than to tape K3-R5. Both parameter sets are valid; the second can resolve smaller and larger periods, but this periods are beyond the range of variation of the IOI.
IV. DISCUSSION
We proposed a novel method for investigating timing in animal vocalisations. There are temporal emissions patterns that our method would not be able to differentiate.
Consider for instance two recordings with the same distribution of ICIs but different ICI order. One may implement this by randomising the ICIs. Because the distribution of ICIs is the same, our method would not be able to differentiate them. While this is a limitation to keep in mind, our method was proven useful for distinguishing timing in vocalisations of different animals. The distribution of ICIs is capturing the fingerprint of the temporal emission patterns well enough for distinguishing different species as observed here.
A. Technical details of our method
The method here proposed depends on three parameters: the bandwidth and the kernel of the KDE and the offset δ. Below we discuss the relevance of these parameters to the method and the rational for choosing them.
Both, bandwidth and kernel, were selected with a ten fold cross validation. Cross validation enables to brute force evaluate a set of parameters and choose the ones that maximises a scoring criterion. Evaluation is done by splitting a dataset into ten train-test datasets and scoring the KDE fitted with the train set as likelihood of the test set. Because the distribution often has several modes, choosing the bandwidth using cross validation yields better scores than choosing with Silverman's rule of thumb 34 .
To avoid zeros in the sKL-divergence, we offsetted the probability distributions by a δ = 10 −12 . When comparing overlapping distributions, the value of δ plays no role because the values of the distribution will be much larger than δ. However, in regions with no overlap, the offset will define the scale of the distance. So, when comparing divergences, one should use the same offset. Consequently, when reporting sKL-divergences it is important to do so together with the value of δ.
The simplicity of the presented method enables to apply it to other variables. The backbone of the method consist of fitting a distribution with a kernel density estimate and comparing distributions with the symmetric KL-divergence. This backbone may be used to compare other continuous variable parameters, such as the distribution of call lengths.
B. Comparison with other methods
We also used Fourier's PSD as timing feature and compared different PSD with the sKLdivergence. However, we obtained that this approach cannot handle recordings with different sample points robustly. Fourier analysis is highly dependent on the window size and the sampling rate used to binarise the signal. Both parameters are crucial since they determine the resolution of the PSD, yet there is no a priory criterion for setting these parameters.
Moreover, choosing different parameter, yields inconsistent results. When widening the analysis region, distributions that previously were similar can become distant. A robust method should preserve the relative distances to this kind of parameters. While this is true for our method, is not for the Fourier features (Fig. 10) . This limits the applicability of the PSD to particular time scale. Our method can compare distributions of ICIs of different time scales as was successfully illustrated with the frogs and the parrots, whose distributions span over more than four orders of magnitude.
Besides Fourier analysis other methods have been proposed to investigate temporal structures in animal vocalisations 35 . Phase plots 36 for instance yield visualisations that highlight the temporal structures as geometric patterns and so require trained humans to tell similar and different patterns apart. The method here proposed does not depend on human decisions, but measures similarity objectively and in a reproducible way.
C. Conclusion
We presented a simple, flexible and robust method to quantitatively investigate timing in animal vocalisations based in the distribution of log-ICIs. Unlike Fourier analysis, our method is robust to changes in the analysis range. Additionally, we provided guidelines for choosing the parameters of the method (bandwidth of the KDE, δ). The proposed method is not limited to one species but can be used to investigate the timing patterns of any taxa as illustrated here comparing the ICIs of frogs, zebra finches and parrots. The simplicity of the method allows the same reasoning to be used to investigate other continuous variables such as call duration or even other continuous variables beyond the scope of bioacoustics.
Investigate timing in an objective an reproducible manner can contribute to taxonomy, support conservation efforts by helping monitoring animals in the wild and may shed light onto the origins of timing structures in animal vocal communication.
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