Locally repairable convolutional codes (LRCCs) for distributed storage systems (DSSs) are introduced in this work.
I. INTRODUCTION
Locally repairable codes (LRCs) [3] are an important class of codes for Distributed Storage Systems (DSSs), since they allow to repair a single node by contacting and downloading the content of a small number (called locality) of other nodes (in contrast with MDS codes), while still being able to repair a large number of nodes in case of catastrophic erasures (in contrast with Cartesian products). We will use the terms repair and erasure correction interchangeably in this work.
LRCs have already been implemented in practice [4] , [12] . Optimal LRCs (those having maximum global distance for a given locality, local distance and information rate) with field sizes linear in the code length were found in [13] .
On the other hand, it is shown in [14] that maximum distance profile (MDP) convolutional codes provide an interesting alternative to MDS block codes since they admit slidingwindow erasure correction: They can correct any erasure pattern such that there are no more than (n−k)(j +1) erasures in any consecutive j + 1 blocks of n symbols, where k/n is the rate of the code (see [14, Th. 3.1] ). Furthermore, the correction is performed somehow locally by sliding recursively the window of j + 1 blocks (see Fig. 2 ), and the parameter j may vary arbitrarily up to a certain constant L determined by the degree (thus memory) of the convolutional code (see (5) ). Therefore MDP convolutional codes already enable certain local and flexible repair, since the window size n(j + 1) can be chosen according to how catastrophic the erasure pattern is. Moreover, by sliding backwards or forwards a window of j + 1 blocks to include correct symbols (see Fig. 1 ), or by increasing the window size, an MDP code can potentially correct in a window of size n(j + 1) more erasures than an MDS block code of the same rate and of block length n(j + 1). Unfortunately, in case of one single node erasure (most common case), sliding-window repair with j = 0 still requires contacting and downloading the content of µn extra symbols, where µ is the memory of the code.
Motivated by the previous paragraph, we introduce in this work locally repairable convolutional codes (LRCCs). When being optimal in terms of global distance, LRCCs can repair a single node by contacting r < n other nodes and simultaneously enable sliding-window repair (see Fig. 2 ), which can be set up flexibly according to different catastrophic erasure patterns, and which can potentially correct in a window of size n(j+1) more erasures than an optimal locally repairable block code of the same rate and locality, and block length n(j + 1) (see Fig. 1 and Theorem 3). A numerical example showing the advantages of LRCCs compared to their block counterparts can be found in [8, Ex. 1] . Finally, we remark that local properties of certain convolutional codes have already been considered [1] , [5] , [15] . However, LRCCs as defined here and sliding window repair were not considered in such works.
The paper is organized as follows. Section II contains some preliminaries. In Section III, we introduce LRCCs (Definition 7) and give a Singleton-type bound on their column distances (Theorem 2), which determine their sliding-window repair capability. In Section IV, we show how to obtain LRCCs with arbitrary and small-field local codes and optimal global column distances (Construction 1). For brevity, we only give a sketch of the main proofs. Full proofs can be found in [8] .
II. PRELIMINARIES ON CONVOLUTIONAL CODES
In this section, we collect general definitions and results on convolutional codes that we will use later. See also [9] , [14] .
Let F be a finite field, and denote by F[D] the ring of polynomials with coefficients in F. Fix n ∈ N. We will typically consider and graphically represent a word in F[D] n 2838 978-1-5386-9291-2/19/$31.00 ©2019 IEEE ISIT 2019
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Sliding the original window to include clean nodes 
where we use the following terminology. A block is each of the n consecutive coordinates in (F n ) N that support each vector v 0 , v 1 , . . ., being the jth block the block containing the coordinates supporting v j , for j ∈ N. A symbol is each component of the vectors v 0 , v 1 , . . ., thus it is an element of F. Finally, a node is the abstraction of the storage device that stores a given symbol. Hence, in this work, each block corresponds to n nodes storing n symbols over F.
For v(D) ∈ F[D] n , we define its degree as the maximum degree of its components, which are polynomials in F[D]. A generator matrix G(D) of C is reduced if the sum of the row degrees of G(D) is minimum among generator matrices of C.
The set of row degrees of a reduced generator matrix is an invariant of the code, thus the next definition is consistent. Definition 2. Given an (n, k) convolutional code C ⊆ F[D] n , let e 1 , e 2 , . . . , e k be the row degrees of any of its reduced generator matrices. The degree and memory of C are, respectively,
In most results in this work, we will require convolutional codes to be non-catastrophic or observable.
We say that C is noncatastrophic if it admits a basic and reduced generator matrix.
What we need in general from non-catastrophic codes is that they admit a polynomial parity-check matrix.
n is a non-catastrophic (n, k) convolutional code, then there exists a full-rank matrix H(D) ∈ F[D] (n−k)×n such that
We call H(D) a (polynomial) parity-check matrix of C.
We now revisit the notion of column distance. 14]). Let C ⊆ F[D] n be a non-catastrophic (n, k) convolutional code with memory µ, and fix j ∈ N.
Then, for each t = 0, 1, 2, . . ., the vector v t ∈ F n can be recursively and uniquely recovered from the tuple
(1) by solving a system of non-homogeneous equations, whose coefficients are given by a parity-check matrix of C (Lemma 1), the symbols in v t−µ , v t−µ+1 , . . . , v t−1 , and the symbols such that v * u,i = v u,i , for u = t, t+1, . . . , t+j, and whose unknowns are x u,i , for i such that v * u,i = , for u = t, t + 1, . . . , t + j. To recover v t+1 , we "slide" the window (1) one position forwards (see Fig. 2 ). We assume that
As discussed in Section I, this type of erasure correction may already be considered local. Furthermore, the window size is not restricted, since j may be arbitrary. However, setting j = 0, we see that correcting one erasure in a single block v t ∈ F n requires contacting another µn nodes and downloading their symbols, corresponding to
To be repaired in next windows Fig. 2 . Sliding-window repair combined with local repair. Here, an (n, k, r, ∂) = (6, 3, 5, 2) LRCC, with one local group (g = 1) per block of n symbols, is depicted. Each column depicts a systematic encoded block v j = (u j , u g j , u l j ). White, light grey and dark grey boxes denote information symbols u j , global parities u g j and local parities u l j , respectively. The local parities can be invoked block-wise to correct one erasure per block (since ∂ = 2), requiring the other r = 5 symbols for repair. If catastrophic erasures occur, with < d c j erasures in each window (vt, v t+1 , . . . , v t+j ), then sliding-window repair is invoked.
III. LOCALITY IN CONVOLUTIONAL CODES In this section, we formulate locality for convolutional codes. For this purpose, we define the following two types of restriction. The first type consists in considering generic block v j ∈ F n for arbitrary codewords v(D).
Definition 5. Given an (n, k) convolutional code C ⊆ F[D] n with memory µ and reduced generator matrix G(D) = µ j=0 G j D j , we define its associated block code as
The definition of C 0 does not depend on the generator matrix of C. We now give the second type of restriction, which consists in restricting each block of the convolutional code to a subset of coordinates Γ ⊆ [n], where [n] = {1, 2, . . . , n}. Definition 6. Given an (n, k) convolutional code C ⊆ F[D] n and given a non-empty subset Γ ⊆ [n], we define the restriction of C to Γ as the convolutional code
We may now extend the definition of (r, ∂)-locality for block codes from [6, Def. 1] to convolutional codes. Definition 7. We say that an (n, k) convolutional code C ⊆ F[D] n has (r, ∂)-locality if there exist non-empty sets Γ i , for i = 1, 2, . . . , g, such that [n] = g i=1 Γ i , and 1) |Γ i | ≤ r + ∂ − 1, 2) d(C 0 Γi ) ≥ ∂, for i = 1, 2, . . . , g. Here, we write C 0 Γi instead of (C Γi ) 0 = (C 0 ) Γi . Thus, C 0 Γi denotes the block code associated (Definition 5) to the restriction (Definition 6) of C on Γ i .
We say then that C is an (n, k, r, ∂) locally repairable convolutional code, or LRCC for short. The set Γ i is called the ith local group, for i = 1, 2, . . . , g, and r and ∂ are called the locality and local distance of C, respectively.
In other words, we consider local groups in each block of n symbols, corresponding to terms v j ∈ F n in a codeword v(D) = j∈N v j D j ∈ C. See Fig. 2 for a graphical example. In contrast to block codes, local repair with only one local group (g = 1) per block already outperforms sliding-window repair even when j = 0, in terms of total contacted nodes.
Definition 7 is given so that the following result holds.
n be an (n, k, r, ∂) LRCC with local groups Γ i , for i = 1, 2, . . . , g. Fix j ∈ N and i = 1, 2, . . . , g. For all v(D) = j∈N v j D j ∈ C, if v * ∈ F |Γi| is the vector (v j ) Γi ∈ F |Γi| with at most ∂ − 1 erasures, then we may uniquely recover the vector (v j ) Γi from v * by using the restricted block code C 0 Γi ⊆ F |Γi| , without contacting nodes or reading symbols outside of Γ i in the jth block.
Similar to the block case, the main goal, given parameters n, k, r, ∂, δ and µ, is to obtain a LRCC with such parameters and maximum column distances. To that end, we give in the next theorem a Singleton bound on column distances of LRCCs.
Theorem 2. Given a non-catastrophic (n, k, r, ∂) LRCC C ⊆ F[D] n and given j ∈ N, it holds that
Sketch of proof. The column block code C c j ⊆ F n(j+1) is an (r, ∂)-locally repairable block code as in [ 
erasures in the coordinates in [n(j +1)] that C c j cannot correct. Assume that k(j + 1) = r, for some ∈ N, and |Γ i | = r+∂ −1, for i = 1, 2, . . . , g. We identify Γ i in the hth block of n coordinates with Γ gh+i = [(gh + i − 1)(r + ∂ − 1) + 1, (gh + i)(r + ∂ − 1)], for i = 1, 2, . . . , g and h = 0, 1, 2, . . . , j.
For an erasure pattern E ⊆ [n(j + 1)] with e = |E|, define E u = E ∩ Γ u and R u = Γ u \ E u , for u = 1, 2, . . . , g(j + 1). Note that we may decompose e = n(j + 1) − (r + ∂ − 1) + ∂.
Therefore we may choose the erasure pattern E such that R u = Γ u , for u = 1, 2, . . . , − 1, |R | = r − 1, and R u = ∅, for u = + 1, + 2, . . . , n(j + 1).
Choose subsets ∆ i ⊆ Γ i such that |∆ i | = r, for i = 1, 2, . . . , g, and R ⊆ ∆ (with the previous identification). Then C ∆ ⊆ F[D] N is an (N, k) convolutional code by [8, Lemma 16] , where N = |∆| and ∆ = g i=1 ∆ i . Next, because it holds that
Ru∩ ∆u , it must hold that (c 1 ) Ru = (c 2 ) Ru , for u = 1, 2, . . . , n(j + 1). Therefore (c 1 ) R = (c 2 ) R while c 1 = c 2 , hence the code C c j cannot correct the erasure pattern E correctly.
IV. LRCCS FROM SUM-RANK CONVOLUTIONAL CODES
In this section, we show how to construct non-catastrophic LRCCs attaining the bound (2), for j = 0, 1, . . . , L (with L as in (5)), using a j-MSRD convolutional code (Definition 10).
Fix a prime power q and m ∈ N, and assume that F = F q m . Fix an ordered basis A = {α 1 , α 2 , . . . , α m } of F q m over F q . For any s ∈ N, we denote by M A : F s q m −→ F m×s q the corresponding matrix representation map, given by
where c = m i=1 α i (c i,1 , c i,2 , . . . , c i,s ) ∈ F s q m and c i,j ∈ F q , for i = 1, 2, . . . , m and j = 1, 2, . . . , s.
Throughout this section, we will also fix a number of local groups g, a locality r, and the sum-rank length decomposition N = gr. The following definition is given in [10] .
Definition 8 ([10]
). Let c = (c (1) , c (2) , . . . , c (g) ) ∈ F N q m , where c (i) ∈ F r q m , for i = 1, 2, . . . , g. We define the sum-rank weight of c as
Rk(M A (c (i) )).
Sum-rank weights define a metric in F N q m , called sum-rank metric, given by d SR (c, d) = wt SR (c − d), for c, d ∈ F N q m .
We may define sum-rank column distances as follows. This definition was given in [7, Sec. IV].
Definition 9 ([7]). Given an (N, k) convolutional code C ⊆ F q m [D] N , we define its jth sum-rank column distance as d c SR,j (C) = d SR (C c j ), where C c j is as in Definition 4 and d SR (C c j ) denotes the minimum sum-rank distance of the block code C c j , for j ∈ N. Since wt SR (c) ≤ wt(c) (where wt denotes Hamming weight), for all c ∈ F N q m , the following bounds on sum-rank column distances follow immediately from their Hammingmetric counterparts [2, Prop. 2.2] .
for all j ∈ N, and if d c SR,j (C) = (N − k)(j + 1) + 1, then
The previous proposition motivates the following definition.
Definition 10. We say that an (N, 
3) Global code:
We define the global code C glob ⊆ F q m [D] n , with n = (r + ∂ − 1)g = N + (∂ − 1)g, as the (n, k) convolutional code given by
where Diag g (A) is defined as a block-diagonal matrix with A ∈ F r×(r+∂−1) q repeated g times (recall that N = gr and n = g(r + ∂ − 1)):
We now show that in Construction 1, if C out is j-MSRD then C glob is non-catastrophic and has maximum hth column distance in view of (2), for all h = 0, 1, 2, . . . , j. Theorem 3. In Construction 1, C glob is an (n, k, r, ∂) LRCC. Moreover, if j ∈ N and C out is j-MSRD, then C glob is noncatastrophic and, for h = 0, 1, . . . , j, it holds that
Sketch of proof. See [8] for the non-catastrophic property. Since a j-MSRD code is also h-MSRD, for h = 0, 1, . . . , j (see [7, Lemma 1]), we only show that (C glob ) c j ⊆ F n(j+1) q m can correct any
erasures in the coordinates in [n(j + 1)].
Let c ∈ (C glob ) c j be the truncated global codeword. There exists x ∈ (C out ) c j such that c = x Diag g(j+1) (A). Let E gh+i ⊆ [r+∂−1] be the erasure pattern in the ith local group in the hth block of n coordinates, and define R gh+i = [r+∂ −1]\E gh+i , for i = 1, 2, . . . , g and h = 0, 1, 2, . . . , j. The truncated global codeword with such an erasure pattern is
where e = g(j+1) u=1
Assume that k(j + 1) = r, for some ∈ N, and note that e = n(j + 1) − (r + ∂ − 1) + ∂ − 1.
The worst-case erasure pattern is obtained when erasures concentrate in the smallest number of local groups. Thus by (7) , in the worst case we have that R u = [r + ∂ − 1], for u = 1, 2, . . . , − 1, |R | = r, and R u = ∅, for u = + 1, + 2, . . . , n(j + 1). Since C loc is an (r + ∂ − 1, r) MDS code, we have that Rk(A| Ru ) = r, for u = 1, 2, . . . , . Therefore, in the worst case, c * is a codeword of (C out ) c j with
Rk(A| Ru ) = r = k(j + 1)
sum-rank erasures. Therefore, by [8, Lemma 24 ] and the fact that d SR ((C out ) c j ) = d c SR,j (C out ) = (N − k)(j + 1) + 1, we conclude that (C out ) c j can correct such pattern of erasures, and hence so can (C glob ) c j by local repair, and we are done. We conclude by plugging in Construction 1 the MSRD convolutional codes from [7] as outer codes, and applying the previous theorem. Such MSRD convolutional codes are also described in the extended version of this paper (see [8, Appendix A]), but are omitted here due to length constraints. Corollary 1. If N = gr, (N −k)|δ, M = max{N −k, k}, L = δ k +δ/(N −k), q ≥ r+∂−1 and m ≥ q M (L+2)−1 , then there exists a non-catastrophic (n, k, r, ∂) LRCC C glob ⊆ F q m [D] n , of degree δ, satisfying (2) with equality, for j = 0, 1, 2, . . . , L, given as in Construction 1, and where C out ⊆ F q m [D] N is the non-catastrophic L-MSRD convolutional code given in [7] (see also [8, Appendix A] ).
Corollary 1 not only shows that the upper bound given in (2) is sharp, but also provides an explicit class of codes that achieves such a bound. Moreover, these codes exist for any characteristic (in particular, when 2|q), and the local code may be arbitrary and with local fields of size q ≈ r + ∂ − 1, which are small. We may also choose q = 2 if ∂ = 2 and local repair would simply consist in XORing. Their main disadvantage is the huge exponent m, which is in turn exponential in the degree δ and in max{N −k, k}. However, the lower bound on m in the corollary is only a bound to guarantee the existence of the codes, but there are cases when m can be chosen much smaller (see Table I in [7] ). 
