Abstract-In this paper we investigate universal data compression with side information at the decoder by leveraging traditional universal data compression algorithms. Specifically, consider a source network with feedback in which a finite alphabet source X {Xi}zo is to be encoded and transmitted, and another finite alphabet source Y {Yi}z= available only to the decoder as the side information correlated with X. Assuming that the encoder and decoder share a uniform i.i.d. (independent and identically distributed) random database that is independent of (X, Y), we propose a string matching-based (variable-rate) block coding algorithm with a simple progressive encoder for the feedback source network. Instead of using standard joint typicality decoding, this algorithm derives its decoding rule from the codeword length function of a traditional universal lossless coding algorithm. As a result, neither the encoder nor the decoder assumes any prior knowledge of the joint distribution of (X, Y) or even the achievable rates. It is proven that for any (X, Y) in the class of all stationary, ergodic source-side information pairs with finite alphabet, the average number of bits per letter transmitted from the encoder to the decoder (compression rate) goes arbitrarily close to the conditional entropy rate H(XIY) of X given Y asymptotically, and the average number of bits per letter transmitted from the decoder to the encoder (feedback rate) goes to 0 asymptotically.
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I. INTRODUCTION
Consider the communication system shown in Figure 1 , where X {Xi},0 denotes the source to be encoded, and Y = {Yi},0 denotes the side information correlated with X available only at the decoder.' Let Rx denote the XOXlX2X3. Fig. 1 . A communication system (or a source network) in which the side information Y is available only to the decoder average compression rate in bits per letter resulting from using the encoder in Figure 1 with arbitrarily small error probability. This problem was first considered by Slepian and Wolf in their seminal work [1] . Specifically, it was shown in [1] that for any memoryless pair (X, Y), as long as Rx > H(X Y), where H(X Y) denotes the conditional entropy of X given Y, the decoder can recover X with arbitrarily small error probability. The result in [1] was later shown to hold for arbitrary stationary, ergodic sources (X, Y) and countably infinite alphabets independently by Cover [2] and Ahlswede and Korner [3] . In this paper, the results in [1] , [2] , and [3] will be collectively referred to as the Slepian-Wolf result for brevity. It should be noted that in [1] , [2] , [3] , the joint probability distribution of (X, Y) and the joint entropy rate H(X, Y) are assumed known to both the encoder and the decoder. This assumption, however, may not hold in practice.
In situations where the joint distribution of (X, Y) is unknown, it is desirable to have data compression algorithms that are asymptotically optimal for a class of sources in the sense that they can achieve asymptotically arbitrarily close to H(X Y) for any (X, Y) in the class. Such algorithms are called universal data compression algorithms for the given class of sources.
Universal data compression algorithms that systematically take advantage of the feedback channel in Figure 1 were proposed and analyzed for memoryless sources in [4] , [5] . Assume that the encoder and the decoder share a random database which has the same finite dimensional distributions as X, and is statistically independent of (X, Y). A string matching-based (variable-rate) block coding algorithm with simple progressive encoding was then proposed for the feedback source network in Figure 1 . This algorithm assumes no prior knowledge about the achievable rate at the encoder or the decoder, but instead estimates the quantity on the fly during the encoding and decoding process. It was shown [4] , [5] that this algorithm, while having asymptotically zero feedback rates, is universal for the class of all memoryless source-side information pairs with finite alphabet.
Despite the efforts in [4] and [5] , we see that the search for a universal data compression algorithm for the class of all finite-alphabet stationary, ergodic sources is far from over. In this paper, we investigate universal source coding for the source network in Figure 1 by leveraging traditional universal lossless data compression algorithms. Toward this end, we propose a string matching-based algorithm ("Algorithm I") that differs from the algorithms in [4] , [5] in two significant ways: first instead of requiring the random database has the same finite dimensional distributions as the source X, we fix a uniform i.i.d. random database that is independent of (X, Y); and second we adopt a new decoding rule that evaluates the codeword length function of a traditional universal lossless coding algorithm against a dynamic threshold (See Section II for details). With these changes, neither the encoder nor the decoder of this algorithm needs to know the achievable rate or the joint distribution of (X, Y) a priori. It is shown that Algorithm I, while having asymptotically zero feedback rates, can achieve asymptotically H(X Y) for any stationary, ergodic (X, Y) (In contrast, the algorithm in [4] , [5] was only shown to be universal for the class of all memoryless source-side information pairs). A particularly interesting and important feature of Algorithm I is that its decoding rule can be derived from any traditional universal lossless compression algorithm, whereas its universality is maintained for the class of all stationary, ergodic sources.
The fact that by using a uniform i.i.d. random database, we can achieve universal encoding and decoding for the class of all finite-alphabet stationary, ergodic sources seems surprising at first sight. In fact, our choice of uniform i.i.d. random databases is partly motivated and justified by the strong duality between Slepian-Wolf coding and channel coding established in [6] , where it is shown that any Slepian-Wolf coding problem is equivalent to a channel coding problem in which the capacity-achieving input distribution is uniform and memoryless.
Notation: Throughout this paper, let X be a finite source alphabet with cardinality greater than or equal to 2. Let X* be the set of all finite strings drawn from X, including the empty string, and X+ be the set of all finite strings of positive length from X. The notation IXI stands for the cardinality of X, and for any x e X*, 1xz denotes the length of x. For any positive integer n, X' denotes the set of all sequences of length n from X. For convenience, we will sometimes write xmXm+l .. . x as xn , where m < n are two integers. Similar notation applies to other countable sets and finite strings drawn from them.
II. UNIVERSAL DATA COMPRESSION WITH SIDE INFORMATION AT THE DECODER
In this section, we propose a string-matching based block coding algorithm with a progressive encoder and show that this algorithm is universal for the class of all stationary, ergodic source-side information pairs with finite alphabet. An interesting fact about our algorithm is that its universality is inherited from the traditional universal data compression algorithm used to derived our algorithm's decoding rule.
In Figure 1 , let (X,Y) = {(Xi,Yi)}1?0 be an alphabet X x Y source-side information pair, and X {Xi }°o denote the decoder output. Throughout this paper, we assume that X x Y is finite, and (X, Y) is jointly stationary, erogdic.
For any positive integer 1, let W1 denote the distribution of (Xo, Yo)(X1, Yi),... , (X1 , Y1 i), and let Pl and Qi denote the marginal distributions of Wl over X' and Y1, respectively.
To quantify the difference between X and X, we define for any positive integer n, x Cxn, and n CXn Similar to the algorithms in [5] , our algorithm for the feedback source network in Figure 1 is based on string-matching, and uses a fixed database. One of the main differences is that our database is i.i.d. and uniformly distributed over X, whereas in [5] the database has the same finite order distributions as X.
Throughout this section, we use U { Ui} 1 to denote a uniform i.i.d. databases with alphabet X that is known to both the decoder and the encoder, and is independent of (X, Y).
Let {Ci I}', denote a sequence of prefix codes, where Cl is a mapping from X' x yl to {0, 1}*. For any sequence pair (xi,yl) e X' x yl, let lhi(xl yl) denotes the number of bits resulting from using Cl to compress xi given the side information sequence y1. In other words, we can regard hi ( ) as the normalized length function of Cl. From the literature of classical universal lossless source coding (see, for example, [7] , [8] , [9] , [10] , [11] , and the references therein), we know there exists a sequence {Cl }70 1 such that for any d > 0, there exists an integer L such that for any I > L, the probability of the following set G(l, ) A{(xl, y1) C X' x3Y2 : hi(xl yl) < H(X Y)+5} (1) satisfies Pr{G(l, 6)} > 1 - (2) Furthermore, the prefix property of Cl implies that {Ihi(xi zy); (x, y) e Xl x Y32} satisfies Kraft's inequality [12] , i.e., In the above, the first inequality follows from the fact that the sum is taken over ex Xi: hi(xl yi) < al}; and the last inequality is due to (3) . This completes the proof of Lemma 1.
Having Lemma 1, we are now ready to describe our universal coding algorithm.
Algorithm I: Let I and A < I be two positive integers known both to the encoder and the decoder. The algorithm encodes X block by block, i.e., each length-i block Xil 1 1 = 2, * , is encoded separately. It thus suffices to describe how Xl-l is encoded as follows.
Step 1: Let j be a counter initialized to 0.
Step 
consists of a unique index s* or §Lj itself consists of a unique index s*, the decoder sets Xl-l = U5S* and sends bit 1 to the encoder; otherwise, the decoder leaves Xl-l undecided, and sends bit 0 to the encoder;
Step 4: Increase j by one.
Step 5 sent from the encoder to the decoder, and the number of bits (feedback rate) sent from the decoder to the encoder during the whole encoding process over n/i blocks X'_Si 1 1, 2,... n/i. The following theorem shows that Algorithm I, while having asymptotically zero feedback rate, is universal for the class of all stationary, ergodic source-side information pairs. Theorem 1: For any e > 0, there exists an integer L such that for any l > L and n > l (n being an integer multiple of l)
Ere(X n-1) < H(X|Y) + IiE, Erd(X n-1) <{ K26, and (6) (7) (8) where 'i and K2 are constants depending only on Xl.
Proof of Theorem 1: To analyze the average compression performance of Algorithm I, let us first focus on the encoding of one block X 1-_) 1I < i < 'Note that due to page limit, some details of the proof are omitted. The full proof can be found in the full paper [15] . Let or and d be two real numbers to be specified later. Observe that during the encoding process of X$il1)1' one of the following events must happen, *Ei,0 A{ 1-og N(U,X$(t)i))-hog XI < 2u and (A7$ 1 yl11
Ei, A{0 1log N (U, X$ 1)) I log X > 2u, and (Xi l1 yil_l G(l, )}; 
for a sufficiently large 1. For brevity, we shall use A¢, to denote the right hand side of (10).
When Ej,O happens, the total number of bits transmitted through the channel between the encoder and the decoder depends on the random variable Ji, which denotes the number of bits sent by the decoder to the encoder during the process of encoding X$-i_. In view of (2) In the above, the inequality 1) is due to the fact that for each t, the events within the summation over m can be grouped into 4 classes of events such that all events within a class are disjoint, and hence the summation over m is < 4; and the last inequality is due to Lemma 1. Putting (12) and (14) 
Then the second probability in (11) (20) where mt and mt are defined immediately before (11) . In the above, the last inequality follows from an argument similar to derivation of (12) to (14) . Putting (20) back into (19), we get Pr{d(X$_ 1 Xii_ 1)1) #t°' Ei,o} (i 1)1' < j*2-A+2ul+4 
In view of (16) III. CONCLUSIONS In this paper, we have proposed a string matching-based source coding algorithms with a simple progressive encoder for the source network with feedback in Figure 1 . Neither the encoder nor the decoder of the algorithm assumes the prior knowledge of the joint distribution of (X, Y) or the achievable rates. It has been proven that this algorithm is universal for the class of all finite alphabet stationary, ergodic sourceside information pairs. To achieve universal data compression with decoder only side information, this algorithm utilizes a uniform i.i.d. database, and derives its decoding rule from the codeword function of a traditional universal lossless source coding algorithm. According to our best knowledge, this algorithm is the first data compression algorithm for the source network in Figure 1 that is shown to be universal for the class of all stationary, ergodic sources with finite alphabet. Moreover, as a surprising consequence, a connection between universal lossless network source coding and traditional universal lossless source coding is established and leveraged.
