Motivated by the circumcentered Douglas-Rachford method recently introduced by Behling, Bello Cruz and Santos to accelerate the Douglas-Rachford method, we study the properness of the circumcenter mapping and the circumcenter method induced by isometries. Applying the demiclosedness principle for circumcenter mappings, we present weak convergence results for circumcentered isometry methods, which include the Douglas-Rachford method and circumcentered reflection methods as special instances. We also provide sufficient conditions for the linear convergence of circumcentered isometry/reflection methods. Finally, we evaluate the performance of circumcentered reflection methods for finding the best approximation to the intersection of linear subspaces.
includes reflector associated with closed affine subspaces. We provide convergence or even linear convergence results of the circumcentered isometry methods. In particular, for circumcentered reflection methods, we also offer some applications and evaluate their linear convergence rate by comparing them with two classical algorithms, namely, the shadow Douglas-Rachford method (Shadow DRM) and the method of alternating projections (MAP).
More precisely, our main results are the following:
• Theorem 3.3 provides the properness of the circumcenter mapping induced by isometries.
• Theorem 4.8 presents a sufficient condition for the weak convergence of circumcentered isometry methods.
• Theorems 4.15 and 4.16 present sufficient conditions for the linear convergence of circumcentered isometry methods in Hilbert space and R n , respectively.
• Proposition 5.20 takes advantage of the linear convergence of DRM to build the linear convergence of other circumcentered reflection methods.
Theorem 3.3 extends [5, Theorem 4.3] from reflectors to isometries. Based on the demiclosedness principle for circumcenter mappings built in [5, Theorem 3 .20], we obtain the Theorem 4.8, which implies the weak convergence of the DRM and the circumcentered reflection method, the main actor in [7] . Motivated by the role played by the Douglas-Rachford operator in the proof of [6, Theorem 1], we establish Theorem 4.15 and Proposition 5.20. As a corollary of Proposition 5.20, Proposition 5.21 in turn deduces [6, Theorem 1] . Motivated by the role that the firmly nonexpansive operator A played in [7, Theorem 3.3 ] to deduce the linear convergence of circumcentered reflection method in R n , we obtain Proposition 2.20 and Theorem 4.16(ii). Theorem 4.16(ii) says that some α-averaged operators can be applied to construct linear convergent methods, which imply the linear convergence of the circumcentered isometry methods. As applications of Theorem 4.16(ii), Propositions 5.12, 5.16 and 5.17 display particular classes of circumcentered reflection methods being linear convergent. The rest of the paper is organized as follows. In Section 2, we present various basic results for subsequent use. Our main theory results start at Section 3. Some results in [5, Section 4.1] are generalized in Section 3.1 to deduce the properness of the circumcenter mapping induced by isometries. Thanks to the properness, we are able to generate the circumcentered isometry methods in Section 4. In Section 4.2, we focus on exploring sufficient conditions for the (weak, strong and linear) convergence of the circumcentered isometry methods. In the last two sections, Sections 5 and 6, we consider the circumcentered reflection methods. In Section 5, first, we display some particular linearly convergent circumcentered reflection methods. Then the circumcentered reflection methods are used to accelerate the DRM, which is then used to find best approximation onto the intersection of finitely many linear subspaces. In the last section, Section 6, in order to evaluate the rate of linear convergence of the circumcentered reflection methods, we use performance profile to compare four circumcentered reflection methods with the Shadow DRM and MAP for solving the best approximation problems associated with two linear subspaces with Fridrichs angle taken in certain ranges.
We now turn to the notation used in this paper. Let C be a nonempty subset of H. Denote the cardinality of C by card(C). The intersection of all the linear subspaces of H containing C is called the span of C, and is denoted by span C; its closure is the smallest closed linear subspace of H containing C and it is denoted by span C. C is an affine subspace of H if C = ∅ and (∀ρ ∈ R) ρC + (1 − ρ)C = C; moreover, the smallest affine subspace containing C is the affine hull of C, denoted aff C. For every affine subspace U, we denote the linear subspace parallel to U by par U. The orthogonal complement of C is the set C ⊥ = {x ∈ H | x, y = 0 for all y ∈ C}. The best approximation operator (or projector) onto C is denoted by P C . R C := 2 P C − Id is the reflector associated with C. For two subsets A, B of H, the distance d(A, B) is inf A − B . A sequence (x k ) k∈N in H converges weakly to a point x ∈ H if, for every u ∈ H, x k , u → x, u ; in symbols, x k ⇀ x. Let T : H → H be an operator. The set of fixed points of the operator T is denoted by Fix T, i.e., Fix T = {x ∈ H | Tx = x}. T is asymptotically regular if for each x ∈ H, lim k→∞ T k x − T k+1 x = 0. For other notation not explicitly defined here, we refer the reader to [3] . Fact 2.2 [13, Theorem 1.2] Every affine subspace U is parallel to a unique linear subspace L, which is given by (∀y ∈ U) L = U − y = U − U.
The following fact follows easily from the definitions. Fact 2.3 Let U 1 , . . . , U m be linear subspaces in H. Then
Fact 2.4 Let U, V be two closed linear subspace in H. Then
Proof. The first equality is from [ (i) P K is idempotent: (∀x ∈ H) P K (P K x) = P K (x). Briefly, P 2 K = P K . (ii) P K is firmly nonexpansive. (i) The projector P C and the reflector R C are affine operators. Proof. Since x 1 − x, . . . , x n − x are linearly independent, by the Gram-Schmidt orthogonalization process [12, page 309], let ∀i ∈ {1, . . . , n} e i =
, then e 1 , . . . , e n are orthonormal sequence. Moreover span {e 1 , . . . , e n } = span {x 1 − x, . . . , x n − x} := L.
Since M = x + L, thus by Fact 2.5, we know P M (y) = x + P L (y − x). According to Fact 2.6, we obtain that for
. Therefore, the proof is complete. 
Firmly nonexpansive mappings
Fact 2.19 [3, Proposition 4 .47] Let D be a nonempty subset of H, let (T i ) i∈I be a finite family of quasinonexpansive operators from D to H such that ∩ i∈I Fix T i = ∅, and let (ω i ) i∈I be strictly positive real numbers such that ∑ i∈I ω i = 1.
The following result is motivated by [7, Lemma 2.1(iv)].
Proposition 2.20 Assume H = R n . Let T : R n → R n be linear and α-averaged with α ∈ ]0, 1[. Then T P (Fix T) ⊥ < 1.
Proof. If (Fix T) ⊥ = {0}, then P (Fix T) ⊥ = 0 and so T P (Fix T) ⊥ = 0. Hence, the required result is trivial.
Suppose to the contrary that T P (Fix T) ⊥ = 1. Then there exists y ∈ (Fix T) ⊥ with y = 1 and Ty = 1.
For every x ∈ R n , substituting y = P Fix T x in (2.1), we get,
which implies that
which is a contradiction. 
Fejér monotone sequences
(ii) Suppose that every weak sequential cluster point of (x k ) k∈N belongs to C. Then x k ⇀ P C x 0 . (i) (x k ) k∈N converges in norm to some point in C.
(ii) (x k ) k∈N has norm cluster points, all lying in C.
(iii) (x k ) k∈N has norm cluster points, one lying in C. 
It is well known that 
Definition 2.29 [8, Definition 9.4] The Friedrichs angle between two linear subspaces U and V is the angle α(U, V) between 0 and π 2 whose cosine, c(U, V) = cos α(U, V), is defined by the expression 
Lemma 2.32
Let U and V be closed, linear subspaces of H and T := T V,U . Let x ∈ H. Then
Proof. Clearly,
Therefore the required result is true.
Lemma 2.33 Let U and V be closed linear subspaces of H and T
Then
Proof. Since P K x ∈ K ⊆ U + V, by Lemma 2.32,
On the other hand, by assumption, U ∩ V ⊆ K. Hence, by Fact 2.9, we get
Altogether, the proof is complete. Note that in some references, the definition of isometry is the linear operator satisfying (2.3). In this paper, the definition of isometry follows from [11, where the linearity is not required. Clearly, the reflector associated with an affine subspace is affine and not necessarily linear. The translation operator T a defined in Lemma 2.37(ii) is not linear whenever a = 0. Lemma 2.38 Assume F : H → H and T : H → H are isometric. Then the composition F • T of T and F is isometric. In particular, the composition of finitely many isometries is an isometry.
Isometries
Proof. The first statement comes directly from the definition of isometry. Then by induction, we obtain the last assertion.
Lemma 2.39
Let T : H → H be an isometry. Then the following statements hold.
(i) T is nonexpansive.
(ii) Fix T is closed and convex.
Proof. (i): It is trivial from Definition 2.34 and Definition 2.12(ii).
(ii): The desired result is from (i) and Fact 2.14.
Circumcenter operators and circumcenter mappings
Recall that P (H) is the set of all nonempty subsets of H containing finitely many elements. By [4, Proposition 3.3], we know that the following definition is well defined. 
In particular, when CC(K) ∈ H, that is, CC(K) = ∅, we say that the circumcenter of K exists and we call CC(K) the circumcenter of K. 
that is, for every x ∈ H, if the circumcenter of the set S(x) defined in Definition 2.40 does not exist, then CC S x = ∅. Otherwise, CC S x is the unique point satisfying the two conditions below: 
Then CC S is proper and (∀x ∈ H) CC S x = p(x). 
46 Let t be a positive integer. Let F 1 , . . . , F t be t operators from H to H. Assume that S consists of compositions of finitely many operators from {F 1 , . . . , F t } such that {Id, F 1 ,
Proof. Because each element of S is composition of operators from {F 1 , . . . , F t }, and because (∀i ∈ {1, . . . , t})
where the equality is from Fact 2.45(ii). On the other hand, clearly, for every x ∈ H, by Definition 2.43,
which imply that Fix CC S ⊆ ∩ t j=1 Fix F j . Therefore, the proof is complete.
The following example says that the condition "{Id, F 1 , F 2 F 1 , . . . , F t F t−1 · · · F 2 F 1 } ⊆ S" on Proposition 2.46 above is indeed critical. Clearly, for each reflector R U , Fix R U = U.
and since the set of fixed points of linear and continuous operator is a linear space, thus
Fact 2.48 (a demiclosedness principle for circumcenter mappings) [5, Theorem 3.20 ] Suppose that T 1 = Id, that each operator in S = {T 1 , T 2 , . . . , T m } is nonexpansive, and that CC S is proper. Then Fix CC S = ∩ m i=1 Fix T i and the demiclosedness principle holds for CC S , that is,
Proof. The desired result follows from [4, Corollary 4.3].
The following two lemmas can be easily obtained from Facts 2.41 and 2.42 respectively.
Lemma 2.51 (scalar multiples)
Assume that T 1 , . . . , T m are homogeneous, that is
Lemma 2.52 (quasitranslations) Assume that T 1 , T 2 , . . . , T m are quasitranslational, that is
Circumcenter mappings induced by isometries
Denote I := {1, . . . , m}. Recall that (∀i ∈ I) T i : H → H and that
In the remaining part of the paper, we assume additionally that (∀i ∈ I) T i : H → H is isometry.
Properness of circumcenter mapping induced by isometries
In fact, results in this subsection are some generalizations of results in [5, Section 4.1].
Fix T j , and for every x ∈ H, we have
(ii): Take an arbitrary but fixed element T ∈ S. Then Tx ∈ S(x) ⊆ aff (S(x)). Denote p = P aff (S (x)) (z). By Fact 2.10(ii), (i) The circumcenter mapping CC S : H → H induced by S is proper; moreover, CC S x is the unique point satisfying the two conditions below:
Fix T j and that W is closed and convex. Then
Proof. (i) and (ii) come from Proposition 3.2 and Fact 2.44.
Using Lemma 2.39 and the underlying assumptions, we know ∩ m j=1 Fix T j is nonempty, closed and convex, so
Further properties of circumcenter mappings induced by isometries
Fix T j and let W be closed and convex. Let
Proof. By Theorem 3.3(iii) ,
By (3.2), we know that
. , x n = T i dx x and M = aff (S(x)) in Lemma 2.11, we obtain the desired result.
Lemma 3.5 Let x ∈ H, and z ∈ ∩ m j=1 Fix T j . Then the following statements hold:
Proof. Using Theorem 3.3(ii), we obtain
(ii) and (iii) come directly from (i). Note that (∀T ∈ S) T is isometric and z ∈ ∩ m j=1 Fix T j ⊆ Fix T. Hence, (iv) is easily from (ii).
Proof. By assumption, (∀T ∈ S) T is linear, so for every α, β ∈ R, and for every x, y ∈ H,
Note that by Theorem 3.
Therefore, (i) and (ii) are directly from Lemma 2.51 and Lemma 2.52 respectively.
Proposition 3.7
Recall that S = {T 1 , . . . , T m−1 , T m }. Then the following assertions hold.
(ii) Let F 1 , . . . , F t be isometries from H to H. Assume S consists of compositions of finitely many operators from
Proof. (i) is clear from Theorem 3.3(i) and Fact 2.45(ii). (ii): Combining Theorem 3.3(i) with Proposition 2.46, we obtain Fix CC S = ∩ t j=1 Fix F j . In addition, the (i) proved above implies that Fix CC S = ∩ m j=1 Fix T j . Hence, the proof is complete.
In particular, CC S is firmly quasinonexpansive.
Proof. Proposition 3.7 says that in both cases stated in the assumptions, Fix CC S = ∩ m j=1 Fix T j . Combining this result with Lemma 3.5(iii), we obtain (3.4) .
Hence, by Definition 2.12(iii), CC S is firmly quasinonexpansive.
(ii) CC S 1 and CC S 2 are firmly quasinonexpansive.
Proof. We obtain (i) and (ii) by substituting F 1 = R U 1 , . . . , F t = R U t in Propositions 3.7 and 3.8 respectively.
In fact, CC S 2 is the main actor in [7] .
Circumcenter methods induced by isometries
Theorem 3.3(i) says that CC S is proper, which ensures that the circumcenter method induced by S is well defined. Since every element of S is isometric, we say that the circumcenter method is the circumcenter method induced by isometries. 
Properties of circumcentered isometry methods
(v) Assume Id ∈ aff S(x). Then CC S is asymptotically regular, that is for every y ∈ H,
Proof. For every k ∈ N, substitute x by CC k S x in Lemma 3.5(iv) to obtain
: It directly comes from (i) and Fact 2.23. (iv): The desired result is directly from (i) and Definition 2.21.
Summing over k from 0 to infinity in both sides of (4.3), we obtain
The following results is motivated by [6, Lemmas 1 and 3]. Note that by Lemma 2.39(ii), ∩ m j=1 Fix T j is always closed and convex.
(iii) Assume W is closed and affine. Then (∀k ∈ N) 
The required result comes from Proposition 4.1(iv) and Fact 2.24(i).
Fix T j such that W is closed and affine. Let x ∈ H. Then
Now taking infimum over all z in W in (4.5), we obtain
Hence, using Proposition 4.2(iii), we deduce that
Fix T j such that W is closed and affine. Let x ∈ H. Then the following statements are equivalent:
Proof. We argue by contradiction and thus assume there exists n ∈ N such that CC n S x ∈ W. If n = 0, then, by
Fix T j such that W is a closed and affine subspace of H and let T S ∈ aff (S). Let x ∈ H. Then
By assumption, W is closed and affine, thus by Fact 2.10(i), P W is affine. Hence, using Proposition 4.2(i), we obtain that 
Fix T j x. In Proposition 4.1(i), we proved that (CC k S x) k∈N is a Fejér monotone sequence with respect to ∩ m j=1 Fix T j . By assumptions above and Fact 2.24(ii), in order to prove the weak convergence, it suffices to show that every weak sequential cluster point of (CC k S x) k∈N belongs to ∩ m j=1 Fix T j . By Facts 2.22 and 2.23, there exist weak sequential cluster points of (CC k S x) k∈N . Assumex is a weak sequential cluster point of (CC k S x) k∈N , that is, there exists a subsequence (CC
Combining the results above with Lemma 2.39(i), Theorem 3.3(i) and Fact 2.48, we conclude thatx ∈ Fix CC S = ∩ m j=1 Fix T j . Therefore, the proof is complete. 
Hence, the result comes from Theorem 4.8.
Corollary 4.10 Let U 1 , . . . , U t be closed affine subspaces in H. Assume that
Proof. Since U 1 , . . . , U t are closed affine subspaces in H, thus ∩ t j=1 U j is closed and affine subspace in H. Moreover, by Lemma 2.37(i) and Lemma 2.38, every element of S is isometric. In addition, by Corollary 3.9(i), (∀i ∈ {1, 2}) T∈S i Fix T = ∩ t j=1 U j . Therefore, the required results follow from Theorem 4.8.
In fact, in Section 5.2 below, we will show that if H is finite-dimensional space, then both (CC k S 1
x) and (CC k S 2 x) defined in Corollary 4.10 above linearly converge to P ∩ t j=1 U j x. 
from which follows that (CC k S x) k∈N converges strongly to P W x. (ii): By Proposition 4.1 (iv), (CC k S x) k∈N is a Fejér monotone sequence with respect to W. Then the equivalences follow from Fact 2.25 and (i) above.
To facilitate a later proof, we provide the following lemma. 
Proof. Let x ∈ H. For k = 0, the result is trivial. Assume for some k ∈ N we have
Hence, we obtain the desired result inductively.
The following powerful result will play an essential role to prove the linear convergence of the circumcenter method induced by reflectors. (i) Assume that there exist F : H → H and γ ∈ [0, 1[ such that (∀y ∈ H) F(y) ∈ aff (S(y)) and
Consequently, (CC k S x) k∈N converges linearly to P W x with a linear rate γ.
then (CC k S x) k∈N converges linearly to P W x with a linear rate γ.
Proof. (i): Using the assumptions and applying Lemma 3.5(i) with (∀x ∈ H) z = P W x, we obtain that
Hence, (4.10) follows directly from Lemma 4.14.
(ii): Since T S ∈ aff (S) implies that (∀y ∈ H) T S y ∈ aff (S(y)), thus the required result follows from (i) above by substituting F = T S . Theorem 4.16 Let T S ∈ aff (S) satisfy that Fix T S ⊆ ∩ T∈S Fix T. Then the following assertions hold.
Combining the result with the assumption, Fix T S ⊆ ∩ T∈S Fix T, we get (i).
(ii): Since T S is linear and α-averaged, thus by Fact 2.14, Fix T S is a nonempty closed linear subspace. It is clear that
(4.11)
Using Proposition 2.20, we know
Now for every x ∈ R n ,
Hence, the desired result follows from Theorem 4.15(ii) by substituting W = Fix T S and (i) above.
Circumcenter methods induced by reflectors
As Lemma 2.37(i) showed, the reflector associated with any closed and affine subspace is isometry. This section is devoted to study particularly the circumcenter method induced by reflectors. In the whole section, we assume that t ∈ N {0} and that U 1 , . . . , U t are closed affine subspaces in H with ∩ t i=1 U i = ∅, and that
We assume that R U ir · · · R U i 1 is the representative element of the set S.
In order to prove some convergence results on the circumcenter methods induced by reflectors later, we consider the linear subspace par U paralleling to the associated affine subspace U. We denote
Note that if Id ∈ S, then the corresponding element in S L is Id.
Properties of circumcentered reflection methods
Proof. By the underlying assumptions, ∩ t i=1 U i is closed and affine. Take an arbitrary but fixed R
Lemma 5.1 tells us that we are able to substitute the W in all of the results in Section 4 by the ∩ t i=1 U i . Therefore, the circumcenter methods induced by reflectors can be used in the best approximation problem associated with the intersection ∩ t i=1 U i of finitely many affine subspaces.
Lemma 5.2 Let x ∈ H and let z
Since for every y ∈ H and for every i ∈ {1, . . . , t},
where the third and the fifth equality is by using Fact 2.5, thus
Then assume for some k ∈ {1, . . . , r − 1},
Hence, by induction, we know (i) is true.
(ii): Combining the result proved in (i) above with definitions of the set-valued operator S(x) and S L , we obtain that 
Assume for some k ∈ N,
Hence, by induction, we know (iii) is true.
The following Proposition 5.3 says that the convergence of the circumcenter methods induced by reflectors associated with linear subspaces is equivalent to the convergence of the corresponding circumcenter methods induced by reflectors associated with affine subspaces. In fact, Proposition 5.3 is a generalization of [6, Corollary 3].
Proposition 5.3 Let x ∈ H and let z
. Hence, the equivalence holds. Lemma 5.4 Let x ∈ aff (∪ t i=1 U i ). Then the following statements hold.
be an arbitrary but fixed element in S. If r = 0, R U ir · · · R U i 1
Assume for some k ∈ {1, . . . , r − 1},
. Therefore, an easy inductive argument deduce the required result.
Using the same logic in the proof of Lemma 5.4, we yield the lemma below.
Then the following assertions are satisfied.
Using similar technique showed in the proof of Lemma 5.4(i), we know that
The remaining part of the proof is similar with the proof in Lemma 5.4, so we omit it.
Lemma 5.6 Let x ∈ H and let
. . , L t be the closed linear subspaces defined in (5.1). Then
Hence, it suffices to prove
Let y ∈ H and z ∈ ∩ t i=1 L i . Take an arbitrary j ∈ {1, 2, . . . , t}. By Fact 2.8(i) R L j (y) − y, z = 2(P L j − Id)y, z = −2 P L ⊥ j y, z = 0, which yields that
Hence,
Hence, the proof is complete.
Proposition 5.7 Assume Id ∈ S. Let L 1 , L 2 , . . . , L t be the closed linear subspaces defined in (5.1) . Let x ∈ H. Then
Proof. By Theorem 3.3(i), we know that CC S is proper. Hence, by Proposition 2.50 and Id ∈ S, there exist n ∈ N and α 1 , . . . , α n ∈ R and T 1 , . . . , T n ∈ S such that
The proof is complete.
. . , L t be the closed linear subspaces defined in (5.1) .
Proof. When k = 0, (5.10) is trivial. By Proposition 5.7,
Then for every k ∈ N {0}, and for every
Hence, we are done.
Remark 5.9 Assume Id ∈ S. Let x ∈ H, and let k ∈ N. Then
In fact, we proved (∀x ∈ H)
which is a special case of Proposition 4.2(iii). Corollary 5.10 Assume U 1 , . . . , U t are closed linear subspaces in H. Then the following statements hold.
On the other hand, substituting W = ∩ t i=1 U i in Proposition 4.2(iii), we obtain that
Thus, (5.12) and (5.13) yield
Hence, we obtain (ii) by induction.
The following example tells us that in Corollary 5.10(i), the condition "U 1 , . . . , U t are linear subspaces in H" is indeed necessary.
Example 5.11 Assume H = R 2 and U 1 :
Linear convergence of circumcentered reflection methods
This subsection is motivated by [7, Theorem 3.3] . In particular, [7, Theorem 3.3 ] is the below Proposition 5.12 for the special case where {Id,
The operator T S defined in the Proposition 5.12 below is the operator A defined in [7, Lemma 2.1].
Proposition 5.12
Assume that H = R n and that
Let L 1 , . . . , L t be the closed linear subspaces defined in (5.1) .
and for every i ∈ {2, . . . , t},
which yield that
Using [7, Lemma 2.1(i)], we know the T S is linear and 1 2 -averaged, and by [7, Lemma 2.1(ii)], Fix T S = ∩ t i=1 L i . Hence, by Theorem 4.16(ii) and Lemma 5.1, we obtain that for every y ∈ H, (CC k S L y) k∈N converges to
. Therefore, the desired result follows from Proposition 5.3.
Remark 5.13
In fact, [7, Lemma 2.1(ii)] is Fix T S = ∩ t i=1 L i . In the proof of [7, Lemma 2.1(ii)], the authors claimed that "it is easy to see that Fix T i = L i ". We provide more details here. For every i ∈ {1, . . . , m}, by [3, Proposition 4 .49], we know that Fix
On the other hand, by definition of T S , we have ∩ m i=1 L i ⊆ Fix T S . Altogether, Fix T S = ∩ m i=1 L i , which implies that [7, Lemma 2.1(ii)] is true. The idea of the proofs in the following two lemmas is obtained from [7, Lemma 2.1].
Lemma 5.14 Assume that H = R n and that {Id, R U 1 , . . . , R U t−1 , R U t } ⊆ S. Let L 1 , . . . , L t be the closed linear subspaces defined in (5.1) . Define the operator T S : R n → R n as T S = 1 t ∑ t i=1 P L i . Then the following statements hold. (i) T S ∈ aff (S L ).
(ii) T S is linear and firmly nonexpansive.
(ii): Let i ∈ {1, . . . , t}. Using Fact 2.7(ii) and Fact 2.17(ii), we know P L i is firmly nonexpansive and it is 1 2averaged. Using Fact 2.18 and Fact 2.17(ii) again, we know T S is firmly nonexpansive. By Fact 2.8(iv), T S is linear.
(iii): Since (∀i ∈ {1, . . . , t}) Fix P L i = L i , thus the result is obtained from Fact 2.7(ii), Remark 2.13, Fact 2.19 and Theorem 4.16(i).
Lemma 5.15
Assume that H = R n and that {Id, R U 1 , . . . , R U t−1 , R U t } ⊆ S. Let L 1 , . . . , L t be the closed linear subspaces defined in (5.1). Define the operator T S :
Proof. (i): Now for every i ∈ {1, . . . , t}, T i = 1 2 (Id + P L i ) = 1 2 (Id +
The proofs for (ii) and (iii) are similar with the corresponding parts of the proof in Lemma 5.14.
Proposition 5.16
Assume that H = R n and {Id, R U 1 , . . . , 
Hence, the required result comes from Proposition 5.3.
Proposition 5.17
Assume that H = R n and {Id,
Using the similar method used in the proof of Proposition 5.16, and using Lemma 5.15 and Theorem 4.16(ii), we obtain the required result.
Clearly, we can take S = {Id, R U 1 , R U 2 , . . . , R U t } in Propositions 5.16 and 5.17. In addition, Propositions 5.16 and 5.17 tell us that for different T S ∈ aff (S L ), we may obtain different linear convergence rates of (CC k S x) k∈N .
Accelerating the Douglas-Rachford method
In this subsection, we consider the case when t = 2.
Lemma 5.18 Let L 1 , L 2 be the closed linear subspaces defined in (5.1) .
Proof. Using Lemma 5.5(ii) and Fact 2.3, we get (CC k S L z) k∈N ⊆ span (L 1 ∪ L 2 ) = L 1 + L 2 . Combining Lemma 5.1, Proposition 4.2(iii) (by taking W = L 1 ∩ L 2 ) with Lemma 2.32, we obtain that (∀k ∈ N)
Corollary 5.19 Let L 1 , L 2 be the closed linear subspaces defined in (5.1) .
Denote T := T L 2 ,L 1 defined in Definition 2.26. Then
Proof. Because P K x ∈ K ⊆ L 1 + L 2 . Then Lemma 2.33 implies that
Applying Lemma 5.18 with z = P K x, we get the desired result.
The following Proposition 5.20 is motivated by [6, Theorem 1] . In fact, [6, Theorem 1] reduces to Proposition 5.21(i) when H = R n and S = {Id,
Using Corollary 5.19, Proposition 4.2 (iv), Fact 2.30, Fact 2.31 and an idea similar to the proof of [6, Theorem 1], we obtain the following more general result. Proposition 5.20 Let L 1 , L 2 be the closed linear subspaces defined in (5.1). Assume L 1 ∩ L 2 ⊆ ∩ F∈S L Fix F. Let K be a closed affine subspace of H such that for K L = par K,
Denote T := T U 2 ,U 1 and T L := T L 2 ,L 1 defined in Definition 2.26. Denote the c(L 1 , L 2 ) defined in Definition 2.29 by c F . Assume there exists d ∈ N {0} such that T d ∈ aff S. Let x ∈ H. Then
Proof. By definition, T d ∈ aff S means that T d L ∈ aff S L . If k = 0, then the result is trivial. So assume that k ∈ N {0}. Using Corollary 5.19, we get
Using Fact 2.31, we get
Assume for some k ≥ 1 we have
Hence, we have inductively proved
Let u ∈ U 1 ∩ U 2 . By Lemma 5.2(iii), we know that (∀k ∈ N) (∀y ∈ H) CC k S y = u + CC k S L (y − u) and by Fact 2.5, we have P ∩ 2
Hence we obtain that for every k ∈ N and for every x ∈ H,
Therefore, the proof is complete.
Proposition 5.21 Assume that U 1 , U 2 are two closed affine subspaces with par U 1 + par U 2 being closed. Let x ∈ H. Let c F be the cosine of the Friedrichs angle between par U 1 and par U 2 . Then the following statements hold.
(i) Assume that {Id, R U 2 R U 1 } ⊆ S. Then each of the three sequences (CC k S (P U 1 x)) k∈N , (CC k S (P U 2 x)) k∈N and (CC k S (P U 1 +U 2 x)) k∈N converges linearly to P U 1 ∩U 2 x. Moreover, their rates of convergence are no larger than
Then the sequences (CC k S (P U 1 x)) k∈N , (CC k S (P U 2 x)) k∈N and (CC k S (P U 1 +U 2 x)) k∈N converge linearly to P U 1 ∩U 2 x. Moreover, their rates of convergence are no larger than c 2 F .
Proof. Clearly, under the conditions of each statement, par U 1 ∩ par U 2 ⊆ ∩ F∈S L Fix F. In addition, we are able to substitute K L in Proposition 5.20 by any one of par U 1 , par U 2 or par
27, we know that
The remainder of the proof is similar with the proof in (i) above. The only difference is that this time we substitute d = 2 but not d = 1.
The following example shows that the special address for the initial points in Proposition 5.21 is necessary.
Example 5.22
Assume that U 1 , U 2 are two closed linear subspaces in H such that
Proof. 
Best approximation for the intersection of finitely many affine subspaces
In this subsection, unless otherwise stated, let I = {1, . . . , N} with N ≥ 1 and let H N be the real Hilbert space obtained by endowing the Cartesian product × i∈I H with the usual vector space structure and with the inner 
The following lemma is clear from the definition of the sets C and D.
Lemma 5.24 Let x ∈ H. Then (x, . . . , x) ∈ C ∩ D ⇔ x ∈ ∩ i∈I C i .
Proof. By definition of projector and by Lemma 5.24, we know that
On the other hand, by the definition of inner product endowed in the Hilbert space H N ,
Fact 5.26 [3, Corollary 5 .30] Let t be a strictly positive integer, set J = {1, . . . , t}, let (U j ) j∈J be a family of closed affine
Using Fact 5.26 and Proposition 5.25, we obtain the following interesting byproduct, which can be treated as a new method to solve the best approximation problem associated with ∩ N i=1 C i . The next proposition shows that we can use the circumcenter method induced by reflectors to solve the best approximation problem associated with finitely many closed affine subspaces. Recall that for each affine subspace U, we denote the linear subspace paralleling U as par U, i.e., par U := U − U. 
Proof. Denote C L = × j∈J par U j . Clearly, C L = par C. Now par U 1 , . . . , par U t are closed linear subspaces implies that C L is closed linear subspace. It is clear that D = par D is a closed linear subspace. Because (par U 1 ) ⊥ + · · · + (par U t ) ⊥ is closed, by Fact 5.28, we get C L + D is closed. Then using Proposition 5.21(i), we know there exists a constant c F ∈ [0, 1[ such that
which imply that (CC k S L (x − u)) k∈N linearly converges to P C L ∩D (x − u) for any u ∈ ∩ t i=1 U i and u = (u, . . . , u). Hence, by Proposition 5.3, we conclude that (CC k S x) k∈N linearly converges to P C∩D x. Since by Proposition 5.25,
Numerical experiments
In order to explore the convergence rate of the circumcenter methods, in this section we use the performance profile introduced by Dolan and Moré [10] to compare circumcenter methods induced by reflectors developed in Section 5 with shadow Douglas-Rachford method (shadow DRM) and method of alternating projections (MAP) for solving the best approximation problems associated with linear subspaces. (Recall that by Proposition 5.3, for any convergence results on circumcenter methods induced by reflectors associated with linear subspaces, we will obtain the corresponding equivalent convergence result on that associated with affine subspaces.) In the whole section, given a pair of closed and linear subspaces, U 1 , U 2 , and a initial point x 0 , the problem we are going to solve is to find the best approximation x = P U 1 ∩U 2 x 0 .
Denote the cosine of the Friedrichs angle between U 1 and U 2 by c F . It is well known that the sharp rate of the linear convergence of shadow DRM and MAP for finding P U 1 ∩U 2 x 0 are c F and c 2 F respectively (see, [1, Theorem 4.3] and [8, Theorem 9.8] for details). Hence, if c F is "small", then we expect Shadow DRM and MAP converge to P U 1 ∩U 2 x 0 "fast", but if c F ≈ 1, the two classical solvers should converge to P U 1 ∩U 2 x 0 "slowly". The c F associated with the problems in each experiment below is randomly chosen from some certain range.
Numerical preliminaries
Dolan and Moré define a benchmark in terms of a set P of benchmark problems, a set S of optimization solvers, and a convergence measure matrix T. Once these components of a benchmark are defined, performance profile can be used to compare the performance of the solvers.
We assume H = R 100 . In every one of our experiment, we randomly generate 10 pairs of linear subspaces, U 1 , U 2 with Friedrichs angles in certain ranges. For each pair of subspaces, we choose randomly 10 initial points, x 0 . This results in a total of 100 problems, that constitute our set P of benchmark problems. Set
Notice that CC S 2 is the C-DRM operator C T in [6] and hence, it is also the CRM operator C in [7] when m = 2.
Our test algorithms and sequences to monitor are as follows.
Algorithm
Sequence to monitor Shadow Douglas-Rachford method Hence, our set S of optimization solvers is subset of the set consists of the six algorithms above. For every i ∈ {1, 2, 3, 4}, for notational simplicity, we denote the circumcenter method induced by S i by CC S i .
We use 10 −3 as the tolerance employed in our stop criteria and we terminate the algorithm when the number of iterations reaches 10 6 (in which case the problem is declared unsolved). Hence, for each problem p with the exact solution being x = P U 1 ∩U 2 x 0 , and for each solver s, the performance measure considered in the whole section is
where a (k) p,s is the k th iteration of solver s to solve problem p. After collecting the related performance measure matrices, T = (t p,s ) 100×card(S) , we usethe perf.m file in Dolan and Moré [9] to generate the plots of performance profiles. All of our calculations are implemented by Matlab.
Although, in general we would not have access to P U 1 ∩U 2 x 0 in applications, we use it here to see the true performance of the algorithms.
Performance evaluation
First, we compare all of the six algorithms presented in Table 1 above together. Each one of the subfigures in Figure 1 , we see that all of the six algorithms solved the problem. (a) suggests that when c F is small (c F ∈ [0.01, 0.05[ ), CC S 4 is the optimal solver although in about 10% problems the performances of CC S 3 and CC S 4 are the same. In the experiment presented in (b), for about 58% problems, the performances of CC S 3 and CC S 4 are the same. Moreover, CC S 3 and CC S 4 outperform the others. In the 100 problems showed in (c), although CC S 3 is the best choice, CC S 2 is competitive with CC S 3 . From (d), we see that when c F is large (c F ∈ [0.9, 0.95[ ), CC S 3 is the best solver. Altogether, according to the 4 × 100 problems displayed in the four subfigures, CC S 2 , CC S 3 and CC S 4 dominate the others. Moreover, the optimal solver is either CC S 3 or CC S 4 for problems with c F ∈ [0.01, 0.5[; the best solver is either CC S 2 or CC S 3 for problems with c F ∈ [0.5, 0.9[; for all problem with c F ∈ [0.9, 0.95[, CC S 3 has the best performance.
According to Figure 1 , there are some range where for all problem with c F in that range, the optimal solver is the same. Naturally, we want to extend such range of c F as large as possible and to determine the related best solver. By Figure 1 again, the best solver for all problem with c F in every range will only come from {CC S 2 , CC S 3 , CC S 4 }. Therefore, we have the following experiments.
In the following experiments, we want to determine the range of c F such that for all problem with c F in that range, CC S 3 needs less iterations than CC S 2 . According to the four experiments showing in the four subfigures in Figure 2 above, we see that for all problem with c F ∈ [0.01, 0.5] or c F ∈ [0.9, 0.99], the iterations needed by CC S 3 is less than the iterations required by CC S 2 . For the problems with c F ∈ [0.5, 0.9] or c F ∈ [0.65, 0.9], there is respectively about 77% or 92% probability that CC S 3 performs no worse than CC S 2 .
In the following experiments, we want to find the range of c F such that for all problem with c F in that range, either CC S 3 or CC S 4 performs better. The experiments showed in Figure 3 suggest that when c F < 0.6, CC S 4 performs better than CC S 3 , while CC S 3 is the optimal in the cases when c F ∈ [0.6, 0.99[. Of course, the ranges and probabilities are not exact data and only limited in our randomly chosen problems, although we did more experiments in which the performances of the related solvers are similar to the performances showed in the figures above.
The main conclusions indicated by our experiments are the following. First, all of our experiment display that CC S 2 , CC S 3 and CC S 4 perform better than the shadow DRM and MAP to find P U 1 ∩U 2 x 0 . Moreover, our experiments also suggest that for all problems with c F ∈ [0.01, 0.5[∪[0.9, 0.99[, CC S 3 performs better than CC S 2 , where CC S 2 is the C-DRM operator C T introduced in [6] . For the problems with c F ∈ [0.5, 0.9[, CC S 3 has larger probability than CC S 2 to take less iterations to find P U 1 ∩U 2 x 0 . Last but not least, for problems with c F located in different ranges, the winner between CC S 3 and CC S 4 is different. In particular, it looks like when c F is relatively small, CC S 4 performs better, while when c F is relatively large, CC S 3 wins.
Conclusion and future work
Generalizing some of our work in [5] and using the idea in [6] , we showed the properness of the circumcenter mapping induced by isometries, which allowed us to study the circumcentered isometry methods. Sufficient conditions for the (weak, strong, linear) convergence of the circumcentered isometry methods were presented.
In addition, we provided certain classes of linear convergent circumcentered reflection methods and established some of their applications. Numerical experiments suggested that three (including the C-DRM introduced in [6] ) out of our four chosen circumcentered reflection methods dominated the Shadow DRM and MAP. One new circumcentered reflection method performed better than the C-DRM.
We showed the weak convergence of certain class of circumcentered isometry methods in Theorem 4.8. Naturally, we may ask whether strong convergence holds. If S consists of isometries and ∩ T∈S Fix T = ∅, then Theorem 3.3(i) shows the properness of CC S . Assuming additionally that (CC k S x) k∈N has a norm cluster in ∩ T∈S Fix T, Theorem 4.13(i) says that (CC k S x) k∈N converges to P ∩ T∈S Fix T x. Another question is: Can one find more general condition on S such that CC S is proper and (CC k S x) k∈N has a norm cluster in ∩ T∈S Fix T for some x ∈ H? These are interesting questions to explore in future work.
