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We show how quantum metrology protocols that seek to estimate the parameters of a Hamiltonian
that exhibits a quantum phase transition can be efficiently simulated on an exponentially smaller
quantum computer. Specifically, by exploiting the fact that the ground state of such a Hamiltonian
changes drastically around its phase transition point, we construct a suitable observable from which
one can estimate the relevant parameters of the Hamiltonian with Heisenberg scaling precision. We
then show how, for the one-dimensional Ising Hamiltonian with transverse magnetic field acting on N
spins, such a metrology protocol can be efficiently simulated on an exponentially smaller quantum
computer while maintaining the same Heisenberg scaling, i.e., O(N−2) precision and derive the
explicit circuit that accomplishes the simulation.
PACS numbers: 03.67.-a, 03.65.Ud, 03.65.Yz, 03.65.Ta
I. INTRODUCTION
Determining the properties and parameters of physi-
cal systems is a central problem in many experiments.
Quantum metrology deals with the question of how this
can be achieved optimally using a given number of re-
sources, counted in terms of number of systems or evo-
lution time [1–4]. It is a key result that quantum me-
chanics offers a significant advantage for achieving this
task. In fact, using entangled probe states one finds that
a quadratic gain in precession as compared to any clas-
sical strategy can be achieved [2, 3], provided that one
deals with noiseless evolutions [1, 5–8].
We consider the problem of estimating some unknown
parameter of a strongly coupled system, e.g., the interac-
tion strength of a 1D chain of N interacting spins. The
physics of such strongly coupled systems is widely stud-
ied [9]. Recently it was realized that certain classes of
such strongly interacting systems can be simulated by an
exponentially smaller system in a compressed way, where
relevant properties such as quantum phase transitions or
two-point correlation functions can be determined effi-
ciently [10–12].
Here we show that one can also perform quantum
metrology on such a compressed system. In our approach,
we assume that we have access to a family of Hamilto-
nians describing N interacting spins for different system
sizes N , and can switch the Hamiltonian on and off at
will. We illustrate our approach with the one-dimensional
Ising model with transversal magnetic field, where the
goal is to determine the unknown coupling strength of
the model. We remark that the estimation of the cou-
pling strength does not fall into the widely studied class
of problems where the unknown parameter is a multi-
plicative constant [2–8], but is of a more complicated type
where the overall Hamiltonian is some function of the pa-
rameter [13]. Nevertheless, this problem has been fully
solved in a standard metrology approach [14], where the
Hamiltonian is applied to some optimal state which is
subsequently measured, and an estimate of the parame-
ter is determined from the measurement statistics.
We provide an alternative approach that is based on
estimating a certain observable near the quantum phase
transition of the system which is first driven to the ground
state, similar as in [15–17]. We use the Hamiltonian to
drive the system to its ground state via adiabatic evo-
lution, and determine the unknown parameter from its
ground state. We show that one can do this using an
exponentially smaller system. While this does not im-
ply a super- Heisenberg scaling when resources are prop-
erly counted, it might nevertheless be an interesting ex-
perimental alternative. We use that the Ising model—
more precisely the measurement of certain observables in
this model—can be efficiently simulated with an expo-
nentially smaller number of spins using matchgate cir-
cuits, as demonstrated in [10–12]. This is due to the
fact that the system can be mapped to non-interacting
fermions, thereby reducing the effective dimension of the
Hilbert space [18–23]. We show that there exist such an
observable that, when estimated at the ground state of
the model close to the quantum phase transition, allows
one to determine the coupling strength with a precession
that is super-classical.
We remark that with the assumed level of control, there
are alternative methods to achieve Heisenberg scaling in
precision for the estimation of the coupling strength with
limited resources. In fact, a simple sequential scheme
that operates with only two qubits suffices. This scheme
uses standard quantum metrology techniques and im-
prints the parameter in question as a phase onto a single
qubit (see Sec. II A). Nevertheless, our work shows that
indirect methods concerned with the fast change of prop-
erties near to a quantum phase transition can be used
and combined with techniques from compressed quantum
computation [10–12, 22, 23]. This approach is not lim-
ited to the Ising model, or the estimation of the coupling
strength, and might in fact have an advantage over stan-
dard metrological protocols when considering problems
such as the estimation of two-point correlation functions
or other ground state properties that might not be di-
rectly accessible by time evolution with respect to the
Hamiltonian H.
The paper is organized as follows. In Sec. II we describe
the setting and give background information on match-
gate circuits, compressed quantum computation and its
relation to the Ising Hamiltonian, as well as quantum
metrology. In Sec. III we show how compressed metrol-
ogy of the Ising model can be achieved. We first recall
ar
X
iv
:1
60
8.
02
62
0v
1 
 [q
ua
nt-
ph
]  
8 A
ug
 20
16
2how to drive the compressed system to the ground state
via adiabatic evolution, and then provide a suitable ob-
servable that can be measured on the compressed system
efficiently such that the coupling strength of the inter-
action can be determined with super-classical precision.
Surprisingly, the magnetization as an obvious candidate
fails to provide such a super-classical scaling. We sum-
marize and conclude in Sec. IV.
II. BACKGROUND
In this section we review the main ingredients uti-
lized throughout this work in order to realize a com-
pressed quantum metrology protocol for the one dimen-
sional Ising Hamiltonian with transverse field. After es-
tablishing notation in Sec. II A and presenting the general
setting considered here (Sec. II B), we review key proper-
ties of matchgates and matchgate circuits in Sec. II C. We
then specialize to the application of matchgate circuits for
the case of the one-dimensional Ising Hamiltonian with
transverse magnetic field in Sec. II D, where we briefly
recall how one can explicitly construct the ground state
of such a Hamiltonian using matchgate circuits [10, 11].
Finally, we review key concepts of quantum metrology,
and in particular how the phase transition exhibited by
the one-dimensional Ising Hamiltonian can be used to en-
hance estimation precision of its relevant parameters in
Sec. II E.
A. Notation
We denote by X,Y, Z the Pauli matrices, and by 1l the
identity operator. The computational basis states will be
denoted by |k〉 for k ∈ {0, 1}⊗N . We will consider a spin
chain of N = 2m qubits, for some integer m. We will
also denote by |0〉 the state of N qubits |0〉⊗N . Qubits,
matrix components, and fermionic operators are counted
starting from 0, in order to unify the indexing. Controlled
operations are denoted by Λi0,...,ik(Aj), representing that
A is applied on qubit j in the exclusive case where each
of the qubits i0, . . . , ik are in the state |1〉.
B. General setting
We consider the situation where one has access to a
general interaction, in our case the Ising interaction (see
Eq. (8)), for an arbitrary number of qubits. Our aim is to
estimate some parameter which defines this interaction,
such as the coupling constant, J . We assume to know and
have control over the local magnetic field, B. Using that
the expectation value of certain observables evaluated for
the ground state change abruptly at the phase transition,
J ≈ B, one can infer the value of J by preparing the
ground state of the system for certain values of B and
measuring this observable. Note that using this idea for
parameter estimation has been suggested in [15–17, 24,
25].
Here, we use a different approach. First, instead of
cooling the system to the ground state we use the fact
that it can be prepared using adiabatic evolution. Then,
we use the fact that this evolution and the measurement
of certain observables is a so-called match gate circuit,
which has been shown to be compressible to an expo-
nentially smaller quantum computer [10, 11]. We then
show that this compressed evolution can be realized us-
ing the Ising interaction for the unknown parameter J .
In fact, we show that only two qubits need to interact at
each step of the computation. We then derive an observ-
able which fulfills both requirements, namely that it is
compressible and that it allows to estimate the coupling
parameter with super-classical precision.
In order to state the required resources, let us mention
here that the adiabatic evolution is discretized into a so-
called digital-adiabatic evolution, i.e., into a sequence of
L+1 time evolutions governed by constant Hamiltonians.
In order to be able to neglect both the probability of
excitations during the adiabatic evolution and the error
due to the discretization, it suffices to chose L and the
total time of the adiabatic evolution, T , as polynomials
in the number of qubits, N .
The compressed circuit which simulates the digital-
adiabatic evolution runs on m + 2 qubits, where m =
log(N), and also consists of a sequence of L+ 1 steps. At
each of these steps O(m2) elementary (fast) control gates
are acted on the m qubits and two qubits interact via an
Ising Hamiltonian for a short time, δt, which depends on
the Trotter step. The total time the system interacts gov-
erned by the Ising interaction is T ≡ (L + 1)δt, i.e., the
duration of the adiabatic evolution which is simulated.
We note that for the particular example investigated
here, there exist easier and more economical ways of
estimating the parameter. For instance, setting the lo-
cal magnetic field B equal to zero (which we assume to
be able to do here), the remaining Hamiltonian (acting
on two qubits) JX1 ⊗ X2 can simply be applied onto a
state |ϕ〉|0x〉. Using additional pi/4 rotations along the
y-axis on the first qubit, one can convert the Hamilto-
nian to JZ1 ⊗ X2, thereby imprinting the information
on J directly onto the phase. The choice |ϕ〉 = |0x〉 =
(|0〉 + |1〉)/√2 is optimal and leads to Heisenberg scal-
ing in precision, with respect to the total evolution time
T , i.e., δJ2 ≥ (νT )−2 where ν is the number of repeti-
tions. Note that there is no dependence on the system
size, N , here as the evolution applies sequentially on the
two qubits [26].
However, our scheme is not restricted to the Ising
model. It applies to any situation where the parameter
of interest can be estimated using a matchgate circuit as
long as the required interaction in the compressed model
can be realized using the considered Hamiltonian. More-
over, our scheme can also be utilized to cases where the
parameter can only be infered by measuring for instance
(staggered) correlation functions something which would
be impossible using the scheme described above.
C. Matchgate circuits and compressed quantum
simulation
Matchgates are a particular set of two qubit gates
satisfying certain algebraic constraints with applications
in the theory of perfect matchings of graphs [20, 21],
fermionic linear optics [18, 19], as well as one-dimensional
3spin chains [10–12].
A matchgate, G(A,B), is a two qubit gate of the form
G(A,B) =
A11 0 0 A120 B11 B12 00 B21 B22 0
A21 0 0 A22
 , (1)
where Aij are the matrix elements of A (and similarly for
B). The unitary operators A and B act only on states be-
longing to the even and odd parity subspace of two qubits
respectively and satisfy the condition det(A) = det(B).
In what follows we will only consider matchgates (or
products of them) acting on nearest neighbors. Hence,
we call nearest neighbor matchgates in the following sim-
ply matchgates.
Any matchgate, or product of matchgates, can be writ-
ten as
U = e−iH , (2)
where H is a Hermitian operator that can be written as
H = i
2N−1∑
j 6=k=0
hjkxjxk. (3)
Here the matrix h is a 2N × 2N real anti-symmetric ma-
trix [22], and we have introduced the set of 2N Hermitian
operators {xj}j=0,...,2N−1 with (Jordan-Wigner represe-
nation)
x2j =
j−1⊗
k=0
Zk ⊗Xj
N⊗
k=j+1
1lk,
x2j+1 =
j−1⊗
k=0
Zk ⊗ Yj
N⊗
k=j+1
1lk.
(4)
Note that this set of operators generate the Clifford
algebra, C2N , as they satisfy x2j = 1 and the anti-
commutation relations {xj , xk} = 2δjk ∀j, k. The im-
portant property of a matchgate, as given in Eq. (2), is
that its action on any of the generators of C2N can be
shown to give [22]
U†cjU =
2N−1∑
k=0
Rjkck, (5)
where the matrix R ∈ SO(2N) is given explicitly by
R = e4h. (6)
It has been demonstrated that any circuit of match-
gates satisfying the constraints: (i) matchgates act only
on nearest-neighbours,(ii) the input state of the N qubits
is any computational basis state and, (iii) the output of
the circuit is the result of measuring any single qubit in
the computational basis, can be simulated classically ef-
ficiently [19, 20, 22]. Let us call in the following a circuit
fulfilling constraints (i)–(iii) a matchgate circuit (MGC).
The reason why MGC can be classically simulated
efficiently can be easily understood as follows. First,
note that any MGC with input state |k1, . . . kN 〉 (ki ∈
{0, 1}) and Z-measurement on qubit k can be mapped
to an equivalent MGC with input state |0, . . . 0〉 and Z-
measurement on the first qubit [23]. Consider a MGC
where the initial state, |0〉, evolves under the action
of a unitary U given in Eq. (2) followed by a mea-
surement of the observable Z0 = −ix0x1 on the final
state. Defining the 2N × 2N matrix S with components
Sjk = 〈0| (−ixjxk) |0〉, the outcome of the aforemen-
tioned circuit can be written as
〈Z0〉 = 〈0|U† (−ix0x1)U |0〉
=
[
RSRT
]
0,1
.
(7)
As our MGC consists of a sequence of nearest neighbour
matchgates, i.e., U = Um · · ·U1, the 2N × 2N matrix R
can be written as Rm · · ·R1, where Ri is associated to Ui
according to Eq. (6). Moreover, S = 1l ⊗ iY , where 1l is
the N -dimensional identity. Hence, the matrices as well
as their product can be computed efficiently.
In [23] it has been shown that any MGC on N qubits
can be compressed to a universal quantum computation
running on log(m) + 3 qubits. This simulation is efficient
as the size of the compressed computation, i.e., the num-
ber of single and two-qubit gates, is O [M log(N)], if M
denotes the size of the MGC. The main idea here is to ap-
ply the controlled gate, Λ1(U) = |0〉 〈0| ⊗ 1l+ |1〉 〈1| ⊗ U ,
with U = S−1RSRT, to the input state |+〉 |0〉⊗ log(N).
Measuring the operator X on the first system leads to
the desired result, 〈0|RSRT |1〉. Due to the fact that the
required classical side-computation can be performed on
log-space, the computation is performed by the exponen-
tially smaller quantum computer.
D. Ising Hamiltonian and matchgates
We now focus our attention on the one-dimensional
Ising Hamiltonian with transverse magnetic field, and re-
call how the ground state of this Hamiltonian for various
values of its parameters can be obtained via a product of
matchgates acting on |0〉 [10, 11, 27].
The one-dimensional Ising Hamiltonian with transverse
magnetic field,
H(J,B) = −J
N−1∑
j=0
XjXj+1 −B
N−1∑
j=0
Zj
≡ −JH1 −BH0
(8)
describes a one-dimensional chain of spins with nearest-
neighbour coupling interaction of strength J , and a global
magnetic field B. Here, XN ≡ Z˜X0, with Z˜ ≡
⊗N−1
j=0 Zj ,
which corresponds to Jordan-Wigner (JW) boundary
conditions. Using the JW representation, Eq. (4), and
defining the fermionic operators cj ≡ 12 (x2j+ ix2j+1) sat-
isfying the fermionic commutation relations {c†j , c†k} =
{cj , ck} = 0 and {cj , c†k} = δjk, the Hamiltonian of
Eq. (8), can be explicitly diagonalized to [27]
H[a] =
N−1∑
j=0
j
(
a†jaj −
1
2
)
, (9)
4after first performing the Fourier transform
bj =
1√
N
N−1∑
k=0
e−i
2pijk
N ck, (10)
followed by the Bogoliubov transformation
aj = cos
(
θj
2
)
bj − i sin
(
θj
2
)
b†−j (11)
on the fermionic operators. Here −j ≡ N − j and
cos (θj) =
g − cos (ξj)√
1 + g2 − 2g cos (ξj)
,
sin (θj) = − sin (ξj)√
1 + g2 − 2g cos (ξj)
,
(12)
with ξj =
2pij
N and g ≡ BJ . The energies j are given by
j = 2J
√
1 + g2 − 2g cos (ξj). (13)
The ground state of the Hamiltonian in Eq. (9), |G〉,
is the vacuum state |Ω[a]〉 with respect to the a opera-
tors [28]. Clearly the ground state depends on the values
of the coupling strength J and transverse magnetic field
B. To prepare the ground state for a particular value
of g, one could either use the exact diagonalization pre-
sented above [27] or use an adiabatic evolution, starting
from the ground state for g = 0, and slowly evolving the
latter into the ground state for any value of g. We shall
briefly recall how the unitary evolution describing such
an adiabatic evolution can indeed be given as a product
of matchgates.
For our purposes, we will use the spin representation
|Ψ〉 =
∑
i1,...,iN
αi1,...,iN |i1, . . . , iN 〉 (14)
for the fermionic states∑
i1,...,iN
αi1,...,iN (a
†
i )
i1 . . . (a†N )
iN |Ω[a]〉 . (15)
It will be convenient to write the vacuum state, |Ω[a]〉, in
terms of the b modes as |G[b]〉. Due to Eq. (10) only the
modes bj , b−j couple (for j 6= 0, N2 ). Hence, we sort the
modes (qubits) as 0, N2 , 1, N−1, . . . , j,−j, . . . N2 −1, N2 +1.
Having in mind the mapping between the fermionic states
and the spin states and slightly misusing notation (as the
vacuum state can not only be defined for some particular
modes) we consider now a single pair of these modes,
(j,−j). The vacuum state of modes a is then given by
[12]
|Ψj [b]〉j,−j=
[
cos
(
θj
2
)
1l+ i sin
(
θj
2
)
b†jb
†
−j
]
|Ω[b]〉j,−j
(16)
for 1 ≤ j ≤ N2 − 1 and
|Ψ0[b]〉0,N2 =
{
|Ω[b]〉0,N2 for g ≥ 1,
b†0 |Ω[b]〉0,N2 for g ≤ 1 .
(17)
The spin state corresponding to the ground state is
then given by
|G[b]〉 ≡
∣∣∣Ψ˜0[b]〉
0,N2
N
2 −1⊗
j=1
∣∣∣Ψ˜j [b]〉
j,−j
, (18)
where
∣∣∣Ψ˜j [b]〉 denotes the spin state corresponding to
the two–mode fermionic state |Ψj [b]〉. The fact that the
ground state is defined in two different ways, depending
on the value of g, reflects the fact that at g = 1 there is a
level crossing between the ground state and the first ex-
cited state. This, however, does not prevent the adiabatic
evolution from working, as the two states are of different
parity. More precisely, the ground state has even parity
for g ≥ 1 and odd parity for g < 1. However, as we
will see, the adiabatic evolution is a product of match-
gates which by construction preserves the parity. Hence,
preparing the system initially in |0〉, which has even par-
ity, the adiabatic evolution will always result in a ground
state belonging to the even parity subspace.
One way to construct the ground state for a given value
of g is to start with an easily preparable ground state
for some value g0 and use the adiabatic theorem [29–31]
to prepare the ground state for the desired value of g
by slowly varying this parameter form g0 to g. For ex-
ample, the ground state for H(B, J = 0) is simply |0〉,
and it has been shown that an adiabatic evolution from
|0〉 to the ground state |G〉 = |Ψ(B, J)〉 corresponding
to a non-zero value of J can be described in terms of a
MGC [11], up to an error due to the Trotter approxima-
tion. Furthermore, the resulting MGC can be compressed
efficiently, and without additional error, onto a logarith-
mically smaller quantum computer [10] as we briefly now
explain.
Let us now use the notation
H(B, J, t, T ) = −BH0 − J
(
t
T
)
H1, (19)
for the Ising Hamiltonian (see Eq. (8)). Here, t and T are
some real positive coefficients. Note that H(B, J, T, T ) =
H(B, J) and H(B, J, 0, T ) = −BH0 whose ground state
is the state |0〉. Due to the adiabatic theorem, evolv-
ing the state |0〉 under the action of the Hamiltonian
H(B, J, t, T ), with a parameter t (interpreted as the
time) varying from 0 to T , would yield the ground state
|Ψ(B, J)〉 of H(B, J) as long as the ground state energy
is non-degenerate and T is large enough. For this model,
a rough condition on the duration T that guarantees that
the total probability of a transition to any excited state is
negligible reads T  N2 (see [32] and references therein).
The time evolution operator is given by
U˜(B, J, T ) = T
[
exp
(∫ T
0
H(B, J, t, T ) d t
)]
, (20)
where T is the time ordering operator. It was shown that
this unitary can be discretized by a Trotter decomposition
into the unitary [27]
U(B, J, T ) =
L∏
l=0
U0(B) · U1(J, l), (21)
5where
U0(B) = e
iB∆(T,L)H0 , (22)
U1(J, l) = e
iJ lL∆(T,L)H1 , (23)
and ∆(T, L) ≡ T/L + 1. The unitary U(B, J, T ) equals
U˜(B, J, T ) up to an error which scales as O [L∆(T, L)2].
Note that these unitaries can be written in the form given
in Eq. (2) with a quadratic Hamiltonian of the form given
in Eq. (3). The ground state of H(B, J) (with even par-
ity) is then given by
|Ψ(B, J)〉 = U(B, J, T ) |0〉 (24)
up to the error aforementioned. Another method to pre-
pare the ground state would be to use the exact diagonal-
ization presented before (see also [12, 27]). As this diag-
onalization is achieved via matchgates, the ground state
can be generated by applying the corresponding unitary
to the initial state |0〉.
E. Metrology
In this subsection we review the main tools and results
of quantum metrology. Here, and throughout, we will
adopt the frequentist (local) estimation scenario, where
the parameter of interest is known to lie within a very
narrow range of parameter values.
In local quantum metrology a sensing system, or sys-
tems, is initialized in a known state, |ψ〉, and undergoes
some dynamical evolution that imprints the parameter g
onto its state. The sensing system is then measured. Re-
peating this procedure a large number of times allows one
to obtain the requisite statistics from the measurement
outcomes which are then used to extract an estimate gˆ of
the parameter.
For unbiased estimators, the precision in estimation
of a local metrology protocol is quantified by the mean
squared error, δg2 ≡ (g−gˆ)2. The goal is to minimize this
quantity for a fixed number of resources of a given metrol-
ogy protocol. If the dynamical evolution is “digitalized”,
i.e., consists of accessing a fixed dynamical evolution a
given number of N times, then the total resources for the
protocol are the total number of calls N . This situation
corresponds to the well studied case of phase estimation
where g ∈ (0, 2pi] [2, 3]. Notice that sequential protocols,
where N sequential calls to the evolution are made with a
single sensing system, and a parallel protocol, where the
N calls are made in parallel by employing N probes each
of which senses the evolution once, use the same total
number of resources.
For “analog” dynamical evolutions, where the “num-
ber of calls” is a continuous parameter t corresponding
to the time each sensing system is subjected to the evo-
lution, the total resources of a given metrology protocol
are T = Nt, where N is the number of probes used. This
corresponds to the case of frequency estimation, where
g = ω and T can be controlled by the experimenter [1].
Observe now that in order for a sequential and paral-
lel strategy to utilize the same amount of resources, the
single sensing system has to undergo the dynamical evo-
lution for a time T =
∑N
n=1 τ(n), where τ(n) is the time
probe system n undergoes the evolution in the parallel
strategy.
In the absence of noise, which will be the assumption
throughout this work, the dynamical evolution is given
by the unitary operator Ug (Ugt) where Ux = e
ixH , for
the case of digital (analog) evolution respectively. For
local Hamiltonians, H =
∑N
i=1 h
(i), the use of entan-
glement allows for a quadratic improvement in preci-
sion, δg2 = (νN2)−1 (δg2 ≥ (ν(Nt)2)−1 = (νT 2)−1),
over the best known classical strategy, δg2 = (νN)−1
(δg2 ≥ (νNt)−1 = (νT )−1) where ν denotes the num-
ber of repetitions of the experiment. These are known
as the Heisenberg and Standard quantum limits respec-
tively. Both limits can also be achieve by a sequential
strategy as well.
In order to achieve the aforementioned limits, one must
optimize over all possible initial states of the sensing sys-
tem as well as over all possible measurements. This is
done as follows; by the quantum [33, 34] Crame´r-Rao in-
equality [35], the mean squared error is lower bounded
by
δg2 ≥ 1
νI[ρ(g)] , (25)
where
I[ρ(g)] = tr[ρ(g)Lg], (26)
is the quantum Fisher information of the state ρ(g) and
Lg is the operator satisfying
dρ(g)
dg =
1
2 (Lgρ(g) + ρ(g)Lg)
known as the symmetric logarithmic derivative. For a
given initial state, ρ, the measurement maximizing the
quantum Fisher information has the eigenprojectors of
Lg as its measurement operators. Thus, all that remains
is to maximize over all possible initial states of the probe.
In the noiseless case, it can be shown that the optimal
states are of the form |ψ〉 = 1√
2
(|λmin〉+ λmax), where∣∣λmax(min)〉 are the eigenstates of H corresponding to the
maximal (minimal) eigenvalue.
However, the optimal states and corresponding optimal
measurement given above do not satisfy the conditions
needed for MGC. Indeed, even if the state is a compu-
tational basis state, the corresponding optimal measure-
ment, given by the symmetric logarithmic derivative, for
the case of the Ising Hamiltonian cannot be compressed.
In order for the entire metrology protocol to be a MGC
(and hence compressible) we require a suitable Hermitian
operator, A whose expectation value allows us to infer the
parameter of interest with Heisenberg limited precision.
To that end, we will find it more convenient to compute
the mean square error in our estimation in a different
way: using standard error-propagation.
The error propagation formulae relates the variance of
the operator A with respect to the state |ψ(g)〉, ∆2A(g) ≡〈
ψ(g)
∣∣A2∣∣ψ(g)〉−〈ψ(g)|A|ψ(g)〉2, to the squared error in
the estimation of the parameter, δg2 as (see Appendix A)
δg2 =
∆2A(g)
|∂i〈A(g′)〉|g′=g|2
. (27)
It is this formula that will be most useful to us throughout
the remainder of this work.
6For the the particular case of the Ising Hamiltonian
it has been demonstrated that in the absence of noise
the best quantum mechanical strategy, indeed offers
a quadratic improvement over the best classical strat-
egy [14]. Moreover, as the Ising Hamiltonian exhibits a
phase transition, an alternative approach, based on the
ground state overlap between two ground states near the
phase transition point [15, 16, 24, 25, 36] has also been
shown to yield super-classical scaling, even at non-zero
temperature [17]. As the ground states near the phase
transition change drastically, this implies that there ex-
ists a measurement for which one can estimate either J
or B (assuming the other is known) with high precision
around the phase transition point. Note that, whilst in
general one still needs to perform a complicated measure-
ment, a scheme employing a much more experimentally
friendly measurement that still achieves Heisenberg lim-
ited precision has been proposed [16].
In the next section we use the ideas [15, 16, 24, 25, 36]
and construct an observable such that the entire protocol
can be simulated on an exponentially smaller quantum
computer.
III. COMPRESSED METROLOGY OF THE
ISING MODEL
In this section we shall show how to combine the ideas
of compressed simulation for the Ising Hamiltonian, in
order to perform a quantum metrology protocol for the
precise estimation (i.e., at the Heisenberg limit) of the
interaction strength J . Specifically, by starting from the
ground state of the Ising Hamiltonian for B = 0, we will
adiabatically evolve the ground state until B ≈ J , and
then measure the expectation value of an adequate ob-
servable such that the entire circuit is a MGC. We will
show that with just two probe qubits which are interact-
ing with each other via the Ising interaction and logN
additional qubits we are able to infer a precise estimate
of J as if we had used the Ising Hamiltonian for N system
probes.
A natural candidate for inferring the information about
the coupling parameter J would be the magnetization.
However, as we show in Appendix B, measuring the mag-
netization would only lead to a suboptimal scaling in the
uncertainty. We stress that this result is not in contra-
diction with the results of [16] as here we are attempting
to infer the value of J from the expectation value of the
magnetization. In contrast [16] measures in the eigen-
basis of the magnetization to obtain the corresponding
probability distribution from which an efficient estima-
tor is constructed. Note that such a circuit could not be
compressed as all qubits need to be measured at the end.
We will show now that the expectation value 〈B(g)〉,
where here and in the following we use the notation g =
(B, J), with
B ≡ b†1b1, (28)
estimates J with optimal scaling (see also Appendix B).
In order to do so, let us compute the scaling of the deriva-
tive and the variance of B as a function of N around the
phase transition. Using the scaling of these two functions
and Eq. (27) we calculate the scaling of the uncertainty
∆g.
The expectation value 〈B(g)〉 can be computed in an
analogous way as in Appendix B. We find that
〈B(g)〉 = 1
2
1 + cos ( 2piN )− g√
1 + g2 − 2g cos ( 2piN )
 . (29)
Computing the derivative with respect to g leads to
〈B(g)〉′ = − sin
(
2pi
N
)2
2
[
1 + g2 − 2g cos ( 2piN )] 32 . (30)
Using sin(x) = x and cos(x) = 1− x22 for small x, one can
verify that 〈B(g)〉′|g=1 ∼ O(N) for large N . Moreover,
as 〈B2〉 = 〈B〉 it follows that
Var [B(g)] = sin
(
2pi
N
)2
4
[
1 + g2 − 2g cos ( 2piN )] , (31)
and making the same approximations as above for g = 1
one obtains Var [B(g)] |g=1 ∼ 1/4.
From the scaling of the derivative and the variance of
B at g = 1, we can then conclude that using 〈B(g)〉 in
order to estimate g around the phase transition, yields
an uncertainty
(∆g|B,g=1)2 = Var [B(g)] |g=1
[〈B(g)〉′|g=1]2
∼ O (N−2) , (32)
meaning that an optimal scaling in the estimation of g is
achievable with this operator.
One might wonder whether it is also possible to com-
press the metrological protocol if we perform the optimal
measurement obtained from the eigenbasis of the sym-
metric logarithmic derivative (see Sec. II E). To see that it
cannot simply observe that this measurements requires to
project the final state onto the computational basis of all
N qubits, which cannot be done in a compressed way. In
the next subsection we discuss how a compressible match-
gate circuit can be constructed to measure 〈B(g)〉.
A. Compressed circuit to measure 〈B(B, J)〉
We use here the results recalled in Sec. II to compress
an N -qubit matchgate circuit whose output is 〈B(g)〉. In
order to make sure that this compressed circuit can be
realized, we must ensure that the whole computation can
be done employing only the Ising interaction (acting only
on two qubits), and local operations, as we have only this
interaction at our disposal.
As recalled in Sec. II (see also [10, 11]), the ground state
of the even-parity subspace of the Hamiltonian, is given
by |Ψ(B, J)〉 = U(B, J) |0〉, where the unitary U(B, J)
is given in Eq. (21) [37]. Hence, the expectation value of
B(B, J) is given be
〈B(B, J)〉 = 〈0∣∣U†(B, J)BU(B, J)∣∣0〉 . (33)
In order to derive now a compressed circuit leading to
this expectation value, we need to express B in terms of
7the Majorana operators xj . Using the mapping between
b and c operators given in Eq. (10) and the mapping
between c operators and Majorana operators we find
B[x] = 1
4N
N−1∑
j,k=0
ei
2pi
N (k−j) (x2jx2k + x2j+1x2k+1
+i x2jx2k+1 − i x2j+1x2k)
=
2N−1∑
l,m=0
bl,mxlxm ,
(34)
where
bl,m =

1
4N e
i 2piN (k−j) for (l,m) = (2j, 2k) ,
i
4N e
i 2piN (k−j) for (l,m) = (2j, 2k + 1) ,
−i
4N e
i 2piN (k−j) for (l,m) = (2j + 1, 2k) ,
0 otherwise,
(35)
for j, k ∈ [0, N − 1]. Using this expression of B it is
straightforward to see that
〈B(B, J)〉 =
2N−1∑
j,k=0
bj,k
〈
0
∣∣U†(B, J)xj xk U(B, J)∣∣0〉
= −1
2
〈
Φ
∣∣R(B, J)YmRT(B, J)∣∣Φ〉 ,
(36)
where R(B, J) denotes the “compressed gate” cor-
responding to U(B, J) (see Eq. (6)) and |Φ〉 =⊗m−1
l=0
(
|0〉+ei2pi2l−m |1〉√
2
)
⊗ |+y〉 . This expression repre-
sents the outcome of a quantum circuit like the one de-
picted in Fig. 1, where the initial (m+ 1)-qubit state |Φ〉
is transformed by the real orthogonal matrix RT(B, J)
and the operator Ym (last qubit) is measured on the out-
put state. In [11, 23] the gate R(B, J) has been shown to
be of the form
R(B, J) =
L∏
l=0
R0(B)R1(J, l), (37)
where R0(B) = e
−4B∆h0 and R1(J, l) = e−4J
l
L∆h1 corre-
spond to U0(B) and U1(J, l) given in Eq. (22) respectively.
Here, ∆ = T/L+ 1 (see Sec. II ), h0 = i
1
2 (1l⊗ Ym), and
h1 = Ah0A
†, where
A =
2N−2∑
j=0
|j + 1〉 〈j|+ |0〉 〈2N − 1| . (38)
B. Implementation of the compressed circuit using
the Ising interaction between two qubits and local
operations
In order to implement now the compressed circuit pre-
sented above with the interactions we have at our dis-
posal, we need to decompose the gates R0(B) and R1(J, l)
into local gates and unitary evolutions corresponding to
the Ising interaction. We will show that this can be
achieved employing the Ising interaction at B = 0 acting
only on two qubits.
FIG. 1. Schematic representation of the compressed quantum
circuit which can be used to measure 〈B〉(B, J). The initial
state is the (m+ 1)-qubit state |Φ〉, which is a product state
of m single-qubit states |ϕl〉 = 1√2
(
|0〉+ ei2pi2l−m |1〉
)
, for
0 ≤ l ≤ m−1 and one single-qubit state |+y〉. The initial state
is transformed by an orthogonal transformation RT, which is
decomposed into more elementary operations in Fig. 2. The
circuit ends with a measurement of the last qubit on the Y
basis.
Using that h0 = −i/2 (1l⊗ Ym) we have RT0 (B) = 1l ⊗
S0(B), where S0(B) = e
−i2B∆Y is a single qubit gate
acting on qubit m. It can be easily seen that RT1 (J, l) =
A (1l⊗ S1(J, l))A†, where
S1(J, l) = e
−iJτ(l)Y (39)
with τ(l) = 2l∆/L [11]. It is important to note here
that the operator A does not depend on any parameters
of the Hamiltonian. Hence, the gate RT(B, J) can be
decomposed into a product of terms of the form depicted
in Fig. 2.
FIG. 2. Here we have depicted the decomposition of one Trot-
ter step of the matrix RT into more elementary operations.
The gate RT, whose transpose is given in Eq. (37) consists of
a product of L + 1 similar steps. The unitary operation A,
given in Eq. (38), can be implemented as a product of m con-
trolling operations, as is shown in Fig. 3. Furthermore, the
single qubit gate S1, depends on the unknown parameter J ,
which we wish to estimate. In Fig. 4 we show how this single
qubit gate can be implemented as a time evolution under the
action of a two qubit Ising Hamiltonian.
Let us remark here that the operator A, which corre-
sponds to the operation that maps |j〉 to |j + 1 mod(N)〉
for any j, is decomposable into the simple product of
controlled operations
A =
m∏
l=0
Λl+1,...,m(Xl), (40)
which can then be implemented by a product of m + 1
controlling operations, as is depicted in Fig. 3 [11].
The only gate which depends on the unknown parame-
ter J is the single qubit gate S1(J, l). As we have only the
8FIG. 3. Decomposition of the unitary A given in Eq. (40) as
a product of m controlled-X gates and a single X-gate acting
on the last qubit. This operation corresponds to the mapping
of |j〉 to |j + 1 mod(N)〉 for any j. As O(k) elementary gates
can be used to implement a k-qubit controlled-X operation
[38], A is implementable with O(m2) elementary gates.
Ising interaction (which depends of course on J) at our
disposal, we will construct now a circuit, which simulates
the action of S1(J, l) using H(B, J) acting only on two
qubits. Utilizing a single auxiliary qubit the gate S1(J, l)
can be replaced by the two qubit gate
RXX(J, l) = e
−iJτ(l)X⊗X (41)
assisted with local operations which do not depend on J .
As RXX(J, l) can be implemented by letting two qubits
evolve for a time τ(l) with interactions governed by an 2-
qubit Ising Hamiltonian from the family of Hamiltonians
H(B, J) (by setting the magnetic field B—over which we
have full control—to zero) this achieves the goal.
To see this, we use an auxiliary qubit initialized in the
state |+〉. Denoting now by H˜ ≡ 1√
2
(X + Y ), the unitary
for which H˜XH˜ = Y holds, we have
S1 |j〉 |+〉a = e−iJτ(l)Y⊗1la |j〉 |+〉a
=
(
H˜ ⊗ 1la
)
e−iJτ(l)X⊗Xa
(
H˜ ⊗ 1la
)
|j〉 |+〉a
(42)
for j = 0, 1, where a denotes the auxiliary system. That
is, if the auxiliary qubit is prepared in the state |+〉, then
the gate S1(J, l) can be substituted by the two-qubit gate
S˜1(J, l) ≡
(
H˜ ⊗ 1la
)
RXX(J, l)
(
H˜ ⊗ 1la
)
, (43)
as also depicted in Fig. 4.
FIG. 4. In this figure we depict the implementation of the
single qubit S1(J, l) using an auxiliary qubit prepared in the
state |+〉 and the two-qubit gate RXX(J, l) which can be im-
plemented by letting two qubits evolve with interactions gov-
erned by a two-qubit Hamiltonian H(B = 0, J), for a time
τ(l) = 2l∆/L.
In summary, we have that the expectation value of
B(B, J) can be measured using the following circuit.
i) The system is prepared in the (m + 2)-qubit state
|Φ〉 = ⊗m−1l=0 ( |0〉+ei2pi2l−m |1〉√2
)
⊗|+y〉 |+〉a, where a
denotes the auxiliary system.
ii) The system evolves for a particular value of J ac-
cording to the operator RT(B, J) (see Eq. (37)),
where RT0 is replaced by R
T
0 ⊗ 1la and in R1 =
A[1l ⊗ S1(J, l)]A†, S1(J, l) is replaced by the two-
qubit gate S˜1(J, l), given in Eq. (43). This is
achieved by sequentially applying the gates which
do not depend on the Hamiltonian parameters to
the system and then letting the m–th qubit and the
auxiliary qubit interact due to the Ising interaction
(for B = 0) and for a time τ(l) = 2l∆/L.
iii) Finally the operator Ym is measured (on qubit m)
to retrieve the expectation value of B at the value
J .
As shown above, this expectation value can be used to
estimate the parameter J optimally.
Let us now review the resources required in order to
measure 〈B(B, J)〉 using the above compressed circuit.
The latter utilizes m + 2 qubits upon which a sequence
of gates simulating L + 1 Trotter steps of an adiabatic
evolution runs for a duration T . Each Trotter step l,
for 0 ≤ l ≤ L can be implemented using O(m2) ele-
mentary gates and an infinitesimal time evolution step,
governed by the 2-qubit Ising Hamiltonian, for a time
τ(l) = 2l∆/L, where ∆ = T/(L + 1) . Notice that
the O(m2) control gates do not involve the interaction
Hamiltonian in any way and are thus not part of the
available resources. The latter are simply the total time
the Ising Hamiltonian has to be used and is given by∑L
l=0 τ(l) = T . As already mentioned in Sec. II B there
exists a simpler strategy that also achieves the Heisen-
berg limit with the same resources T . This strategy
consists of preparing the two qubit state |0x〉 |0〉 and se-
quentially subjecting it to the modified Ising interaction(
ei
pi
4 Y ⊗ 1l) (JX1⊗X2) (eipi4 Y ⊗ 1l), where the control gate
ei
pi
4 Y is applied on the first system.
Unlike the above strategy, in order for our simulation to
work we need to ensure that the digital-adiabatic evolu-
tion which we are using [see Eq. (21)] equals the true adi-
abatic evolution up to a small enough error which scales
as O(L∆2). It was shown that the choice T  O(N2)
guarantees that the simulated adiabatic evolution gener-
ates the ground state of the Ising model with probability
1 [32]. As a result the number of Trotter steps, L, has
to be chosen such that the error in the discretization of
the adiabatic evolution is negligible. Moreover, this error
must not exceed the error in the estimation of 〈B(B, J)〉.
We find that L = O(N5) Trotter steps are needed to
satisfy both these conditions.
We stress that even though our digital-adiabatic evolu-
tion requires L calls to the Ising interaction, the duration
of each call is such that the total time the Ising interac-
tion is used is T . This is to make sure that our simulation
of the adiabatic evolution of the ground state followed by
the measurement of B is as faithful as possible.
IV. CONCLUSION
We have shown how compressed quantum computation
can be used to simulate a quantum metrology protocol
for the estimation of the interaction strength of a one di-
mensional Ising chain of N spins. Specifically, we have
9shown how a specific metrology protocol utilizing N spins
can be simulated on a quantum computer that uses only
log(N) qubits and still achieves optimal precision scal-
ing, namely O(N−2). The protocol simulated consists
of preparing the N systems in the ground state of the
Ising Hamiltonian with zero magnetic field and adiabat-
ically evolving the system to the phase transition point
B ≈ J before measuring the single fermionic mode ob-
servable B of Eq. (28). As such a circuit is a match gate
circuit, it can be efficiently compressed onto an exponen-
tially smaller quantum computer.
While for the example considered here a simpler strat-
egy yielding the same optimal precision exists, we believe
that the idea of running a compressed metrology protocol,
as outlined in this paper, can be useful when the param-
eter of interested has to be estimated from the measure-
ment outcomes of staggered correlation functions, or for
instances where the exotic states and measurements (and
intermediate control operations) are difficult to physically
implement.
Finally, an interesting direction for future work would
be the study of how different types of noise processes
manifest themselves in the compressed protocol and
whether the inclusion of additional techniques [8] can
be utilized to combat noise more efficiently in the com-
pressed protocol.
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Appendix A: Precision estimation using a Hermitian
operator
In this section we use standard error-propagation to de-
termine the error in our estimate, gˆ, of the true parameter
g, when our measurement operator is equal to the Her-
mitian operator A =
∑
x x |x〉 〈x| and the measurement
outcome is the expectation value of A with respect to the
state pure state |ψ(g)〉, i.e.,
〈A(g)〉 = 〈ψ(g)|A|ψ(g)〉
=
∑
x
x |〈ψ(g)|x〉|2 . (A1)
Now let us denote the prior probability distribution
over the parameter g as p(g). Then the average value of
〈A(g)〉
Eg (〈A(g)〉)=
∫
dgp(g)〈A(g)〉 (A2)
Now consider Eg (〈A(g′)〉), where g′ ≡ g+δg ∈ R. Taylor
expanding the operator A(g) to first order in δg,
A(g′)=A(g) +
dA(g′)
dg′
|g′=g δg, (A3)
one obtains
Eg (〈A(g′)〉)=Eg (〈A(g)〉) + dA(g
′)
dg′
|g′=g , (A4)
where ≡ ∫ p(g)δgdg. It therefore follows that the aver-
age error of the expectation value 〈A(g)〉,
∆2〈A(g)〉 ≡
∫
p(g)
{
Eg (〈A(g)〉)−A(g + δg)
}2
dg
=
(
dA(g′)
dg′
|g′=g
)2
σ2,
(A5)
where σ2 ≡ ∫ p(g)δg2dg is the mean square error of our
estimation. Hence
σ2 =
∆2〈A(g)〉(
dA(g′)
dg′ |g′=g
)2 . (A6)
Observe that for a sufficiently narrow prior, i.e., p(g) =
δ(g0−g), which is the case considered in local estimation
one obtains
δg2 =
∆2A(g)(
dA(g′)
dg′ |g′=g
)2 (A7)
where
∆2A(g) =
∑
x
(x− 〈A(g)〉)2 |〈x|ψ(g)〉|2
=
〈
ψ(g)
∣∣A2∣∣ψ(g)〉− 〈ψ(g)|A|ψ(g)〉2 , (A8)
which is the result of Eq. (27).
Appendix B: Using the magnetization as an
estimator of g
In this section we discuss the use of the magnetization
of the state |Ψ〉 as an estimator of the parameter J of the
Ising Hamiltonian, i.e., the expectation value 〈M(B, J)〉
with M = 1N
∑N−1
j=0 Zj . We compute the scaling of the
error in the estimation of J as a function of N . For sim-
plicity, in this section and in the following, we are going
to use the variable g = B/J . As we assume full control of
parameter B, estimating g is equivalent to estimating J .
Furthermore, we are always going to consider measure-
ment of observables on the state |Ψ〉 defined in Sec. II D.
Therefore, we are going to use the simplified notation
〈A(B, J)〉 ≡ 〈Ψ|A|Ψ〉 and Var(A) ≡ 〈A2〉 − 〈A〉2 to refer
to the expectation value and the variance of an operator
A measured over the state |Ψ〉.
The motivation to choose the magnetization as an es-
timator of the parameter g is twofold. On the one hand,
a matchgate circuit to measure 〈M(g)〉 can be easily
constructed, and compressed in the way discussed in
Sec. II C. On the other hand the magnetization shows
an abrupt behavior at the phase transition, which is re-
flected by its derivative reaching its maximum value at
g = 1. Due to the dependency of ∆g on the derivative, a
large value of 〈M(g)〉′ allows for an estimation of g with
better precision about g = 1.
In the following we compute 〈M(g)〉, 〈M(g)〉′ and
Var (M(g)). Using these functions, the error ∆g can be
computed according to Eq. (27). As we will see, although
the scaling of ∆g is relatively better at the phase tran-
sition, it remains sub-optimal, in the way discussed in
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Sec. II E. However, from the calculations presented in this
section we are able to construct another observable which
can be used instead of the magnetization operator, and
from which one can estimate g with optimal scaling.
Using the Jordan-Wigner transformation given in
Eq. (4) and the Fourier transformation given in Eq. (10),
the magnetization operator M can be written in term of
the b operators as
M [b] =
1
N
N−1∑
j=0
(
bjb
†
j − b†jbj
)
. (B1)
Combining this equation with the expression of the state
|G[b]〉, Eq. (18), we have that
M [b] |G[b]〉 = 1
N
2 ∣∣∣Ψ˜[b]〉+ N2 −1∑
j=1
|Ω0[b]〉
⊗ |ζj [b]〉
 N2 −1⊗
k=1,k 6=j
∣∣∣Ψ˜k[b]〉
 ,
(B2)
where |ζj [b]〉 ≡
(
bjb
†
j − b†jbj + b−jb†−j − b†−jb−j
) ∣∣∣Ψ˜j [b]〉.
It follows that the expectation value of the magnetization
is given by
〈M〉 = 1
N
2 + N2 −1∑
j=1
〈
Ψ˜j [b]
∣∣∣ζj [b]〉

=
2
N
1 + N2 −1∑
j=1
(
1− 2v2j
) .
(B3)
Recalling that 1 − 2v2j = cos (θj), given in Eq. (12), the
above expression can be written explicitly as a function
of g as
〈M(g)〉 = 2
N
1 + N2 −1∑
j=1
g − cos(ξj)√
1 + g2 − 2g cos(ξj)
 . (B4)
Consequently, the derivative of the magnetization with
respect to g leads to the expression
〈M(g)〉′ = 2
N
N
2 −1∑
j=1
sin2(ξj)
[1 + g2 − 2g cos(ξj)]
3
2
. (B5)
Evaluating numerically for g = 1, one can see that
for large N the function 〈M〉′/ log(N) tends asymp-
totically to a constant value. Therefore we conclude
that the derivative about the phase transition scales as
〈M(g)〉′|g=1 ∼ O[log(N)].
The variance of the magnetization, given by
Var [M(g)] = 〈M2(g)〉 − 〈M(g)〉2 can be computed in
a similar way to 〈M(g)〉, to obtain
Var [M(g)] =
4
N2
1 + N2 −1∑
j=1
sin2 (θj)

=
4
N2
1 + N2 −1∑
j=1
sin2(ξj)
1 + g2 − 2g cos(ξj)
 .
(B6)
For large N the sum in the previous expression can be ap-
proximated by an integral which for g = 1 scales asO(N).
Therefore, the variance scales as Var (M(g)) |g=1 ∼
O (N−1).
In conclusion we have that using 〈M(g)〉 as a way to
estimate the parameter g, yields an error in the estima-
tion, which close to the phase transition is given by (see
Eq. (27))
(∆g|M,g=1)2 = Var [M(g)] |g=1
[〈M(g)〉′|g=1]2
∼ O (N log(N))−1 .
(B7)
Hence, using the magnetization as an estimator, g can be
estimated only with a suboptimal scaling on its uncer-
tainty.
One can notice that although 〈M(g)〉′ scales as N ,
some of the terms in the sum in Eq. (B5) scale more
rapidly (e.g. the term with j = 1), but they are aver-
aged down by the global factor 2N−1. This suggest that
a different observable than M , where only the term with
j = 1 is considered in Eq. (B1), could be used to esti-
mate g with a better scaling than the one achieved with
the magnetization, as we show in the main text.
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