In this paper we find explicit lower bounds for Dirichlet eigenvalues of a weighted quasilinear elliptic system of resonant type in terms of the eigenvalues of a single p-Laplace equation. Also we obtain asymptotic bounds by studying the spectral counting function which is defined as the number of eigenvalues smaller than a given value.
Introduction
In this work we will study the following nonlinear eigenvalue problem: in Ω with zero Dirichlet boundary conditions, u = v = 0 on ∂Ω. Here, Ω ⊂ R N is a bounded open set with smooth boundary ∂Ω, r ∈ L ∞ (Ω) is a strictly positive function, r(x) m > 0 (less regularity conditions on r and ∂Ω are enough, see the remarks at the end of the paper), λ ∈ R is the eigenvalue parameter, 1 < q p < +∞, and α, β are positive constants satisfying
The eigenvalue problem for (1.1) was studied in several works, let us mention among them Boccardo and de Figueiredo [4] , Fleckinger, Manásevich, Stavrakakis, and de Thélin [18] , Maná-sevich and Mawhin [22] , and the references therein.
In particular, the first or principal eigenvalue has deserved a great deal of attention, and several properties were analyzed like existence, unicity, positivity, and isolation in bounded or unbounded domains, with different boundary conditions and with or without weights (and for the weighted problem, indefinite and singular weights were considered). Also, the positivity of both associated eigenfunctions can be found in the literature. We refer the interested reader to [1, 9, 13, 21, 27, 31] among others.
The existence of a sequence of variational eigenvalues {λ k } of problem (1.1) was proved in [7] by using the abstract theory developed by Amann in [2] , and the existence of generalized eigenvalues was obtained in [8] .
We want to remark that all the bounds hold for the variational eigenvalues of the system (1.1). That is, the values λ k defined as It is not known, even for a single equation, that this set of λ k 's exhaust the whole spectrum, with the exception of the one-dimensional problem. In the 1D case, it was proved in [30] (see also [14] ) that the spectrum for a single equation consists exactly of the set of variational eigenvalues. In the case of the system this is not known even in the 1D case.
Throughout this work, the eigenvalues are counted repeated according to their multiplicity. We say that λ k has multiplicity r if λ k−1 < λ k = λ k+1 = · · · = λ k+r < λ k+r+1 . In this case, it is a well-know fact that the set of eigenfunctions K λ k has genus greater or equal that r. See, for instance, [20] .
Observe that in this problem, if (u, v) is an eigenfunction associated to λ k then (u, −v) is also an eigenfunction associated to the same eigenvalue.
In [8] , an upper bound of the first eigenvalue was obtained in terms of the first eigenvalue of the p-laplacian and, for the one-dimensional problem, upper bounds for all the variational eigenvalues were obtained, namely
Here, Λ p,k stands for the kth eigenvalue of the one-dimensional p-laplacian, and m is the lower bound of the weight. Remark that (1.2) holds for the 1D problem. In the general case, (1.2) holds only for the first eigenvalue (cf. with [8] ).
In one space dimension, by using that Λ p,k ∼ (π p / Ω r 1/p ) p k p when k → ∞ (see [14] ), we obtain the asymptotic upper bound
(throughout this work, we will write f ∼ g to denote that lim k→∞ f/g = 1). Let us note that inequality (1.2) is an explicit upper bound of λ k , whereas (1.3) is an asymptotic bound. It would be desirable to obtain also lower bounds due to several applications to bifurcation problems, anti-maximum principles, and existence or non-existence of solutions (see for example [3, 11, 12, 16, [27] [28] [29] 31] ). However, the results in [8] and [13] only gives lower bounds of the first eigenvalue.
Hence, in this paper we give explicit and asymptotic lower bounds for the kth eigenvalue of a system in Ω ⊂ R N . The asymptotic bounds depend on the smaller exponent of the system, q, instead of p:
when k → ∞, and explicit lower bounds depends on a combination of the eigenvalues of both the p-and q-laplacians.
Also, by different techniques of those in [8] , we give asymptotic upper bounds for the kth variational eigenvalue of (1.1).
When p = q, our bounds give the correct order of growth of the kth variational eigenvalue of a system in any dimension N 1. We have
where the constants c, C depends only on p, r, N and the measure of Ω.
In the one-dimensional case we have a better result when α = β, namely
For a single p-laplacian equation without weight the order of growth of the eigenvalues was given in [20] , ck p/N Λ p,k Ck p/N , and better asymptotic constants c, C were computed in [19] . A better order of growth was conjectured in that paper, namely Λ p,k ∼ Ck p/N . This was achieved for weighted problems only for N = 1 with different techniques in [14, 23, 24] .
In order to prove the asymptotic bounds, we will study the spectral counting function N(λ) defined as N(λ) = #{k: λ k λ}, where 0 < λ 1 · · · λ k · · · are the variational eigenvalues previously defined and we will find asymptotic bounds for its growth. Let us note that inequalities like ck b λ k Ck a , for certain constants c, C and exponents a, b could be stated equivalently in terms of N(λ) as
The main tool used in this work is a generalization of the Dirichlet-Neumann bracketing together with comparison and variational arguments.
We will consider first the special case N = 1. In that case, Eq. (1.1) reads (1) If q < p, then
Remark 1.2. The constants c 1 , c 2 , C 1 , C 2 in Theorem 1.1 can be computed explicitly. In fact, from the proof of the theorem, it follows that
Of independent interest is the upper bound for N(λ) in Theorem 1.1. We derive it for a different eigenvalue problem which gives explicit lower bounds for the eigenvalues of the system. We state it separately here, and Section 3.1 is devoted to its proof. Let us note that Theorem 1.3 gives explicit lower bounds, which holds for every k ∈ N. Similar results are valid for the N -dimensional case. In Section 4 we consider problem (1.1). The results are slightly worse than the previous ones, and for brevity, we will consider only the case r ≡ 1. The general case follows by using the Sturm theory and the bounds m r M [19] . (
Remark 1.5. As in Theorem 1.1 the constantsc 1 andc 2 can be computed explicitly. In fact,
However, the constantsC 1 andC 2 depend on the lower bound for the kth eigenvalue of the p-laplacian given in [20] (see also [19] ) which are not known explicitly. In particular, the dependence of these constants on p (or q) is not well understood.
The missing item in Theorem 1.4 we can only prove it when p = q = 2 and α = β = 1, which is related to the bilaplacian with Navier's boundary conditions:
However, a subtle detail concerning the signs of solutions must be considered. See Remark 3.6 at the end of the proof of Theorem 1.1.
We close the paper with Section 5, where some generalizations and open problems will be briefly discussed.
Some previous results
In this section we recall some previous results which will be needed in the rest of the paper. The only new result is Proposition 2.7, which has some interest since it provides an explicit lower bound for the first eigenvalue of the N -dimensional p-laplacian.
Variational setting
The variational characterization of eigenvalues follows from the abstract theory developed by Amann (see [2] ).
A proof of the existence of infinitely many eigenpairs for problem (1.1) can be found in [10] . By an eigenpair of problem (1.1), we mean a pair
It is convenient to work with the variational characterization of the eigenvalues, defined through the Rayleigh quotient,
where C k is the class of compact symmetric
This approach is due to Browder [6] , and following Riddell [26] it is easy to prove the equivalence between (2.1) and the characterization of the eigenvalues given by Amann's theory, see for example [8] .
For the one-dimensional p-Laplace equation
where now we work on the space W
One-dimensional case
For the one-dimensional case and constant weight r ≡ 1, all the eigenvalues and eigenfunctions can be found explicitly as in [10] . We state this result in the next lemma: 
The function sin p (x) is obtained by integrating Eq. (2.2), its first zero is π p , given by
Moreover, they coincide with the variational eigenvalues. In [14] In the case r ≡ 1 this theorem is due to [10] (see also [30] ).
The spectral counting function
We will study the spectral counting function N(λ) of problem (1.1) defined as
where the sequence {λ k } k∈N is defined in (2.1).
Sometimes we will use N sys (λ), N p (λ), and N q (λ) to denote the eigenvalue counting functions of the system, the p-laplacian and the q-laplacian, respectively. If confusion could arise, we will write N(λ, Ω) to denote explicitly the set Ω where the eigenvalue problem is considered, and also N D (λ) and N N (λ) to indicate the Dirichlet and Neumann boundary conditions, although in this work we will avoid the Neumann boundary condition.
The main tool in order to obtain the asymptotic expansion of N(λ) is the Dirichlet-Neumann bracketing. The following proposition can be found in [14] : 
That is,
For a proof, see [14, 24] 
The N -dimensional case
In order to find a lower bound for N(λ) we need to find an upper bound of Λ p,1 which enable us to bound the number of eigenvalues of the system less than a given λ. We will follow the ideas in [19] , by fixing a value of λ and by covering Ω by a grid of squares of side L such that the number of eigenvalues of the p-laplacian in each square would be equal to one.
The following result is proved in [19, 20] 
However, the main drawback of applying this result is the fact that we ignore the precise values of the constants c p , C p .
Hence, we will compute explicit upper and lower bounds of Λ p,1 by using the first eigenvalue ν p,1 of the pseudo p-laplacian on a square Q L of side of length L with a constant coefficient r ≡ 1:
that is,
As in [20] , given Ω we consider two squares Q 1 ⊂ Ω ⊂ Q 2 , and the bounds follow from the following two propositions: 
is the first eigenpair of the pseudo p-laplacian on Q L . This result follows by separation of variables, and u p,1 is the first eigenfunction since there exists only one positive eigenfunction of the pseudo p-laplacian (see [5] ). The proof is complete. 2
One-dimensional case
We will divide the proof of Theorem 1.1 in several lemmas, finding lower and upper bounds for N(λ).
Upper bounds for the spectral counting function
The most difficult problem is to find an upper bound for N(λ), since this is equivalent to give lower bounds for the eigenvalues. Hence, we begin by studying the following system in [a, b] ⊂ R: 
Lemma 3.1. Let us consider the following variational problem
with C ⊂ W = W 
It is clear that any eigenvalue of the p-and q-laplacians corresponds to an eigenvalue of this system, and reciprocally. However, it remains to prove that they are all the variational eigenvalues.
Let us rename the sequences of eigenvalues of each equation, S p = {Λ p,k /α} and S q = {Λ q,k /β}, as {μ k }, where μ k ∈ S p ∪ S q , and μ 1 μ 2 · · · μ k · · · . Our next task is to prove that μ k is the kth variational eigenvalue of (3.1).
Theorem 3.2.
Let μ k ∈ S be the kth variational eigenvalue of (3.1). Then, μ k = μ k .
Proof. Let us recall first that all the eigenvalues of the one-dimensional p-laplacian (respectively, q-laplacian) are simple, and any eigenfunction corresponding to Λ p,k /α (respectively, Λ q,k /β) has exactly k nodal domains (see [30] ). Moreover, they coincide with the variational eigenvalues (see Lemma 2.2). Now, let μ k ∈ S be a variational eigenvalue with an associated eigenfunction (u k , v k ). Since at least one of them is not identically zero, say u k , by considering test functions (φ, 0) we obtain that u k is a weak solution of a single p-laplacian equation and μ k coincides with some eigenvalue μ j . Hence, S ⊂ S p ∪ S q , and then
Let us prove now the other inequality. Given μ k ∈ S p ∪ S q , there are exactly j eigenvalues of the p-laplacian and k − j eigenvalues of the q-laplacian among μ 1 , μ 2 , . . . , μ k . Suppose that μ k = Λ p,j /α, and let u be an associated eigenfunction (the other case is similar). Let us choose also an eigenfunction v corresponding to Λ q,k−j /β. We consider the subspace S generated by their nodal domains,
which has dimension k, and we define the compact symmetric set
where B 1 (W ) is the unit ball in W . Clearly, this set has genus equal to k.
Let us study the Rayleigh quotient (3.2) on A k . Let us consider
and now we have
where in the last inequality we used that Λ q,k−j /β Λ p,j /α. Therefore, since Proof. From Lemmas 3.1 and 3.3, and Theorem 3.2, we have
as we wanted to prove. 2
Lower bounds of the spectral counting function
A lower bound for N(λ) depends on upper bounds of eigenvalues, which usually are simpler to find, by using appropriate test functions.
From [8] we have the following upper bound
The formulas in Lemmas 2.1 and 2.4 show that the second term is negligible as k → ∞, which gives the asymptotic formula This completes the proof. 2
Proof of Theorem 1.1
The proof of part (1) Clearly, this proves also part (2) . We refine the constants c and C by using that
by inequality (1.2). In order to prove part (3), let us note that
On the other hand, inequality (1.2) gives only
The factor 2 to achieve the equality follows from the fact that each eigenpair (λ, u) of a p-laplacian equation gives two eigenpairs of the system: (pλ/2, u, u) and (pλ/2, u, −u), and hence we have at least twice the number of eigenvalues of only one equation. where the signs of u and v are unrelated, and now the factor 2 could be easily recovered.
To our knowledge, this is a new derivation of the number of eigenvalues of the bilaplacian, and we may estimate the eigenvalues of a 2mth-order problem by estimating the ones of a system of lower order in much the same way.
Proof of Theorem 1.4
First, let us note that the upper bound for N(λ) follows as in the one-dimensional case, by considering the N -dimensional version of the eigenvalue problem (3.1), defining On the other hand, inequality (1.2) is valid only for the first eigenvalue in the N -dimensional case. We have, since r ≡ 1,
In order to find a lower bound of N(λ), we will cover the set Ω with squares Q j of side L = π p (N/λ) 1/p , and by applying the Dirichlet-Neumann bracketing (see Proposition 2.3), we have
due to Propositions 2.6 and 2.7. When λ → ∞, the covering approximates the volume of Ω, and we get
The upper bound for N(λ) follows from inequality
that is proved in [20] . The rest of the proof of Theorem 1.4 follows in much the same way than in the one-dimensional case, by using the lower bounds for Λ q,1 given in Proposition 2.7.
Final remarks
Clearly, the main open problem in this subject is a complete characterization of the spectrum of system (1.1). It is not clear that the variational sequence {λ k } k exhausts the spectrum even in the one-dimensional case. A partial step in this direction -i.e., when N = 1 -could be a good description of the nodal sets of eigenfunctions. However, this approach cannot be used for N > 1.
Still, there are many interesting problems about the sequence of variational eigenvalues. It would be desirable to find better bounds that the ones in part (1) of both Theorems 1.1 and 1.4, since for a given q the bounds becomes useless when both p or k growths.
Another question is the role played by α and β. Let us observe that they are not involved in the upper bounds except in part (3) of Theorem 1.1, and in that case they are very particular values related to p. Hence, we may ask how the asymptotic expansion of N(λ) reflects the general case α = β. Also, when p or q is equal to 2, we can improve the constants and bounds since in this case the eigenvalues of only one equation are well known.
It is possible to impose less regularity conditions on r and ∂Ω. In the one-dimensional case, Theorem 1.1 could be extended when α = β = p/2 to more general sets following the methods in [14] and [15] , and also second term of N sys (λ) can be found. We omit here this extension. On the N -dimensional case, the regularity of ∂Ω is not involved, since always we can bound the eigenvalues by considering interior and exterior sets with regular boundary, and using the monotonicity of eigenvalues. Also, indefinite weights could be studied as in [15] , and the coefficients involved depend on r ± 1 , where r + (respectively, r − ) is the positive (respectively, negative) part of r.
A different problem arise if we remove the conditions 0 < m r M. If m is allowed to be zero, we may consider a set Ω ε ⊂ Ω where r ε and we obtain uppers bounds for the eigenvalues on Ω by considering the ones of Ω ε . To obtain lower bounds, it is enough to define a weight r + ε. In the one-dimensional case, this could be improved following the arguments in [8] for a system, or in [25] for the eigenvalues of only one equation, since it is possible to find lower bounds of eigenvalues in terms of r 1 .
Also, it is possible to find lower bounds for unbounded r in much the same way for the onedimensional case provided that r 1 is finite. However, the previous approach are not valid for the N -dimensional case. It would be interesting to find lower bounds for unbounded weights even for the single equation.
