Material interface effects on the topology optimization of multi-phase structures using a level set method by Vermaak, Natasha et al.
Material interface effects on the topology optimization
of multi-phase structures using a level set method
Natasha Vermaak, Georgios Michailidis, Guillaume Parry, Raphael Estevez,
Gre´goire Allaire, Yves Brechet
To cite this version:
Natasha Vermaak, Georgios Michailidis, Guillaume Parry, Raphael Estevez, Gre´goire Allaire,
et al.. Material interface effects on the topology optimization of multi-phase structures using a
level set method. Structural and Multidisciplinary Optimization, Springer Verlag (Germany),
2014, 50 (4), pp.623-644. <10.1007/s00158-014-1074-2>. <hal-01072223>
HAL Id: hal-01072223
https://hal.archives-ouvertes.fr/hal-01072223
Submitted on 7 Oct 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Struct Multidisc Optim
DOI 10.1007/s00158-014-1074-2
RESEARCH PAPER
Material interface effects on the topology optimization
of multi-phase structures using a level set method
Natasha Vermaak · Georgios Michailidis ·
Guillaume Parry · Rafael Estevez · Gre´goire Allaire ·
Yves Bre´chet
Received: 15 July 2013 / Revised: 4 February 2014 / Accepted: 14 February 2014
© Springer-Verlag Berlin Heidelberg 2014
Abstract A level set method is used as a framework to
study the effects of including material interface properties
in the optimization of multi-phase elastic and thermoelastic
structures. In contrast to previous approaches, the mate-
rial properties do not have a discontinuous change across
the interface that is often represented by a sharp geometric
boundary between material regions. Instead, finite mate-
rial interfaces with monotonic and non-monotonic prop-
erty variations over a physically motivated interface zone
are investigated. Numerical results are provided for sev-
eral 2D problems including compliance and displacement
minimization of structures composed of two and three mate-
rials. The results highlight the design performance changes
attributed to the presence of the continuously graded mate-
rial interface properties.
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1 Introduction
Recent advances in the development of the level set
method for topology optimization (Allaire et al. 2014) have
enhanced the treatment of material interfaces, a key fea-
ture introduced in multi-phase models that is nevertheless
typically ignored. The interfaces of interest are those of
dissimilar materials (bi-material) or heterophase boundaries
within the classification of solid or bulk interfaces. For this
class of interfaces, lattice-parameter changes in the inter-
facial region, induced by interfacial stresses, may have a
pronounced effect on the physical properties and chemi-
cal composition at or near the interface (Wolf 1992). The
present work seeks to capitalize on these potential property
differences. In a variety of fields material interfaces play a
pivotal role in the performance of structures, often dictat-
ing tolerances and processing choices, lifetime and failure
characteristics. Explicitly accounting for interfacial proper-
ties beyond a simple interpolation between bulk properties
is necessary if one is to take full advantage of incorpo-
rating materials science input into optimal shape design
methodologies.
The benefits of integrated engineering paradigms that
allow simultaneous and cooperative feedback among
advanced manufacturing methods and computational mod-
eling – including optimization – have been recently rec-
ognized and broadly advised (Committee on Integrated
Computational Materials Engineering 2008). Advances in
precision and control of additive manufacturing now allow
for consideration of interface characteristics in structure
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and material design optimization. These advances include
techniques such as: 3D printing, laser stereo-lithography
and electron beam melting (Pasko et al. 2011; Lipson
and Pollack 2000; Ikuta and Hirowatari 1993; Harrysson
et al. 2008), along with characterization techniques at the
interfacial level such as blister, wedge, and essential work
of fracture tests (Braccini and Dupeux 2012). In the present
work, only elastic and thermoelastic structural optimization
will be considered but the application to material design is
forthcoming.
Multi-phase topology optimization for problems of elas-
tic and thermoelastic structures and materials design has
been widely studied within the framework of the homoge-
nization method (Allaire et al. 1997; Bendsoe and Kikuchi
1988) and its variants, such as the Solid Isotropic Material
with Penalization (SIMP) method (Bendsoe and Sigmund
1999, 2004). This topic has also been explored (Wang et al.
2004) using the level set method for shape and topology
optimization (Allaire et al. 2004; Wang et al. 2003). The
level set method was originally developed by Osher and
Sethian (1988) for numerically tracking fronts and free
boundaries. The level set method is extremely versatile,
used in many fields including fluid mechanics and image
processing, and is computationally very efficient. Previ-
ously, multi-phase or multi-material topology optimization
of structures using the level set method has been performed
for problems of compliance only (Allaire et al. 2014; Wang
and Wang 2004) and thermoelastic structural problems have
utilized only one material (and voids) (Xia and Wang 2008b;
Laszczyk 2011).
The level set method has also been applied for optimiza-
tion problems that incorporate concepts of functionally-
graded materials and heterogeneous structures (Wang and
Wang 2005; Xia and Wang 2008a). In Wang and Wang
(2005), the interface between the different phases in a
heterogeneous structure was considered to be a geometri-
cally sharp boundary, but each of the phases was allowed
to have graded properties. In contrast, the present work
focuses on graded interfaces between isotropic bulk mate-
rials. In Wang and Wang (2005), polynomials were used
to describe the gradation in properties within a material
region and a sensitivity analysis was performed that con-
sidered the polynomial coefficients as parameters of the
optimization problem. However, numerical results were pre-
sented only for piecewise constant materials. In Xia and
Wang (2008a), the authors presented a method for the
simultaneous optimization of the shape and of the material
properties of a structure. They used the level set method
for shape and topology optimization. Additionally, a density
field was defined in the domain, to account for varia-
tion in the material properties, and its distribution was
optimized solving the classic “variable thickness sheet”
problem.
The enabling theory for the account of material interface
effects in the level set methodology of topology optimiza-
tion has already been presented in a rigorous mathematical
framework in Allaire et al. (2014) and will be summa-
rized below. This theory allows the designer to replace the
ideal and mathematically sharp material interface with a
finite and physically meaningful interface transition zone.
Previously, including Allaire et al. (2014), this transition
zone has employed smoothly-monotonic Heaviside-type
interpolation within the transition function. The present
work, inspired by a similar choice in thermodynamic
modeling presented by the ideal Gibbs interface and the
Guggenheim model (Guggenheim 1959) (see Fig. 1), seeks
to take advantage of new design possibilities enabled by the
interfacial transition zone. In particular, we investigate ther-
moelastic models and non-monotonic interpolations of the
material properties within the transition zone, which were
not considered in Allaire et al. (2014).
Interfaces between materials are not neutral: they result
often from interdiffusion and reactions between two parent
phases. For instance, the interface between two polymers
may be the locus for chain reptation and entanglement. The
interface between two different steels may lead to carbon
diffusion and the creation, after quenching, of a marten-
sitic layer or, conversely, a decarburized layer. The interface
between copper and nickel (two elements with full miscibil-
ity) will lead to a solid solution. These examples show the
variety of situations encompassed by the term “interface.”
They also indicate that the properties of interest may not be
an average of the bulk properties: in general, a martensitic
layer has a yield stress higher than the yield stress of the
bulk materials, and a decarburized layer has a lower yield
stress. Additionally, the electrical and thermal conductiv-
ity of a solid solution is lower than that of the pure metals
(such as copper and nickel). Therefore, using the interfa-
cial properties as an input in the design of optimal structures
requires the consideration of non-monotonic transition func-
tions within the interface that exhibit maxima or minima
with respect to the bulk material values.
Depending on processing and manufacturing conditions,
finite interface zones with smooth monotonic and non-
monotonic interface property transitions can be promoted.
The engineering of these transition zones profits from the
mature studies of functionally graded materials (Miyamoto
Gibbs Ideal Interface Guggenheim Interface Zone
A B A B
Fig. 1 Classic models for material interfaces: Gibbs ideal sharp inter-
face (left) and Guggenheim smooth or graded interface zone (right)
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et al. 1999; Xia and Wang 2008a; Mello and Silva 2013)
and advances in polymer science (Creton et al. 2002)
among many others. Non-smooth (not C-1 continuous) non-
monotonic interface properties are also possible (Simar
et al. 2012), but the non-smoothness of such transitions
poses an additional difficulty for the numerical fixed-mesh
approximation and are thus not addressed herein. Neverthe-
less, the introduction of smooth non-monotonic transition
functions over a finite interface zone allows for proper-
ties that differ, sometimes markedly, from that of the bulk
materials alone.
The article is organized in the following way. First, the
background and use of the level set approach for topological
optimization is described. The description and influence of
additional parameters related to interface properties are also
introduced. In the second section, the optimization proto-
col is used on some benchmark problems in 2D under plane
stress conditions. These problems involve the compliance
minimization of multi-material elastic structures and also
displacement minimization in thermoelastic structures. The
restriction to 2D is without loss of generality as the ease of
extension to 3D is one of the benefits of the level set method
(Allaire et al. 2004).
2 Topological optimization
There are many topology optimization methods that address
the optimal distribution of materials in a fixed working
domain in order to minimize an objective related to over-
all mechanical behavior or cost (Eschenauer and Olhoff
2001; Bendsoe and Sigmund 2004). For example, density
approaches are based on a fixed mesh of the design domain,
D (Fig. 2), wherein a density field is defined. The objec-
tive function is evaluated by solving the physical equations
with material properties that depend on the density field by
following an interpolation scheme that specifies how, for
0
(x)
D
Ω
Fig. 2 Schematic level set function, φ(x), and the corresponding
domain, 
example, the elastic modulus tensor varies from that of the
constitutive material when the density value is 1, to zero
when the density is 0. This material interpolation scheme
may be fictitious, such as a power law used in the SIMP
method (Bendsoe and Sigmund 1999, 2004), or based on
Hashin-Strickman bounds derived by the homogenization
method (Bendsoe and Sigmund 1999). The optimization is
then reduced to a functional optimization with respect to the
density function, based on an analytical derivative. At the
end of the optimization procedure, a composite solution is
obtained with a density between 0 and 1. When composites
are not desired, a penalization step is added in order to pro-
gressively eliminate the non-physical intermediate values of
density. The main disadvantage of these density approaches
is that the obtained optimized shape is strongly sensitive to
the density interpolation scheme as well as the penalization
method.
The level set method is a way to implicitly define the
domain, , on a fixed mesh of the design domain, D
(Fig. 2). The iterative optimization of the shape is done by
advecting the level set function with a velocity field that is
found through shape derivation (Allaire et al. 2004; Wang
et al. 2003). The transport equation is usually a Hamilton-
Jacobi equation (Sethian 1999). Physical equations are
solved on the full design domain and voids or pores are
mimicked with extremely weak material properties. Some-
times, a smoothed fictitious interface is introduced such as
is done in phase field simulations (Wang and Zhou 2004;
Zhou and Wang 2007). In 2D, when Hamilton-Jacobi equa-
tions are solved using a Courant-Friedrichs-Lewy (CFL)
time step restriction, only partial topological changes are
allowed. The CFL condition or maximum principle asserts
that the numerical waves should propagate at least as fast
as the physical waves which ensures that the propogating
front crosses no more than one element in one time step
(Sethian 1999; Osher and Fedkiw 2002). Indeed, the max-
imum principle satisfied by this transport equation makes
the nucleation of new material during advection impossible.
Nevertheless, coarsening of existing inclusions and features
can occur, enabling at least partial topological changes.
Consequently, initialization of the domain is usually done so
that there are a large number of material inclusions or voids.
A remedy to this problem is the use of a topological deriva-
tive (Sokolowski and Zochowski 1999; Allaire et al. 2005),
but it is not included in this work. In the following, the level
set method using a Hamilton-Jacobi transport equation is
used for the optimization.
The feature common to these methods in their treat-
ment of multiple materials is in their numerical approach
to interface modeling. While an exact formulation of the
optimization problem would require that disparate material
properties be discontinuous at the interface between two
materials, it is numerically challenging to incorporate this
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discontinuity. As an alternative to including this interface
discontinuity, it is general practice to devise an appropriate
numerical interpolation scheme to “smooth out” the prob-
lem. These material property interpolation schemes can be
quite involved (Yin and Ananthasuresh 2002) and much
work has been done in exploring their effects from a numeri-
cal standpoint (see Allaire et al. 2014 for further discussion).
Previously, to the best of the authors’ knowledge, only
smooth and monotonic interpolation schemes have been
employed at the interface. Furthermore, these schemes have
been used with an emphasis on numerical application and
the ability to penalize (when composites were not desired)
fictitious “intermediate” properties or densities that had no
physical meaning. The focus of the present work is the rein-
terpretation of the numerical short-cut of the “smoothed
out” interface from a materials perspective that allows new
functionality to be derived and exploited in topological
optimization and design.
The new generalized level set topology optimization for-
mulation developed in Allaire et al. (2014) extends the
applicability of the method to account for the influence
of finite interfaces. The focus of Allaire et al. (2014) is
to explain why the shape derivatives used in the literature
so far for multi-material problems are not correct in full
mathematical rigor. They also provide the appropriate theo-
rems for exact shape derivatives with finite interface zones
between materials. Futhermore, they demonstrate how these
converge to the shape derivatives for mathematically sharp
interfaces when a regularized Heaviside function is used
for the interpolation scheme and when the interface zone
thickness approaches zero. In the following, the applica-
tion of the generalized finite material interface formulation
will be presented in order to study the effects of including
physically-motivated interface characteristics under both
elastic and thermoelastic conditions.
2.1 Shape optimization of multi-phase structures
in thermoelasticity
2.1.1 Setting of the problem
Without loss of generality, the case of two isotropic mate-
rials will be described with and without void. A typical
case study is defined in which the objective is to opti-
mize the distribution of two materials in a fixed working
domain, D, in order to minimize a cost function related to
the displacement field. In this work, we consider the maxi-
mization of the structure’s stiffness by minimizing its total
compliance (work done by the loads), as well as the min-
imization of a target displacement. The structure deforms
under a load g applied to a part of its boundary and also
due to thermal strain mismatch. The boundary of D is typ-
ically comprised of three disjoint parts such that ∂D =
∂D0 ∪ D ∪ N , where Dirichlet boundary conditions are
applied at D , homogeneous Neumann conditions at ∂D0
and non-homogeneous Neumann conditions at N . Instead
of a sharp interface between the two materials, an intermedi-
ate zone in which the material properties are interpolated is
considered (Fig. 3). The width of this zone and the interpola-
tion functions for the material properties are described using
the signed-distance function to the intermediate surface ∂
of the two materials. This surface is implicitly defined as
the zero level set of a one dimension higher level set func-
tion φ and seperates the domain into two subdomains  and
D\; where D\ is the remaining subdomain defined by
the absence of  from the full domain (Fig. 2). The dis-
placement u is the unique solution of the thermo-elasticity
system
⎧
⎪⎪⎨
⎪⎪⎩
−div (A(d) (e(u) − α(d)T )) = 0 in D,
u = 0 on ∂D,(
A(d) (e(u) − α(d)T )
)
n = 0 on ∂D0,(
A(d) (e(u) − α(d)T )
)
n = g on N,
(1)
where T is the fixed and constant change in tempera-
ture, A is the Hooke’s tensor, α is the coefficient of thermal
expansion (CTE) tensor and d is the signed-distance func-
tion to ∂. The explicit dependence of the coefficients A
and α on the distance function d will be specified in
Sections 3.1 and 3.2.
The optimization problem reads
min
∈U ad
J (u())
s.t.
∫

dx = Vtar,
(2)
where u() is the unique solution of (1), U ad is a set of
admissible shapes (requiring some smoothness), J (u()) is
the objective function and Vtar is the target volume for one
of the materials occupying the domain .
Material A Material B
x
Interpolation 
width (2  )
(x) = 
(x) = - 
x = x = - 
d Young’s
Modulus (E)
(x)
Fig. 3 Numerical approach to model material interfaces with varying
properties across the interface
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2.1.2 Shape derivative
In order to implement the above equality constraint, an
augmented Lagrangian method, suitable for inequality con-
straints as well, was applied. Inequality constraints were
also explored but are not presented herein; see Rao (2009)
for details regarding the augmented Lagrangian formula-
tion for inequality constraints. The method of Ce´a (1986) is
used for the formal calculation of the shape derivative. The
Lagrangian reads
L(v, q, μ) = J (v)
+
∫
D
−div (A(d) (e(v) − α(d)T )) · q dx
+
∫
D
μ · v ds
+
∫
∂D0
A(d) (e(v) − α(d)T )n · qds
+
∫
N
(A(d) (e(v) − α(d)T )n − g) · qds
+λa() + r2a()2,
(3)
where λ, r are scalars to be updated at each iteration so that
the volume constraint is satisfied at convergence; v, q, μ are
vector-valued functions defined in D (independent of )
and
a() =
∫

dx − Vtar. (4)
Taking the partial derivative of L with respect to q , in the
direction φ, which is a given vector-valued function defined
in D, and equating this partial derivative to zero at the
optimal point u, p, μ∗, results in
∫
D
−div (A(d) (e(u) − α(d)T )) · φ dx = 0, (5)
∫
∂D0
A(d) (e(u) − α(d)T )n · φ ds = 0, (6)
and
∫
N
(A(d) (e(u) − α(d)T )n − g) · φ ds = 0, (7)
and thus
−div (A(d) (e(u) − α(d)T )) = 0 in D, (8)
A(d) (e(u) − α(d)T )n = 0 on ∂D0, (9)
and
A(d) (e(u) − α(d)T )n = g on N . (10)
In the same way, the partial derivative of L with respect
to μ results in
u = 0 on D. (11)
Equations (8)–(11) show that u is indeed the unique solution
of (1). In order to calculate the adjoint state, the Lagrangian
is written in the following form
L(v, q, μ) = J (v)
+
∫
D
A(d) e(v)e(q) dx
−
∫
D
A(d) α(d)T e(q)dx
−
∫
D
A(d) e(v) n q ds
+
∫
D
A(d) α(d)nT q ds
−
∫
N
g · q ds
+
∫
D
μ · v ds + λa()
+ r2a()2.
(12)
Setting the partial derivative of L with respect to v in the
direction φ equal to zero, at the optimal point
J ′(v)(φ) +
∫
D
A(d) e(φ)e(p) dx −
∫
D
A(d) e(φ)n · pds
+
∫
D
μ∗ · φ ds = 0 ⇒ J ′(v)(φ)
+
∫
D
−div (A(d)e(p)) · φdx
+
∫
∂D0
A(d)e(p)n · φds (13)
+
∫
N
A(d)e(p)n · φds +
∫
D
A(d)e(p)n · φds
−
∫
D
A(d) e(φ)n · p +
∫
D
μ∗ · φ ds = 0.
In the case of the compliance, J (v) has the form
J (v) =
∫
N
g · v ds +
∫
D
A(d)α(d)T e(v)dx. (14)
Therefore,
J ′(v)(φ) =
∫
N
g · φ ds +
∫
D
A(d)α(d)T e(φ)dx,
(15)
and the following equations are derived
μ∗ = −A(d)e(p)n, (16)
p = 0 on D, (17)
A(d) (e(p) − α(d)T )n = −g on ∂N, (18)
A(d) (e(p) − α(d)T )n = 0 on ∂D0, (19)
− div (A(d) (e(p) + α(d)T )) = 0 in D. (20)
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Thus p = −u and the problem is said to be self-adjoint. In
the case of minimizing the square of the displacement at a
target point xtar , we can consider an objective function of
the type
J (v) =
∫
D
δ(xtar)v
2dx, (21)
where δ(xtar) is a Dirac mass function concentrated at point
xtar . In this case,
J ′(v)(φ) =
∫
D
δ(xtar)2 v φ dx (22)
and the equations (17–20) defining the adjoint state, now
take the form
p = 0 on D, (23)
A(d) (e(p) − α(d)T )n = 0 on N ∪ ∂D0, (24)
− div (A(d) (e(p) + α(d)T )) = −δ(xtar)2u in D.
(25)
Finally, deforming the structure in the direction of a smooth
vector field θ (see Allaire et al. (2004) for details), the shape
derivative of the objective function is found to be the shape
derivative of the Lagrangian at the optimal point
J ′(u())(θ) = L′(u, p, μ∗)(θ), (26)
which, after some algebra, for the compliance case results in
J ′(u())(θ) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
D
∂d
∂
(θ)
[
2A′(d)α(d)T e(u)
+2A(d)α′(d)T e(u)
−A′(d)e(u)e(u)
]
dx
+λ
∫
∂
θ · n ds
+r
(∫

dx − Vtar
)∫
∂
θ · n ds,
(27)
while for the displacement case, it takes the form
J ′(u())(θ) =
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∫
D
∂d
∂
(θ)
[
A′(d) (e(u) − α(d)T ) e(p)
−A(d)α′(d)T e(p)
]
dx
+λ
∫
∂
θ · n ds
+r
(∫

dx − Vtar
) ∫
∂
θ · n ds.
(28)
The shape derivative of the signed-distance function has
been discussed in detail in Allaire et al. (2014). The Eulerian
derivative of d was found to be
∂d
∂
(θ)(x) = −θ(p∂(x)) · n(p∂(x)) for any point x ∈ D,
(29)
where p∂(x) denotes the orthogonal projection of x on the
boundary of .
Substituting (29) in (27) and (28) does not directly pro-
vide an explicit descent direction, i.e., a vector field, θ ,
along which the interface ∂ should be moved. Instead, a
coarea formula is used to obtain the standard form of the
shape derivative (Allaire et al. 2014):
J ′(u())(θ) =
∫
∂
θ(s) · n(s) j ′()(s)ds, (30)
which gives a descent direction using θ(s) =
−j ′()(s) n(s).
This form of the shape derivative provides a descent
direction only on the interface ∂, which is limiting from
a numerical point of view. Therefore, an additional step is
added to extend and regularize the shape derivative to the
whole working domain D (see Allaire et al. 2004, 2014).
The shape transformation occurs through the transport of a
level set function via a Hamilton-Jacobi equation (Allaire
et al. 2004).
A corresponding optimization algorithm has been imple-
mented in Scilab (Version 5.3.3) (Scilab Enterprises 2012),
a software for numerical computation, and is as follows:
Algorithm for 2D shape optimization under an area
equality constraint.
1. Initialize the level set function to obtain a starting
geometry and area fraction.
2. While the maximum number of iterations is not
reached:
(a) Evaluate the objective function and shape deriva-
tive.
(b) Deform the shape by transporting the level set
function with the Hamilton-Jacobi equation. The
equation is solved on a time step dt and for a
normal velocity V = −j ′().
(c) Update the Lagrange coefficient based on its previ-
ous value and the previous constraint errors.
(d) Reinitialize the level set function to the signed dis-
tance function. This improves the conditioning for
the Hamilton-Jacobi equation while keeping the
same zero contour or level line.
3 Results of numerical examples
In this section, several examples of topology optimization
with two isotropic materials A, B (Fig. 3) or two materi-
als and void are presented. They illustrate the benefits of
optimization schemes that account for features at the inter-
facial level that are either by design or unavoidable and
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are derived from the fabrication and manufacturing pro-
cesses when multiple materials are involved. The objective
or cost functional is, in the first examples, the minimization
of the compliance or work done by the loads. Elastic struc-
tures comprised of two materials are presented, followed
by elastic structures with two materials and void. Finally, a
two-material thermoelastic case is also discussed.
In order to better visualize trends for the bi-material
cases, equality constraints on the lower modulus or higher
CT E bulk material are imposed (50 % of the domain). Note
that this constraint is not necessarily arbitrary. It can, for
example, be beneficial when use of a less expensive material
with inferior properties is desired. Additional constraints
that are specific to individual manufacturing processes are
not included in this initial 2D study. Further work in 3D
could include for example, constraints based on thermal
stress induced warping that occurs in some types of 3D
printing processes.
In all of the strictly two material cases, unless otherwise
noted, the following parameters were used in obtaining the
results. Poisson’s ratio was kept constant at 0.3. The applied
point-load force was normalized to unity (g = 1) and a
normalized Young’s modulus EA = 1 was used. These nor-
malized parameters were used without loss of generality
because the problem is within the domain of linear elas-
ticity. Moreover, these non-dimensional properties remain
representative for a variety of engineering applications. The
inelastic strain (αT ), resulted from a distributed load pro-
vided by a uniform thermal excursion (T ). Although the
inelastic strain is presented as originating from thermal
expansion, it is also analogous to swelling in problems of
soft materials like some polymers or biological materials.
Thus interpretation of the thermoelastic results below is not
restricted to thermal effects.
Two loading conditions were considered. The first kind
of problem was purely mechanical with a point-load force
(no thermal excursion) (Figs. 5 and 10). The second kind
of problem involved only distributed or bulk force load-
ing via a uniform thermal excursion (Fig. 14, T = 1).
These numerical tests with point loads or uniform bulk force
loading were chosen in order to comply with the usual
benchmark problems (Rozvany 1998; Bulman et al. 2001;
Allaire et al. 2004; Challis 2010; Wang and Wang 2004; Xia
and Wang 2008b). However considering more realistic dis-
tributed loads is no more difficult than point loads (Allaire
et al. 2004; Sigmund and Clausen 2007), but will be the
topic of future work for more specialized applications. For
compliance minimization problems it is commonly accepted
that, in numerical practice, the application of point loads
yields the same optimal shapes as distributed loads (this
does not hold true for stress-based objective functions).
Typically, at least 400 optimization iterations were per-
formed to ensure convergence in the optimization process.
For the cases shown in Figs. 5 and 14, symmetry was
employed such that only one-half of the numerical domain
was needed. A variety of mesh densities were investigated
for the finite element analysis and results are presented with
a fine mesh (150 elements in the x1-direction and 150 ele-
ments in the x2-direction, Fig. 5). This mesh choice is also
informed by mesh sensitivity studies performed elsewhere
(Allaire et al. 2014). The magnitude of the interface zone
thickness has been kept constant by setting  = 4dx, where
 is half of the total interface zone thickness and dx is the
element size (Fig. 3).
Most cases in the following sections were initialized
with inclusions of material B distributed within a matrix
of material A. This choice of initialization is typical for
topology optimization by the level set method because there
is usually no independent material nucleation mechanism
included in the algorithm (Section 2.1.2). Nevertheless, the
present algorithm is still capable of topology optimization:
inclusions may still pinch off, merge, or morph, to create
topological changes in 2D (Allaire et al. 2004).
3.1 Using monotonically graded interfaces
The Young’s modulus, E, and CT E, α, were smoothly
interpolated (C-1 continuous) between bulk values: EA
and EB ; αA and αB . For example, in the case of the
Young’s Modulus, the variation of E across an interface was
prescribed by:
E = EA + hmonoint (EB − EA). (31)
The monotonic interpolation scheme, hmonoint , used was
that proposed by Osher and Fedkiw (2002):
hmonoint =
⎧
⎪⎨
⎪⎩
0, if d < −
1
2 + d2 + 12π sin
πd

, if | d | < 
1, if d > ,
(32)
where the signed-distance function, d, was used for the
interpolation instead of the level set function, φ, The level
set function φ still describes and advects the shape.
3.2 Using non-monotonically graded interfaces
For non-monotonic interface interpolation, a 6th-order poly-
nomial was employed whose coefficients were determined
by imposed constraints. At the borders of the interface zone
(d = ±ε), the bulk material properties must be recov-
ered, i.e. EA or EB , αA or αB . Moreover, the material
property distributions must be C-1 continuous, so that the
first derivatives at the interface zone boundaries (d = ±ε,
Fig. 3), were also required to be zero. Two coefficients
and two boundary conditions remain. As the interpolation
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is non-monotonic, the presence of an intermediate maxi-
mum or minimum in the interpolation function is assumed.
Presently, the location of this maximum or minimum is
fixed to be at d = 0, Fig. 3. It is worth noting that this non-
monotonically graded interface interpolation scheme would
not be tractable using previous formulations of the shape
derivative because those previous formulations depend only
on the value of the interpolation derivative at d = 0, which
is zero in this case.
For an intermediate maximum at d = 0, the property
value, P , is Pd=0 = mval ∗ (max(PA, PB)) and similarly
for an intermediate minimum at d = 0, the property value,
P , is Pd=0 = mval ∗ (min(PA, PB)). Where mval is the
multiplying factor that determines the nature of the inter-
face zone transition between the bulk properties PA and PB
(Fig. 3). The final coefficient is solved for by requiring that
the first derivative at the location of the intermediate maxi-
mum or minimum is also zero. For example, in the case of
the Young’s Modulus (P = E), the variation of E across
the interfacial interpolation zone, between the bulk values
of EA,EB , was:
E = h0 + EAh1 + EBh2, (33)
where
h0 =
⎧
⎪⎪⎨
⎪⎪⎩
0, if d < −ε
mval − d2
(
2 mval
ε2
− mval d2
ε4
)
, if | d | < ε
0, if d > ε
(34)
and
h1 =
⎧
⎨
⎩
1, if d < −ε
−d2
(
d(
5
4ε3 − d( 3d4ε5 − 12ε4 )) − 1ε2
)
, if | d | < ε
0, if d > ε
(35)
and
h2 =
⎧
⎪⎪⎨
⎪⎪⎩
0, if d < −ε
d2
(
d(
5
4ε3 − d( 3d4ε5 + 12ε4 )) + 1ε2
)
, if | d | < ε
1, if d > ε.
(36)
By taking account of material interface characteristics,
the number of potential design parameters has significantly
increased to include the thickness of the interfacial zone
and six possible profiles for each of the properties E and
CT E. These include: monotonically decreasing or increas-
ing cases, and non-monotonically decreasing or increasing
with an intermediate global maximum or minimum in the
property values. In purely mechanical analyses, some of
these aforementioned cases are redundant, but for thermoe-
lastic analyses they remain relevant. Intermediate maxi-
mums or minimums that fall within the bounding values of
the bulk properties are not of interest in this study.
However, not all of the possible combinations of mono-
tonic and non-monotonic transition functions are physical,
nor are they strictly independent. For example, typically,
natural and man-made materials follow an anti-correlated
relationship between Young’s modulus and CT E due to
interatomic energy considerations. Consequently, a mate-
rial with high Young’s modulus usually has lower values
of CT E (Fig. 4 and see also for example, CES EduPack
(Limited GD 2010)). Positively correlated relationships do
exist, but are much more restrictive and are not consid-
ered herein. The thickness of the interfacial zone is also not
strictly independent of the material choices, but it is treated
as such for the purposes of this study due to the highly
tunable nature of this parameter using heat treatments and
innovative processing techniques.
3.2.1 Two-material elastic structure
The first example is a structure with a domain ratio of 2:1
that is fully clamped at both the right and left edges while
being loaded vertically (g = −1) at the mid-point of the bot-
tom edge (Fig. 5). The normalized domain size parameters
are thus h = 1 and w = 2. This structure remains uni-
formly at its reference temperature, such that the thermoe-
lastic formulation simplifies to the classic mechanical-only
compliance problem. Two materials (A-blue, B-yellow) are
assumed with a ratio of 10:1 for the Young’s modulus (mate-
rial A has a higher E). The problem includes an equality
volume constraint (Vtar = 0.5|D|) on the lower modu-
lus material-B using an augmented Lagrangian formulation.
The half-domain is discretized on a fixed Eulerian grid with
150 × 150 quadrilateral elements (employing symmetry).
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Fig. 4 Schematic plot of families of materials in the space of thermal
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Fig. 5 The design problem for the built-in-beam with loading and
boundary conditions
Analyses with two different property profiles were con-
ducted. In the first case Fig. 6a, a monotonic transition
across the graded material interface is used. This case was
initialized with inclusions of material B distributed within
a matrix of material A as shown in Fig. 6c, “Iteration 1.”
Fig. 6c also displays some intermediate results during the
optimization interations and the final design on the full
domain is shown in Fig. 6b.
In the second case, a non-monotonic transition was used
that included an intermediate maximum such that the inter-
face Young’s modulus at d = 0 Figs. 3, and 7a was
two times greater than the larger bulk material modulus.
This case was initialized (see Fig. 7c, “Iteration 1”) using
the solution from the previous monotonic result (Fig. 6b).
Initializing from the previous final design, the properties
within the interface width are reinterpreted using the non-
monotonic scheme and the level set based optimization is
able to improve upon the design, lowering the objective
function (Table 1, see equation (14)).
Initializing the optimization with the previous solution
allows direct comparison of the results, but can also be
a restriction on the optimization as currently, the topo-
logical derivative is not included in the analysis. With-
out the topological derivative, nucleation of material A
or B, is not possible. Nevertheless, significant topological
changes can be made through the possibility of merging.
As such, a third example (Fig. 8) with the same non-
monotonic transition scheme is presented (Fig. 8a). The
third example returns to the initialization scheme used in
Fig. 6c and follows the same approach. The final design
(Fig. 8b) is significantly different from the previous result in
Fig. 7b.
To illustrate the design’s further dependence on the inter-
face property profile choice, a non-monotonic transition
with a larger magnitude in its variation is introduced in
Fig. 9. In this case, the non-monotonic transition includes
an intermediate maximum such that the interface Young’s
modulus at d = 0 is five times greater than the larger bulk
material modulus, Fig. 9a. All four results are compared
in Table 1. Table 1 also shows the objective and volume
constraint convergence histories for each case. These histo-
ries illustrate the reductions in compliance attributed to the
changing shape and topology while showing how closely the
volume constraint is respected. All of the non-monotonic
schemes improve on the objective function defined as the
minimization of the compliance of the structure. The more
non-monotone the interface is, the more complex is the
Fig. 6 Case for monotonic
interface interpolation applied in
the built-in-beam subjected to a
point load (Fig. 5). Results
shown on the half-domain unless
otherwise noted. The design
images show the distribution of
materials A (blue) and B
(yellow) in the domain, with the
interface zone highlighted in red
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(a) Young’s Modulus. (b) Final design on the full-domain.
(c) Iterations 1, 10, 25, 40.
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Fig. 7 Case for non-monotonic
interface interpolation applied in
the built-in-beam problem
(Fig. 5). Results were initialized
(“Iteration 1” in (c)) with the
final design from the monotonic
interface interpolation scheme
(see Fig. 6(b))
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(a) Young’s Modulus. (b) Final design on the full-domain.
(c) Iterations 1, 5, 50, 100.
optimal topology since the interface zone has a higher
Young’s modulus than either of the bulk materials. Initial-
izing from the monotonic solution yields a 29 % reduction
and initializing with the same inclusion scheme as the
monotonic-transition case yields a 35 % reduction in the
structural compliance. Enhancing the interface property dis-
parity even further (5 × max (EA,EB)) yields a 69 %
reduction in the objective compliance.
3.2.2 Elastic structure with two materials and void
Next, the classic short-cantilever problem (Wang and Wang
2004) of compliance minimization that yields a two-bar
frame is considered (Fig. 10). The design domain consists
of a rectangular area with the normalized size parameters
h = 1 and w = 2. A normalized vertical load of value
g = −1 is applied at the middle of the right edge and the
boundary is fixed (u1 = u2 = 0) on the left edge. There
is no thermal load applied to this structure so that compar-
ison with the classic analytical optimum-topology solution
of two beams at an angle of 45° that supports the applied
load can be made. The two materials assumed have a ratio
of 2:1 for the Young’s modulus and the same Poisson’s
ratio (ν =0.3). The problem includes equality constraints
on the volume of each of the materials using an augmented
Lagrangian formulation. The volume constraints are 10 and
20 % of the domain for the higher and lower modulus mate-
rials, respectively, as was done in Wang and Wang (2004).
The full design domain is discretized on a fixed Eulerian
grid with 80 × 160 quadrilateral elements.
Two level set functions are employed. Their combina-
tion can describe up to four distinct phases. In this case,
the level sets represent two material phases: material A
(higher EA) and material B (lower EB), and two phases
of void. The external interfaces between material and void
are treated with a fixed width; the same width is enforced
between the internal material interfaces (ε = 2dx). This
width is considered “thin” or “sharp” in comparison with the
thicker material interface results presented in Section 3.2.1,
in order to correspond more closely with the work presented
in Wang and Wang (2004). The phases representing void are
modeled using the traditional ersatz material approach with
an extremely weak normalized Young’s modulus (Evoid =
0.001).
Analyses with two different property profiles were con-
ducted (Figs. 11–13). In all cases contours of the Young’s
modulus are shown in greyscale in the results. In the first
case, a monotonic transition across the “sharp” material
interface is employed, Fig. 11a. This case was initial-
ized with distributed voids or pores in the initial design
as shown in Fig. 11c “Iteration 1”, with the rest of
the domain consisting of the first and second materials.
Figure 11c also displays some intermediate results dur-
ing the optimization and the final design is shown in
Fig. 11b.
In the second case (Fig. 12), a non-monotonic transition
was used that included an intermediate maximum such that
the interface Young’s modulus at d = 0 was two times
greater than the larger bulk material modulus, Fig. 12a. This
case was initialized (Fig. 12c, “Iteration 1”) using the solu-
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Table 1 A table of final objective function values for the minimization of the compliance of the built-in beam problem (Fig. 5) for different
property transition profiles
Case Objective convergence Volume convergence Final objective
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All results used ε = 4dx (Fig. 3) and a 150 × 150 element mesh on the half-domain
tion from the previous monotonic result (Fig. 11b). Using
this initialization, the properties within the interface width
are reinterpreted using the non-monotonic scheme and the
level set based optimization is able to improve upon the
design, lowering the objective compliance function (Table 2,
see equation (14)).
As before, initializing the optimization with the previ-
ous solution can be a restriction on the optimization and
a third example (Fig. 13) is presented. This example has
the same non-monotonic transition scheme, Fig. 13a, as
Fig. 12a. The example in Fig. 13, returns to the initialization
scheme used in Fig. 11c and follows the same approach. All
N. Vermaak et al.
Fig. 8 Case for non-monotonic
interface interpolation applied in
the built-in-beam problem
(Fig. 5). Results were initialized
from a regular array of
inclusions (“Iteration 1” in (c))
and are shown on the
half-domain unless otherwise
noted
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(a) Young’s Modulus. (b) Final design on the full-domain.
(c) Iterations 1, 50, 75, 90.
three results are compared in Table 2 where it is seen that
both of the non-monotonic schemes improve on the objec-
tive function: initializing from the monotonic solution yields
a 24 % reduction and intializing with the same shape as
the monotonic design yields a 28 % reduction in the objec-
tive compliance function. Table 2 also presents the objective
function and volume constraint on material-A convergence
histories for each case. The volume constraint on material-B
has similar convergence and is not shown.
3.2.3 Two materials in a thermoelastic structure
As previously in Section 3.2.1, the built-in beam with two
materials and without void is chosen as the configuration
for study. This problem is related to that studied in Xia and
Wang (2008b). A normalized and uniform Young’s mod-
ulus EA = EB = 1 is used. The contrast in CTE is
αA/αB = 2/3, where αA and αB are proportional to the
identity tensor. A uniform thermal excursion of T = 1
Fig. 9 Case for another
non-monotonic interface
interpolation scheme applied in
the built-in-beam problem.
Results were initialized from a
regular array of inclusions
(“Iteration 1” in (c)) and are
shown on the half-domain
unless otherwise noted
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(c) Iterations 1, 5, 50, 110.
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Fig. 10 The mechanical design problem for the short-cantilever with
loading and boundary conditions
is imposed (Fig. 14) and the objective function is altered to
minimize the square of the displacement (x2-direction) at
the point of interest in Fig. 14 (see equation (21)). The nor-
malized domain size parameters are again h = 1 and w = 2.
The volume constraint on the larger CTE material-B is 50 %
of the domain. The other parameters are unchanged and the
optimization results are shown in Figs. 15–18.
In the first case (Fig. 15), a monotonic interface transi-
tion is considered. The final design in Fig. 15c resembles a
checkerboard pattern which may be intuitive as an arrange-
ment of the materials that minimizes vertical displacement
in Fig. 14. To check this intuition, a second case with mono-
tonic property transition was also conducted and is shown in
Fig. 16. This case was initialized with an idealized checker-
board pattern and it is seen that both the initialization from
the regular array of inclusions and this case evolve towards
a biased checkerboard final design (Figs. 15c, 16c).
In Fig. 17, the non-monotonic transition included an
intermediate maximum in the CTE such that the inter-
face CTE at d = 0 was two times greater than the
smaller bulk CTE and the Young’s modulus remained
uniform across the bi-material interface (Fig. 17a, b).
This case was initialized (see “Iteration 1” in Fig. 16d)
using the solution from the previous monotonic result
(Fig. 15c).
In the last case, Fig. 18, the non-monotonic transition
scheme from Fig. 17a, b is utilized. Figure 18 returns to
the initialization scheme used in Fig. 15d and follows the
same approach. All four results are compared in Table 3
where it is seen that only one of the non-monotonic results
(rows 3 and 4) is able to improve on the final objective
function values compared to the monotonic transition results
(rows 1 and 2). When initializing from the monotonic solu-
tion, the monotonic final design is reinterpreted with the
non-monotonic material properties and the resulting initial
objective function value: the value at “Iteration 1”, in row 3
of Table 3 is higher than the final objective value in row 1
Fig. 11 Short-cantilever
problem with two materials and
void using monotonic interface
interpolation. Results were
initialized from a regular array
of voids in the bulk materials.
The design images show the
distribution of Young’s modulus
in the domain: the higher
modulus material (medium
grey), lower modulus material
(light grey) and void (white).
With this scheme, the monotonic
interface is not highlighted
between the higher and lower
modulus materials
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(a) Young’s Modulus. (b) Final design.
(c) Iterations 1, 10, 20, 30, 50.
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Fig. 12 Short-cantilever
problem with two materials and
void using non-monotonic
interface interpolation. Results
were initialized with the final
design from the monotonic
interface interpolation scheme
(Fig. 11b). The design images
show the distribution of Young’s
modulus in the domain: the
higher modulus material
(medium grey), lower modulus
material (light grey) and void
(white). With this scheme, the
non-monotonic interface is
highlighted in dark grey as it has
the largest Young’s modulus
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(a) Young’s Modulus. (b) Final design.
(c) Iterations 1, 20, 80, 145, 173.
of Table 3. As a result, although further iterations allow the
objective function value to slightly decrease, the converged
final design objective function value (last column in row 3
of Table 3 remains larger than the monotonic case’s final
objective function value (last column in row 1 of Table 3)
by 6 %. When the non-monotonic initialization scheme uses
Fig. 13 Short-cantilever
problem with two materials and
void using non-monotonic
interface interpolation. Results
were initialized from a regular
array of voids in the bulk
materials. The design images
show the distribution of Young’s
modulus in the domain: the
higher modulus material
(medium grey), lower modulus
material (light grey) and void
(white). With this scheme, the
non-monotonic interface is
highlighted in dark grey as it has
the largest Young’s modulus
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(a) Young’s Modulus. (b) Final design.
(c) Iterations 1, 25, 35, 45, 50.
Material interface effects on the topology optimization
Table 2 A table of final objective function values for the minimization of the compliance of the short-cantilever problem (Fig. 10) for different
property transition profiles
Case Objective convergence Material A volume convergence Final convergence
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All results used ε = 2dx (Fig. 3) and a 80 × 160 element mesh
the array of inclusions (“Iteration 1” in Fig. 18d), more topo-
logical changes are allowed and the non-monotonic solution
is able to provide a 17 % decrease in the final objective
function value, comparing rows 1 and 4.
ΔT
Point of interest
h
w
1
2
Fig. 14 The design problem for the built-in-beam with loading and
boundary conditions. The analysis is thermoelastic with T=1
4 Discussion
The interface between bulk materials is explicitly accounted
for in the shape optimization problem outlined above via
the level set method. In these first examples, isotropic bulk
materials are considered, but extension to anisotropic prop-
erties or graded material regions as was done in Wang and
Wang (2005) is also of interest. Several features related to
the influence of the graded properties across the interface
zone alone (Fig. 3) are highlighted below.
4.1 Sensitivity to interface interpolation scheme
As evidenced in the results above (Tables 1–3), the material
interface zone interpolation scheme can significantly impact
the efficacy of the design. Certainly for the elastic compli-
ance and thermoelastic displacement problems investigated
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Fig. 15 Case for monotonic
interface interpolation applied in
the built-in-beam problem under
a thermal excursion (T=1),
Fig. 14. Results shown on the
half-domain unless otherwise
noted. The design images show
the distribution of materials A
(blue) and B (yellow) in the
domain, with the interface zone
highlighted in red
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herein, the results are highly sensitive to initialization – as is
commonly the case in optimization methods (Allaire et al.
2004). Sometimes, as in the case of one material and void
problems of elastic compliance, a global optimum seems to
be more easily established. Nevertheless, significant gains
can be attained by taking more detailed account of interface
characteristics in the optimization protocol. Alternatively,
more conservative or realistic designs could also be found
if the interface properties were considered deleterious in the
design.
In the purely elastic compliance problems of Figs. 6 and
11, the monotonic treatment strongly resembles the clas-
sic one material and void result (Allaire et al. 2004; Wang
and Wang 2004). This is to be expected because the lower
modulus material simply replaces the void in the design.
When non-monotonic transitions are employed that favor
the interface (as the Young’s modulus within the interfa-
cial zone is twice that of the higher modulus material A),
the optimal designs feature curved and sometimes tortuous
interface trajectories that increase the interface perimeter
while respecting the volume constraint. It should be noted
that, in cases where the interface is clearly preferred (higher
modulus in this problem), optimizing without the volume
constraint produces designs in which the interface practi-
cally replaces the formerly strongest “bulk” material. As the
interface thickness is fixed, designs in which one element
of material A and material B are present only by definition,
produce a worm-wood type structure that is neither physical
nor illuminating, and are not presented herein.
In Fig. 7, the final design differs very little from the ini-
tialization. Recall this is the restrictive case as nucleation of
material is not accounted for in the formulation of the prob-
lem. When initializing from the monotonic solution, small
changes in the design (note the scale of the volume con-
vergence diagrams in Table 1) cause significant reductions
in the objective function and slightly curving the features
compared to the monotonic design suffices to allow the
optimization to converge to a local optimum and a 29 %
compliance reduction (Table 1).
Initializing from the less restrictive array of inclusions in
Fig. 8 allows a greater reduction in compliance with a signif-
icantly different final design. Cuboidal features with curved
edges predominate. A slight resemblance to the monotonic
final design (Fig. 6b) can still be found in that the higher
Material interface effects on the topology optimization
Fig. 16 Case for monotonic
interface interpolation applied in
the built-in-beam problem under
a thermal excursion (T=1),
Fig. 14. Results shown on the
half-domain unless otherwise
noted. Results were initialized
with the a checkerboard pattern
(“Iteration 1” in (d)) inspired by
the final design of the monotonic
interface interpolation scheme
(see Fig. 15c)
Interface Zone, dΩ
Pr
op
er
ty
 v
al
ue
,P
- 0
Constant
1.0
2.0
PA= 1
PB= 1
(a) Young’s Modulus.
- 0
1.5
Monotonic
1.0
2.0
Interface Zone, dΩ
Pr
op
er
ty
 v
al
ue
,P
PA= 1
PB= 1.5
(b) CTE.
(c) Final design on the full-domain.
(d) Iterations 1, 10, 25, 40.
modulus material is present along the 45° line of force with
a secondary support emanating from the bottom left corner
at an angle of 45°. The smallest features are present at the
point of loading which means that the interface is favored at
this location.
By enhancing the favorable interfacial properties (Fig. 9),
the propensity to promote curving trajectories that maxi-
mize the presence of the interface is revealed. Recall that
the volume of the lower modulus material-B is always con-
strained to be 50 % of the design domain. In this case, a
dog-bone-like structure is present, reminiscent of the the-
ory of the equilibrium shape of crystals detailed by Wulff
(Wulff 1901). Wulff’s theory showed that the distance from
a common center of a small crystallite to any given surface
facet is proportional to the surface free energy of the facet.
Here, surface free energy is not explicity included, but the
interface stiffness properties being significantly higher than
either of the bulk material moduli in a compliance mini-
mization problem is a situation analogous to a theoretical
crystallite transforming with low surface free energy. The
optimal design follows a single orientation along the 45°line
of force and the features comprised of material B (the lower
modulus bulk material) remain of relatively uniform size,
increasing the perimeter of the interface. Again the small-
est features are found at the point of application of the
load.
Similar trends are found in the case of the short-cantilever
(Figs. 10–13). For ease of presentation, all results in these
figures utilizing two materials and void show the distri-
bution of Young’s modulus in greyscale instead of the
distribution of materials in color. The monotonic case,
Fig. 11, results in the classic two-bar Michell-like structure
(Michell 1904). The higher modulus material is more preva-
lent in the area where the load is applied (medium grey
in Fig. 11b). When initializing from the monotonic solu-
tion, Fig. 12c “Iteration 1”, minor changes in the design
result in substantial decreases in the objective function value
(Table 2), promoting little difference in the shape of the
final design (Fig. 12b, c). The orientation of the beams is
preserved and the interface with its favorable properties is
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Fig. 17 Case for
non-monotonic interface
interpolation applied in the
built-in-beam problem under a
thermal excursion (T=1),
Fig. 14. Results shown on the
half-domain unless otherwise
noted. Results were initialized
(“Iteration 1” in (d)) with the
final design of the monotonic
interface interpolation scheme
(see Fig. 15c)
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promoted towards the outer edges of the beams. In this
final design (Fig. 12b), regions of the higher modulus mate-
rial align such that sections of the interface line up along
the 45° line of force and the interface perimeter is in gen-
eral increased within the beams. The non-uniform beam
thickness is promoted by the unequal volume constraints
applied on the higher and lower modulus materials. By ini-
tializing from the array of voids (Fig. 13c) and enabling
greater flexibility in favoring the interface, a more dis-
tributed design results that lowers the objective by 28 %
(Table 2).
Finally, introducing the volumetric thermal loads in
Figs. 14–18, introduces the opportunity for more complex
conditions that are less intuitive. In order to start simply, the
Young’s modulus was assumed to be uniform for both mate-
rials and across the bi-material interface. A uniform thermal
excursion T = 1 was imposed and the square of the dis-
placement (x2-direction) at the point of interest, displayed
in Fig. 14, was minimized.
For the monotonic case, material A (blue) with the low-
est CT E is clearly preferred at the point of interest where
vertical displacement (in the x2-direction in Fig. 14) is not
desired. The final design, Fig. 15c, resembles a checker-
board arrangement of the two materials. The checkerboard
pattern is an intuitive measure against vertical global dis-
placement. However, the idealized checkerboard (“Iteration
1” in Fig. 16d), results in horizontal isocontours of displace-
ment in the x2-direction (Fig. 14). When the checkerboard
pattern is slightly biased, as is seen in the final designs in
Figs. 15c and 16c, the displacement at the point of interest
is decreased.
The most effective design is found using the non-
monotonic interface transition profile. When initializing
from the monotonic solution (Fig. 17d “Iteration 1”, see
also Fig. 15c), no topological changes are made and very
little benefit in decreasing the objective function value is
derived (Table 3). However, when initializing from the array
of inclusions (Fig. 18d “Iteration 1”), many topological
changes occur that enable a 17 % reduction in the objec-
tive function value (comparing the last columns in rows 1
and 4 of Table 3). This is not intuitive as the interface has
the largest CT E in the design domain. Instead of limited
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Fig. 18 Case for
non-monotonic interface
interpolation applied in the
built-in-beam problem under a
thermal excursion (T=1),
Fig. 14. Results were initialized
from a regular array of
inclusions (“Iteration 1” in (d))
and are shown on the
half-domain unless otherwise
noted
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use of interfaces in the domain, the design features many
oriented “fibers” of the interface at the corners and oppo-
site the point of interest in Fig. 18c. While these interface
“fibers” seemingly violate the assumption of the disparity
of scales between the interface and the bulk materials, the
results demonstrate the trend and more discussion on this
point follows.
4.2 On the interface parameters
In contrast to previous level set topology optimization for-
mulations, the interface zone width, ε (Fig. 3), is physically
motivated and is not restricted to a convenient numerical
approximation. Thus, the interface zone width introduces
a length scale into the optimization problem. Nevertheless,
final designs may be considered size-independent, provided
everything, including the interface, is scaled uniformly.
However, changing only the interface zone width in
the optimization formulation can affect the final optimized
designs. Its influence is generally negligible when the
dimensions of the optimized structure are much larger than
epsilon (see Figs. 6b, 15c, 16c, 17c). Its influence becomes
more important when the interface zone width approaches
the same magnitude as the “bulk” material features in the
design (see Figs. 7b, 8b, 9b, 12b, and 13b near the applica-
tion of the point load or see the corners in Fig. 18c). The
magnitude of the interface zone thickness (Fig. 3) has been
kept constant: the length of 8 elements (ε = 4dx) for Figs.
6–9 and 15–18, and the length of 4 elements (ε = 2dx) for
Figs. 11–13.
The fact that the interface zone thickness is fixed is
a numerical restriction. It is not yet possible to contin-
uously vary the width of the interface zone within the
same design for the level set optimization framework.
This restriction can be partially circumvented by para-
metrically varying the the thickness value to explore its
effects.
Nevertheless, the interface thickness must also be suf-
ficiently large compared to element size in order to ade-
quately capture the non-monotonic nature of the property
variations. Recall that a polynomial dictates the values at the
elemental nodes within the interface region; this provides
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Table 3 A table of final objective function values for the minimization of the vertical (u2) displacement at the point of interest indicated in the
built-in beam problem (Fig. 14) for different property transition profiles
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Figure 18
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All results used a uniform normalized Young’s modulus distribution (EA = EB = Einterf ace = 1.0), ε = 4dx, and a 150 × 150 element mesh on
the half-domain
Material interface effects on the topology optimization
an estimate on the lower bound. At the other extreme, the
interface region is typically energetically limited to approx-
imately 10 % of the smallest feature of a design. As such,
the interface does not saturate the design or become sand-
wiched between material features of comparable thickness
to, or smaller thickness than, the interface zone. This final
point, that all design features must remain at least 10 times
greater in dimension than the fixed interface thickness, is a
geometric constraint that is numerically difficult to directly
implement. Indirectly, the requirement can be approximated
by including interface perimeter penalization within the
objective function. For the present work, neither approach
is utilized and the unencumbered designs are presented to
better illustrate the trends in interface effects. These trends
may also be used to inspire more manufacturable manual
interpretations of the final design as was done in Sigmund
(2000). Accounting for epsilon as a length scale deter-
mines how refined the discretization needs to be and is likely
to prevent mesh-dependencies in the optimization results.
Moreover, we propose that future work decouples the def-
inition of the interface interpolation zone width, ε, from
the definition of the uniform grid mesh size. Instead, adap-
tive (non-uniform) mesh methods such as those found in
Allaire et al. (2011) could be employed that would also
allow a more detailed study of the influence of the interface
zone thickness. Regardless of the meshing techniques, the
fixed interface thickness distinguishes the effects of includ-
ing interface characteristics from simply adding another
bulk material. The interface is, by definition, sandwiched
between materials A and B, whereas an additional bulk
material, C, could be isolated within material A or B without
contact to the remaining bulk material.
5 Conclusions
The influence of the interface between disparate bulk mate-
rials on the optimal design of elastic and thermoelastic
structures has been investigated. The methodology employs
a recent formulation that accounts for a finite interface
zone in a shape optimization framework (Allaire et al.
2004). The description is extended to include a physically-
motivated interface thickness with graded properties that
can be monotonically varying between bulk materials but
also non-monotonically varying with local properties that
are larger or smaller than either of the bulk properties alone.
Examples of these types of interface transitions, commonly
found in materials science and biological materials, are
given. The motivation of the present study is to highlight
the importance of interface properties in optimal design
and to direct the development of design tools that capital-
ize on advanced manufacturing capabilities. Two cases are
presented: an elastic problem in which the compliance is
minimized for a given point load and a thermoelastic case in
which the displacement at a point of interest is minimized.
An additional reference case, consisting in the minimiza-
tion of the compliance of a short-cantilever beam, is also
reported for comparison with similar shape optimization
formulations found in Wang and Wang (2004). The main
results are:
– Interface properties can be explicitly accounted for in
shape optimization formulations. The interface thick-
ness incorporates a physically motivated length scale
into the problem formulation.
– The effect of interface properties depends both on the
type of loading and boundary conditions of the problem
considered, and on the transition profile relative to the
bulk properties. The interface transition profiles iden-
tified are not restricted to an interval bounded by the
surrounding bulk values but can be larger or smaller in
magnitude.
– Accounting for interface properties can significantly
improve the optimization results.
– The present formulation can be used to probe the influ-
ence of the interface characteristics in structures, but
also to direct the development and processing of new
materials, and in particular, bio-inspired materials. This
is the aim of forthcoming studies.
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