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WEAK SPECIFICATION PROPERTIES AND LARGE
DEVIATIONS FOR NON-ADDITIVE POTENTIALS
PAULO VARANDAS AND YUN ZHAO
Abstract. We obtain large deviation bounds for the measure of deviation
sets associated to asymptotically additive and sub-additive potentials under
some weak specification properties. In particular a large deviation principle
is obtained in the case of uniformly hyperbolic dynamical systems. Some
applications to the study of the convergence of Lyapunov exponents are given.
1. Introduction
The purpose of the theory of large deviations is to study the rates of convergence
of sequences of random variables to some limit distribution. Some applications of
these ideas into the realm of Dynamical Systems have been particularly useful to
estimate the velocity at which time averages of typical points of ergodic invariant
measures converge to the space average as guaranteed by Birkhoff’s ergodic the-
orem. More precisely, given a continuous transformation f on a compact metric
space M and a reference measure ν, one interesting question is to obtain sharp
estimates for the ν-measure of the deviation sets {x ∈ M : 1n
∑n−1
j=0 g(f
j(x)) > c}
for all continuous functions g : M → R and real numbers c. We refer the reader to
[43, 24, 25, 18, 31, 1, 27, 35, 16, 45, 26, 33, 17, 11, 42] and the references therein
for an account on recent large deviations results.
Since many relevant quantities in dynamical systems arise from non-additive
sequences, e.g. the largest Lyapunov exponent for higher dimensional dynamical
systems, Kingman’s ergodic theorem becomes in many situations crucial to study
the deviation sets {x ∈ M : ϕn(x) > cn} with respect to some not necessarily
additive sequence Φ = {ϕn}n of continuous functions. Inspired by the pioneering
work of Young [43] our purpose in this direction is to provide sharp large devia-
tions estimates for a wide class of non-additive sequences of continuous potentials.
Our approach uses ideas from the non-additive thermodynamical formalism and
we estimate the measure of deviation sets in the case that the reference measure
satisfies a weak Gibbs property. Some recent results considering the thermodynam-
ical formalism of almost additive or sub-additive sequences of potentials include
[19, 4, 29, 22, 20]: in all cases the authors proved that there exists a unique equi-
librium state µΦ and it is absolutely continuous with respect to a Gibbs measure
νΦ with density bounded away from zero and infinity. Building over [3], Me´son
and Vericat [28] obtained bounds for large deviations processes for a family of non-
additive potentials Φ = {ϕn}, namely those such that ϕn − ϕn−1 ◦ f converge
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uniformly. Our purpose here is to extend the theory beyond the uniformly hyper-
bolic context and to consider a broad class of sub-additive, almost additive and
asymptotically additive sequences of potentials. For simplicity, we will refer to the
previous classes of potentials as non-additive sequences of potentials.
Let us mention that, since we consider some non-uniformly hyperbolic dynam-
ical systems or dynamical systems that admit mistakes these in general do not
satisfy the usual specification property. In fact, if on the one hand the specification
property holds robustly in the uniformly hyperbolic setting [38], on the other hand
dynamical systems with the specification property are rare even among partially
hyperbolic dynamical systems in dimension three [39]. For that reason we assume
the dynamical system to satisfy some weaker specification property. In fact, as a
physical process evolves it is natural for the evolving process to change or produce
some errors in the evaluation of orbits. However, a self-adaptable system should
decrease errors over time. This is a motivation for our study of the large deviations
for non-additive potentials when the systems admits mistakes. In fact, not only the
notions of specification and topologically mixing coincide for every one-dimensional
continuous mapping (see [6]) as weaker specification properties hold in the presence
of nonuniform hyperbolicity.
Roughly, one proves that the measure of the set of points whose sequences of
values remain far from the space average with respect to the equilibrium measure
decrease exponentially fast. In particular we obtain a large deviations principle for
non-additive sequences in the uniformly expanding setting. As important applica-
tions we estimate the rate of convergence of the maximal Lyapunov exponent for
some open families of linear cocycles and and non-conformal expanding maps. We
refer the reader to Section 4 for precise statements and details.
The remainder of this paper is organized as follows. In section 2, we present some
definitions and fundamental notions necessary to state our results. In Section 3 we
present statements of the main results in this paper. Some examples are given in
Section 4 while the proofs of the main results are given in section 5. Finally in the
Appendix A we estimate the measure of mistake dynamical balls in the uniformly
expanding setting.
2. Preliminaries
Throughout this paper, (M, f) denotes a continuous dynamical systems in the
sense that f : M → M is a (piecewise) continuous transformation on the compact
metric spaceM with a metric d. Invariant Borel probability measures are associated
with (M, f). Let Mf and Ef denote the space of f -invariant Borel probability
measures and the set of f -invariant ergodic Borel probability measures, respectively.
2.1. Specification properties. Specification properties are very useful to obtain
existence of equilibrium states as well as large deviation principles. Here we intro-
duce and discuss some different notions.
Definition 2.1. We say that a map f satisfies the specification property if for any
ε > 0 there exists an integer N = N(ε) ≥ 1 such that the following holds: for every
k ≥ 1, any points x1, . . . , xk, and any sequence of positive integers n1, . . . , nk and
p1, . . . , pk with pi ≥ N(ε) there exists a point x in M such that
d
(
f j(x), f j(x1)
)
≤ ε, ∀ 0 ≤ j ≤ n1
2
and
d
(
f j+n1+p1+···+ni−1+pi−1(x) , f j(xi)
)
≤ ε
for every 2 ≤ i ≤ k and 0 ≤ j ≤ ni.
The previous notion is slightly weaker than the one introduced by Bowen [7], that
requires that any finite sequence of pieces of orbit is well approximated by periodic
orbits. Although robust specification property for diffeomorphisms is satisfied only
by uniformly hyperbolic dynamical systems (see Sakai, Sumi and Yamamoto [38])
we know by Blokh [6] that the notions of specification and topologically mixing
coincide for every one-dimensional continuous mapping. This is no longer true if
the one-dimensional map fails to be continuous (see e.g. [10]).
To define other weak form of specification we first recall the definitions of mistake
function and mistake dynamical balls which are due to Thompson [40], Pfister
and Sullivan [32]. Given ε0 > 0, the function g : N × (0, ε0] → N is called a
mistake function if for all ε ∈ (0, ε0] and all n ∈ N, g(n, ε) ≤ g(n + 1, ε) and
limn g(n, ε)/n = 0. By a slight abuse of notation, we set g(n, ε) = g(n, ε0) for every
ε > ε0. Moreover, for any subset of integers Λ ⊂ [0, N ], we will use the family
of distances in the metric space M given by dΛ(x, y) = max{d(f ix, f iy) : i ∈ Λ}
and consider the balls BΛ(x, ε) = {y ∈ M : dΛ(x, y) < ε}. Hence we can now
consider mistake dynamical balls. Given a mistake function g, ε > 0 and n ≥ 1,
the (n, ε)−mistake dynamical ball Bn(g;x, ε) of radius ε and length n associated to
g is defined by
Bn(g;x, ε) = {y ∈M | y ∈ BΛ(x, ε) for some Λ ∈ I(g;n, ε)}
=
⋃
Λ∈I(g;n,ε)
BΛ(x, ε)
where I(g;n, ε) = {Λ ⊂ [0, n − 1] ∩ N | #Λ ≥ n − g(n, ε)}. A set F ⊂ Z is
(g;n, ε)−separated for Z if for every x, y ∈ F with x 6= y implies dΛ(x, y) > ε, ∀Λ ∈
I(g;n, ε). The dual definition is as follows. A set E ⊂ Z is (g;n, ε)−spanning for
Z if for all z ∈ Z, there exists x ∈ E and Λ ∈ I(g;n, ε) such that dΛ(x, z) ≤ ε.
Definition 2.2. Let g be a mistake function. We say that f satisfies the g-almost
specification property if there exists ε > 0 and a positive integer N(g, ε) such that
the following property holds: for every k ≥ 1, any points x1, . . . , xk, and any positive
integers n1, . . . , nk with ni ≥ N(g, ε) it follows that
k⋂
i=1
f−
∑i−1
j=0 nj (Bni(g;xi, ε)) 6= ∅
where n0 = 0.
The later property holds for all β-transformations (see [32, 40]). In fact Thomp-
son [40] introduced a more general property where the value ε is replaced by several
values ε1, . . . , εk. However this weaker requirement is suitable for our purposes.
2.2. Non-additive potentials. Let C(M) denote the space of continuous func-
tions from M to R. A sequence Φ = {ϕn} ⊂ C(M) is a sub-additive (respec-
tively superadditive) sequence of potentials if ϕm+n ≤ ϕm + ϕn ◦ fm (respectively
ϕm+n ≥ ϕm + ϕn ◦ fm) for every m,n ≥ 1.
We say that the sequence Φ = {ϕn} ⊂ C(M) is an almost additive sequence of
potentials, if there exists a uniform constant C > 0 such that ϕm +ϕn ◦ f
m −C ≤
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ϕm+n ≤ ϕm + ϕn ◦ fm + C for every m,n ≥ 1. Finally, we say that Φ = {ϕn} ⊂
C(M) is an asymptotically additive sequence of potentials, if for any ξ > 0 there
exists a continuous function ϕξ such that
lim sup
n→∞
1
n
‖ϕn − Snϕξ‖ < ξ (2.1)
where Snϕξ =
∑n−1
j=0 ϕξ ◦ f
j denotes the usual Birkhoff sum, and || · || is the sup
norm on the Banach space C(M). Let A denote the set of asymptotically additive
potentials. The following result establishes the relation between these notions.
Proposition 2.1. The following properties hold:
(1) If Φ = {ϕn} is almost additive there exists C > 0 such that the sequence
ΦC = {ϕn + C} is sub-additive and Φ−C = {ϕn − C} is superadditive;
(2) If Φ = {ϕn} is almost additive then it is asymptotically additive, and for any
ξ > 0 there exists k = k(ξ) ≥ 1 so that lim supn→∞
1
n
∥∥ϕn−Sn( 1kϕk)∥∥ < ξ.
Proof. Part (1) is obvious from the definitions. Part (2) is contained in Proposition
A.5 of [21] or Proposition 2.1 of [46]. 
Example 4.6 provides examples of sub-additive and superadditive potentials that
are almost additive, while in Example 4.7 we exhibit some sub-additive and super-
additive potentials that are asymptotically additive. By Kingman’s subadditive
ergodic theorem it follows that for every sub-additive potential Φ = {ϕn} and
every f -invariant ergodic probability measure µ it holds
lim
n→∞
1
n
ϕn(x) = inf
n≥1
1
n
∫
ϕn dµ =: F∗(µ,Φ), for µ-a.e. x. (2.2)
In fact, Feng and Huang [21] proved that the same property holds for asymptotically
additive potentials and, consequently, for all almost additive ones. In that paper,
Feng and Huang also proved that the map µ 7→ F∗(µ,Φ) is continuous (respectively
upper semi-continuous) if Φ is asymptotically additive (respectively sub-additive).
2.3. Non-additive topological pressure and equilibrium states. We recall
the notions of non-additive topological pressure. For any ε > 0 and n ∈ N we
consider the (n, ε)−dynamical balls Bn(x, ε) := {y ∈ M : dn(x, y) < ε}, where
dn(x, y) = max0≤i<n d(f
ix, f iy). We say that a set E ⊂ M is (n, ε)-separated if
all distinct x, y ∈ E satisfy y /∈ Bn(x, ε). If Φ = {ϕn} is a non-additive (namely
sub-additive, almost additive or asymptotically additive) family of potentials, the
topological pressure of f with respect to Φ is defined by
P (f,Φ) = lim
ε→0
lim sup
n→∞
1
n
log sup
En
{Zn(Φ, En, ε)}
where Zn(Φ, En, ε) =
∑
y∈En
exp(ϕn(y)) and the supremum is taken over all (n, ε)-
separated sets. The following variational principle relates the non-additive pressure
with the natural modifications of the measure-theoretic free energy. Recall first a
very useful formula to compute the metric entropy due to Katok [23, Theorem I.I]:
if η is an f -invariant ergodic probability measure then
hη(f) = lim
ε→0
lim sup
n→∞
1
n
logN(n, ε, δ) = lim
ε→0
lim inf
n→∞
1
n
logN(n, ε, δ), (2.3)
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whereN(n, ε, δ) is the minimum number of (n, ε)-dynamical balls necessary to cover
a set of η−measure larger than δ. More generally, it was proven in [40] that for any
mistake function g under the previous assumptions it also holds that
hη(f) = lim
ε→0
lim sup
n→∞
1
n
logN(g;n, ε, δ) = lim
ε→0
lim inf
n→∞
1
n
logN(g;n, ε, δ), (2.4)
where the term N(g;n, ε, δ) stands for the minimum number of (n, ε)-mistake dy-
namical balls necessary to cover a set of η−measure larger than δ. A generalization
of formulas (2.3) and (2.4) to measure theoretic pressure was given in [14] and [13].
Theorem 2.1. Let f :M →M be a continuous map on the compact metric space
M , and Φ = {ϕn} a non-additive potential (namely sub-additive, almost additive
or asymptotically additive). Then
P (f,Φ) = sup{hµ(f) + F∗(µ,Φ) : µ ∈Mf , F∗(µ,Φ) 6= −∞}.
We refer the reader to [12, 4, 29, 21] for the proof of this variational princi-
ple and details on topological pressure of non-additive potentials. An f -invariant
probability measure µ that attains the supremum is called equilibrium state for f
with respect to Φ. In many situations these arise as invariant measures absolutely
continuous with respect to weak Gibbs measures.
Definition 2.3. Given a sequence of functions Φ = {ϕn}, we say that a probability
measure ν is a weak Gibbs measure with respect to Φ on Λ ⊂M , if the set Λ has full
ν-measure and there exists ε0 > 0 such that for every x ∈ Λ and 0 < ε < ε0 there
exists a sequence of positive constants (Kn)n≥1 (depending only on ε) satisfying
lim
n→∞
1
n logKn = 0 and for every n ≥ 1
K−1n ≤
ν(Bn(x, ε))
e−nP (f,Φ)+ϕn(x)
≤ Kn.
We say that ν is a Gibbs measure with respect to Φ, if there exists K > 0 such
that the same property holds with Kn = K independent of n.
The previous notion of Gibbs measure is a generalization of the usual one ob-
tained in [4, 29] in the uniformly hyperbolic setting. In the case of additive po-
tentials, these weak Gibbs measures appear in dynamics with some non-uniform
hyperbolicity as e.g. [41, 44]. Let us focus on some results concerning the existence
of equilibrium states in the uniformly hyperbolic setting. Given a basic set Ω for
an Axiom A diffeomorphism f , it is known that every almost additive potential
Φ = {ϕn} satisfying
(1) (bounded variation) ∃A, δ > 0 : supn∈N γn(Φ, δ) ≤ A,
where γn(Φ, δ) = sup{|ϕn(y) − ϕn(z)| : y, z ∈ Bn(x, δ)}, admits a unique equilib-
rium state µΦ which coincides with the Gibbs measure w.r.t. Φ (see [4, 29] for the
proof). This condition above was introduced by Bowen [8] to obtain uniqueness of
equilibrium states for expansive maps with the specification property. We say that
a sequence of continuous functions Ψ = {ψn} satisfy weak Bowen condition, if there
exist δ > 0 and a sequence of positive real numbers {an}n such that lim sup
n→∞
an
n = 0
and
γn(Φ, δ) ≤ an, for all n ≥ 1. (2.5)
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3. Statement of the results
Here we state our main results of this paper. The first one is a modified Brin-
Katok local entropy formula for dynamical systems when some errors are admissi-
ble. We prove that the exponential decreasing rate of the measure of the mistake
dynamical ball is equal to the measure-theoretic entropy.
Proposition A. Given an f -invariant ergodic measure µ and a mistake function
g, the following limits
hµ(g; f, x) = lim
ε→0
lim inf
n→∞
−
1
n
logµ(Bn(g;x, ε))
and
hµ(g; f, x) = lim
ε→0
lim sup
n→∞
−
1
n
logµ(Bn(g;x, ε))
exist for µ-almost every x and coincide with the measure theoretic entropy hµ(f).
Let us mention that, although the statement of the previous proposition was
expected, the proof of the later formulas does not follow the original strategy of
Brin and Katok. Notice that the mistake dynamical balls Bn(g;x, ε) take into
account not only the size n as the amount of allowed mistakes g(n, ε). In par-
ticular, the mistake dynamical balls Bn(g;x, ε) may not even satisfy the inclusion
Bn+1(g;x, ε) ⊂ Bn(g;x, ε), e.g, if g(n, ε) is much larger than g(n− 1, ε). Since this
fact is not standard an estimation on the measure of mistake dynamical balls for
uniformly expanding maps is given in the Appendix A. Furthermore, the ergodicity
assumption in Proposition A is not crucial. Given µ ∈Mf , by ergodic decomposi-
tion theorem we know that µ can be decomposed as a convex combination of ergodic
measures, µ =
∫
µxdµ(x). Applying Proposition A to each ergodic component µx
and using hµ(f) =
∫
hµx(f)dµ(x) we obtain:
Corollary 3.1. Given any µ ∈ Mf , the limits hµ(g; f, x) and hµ(g; f, x) do exist
for µ-almost every x and the measure theoretic entropy hµ(f) satisfies
hµ(f) =
∫
hµ(g; f, x)dµ(x) =
∫
hµ(g; f, x)dµ(x).
Large deviation bounds for asymptotically additive observables. We are also inter-
ested to study the rate of convergence at Kingman’s sub-additive theorem. More
precisely, given a Borel probability measure m on the space M , we study the rate
at which the m-measure of the sets
B(n) =
{
x ∈M :
∣∣∣ 1
n
ϕn(x) −F∗(µ,Φ)
∣∣∣ > c}
goes to zero as n tends to infinite, with respect to our reference and not necessarily
invariant probability measurem. Given a mistake function g and a Borel probability
ν, we define
hm(g; f, x) = lim
ε→0
lim sup
n→∞
−
1
n
logm(Bn(g; , x, ε))
and hm(g; f, ν) = ν − ess suphm(g; f, x). It follows from Proposition A that we
have hν(g; f, x) = hν(f) for ν−a.e. x and every ν ∈ Ef . To provide more precise
bounds for hm(g; f, x), we introduce two sets of functions as follows.
Given a constantK and a mistake function g, define V+K(g) as the set of sequences
Φ ∈ A for which there exists ε0 > 0 and a set Υ of full m−measure such that the
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following property holds: for all 0 < ε < ε0, there are constants Cn (depending
only on ε) so that lim
n→∞
1
n logCn = 0 and
m(Bn(g;x, ε)) ≤ Cn exp(−nK + ϕn(x)), ∀x ∈ Υ and n ≥ 1.
We also consider the set V−K(g) as the set of sequences Φ ∈ A for which there exists
ε0 > 0 and a set Υ of full m−measure such that the following property holds: for
all 0 < ε < ε0, there are constants Cn so that lim
n→∞
1
n logCn = 0 and
m(Bn(g;x, ε)) ≥ Cn exp(−nK + ϕn(x)), ∀x ∈ Υ and n ≥ 1.
Observe that both classes of asymptotically potentials V+K(g), V
−
K(g) depend on
the mistake function g and the constant K used in the expressions above. For the
mistake function g ≡ 0, we will simply write V+K and V
−
K respectively. We shall refer
to the constants Cn above as tempered constants. Finally, for any not necessarily
additive sequence of observables Φ = {ϕn} and E ⊂ R define
Rm(Φ, E) = lim sup
n→∞
1
n
logm
({
x ∈M :
1
n
ϕn(x) ∈ E
})
and
Rm(Φ, E) = lim infn→∞
1
n
logm
({
x ∈M :
1
n
ϕn(x) ∈ E
})
.
The following abstract results generalize [43, Theorem A] to the case of asymptot-
ically additive potentials under some mistake dynamical systems.
Theorem A. Assume htop(f) < ∞. Then for each Φ ∈ A, c ∈ R and mistake
function g the following holds:
(1) Rm(Φ, (c,∞)) ≥ sup{hν(f)− hm(g; f, ν) : ν ∈ Ef , F∗(ν,Φ) > c};
(2) For each Ψ ∈ V+K(g), we have
Rm(Φ, [c,∞)) ≤ sup{−K + hν(f) + F∗(ν,Ψ)}
where the supremum is taken over all ν ∈ Mf satisfying F∗(ν,Φ) ≥ c;
(3) For every Ψ ∈ V−K(g) as above, we have
Rm(Φ, (c,∞)) ≥ sup{−K + hν(f) + F∗(ν,Ψ)}
where the supremum is taken over all ν ∈ Ef satisfying F∗(ν,Φ) > c and
ν(Υ) = 1;
(4) Assume f satisfies the g-almost specification property. Then, given Ψ ∈ V−K
Rm(Φ, (c,∞)) ≥ sup{−K + hν(f) + F∗(ν,Ψ)}
where the supremum is taken over all ν ∈ Mf satisfying F∗(ν,Φ) > c and
ν(Υ) = 1.
The previous result has particularly interesting applications to weak Gibbs mea-
sures obtained in thermodynamical formalism as we now describe.
Theorem B. Assume that htop(f) < ∞. Let Φ = {ϕn} be an almost additive
family of potentials with P (f,Φ) > −∞ and let ν be a weak Gibbs measure for f
with respect to Φ on Λ ⊂M . Assume that either:
(a) Ψ = {ψn} is an asymptotically additive family of potentials, or;
(b) Ψ = {ψn} is a sub-additive family of potentials such that:
i. Ψ = {ψn} satisfies the weak Bowen condition;
ii. infn≥1
ψn(x)
n > −∞ for all x ∈M ; and
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iii. the sequence {ψn/n} is equicontinuous.
Given c ∈ R, it holds
Rν(Ψ, [c,∞)) ≤ sup
{
− P (f,Φ) + hη(f) + F∗(η,Φ)
}
} (UB)
where the supremum is over all η ∈Mf such that F(η,Ψ) ≥ c. Moreover,
Rν(Ψ, (c,∞)) ≥ sup
{
− P (f,Φ) + hη(f) + F∗(η,Φ)
}
where the supremum is taken over all ergodic measures η satisfying F∗(η,Ψ) > c
and η(Λ) = 1. If, in addition, f satisfies specification property then
Rν(Ψ, (c,∞)) ≥ sup
{
− P (f,Φ) + hη(f) + F∗(η,Φ)
}
(LB)
where the supremum is taken over all η ∈Mf satisfying F∗(η,Ψ) > c and η(Λ) = 1.
Some comments on our assumptions are in order. We use distinct strategies
to deal with the two different classes of potentials Ψ. On the one hand, given a
asymptotically additive family of potentials Ψ = {ψn} the potentials ψn can be
approximated by Birkhoff sums of continuous potentials and, in particular, the
functional µ → F∗(µ,Ψ) is continuous. On the other hand, for the sub-additive
setting conditions (ii) and (iii) will imply the continuity of the previous functional
and condition (i) is a bounded distortion property as explained before. In Exam-
ple 4.1 we explain how to deduce conditions (i) and (iii) in the expanding setting
if the family Ψ satisfies some Ho¨lder continuous regularity. Let us also mention
that for the lower bound estimate above it is enough the measure µ to satisfy the
non-uniform specification property defined in [37, 42], but we shall not use or prove
this fact here. Under the uniform hyperbolic assumption, we can also extend a
large deviations principle to this non-additive setting as follows.
Corollary A. Assume that Ω is a basic set for a uniform hyperbolic map f , that
Φ = {ϕn} is an almost additive sequence of functions such that there exists νΦ a
Gibbs measure for Φ and µΦ ≪ νΦ a unique equilibrium state for f with respect
to Φ. If Ψ = {ψn} is a family of potentials as in Theorem B, then it satisfies the
following large deviations principle: given c ∈ R it holds that
RνΦ(Ψ, [c,∞)) ≤ − inf
η∈Mf
{P (f,Φ)− hη(f)−F∗(η,Φ): |F∗(η,Ψ)− F∗(µΦ,Ψ)| ≥ c}
and also
RνΦ(Ψ, (c,∞)) ≥ − infη∈Mf
{P (f,Φ)− hη(f)−F∗(η,Φ): |F∗(η,Ψ)−F∗(µΦ,Ψ)| > c} .
Let us finish this section with some comments. First notice that the uniqueness of
the equilibrium state implies that the later convergence to the average in Kingman’s
subadditive ergodic theorem is indeed exponential. Second, since almost additive
potentials are indeed asymptotically additive then our result apply for a wide class
of non-additive sequences of observables.
4. Examples and applications
In this section we discuss the specification properties and large deviation results
on a broad class of examples. In particular, we obtain applications to the study
of the velocity of convergence for the Lyapunov exponents in open classes of linear
cocycles and non-conformal expanding repellers. Our first example concerns sub-
additive families of Ho¨lder continuous potentials.
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Example 4.1. Let X be a compact metric space and assume that f : X → X
expands distances, that is, there are λ > 1 and ε > 0 such that d(f(x), f(y)) ≥
λd(x, y) for all y ∈ B(x, ε) and, consequently, fn : Bn(x, ε) → B(fn(x), ε) is
a bijection. Let Ψ = {ψn}n be any sub-additive family of γ-Ho¨lder continuous
potentials such that the Ho¨lder constants have at most linear growth, meaning
that there exists K > 0 such that Ho¨lγ(ψn) ≤ Kn. We claim that Ψ satisfies
assumptions (i) and (iii) in Theorem B. On the one hand, |ψn(x) − ψn(y)| ≤
Knd(x, y)γ ≤ Knλ−γn diam(X)γ for every y ∈ Bn(x, ε) and n ≥ 1. In conse-
quence, γn(Φ, ε) ≤ an = Knλ−γn diam(X)γ where lim
n→∞
an/n = 0. This proves that
Ψ satisfies the weak Bowen condition. On the other hand, the sequence {ψn/n} is
Ho¨lder continuous with uniform constant K. Thus this sequence is equicontinuous.
Now we provide an illustrative example of a transformation that does satisfy the
almost specification property but does not satisfy the strong specification property.
Example 4.2. Consider the piecewise expanding maps of the interval [0, 1) given
by Tβ(x) = βx(mod 1), where β > 1. This family is known as beta transformations
and it was introduced by Re´nyi in [34]. It was proved by Buzzi [10] that for all but
countable many values of β the transformation Tβ does not satisfy the specification
property. However, it follows from [32, 40] that every β-map satisfies the almost
specification property for every unbounded mistake function g. It is well known
that for all β > 1 the topological entropy of Tβ is log β and it admits a unique
maximal entropy measure µβ. Moreover, Pfister and Sullivan [32] proved a level-2
large deviations principle for the β-transformations with respect to µβ. In fact, a
key point is that the maximal entropy measure µβ satisfies a weak Gibbs property
(see e.g. [30, Equation (5.18)]), that is, there are positive constants Kn so that
limn→∞
1
n logKn = 0 and for all n ≥ 1
K−1n β
−n ≤ µβ(Bn(x, ε)) ≤ Knβ
−n.
Since the discontinuities have zero entropy, our results apply also in this piecewise
expanding setting. Thus, if Φ = {0} and Ψ = {ψn} is any family of asymptotically
additive potentials (e.g. ψn =
∑n−1
j=0 ψ ◦ T
j
β + an where ψ is a continuous function
and (an)n is any sequence of real numbers so that an/n is convergent to zero) then
Theorem B and Proposition B yields that for any c ∈ R
lim sup
n→∞
1
n
logµβ
({
x ∈M :
1
n
ψn(x) ≥ c
})
≤ sup
η
{
− log β + hη(Tβ)
}
where the supremum is taken over all η ∈ MTβ satisfying F∗(η,Ψ) ≥ c, and also
lim sup
n→∞
1
n
logµβ
({
x ∈M :
1
n
ψn(x) ≥ c
})
≥ sup
η
{− logβ + hη(Tβ)}
where the supremum is taken over all η ∈ MTβ satisfying F∗(η,Ψ) > c. Finally,
one should mention that Climenhaga, Thompson and Yamamoto [15] have recently
obtained a level-2 large deviations principle for symbolic systems equiped with a
large class of reference measures, that include the β-transformations.
In the next example we provide an application of our results in the uniformly
expanding context.
Example 4.3. Let f : M → M be a C1 map, and let J ⊂ M be a compact f -
invariant set. If J is a maximal topological mixing repeller, Barreira [4, Page 289]
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proved that each almost additive potential Φ = {ϕn} with weak Bowen property has
a weak Gibbs measure νΦ. Thus Theorem B applies to νΦ and any asymptotically
additive family of potentials Ψ.
We also point out every almost additive potential indeed satisfies the weak Bowen
condition, see [46, Lemma 2.1] for a proof. Thus, any almost additive potential has
a weak Gibbs measure. Therefore, if J is a maximal topological mixing repeller,
Theorem B applies to any almost additive family of potentials Φ and any asymp-
totically additive family of potentials Ψ without any additional conditions.
In our next class of examples we estimate the rate of convergence of the maximal
Lyapunov exponent for an important open class of linear cocycles.
Example 4.4. Here we consider cocycles over subshifts of finite type considered
by Feng and Lau [19] and later by Feng and Ka¨enma¨ki [20]. Let σ : Σ → Σ be the
shift map on the space Σ = {1, . . . , ℓ}N endowed with the distance d(x, y) = 2−n
where x = (xj)j, y = (yj)j and n = min{j ≥ 0 : xj 6= yj}. Consider matrices
M1, . . . ,Mℓ ∈ Md×d(C) such that for every n ≥ 1 there exists i1, . . . , in ∈ {1, . . . , ℓ}
so that the product matrix Mi1 . . .Min 6= 0. Then, the topological pressure function
is well defined as
P (q) = lim
n→∞
1
n
log
∑
ι∈Σn
‖Mι‖
q
where Σn = {1, . . . , d}n and for any ι = (i1, . . . , in) ∈ Σn one considers the matrix
Mι = Min . . .Mi2Mi1 . Moreover, for any σ-invariant probability measure µ define
also the maximal Lyapunov exponent of µ by
M∗(µ) = lim
n→∞
1
n
∑
ι∈Σn
µ([ι]) log ‖Mι‖
and it holds that P (q) = sup{hµ(σ) + qM∗(µ) : µ ∈ Mσ}. Notice that this is the
variational principle for the potentials Ψ = {ψn} where ψn(x) = q log ‖Mιn(x)‖ and
for any x ∈ Σ we set ιn(x) ∈ Σn as the only symbol such that x belongs to the
cylinder [ιn(x)]. Assume that the set of matrices {M1, . . . ,Md} is irreducible over
Cd, that is, there is no non-trivial subspace V ⊂ Cd such that Mi(V ) ⊂ V for all
i = 1, . . . , ℓ. Then it follows from [20, Proposition 1.2] that there exists a unique
equilibrium state µq for σ with respect to Ψ and it is a Gibbs measure: there exists
C > 0 such that
1
C
≤
µq([ιn])
e−nP (q)‖Mιn‖
q
≤ C
for all ιn ∈ Σn and n ≥ 1.
Moreover, it is not hard to check that for any ε > 0 we get y ∈ Bn(x, ε) if and only
if the sequences x = (xj) and y = (yj)j verify xj = yj for all 0 ≤ j ≤ n+ [
− log ε
log 2 ].
In consequence, Bn(x, ε) ⊂ [ιn(x)] where the potential log ‖Mιn(x)‖ is constant.
Therefore, the sub-additive family of potentials {log ‖Mιn(x)‖} clearly satisfies the
weak Bowen condition, and Corollary A yields that for any δ > 0
µq
(
x ∈ Σ :
∣∣∣ 1
n
log ‖Mιn(x)‖ −M∗(µ)
∣∣∣ > δ)
decreases exponentially fast.
The next example combines the theory for both additive and non-additive fam-
ilies of potentials in a non-uniformly expanding context.
10
Example 4.5. Let f be the Manneville-Pomeau map on the interval [0, 1] given
by f(x) = x+ x1+α(mod 1), for α ∈ (0, 1). This transformation satisfies the spec-
ification property since it is topologically conjugated to the doubling map. More-
over, it is well known that there exists an equilibrium state µ ≪ Leb for f with
respect to the potential φ = − log |f ′| and there exists a sequence Kn so that
lim supn→∞
1
n logKn = 0 and such that the measure has the weak Gibbs property:
1
Kn
≤
µ(P(n)(x))
|(fn)′(x)|
≤ Kn
for all x ∈ [0, 1] and n ≥ 1, where P is the Markov partition for f , P(n) :=∨n−1
j=0 f
−jP and P(n)(x) is the element of the partition P(n) that contains x. So,
our results apply for any family of asymptotically additive potentials or sub-additive
potentials with the weak Gibbs property Ψ = {ψn}.
Let us mention that Yuri [44] proved that typical piecewise C1-smooth maps f
with indifferent periodic points admit invariant ergodic weak Gibbs measures for
− log | detDf |. In particular our large deviation upper bound results also hold in
this context.
The following class of local diffeomorphisms was introduced by Barreira and
Gelfert [5] in the study of multifractal analysis for Lyapunov exponents associated
to non-conformal repellers.
Example 4.6. Let f : R2 → R2 be a C1 local diffeomorphism, and let J ⊂ R2
be a compact f -invariant set. Following [5], we say that f satisfies the following
cone condition on J if there exist a number b ≤ 1 and for each x ∈ J there is a
one-dimensional subspace E(x) ⊂ TxR2 varying continuous with x such that
Df(x)Cb(x) ⊂ {0} ∪ intCb(fx)
where Cb(x) = {(u, v) ∈ E(x)
⊕
E(x)⊥ : ||v|| ≤ b||u||}. It follows from [5, Propo-
sition 4] that the later condition implies that both families of potentials given by
Φ1 = {logσ1(Dfn(x))} and Φ2 = {logσ2(Dfn(x))} are almost additive, where
σ1(L) ≥ σ2(L) stands for the singular values of the linear transformation L : R2 →
R2, i.e., the eigenvalues of (L∗L)1/2 with L∗ denoting the transpose of L. Assume
that J is a locally maximal topological mixing repeller of f such that:
(i) f satisfies the cone condition on J , and
(ii) f has bounded distortion on J , i.e., there exists some δ > 0 such that
sup
n≥1
1
n
log sup
{
||Dfn(y)(Dfn(z))−1|| : x ∈ J and y, z ∈ Bn(x, δ)
}
<∞.
Then it follows from [5, Theorem 2] that there exists a weak Gibbs measure νσi with
respect to the family of potentials Φi, for i = 1, 2. Moreover, [4, Theorem 9] yields
that there exists a unique equilibrium state µi for (f,Φi). So, for any i, j ∈ {1, 2}
it follows from Theorem B applied to the weak Gibbs measure νσi and family of
potentials Ψ = Φj = {log σj(Dfn(x))} that
lim sup
n→∞
1
n
log νσi
({
x ∈M :
1
n
log σj(Df
n(x)) ≥ c
})
≤ sup
{
−P (f,Φi) + hη(f) + lim
n→∞
1
n
∫
log σi(Df
n(x))dη
}
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where the supremum is over all η ∈Mf such that infn≥1
1
n
∫
log σj(Df
n(x))dη ≥ c.
and also
lim inf
n→∞
1
n
log νσi
({
x ∈M :
1
n
log σj(Df
n(x)) > c
})
≥ sup
{
−P (f,Φi) + hη(f) + lim
n→∞
1
n
∫
log σi(Df
n(x))dη
}
where the supremum is taken over all η ∈Mf so that infn≥1
1
n
∫
log σj(Df
n(x))dη >
c. As a simple application of the previous formulas, we get that for any ε > 0 the
tail of the convergence to the largest or smallest Lyapunov exponent (corresponding
respectively to j = 1 or j = 2)
νσi
({
x ∈M :
∣∣∣∣ 1n log σj(Dfn(x)) − limn→∞ 1n
∫
log σj(Df
n(x))dµi
∣∣∣∣ > ε
})
decays exponentially fast as n→∞.
Finally, in our last example we deal with an example where both families of
potentials responsable by computing the largest and smaller Lyapunov exponents
are asymptotically additive.
Example 4.7. Let M be a d-dimensional smooth manifold and J a compact ex-
panding invariant set for a C1 map f . We say that J is an average conformal
repeller if all Lyapunov exponents of each ergodic measure are equal and positive.
In particular, it follows from [2, Theorem 4.2] that
lim
n→∞
1
n
(
log ‖Dfn(x)‖ − log ‖Dfn(x)−1‖−1
)
= lim
n→∞
1
n
log
‖Dfn(x)‖
‖Dfn(x)−1‖−1
= 0
uniformly on J . It is easy to see that the family of continuous potentials Ψ1 =
{log ‖Dfn(x)‖}n is sub-additive while Ψ2 = {log ‖Dfn(x)−1‖−1}n is superadditive.
Furthermore, in this setting it is not hard to check that these two families of po-
tentials are asymptotically additive since they can be uniformly approximated by
the additive potentials { 1d log | det(Df
n(x))|}n. Let Φ be any family of continuous
potentials such that f has a unique equilibrium state µΦ for f with respect to Φ,
and µΦ satisfies the Gibbs property. Then it follows from Corollary A that
µΦ
(
x ∈ J :
∣∣∣ 1
n
log ‖Dfn(x)‖ − λ(µΦ)
∣∣∣ > δ or ∣∣∣ 1
n
log ‖Dfn(x)−1‖−1 − λ(µΦ)
∣∣∣ > δ)
decrease exponentially fast, where in this average conformal setting we consider
λ(µΦ) = infn
1
n
∫
log ‖Dfn(x)‖ dµΦ = supn
1
n
∫
− log ‖Dfn(x)−1‖ dµΦ as the aver-
age Lyapunov exponent for µΦ. A final remark is that f admits equilibrium states
with respect to the potentials Ψ1 and Ψ2 by upper semi-continuity of the metric
entropy.
5. Proof of the main results
5.1. Proof of Proposition A. We first recall a covering lemma for mistake dy-
namical balls of points with slow recurrence to the boundary of a partition.
Lemma 5.1. [36, Lemma 3.2] Let Q be a finite partition of M and consider ε > 0
arbitrary small. Let Vε denote the ε-neighborhood of the boundary ∂Q. For any
α > 0, there exists γ > 0(depending only on α), such that for every x ∈M satisfying
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∑n−1
j=0 χVε(f
jx) < γn, the mistake dynamical ball Bn(g;x, ε) can be covered by e
αn
cylinders of Q(n) for sufficiently large n.
We are now in a position to prove our generalized Brin-Katok local entropy
formula whose proof exploits the ergodicity of the measure.
Proof of Proposition A. First we note that the limits in the statement of Proposi-
tion A are indeed well defined almost everywhere. Given n ≥ 1, ε > 0 and x ∈M it
is clear that Bn(x, ε) ⊂ Bn(g;x, ε). Thus Brin-Katok formula (see [9]) immediately
yields
lim
ε→0
lim sup
n→∞
−
1
n
logµ(Bn(g;x, ε)) ≤ lim
ε→0
lim sup
n→∞
−
1
n
logµ(Bn(x, ε)) = hµ(f)
for almost every x. Hence, to complete the proof of the proposition it is enough to
show that for µ-almost every x one has
hµ(g; f, x) = lim
ε→0
lim inf
n→∞
−
1
n
logµ(Bn(g;x, ε)) ≥ hµ(f).
Fix α > 0 arbitrary and let γ be given by Lemma 5.1. Consider a finite partition
Q of M such that µ(∂Q) = 0 and hµ(f) ≤ hµ(f,Q) + γ. If ε > 0 is small enough
the ε-neighborhood Vε of ∂Q satisfies µ(Vε) < γ/2. For each positive integer N set
ΓN =
{
x ∈M :
1
n
n−1∑
j=0
χVε(f
j(x)) < γ and µ(Q(n)(x)) ≤ e−n(hµ(f,Q)−γ), ∀n ≥ N
}
.
Using the ergodicity of µ it follows that ΓN ⊂ ΓN+1 and µ(∪NΓN ) = 1. By
Lemma 5.1 one has that for any x ∈ ΓN the mistake dynamical ball Bn(g;x, ε) can
be covered by eαn cylinders of Q(n). Therefore we obtain that
µ(Bn(g;x, ε) ∩ ΓN ) ≤ µ(∪{Q ∈ Q
(n) : Bn(g;x, ε) ∩Q 6= ∅ and Q ∩ ΓN 6= ∅})
≤ eαne−nhµ(f,Q)+γn ≤ eαne−nhµ(f)+2γn
for all x ∈ ΓN and n ≥ N . For each ε > 0 and positive integer n fixed it follows
that µ(Bn(g;x, ε) ∩ ΓN ) → µ(Bn(g;x, ε)) as N tends to infinite. Therefore, for
any arbitrary constant ξ > 0 it follows that µ(Bn(g;x, ε)) ≤ eξµ(Bn(g;x, ε) ∩ ΓN )
provided that N is large and x ∈ ΓN . In particular, if N is fixed as above then
lim inf
n→∞
−
1
n
logµ(Bn(g;x, ε)) ≥ hµ(f)− 2γ − α− ξ.
Considering ε small enough the constants involved above converge to zero proving
that lim
ε→0
lim inf
n→∞
− 1n logµ(Bn(g;x, ε)) ≥ hµ(f) as claimed. 
5.2. Proof of Theorem A. This subsection is devoted to the proof of Theorem A.
Proof of Theorem A (1). Pick ν ∈ Ef with F∗(ν,Φ) > c and let Un = {x ∈ M :
1
nϕn(x) > c}. It suffices to show that
lim inf
n→∞
1
n
logm(Un) ≥ hν(f)− hm(g; f, ν).
Without loss of generality, assume hm(g; f, ν) < ∞, otherwise, there is nothing to
prove since hν(f) ≤ htop(f) < ∞. The strategy for the proof is to approximate
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the family of asymptotically additive functions by appropriate Birkhoff sums asso-
ciated to some continuous observable. Indeed, fix a sufficiently small ξ > 0 so that
F∗(ν,Φ) > c+ 2ξ, and ϕξ is given by (2.1) approximating Φ. We have
U˜n =
{
x ∈M :
1
n
Snϕξ(x) > c+ ξ
}
⊂ Un
for all sufficiently large n. Moreover, if δ > 0 is small enough we can assume that
F∗(ν,Φ) > c + 2ξ + δ. By uniform continuity of ϕξ, there exist εδ > 0 such that
|ϕξ(x) − ϕξ(y)| < δ/2 whenever d(x, y) ≤ εδ. We claim that this guarantees that
if 1nSnϕξ(x) > c + ξ + δ then Bn(g;x, ε) ⊂ U˜n ⊂ Un for all sufficiently large n.
Indeed, for each y ∈ Bn(g;x, ε) there exists Λ ⊂ I(g;n, ε0) so that y ∈ BΛ(x, ε),
and so
n−1∑
i=0
ϕξ(f
ix) ≤
∑
i∈Λ
[ϕξ(f
iy) +
δ
2
] +
∑
i/∈Λ
||ϕξ|| ≤
n−1∑
i=0
[ϕξ(f
iy) +
δ
2
] + Cg(n, ε) (5.1)
where C = 2||ϕξ|| + δ. This implies that Snϕξ(y) ≥ Snϕξ(x) − Cg(n, ε) − δn/2.
By the definition of mistake function, we have 1nSnϕξ(y) > c+ ξ for all sufficiently
large n, which means that y ∈ U˜n ⊂ Un as claimed.
Fix now an arbitrarily small γ > 0. By the modified Katok entropy formula (2.4)
we can choose 0 < ε1 < εδ such that lim infn→∞
1
n logN(g;n, 2ε,
1
2 ) ≥ hν(f) − γ
for all ε < ε1. Pick also 0 < ε2 < ε1 such that
ν
({
x ∈M : lim sup
n→∞
−
1
n
logm(Bn(g;x, ε2)) ≤ hm(g; f, ν) + γ
})
>
2
3
. (5.2)
Since
∫
ϕξdν > F∗(ν,Φ) − ξ > c + ξ + δ, one can use (5.2) and Birkhoff ergodic
theorem to choose a measurable set L ⊂ M with ν(L) ≥ 12 and a positive integer
N such that for any n ≥ N the following two properties hold for each x ∈ L:
(i) 1nSnϕξ(x) > c+ ξ + δ;
(ii) m(Bn(g;x, ε2)) ≥ exp(−n(hm(g; f, ν) + 2γ)).
For each sufficiently large n, let En be a maximal set of (g;n, ε2)-separated points
contained in L. It is not hard to check that L ⊂
⋃
x∈En
Bn(g;x, 2ε2) and that the
mistake dynamical balls {Bn(g;x, ε2) : x ∈ En} are disjoint. Using that ♯En ≥
N(g;n, 2ε2,
1
2 ) it follows that
lim inf
n→∞
1
n
logm(Un) ≥ lim inf
n→∞
1
n
logm(U˜n)
≥ lim inf
n→∞
1
n
log
∑
x∈En
m(Bn(g;x, ε2))
≥ lim inf
n→∞
1
n
log ♯En exp(−n(hm(g; f, ν) + 2γ))
≥ hν(f)− hm(g; f, ν)− 3γ.
The arbitrariness of γ implies the desired result. 
Proof of Theorem A(2). Let Un = {x ∈M :
1
nϕn(x) ≥ c} and Ψ = {ψn} ∈ V
+
K(g).
By the definition of V+K(g), there exists a set Υ of full m-measure and constants Cn
and ε such that m(Bn(g;x, ε)) ≤ Cn exp(−nK + ϕn(x)) for all x ∈ Υ and n ≥ 1.
We will assume without loss of generality that Un ⊂ Υ, since otherwise we just
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consider Un ∩Υ. It suffices to construct a measure ν ∈ Mf with F∗(ν,Φ) ≥ c such
that
lim sup
n→∞
1
n
logm(Un) ≤ −K + hν(f) + F∗(ν,Ψ).
Let En be a maximal (g;n, ε)−separated set contained in Un. Note that every
(g;n, ε)-separated set is also a (n, ε)-separated set. If En is not a maximal (n, ε)-
separated set consider a maximal (n, ε)-separated set E′n containing En. Now,
define the probability measures
µn =
∑
x∈E′n
eψn(x)
Zn
·
1
n
n−1∑
i=0
δfix
where Zn =
∑
x∈E′n
eψn(x) and let ν be a weak∗ limit of µn. It is not hard to
check that ν ∈ Mf . Moreover, it follows from the proof of [12, Theorem 1.1] that
lim supn→∞
1
n logZn ≤ hν(f) + F∗(ν,Ψ). Now, since Un ⊂
⋃
x∈En
Bn(g;x, ε) and
the constants Cn are tempered we get
lim sup
n→∞
1
n
logm(Un) ≤ lim sup
n→∞
1
n
log
∑
x∈En
m(Bn(g;x, 2ε))
≤ lim sup
n→∞
1
n
log
∑
x∈En
Cn exp(−nK + ψn(x))
≤ −K + lim sup
n→∞
1
n
logZn
≤ −K + hν(f) + F∗(ν,Ψ).
It remains to prove that F∗(ν,Φ) ≥ c. For each small ξ > 0, let ϕξ be given by
(2.1) approximating Φ. Since µn is a linear combination of measures
1
n
∑n−1
i=0 δfix
for x ∈ E′n and∫
ϕξ d
( 1
n
n−1∑
i=0
δfix
)
=
1
n
Snϕξ(x) ≥
1
n
ϕn(x) − ξ ≥ c− ξ,
we deduce that
∫
ϕξ dµn ≥ c − ξ. In consequence c − ξ ≤
∫
ϕξdν ≤ F∗(ν,Φ) + ξ.
The arbitrariness of ξ implies that F∗(ν,Φ) ≥ c. This completes the proof of the
second part of the theorem. 
Proof of Theorem A (3). Let Un = {x ∈ M :
1
nϕn(x) ≥ c} and Ψ = {ψn} ∈
V−K(g). Without loss of generality, assume that Un ⊂ Υ, since otherwise we just
consider Un ∩ Υ. Pick an arbitrary f -invariant and ergodic measure ν satisfying
that F∗(ν,Φ) > c and ν(Υ) = 1. It follows from the definition of V
−
K(g) and the
ergodicity of ν that
lim
ε→0
lim sup
n→∞
−
1
n
logm(Bn(g;x, ε)) ≤ K −F∗(ν,Ψ), ν − a.e. x ∈ Υ,
and, consequently, hm(g; f, ν) ≤ K − F∗(ν,Ψ). Therefore, it follows from the first
item of this theorem that Rm(Φ, (c,∞)) ≥ sup{−K+hν(f)+F∗(ν,Ψ)}, where the
supremum is taken over all ν ∈ Ef satisfying that F∗(ν,Φ) > c and ν(Υ) = 1. This
proves the third assertion of the theorem. 
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Proof of Theorem A(4). Fix an asymptotically additive family of potentials Ψ ∈
V−K . Let Un = {x ∈ M :
1
nϕn(x) > c} and assume, without loss of generality, that
Un ⊂ Υ. Pick an invariant measure ν ∈ Mf with F∗(ν,Φ) > c and ν(Υ) = 1. It
suffices to prove that
lim inf
n→∞
1
n
logm(Un) ≥ −K + hν(f) + F∗(ν,Ψ)− 5γ
for any preassigned γ > 0. We will divide the proof in several lemmas.
Lemma 5.2. For every δ > 0 and γ > 0, there exists µ ∈ Mf such that µ =∑k
i=1 aiµi, where
∑k
i=1 ai = 1 and µi ∈ Ef , satisfying that
(i) µi(Υ) = 1, i = 1, · · · , k;
(ii) |F∗(ν,Φ)−F∗(µ,Φ)| < δ;
(iii) hµ(f) + F∗(µ,Ψ) ≥ hν(f) + F∗(ν,Ψ)− 2γ.
Proof. Although the argument follows by a small modification of the standard one
in [43] we will prove it here for completeness. Let dist∗ denote the metric on the
space of all Borel probability measures on M . It follows by uniform continuity of
the functional η 7→ F∗(η,Φ) (see [21]) that for any given δ > 0 and γ > 0, there
exists ε0 > 0 such that
dist∗(τ1, τ2) < ε0 ⇒ |F∗(τ1,Φ)−F∗(τ2,Φ)| < δ and |F∗(τ1,Ψ)−F∗(τ2,Ψ)| < γ.
Let P = {P1, · · · , P2} be a partition of Mf with diamP = max1≤i≤k |Pi| < ε0,
where | · | denotes the diameter of a set. Using ergodic decomposition theorem,
there is a Borel probability measure π on Mf such that π(Ef ) = 1 and F∗(ν,G) =∫
F∗(τ,G)dπ(τ) for any asymptotically additive potential G. We refer the reader
to [21] for a proof of this fact. Moreover, let E ′f = {τ ∈ Ef : τ(Υ) = 1} then
π(E ′f ) = 1. Let ai = π(Pi) and pick µi ∈ Pi ∩ E
′
f satisfying hµi(f) > hτ (f)− γ for
all τ ∈ Pi ∩ E ′f . Then we have that
aihµi(f) ≥
∫
Pi∩E′f
[hτ (f)− γ] dπ(τ) =
∫
Pi
hτ (f)dπ(τ) − γai
Summing over i it follows that the probability measure µ =
∑k
i=1 aiµi satisfies
hµ(f) ≥ hν(f)− γ. Moreover,
F∗(µ,Ψ) =
k∑
i=1
aiF∗(µi,Ψ) ≥
k∑
i=1
∫
Pi
(F∗(τ,Ψ)− γ)dπ(τ) = F∗(ν,Ψ)− γ.
Hence, we have that hµ(f)+F∗(µ,Ψ) ≥ hν(f)+F∗(ν,Ψ)−2γ. A similar argument
shows that |F∗(ν,Φ)−F∗(µ,Φ)| < δ. This completes the proof of the lemma. 
Fix a small ξ > 0, let ψξ and ϕξ be the continuous functions given as in (2.1)
approximating the sequences Ψ and Φ respectively. Fix δ = (F∗(ν,Φ) − c)/4 > 0
and a small γ > 0. Using the uniformly continuity of ψξ and ϕξ, Birkhoff ergodic
theorem and Proposition A we can choose ε > 0 sufficiently small and N sufficiently
large so that the following properties hold:
(i) d(x, y) < ε⇒ |ψξ(x) − ψξ(y)| < γ and |ϕξ(x)− ϕξ(y)| < δ;
(ii) For each n ≥ N and 1 ≤ i ≤ k, there exist at least e[ain](hµi (f)−γ) points
x
(i)
1 , · · · , x
(i)
ni that are (2g; [ain], 4ε)-separated with the property that: for
each 1 ≤ j ≤ ni, we have
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(a) S[ain]ψξ(x
(i)
j ) ≤ [ain](
∫
ψξdµi + γ);
(b) S[ain]ϕξ(x
(i)
j ) ≥ [ain](
∫
ϕξdµi − 2δ).
Note that ni ≥ e[ain](hµi (f)−γ). Since f has the g−almost specification property,
for each k−tuple (j1, · · · , jk) with 1 ≤ ji ≤ ni we can choose a point
y = yj1···jk ∈
k⋂
i=1
f−
∑i−1
j=0[ain](B[ain](g;xji , ε)).
Let F = {yj1···jk : (j1, · · · , jk), 1 ≤ ji ≤ ni} and nˆ =
∑
i[ain]. Now we prove:
Lemma 5.3. The set F is (nˆ, 2ε)-separated, i.e., Bnˆ(y, ε) ∩ Bnˆ(y′, ε) = ∅ for any
disctinct y, y′ ∈ F . In particular #F ≥ exp(nˆ(hµ(f)− γ)).
Proof. Given y 6= y′ ∈ F , take distinct k-tuples (j1, · · · , jk) 6= (j′1, · · · , j
′
k) such that
y = yj1···jk and y
′ = yj′
1
···j′
k
. We assume without loss of generality that j1 6= j′1.
Consequently, y ∈ B[a1n](g;xj1 , ε) and y
′ ∈ B[a1n](g;xj′1 , ε). Therefore, there exists
Λi ∈ I(g; [a1n], ε) for i = 1, 2 such that dΛ1(xj1 , y) < ε and dΛ2(xj′1 , y
′) < ε. If
Λ = Λ1 ∩ Λ2 then [a1n] ≥ #Λ ≥ [a1n]− 2g([a1n], ε]) and so
dnˆ(y, y
′) ≥ dΛ(y, y
′) ≥ dΛ(xj1 , xj′1)− dΛ(y, xj1)− dΛ(y
′, x′j1)
> 4ε− ε− ε = 2ε.
Hence Bnˆ(y, ε)∩Bnˆ(y
′, ε) = ∅ as claimed. By the previous reasoning all y = yj1···jk
are distinct and so the cardinality of F is bounded from below by n1 · · ·nk ≥
exp(nˆ(hµ(f)− γ)). This finishes the proof of the lemma. 
We proceed with the following auxiliary lemma.
Lemma 5.4. If ξ, δ > 0 are small enough then for every large n and y ∈ F :
(i) Bnˆ(y, ε) ⊂ Unˆ;
(ii) 1nˆψnˆ(y) ≥ F∗(µ,Ψ)− 2γ.
Proof. Fix a small ξ > 0 and let ϕξ be a continuous function approximating the
sequence Φ as before. For each z ∈ Bnˆ(y, ε) with y = yj1···jk consider the images
yi = f
([a1n]+···+[ai−1n])(y) (1 ≤ i ≤ k) and notice that
1
nˆ
ϕnˆ(z) ≥
1
nˆ
Snˆϕξ(z)− ξ ≥
1
nˆ
k∑
i=1
(
S[ain]ϕξ(yi)− [ain]δ
)
− ξ
≥
1
nˆ
k∑
i=1
[
S[ain]ϕξ(xji )− 2[ain]δ − 2g([ain], ε)||ϕξ||
]
− ξ
≥
1
nˆ
k∑
i=1
[
[ain]
(∫
ϕξdµi − 2δ
)
− 2g([ain], ε)||ϕξ||
]
− 2δ − ξ
≥
1
nˆ
k∑
i=1
[
[ain]F∗(µi,Φ)− 2g([ain], ε)||ϕξ||
]
− 4δ − 2ξ
≥ F∗(ν,Φ)− 5δ − 2ξ
for all sufficiently large n. Therefore, 1nˆϕnˆ(z) > c provided that δ and ξ are suffi-
ciently small. This completes the proof of (i) above. Since the arguments to prove
(ii) are analogous we shall omit the proof. 
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We are now in a position to finish the proof of Theorem A(4). Indeed, combining
the previous lemmas we obtain that
lim inf
nˆ→∞
1
nˆ
logm(Unˆ) ≥ lim inf
nˆ→∞
1
nˆ
log
∑
y∈F
m(Bnˆ(y, ε))
≥ lim inf
nˆ→∞
1
nˆ
log
∑
y∈F
Cnˆ exp(−nˆK + ψnˆ(y))
≥ −K + hµ(f) + F∗(µ,Ψ)− 3γ
≥ −K + hν(f) + F∗(ν,Ψ)− 5γ,
which proves the last statement and finishes the proof of the theorem. 
5.3. Proof of Theorem B. Here we prove our second main result, that estimates
the measure of the deviation sets in terms of some thermodynamical quantities for
asymptotically additive and sub-additive families of potentials.
Case I. Ψ = {ψn}n asymptotically additive sequence of continuous functions
Upper bound. Since the upper bound is similar for both asymptotically additive
and sub-additive potentials we shall focus on the first case. So, let Ψ = {ψn} ∈ A
be an asymptotically additive sequence of continuous functions, ν be a weak Gibbs
measure with respect to Φ on Λ ⊂ M and take c ∈ R. Therefore, there exists
ε0 > 0 such that for every 0 < ε < ε0 there exists a sequence of positive constants
(Kn)n≥1 (depending only on ε) satisfying lim
n→∞
1
n logKn = 0 and
K−1n ≤
ν(Bn(x, ε))
e−nP (f,Φ)+ϕn(x)
≤ Kn, ∀n ≥ 1 and x ∈ Λ.
In consequence Φ ∈ V+K(g) with respect to the reference measure ν, where we
consider the mistake function g ≡ 0, Cn = Kn and K = P (f,Φ). In this way, (UB)
is a direct consequence of Theorem A (2). This finishes the proof of the upper
bound in Theorem B.
Lower bound using ergodic measures. The same reasoning as above yields that Φ ∈
V−K(g) with respect to the reference measure ν, where we consider the mistake
function g ≡ 0, Cn = K−1n and K = P (f,Φ). In this way, the lower bound
estimate using ergodic measures is a direct consequence of Theorem A (3). However,
for completeness we shall prove this fact to collect some constants needed to the
proof of (LB). Let Ψ = {ψn} be an asymptotically additive sequence of continuous
functions, c ∈ R be fixed and β > 0 be arbitrary. Denote by Un the set of points
x ∈M so that ψn(x) > cn, without loss of generality, we assume that Un ⊂ Λ. We
claim that if η is any f -invariant and ergodic probability measure so that η(Λ) = 1
and F∗(η,Ψ) > c then
lim inf
n→∞
1
n
log ν(Un) ≥ −P (f,Φ) + hη(f) + F∗(η,Φ)− 2β
for any preassigned β > 0 with F∗(η,Ψ) > c+β. By ergodicity one can pick N ≥ 1
large and ε0 small so that N
(
n, 2ε, 12
)
≥ e[hη(f)−β]n for all 0 < ε < ε0 and n ≥ N ,
and also the set F of points x ∈M satisfying F∗(η,Φ)−β <
1
nϕn(x) < F∗(η,Φ)+β
and F∗(η,Ψ)− β <
1
nψn(x) < F∗(η,Ψ)+β for all n ≥ N has η-measure at least
1
2 .
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Now, take ξ = (F∗(η,Ψ) − β − c)/4 > 0 and let ψξ be given by approximation
(2.1). Up to consider smaller ε0 and larger N ≥ 1 we may assume that |ψξ(x) −
ψξ(y)| < ξ whenever d(x, y) < ε0 (ψξ is uniformly continuous) and ‖ψn − Snψξ‖ ≤
ξn for all n ≥ N . Using our construction it is clear that F ⊂ Un. We claim that
Bn(x, ε) ⊂ Un for all x ∈ F. (5.3)
In fact, if x ∈ F and y ∈ Bn(x, ε) using
1
nψn(x) ≥ F∗(η,Ψ)− β = c+ 4ξ we get
|ψn(x)−ψn(y)| ≤ |ψn(x)−Snψξ(x)|+|ψn(y)−Snψξ(y)|+|Snψξ(x)−Snψξ(y)| < 3ξn
and consequently ψn(y) > cn, proving our claim. Therefore Un ⊃
⋃
x∈F Bn(x, ε) ⊃
F for every 0 < ε < ε0 and n ≥ N . Moreover, if Fn ⊂ F is a maximal (n, 2ε)-
separated set, one can use that the dynamical balls Bn(x, ε) centered at points in
Fn are pairwise disjoint and contained in Un. This yields
ν(Un) ≥ ν
( ⋃
x∈Fn
Bn(x, ε)
)
=
∑
x∈Fn
ν
(
Bn(x, ε)
)
≥
∑
x∈Fn
K−1n e
−P (f,Φ)n+ϕn(x)
≥ K−1n exp(−P (f,Φ) + hη(f) + F∗(η,Φ) − 2β)n
whenever n ≥ N , which proves our claim since the sequence {Kn} is tempered.
The arbitrariness of β and the measure implies that
lim inf
n→∞
1
n
log ν
{
x ∈M :
1
n
ψn(x) > c
}
≥ −P (f,Φ) + hη(f) + F∗(η,Ψ)
for every f -invariant, ergodic probability measure η such that F∗(η,Ψ) > c and
η(Λ) = 1. In consequence we obtain the second assertion in Theorem B.
Lower bound over all invariant measures. Here we deduce the general lower bound
over all invariant measures under the assumption that f satisfies some weak speci-
fication properties.
Fix c > 0 and an asymptotically additive potential Ψ = {ψn}. Let Un = {x ∈
M : 1nψn(x) > c}. Without loss of generality, we assume that Un ⊂ Λ. We claim
that for any f -invariant probability measure η satisfying η(Λ) = 1 and F∗(η,Ψ) > c
it holds that
lim inf
n→∞
1
n
log ν
[
x ∈M :
1
n
ψn(x) > c
]
≥ −P (f,Φ) + hη(f) + F∗(η,Φ).
We will make use of the following approximation result that is a reformulation of
Lemma 5.2 and in a position to finish the proof of the theorem for asymptotically
additive sequences.
Lemma 5.5. Let η =
∫
ηxdη(x) be the ergodic decomposition of an f -invariant
probability measure η such that η(Λ) = 1. Given γ > 0 and a finite set of asymp-
totically additive potentials (Ψj)1≤j≤r, there are positive real numbers (ai)1≤i≤k
satisfying ai ≤ 1 and
∑
ai = 1, and finitely many points x1, . . . , xk such that the
ergodic measures ηi = ηxi from the ergodic decomposition satisfy
(i) ηi(Λ) = 1;
(ii) hηˆ(f) ≥ hη(f)− γ; and
(iii) |F∗(Ψj , ηˆ)−F∗(Ψj , η)| < γ for every 1 ≤ j ≤ r;
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where ηˆ =
k∑
i=1
aiηi.
Given a small γ > 0, using the lemma, there are ergodic probability measures
(ηi)i so that a probability measure ηˆ =
∑k
i=1 aiηi satisfies hηˆ(f) ≥ hη(f)− γ, and
such that |F∗(Ψ, ηˆ) − F∗(Ψ, η)| < γ and |F∗(Φ, ηˆ) − F∗(Φ, η)| < γ. Proceeding
as before there are N ≥ 1 large and ε0 small so that for every 1 ≤ i ≤ k, the
set F i of points x ∈ Λ such that F∗(ηi,Φ) − γ <
1
nϕn(x) < F∗(ηi,Φ) + γ, and
F∗(ηi,Ψ) − γ <
1
nψn(x) < F∗(ηi,Ψ) + γ for every n ≥ N and 0 < ε < ε0 has
ηi-measure at least
1
2 . We may assume also without loss of generality that the
minimum number of (n, 4ε)−dynamical balls needed to cover a set of ηi-measure
1
2 satisfies Ni
(
n, 4ε, 12
)
≥ e[hηi(f)−γ]n for all 0 < ε < ε0 and n ≥ N . So, pick
a finite set F in ⊂ F
i so that F in is a maximal ([ain], 4ε)-separated set in F
i and
#F in ≥ e
(hηi (f)−γ) [ain]. Moreover, by the specification property, for every sequence
(x1, x2, . . . , xk) with xi ∈ F in there exists x ∈M that ε-shadows each xi during [ain]
iterates with a time lag of N(ε, n) iterates in between. Set n˜ =
∑
i[ain] + kN(ε, n)
and consider the set
Ln˜ =
⋃
{Bn˜(x, ε) : x = xi1,...,ik}.
Similar arguments as in the proof of Lemma 5.3 and Lemma 5.4, we can show that
the dynamical balls in the later union have the following properties:
i. the dynamical balls Bn˜(x, ε) and Bn˜(y, ε) are disjoint for x 6= y;
ii. the number of the dynamical balls is larger than exp n˜(hηˆ(f)− γ);
iii. each dynamical ball Bn˜(x, ε) is contained in Un˜;
iv. 1n˜ϕn˜(y) ≥ F∗(ηˆ,Φ)− 2γ for every y ∈ Ln˜.
Since ν is a weak Gibbs measure for Φ on Λ ⊂ M and n˜ ≥ N it follows that
ν(Bn˜(x, ε)) ≥ K
−1
n˜ e
−n˜P (f,Φ)+ϕn˜(x). Therefore, it yields that
ν(Un˜) ≥
∑
x
ν(Bn˜(x, ε)) ≥ K
−1
n˜ exp[−P (f,Φ) + hηˆ(f) + F∗(ηˆ,Φ)− 3γ]n˜
≥ K−1n˜ exp[−P (f,Φ) + hη(f) + F∗(η,Φ)− 5γ]n˜
for every large n. Since the sequence {Kn} is tempered and γ was chosen arbitrarily
then we get
lim inf
n→∞
1
n
log ν(Un) ≥ −P (f,Φ) + hη(f) + F∗(η,Φ)
which finishes the proof of Theorem B in the case of asymptotically additive se-
quences Ψ.
Case II. Ψ = {ψn}n sub-additive sequence of continuous potentials
Through the remaining of the proof, assume that Ψ = {ψn}n is a sub-additive
sequence of continuous potentials that satisfy the weak Bowen condition, that (ψnn )n
is equicontinuous and that infn≥1
ψn(x)
n > −∞ for every x ∈ M as in Theorem B.
Since the proof of upper and lower bounds are similar to the previous ones for
asymptotically additive potentials we will only highlight the main differences.
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Upper bound. Let Ψ = {ψn} ∈ A be as above, ν be a weak Gibbs measure with
respect to Φ on Λ ⊂M and take c ∈ R. Therefore, there exists ε0 > 0 such that for
every 0 < ε < ε0 there exists a sequence of positive constants (Kn)n≥1 (depending
only on ε) satisfying lim
n→∞
1
n logKn = 0 and
K−1n ≤
ν(Bn(x, ε))
e−nP (f,Φ)+ϕn(x)
≤ Kn, ∀n ≥ 1 and x ∈ Λ.
In consequence Φ ∈ V+K(g) with respect to the reference measure ν, where we
consider the mistake function g ≡ 0, Cn = Kn andK = P (f,Φ). On the other hand,
using that {ψnn } is equicontinuous, ψn(x) ≤ n‖ψ1‖ and that infn≥1
ψn(x)
n > −∞ for
every x ∈M it follows from Arze´la-Ascoli theorem that the sequence {ψnn } admits
a subsequence uniformly convergent to some continuous function g. Therefore, for
any ε > 0 small there exists a positive integer k ≥ 1 such that ‖ψkk − g‖ < ε. For
each sufficiently large n, it follows from [13, Lemma 2.2] that there exists a constant
C depending only on k such that ψn ≤ Sn(
ψk
k ) + C. Consequently, we have that
ψn(x)
n
≤
1
n
Sn
(ψk
k
)
(x) +
C
n
≤
1
n
Sng(x) + 2ε
for all x and sufficiently large n. Thus, for any ε > 0 one has the inclusion{ 1
n
ψn ≥ c
}
⊂
{ 1
n
Sng ≥ c− 2ε
}
provided that n is large. Now we proceed as in the proof of Theorem A (2). Fix
ε > 0 be arbitrary small and take a maximal (n, ε)-separated set En contained in
{Sng ≥ (c− 2ε)n}. Then, the same arguments as before show that any weak∗ limit
µ of the probability measures
µn =
∑
x∈En
eϕn(x)
Zn
·
1
n
n−1∑
i=0
δfix
where Zn =
∑
x∈En
eϕn(x), satisfies (UB).
It remains to prove that F∗(µ,Ψ) ≥ c. Applying sub-additive ergodic theorem
to the invariant measure µ, there exist a f -invariant function ψ˜ and a subset Υ
with µ(Υ) = 1 such that
ψ˜(x) = lim
n→∞
ψn(x)
n
, ∀x ∈ Υ.
This implies that ψ˜(x) = g(x) for each point x ∈ Υ, and consequently,
F∗(µ,Ψ) =
∫
ψ˜ dµ =
∫
g dµ.
Since the same argument holds for any f -invariant probability measure this also
implies that the map µ 7→ F∗(µ,Ψ) is continuous since the function g is continuous.
Proceed as in the proof of theorem A(2), we have∫
g dµ = lim
n→∞
∫
g dµn ≥ c− 2ε.
The arbitrariness of ε implies that F∗(µ,Ψ) ≥ c. This finishes the proof of the
upper bound in this sub-additive setting.
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Lower bounds. The proof of this second case goes along the same lines of the first
one. For that reason we shall just highlight the differences. Fix c > 0 and let
Ψ = {ψn} be a sub-additive family of continuous potentials as above, and assume
without loss that Un = {x ∈M : ψn(x) > cn} ⊂ Λ. We claim that
lim inf
n→∞
1
n
log ν
[
x ∈M :
1
n
ψn(x) > c
]
≥ −P (f,Φ) + hη(f) + F∗(η,Φ).
for any f -invariant probability measure η so that η(Λ) = 1 and F∗(η,Ψ) > c. In
fact, the need of the former asymptotically additive assumption used to deduce the
claim for ergodic measures was only to control the variation of this sequence on
dynamical balls. See (5.3) for the precise statement. To overlap this difficulty in
this setting we use the weak Bowen property as follows.
Lemma 5.6. Let Ψ = {ψn}n be a sub-additive potentials with the weak Bowen
property and a ∈ R. If ψn(x) > an then for all γ > 0 there exists N ≥ 1 large so
that all y ∈ Bn(x, ε) satisfy ψn(y) > (a− γ)n
Proof. Let a ∈ R and γ > 0 be arbitrary. In fact, using that var(ψn |Bn(x,ε)) ≤
an for some sequence an/n → 0 it is immediate that |ψn(x) − ψn(y)| ≤ an and
consequently
1
n
ψn(y) ≥
1
n
ψn(x) −
an
n
≥ a− γ
for every y ∈ Bn(x, ε), provided that n is large. This proves the lemma. 
Hence the remaining of the argument to prove the claim in the case that η is
ergodic is analogous to the one of Case I. In the case that η is not ergodic an extra
approximation argument by ergodic measures given by Lemma 5.5 is necessary.
The proof of that lemma uses the continuity of functional µ → F∗(Ψ, µ). This is
not necessarily continuous for general sub-additive sequences but in our context
F∗(Ψ, µ) =
∫
g dµ varies continuously with µ. Since the remaining argument in the
proof follows the one in Case I we shall omit the details. This finishes the proof of
Theorem B.
Appendix A: Estimates for measures of mistake dynamical balls
In this appendix we provide an estimate for the measure of mistake dynamical
balls with respect to the Gibbs measures obtained through additive thermodynam-
ical formalism for uniformly expanding transformations. In this setting there is a
unique equilibrium state for f with respect to any Ho¨lder continuous potential φ,
and it is equivalent to the unique Gibbs measure for f with respect to φ.
Proposition B. Let X be a compact manifold, f : X → X be a uniformly expand-
ing map, φ be a Ho¨lder continuous potential and µ = µφ be the unique equilibrium
state for f with respect to φ. Let g be any mistake function. There exists C > 0
and for any ξ > 0 there exists a measurable set Xξ ⊂ X such that µ(Xξ) ≥ 1 − ξ
and
e−Pn+Snφ(x) ≤ µ(Bn(x, ε)) ≤ µ(Bn(g;x, ε)) ≤ Ce
2ξn−Pn+Snφ(x)
for all x ∈ Xξ, n ≥ 1 and small ε, where P = Ptop(f, φ) denotes the topological
pressure of f with respect to Φ.
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Proof. Let ξ > 0 be arbitrary and fixed. Since f is uniformly expanding then there
exists a finite Markov partition Q. Moreover, the unique equilibrium state µ for f
with respect to φ verifies µ(∂Q) = 0 and satisfies the Gibbs property: there exists
C > 0 such that
1
C
≤
µ(Qn(x))
e−Pn+Snφ(x)
≤ C
for all x ∈ X and every n 6= 1, where P is the topological pressure of f with respect
to φ and Qn(x)) is the element of the partition Qn = ∨n−1j=0 f
−j(Q) that contains x.
Using Lemma 5.1, it follows that there exists a measurable set Xξ ⊂ X such that
µ(Xξ) ≥ 1 − ξ and for which Bn(g;x, ε) ⊂ ∪{Q ∈ Q(n) : Q ∩ Bn(g;x, ε) 6= ∅} and
the cardinality of such sequence is bounded by eξn provided that ε is small. The
result follows immediately. 
Let us mention that the previous estimate also holds in the case of non-additive
thermodynamical formalism using the same approximation argument as above.
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