We study three possible ways to circumvent the sign problem in the O(3) nonlinear sigma model in 1+1 dimensions. We compare the results of the worm algorithm to complex Langevin and multiparameter reweighting. Using the worm algorithm, the thermodynamics of the model is investigated, and continuum results are shown for the pressure at different µ/T values in the range 0 − 4. By performing T = 0 simulations using the worm algorithm, the Silver Blaze phenomenon is reproduced. Regarding the complex Langevin, we test various implementations of discretizing the complex Langevin equation. We found that the exponentialized Euler discretization of the Langevin equation gives wrong results for the action and the density at low T /m. By performing a continuum extrapolation, we found that this discrepancy does not disappear and depends slightly on temperature. The discretization with spherical coordinates performs similarly at low µ/T but breaks down also at some higher temperatures at high µ/T . However, a third discretization that uses a constraining force to achieve the φ 2 = 1 condition gives correct results for the action but wrong results for the density at low µ/T .
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I. INTRODUCTION
Monte Carlo simulations of quantum field theories based on the path integral formalism play an important role in investigating the physics of various models nonperturbatively. However, standard numerical methods fail when the action becomes complex, and thus the probability interpretation of the weight e −S and importance sampling cannot be applied. The problem is present in QCD at finite density or with a theta term and also arises in condensed matter physics, e.g. in the simulations of strongly correlated electronic systems [1] . To solve these complex action problems, several methods have been devised; for a review of different approaches and further references, see Refs. [2] [3] [4] [5] .
In the present paper, we compare and test three different methods, namely reweighting, the worm algorithm, and the complex Langevin in the case of the 1+1-dimensional O(3) model. Our focus is primarily on the applicability of the complex Langevin algorithm, since today it may seem that it is a promising approach to simulate even QCD [6, 7] , although several problems have not been solved yet. The idea behind complex Langevin is stochastic quantization and originates from the work of Parisi, Wu, and Klauder from the 1980s [15] [16] [17] . But soon after its proposal, the first simulations revealed certain problems: the instability of the simulations with the absence of convergence (runaway trajectories) [18] and that even stable simulations may converge to a wrong limit [19] . These problems hindered reliable calculations, but in the last decade, important improvements have been achieved. Runaway trajectories can now be eliminated e.g. using adaptive step size [20] , and a formal justification of the algorithm as well as necessary and sufficient conditions for convergence to correct results have been established [21] [22] [23] . Roughly speaking, these suggest that if the probability distributions of the complexified variables fall sufficiently fast, then the results are correct. In order to reach this for gauge theories, the gauge cooling procedure was developed [24] , which works perfectly in some models or at a certain parameter range, but may fail in other models and parameter ranges [24] [25] [26] [27] . In Ref. [27] , where heavy dense QCD (HDQCD) was studied, it was argued that failure happens below a specific β value and by increasing the temporal lattice size, one can get correct results at lower temperatures, in other words continuum extrapolation may be feasible. The validity of this statement, however, is not entirely clear and may be model dependent. On the one hand, the above observation in HDQCD helped in exploring the phase diagram of the model [28] , but on the other hand, in the case of full QCD, recent results [7] show that, using N t = 4, 6, 8 lattices, the breakdown of complex Langevin prevents the exploration of the confined region. We note that e.g. for the 3D XY model the breakdown of the complex Langevin also occurred around the phase boundary [29] , but in that model the question of continuum limit behavior cannot be addressed.
In the present paper, we investigate the 1+1-dimensional O(3) model for this purpose, which is not a gauge theory but asymptotically free; thus, the continuum behavior can be analyzed. We compare the results of different discretizations of the complex Langevin equation to the results of reweighting and the worm algorithm.
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From the viewpoint of the sign problem, these two approaches are also interesting and can give insight into the properties of the O(3) model.
In this sense, reweighting is a well-defined approach, but with limited efficiency and reliability as the sign problem becomes more severe (and also an overlap problem appears). The worm algorithm, also called the dual variables approach [30] , however, completely eliminates the sign problem of the model by introducing new, dual variables. The difficulty in this case is the rewriting of the model to these dual variables, but after it has been accomplished, effective simulations using the worm algorithm can be performed, and in fact many interesting models have been studied throughout the years [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . Here, using the worm algorithm we study the thermodynamic properties of the O(3) model.
Although the dual formalism of this model was introduced and studied [41, 42] during the finalization of our work on the comparison of the different methods, we also introduce this formalism in this paper in order to give a consistent introduction to our notations.
In the following sections, after some introductory remarks about the O(3) model in Sec. II and the description of scale setting in Sec. III, we discuss these approaches in more detail: in Sec. IV the reweighting, in Sec. V the worm algorithm, and in Sec. VI the complex Langevin. In Sec. VII, we compare the results of the simulations. In the Appendix, we discuss in detail the updating steps of the worm algorithm.
II. FORMULATION
The O(3) model in 1+1 dimensions has been widely studied in the past for several reasons, amongst others because it has interesting features in common with fourdimensional non-Abelian gauge theories. Over the years, many important results have been achieved also numerically and -since the model is more or less tractableanalytically. Nonetheless, we do not give an overview here of the overall history of these results, but mention only some facts that made this model attractive for us.
First of all, the coupling constant of the theory is dimensionless; thus, the theory is perturbatively renormalizable. It is asymptotically free in 1+1 dimensions [8, 9] , which enables us to study the continuum limit of the results obtained at finite lattice spacings. The O(3) model also has a nonperturbative mass gap generated dynamically. Moreover, similarly to QCD, the O(3) model also possesses instanton solutions [13, 14] .
The Lagrangian of the nonlinear O(3) model is
where the fields obey the
The discretized action in 1+1 dimensions with periodic boundary condition is
where we introduced β = 1/g 2 and the lattice volume V = N x × N t . After introducing the chemical potential to the rotations in the (12)-plane of O(3), the action becomes
where t 12 is the generator of the rotation in the (12)-plane of O(3).
III. SCALE SETTING
Since in the later part of the paper we are interested in continuum extrapolations and physical quantities computed from the dimensionless quantities measured on the lattice, we need to determine the lattice spacing as a function of β, which we discuss in this section. In order to achieve this, µ = 0 simulations have been performed, for which we used the cluster algorithm [10] [11] [12] and measured the second moment correlation length ξ 2 at zero temperature. ξ 2 is defined through
where M 0 denotes the zeroth moment and M 2 denotes the second moment [44, 45] :
C(t) is the two-point correlation function, C(t) = x a φ a (x, t)φ a (0, 0) . ξ 2 does not equal ξ = 1/ma but scales as ξ in the β → ∞ limit [44, 46, 47] , and in infinite volume, the ratio ξ/ξ 2 is very close to 1; it is 1.000826(1) [48] . The advantage of using ξ 2 is that one does not need to fit any correlators this way. We can thus estimate the mass gap ma = 1/ξ with the help of ξ 2 by running large volume, zero temperature simulations. Actually, we used 80×80 and 100×100 lattices for 0.9 ≤ β ≤ 1.57, 120×120 and 140×140 lattices for 1.58 ≤ β ≤ 1.62, 250×250 lattices for 1.63 ≤ β ≤ 1.72, and 400×400 lattices for 1.73 ≤ β ≤ 1.85. The simulation points were chosen uniformly in the above β ranges with ∆β = 0.01 distance from each other with 10 6 or 2 × 10 6 cluster updates after thermalization, using every tenth for measurement. We studied the overlapping β regions as well and used larger lattices if deviations larger than errors between the smaller and larger volumes had occurred. The results are shown in Fig. 1 . 
IV. REWEIGHTING
Reweighting uses the idea of rewriting the partition function (and the expectation value of observables) in such a way, that one needs to do simulations only at zero µ and determine the configurations that can be relevant at finite µ. This is done by measuring the weights of the configurations, which enables one to distinguish between them.
In the multiparameter reweighting approach [49] , one reweights both in β and µ, as we show it for the partition function of the O(3) model,
where w(β, µ, β 0 , µ 0 = 0) = e S(β0,µ0=0)−S(β,µ) is the weight and Z 0 is the partition function for β 0 and µ 0 = 0. As one can see, this rewritten partition function can be simulated directly using standard methods since the action S(β 0 , µ 0 = 0) is real. Using reweighting the expectation value of an O observable is the following:
Although reweighting can reduce the sign problem, an overlap problem occurs in this case. That is, we have different important configurations at our "source" (β 0 , µ = 0) ensemble and at the "target" (β, µ) ensemble. If the two sets just slightly overlap or do not overlap at all, then one rarely reaches the important configurations at β, µ by simulating at β 0 , µ 0 = 0. In these cases, it can happen that one has many relatively small weights at the same order of magnitude, and only some with many magnitudes larger, and as a consequence collects only a tiny fraction of useful statistics during even long simulations. It was observed that multiparameter reweighting helps to reduce the overlap problem in the case of QCD and also can help to reduce the sign problem by doing reweighting on the socalled best reweighting lines [50, 51] . These are defined as those curves that have the smallest standard deviations of Re(ln w) on them. In the case of the O(3) model, we illustrate these lines in Fig. 2 , and we show the overlap problem and the advantages of multiparameter reweighting in Fig. 3 's top and bottom panels, respectively. We also illustrate the severeness of the sign problem in Fig.  4 , which is based on measurements on 56×14 lattices. We used the cluster algorithm to simulate at µ 0 = 0. Further results obtained by the multiparameter reweighting method can be found in Sec. VII, where we compare them to the worm and complex Langevin results. 
V. WORM ALGORITHM
Another approach we employed in this study is the worm algorithm. In order to maintain generality we will review the algorithm and the dual formulation in the O(N) case at d + 1 dimensions. In the O(N) case, the fields obey the 
Our goal in lattice simulations is to calculate expectation values. The worm algorithm performs this as counting different types of configurations, as we are going to explain later. The algorithm itself is based on the dual formulation of a model, which means in our case the characterization of configurations not with the φ(x) continuous variables at every lattice point, but with a set of discrete variables {m a } a=(l;i=1,...,N ) , which "live" on links (l). One {m a } configuration matches to a certain, finite partial sum of an infinite sum (e.g. the expansion of the partition sum), and the algorithm jumps between these partial sums.
In the following, we first review some conventional notations and integrals over the O(N) sphere, which is helpful for the derivation of weights. Then, at first, we restrict ourselves for the dual formulation of the case without chemical potential and introduce the worm algorithm; then, we repeat the same procedure for the case with the chemical potential. (N + 2) ). For the general case of k even number of vectors, one has (9) where
.
(10) In the brackets in (9) there are altogether
terms for all possible pairings of the indices. This can be obtained e.g. from the recursion relation
To check this, one can contract in the last two indices i k−1 , i k .
The corresponding recursion relation reads
It is interesting to note that for a free system, i.e. when the constraint δ(φ 2 − 1) is replaced by the Gaussian exp(−φ 2 /2) one gets C (N ) k = 1 for the weights in (9) . This is in agreement with the relation
(13) Collecting the powers of different components one has
where all k i are even and k = k 1 + . . . + k N . In the last expression the product is taken only for i's for which k i > 0. Also, obviously, w(0, 0, . . . , 0) = 1. Some useful relations obtaining the coefficients are (assuming that all powers k are even):
and
where S N is the surface of the N -dimensional sphere:
B. Strong coupling expansion without chemical potential
In the case without chemical potential, for one link between neighbor lattice points x and y, one can write
where m = m 1 + . . . + m N . Then one can consider the sum
where conf = {u, v, i; {m
..,N } is the configuration: two distinguished points (u and v), a component i, and the set {m
..,N . During the simulations, the configuration can change in different ways, which we discuss in the Appendix. One way is to change u to a neighboring site, meanwhile increasing/decreasing m (l) i along the l link that connects these two. We start from u = v, and the continuous path connecting u and v that appears this way is called the worm. The weights w(. . .) of Eq. (18) are given by Eq. (14) . The value of k j (x) depends on the position of x:
j . Then, all k j (x) values must be even. The ratios of the weights when one of the k i 's is changed by ±2 are
With the help of the sum (18) defined above, one can see that the partition sum is related to those configurations where the two ends of the worm coincide (u = v); this gives explicitly V d+1 Z. The configurations with one distance between the two ends (c 1 ) divided by the number of configurations where the two ends of the worm coincide
, from which one can determine S , the expectation value of the action.
C. Strong coupling expansion with chemical potential
The action with the chemical potential coupled to t 12 is obtained from the standard one by replacing the interaction terms which couple the fields in the time direction according to φ(x +0)φ(x) → φ(x +0)e iµat12 φ(x). Therefore, the corresponding action is complex. For the O(2) nonlinear sigma model this problem was avoided in Ref. [34] using the worm algorithm: the terms in the strong-coupling expansion are real even in the presence of the chemical potential. We describe here the extension to the O(N ) case for general N . Let us introduce
. Expressed through these variables, the scalar product is
and the action is
where µ ν = µδ ν,0 , ν = 0, 1, . . . , d. When one integrates over φ at a given site, the nonvanishing contributions are all real and positive,
where k = 2k 12 + k 3 + . . . + k N and k 3 , . . . , k N are even. The strong-coupling expansion for spatial neighbor sites is the same as in (17) , and for temporal neighbor sites, it is
where
where i = +, −, 3, . . . , N , and (aµ) (l) = aµ for timelike links and 0 for spatial links. In these expressions,
The nonzero terms in (25) are those in which the same number of φ + (x) and φ − (x) factors are present; i.e.
, and the number of φ j (x) factors, k j (x) (for j = 3, . . . , N ), is even at all sites x. The detailed steps of the worm algorithm based on these prescriptions are discussed in the Appendix. In the following subsections, we leave the general formalism and consider the O(3) model in 1 + 1 dimensions.
D. Numerical results obtained with the worm algorithm

Check of the algorithm
In order to check the reliability of our algorithm, we have studied the spectrum of the O(3) model. The energy levels are characterized by the isospin quantum numbers I, I 3 and the momentum p . Let us consider the p = 0 case. Then the smallest energy at zero µ in a given sector is denoted by E(I). The chemical potential splits the 2I + 1-fold degeneracy and the energy levels become E(I, I 3 ; µ) = E(I) − µI 3 , which has a minimum at I = I 3 = q(µ). By increasing µ, larger q values are expected. Using the worm algorithm and counting the number of + and − link variables connecting two time slices, one can determine q for that interval.
The two ends of the worm divide the periodic time direction into two parts: an interval with length τ (where 0 ≤ τ < N t ) and charge I 3 = q, and an interval with length N t − τ and charge I 3 = q − 1. Then, these give the leading contribution to the correlator C(τ ; q, q − 1) ≈ A q,q−1 exp{−E(q; µ)τ − E(q − 1; µ)(N t − τ )} ∝ exp{−(E(q) − E(q − 1) − µ)τ }, and thus by fitting the correlator, the energy differences can be determined. Choosing µ ≈ E(q) − E(q − 1) one obtains a long plateau in the effective mass plot. This way, one can follow the signal over a large interval in τ to measure energies of higher excitations. These energy differences provide a strong consistency check, since we measure the same difference with different µ values. In particular, we have measured the energy differences on 16 × 200 lattices at β = 1.779 using several values of µ and obtained E(1) − E(0) = 0.0662(1), E(2) − E(1) = 0.1284(3), E(3)−E(2) = 0.1867 (3) . Note that these agree roughly with the (approximate) rotator picture which is expected to hold for small spatial volumes [57] [58] [59] . The mass gap E(1) − E(0) agrees within the statistical error with the value cited in Ref. [60] .
Pressure
Similar to what was mentioned at the end of Sec. V B, the Eq. (25) sum is related to the partition function if u = v, when it gives V 2 Z. For the action, one needs to calculate the ratio of two terms. In the denominator there is Z, while in the numerator, there is − The value of the numerator is constructed in the way that is suitable for the action (22) . [The first term of (22), which is independent of the dual variables was added to the averages at the end.]
For calculating thermodynamic quantities, we used lattices with N x > N t and measured the action after each worm movement. Since it is divergent as a → 0, we renormalized it by subtracting S(β, T = 0, µ = 0) . For the latter, we used large symmetric lattices, in particular those that were used for determining the scale (see Sec. III). In order to eliminate the finite-size effects, we chose box sizes of ma(β pc )N x ≥ 5, where β pc is the inflection point of the pressure. Since no phase transition is expected in this model, this β pc is only a pseudocritical quantity. The chosen box sizes correspond to the aspect ratio N x /N t = 4, so we have used 32 × 8, 40 × 10, 56 × 14, 64 × 16, 72 × 18, 80 × 20, 120 × 30 lattices for finite-temperature simulations. We used around 4 × 10 10 . . . 1.2 × 10 11 local worm updates on these lattices, after (3 . . . 5)×10
5 thermalization steps. Note that these numbers refer to the local change of the configuration. In order to compare the amount of updates to those of the Langevin simulations, one should divide them with the two-dimensional lattice volume. After calculating the action, we used the integral method [53] to obtain the pressure p(T ):
Since we defined S with β included, ∂S/∂β is simply S/β. The pressure is also divergent, so we need to renormalize it using the expectation value of the renormalized action S ren (β, T, µ) = S(β, T, µ) − S(β, T = 0, µ = 0) in the integrand of formula (30) . In the following, we denote the renormalized pressure with p. Figure 5 shows the renormalized action density at µ/T = 1, while Figs. 6 and 7 show the results for the renormalized pressure. [54] for p/T 2 at µ = 0 in the continuum. The dashed line at π/3 shows the asymptotic limit at high temperature.
Trace anomaly
Another quantity of interest is the trace anomaly (also called interaction measure):
This quantity is also divergent; thus, renormalization is needed to obtain a finite value in the continuum, which is achieved simply by using the renormalized action S ren instead of S in the above formula. Below, we show the continuum results for different µ/T values as a function of temperature (Fig. 8 ) .
We note that, similarly to the inflection point of the pressure, the peak position of the trace anomaly can also serve as a definition of a pseudocritical temperature (T pc ) characterizing the transition in the O(3) model. 
Density
Another quantity we measured during the simulations was the isospin charge density, which is defined through
where V sp is the spatial volume which is simply N x a in our case. The density does not need to be renormalized, because the divergent part of the action is independent of µ. In the figures, we show the dimensionless ratio n/m. With the worm algorithm, the density can be calculated again as a ratio, which has Z in its denominator, and in the numerator, there is (22) w.r.t. µa].
As one can observe in Fig. 9 , n/m depends almost linearly on T /m. Although we did not perform continuum extrapolation above T /m ≈ 3.5, the numerical data from 56 × 14 lattices show that this linear behavior also holds at higher temperature, at least up to T /m ≈ 4.6. The configurations used for the finite density calculation were the same as for the pressure.
We have also analyzed the low temperature behavior of the density as a function of µ/m, where we observed the well-known Silver Blaze phenomenon (Fig. 10) . We approached the T = 0 continuum physics by running simulations at fixed β values increasing the volume of the symmetric lattice; then, we extrapolated these T = 0 results to the continuum ( Fig. 11 and 12 ). Another way of obtaining the continuum results would be to run simulations at fixed low temperatures and take the continuum limit first, then extrapolate these finite temperature continuum results to T = 0. We did not analyze in full detail this latter case but only performed simulations to obtain the density at two low temperatures: T /m = 0.01 and T /m = 0.005. We compared these to the T = 0 results in Fig. 13 . FIG. 10. The isospin charge density over m at low temperatures at β = 1 and at β = 1.5 for different lattice sizes. We used the T → 0 limit extrapolation based on these results to obtain the continuum limit. Although the analytical behavior of n/m is known at T = 0 and infinite volume near µ ∼ m [43] , our lattice results do not show this directly, because we are either far from the continuum (upper panel) or the temperature is not so small to reproduce this precisely (lower panel).
The parameters for these low temperature simulations can be found in Table I . We note that the thermalization took significantly more steps at low temperature as one increased the lattice size and β. For example in the case of N t = 500, β = 1.3234 for N x ma = 10 thermalization took 3 × 10 9 steps, but for N x ma = 40, it was ∼ 4.4 times longer, and for N x ma = 100 (symmetric lattice), it was ∼ 19 times longer than for N x ma = 10. Thermalization was analyzed using the values of density during the simulations. after thermalization.
VI. COMPLEX LANGEVIN ALGORITHM
We proceed with the realization of the complex Langevin algorithm for the O(3) model. The continuum complex Langevin equation for each component i = 1, 2, 3 of a three-component scalar field variable is
where τ is the simulation time and η x,i (τ ) is a Gaussian noise obeying the following relations: 
where we denote the simulation steps with n, and ε is a finite step size. However, Eq. (35) does not preserve the length of the φ x vector, so in order to simulate the O(3) model, we must somehow include the constraint i φ 
Usually the integration measure is not considered explicitly during the integration: one does not use the force arising from the constraint, but uses other (general) coordinates or specific integration. For example, suitable general coordinates in our case are spherical coordinates, and an example for a specific integration scheme in Cartesian coordinates is the so-called Euler discretization in group space, which is used for example in complex Langevin (CL) simulations of SU(N) gauge groups [24] . In the following we will study these approaches to integrate CL equations.
A. Use of spherical coordinates
Using spherical coordinates φ x = (sin ϑ x cos ϕ x , sin ϑ x sin ϕ x , cos ϑ x ), Z becomes
From this expression one can deduce the drifts:
Then the discretized complex Langevin steps are
where K are real, Gaussian noises, and the finite step size ε n is determined adaptively, so it also depends on n. As one can observe, the force -δS eff [ϕ, ϑ]/δϑ x is singular because of the 1/ tan ϑ x term. In order to avoid overflow during the simulations due to the singular forces, one can do a constrained simulation and truncate the configuration space to avoid the values of ϑ x near zero and π. If the step size is not small enough, this is needed in order to get stable simulation runs. We achieved this by reflecting the trajectories in the following way:
The threshold value for ϑ was defined with a parameter ϑ LIM . Results shown later support the expectation that if ε and ϑ LIM are small enough, then the results are independent of their values.
B. Integration in group space
Using ideas from the CL equation on SU(N) gauge groups [24] , one can write a specific integration scheme that uses Cartesian coordinates, but takes the constraint into account: the Euler discretization (which we call below the exponentialized Euler-Maruyama discretization). For the O(3) group elements O x , this is the following
Since all φ x can be written with some φ 0 constant unit vector and with an O x rotation matrix as φ x = O x φ 0 , the above time evolution can turn into the time evolution of the original φ x variables. The R x (ε) in Eq. (44) can be written in different ways. It can be e.g.
R
(1)
or R (2)
Since e A+B = e A e B , when [A, B] = 0, these are not equivalent to each other at finite ε, but the difference in the simulation results is not detectable at the numerical precision and parameter set we used. Due to this, during our simulations we used R (2) x , which is not the computationally cheapest version [it is R (1)
x (ε)], but the cheapest version that evolves the system in each direction in the tangent space individually one after another. In the expressions above, the t a s are the three generators of O(3) in the three-dimensional representation. The drift K ax is
Here, φ T and O T denote the transpose of φ and O, and η ax is the usual Gaussian noise. The time evolution determined by Eq. (44) then can be written with φ x as
In particular, we performed the updates by varying the order of the three matrix multiplication randomly. Higher order integrations, like Runge-Kutta [52] , are also possible,
where C A = 2 is the Casimir invariant for the threedimensional representation of O(3).
C. Direct method to include the constraint in Cartesian coordinates
Using Cartesian coordinates, the constraining force can be considered by using a term arising from − x ln δ(φ 2 x − 1), see Eq. (36) . This is also singular, so one can attempt to approximate the Dirac δ with a sharp Gaussian, (
The force is then
where the last term helps to keep the length of φ x near 1. Then the fields evolve according to
where again ε n is the finite step size determined adaptively, and the noise is Gaussian with √ 2 width. Note that using this time evolution, the i φ x,i = 1 condition is no longer true during the simulations, but the force can push the field into this direction. We refer to this time evolution as 'standard Euler-Maruyama discretization with Dirac δ' in the following.
In the next section, we discuss the results obtained using the various algorithms.
VII. COMPARISON OF RESULTS
As was discussed in the Introduction, the complex Langevin algorithm may provide a feasible way to study sign problems in different models, but may converge to wrong results, which would lower the reliability of the simulation when there are no alternative results in the problematic parameter range. The conventional reasoning of explaining the wrong results is that the justification of complex Langevin [21] [22] [23] is not correct in that parameter range, because some observables develop long tailed distributions. (For details, we refer to Ref. [22] .) However, in some models (e.g. in a random-matrix model [55, 56] ) it was observed that using different variables in describing the model can help to eliminate this problem. This can imply that the failure of the algorithm is not because physics has changed, but because of some unknown algorithmic details. The source of these can be quite broad. One can think of systematic errors originating from e.g. step size to zero limit, low randomness in the random number generator, floating point round-off errors, or not taking the continuum limit, or sampling errors because low autocorrelation for example due to some distinguished region in configuration space, etc. In the following we analyze some of these aspects in the case of the 1+1-dimensional O(3) model. The results are compared to the worm results, which are referred to as the correct ones in the text.
Although we used adaptive step size in all our simulations, this cannot replace the completion of the ε → 0 extrapolation of the results. (Of course, its effect depends on the used numerical precision and the algorithm under study as well as other subtle circumstances. For example, as we will see, the simulations with spherical coordinates do not depend in a detectable way on ε at the simulations with the used set of parameters for e.g. the action variable.) In the following, first, we discuss the results for the action S and the trace anomaly θ and then for the density n/m.
A. Action and trace anomaly
Using spherical coordinates to parametrize the model, we ran simulations at 56 × 14 lattices, at several chemical potentials (see Table II ). We analyzed the step size and ϑ LIM dependence of the results. Although we found that there was no detectable step size dependence of the results, we extrapolated to zero step size at µa = 0.071 and 0.143 using four step sizes. We also found that the results do not depend on ϑ LIM if it was chosen quite small. To test this at µa = 0.071, we used ϑ LIM = 10 −3 , 10 −5 , 10 −7 , 10 −8 , 10 −11 and ε = 0.0005. We found that at µa = 0, spherical CL results agree completely with the correct results. At 56 × 14, µa = 0.018 they deviate below β ∼ 1.3. This clearly shows that the wrong convergence property is not the consequence of the severeness of the sign problem, because it was very mild at µa = 0.018 (see Fig. 2, right panel) . We note that CL results obtained with spherical coordinates seem to slightly deviate from the correct ones in the high β region as well, but these differences are not significant statistically (they are within 2 sigma). At high µ/T however, the deviations are significant, so at e.g. µa = 0.286, 56 × 14, results for the action are wrong at all β values. Since this discretization was a bit problematic due to the singularity in the force, and deviations at high µ/T seemed discouraging, we did not test so carefully its continuum behavior or possible improvements. However, we mention that using 72 × 18 lattices did not show any improvement at µ/T = 1. We show some results in Fig.  14 .
We have investigated the group integration approach (Subsection VI B) more carefully. First, we com-pared simulation results of using R (1) , R (2) , or R (3) at 56 × 14 lattices at µa = 0.071, ε = 0.0005 using 2000 Langevin trajectories at several β in the range 0.9 . . . 1.8. We found complete agreement using these parameters. Then we used R (2) during our further simulations with the exponentialized Euler-Maruyama discretizaton (abbreviated in the following and in the figures as exp. E-M ). We carried out simulations on several lattice sizes and chemical potentials in the β range 0.9. . .1.8. The parameters for these simulations can be found in Table  III . Several initial step sizes were used during these simulations and we extrapolated these to zero step size. (However, we did not find significant step size dependence of the results obtained with step sizes 10 −4 and smaller.) We came to similar conclusions as with spherical coordinates: at µ/T = 0 complete agreement was found, then at µ/T nonzero -even at µ/T = 0.25 -, a discrepancy in the low β region. We note however, that the exp. E-M. results do not deviate from the correct results at higher β values. In order to quantify the deviations and investigate their continuum behavior, we first calculated ( S w − Re S cl )/V /σ, where S w is the worm result, S cl is the exp. E-M result in the ε → 0 limit, V = N x × N t is the lattice volume and σ = ∆ 2 w + ∆ 2 cl , where ∆ w , ∆ cl are the full errors of the worm and CL simulations, respectively. (∆ w is just the statistical error, but ∆ cl contains systematic errors because of the step size extrapolation.) After that, we determined a β region at each lattice size and µa parameter, when ( S w − Re S cl )/V /σ started to be above 2. This definition of the β range (the latest point under 2 sigma, and two successive points above 2 sigma) is a bit ambiguous in the sense that it depends on the statistics, but we did not find significant differences between the results of some smaller statistics runs and the long runs. Figure 16 shows an example of the determination of this β range. threshold /m the action densities obtained by the exp. E-M discretization start to become wrong. Using larger lattices this temperature becomes lower, but the continuum extrapolation of this quantity cannot be made without assuming some functional dependence of it as a function of 1/Nt, which would hinder drawing the conclusion.
Then, the middle of this range with errors to cover the whole range was used to calculate T (S(β)) threshold /m, the temperature below which CL converges to wrong results at the lattice under study. We show how these temperatures depend on the temporal lattice size at µ/T = 3 in Fig. 17 . In that figure, one can see that these threshold temperatures become lower as N t increases, but we do not know the scaling of this quantity as a function of the lattice spacing or N t ; thus, we cannot extrapolate to the continuum without assumptions. In order to avoid these assumptions, we have calculated the continuum limit of ( S w (T, µ/T ) − Re S cl (T, µ/T ) )/V and then determined the continuum threshold temperature T (S) threshold /m below which the continuum results deviate from zero. The results for these temperatures (with further relevant temperature ranges discussed in the text) are shown in Fig. 25 . Of course, one can discuss the deviations of the correct and the CL action density in terms of a more standard physical quantity which has a continuum limit: the trace anomaly. So we have also used the trace anomaly and investigated what happens with the continuum limit of the "wrong" complex Langevin results (Fig. 18) , and obtained similar threshold temperature values.
We also made some runs to test this approach against a change in computer numerical precision and the order of integration; that is, we used float (32-bit) and long double (80-bit) precision, and found that although float and double differ from each other (float is wrong at all β), double and long double are almost the same at the parameters used to clarify this (56×14, µ/T = 0.071, 0.143, ε = 0.0005, ∼ 1800 Langevin traj.). We also tested exponentialized Runge-Kutta integration at double precision, but results did not improve.
We have also checked the shape of the distributions, and these are shown in Fig. 19 . One can see that the distributions are narrower in the high temperature range. Finally, let us discuss the results obtained using the standard Euler-Maruyama discretization with a Dirac δ approximated with a Gaussian. We simulated with this algorithm at the parameters of Table IV . We used several initial step sizes and at each step size several b values (0.01 < b < 0.06). Using double precision, we found that at a given step size, below a low b value, simulations became unstable, so there we used long double precision to set lower b values. At each step size, we extrapolated to b → 0, then used these results to extrapolate in ε. As mentioned in Sec. VI C, this algorithm did not keep the i φ 2 i = 1 constraint rigorously during the simulation. To characterize it quantitatively, we measured the length of the φ vectors over the lattice and found it is typically a bit larger than 1, but with smaller b and ε values it can be reduced (see the lower panel of Fig. 20) . We found that after taking both the b to zero (Fig. 20, top) , and ε to zero limit, the results obtained by this method agree well with the correct results (Figs. 15 and 16 ). These results are interesting because when we accomplish the b to zero and ε to zero limits, the used data may have distributions also with some nonexponential decay, see Figure 21 . The obtained histograms were compared to those of the exp. E-M discretization and one can see that the decay of the standard E-M discr. with Dirac-δ seems to be sharper (Fig.  21 ). For completeness, we mention here that the errors coming from the two extrapolations became significantly larger, especially at small βs as the chemical potential increased.
B. Density
In the present subsection we review the results for the density (Eq. (32)) obtained by the different algorithms. For the worm results and complex Langevin implementations, we used the same configurations as listed in the above subsections. For reweighting results we used the cluster algorithm to simulate at µ = 0 and used 3 × 10 6 updating steps.
We found that reweighting results agree well with the worm results below µa ∼ 0.16 on 56 × 14 lattices, that is below µ/T ∼ 2.2 (see Fig. 22 ). At higher µa values the results have large error bars and (apparent) deviations from correct results occur. This coincides with the fact that the sign problem became severe at these lattices around µa ∼ 0.15 (Fig 4) .
Regarding the different CL implementations we found that both the exp. E-M integration and the standard E-M with Dirac δ produced wrong results at low temperature (Fig. 22) . A threshold temperature (T (n/m) threshold /m) can be defined similarly as we did in the case of the action: this is the temperature below which continuum CL density results deviate from the continuum worm density results with 2 sigma significance. A comparison of the continuum results from the exp. E-M. CL and the worm algorithm can be seen in Fig. 23 . We note that in the low temperature region, the continuum extrapolation takes the CL results even further from the worm continuum results. By increasing the chemical potential one can observe that T The spherical CL implementation also developed wrong results, but its threshold temperature seemed to be larger than that of the others. However, we note that in the case of the spherical formulation we did not determine so carefully the threshold temperature.
The distributions of the real and imaginary parts of ∂S/∂(µa) are again narrower, when different complex Langevin algorithms produce correct results. Comparing the distributions for this quantity of the exp. E-M and std. E-M with Dirac-δ implementations, we see that, although the latter is narrower, the results do not converge to the correct results as in the case of the action they did. TABLE IV. The set of parameters for the simulations with the complex Langevin algorithm using the standard EulerMaruyama discretization with directly including the constraint by approximating the Dirac δ. ε refers to the largest step size during the trajectories and b is the width of the Gaussian approximating the Dirac δ (see Section VI C).
VIII. CONCLUSION
In the present paper we studied the sign problem in the O(3) model. We used reweighting in order to investigate the severeness of the sign and overlap problems. We described a dual formalism and based on that a worm algorithm, which completely solves the sign problem. Using this, we have calculated the pressure, the trace anomaly and the density at finite temperature. At zero and low temperatures we reproduced the Silver Blaze phenomenon. We then analyzed the correctness of the complex Langevin as approaching the continuum limit. The failure of the complex Langevin in certain parameter ranges is argued to be the consequence of the developing long tailed distributions. However, it is an interesting question whether the wrong convergence property happens at a specific β value -as was found in HDQCD [27] or at a given temperature. In the former case continuum extrapolation could enable one to study the full phase diagram of the given model. According to recent results [7] the breakdown seems to prevent the exploration of the confined region in QCD. However, those simulations used only N t = 4, 6, 8 lattices. In the present paper our main goal was to investigate whether taking the continuum limit in the 1+1 dimensional O(3) model can help to overcome the wrong convergence property of complex Langevin.
For this purpose we have used three different approaches: describing the model with spherical coordinates; using the generators and integrating the CL equations in the group space (exp. Euler-Maruyama); and considering the i φ 2 i = 1 constraint with a term containing the logarithm of a Dirac δ in the action (standard Euler-Maruyama discretization with Dirac δ). We approximated the Dirac-δ by a Gaussian having a width ∼ 1/b. We analyzed three observables: the action, the trace anomaly and the density. Regarding the action, we found that both the spherical coordinates and the exp. E-M discretization gave wrong results at the low β (low temperature) range. For the exp. E-M discretization, we analyzed whether taking the continuum limit can help to improve the results and found that although the ac- cessible temperature range becomes larger, one cannot explore the full low temperature region. However, we established that the so-called standard Euler-Maruyama discr. with Dirac-δ method can give correct results for the action density after taking both the b to zero and ε to zero limits. We found that for the density observable, the situation is different: in this case the latter way of integrating the CL equations gave wrong results also at low T /m and the results did not seem to improve by taking larger and finer lattices. 
The acceptance probabilities for moving the (+) end of the worm are described by the same expressions, the case (+), ±ν is equivalent to (−), ∓ν (both decrease/increase the Q 12 = +1 line by 1). However, because of the next updating step, one does not need to move the (+) head to satisfy ergodicity. Due to these facts, in our simulations we did not update the (+) end, but only the (−) end with 2/3 probability. Note that these expressions with the chemical potential using the modified basis φ + , φ − , φ 3 , . . . , φ N look very similar to those discussed in the case without chemical potential.
