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Abstract
Last decade witnesses significant methodological and theoretical advances in esti-
mating large precision matrices. In particular, there are scientific applications such
as longitudinal data, meteorology and spectroscopy in which the ordering of the vari-
ables can be interpreted through a bandable structure on the Cholesky factor of the
precision matrix. However, the minimax theory has still been largely unknown, as
opposed to the well established minimax results over the corresponding bandable co-
variance matrices. In this paper, we focus on two commonly used types of parameter
spaces, and develop the optimal rates of convergence under both the operator norm
and the Frobenius norm. A striking phenomenon is found: two types of parameter
spaces are fundamentally different under the operator norm but enjoy the same rate
optimality under the Frobenius norm, which is in sharp contrast to the equivalence
of corresponding two types of bandable covariance matrices under both norms. This
fundamental difference is established by carefully constructing the corresponding min-
imax lower bounds. Two new estimation procedures are developed: for the operator
norm, our optimal procedure is based on a novel local cropping estimator targeting
on all principle submatrices of the precision matrix while for the Frobenius norm, our
optimal procedure relies on a delicate regression-based thresholding rule. Lepski’s
method is considered to achieve optimal adaptation. We further establish rate opti-
mality in the nonparanormal model. Numerical studies are carried out to confirm our
theoretical findings.
Keywords: optimal rate of convergence, precision matrix, local cropping, Cholesky fac-
tor, minimax lower bound, thresholding, operator norm, Frobenius norm, adaptive esti-
mation
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1 Introduction
Covariance matrix plays a fundamental role in many important multivariate statistical
problems. They include the principal component analysis, linear and quadratic discrim-
inant analysis, clustering analysis, regression analysis and conditional dependence rela-
tionship studies in graphical models. During the last two decades, with the advances of
technology, it is very common that the datasets are high-dimensional (the dimension p can
be much larger than the sample size n) in many applications such as genomics, fMRI data,
astrophysics, spectroscopic imaging, risk management, portfolio allocation and numerical
weather forecasting [26, 20, 25, 34, 48, 42]. It has been well-known that the sample covari-
ance matrix performs poorly and can yield to invalid conclusions in the high-dimensional
settings. For example, see [52, 53, 29, 21, 43, 30] for details on the limiting behaviors of
the spectra of sample covariance matrices when both n and p increase.
To avoid the curse of dimensionality, certain structural assumptions are almost nec-
essary in order to estimate the covariance matrix or its inverse, the precision matrix,
consistently. In this paper, we consider large precision matrix estimation with bandable
Cholesky factor. Its connection with other structures are discussed at the end of intro-
duction. Both the operator norm loss (‖S‖op = sup‖x‖2=1 ‖Sx‖2) and the Frobenius norm
loss (‖S‖F = (
∑
i,j s
2
ij)
1
2 ) are investigated.
We begin with introducing the bandable Cholesky factor of the precision matrix. As-
sume that X = (X1, . . . Xp)
T is a centered p-variate random vector with covariance matrix
Σ. Let ai = (ai1, . . . , ai(i−1))T be the coefficients of the population regression of Xi on
its previous variables X1,i−1 = (X1, X2 . . . Xi−1)T . In other words, Xˆi =
∑i−1
t=1 aitXt =
XT1,i−1ai is the linear projection of Xi on X1,i−1 in population (Define Xˆ1 = 0). Set A
as the lower triangular matrix with zeros on the diagonal and zero-padded coefficients
(aTi ,0) arranged in the rows. Denote the residual  = X−Xˆ = (I−A)X and D = Var().
The regression theory implies the residuals are uncorrelated, and thus the matrix D is
diagonal. The modified Cholesky decomposition of Ω is
Ω = Σ−1 = (I −A)TD−1(I −A), (1)
where I − A is the Cholesky factor of Ω. There is a natural order on the variables
based on the above Cholesky decomposition. Indeed, the well-known AR(k) model can
be characterized by the k-banded Cholesky factor A ≡ [aij ]p×p of the precision matrix
in which aij = 0 if i − j > k. Inspired by the auto-regression model, we consider the
bandable structures imposed on the Cholesky factor. More specifically, for M > 0, η > 1
we define the parameter space Pα(η,M) of precision matrices by
Pα(η,M) =
{
Ω : η−1 ≤ λmin(Ω) ≤ λmax(Ω) < η,
max
i
∑
j<i−k
|aij | < Mk−α, k ∈ [p]
}
.
(2)
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Here, λmax(Ω), λmin(Ω) are the maximum and minimum eigenvalues of Ω and the index
set [p] = {1, 2, . . . , p}. We follow the convention that the sum over an empty set of
indices is equal to zero when i − k ≤ 1. This parameter space was first proposed in
[7]. The parameter α specifies how fast the sequence aij decays to zero as j goes away
from i. The covariance matrix estimation problem has been extensively studied when a
similar bandable structure is imposed on the covariance matrix (e.g., [7, 13]). Unlike the
order in these bandable covariance matrices, in which large distance |i− j| implies nearly
independence, the order in bandable Cholesky factor encodes a natural auto-regression
interpretation in the sense that the coefficients aij is close to zero when i− j > 0 is large.
Although several approaches have been developed to estimate the precision matrix
with bandable Cholesky factor, the optimality question remains mostly open, partially
due to the following two reasons. (i) Intuitively, one would expect the minimax rate of
convergence over Pα(η,M) under the operator norm to be the same as that over the class
of bandable covariance matrices with the same decay parameter α. Under sub-Gaussian
assumptions, [13] established the optimal rate of convergence E‖Ω˜−Ω‖2op  n
−2α+1
2α + log pn
uniformly for all bandable covariance matrices Σ = Ω−1 = [σij ]p×p with bounded spectra
such that maxi
∑
|j−i|>k |σij | < Mk−α, k ∈ [p]. To establish such a rate of convergence
for Pα(η,M), [35] provided a lower bound with the matching rate. However, we show a
surprising result in this paper that estimation over Pα(η,M) is a much harder task than
that over bandable covariance matrices. Therefore, the lower bound in [35] is sub-optimal,
and all attempts on showing the same rate of convergence n
−2α+1
2α + log pn intrinsically
cannot succeed. (ii) From the methodological aspect, due to the regression interpretation
of the Cholesky decomposition (1), almost all existing methods rely on an intermediate
estimator of A obtained by running regularized regression of each variable against its
previous variables Xi ∼
∑i−1
j=1 aijXj . For instance, [7] estimated each row of A by fitting
the banded regression model Xi ∼
∑i−1
j=max{1,i−k} aijXj with some bandwidth k. [54] used
an AIC or BIC penalty to pick the best bandwidth k. In addition, [28] proposed adding a
Lasso or Ridge penalty while [37] proposed using a nested Lasso penalty to the regression.
See, for instance, [3, 35] for Bayesian approaches following the similar idea. The typical
analysis for those estimation procedures in a row-wise fashion is to bound the operator
norm by its matrix `1/`∞ norm. Although this analysis may provide optimal rates of
convergence under the operator norm loss for some sparsity structure (see, i.e., [14, 10]
for sparse covariance and precision matrices estimation), it might be sub-optimal for the
bandable structure as seen in bandable covariance matrix estimation [13, 7]. Therefore, in
order to obtain rate-optimality over Pα(η,M), a novel analysis or even a new estimation
approach is expected.
Main Results. With regard to the above two issues, we provide satisfactory solutions
in this paper. We at the first time show that the rate of convergence under the operator
norm over Pα(η,M) is intrinsically slower than that over the counterpart class of bandable
covariance matrices. This is achieved via a novel minimax lower bound construction.
Moreover, in order to obtain a rate-optimal estimator, we propose a novel local cropping
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estimator which does not rely on any estimator of A, and thus requires a new analysis.
Our local cropping approach targets on accurate estimation of principal submatrices of the
precision matrix under the operator norm, which results in a tradeoff between one variance
term and two bias terms. The name comes after the idea of estimating each principal
submatrix of the precision matrix, which is to crop the center k by k submatrix of the
inverse of 3k by 3k sample covariance matrix using their neighbors in two directions of the
same size. (During the finalizing process of this paper, we realized that a similar estimator
is independently proposed to estimate precision matrices with a different structure [27].)
Since our procedure does not directly explore the structure on each row of A, the analysis
of bias terms is much more involved, requiring a block-wise partition strategy. More
details are discussed in Sections 2.1 and 3.1. In the end, besides Pα(η,M), a similar type
of classes of parameter spaces with bandable Cholesky factor is considered as well,
Qα(η,M) =
{
Ω : η−1 ≤ λmin(Ω) ≤ λmax(Ω) < η,
|aij | < M(i− j)−α−1, j ∈ [i− 1]
}
.
(3)
We further establish another surprising result: the optimal rates of convergence of two
spaces, namely Pα(η,M) and Qα(η,M), are different under the operator norm. This
remarkable distinction is different from the comparison of two similar types of parameter
spaces for bandable covariance matrices in [13] and bandable Toeplitz covariance matrices
in [11]. The contrast of minimax results on Pα(η,M) and Qα(η,M) is summarized in
Theorem 1 below. We mainly focus on the high-dimensional setting, assuming that log p =
O(n) and n = O(p). Theorem 1 implies inconsistency when log p = O(n) is violated. In
addition, one can easily obtain that when n = O(p) is violated, the minimax rate becomes
the smaller value between p/n and the one shown in Theorem 1 for each space.
Theorem 1. Under normality assumption, the minimax risk of estimating the precision
matrix Ω over the parameter space Pα(η,M) with α > 12 given in (2) under the operator
norm satisfies
inf
Ω˜
sup
Pα(η,M)
E‖Ω˜− Ω‖2op  n−
2α−1
2α +
log p
n
. (4)
The minimax risk of estimating the precision matrix Ω over the parameter space Qα(η,M)
with α > 0 given in (3) under the operator norm satisfies
inf
Ω˜
sup
Qα(η,M)
E‖Ω˜− Ω‖2op  n−
2α
2α+1 +
log p
n
. (5)
Moreover, we also consider the minimax rates of convergence of precision matrix esti-
mation under the Frobenius norm loss over Pα(η,M) and Qα(η,M). This time, we prove
that two types of spaces enjoy the same optimal rate of convergence. Together with the
different rates of convergence under the operator norm loss, we demonstrate the intrinsic
difference between operator norm and Frobenius norm. The Frobenius norm of a p by p
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matrix is defined as the `2 vector norm of all entries. Driven by this fact, our estimation
approach is naturally obtained by optimally estimating A and D in (1) separately. Due to
the decay structure in Pα(η,M), which is defined in terms of nested `1 norm of each row
of A, our estimator is based on regression with a delicate thresholding rule. The minimax
procedure is motivated by wavelet nonparametric function estimation, although the space
Pα(η,M) cannot be exactly described by any Besov ball ([9, 19]). We summarize the
optimality result under the Frobenius norm in Theorem 2 below.
Theorem 2. Under normality assumption, the minimax risk of estimating the precision
matrix Ω over Pα(η,M) and Qα(η,M) given in (2) and (3) satisfies
inf
Ω˜
sup
Pα(η,M)
1
p
E‖Ω˜− Ω‖2F  inf
Ω˜
sup
Qα(η,M)
1
p
E‖Ω˜− Ω‖2F  n−
2α+1
2α+2 . (6)
Related Literature. During the last decade, various structural assumptions are im-
posed in literature of high-dimensional statistics in order to estimate the covariance/precision
matrix consistently under various loss functions. While mostly driven by the specific
scientific applications, popular structures include ordered sparsity (bandable covariance
matrices, precision matrices with bandable Cholesky factor), unordered sparsity (sparse
covariance matrices, sparse precision matrices) and other more complicated ones such
as certain combination of sparsity and low-rankness (spike covariance matrices, covari-
ance with tensor product, latent graphical models). Many estimation procedures have
been proposed accordingly to estimate high-dimensional covariance/precision matrices
via taking advantages of these specific structures. For example, banding ([55, 7, 56, 8])
and tapering methods ([24, 13]) were developed to estimate bandable covariance matri-
ces or precision matrices with bandable Cholesky factor; thresholding procedures were
used in [6, 22, 15] to estimate sparse covariance matrices; penalized likelihood estimation
([28, 59, 18, 2, 46, 33, 44]) and penalized regression methods ([39, 58, 16, 50, 45]) are
designed for sparse precision matrix estimation.
The fundamental difficulty of various covariance/precision matrices estimation prob-
lems have been carefully investigated in terms of the minimax risks under the operator
norm loss among other losses, especially for those ordered and unordered sparsity struc-
tures. Specifically, for unordered structures, [14] considered the problems of optimal
estimation of sparse covariance while [10] (see [45] as well) established the optimality
results for estimating sparse precision matrices. For ordered structures, [13] established
the optimal rates of convergence over two types of bandable covariance matrices. In ad-
dition, with an extra Toeplitz structure, [11] studied optimal estimation of two types of
bandable Toeplitz covariance matrices. However, it was still largely unknown about the
optimality results on estimating precision matrices with bandable Cholesky factor. See
an exposure paper with discussion [12] and references therein on minimax results of co-
variance/precision matrix estimation under some other losses. In this paper, we provide
a solution to this open problem by establishing the optimal rates of convergence over two
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types of precision matrices with bandable Cholesky factor. Thus, this paper completes the
minimaxity results of all four sparsity structures commonly considered in literature.
Organization of the Paper. The rest of the paper is organized as follows. First,
we propose our estimation procedures for precision matrix estimation in Section 2. In
particular, local cropping estimators and regression-based thresholding estimators are de-
signed for estimating precision matrices under the operator norm and the Frobenius norm
respectively. Section 3 establishes the optimal rates of convergence under the operator
norm for two commonly used types of parameter spaces Pα(η,M) and Qα(η,M). A
striking difference between two spaces are revealed when considering operator norm loss.
Section 4 considers rate-optimal estimation under the Frobenius norm. The results reveal
that the fundamental difficulty of estimation for two parameter spaces are the same when
considering Frobenius norm loss. Section 5 considers the adaptive estimation through a
variation of Lepski’s method under the operator norm. In Section 6, we extend the results
to nonparanormal models for inverse correlation matrix estimation by applying local crop-
ping procedure to rank-based estimators. Section 7 presents the numerical performance
of our local cropping procedure to illustrate the difference between two parameter spaces
by simulation studies. We also demonstrate the sub-optimality of banding estimators.
Discussion and all technical lemmas used in proofs of main results are relegated to the
supplement.
Notation. we introduce some basic notations that will be used in the rest of the
paper. 1 (·) indicates the indicator function while 1 indicates the all-ones vector. sgn(·)
indicates the sign function. bsc represents the largest integer which is no more than s. dse
represents the smallest integer which is no less than s. Define an  bn if there is a constant
C > 0 independent of n such that C−1 ≤ an/bn ≤ C. For any vector x, ‖x‖p indicates its
`p norm. For any p by q matrix S = [sij ]p×q ∈ Rp×q, we use ST to denote its transpose.
The `p matrix norm is define as ‖S‖p = sup‖x‖p=1 ‖Sx‖p. The `2 matrix norm is also
called the the operator norm or the spectral norm, and denoted as ‖S‖op. The Frobenius
norm is defined as ‖S‖F = (
∑
i,j s
2
ij)
1
2 . λmax(S) and λmin(S) are the largest and smallest
singular values of S when S is not symmetric. When S is a real symmetric matrix, λmax(S)
and λmin(S) denote its largest and smallest eigenvalues. rowi(S) and coli(S) indicate the
i-th row and column of matrix S. a : b denotes the index set {a, a+ 1, . . . , b}. [p] is short
for the set 1 : p. For the random vector X ∈ Rp×1 and the data matrix Z ∈ Rn×p, Xa:b
and Za:b indicates the (a : b)-th columns of X
T and Z. For any square matrix S, diag(S)
denotes the diagonal matrix with diagonal entries being those on the main diagonal of S
while for any vector v, diag(v) denotes the diagonal matrix with diagonal entries being v.
In the estimation procedure under the operator norm, we use the matrix notation in the
form of S
(k)
m to facilitate the proof, where S is always a square matrix, m indicates the
location information, and (k) indicates that the size of S
(k)
m is k. Throughout the paper
we denote by C a generic positive constant which may vary from place to place but only
depends on α, η, M and possibly some sub-Gaussian distribution constant ρ in (17).
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2 Methodologies
In this section, we introduce our methodologies for estimating precision matrices over
Pα(η,M) and Qα(η,M) under both the operator norm and the Frobenius norm. Assume
that X = (X1, . . . Xp)
T , a p-variate random vector with mean zero and precision matrix
Ωp. Our estimation procedures are based on its n i.i.d. copies Z ∈ Rn×p. We write Z =
(Z1, . . . ,Zp), where each Zi consists of n i.i.d. copies of Xi. Our estimation procedures
are different under the operator norm and the Frobenius norm.
2.1 Estimation Procedure under the Operator Norm
We focus on the estimation problem under the operator norm first. As we discussed
in the introduction, almost all existing methodologies ([54, 28, 7]) directly appeal the
Cholesky decomposition of the precision matrix. They first estimate the Cholesky factor
A and D by auto-regression and then estimate the precision matrix according to Ω =
(I−A)TD−1(I−A). The corresponding analysis in the row-wise fashion may not suitable
for the operator norm loss. In this paper, we propose a novel local cropping estimator,
which focuses on the estimation of Ω directly.
To facilitate the illustration of the estimation procedure, we define two matrix oper-
ators. The cropping operator is designed to crop the center block out of the matrix.
For a p by p matrix E ≡ [eij ]p×p, we define the k × k matrix Ckm(E) ≡ [cij ]k×k, where
1 ≤ m ≤ p− k + 1, with
cij = ei+m−1,j+m−1, when 1 ≤ i, j ≤ k. (7)
The parameter m indicates the location and k indicates the dimension. It is clear that
Ckm(E) is a principal submatrix of E. The expanding operator is designed to put a
small matrix onto a large zero matrix. For a k by k matrix, C ≡ [cij ]k×k, define the p× p
matrix Epm(C) ≡ [eij ]p×p, where 1 ≤ m ≤ p− k + 1, with
eij = ci−m+1,j−m+1, when m ≤ i, j ≤ m+ k − 1, otherwise eij = 0. (8)
The parameter m indicates the location and p indicates the dimension. Note that for a k
by k matrix C, we have Ckm(E
p
m(C)) = C. An illustration of two operators is provided in
Figure 1.
In addition, for technical reasons (of obtaining rates of convergence in expectation
rather than in probability), we introduce a projection operator. For a real square
matrix S, let the singular value decomposition of S be S = UΛV T with UUT = I,
V V T = I and Λ = diag(λi). Let Λ
∗ = diag(λ∗i ), where λ
∗
i = min{max{λi, η−1}, η}, then
define
Pη(S) = UΛ
∗V T . (9)
For a symmetric matrix S, we modify Pη(·) a little bit and define Pη(S) = UΛ∗UT , where
S = UΛUT is its eigen-decomposition. Since all eigenvalues of Pη(·) are in the interval
[η−1, η], Pη(S) is always invertible and positive definite.
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k
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Epm
Figure 1: An illustration of the cropping operator and the expanding operator.
We are ready to construct the local cropping estimator Ω˜opk with bandwidth k < p. At
a high level, we first propose an estimator of each principal submatrix of size k and 2k in
Ω using cropping and expanding operators. Then we arrange over those local estimators
to estimate Ω. Since the core idea of estimating those local estimators in our procedure is
to crop the inverse of sample covariance matrix with a relatively larger size, we call Ω˜opk
in (12) the local cropping estimator.
Specifically, we first define an estimator Ω˜
(k)
m of the principal submatrix Ckm(Ω) at each
location m. To this end, we select the sample covariance matrix with a relative larger
size, in this case, 3k. Let the modified local sample covariance matrix be
Σ˜
(3k)
m−k = Pη
(
C3km−k(
1
n
ZTZ)
)
, 2− k ≤ m ≤ p. (10)
We refer to Remark 1 for the treatment when the index is beyond the index set [p]. Note
that the operator Pη(·) guarantees Σ˜(3k)m−k to be invertible. Then we use the center part of
its inverse to estimate Ckm(Ω), i.e.,
Ω˜(k)m = C
k
k+1
(
(Σ˜
(3k)
m−k)
−1). (11)
Similarly, we can define local estimators of Ω˜
(2k)
m via replacing k by 2k. Arranging over
these estimators in the form of weighted sum, we obtain the estimator of Ω, that is,
Ω˜opk = Pη
(1
k
( p∑
m=2−2k
Epm(Ω˜
(2k)
m )−
p∑
m=2−k
Epm(Ω˜
(k)
m )
))
. (12)
The operator Epm(·) makes these local estimators in the correct places. The final step (12)
is motivated by the analysis of optimal bandable covariance matrix estimation procedure
proposed in [13]. Indeed, the optimal tapering estimator in [13] can be rewritten as a
sum of many principal submatrices of the sample covariance matrix in a similar way as
(12). In contrast, our estimator is not in a form of tapering the sample covariance matrix.
However, in the analysis of our local cropping estimator in Section 3, the direct target of
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Ω˜opk is a certain tapered population precision matrix with bandwidth k. There are natural
bias and variance terms involved in the distance of Ω˜opk and its direct target. Together
with the bias of the tapered population precision matrix, our analysis involves two bias
terms and one variance term, which critically determine the optimal choice of bandwidth.
It is worthwhile to mention that although the local estimators in (12) overlap with each
other significantly, the variance term is not influenced too much by the overlap due to a
technique of rearranging all local estimators in the analysis. Please refer to the proof of
Theorem 3 for further details.
In Section 3, we show that the local cropping estimator with an optimal choice of
bandwidth would achieve the minimax risk under the operator norm over parameter spaces
Pα(η,M) in (2) and Qα(η,M) in (3). However, the optimal choices of bandwidth are
fundamentally distinct between Pα(η,M) and Qα(η,M). Specifically, we show that the
optimal bandwidth over Pα(η,M) is k  n 12α while that one over Qα(η,M) is k  n
1
2α+1 .
Remark 1. Of note, the estimator Ω˜opk depends on Z2−4k, . . . ,Zp+4k−1. The index of
variable is clear most of the time, while we need to be careful when it is close to the
boundary. When the index is beyond the index set [p], we shrink the size of the corre-
sponding block by discarding the data with meaningless indexes. It can be shown that this
shrinking operation would not change the theoretical properties of the final estimator.
2.2 Estimation Procedure under the Frobenius Norm
Under the Frobenius norm, our estimation procedure is based on the Cholesky decom-
position of the precision matrix (1). More specifically, we estimate the matrix A and
D respectively by auto-regression, and then combine them together to construct the es-
timator of Ω. The following estimation procedure applies to both the parameter space
Pα(η,M) and Qα(η,M) as we will show that they enjoy the same optimal rate of conver-
gence in Section 4.
Our estimator of the i-th row of A is based on the regression of Xi against its previous
variables. Unlike those existing methods ([54, 28, 7]) which rely on certain banding or
penalized approaches for such a regression problem, we apply a thresholding procedure
due to the decay structure in Pα(η,M) which is defined in terms of nested `1 norm.
To this end, we first regress Xi against Xi−k1:i−1 = (Xi−k1 , . . . , Xi−1)T with bandwidth
k1 = dnc e with some sufficiently large c > 0. Recall that the n× 1 matrix Zi consists of n
observations of Xi, and the n×k1 matrix Zi−k1:i−1 represents n observations of Xi−k1:i−1.
The empirical regression coefficients are
(aˆi(i−k1), . . . aˆi(i−1))
T = (ZTi−k1:i−1Zi−k1:i−1)
−1ZTi−k1:i−1Zi. (13)
We then further threshold the coefficients by taking advantages of the bandable structure
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of the Cholesky factor A. Specifically, we define aˆ∗i ∈ Ri−1 with coordinate aˆ∗ij as follows,
aˆ∗ij =

aˆij , if i− k0 < j ≤ i− 1,
aˆij1 (|aˆij | > λj) , if i− k1 < j ≤ i− k0,
0, if 1 ≤ j ≤ i− k1,
(14)
where k0 = dn
1
2α+2 e, R = 8η‖(ZTi−k1:i−1Zi−k1:i−1)−1‖op, and the threshold level λj =
(dlogi−j2 − logk02 eR)
1
2 . Note that we keep the last k0 coefficients and apply an entry-wise
thresholding rule for which the thresholding level remains the same in each block and the
size of each block doubles backwards sequentially for the remaining coefficients in (14).
Our procedure is inspired by the optimal estimation procedure over Besov balls for many
nonparametric function estimation problems, or equivalently, the corresponding Gaussian
sequence models (See [9] the reference therein). We emphasize that any linear estimator
of the coefficients (aˆi(i−k1), . . . aˆi(i−1))
T cannot yield to the optimal rates of convergence
in our setting under the Frobenius norm.
Our estimator of I − A can be constructed by arranging zero-padded aˆ∗Ti , i ∈ [p]
accordingly with an identity matrix. Specifically, set the ij-th entry of Aˆ∗ as aˆ∗ij when
i ∈ [p], j ∈ [i−1], otherwise as zero. We also need to bound the singular values of (I−Aˆ∗).
To this end, we define
I˜ −A = Pη(I − Aˆ∗),
as our estimator of (I −A), where Pη(·) is defined in (9).
The estimation of D is based on the sample variances of those empirical residuals
in the regression of Xi against Xi−k1:i−1 = (Xi−k1 , . . . , Xi−1)T . For each i, the sample
variance of the empirical residual is
dˆi =
1
n− k1 Z
T
i (I −Mi)T (I −Mi)Zi, (15)
where Mi = Zi−k1:i−1(ZTi−k1:i−1Zi−k1:i−1)
−1ZTi−k1:i−1. Let Dˆ = diag(dˆ), where dˆ =
(dˆ1, . . . , dˆp)
T . We define D˜ = Pη(Dˆ) as our estimator of D.
Finally, define our estimator of Ω as
Ω˜Fk = (I˜ −A)T D˜−1(I˜ −A). (16)
Remark 2. For the parameter space Qα(η,M), a much simpler banding estimation
scheme on the empirical regression coefficients is able to achieve the minimax risk. Set
k = dn 12α+2 e. We use the empirical residuals and coefficients obtained by regressing each
Xi against Xi−k:i−1 to directly construct the estimators of A and D. It can be proved that
this estimator achieves the minimax risk over the parameter space Qα(η,M).
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3 Rate Optimality under the Operator Norm
In this section, we establish the optimal rates of convergence for estimating the precision
matrix over the parameter spaces Pα(η,M) and Qα(η,M) given in (2) and (3) under the
operator norm. We first derive the risk upper bound of the local cropping estimator in
Section 3.1 over parameter space Pα(η,M). We provide a matching risk lower bound by
applying the Assouad’s lemma and the Le Cam’s method in Section 3.2 over Pα(η,M).
The establishment of the rate optimality over the parameter space Qα(η,M) is similar to
the one over Pα(η,M), which is provided in Section 3.3.
Throughout this section, we assume that X = (X1, . . . Xp)
T follows certain sub-
Gaussian distribution with constant ρ > 0, that is,
P{|vT (X− EX)| > t} ≤ 2 exp(−t2/(2ρ)), (17)
for all t > 0 and all unit vectors ‖v‖2 = 1.
Remark 3. The sub-Gaussian distribution is often assumed in high-dimensional statis-
tical problems. In our settings, this assumption is critical to derive the exponential-type
concentration inequality for the quadratic terms of X. When only certain moment condi-
tions are posed, one can replace each local estimator in (11) by an Huber-type estimator
proposed in [40, 31]. We leave the theoretical investigation in future works.
3.1 Minimax Upper Bound under the Operator Norm over Pα(η,M)
In this section, we develop the following upper bound of our estimation procedure proposed
in Section 2.1.
Theorem 3. When dn 12α e ≤ p, the local cropping estimator defined in (12) of the precision
matrix Ω over Pα(η,M) with α > 12 given in (2) satisfies
sup
Pα(η,M)
E‖Ω˜opk − Ω‖2op ≤ Ck−2α+1 + C
log p+ k
n
.
When k = dn 12α e, we have
sup
Pα(η,M)
E‖Ω˜opk − Ω‖2op ≤ Cn−
2α−1
2α + C
log p
n
.
The optimal choice of k  n 12α is due to the bias-variance tradeoff. Combining Theo-
rem 3 with the minimax lower bound derived in Section 3.2, we immediately obtain that
the local cropping estimator is rate optimal.
Proof. As we discussed in Section 2.1, the direct target of our local cropping estimator
is certain tapered population precision matrix with bandwidth k, which can be written
as a weighted sum of many principal submatrices of the population precision matrix. We
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construct this corresponding tapered population precision matrix Ω∗k as follows. Denote
the precision matrix Ω ≡ [ωij ]p×p. We define Ω∗k ≡ [ω∗ij ]p×p such that for i, j ∈ [p],
ω∗ij = mijωij , where mij = max{0, 2−
1
k
|i− j|} −max{0, 1− 1
k
|i− j|}. (18)
The following lemma elucidates the decomposition of this tapered precision matrix Ω∗k.
Lemma 1. The Ω∗k defined in (18) can be written as
Ω∗k =
1
k
( 2k+1∑
m=2
( bp/2kc∑
j=−1
Epm+2kj
(
C2km+2kj(Ω)
))− k+1∑
m=2
( bp/kc∑
j=−1
Epm+kj
(
Ckm+2kj(Ω)
)))
.
The proof of Lemma 1 can be found in [13] (refer to the proof of Lemma 1 with
covariance matrix therein replaced by the precision matrix), and thus omitted. Define
Ω˜∗k =
1
k
( 2k+1∑
m=2
( bp/2kc∑
j=−1
Epm+2kj(Ω˜
(2k)
m+2kj)
)− k+1∑
m=2
( bp/kc∑
j=−1
Epm+kj(Ω˜
(k)
m+kj)
))
.
It is easy to check Ω˜opk = Pη(Ω˜
∗
k). Since the eigenvalues of Ω are in the interval [η
−1, η], the
operator Pη(·) would not increase the risk much. Indeed, according to (B.1) in Lemma B.1,
we have
E‖Ω˜opk − Ω‖2op ≤ 4E‖Ω˜∗k − Ω‖2op
≤ 8E‖Ω˜∗k − Ω∗k‖2op + 8‖Ω∗k − Ω‖2op. (19)
The following lemma bounds the bias between our direct target Ω∗k and the population
precision matrix.
Lemma 2. For Ω in the parameter space Pα(η,M) defined in (2) with α > 12 , Ω∗k defined
in (18), we have
‖Ω∗k − Ω‖2op ≤ Ck−2α+1.
Remark 4. Unlike existing methods, our procedure does not directly utilize the decay
structure of Cholesky factor. Consequently, the proof of Lemma 2 is involved and requires
a block-wise partition strategy.
Then we turn to the analysis of E‖Ω˜∗k − Ω∗k‖2op.
E‖Ω˜∗k − Ω∗k‖2op
≤2E(1
k
2k+1∑
m=2
‖
bp/2kc∑
j=−1
Epm+2kj(Ω˜
(2k)
m+2kj)−
bp/2kc∑
j=−1
Epm+2kj
(
C2km+2kj(Ω)
)‖op)2
+ 2E
(1
k
k+1∑
m=2
‖
bp/kc∑
j=−1
Epm+kj(Ω˜
(k)
m+kj)−
bp/kc∑
j=−1
Epm+kj
(
Ckm+kj(Ω)
)‖op)2.
(20)
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These two terms can be bounded in the same way, we only focus on the second term.
E
(1
k
k+1∑
m=2
‖
bp/kc∑
j=−1
Epm+kj(Ω˜
(k)
m+kj)−
bp/kc∑
j=−1
Epm+kj
(
Ckm+kj(Ω)
)‖op)2
≤E(max
m
‖
bp/kc∑
j=−1
(Epm+kj(Ω˜
(k)
m+kj)−Epm+kj
(
Ckm+kj(Ω)
))‖2op)
≤E(max
m,j
‖Ω˜(k)m+kj −Ckm+kj(Ω)‖2op
)
≤2E(max
m∈[p]
‖Ω˜(k)m −Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op)
+ 2
(
max
m∈[p]
‖Ckk+1
(
(C3km−k(Ω
−1))−1
)−Ckm(Ω)‖2op), (21)
where we further have variance term and bias term of local estimators. For the variance
term in (21), we further have
‖Ω˜(k)m −Ckk+1
(
(C3km−k(Ω
−1))−1
)‖op
≤‖(Σ˜(3k)m−k)−1 − (C3km−k(Ω−1))−1‖op
≤η2‖Σ˜(3k)m−k −C3km−k(Ω−1)‖op
≤2η2‖C3km−k(
1
n
ZZT )−C3km−k(Ω−1)‖op. (22)
The last two inequalities hold because of the fact that the eigenvalues of Σ˜
(3k)
m−k and
C3km−k(Ω
−1) are in the interval [η−1, η], and Lemma B.1. The following concentration
inequality of sample covariance matrix facilitates our proof.
Lemma 3. For the observations Z following certain sub-Gaussian distribution with con-
stant ρ and precision matrix Ω, we have
E
(
max
m∈[p]
‖C3km−k(
1
n
ZZT )−C3km−k(Ω−1)‖2op
) ≤ C log p+ k
n
.
Lemma 3 is an extension of the result in Chapter 2 of [47]. Its proof can be found in
Lemma 3 of [13].
Combining Lemma 3, (21) and (22), we have
E
(
max
m∈[p]
‖Ω˜(k)m −Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op) ≤ C log p+ kn . (23)
We turn to bounding the bias term of local estimator in (21).
Lemma 4. Assume that Ω ∈ Pα(η,M) defined in (2) with α > 12 . Then we have
‖Ckk+1
(
(C3km−k(Ω
−1))−1
)−Ckm(Ω)‖2op ≤ Ck−2α+1.
Lemma 4, together with (23), (21) and (20), implies that
E‖Ω˜∗k − Ω∗k‖2op ≤ C
log p+ k
n
+ Ck−2α+1. (24)
Plugging Lemma 2 and (24) into (19), we finish the proof of Theorem 3.
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3.2 Minimax Lower Bound under the Operator Norm over Pα(η,M)
Theorem 3 in Section 3.1 proves that the local cropping estimator defined in (12) attains
the convergence rate of n
−2α+1
2α + log pn . In this section, we establish the following matching
lower bound, which proves the rate optimality of the local cropping estimator.
Theorem 4. The minimax risk of estimating the precision matrix Ω over Pα(η,M) de-
fined in (2) under the operator norm with α ≥ 12 satisfies
inf
Ω˜
sup
Pα(η,M)
E‖Ω˜− Ω‖2op ≥
τ2
32
(
n−
2α−1
2α +
log p
n
)
, (25)
where 0 < τ < min{M, 14η−1, η
1
2 − 1}.
Remark 5. Theorems 3 and 4 together show that the minimax risk for estimating the
precision matrices over Pα(η,M) stated in (4) of Theorem 1. It is worthwhile to notice
that there is no consistent estimator over Pα(η,M) under the operator norm, when α ≤ 12 .
Proof. The lower bound of parameter space Pα(η,M) can be established by the lower
bounds over its subsets. We construct two subsets P1 and P2 and calculate the lower
bound over those two subsets separately. Let τ be a positive constant which is less than
min{M, 14η−1, η
1
2 − 1}.
First, we construct P1. Set k = min{dn 12α e, p2}. Set the index set Θ = {0, 1}k, i.e.,
for any θ ≡ {θi}1≤i≤k ∈ Θ, each θi is either 0 or 1. Then we define the k × k matrix
A∗k(θ) ≡ [aij ]k×k with aij = τn−
1
2 θi1 (j = k) and
A(θ) =
 0k×k 0k×k 0k×(p−2k)A∗k(θ) 0k×k 0k×(p−2k)
0(p−2k)×k 0(p−2k)×k 0(p−2k)×(p−2k)
 .
We then define P1 as the collection of 2k matrices indexed by Θ,
P1 =
{
Ω(θ) : Ω(θ) = (Ip −A(θ))T (Ip −A(θ)), θ ∈ Θ
}
. (26)
Next, we construct P2 as the collection of the diagonal matrices in the following equation,
P2 =
{
Ω(m) ≡ [wij(m)]p×p :
wij(m) =
(
1 (i = j) + τa
1
21 (i = j = m)
)−1
,m ∈ 0 : p
}
,
(27)
where a = min{ log pn , 1}.
Lemma 5. P1 and P2 are subsets of Pα(η,M).
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Note that we assume log p = O(n) and n = O(p). Without loss of generality, we
further assume log p < n < p. For any estimator Ω˜ based on n i.i.d. observations, we
establish the lower bounds over those two subsets in Sections 3.2.1 and 3.2.2 respectively,
sup
P1
E‖Ω˜− Ω‖2op ≥
τ2
16
n−1 min{n 12α , p
2
} ≥ τ
2
16
n−
2α−1
2α , (28)
sup
P2
E‖Ω˜− Ω‖2op ≥
τ2
16
n−1 min{log p, n} ≥ τ
2
16
log p
n
. (29)
According to Lemma 5, (P1 ∪ P2) ⊂ Pα(η,M). Therefore, we obtain
sup
Pα(η,M)
E‖Ω˜− Ω‖2op ≥ max{supP1
E‖Ω˜− Ω‖2op, supP2
E‖Ω˜− Ω‖2op}
≥ τ
2
32
(
n−
2α−1
2α +
log p
n
)
,
which completes the proof of Theorem 4.
We introduce some further notation before establishing (28) using Assouad’s lemma in
Section 3.2.1 and (29) using Le Cam’s method in Section 3.2.2. LetH(θ, θ′) =
∑k
i=1 |θi−θ′i|
be the Hamming distance on {0, 1}k, which is the number of different elements between θ
and θ′. The total variation affinity ‖P ∧Q‖ = ∫ p ∧ q dµ, where p and q are the density
functions of two probability measure P and Q with respect to any common dominating
measure µ.
3.2.1 Assouad’s lemma in proof of (28)
Assouad’s lemma [1] is a powerful tool to provide the lower bound over distributions
indexed by the hypercube Θ = {0, 1}k. Let Pθ be the distribution generated from obser-
vations indexed by Ω(θ). The proof of Lemma 6 can be found in [57], and thus omitted.
Lemma 6 (Assouad). Let Ω˜ be an estimator based on observations from a distribution
in the collection {Pθ, θ ∈ Θ}, where Θ = {0, 1}k. Then
sup
θ∈Θ
22Eθ‖Ω˜− Ω(θ)‖22 ≥ min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖22
H(θ, θ′)
k
2
min
H(θ,θ′)=1
‖Pθ ∧ Pθ′‖.
Applying the Assouad’s lemma to the subset P1, we have the following results.
Lemma 7. Let Pθ be the joint distribution of n i.i.d. observations from N(0,Ω(θ)
−1),
where Ω(θ) ∈ P1 defined in (26). Then
min
H(θ,θ′)=1
‖Pθ ∧ Pθ′‖ ≥ 0.5.
Lemma 8. Consider all Ω(θ) ∈ P1 defined in (26). Then
min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖22
H(θ, θ′)
≥ (τn− 12 )2.
Lemmas 6, 7 and 8 together imply the desired (28), with the choice k = dn 12α e. The
proofs of the above lemmas can be found in the supplement.
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3.2.2 Le Cam’s method in proof of (29)
Le Cam’s method can be used to establish the lower bound via testing a single distribution
against a convex hull of distributions. Set r = infm∈[p] ‖Ω(0) − Ω(m)‖2op. Let Pi be the
distribution generated from observations indexed by Ω(i), where 0 ≤ i ≤ p. Define
P¯ =
∑p
m=1 Pm. The proof of the following lemma can be found in [57], and thus omitted.
Lemma 9 (Le Cam). Let Ω˜ be an estimator based on observations from a distribution in
the collection {Pi, 0 ≤ i ≤ p}. Then
sup
0≤m≤p
E‖Ω˜− Ω(m)‖2op ≥
1
2
r‖P0 ∧ P¯‖.
Applying Le Cam’s method to P2, we obtain that r =
(
τa
1
2
1+τa
1
2
)2 ≥ 14τ2a and the
following results.
Lemma 10. Let Pm be the joint distribution of n i.i.d. observations from N(0,Ω(m)
−1),
where Ω(m) ∈ P2 defined in (27). Then
‖P0 ∧ P¯‖ > 7
8
.
Combining the above results in Lemmas 9 and 10, we obtain the desired (29), i.e.,
sup
0≤m≤p
E‖Ω˜− Ω‖2op ≥
7
64
τ2a ≥ τ
2
16
min{ log p
n
, 1}.
3.3 Rate Optimality under the Operator Norm over Qα(η,M)
3.3.1 Minimax upper bound
In this section, we establish the upper bound of the proposed local cropping estimator
over Qα(η,M). Compared to that over Pα(η,M), the analysis here involves smaller bias
terms, which lead to a different optimal bandwidth k  n 12α+1 .
Theorem 5. When dn 12α+1 e ≤ p, the local cropping estimator defined in (12) of the
precision matrix Ω over Qα(η,M) given in (3) satisfies
sup
Qα(η,M)
E‖Ω˜opk − Ω‖2op ≤ Ck−2α + C
log p+ k
n
,
When k = dn 12α+1 e, we have
sup
Qα(η,M)
E‖Ω˜opk − Ω‖2op ≤ Cn−
2α
2α+1 + C
log p
n
.
Proof. We employ the same proof strategy as that of Theorem 3. Only two lemmas
bounding bias terms need to be replaced. We only emphasize the differences here.
We replace Lemma 2 in the proof by Lemma 11, which bounds the distance of the
population precision matrix and its tapered one.
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Lemma 11. For Ω in the parameter space Qα(η,M) defined in (3), Ω∗k is defined in (18),
we have
‖Ω∗k − Ω‖2op ≤ Ck−2α.
In addition, we replace Lemma 4 by Lemma 12, which bounds the bias term of each
local estimator.
Lemma 12. For Ω ∈ Qα(η,M) defined in (2) with α > 0, we have
‖Ckk+1
(
(C3km−k(Ω
−1))−1
)−Ckm(Ω)‖2op ≤ Ck−2α.
The remaining part of the proof remains the same, including a similar upper bound
for the variance term stated in Lemma 3. Therefore, we complete our proof.
3.3.2 Minimax lower bound
Theorem 6. The minimax risk for estimating the precision matrix Ω over Qα(η,M)
defined in (3) under the operator norm with α > 0 satisfies
inf
Ω˜
sup
Qα(η,M)
E‖Ω˜− Ω‖2op ≥
τ2
32
(n−
2α
2α+1 +
log p
n
). (30)
Remark 6. Theorems 5 and 6 together show that the minimax risk for estimating the
precision matrices over Qα(η,M) stated in (5) of Theorem 1. In contrast to Pα(η,M),
the optimal rate of convergence over Qα(η,M) is faster. In particular, rate-optimal local
cropping estimators are always consistent as long as α > 0.
Proof. To establish the lower bound for Qα(η,M) in which the decay of aij is in the
entry-wise fashion, we repeat the proof scheme in Section 3.2 with a few changes. Let τ
be a positive constant which is less than min{M, 14η−1, η
1
2 − 1}.
Set k = min{dn 12α+1 e, p2} and the index set Θ = {0, 1}k, i.e., for any θ ∈ Θ, θ ≡
{θi}1≤i≤k, each θi is either 0 or 1. Define the k × k matrix B∗k(θ) ≡ [bij ]k×k with bij =
τ(nk)−
1
2 θi. Define
B(θ) =
 0k×k 0k×k 0k×(p−2k)B∗k(θ) 0k×k 0k×(p−2k)
0(p−2k)×k 0(p−2k)×k 0(p−2k)×(p−2k)
 .
We construct the collection of 2k matrices as
P3 =
{
Ω(θ) : Ω(θ) = (Ip −B(θ))T (Ip −B(θ)), θ ∈ Θ
}
. (31)
Lemma 13. P3 is a subset of Qα(η,M).
Let Pθ be the joint distribution of n i.i.d. observations from N(0,Ω(θ)
−1), where
Ω(θ) ∈ P3 defined in (31). Parallel to Lemmas 7 and 8 and the lower bound (28) for P1,
we establish the following lower bound for P3.
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Lemma 14. Consider all Ω(θ) ∈ P3 defined in (31). Then
min
H(θ,θ′)=1
‖Pθ ∧ Pθ′‖ ≥ 0.5, (32)
min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖22
H(θ, θ′)
≥ (τn− 12 )2. (33)
According to Assouad’s lemma, for any estimator Ω˜ based on n i.i.d. observations, we
have
sup
P3
E‖Ω˜− Ω‖2op ≥
τ2
16
n−1 min{n 12α+1 , p
2
}. (34)
It is easy to show (P3 ∪ P2) ⊂ Qα(η,M), where P2 is defined in (27). Therefore,
combining (34) and (29), we complete the proof of Theorem 6.
Remark 7. The estimation of the covariance matrix Σ is of significant importance as
well. We propose the estimator of Σ by inverting our estimator Ω˜opk given in (12). The
results and the analysis given in Section 3 can be used to establish the minimax optimality
of our estimator under the operator norm. According to the inequality ‖(Ω˜opk )−1−Σ‖op ≤
‖(Ω˜opk )−1‖op‖Ω˜opk − Ω‖op‖Ω−1‖op and the fact that both ‖Ω˜opk )−1‖op and ‖Ω−1‖op are
bounded by η, we establish the upper bound of our estimator (Ω˜opk )
−1. Furthermore, con-
sidering the analog between the covariance matrix and the precision matrix in the subset
P1 and P2 defined in (26) and (27), the matching lower bound can be proved by a similar
argument in Section 3.2. Therefore, we have the following rate optimality of estimating the
covariance matrix under the operator norm, which can be achieved by estimator (Ω˜opk )
−1,
inf
Ω˜
sup
Pα(η,M)
E‖Ω˜−1 − Ω−1‖2op  n−
2α−1
2α +
log p
n
,
inf
Ω˜
sup
Qα(η,M)
E‖Ω˜−1 − Ω−1‖2op  n−
2α
2α+1 +
log p
n
.
4 Rate Optimality under the Frobenius Norm
In this section, we establish that the optimal rates of convergence for estimating the
precision matrix over the parameter spaces Pα(η,M) and Qα(η,M) are identical under
the Frobenius norm. Intuitively, estimating precision matrix under the Frobenius norm
is equivalent to estimating each row of Cholesky factor A under the `2 vector norm.
Consequently, it is not a surprise to see that Qα(η,M) and Pα(η,M) enjoy the same
optimal rates here. Since Qα(η, αM) ⊂ Pα(η,M), one immediately obtain that
inf
Ω˜
sup
Pα(η,M)
1
p
E‖Ω˜− Ω‖2F ≥ inf
Ω˜
sup
Qα(η,αM)
1
p
E‖Ω˜− Ω‖2F. (35)
In order to show (6) in Theorem 2, it suffices to establish the upper bound over the param-
eter space Pα(η,M) and the matching lower bound over the parameter space Qα(η,M).
We assume that X follows the p-variate Gaussian distribution, with mean zero and pre-
cision matrix Ω in this section.
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4.1 Minimax Upper Bound under the Frobenius Norm
In this section, we establish the following risk upper bound of the regression-based thresh-
olding estimation procedure we proposed in Section 2.2 under the Frobenius norm over
Pα(η,M).
Theorem 7. Assume dn 12α+2 e ≤ p. The estimator defined in (16) of the precision matrix
Ω over Pα(η,M) and Qα(η, αM) given in (2) and (3) with k = dn
1
2α+2 e satisfies
sup
Qα(η,αM)
1
p
E‖Ω˜Fk − Ω‖2F ≤ sup
Pα(η,M)
1
p
E‖Ω˜Fk − Ω‖2F ≤ Cn−
2α+1
2α+2 . (36)
Proof. We focus on the second inequality since the first one is trivial. Note that Ω˜Fk =
(I˜ −A)T D˜−1(I˜ −A) according to (16) while Ω = (I − A)TD−1(I − A). The risk upper
bound can be controlled by bounding I˜ −A − (I − A) and D˜ −D. To this end, we first
provide some properties of our estimator.
Lemma 15. Assume that X follows the p-variate Gaussian distribution with mean zero
and precision matrix Ω = (I−A)TD−1(I−A), which belongs to parameter space Pα(η,M)
defined in (2). For any fixed i, di is the i-th diagonal of D, ai ∈ Ri−1 corresponds the i-th
row of the lower triangle in A. dˆi is defined in (15), and aˆ
∗
i ∈ Ri−1 corresponds the i-th
row of the lower triangle in Aˆ∗ defined in (14). Then we have
E|dˆi − di|2 ≤ Cn−
2α+1
2α+2 ,
E‖aˆ∗i − ai‖22 ≤ Cn−
2α+1
2α+2 .
We are ready to establish the upper bounds of I˜ −A− (I −A) and D˜−D separately.
Note that ‖D˜−1‖op ≤ η and ‖D−1‖op ≤ η, which is due to Lemma B.2. Therefore,
Lemma B.1 yields E‖D˜ −D‖2F ≤ 4E‖Dˆ −D‖2F, which further implies that
1
p
E‖D−1 − D˜−1‖2F ≤
1
p
E‖D˜−1‖2op‖D˜ −D‖2F‖D−1‖2op
≤ 4η4 1
p
E‖Dˆ −D‖2F
≤ 4η4 1
p
∑
i
E|dˆi − di|2.
Together with Lemma 15, it follows that
1
p
E‖D−1 − D˜−1‖2F ≤ Cn−
2α+1
2α+2 . (37)
Next, we turn to prove that 1pE‖˜(I −A)− (I −A)‖2F ≤ Cn−
2α+1
2α+2 . Lemma B.1 implies
1
p
E‖˜(I −A)− (I −A)‖2F ≤
4
p
E‖Aˆ∗ −A‖2F ≤
4
p
∑
i
E‖aˆ∗i − ai‖22.
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Combining above equation with Lemma 15, we have
1
p
E‖˜(I −A)− (I −A)‖2F ≤ Cn−
2α+1
2α+2 . (38)
At last, we derive the risk upper bound of our estimator. It is clear that ‖I˜ −A‖op ≤ η,
‖D˜−1‖op ≤ η. According to Lemma B.2, ‖I − A‖op ≤ η, ‖D−1‖op ≤ η. Combining these
facts with (37) and (38), we have
1
p
E‖Ω˜− Ω‖2F ≤
3
p
E
(‖I −A‖2op‖D−1‖2op‖˜(I −A)− (I −A)‖2F
+ ‖I −A‖2op‖D−1 − D˜−1‖2F‖I˜ −A‖2op
+ ‖˜(I −A)− (I −A)‖2F‖D˜−1‖2op‖I˜ −A‖2op
)
≤6η4 1
p
E‖˜(I −A)− (I −A)‖2F + 3η4
1
p
E‖D−1 − D˜−1‖2F
≤Cn− 2α+12α+2 .
Therefore, we finish the proof of Theorem 7.
4.2 Minimax Lower Bound under the Frobenius Norm
In this section, we establish the matching lower bound n−
2α+1
2α+2 over parameter spaces
Pα(η,M) and Qα(η,M).
Theorem 8. The minimax risk for estimating the precision matrix Ω over Pα(η,M) and
Qα(η, αM) under the Frobenius norm satisfies
inf
Ω˜
sup
Pα(η,M)
1
p
E‖Ω˜− Ω‖2F ≥ inf
Ω˜
sup
Qα(η,αM)
1
p
E‖Ω˜− Ω‖2F ≥
τ2
32
n−
2α+1
2α+2 .
Remark 8. The minimax risk for estimating the precision matrices over Pα(η,M) and
Qα(η,M) under the Frobenius norm in Theorem 2 immediately follows from Theorems 7
and 8.
Proof. It is sufficient to establish the lower bound over Qα(η,M) since the first inequal-
ity immediately follows from (35). We construct a least favorable subset in Qα(η,M).
Without loss of generality, we assume p2k is an integer where k = min{dn
1
2α+2 e, p2}. De-
fine the index set Θ′ = {0, 1} kp2 . For each θ ∈ Θ′, we further denote it as p2k many k2
dimensional vectors, i.e., θ = {θ(s)}1≤s≤d p
2k
e, where θ(s)ij is equal to 0 or 1. For such an
index θ, there is a corresponding p × p block diagonal matrix C(θ) such that each k × k
block Cs(θ(s)) ≡ [c(s)ij ]k×k, where c(s)ij = τn− 12 θ(s)ij , s ∈ d p2ke. We set τ as a positive
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constant which is less than min{M, 14η−1, η
1
2 − 1}.
C(θ) =

0k 0k
C1(θ(1)) 0k
02k . . . 02k
02k
0k 0k
C2(θ(2)) 0k
. . . 02k
...
...
. . .
...
02k 02k . . .
0k 0k
Cd p
2k
e(θ(d p2ke)) 0k

.
Finally, we define the subset of Qα(η,M) indexed by Θ′ as follows
P4 =
{
Ω(θ) : Ω(θ) = (Ip − C(θ))T (Ip − C(θ)), θ ∈ Θ′
}
. (39)
Lemma 16. P4 is a subset of Qα(η,M).
Applying Lemma 6 to P4, we obtain that,
inf
Ω˜
max
θ∈Ω(Θ′)
22Eθ‖Ω˜− Ω(θ)‖2F ≥ min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖2F
H(θ, θ′)
kp
4
min
H(θ,θ′)=1
‖Pθ ∧ Pθ′‖ (40)
Lemma 17. Let Pθ be the joint distribution of n i.i.d. observations from N(0,Ω(θ)
−1),
where Ω(θ) ∈ P4 defined in (39). Then
min
H(θ,θ′)=1
‖Pθ ∧ Pθ′‖ ≥ 0.5, (41)
and
min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖2F
H(θ, θ′)
≥ τ2n−1. (42)
Applying Lemma 17 into (40), we obtain
inf
Ω˜
sup
Qα(η,M)
1
p
E‖Ω˜− Ω‖2F ≥ inf
Ω˜
sup
P4
1
p
E‖Ω˜− Ω‖2F ≥
τ2
32
n−1 min
{
n
1
2α+2 ,
p
2
}
,
which completes the proof of Theorem 8, noting that n < p.
5 Adaptive Estimation
To achieve the minimax rates in Theorem 1 under the operator norm, the local cropping
estimator Ω˜opk requires the knowledge of smoothness parameter α as the optimal choice of
bandwidth k = dn 12α e and k = dn 12α+1 e over Pα(η,M) and Qα(η,M) respectively. In this
section, we consider adaptive estimation where the goal is to construct a single procedure
which is minimax rate optimal simultaneously over each parameter space Pα(η,M) (α >
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1/2) and Qα(η,M) (α > 0). Throughout this section, we assume that X follows certain
sub-Gaussian distribution defined in (17).
Recall that for each k, the local cropping estimator Ω˜opk is defined in (12). Without the
knowledge of α, the bandwidth k needs to be picked in a data-driven fashion. Motivated
by the Lepski’s methods for nonparametric function estimation problems [36], we select
the bandwidth kˆ through the following procedure,
kˆ = min{k ∈ H : ‖Ω˜opk − Ω˜opl ‖2op ≤ CL
log p+ l
n
, for all l ≥ k}, (43)
where H = {1, 2, . . . d nlog pe} and CL > 0 is a sufficiently large constant. If the set that is
minimized over is empty, we use the convention kˆ = d nlog pe. The adaptive local cropping
estimator Ω˜op
kˆ
enjoys the following theoretical guarantee, and thus is adaptive minimax
rate optimal.
Theorem 9. Assume log p = O(n), n = O(p). Then the adaptive estimator Ω˜op
kˆ
with kˆ
defined in (43) of the precision matrix Ω over Pα(η,M) with α > 12 satisfies
sup
Pα(η,M)
E‖Ω˜op
kˆ
− Ω‖2op ≤ Cn−
2α−1
2α + C
log p
n
.
In addition, the adaptive estimator Ω˜op
kˆ
over Qα(η,M) with α > 0 satisfies
sup
Qα(η,M)
E‖Ω˜op
kˆ
− Ω‖2op ≤ Cn−
2α
2α+1 + C
log p
n
.
Proof. We only show the upper bound over Pα(η,M) with α > 12 . The proof over space
Qα(η,M) with α > 0 can be shown similarly and thus omitted.
Set the oracle bandwidth k∗ = dn 12α e. For any Ω ∈ Pα(η,M), we decompose the risk
as follows,
E‖Ω˜op
kˆ
− Ω‖2op ≤ 2E‖Ω˜opkˆ − Ω˜
op
k∗‖2op + 2E‖Ω˜opk∗ − Ω‖2op. (44)
Since k∗ is deterministic, we immediately obtain from Theorem 3 that
E‖Ω˜opk∗ − Ω‖2op ≤ Cn−
2α−1
2α + C
log p
n
, (45)
which controls the second term of the risk decomposition (44).
We turn to bound the first term of (44). Due to the definition of kˆ and k∗, we have
that on the event {kˆ ≤ k∗},
‖Ω˜op
kˆ
− Ω˜opk∗‖2op ≤ CL
log p+ k∗
n
≤ Cn− 2α−12α + C log p
n
. (46)
It suffices to show that kˆ ≤ k∗ with high probability. The following lemma, a probability
version of Theorem 3, facilitates our proof of this claim.
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Lemma 18. Assume dn 12α e ≤ p. Then for any constant C1 > 0, there exists a sufficiently
large constant C > 0 irrelevant of α such that the local cropping estimator defined in (12)
satisfies
P(‖Ω˜opk − Ω‖2op ≤ Ck−2α+1 + C
log p+ k
n
) > 1− exp(−C1(log p+ k)),
simultaneously for each k ∈ H and each Ω ∈ Pα(η,M) with α > 12 .
Notice that for any l, we have ‖Ω˜opk∗ − Ω˜opl ‖2op ≤ 2‖Ω˜opk∗ − Ω‖2op + 2‖Ω− Ω˜opl ‖2op. Thus,
P(kˆ > k∗)
≤
∑
l≥k∗
P(‖Ω˜opk∗ − Ω˜opl ‖2op > CL
log p+ l
n
)
≤
∑
l≥k∗
(
P(‖Ω˜opk∗ − Ω‖2op >
CL
4
log p+ k∗
n
) + P(‖Ω˜opl − Ω‖2op >
CL
4
log p+ l
n
)
)
≤n
(
exp
(− C1(log p+ k∗))+ exp (− C1(log p+ l)))
≤n−1η−2. (47)
We have used the fact k∗ ≤ l and the definition of k∗ in the inequalities above, noting that
a sufficiently large C1 > 0 can be picked to guarantee the last inequality holds. The second
to last inequality holds because of Lemma 18 and a sufficiently large CL. Therefore, we
have shown that the event kˆ ≤ k∗ holds with probability at least 1− n−1η−2.
In the end, combining (44)-(47), we obtain that for any Ω ∈ Pα(η,M),
E‖Ω˜op
kˆ
− Ω‖2op
≤2E‖Ω˜opk∗ − Ω‖2op + 2E
(‖Ω˜op
kˆ
− Ω˜opk∗‖2op : kˆ ≤ k∗
)
+ 2E
(‖Ω˜op
kˆ
− Ω˜opk∗‖2op : kˆ > k∗
)
≤Cn− 2α−12α + C log p
n
+ 8η2P(kˆ > k∗)
≤Cn− 2α−12α + C log p
n
+ 8n−1
≤C(n− 2α−12α + log p
n
),
where we also used that ‖Ω˜op
kˆ
− Ω˜opk∗‖2op ≤ 4η2 in the second inequality. Therefore, we
complete the proof.
6 An Extension to Nonparanormal Distributions
In this section, we extend the minimax framework to the nonparanormal model. As-
sume that X = (X1, X2, . . . , Xp)
T follows the p-variate Gaussian distribution with co-
variance matrix Σ. Instead of n i.i.d. copies X1,X1, . . . ,Xn of X, we only observe
their transformations. Specifically, we denote the transformed variables of X by Y =
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(f1(X1), f2(X2), . . . , fp(Xp))
T , where each fi is some unknown strictly increasing func-
tion. Then our observation is Z = (Y1,Y2, . . . ,Yn)
T ∈ Rn×p, where each Yi is the
transformed Xi. This is a form of the Gaussian copula model [5], or the nonparanormal
model [38]. To avoid the identifiability issue, we set diag(Σ) = I, which makes Σ the
correlation matrix. Here we consider the same structural assumption as in previous sec-
tions on the inverse of the correlation matrix, which is denoted by Ω. Based on Pα(η,M)
and Qα(η,M) defined in (2) and (3), the following two types of parameter spaces are of
interest,
P ′α(η,M) =
{
{Ω, {fi}} :
diag(Ω−1) = I, Ω ∈ Pα(η,M);
fi is strictly increasing, i ∈ [p].
}
, (48)
and
Q′α(η,M) =
{
{Ω, {fi}} :
diag(Ω−1) = I, Ω ∈ Qα(η,M);
fi is strictly increasing, i ∈ [p].
}
. (49)
Our goal is to estimate the latent correlation structure, the inverse of the correlation
matrix Ω, using the observation Z. We establish the minimax risk of estimating Ω over
the parameter spaces P ′α(η,M) and Q′α(η,M) under the operator norm in the following
theorem.
Theorem 10. Assume log p = O(n), n = O(p). Then for the nonparanormal model, the
minimax risk of estimating Ω under the operator norm over P ′α(η,M) with α > 12 satisfies
inf
Ω˜
sup
{Ω,{fi}}∈P ′α(η,M)
E‖Ω˜− Ω‖2op  n−
2α−1
2α +
log p
n
. (50)
The minimax risk of estimating Ω under the operator norm over Q′α(η,M) satisfies
inf
Ω˜
sup
{Ω,{fi}}∈Q′α(η,M)
E‖Ω˜− Ω‖2op  n−
2α
1+2α +
log p
n
. (51)
Finally, we introduce our rate-optimal estimation procedure over the parameter spaces
P ′α(η,M) and Q′α(η,M) under the operator norm. The approach to estimate the inverse
of the correlation matrix in nonparanormal model is almost the same as the estimation
scheme of the precision matrix under the operator norm in Section 2.1, except that the
sample covariance matrix needs to be replaced by its rank-based nonparametric variant
via Kendall’s tau (τ) [32] or Spearman’s correlation coefficient rho (ρ) [49]. Rank-based
estimator are widely applied in the nonparanormal model. Progress has been made in
this field during the last decade especially for high-dimensional statistics. For instance,
see [41] for bandable correlation matrix estimation, [4] for Gaussian graphical models, and
[23] for multi-task regression via Cholesky decomposition.
Kendall’s tau is defined as
τˆij =
2
n(n− 1)
∑
1≤k1<k2≤n
sgn(Zk1i − Zk2i)sgn(Zk1j − Zk2j).
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Then define
Σˆτ = [sin(
pi
2
τˆij)]p×p. (52)
Spearman’s rho is defined as
ρˆij =
∑n
k=1(rki − (n+ 1)/2)(rkj − (n+ 1)/2)√∑n
k=1(rki − (n+ 1)/2)2
∑n
k=1(rkj − (n+ 1)/2)2
,
where rij is the rank of Zij among Z1j , Z2j , . . . , Znj . Define
Σˆρ = [2 sin(
pi
6
ρˆij)]p×p. (53)
It is well-known that both Σˆτ and Σˆρ are unbiased estimators of the population correlation
matrix Σ. We adopt almost the same estimation procedure proposed in Section 2.1, but
replacing 1nZ
TZ in (10) with either Σˆτ or Σˆρ. In this way, we construct the nonparametric
local cropping estimators Ω˜τk and Ω˜
ρ
k in replace of Ω˜
op
k in (12). Note that the optimal
choices of the bandwidth k are picked differently over two types of parameter spaces
P ′α(η,M) and Q′α(η,M) as we did over Pα(η,M) and Qα(η,M) in Section 2.1. To provide
some technical insights, we rely on some recent results in [41] to bound the variance of
each local estimator in (10) under the operator norm, which is the key to establish the
upper bounds in Theorem 10.
7 Numerical Studies
In this section, we turn to the numerical performance of the proposed rate-optimal estima-
tors under the operator norm for Pα(η,M) and Qα(η,M) defined in (2) and (3) to further
illustrate the fundamental difference of Pα(η,M) and Qα(η,M). In addition, we compare
them with the banding estimator proposed in [6], which is based on the auto-regression
between variables. Specifically, for a given bandwidth k < n, the banding estimator is
defined as Ω˜BL = (I−A˜BL)T (D˜BL)−1(I−A˜BL). Here the i-th row of the lower triangular
matrix A˜BL is the vector aˆi in (13), i.e., the least square estimates of the coefficients for
the regression of Xi against Xi−k:i−1. The i-th entry of the diagonal matrix D˜BL is the
estimate of the residual variance for the regression of Xi against Xi−k:i−1.
7.1 Simulation in Qα(η,M) under the operator norm
We first focus on the parameter space Qα(η,M) and compare the performance of local
cropping estimator and the banding estimator. Specifically, we generate the precision
matrix in the following form:
Ω = (I −A)TD−1(I −A), A ≡ [aij ]p×p, D = Ip,
where aij = −(i − j)−α−1 when i > j; otherwise aij = 0. It is easy to check that
Ω ∈ Qα(η, 1) with some large η > 0. The simulation is done with a range of parameter
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values for p, n, α. Specifically, the decay rate α ranges from 0.5 to 2 with a step of 0.5,
the sample size n ranges from 500 to 4000, the dimension p ranges from 500 to 2000.
In this setting, we compare our local cropping estimator (denoted as cropping.Q.)
with the banding estimator (denoted as BL) proposed in [6]. According to [6], the band-
width of banding estimator is chosen as k  (n/ log p)1/(2α+2). The optimal bandwidth
over Qα(η,M) is k  n1/(2α+1). In the simulation, the bandwidth of BL estimator is
b(n/ log p)1/(2α+2)c and the bandwidth of crop.Q is bn1/(2α+1)c.
Table 1 reports the average errors of the banding estimator (BL) and local cropping
estimator (crop.Q) under the operator norm over 100 replications. The smaller errors in
each experiment are highlighted in boldface. Figure 2 displays the boxplots of the errors
of BL and crop.Q.
It can be seen from Table 1 that crop.Q outperforms BL in most cases with a few ex-
ceptions when n is small. As the sample size increases, the average errors of both methods
decrease, which matches our intuition. In addition, the dimension p has minor effect on
the errors of both estimators, which is partially reflected by the optimal rates (dominating
term n−
2α
2α+1 ) obtained in Theorem 1. For each fixed dimension p, the superiority crop.Q
over BL becomes more significant as the sample size n increases, which implies that BL
estimator is indeed sub-optimal.
7.2 Simulation in Pα(η,M) under the operator norm
We demonstrate the fundamental difference between two types of parameter space Pα(η,M)
and Qα(η,M) by numerical studies in this section. Of note, although local cropping es-
timators proposed in (12) are rate-optimal over both Pα(η,M) and Qα(η,M), the cor-
responding optimal choices of bandwidth are distinct. We generate precision matrices in
the following way to guarantee that Ω is always in Pα(η,M) but not in Qα(η,M) with
some fixed η and M . Considering
Ω = (I −A)TD−1(I −A), A ≡ [aij ]p×p, D = Ip,
where the first column of A is ai1 = −2(i − 1)−α, 2 ≤ i ≤ p. The remaining entries are
all zeros. It is easy to check that Ω ∈ Pα(η, 2) with some large η > 0. The simulation
is carried out with a similar range of values for p, n, α as in Section 7.1. Note that the
consistent estimator exists only if α > 0.5. Therefore, in this setting, the decay rate α
varies among 1, 1.5 and 2.
The optimal choice of bandwidth of local cropping estimator over Pα(η,M) is k 
n
1
2α , which is different from the one of crop.Q. We denote this rate-optimal estimator in
Pα(η,M) by crop.P. In the simulation, the bandwidth of crop.P is bn 12α c. We also include
BL estimator as a reference.
Table 2 reports the average errors of the three procedures, crop.P, crop.Q and BL,
under the operator norm over 100 replications. The smallest errors in each experiment are
highlighted in boldface. Figure 3 plots the boxplots of their errors for p = 500, 1000, 2000.
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Table 1: The average errors under the operator norm of the banding estimator (BL) and
the local cropping estimator (crop.Q) over 100 replications.
p n
α = 0.5 α = 1 α = 1.5 α = 2
crop.Q BL crop.Q BL crop.Q BL crop.Q BL
500
500 4.68 5.44 1.64 2.38 1.18 1.16 0.93 0.81
1000 3.29 4.89 1.17 1.72 0.82 1.08 0.66 0.69
2000 2.47 4.45 0.89 1.33 0.59 0.69 0.48 0.59
4000 1.84 3.80 0.62 1.07 0.41 0.64 0.34 0.53
1000
500 4.96 5.74 1.75 2.40 1.30 1.19 0.99 0.84
1000 3.43 5.19 1.24 1.74 0.86 1.10 0.68 0.70
2000 2.58 4.75 0.93 1.35 0.62 0.71 0.51 0.60
4000 1.93 4.10 0.66 1.33 0.44 0.65 0.36 0.55
2000
500 5.14 5.97 1.85 2.41 1.33 1.21 1.06 0.89
1000 3.58 5.41 1.30 1.76 0.90 1.12 0.72 0.71
2000 2.69 4.97 0.98 1.37 0.65 0.73 0.54 0.62
4000 2.01 4.32 0.69 1.34 0.45 0.66 0.38 0.55
Since Ω always belongs to Pα(η,M) but not Qα(η,M), the estimator crop.Q is sub-
optimal and thus expected to have an inferior performance. Table 2 shows this point,
i.e., for fixed p and α, the advantage of crop.P is more obvious as n increases. Especially,
crop.P outperforms the other two estimators when n = 4000. We also see a similar pattern
as in Table 1 that p has minor effect on the errors of all the estimators.
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Supplement to “Minimax Estimation of Large Precision Matrices
with Bandable Cholesky Factor”
Yu Liu and Zhao Ren
University of Pittsburgh
Theorem 1 immediately follows from Theorems 3, 4, 5 and 6 while Theorem 2 im-
mediately follows from Theorems 7 and 8. We provide key lemmas in this section in the
proofs of those main theorems. A discussion on the difference and connection between the
parameter spaces considered in our paper and that in [27] is also provided. In the end,
we provide additional numerical studies.
Recall that for 1 ≤ q ≤ ∞, the matrix `q norm of a matrix S is defined by ‖S‖q =
max‖x‖q=1 ‖Sx‖q. We use the following two facts repeatedly in this section: (i) ‖S‖F√p ≤
‖S‖op ≤
√‖S‖1‖S‖∞; (ii) for a real symmetric matrix S, ‖S‖op ≤ ‖S‖1.
A Discussion
Various structures on precision matrices besides the structure we discussed in this paper,
precision matrices with bandable Cholesky factor, have been proposed in recent years.
During the finalizing process of this paper, a similar structure was discussed by [27],
where the bandable structure is imposed on the entire precision matrix in contrast to the
Cholesky factor. More specifically, a parameter space of bandable precision matrices was
defined as follows,
Fα(η,M) =
{
Ω : 0 < η−1 ≤ λmin(Ω) ≤ λmax(Ω) < η,
max
j
∑
|i−j|≥k
ωij ≤Mk−α, k ∈ [p]
}
.
In their paper, Hu and Negahban also established the minimax rate of convergence under
the operator norm loss for this parameter space as follows,
inf
Ω˜
sup
Fα(η,M)
E‖Ω˜− Ω‖2op  n−
2α
2α+1 +
log p
n
.
Although the structure of the parameter space Fα(η,M) above looks similar to that of
Pα(η,M) considered in our paper, there are fundamental differences in terms of interpre-
tation as well as rates of convergence, which deserve a brief discussion. First of all, note
that the interpretation of the entry in the precision matrix and the one in its Cholesky
factor are different: ωij in Ω represents the partial covariance of Xi and Xj conditioned
on the rest of variables, while aij in A represents the partial covariance of Xi and Xj con-
ditioned on the variables whose index is smaller than j (assuming i < j). As a result, it
1
is more common to consider parameter spaces Pα(η,M) when all variable have a natural
order as is the case in auto-regressive processes while the parameter space Fα(η,M) is
often used to capture a sense of locality among all variables. In addition, the minimax
rate over Pα(η,M) under the operator norm loss is n− 2α−12α + log pn , which is distinguished
with the one n−
2α
2α+1 + log pn over Fα(η,M). We provide an example to partially explain
this difference. Let A ≡ [aij ]p×p with ai1 = i−α for i > 1, otherwise aij = 0. One can
easily verify that for all dimension p, Ω = (I −A)T (I −A) belongs to Pα(η, 1) with some
constant η > 0 but is not always in the space Fα(η,M) with any fixed M > 0.
A more careful investigation on those two parameter spaces Fα(η,M), Pα(η,M), as
well as the one Qα(η,M) considered in our paper reveals an interesting connection. On
the one hand, we have that Qα(η,M) ⊂ Fα(η, CM). To see this, we need some facts in the
proof of Lemma 11. According to (E.1) and (E.2) in Lemma 11, for any Ω ∈ Qα(η,M),
we have ‖bdk(Ω)− Ω‖1 ≤ ‖Uh‖1 +‖Uh‖∞ ≤ CMk−α for any k, which immediately follows
Qα(η,M) ⊂ Fα(η, CM), where bdh(·) is defined in Equation (C.1). On the other hand,
we can show that Fα(η,M) ⊂ Pα(η,M ′) when α > 1 and M is sufficiently small, which
is summarized in the following lemma.
Lemma A.1. Assume α > 1 and M is sufficiently small (depending on α), we have
Fα(η,M) ⊂ Pα(η,M ′), where constant M ′ depends on M and η only.
Proof. To facilitate the proof, we restate the definition of Fα(η,M) and Pα(η,M). Define
a general bandable matrix space Lα(M),
Lα(M) =
{
X : max
j
∑
|i−j|≥k
|xij | ≤Mk−α, k ∈ [p]
}
.
It is clear that X ∈ Fα(η,M) is equivalent to that 0 < η−1 ≤ λmin(X) ≤ λmax(X) < η and
X ∈ Lα(M), while X ∈ Pα(η,M) is equivalent to that 0 < η−1 ≤ λmin(X) ≤ λmax(X) < η
and A ∈ Lα(M), where X = (I − A)TD−1(I − A). Recall that Lemma B.2 shows that
η−1 ≤ λmin(X) ≤ λmax(X) < η implies that η−1 ≤ λmin(D) ≤ λmax(D) ≤ η. Therefore,
we have that (I − A)T (I − A) ∈ Lα(ηM) whenever X ∈ Fα(η,M). Then it suffices to
prove that (I −A)T (I −A) ∈ Lα(M ′)⇒ A ∈ Lα(M ′).
We use induction to show above claim. Define Ri(A) as the p by p matrix, which keeps
the i-th row of the lower triangular matrix A and sets the rest zero. Similarly, we define
Ri:j(A) as the p by p matrix, which keeps all rows between the i-th row and the j th row
(inclusive) of A. To prove A ∈ Lα(M ′), it is enough to show for any i, Ri(A) ∈ Lα(M ′).
We first show that Rp(A) ∈ Lα(M ′). Note that A is a lower triangular matrix with
zeros on the diagonal. Therefore, all entries in the last row of ATA are equal to zero,
which means,
Rp((I −A)T (I −A)) = Rp(I)− Rp(A).
Since (I −A)T (I −A) ∈ Lα(M ′), we obtain that Rp(A) ∈ Lα(M ′).
2
Second, suppose Ri(A) ∈ Lα(M ′) for all i ∈ k + 1 : p, we show that Rk(A) ∈ Lα(M ′).
We denote the first k − 1 columns of a matrix B by col1:k−1(B). By simple algebra, we
have
col1:k−1
(
Rk
(
(I −A)T (I −A))) = col1:k−1(G)− col1:k−1(Rk(A)),
whereG = Rk
(
(Rk+1:p(A))
T
)
Rk+1:p
(
A
)
. Note that col1:k−1
((
R1:k−1(GT )
)T)
= col1:k−1(G).
Therefore, we have
col1:k−1
(
Rk
(
A
))
= col1:k−1
((
R1:k−1(GT )
)T)− col1:k−1(Rk((I −A)T (I −A))).
By assumption, Rk
(
(I − A)T (I − A)) belongs to Lα(M ′). We claim that (R1:k−1(GT ))T
also belongs to Lα(M ′). Combining above result with the fact that only the first k − 1
columns of Rk(A) are non-zero, we have proven that Rk(A) ∈ Lα(M ′).
By induction, we finish the proof that A ∈ Lα(M ′).
It remains to show that
(
R1:k−1(GT )
)T ∈ Lα(M ′). Recall thatG = Rk(Rk+1:p(A)T )Rk+1:p(A).
To see this, assume
(
R1:k−1(GT )
)T ≡ [sij ]p×p and A ≡ [aij ]p×p. Note that sij = 0 when
i 6= k or j ≥ k. For the rest of kij , one can verify that∑
j≤(k−h)
|skj | ≤
∞∑
i=1
M ′2i−α(i+ h)−α ≤ ζ(α)M ′2h−α,
where α > 1, ζ(α) is the sum of hyperharmonic series with power of α. When M ′ <
ζ(α)−1, since the above inequality holds for any 0 < h < k, It follows
(
R1:k−1(GT )
)T ∈
Lα(M ′).
B Preliminary Lemmas
In this section, we provide three preliminary lemmas and their proofs, which are important
in the proofs of the other lemmas.
B.1
Lemma B.1. Operator Pη(·) is defined in (9). For any square matrix A ≡ [aij ]p×p such
that η−1 ≤ λmin(A) ≤ λmax(A) ≤ η, we have,
‖A−Pη(S)‖op ≤ 2‖A− S‖op, (B.1)
‖A−Pη(S)‖F ≤ 2‖A− S‖F. (B.2)
Proof. Since
‖A−Pη(S)‖∗ ≤ ||S −Pη(S)||∗ + ||A− S||∗,
we only need to prove that
||S −Pη(S)||∗ ≤ ||A− S||∗,
3
where || · ||∗ is either the operator norm or Frobenius norm.
For an asymmetric matrix S, assume the singular value decomposition of S is UTSV =
W . Since operator norm and Frobenius norm are invariant to the orthogonal transforma-
tion, it is sufficient to prove
||UTSV − UTPη(S)V ||∗ ≤ ||UTAV − UTSV ||∗.
Here, UTSV and UTPη(S)V are the diagonal matrices. η
−1 ≤ λmin(UTAV ) ≤ λmax(UTAV ) ≤
η. Without loss of generality, we only need to prove that for any diagonal matrix
W ≡ diag(w), where w = (w1, . . . , wp)T ,
||W −Wη||∗ ≤ ||A−W ||∗,
where Wη = diag(max{min{wi, η}, η−1}) and η−1 ≤ λmin(A) ≤ λmax(A) ≤ η. For the
operator norm, note the fact that,
‖A−W‖op = sup
v∈Rp,‖v‖2=1
‖Av −Wv‖2
≥ max
i
‖Aei −Wei‖2
≥ max
i
max
{‖Aei‖2 − ‖Wei‖2, ‖Wei‖2 − ‖Aei‖2}
≥ max
i
max
{
η−1 − wi, wi − η, 0
}
= max
i
{|wi −max{min{wi, η}, η−1}|}
= ‖Wη −W‖op.
where ei denotes the vector all of whose components are zero, except the i-th component
being one. For the Frobenius norm, we have
‖A−W‖2F =
∑
i 6=j
a2ij +
∑
i
(aii − wi)2
=
∑
i
(
∑
j
a2ij + w
2
i − 2aiiwi)
≥
∑
i
(
∑
j
a2ij + w
2
i − 2
√∑
j
a2ijwi)
=
∑
i
(wi −
√∑
j
a2ij)
2.
Since η−1 ≤ λmin(A) ≤ λmax(A) ≤ η, we obtain η−1 ≤
√∑
j a
2
ij ≤ η. It is easy to check
that for any i, (
√∑
j a
2
ij − wi)2 ≥ (max{min{wi, η}, η−1} − wi)2. Then we have
‖A−W‖2F ≥ ‖Wη −W‖2F,
that yields ‖A−W‖F ≥ ‖Wη −W‖F.
The same result can be derived easily in the case of symmetric matrix S using similar
argument on the eigen-decomposition. Thus, we finish the proof.
4
B.2
Lemma B.2. Assume precision matrix Ω satisfies that η−1 ≤ λmin(Ω) ≤ λmax(Ω) ≤ η.
Let Σ = Ω−1 and Ω = (I −A)TD−1(I −A) (see (1)), then,
η−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ η, (B.3)
η−1 ≤ λmin(D) ≤ λmax(D) ≤ η, (B.4)
η−1 ≤ λmin(I −A) ≤ λmax(I −A) ≤ η. (B.5)
Proof. Since Σ = Ω−1, it is trivial that η−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ η. For the sym-
metric positive-definite matrices Ω ≡ [ωij ]p×p and Σ ≡ [σij ]p×p, ωii ≤ λmax(Ω) ≤ η;σii ≤
λmax(Σ) ≤ η for any i ∈ [p]. ω−1ii can be interpreted as the variance of the residual of
the regression of Xi on X−i = (X1 . . . Xi−1, Xi+1 . . . Xp)T . σii can be interpreted as the
variance of the residual of the regression of Xi on 0. Therefore, the i-th entry of D, the
variance of the residual of the regression of Xi on X1:i−1 = (X1 . . . Xi−1)T , has the bound
ω−1ii ≤ di ≤ σii, then η−1 ≤ λmin(D) ≤ λmax(D) ≤ η.
For any unit vector u, v such that (I −A)u = λv, λ > 0, we have
uTΩu = uT (I −A)TD−1(I −A)u = λ2vTD−1v,
we obtain that λ2 = (uTΩu)/(vTD−1v) ∈ [η−2, η2], that yields
η−1 ≤ λmin(I −A) ≤ λmax(I −A) ≤ η.
B.3
Lemma B.3. Assume X is an i-variate random vector with covariance matrix Σ such
that η−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ η. Let the linear projection of Xi onto Xi−k:i−1 in
population be Xˆ
〈k〉
i . With the corresponding coefficients padded with i− k− 1 zeros in the
front, we can rewrite it as Xˆ
〈k〉
i = X
T
1:i−1β
〈k〉
i , where β
〈k〉
i ∈ Ri−1 with its first i − k − 1
coordinates being zeros. In addition, set 
〈k〉
i = Var(Xi − Xˆ〈k〉i ).
(i) Whenever β
〈i−1〉
i =
(
β
〈i−1〉
i1 , . . . , β
〈i−1〉
i(i−1)
)T
satisfies∑
j<i−k
|β〈i−1〉ij | < Mk−α, k ∈ [i− 1], (B.6)
we have,
‖β〈i−1〉i − β〈k〉i ‖2 ≤ 2η2Mk−α, (B.7)
|〈i−1〉i − 〈k〉i | ≤ 4η4Mk−α. (B.8)
(ii) Whenever β
〈i−1〉
i =
(
β
〈i−1〉
i1 , . . . , β
〈i−1〉
i(i−1)
)T
satisfies
|β〈i−1〉ij | < M(i− j)−α−1, k ∈ [i− 1], (B.9)
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it holds that,
‖β〈i−1〉i − β〈k〉i ‖2 ≤ 2η2M(k − 1)−α−
1
2 , (B.10)
|〈i−1〉i − 〈k〉i | ≤ 4η4M(k − 1)−α−
1
2 . (B.11)
Proof. For any fixed i and k, let β
〈i−1〉
i = ((β
〈i−1〉
A )
T , (β
〈i−1〉
B )
T )T and β
〈k〉
i = ((β
〈k〉
A )
T , (β
〈k〉
B )
T )T ,
where the sizes of β
〈i−1〉
A and β
〈k〉
A are i − k − 1, the sizes of β〈i−1〉B and β〈k〉B are k. Note
that β
〈k〉
A = 0. To facilitate the proof, we divide Σ into several block matrices,
Σ =
Σ11 Σ12 Σ13Σ21 Σ22 Σ23
Σ31 Σ32 Σ33
 ,
where Σ11,Σ22,Σ33 are the covariance matrices of X1:i−k−1,Xi−k:i−1 and Xi respectively.
By the definition of the linear projection, we have
Σ23 = Σ21β
〈i−1〉
A + Σ22β
〈i−1〉
B ,
〈i−1〉 = (−(β〈i−1〉i )T , 1)Σ(−(β〈i−1〉i )T , 1)T ,
Σ23 = Σ22β
〈k〉
B ,
〈k〉 = (−(β〈k〉i )T , 1)Σ(−(β〈k〉i )T , 1)T .
Condition in (B.6) implies
‖β〈i−1〉A ‖2 ≤ ‖β〈i−1〉A ‖1 ≤Mk−α.
Then we have,
‖β〈i−1〉i − β〈k〉i ‖2 ≤ ‖β〈i−1〉A − 0‖2 + ‖β〈i−1〉B − β〈k〉B ‖2
≤ ‖β〈i−1〉A ‖2 + ‖Σ−122 Σ21β〈i−1〉A ‖2
≤Mk−α + η2Mk−α
≤ 2η2Mk−α.
that yields the desired (B.7).
Assume the decomposition of Σ−1 is (I − A)TD−1(I − A). Note that (−(β〈i−1〉i )T , 1)
corresponds to the ith row of the lower triangle of I − A. According to Lemma B.1,
‖I − A‖op ≤ η, then ‖(−(β〈i−1〉i )T , 1)T ‖2 ≤ ‖I − A‖op ≤ η. Applying the same argument
on the covariance matrix of Xi−k:i, we have ‖(−(β〈k〉i )T , 1)T ‖2 ≤ η. Moreover,
|〈i−1〉i − 〈k〉i |
≤|(−(β〈i−1〉i )T , 1)Σ(−(β〈i−1〉i )T , 1)T − (−(β〈k〉i )T , 1)Σ(−(β〈k〉i )T , 1)T |
≤(‖(−(β〈i−1〉i )T , 1)T ‖2 + ‖(−(β〈k〉i )T , 1)T ‖2)‖Σ‖op‖β〈i−1〉i − β〈k〉i ‖2
≤4η4Mk−α,
6
that yields the desired (B.8).
Similarly, condition in (B.9) implies
‖β〈i−1〉A ‖2 ≤ ‖β〈i−1〉A ‖1 ≤M(k − 1)−α−
1
2 .
Then we have
‖β〈i−1〉i − β〈k〉i ‖2 ≤ 2η2M(k − 1)−α−
1
2 ,
|〈i−1〉i − 〈k〉i | ≤ 4η4M(k − 1)−α−
1
2 ,
which completes the proofs of (B.10) and (B.11).
C Proofs of Lemma 2 and Lemma 4 in analysis of Theorem
3
In this section, we prove Lemma 2 and Lemma 4 to establish Theorem 3.
C.1 Proof of Lemma 2
For Ω ≡ [ωij ]p×p, define
bdk(Ω) ≡ [ωij1 (|i− j| ≤ k)]p×p. (C.1)
It is easy to check Ω∗k =
1
k
∑2k−1
i=k bdi(Ω). Then we have
‖Ω− Ω∗k‖op ≤
1
k
2k−1∑
i=k
(‖Ω− bdi(Ω)‖op).
We turn to the analysis of ‖Ω− bdk(Ω)‖op. Define D− 12 (I −A) as B ≡ [bij ]. We know
Ω = BTB, and
max
i
∑
j<i−k
|bij | ≤Mη 12k−α.
Set bdk(B) as Bk, and B − bdk(B) as B−k. Then we can rewrite Ω as
Ω = BTB
= (Bk +B−k)T (Bk +B−k)
= BTk Bk +B
T
−kBk +B
T
k B−k +B
T
−kB−k.
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Checking the entries of BTk Bk, we find that bdk
(
BTk Bk
)
= BTk Bk. Thus,
‖Ω− bdk(Ω)‖op (C.2)
=‖BTB − bdk(BTB)‖op
=‖BT−kBk +BTk B−k +BT−kB−k − bdk(BT−kBk +BTk B−k +BT−kB−k)‖op
≤‖BT−kBk +BTk B−k +BT−kB−k‖op + ‖bdk(BT−kBk +BTk B−k +BT−kB−k)‖op
=‖BT−kB +BTB−k −BT−kB−k‖op + ‖bdk(BT−kBk +BTk B−k +BT−kB−k)‖op
≤‖BT−kB‖op + ‖BTB−k‖op + ‖BT−kB−k‖op
+ ‖bdk(BT−kBk)‖op + ‖bdk(BTk B−k)‖op + ‖bdk(BT−kB−k)‖op.
The key is to control ‖B−k‖op. In addition, in order to get rid off the operator
bdk(·) when handling the term ‖bdk(BT−kB−k)‖op, we adopt a technique which requires
controlling the operator norm of the matrix in which each entry is the absolute value of
the entry in B−k. To this end, we state the key lemma below.
Lemma C.1. Assume that matrix B−k is defined above. We have
‖B+−k‖op ≤ Ck
1
2
−α,
where X+ is the matrix in which each entry is the magnitude of the corresponding entry
in X.
Proof. Assume Fi is the matrix composed by the (2
i−1k+ 1)-th to (2ik)-th sub-diagonals
in matrix B+, i ∈ [dlog2(p/k)e]. Note that B+−k =
∑dlog2(p/k)e
i=1 (Fi). For any i ≥ 1,
‖Fi‖∞ ≤ Mη 12 (2i−1k)−α. Since there are at most 2i−1k entries in each column of Fi,
‖Fi‖1 ≤ Mη 12 (2i−1k)1−α. The operator norm of Fi can be bounded by the two terms
above,
‖Fi‖op ≤ (‖Fi‖∞‖Fi‖1) 12
≤Mη 12 (2i−1k) 12−α
= Mη
1
2k
1
2
−α × (2 12−α)i−1.
Consequently,
‖B+−k‖op ≤
dlog2(p/k)e∑
i=1
‖Fi‖op
≤
dlog2(p/k)e∑
i=1
(Mη
1
2k
1
2
−α × (2 12−α)i−1)
= Mη
1
2k
1
2
−α ×
dlog2(p/k)e∑
i=1
(2
1
2
−α)i−1
≤ CMη 12k 12−α.
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The bounds of the operator norms of many other matrices can be derived from the
above result combining the following lemma.
Lemma C.2. Let X be a square matrix, then
‖X‖op ≤ ‖X+‖op,
and
‖bdk(X)‖op ≤ ‖X+‖op,
where X+ is the matrix in which each entry is the magnitude of the corresponding entry
in X.
Proof. Assume X ≡ [xij ]p×p, let ‖X‖op = uTXv, then
‖X‖op = uTXv =
∑
i,j
uixijvj ≤
∑
i,j
|ui||xij ||vj | = (u+)TX+v+ ≤ ‖X+‖op.
Assume bdk(X) = [x
∗
ij ]p×p, ‖bdk(X)‖op = uT (bdk(X))v, then
‖bdk(X)‖op = uT (bdk(X))v =
∑
i,j
uix
∗
ijvj ≤
∑
i,j
|ui||xij ||vj | ≤ ‖X+‖op.
It follows from the previous two lemmas that ‖B−k‖op ≤ ‖B+−k‖op ≤ Ck
1
2
−α. Then we
have
‖BTB−k‖op ≤ ‖B‖op‖B−k‖op ≤ Ck
1
2
−α,
‖BT−kB‖op ≤ ‖B‖op‖B−k‖op ≤ Ck
1
2
−α,
‖BT−kB−k‖op ≤ ‖B−k‖op‖B−k‖op ≤ Ck1−2α.
(C.3)
In addition, Lemma C.2 implies that,
‖bdk(BT−kB−k)‖op ≤ ‖(BT−kB−k)+‖op ≤ ‖(B+−k)TB+−k‖op ≤ Ck1−2α. (C.4)
Then we turn to bound ‖bdk(BT−kBk)‖op+‖bdk(BTk B−k)‖op. We control ‖bdk(BT−kBk)‖∞
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and ‖bdk(BT−kBk)‖1 first. For h ∈ [p], we have
‖bdk(BT−kBk)‖∞ ≤max
h
‖rowh(bdk(BT−kB))‖1
≤
h+k∑
i=h+1
(
h+2k∑
j=h+k+1
|bjh||bij |)
=
h+2k∑
j=h+k+1
(
h+k∑
i=h+1
|bjh||bij |)
≤
h+2k∑
j=h+k+1
M2η((j − h)−α(j − h− k)−α)
=
k∑
j=1
M2η((j + k)−αj−α)
≤M2ηk−α
k∑
j=1
j−α
≤Ck1−2α,
and
‖bdk(BT−kBk)‖1 ≤ max
h
‖colh(bdk(BT−kB))‖1
≤
h−1∑
i=h−k
(
h+k∑
j=h+1
|bji||bjh|)
≤
h+k∑
j=h+1
(
h−1∑
i=h−k
|bji||bjh|)
≤
h+k∑
j=h+1
M2η(k−α(j − h)−α)
≤
k∑
j=1
M2η(k−αj−α)
≤ Ck1−2α.
Therefore, we obtain that
‖bdk(BT−kBk)‖op ≤ (‖bdk(BT−kBk)‖∞‖bdk(BT−kBk)‖1)1/2 ≤ Ck1−2α,
‖bdk(BTk B−k)‖op ≤ (‖bdk(BTk B−k)‖∞‖bdk(BTk B−k)‖1)1/2 ≤ Ck1−2α.
(C.5)
Combining (C.2), (C.3), (C.4) and (C.5), we prove that
‖Ω− bdk(Ω)‖op ≤ Ck
1
2
−α,
which follows ‖Ω− Ω∗k‖2op ≤ Ck1−2α.
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Ckm(Ω) = GT × D−1 × G
Ckm(Ω)
∗ =GTRm,2kp (Rm,2kp )T× D−1 ×Rm,2kp (Rm,2kp )TG
Ckm(Ω)
∗ = HT × C2km (D−1) × H
Ckk+1((C
3k
m−k(Ω
−1))−1)= KT × C2kk+1(E−1) × K
Figure 4: An illustration of the proof strategy in Lemma 4.
C.2 Proof of Lemma 4
The proof strategy in this lemma is not complicated, although the notation is quite in-
volved. Our target is to bound the distance between Ckm(Ω) and C
k
k+1
(
(C3km−k(Ω
−1))−1
)
under the operator norm. To this end, we introduce an intermediate term Ckm(Ω)
∗ to facil-
itate our proof. Specifically, we break the target into two terms ‖Ckm(Ω)−Ckm(Ω)∗‖2op and
‖Ckm(Ω)∗−Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op and derive their bounds respectively. The construc-
tion of Ckm(Ω)
∗ with corresponding Cholesky decomposition are illustrated in Figure 4,
in contrast with those of Ckm(Ω) and C
k
k+1
(
(C3km−k(Ω
−1))−1
)
.
To express the decomposition of Ckm(Ω) in the matrix form, we define the p×k matrix
Rm,kp ≡ [rij ]p×k, rij = 1 (i−m = j − 1) .
Assume Ω = (I −A)TD−1(I −A). Set (I −A)Rm,kp as G. One can check
Ckm(Ω) = (R
m,k
p )
TΩRm,kp
= (Rm,kp )
T (I −A)TD−1(I −A)Rm,kp
= GTD−1G.
Define
Ckm(Ω)
∗ = (Rm,kp )
T (I −A)TRm,2kp (Rm,2kp )TD−1Rm,2kp (Rm,2kp )T (I −A)Rm,kp
= GTRm,2kp (R
m,2k
p )
TD−1Rm,2kp (R
m,2k
p )
TG.
We first bound ‖Ckm(Ω) − Ckm(Ω)∗‖2op. Since I − A is a lower triangular matrix,
Rm,2kp (R
m,2k
p )TG consists of the first 2k columns of G. Then we have
G−Rm,2kp (Rm,2kp )TG = (0, 0, . . . , 0, gm+2k, . . . , gp)T ,
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where gi = rowi(G), and for i ∈ (m+ 2k) : p,
‖gi‖2 ≤ ‖gi‖1 ≤M(i−m− k + 1)−α. (C.6)
Consequently,
‖G−Rm,2kp (Rm,2kp )TG‖2op
≤‖(‖gm+2k‖2, . . . , ‖gp‖2)T ‖22
≤‖(M(k + 1)−α, . . . ,M(p−m− k)−α)T ‖22
≤M2k−2α+1.
Then we have
‖Ckm(Ω)−Ckm(Ω)∗‖2op (C.7)
≤‖(GTD−1G−GTRm,2kp (Rm,2kp )TD−1Rm,2kp (Rm,2kp )TG‖2op
≤‖G−Rm,2kp (Rm,2kp )TG‖2op‖D−1‖2op(‖G‖2op + ‖Rm,2kp (Rm,2kp )TG‖2op)
≤2‖D−1‖2op‖G‖2op‖G−Rm,2kp (Rm,2kp )TG‖2op
≤2η2M2k−2α+1.
Next, we turn to derive the bound of ‖Ckm(Ω)∗ −Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op. Assume
that (C3km−k(Ω
−1))−1 = (I −B)TE−1(I −B). One can also check
Ckk+1
(
(C3km−k(Ω
−1))−1
)
=(Rk+1,k3k )
T (C3km−k(Ω
−1))−1Rk+1,k3k
=(Rk+1,k3k )
T (I −B)TE−1(I −B)Rk+1,k3k
=(Rk+1,k3k )
T (I −B)TRk+1,2k3k (Rk+1,2k3k )TE−1Rk+1,2k3k (Rk+1,2k3k )T (I −B)Rk+1,k3k .
To ease our notation a little bit, one can check that (Rm,2kp )TDR
m,2k
p = C2km (D), and
that (Rk+1,2k3k )
TERk+1,2k3k = C
2k
k+1(E). In addition, we set (R
m,2k
p )T (I − A)Rm,kp as H,
(Rk+1,2k3k )
T (I − B)Rk+1,k3k as K. Then we can rewrite Ckm(Ω)∗ = HTC2km (D−1)H and
‖Ckm(Ω) − Ckm(Ω)∗‖2op = KTC2kk+1(E−1)K. We bound ‖H − K‖2op and ‖C2km (D−1) −
C2kk+1(E
−1)‖2op separately below.
Referring to the instruction in Figure 4, one can check rowi(H) is part of the coeffi-
cients of the regression Xm+i ∼ X1:m+i−1 and rowi(K) is part of the coefficients of the
regression Xm+i ∼ Xm−k:m+i−1. According to Lemma B.3, rowi(H −K) can be bounded
by 2Mη2(k + i)−α. The dimension of the non-zero part of H −K is 2k × k. So we have
‖H −K‖2op ≤ 8η4M2k−2α+1.
Similarly, the i-th elements of C2km (D) and C
2k
k+1(E) are the residuals of the above two
regressions. According to Lemma B.3, ‖C2km (D)−C2kk+1(E)‖2op ≤ 16η8M2k−2α. Therefore,
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we have
‖C2km (D−1)−C2kk+1(E−1)‖2op
≤‖C2km (D−1)‖2op‖C2km (D)−C2kk+1(E)‖2op‖C2kk+1(E−1)‖2op
≤16M2η12k−2α.
Combing the above two results, we have
‖Ckm(Ω)∗ −Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op
≤‖HTC2km (D−1)H −KTC2kk+1(E−1)K‖2op
≤‖HT ‖2op‖C2km (D−1)−C2kk+1(E−1)‖2op‖H‖2op
+ (‖H‖2op + ‖K‖2op)‖C2kk+1(E−1)‖2op‖H −K‖2op
≤η4 × 16M2η12k−2α + 6η4 × 8η4M2k−2α+1
≤96M2η16k−2α+1.
(C.8)
In the end, based on the Equations (C.7) and (C.8), we have
‖Ckm(Ω)−Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op
≤2‖Ckm(Ω)−Ckm(Ω)∗‖2op + 2‖Ckm(Ω)∗ −Ckk+1
(
(C3km−k(Ω
−1))−1
)‖2op
≤2× (2η2M2k−2α+1 + 96M2η16k−2α+1)
≤200M2η16k−2α+1.
We finish the proof of Lemma 4.
D Proofs of Lemma 5, Lemma 7, Lemma 8, and Lemma 10
in the analysis of Theorem 4
In this section, we prove Lemma 5, Lemma 7, Lemma 8, and Lemma 10 to establish
Theorem 4.
D.1 Proof of Lemma 5
First we prove that P1 ∈ Pα(η,M). Let A∗k(θ) ≡ [aij ]k×k. We know the exact value of
each entry. It is easy to check
∑
i−j>k |aij | ≤ Mk−α. One can check Ω(θ) ∈ P1 has the
specific form of
Ω(θ) =
Ik + (A∗k(θ))TA∗k(θ) −(A∗k(θ))T 0k×(p−2k)−A∗k(θ) Ik 0k×(p−2k)
0(p−2k)×k 0(p−2k)×k Ip−2k
 .
Let 1 denote the vector with all 1’s in Θ. One can check that
λmax(Ω(θ)) =
(
λmax(I −A(θ))
)2 ≤ (λmax(I +A(θ)))2≤(1 + λmax(A∗k(1)))2
=(1 + k
1
2n−
1
2 τ)2 ≤ η.
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The second inequality above is due to that the entries of A(θ) are all non-negative and
Lemma C.2. Recall Σ(θ) = (I +A(θ))(I +A(θ))T . Thus, we can check
λmin(Ω(θ)) =
(
λmax(Σ(θ))
)−1
=
(
λmax(I +A(θ))
)−2≥(1 + λmax(A∗k(1)))−2
=(1 + k
1
2n−
1
2 τ)−2 ≥ η−1.
The eigenvalues of Ω(θ) are in the interval [η−1, η]. So P1 ∈ Pα(η,M).
Then we turn to prove that P2 ∈ Pα(η,M). The Cholesky factor A of Ω(m) is the
zero matrix. The minimum eigenvalue of Ω(m) is (1 + τa
1
2 )−1, which is greater than η−1
and maximum one is 1, which is less than η. So P2 ∈ Pα(η,M).
D.2 Proof of Lemma 7
Since ‖Pθ ∧ Pθ′‖ = 1 − 12‖Pθ − Pθ′‖1, we turn to control maxH(θ,θ′)=1 ‖Pθ − Pθ′‖1. The
following First Pinsker’s inequality will facilitate our analysis.
Lemma D.1 (First Pinsker’s Inequality [17]).
‖Pθ − Pθ′‖21 ≤
1
2
K(Pθ′ |Pθ)
=
n
2
[
1
2
tr(Σ(θ′)Σ(θ)−1)− 1
2
log det(Σ(θ′)Σ(θ)−1)− p
2
]
where K(·|·) is the Kullback-Leibler divergence.
One can check Σ(θ) ∈ P1 has the form of
Σ(θ) = (I +A(θ))(I +A(θ)T )
=
 Ik (A∗k(θ))T 0k×(p−2k)(A∗k(θ)) Ik + (A∗k(θ))(A∗k(θ))T 0k×(p−2k)
0(p−2k)×k 0(p−2k)×k Ip−2k.
 .
Set Σ(θ′) = D + Σ(θ) and d = θ′ − θ. Note that whenever maxH(θ, θ′) = 1, D has the
form of
D = (A(θ′)−A(θ)) + (A(θ′)−A(θ))T + (A(θ′)A(θ′)T −A(θ)A(θ)T )
= A(d) +A(d)T +A(θ′)A(d)T +A(d)A(θ)T ,
where A(d) is similarly defined as A(θ) except that θi is replaced by di. Let 1 denote the
all-ones vector, one can check
‖D‖op ≤ 2(1 + ‖A∗k(1)‖op)‖A∗k(d)‖op ≤ 4τn−
1
2 , (D.1)
‖D‖F ≤ 2(1 + ‖A∗k(1)‖F)‖A∗k(d)‖F ≤ 4τn−
1
2 . (D.2)
Furthermore, we have ‖DΣ(θ)−1‖op ≤ η×4τn− 12 ≤ n− 12 , ‖DΣ(θ)−1‖F ≤ ‖Σ(θ)−1‖op‖D‖F ≤
η4τn−
1
2 ≤ n− 12 . One can easily check that Σ(θ′)Σ(θ)−1 = I+DΣ(θ)−1, 12 tr(I+DΣ(θ)−1) =
14
p
2 +
1
2 tr(DΣ(θ)
−1), log det(I + DΣ(θ)−1) = tr(DΣ(θ)−1) +
∑
i(log(1 + λi) − λi), where
λi’s are the eigenvalues of DΣ(θ)
−1. Applying the First Pinsker’s inequality in this case,
we have
‖Pθ − Pθ′‖21 ≤
n
2
[
1
2
tr(Σ(θ′)Σ(θ)−1)− 1
2
log det(Σ(θ′)Σ(θ)−1)− p
2
]
=
n
2
[
1
2
tr(I +DΣ(θ)−1)− 1
2
log det(I +DΣ(θ)−1)− p
2
]
=
n
2
∑
i
(λi − log(1 + λi)).
Since |λi| ≤ ‖DΣ(θ)−1‖op, all the λi are bounded by ±n− 12 . By Taylor expansion,∑
i(λi − log(1 + λi)) ≤ 2
∑
i λ
2
i = 2‖DΣ(θ)−1‖2F, we have
‖Pθ − Pθ′‖21 ≤ n‖DΣ(θ)−1‖2F ≤ 1,
which implies ‖Pθ ∧ Pθ′‖ ≥ 0.5.
D.3 Proof of Lemma 8
The proof is as follows,
‖Ω(θ′)− Ω(θ)‖op
≥ sup
‖u‖2=1,‖v‖2=1
(uT ,0T ,0T )(Ω(θ′)− Ω(θ))(0, v,0)T
≥ sup
‖u‖2=1,‖v‖2=1
uT (A∗k(θ)−A∗k(θ′))T v
=‖(A∗k(θ′)−A∗k(θ))‖op
=(H(θ′, θ))1/2τn−
1
2 ,
which immediately implies,
min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖22
H(θ, θ′)
≥ (τn− 12 )2.
D.4 Proof of Lemma 10
Denote the density functions of Pi and P¯ by fi and f¯ respectively, where 0 ≤ i ≤ p. It is
sufficient to bound
∫ f¯2
f0
du− 1 because ‖P0 ∧ P¯‖ ≥ 1− 12(
∫ f¯2
f0
du− 1) 12 . To this end, note
that ∫
f¯2
f0
du− 1 = 1
p2
(
∑
k∈[p]
∫
f2k
f0
du+
∑
1≤i 6=j≤p
∫
fifj
f0
du)− 1
=
1
p2
(p(1− τ2kn−1)−n2 + p2 − p)− 1
≤ 1
2p
τ2k ≤ 1
16
,
which further implies ‖P0 ∧ P¯‖ ≥ 1− 12 × 14 = 78 .
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E Proofs of Lemma 11 and Lemma 12 in the analysis of
Theorem 5
In this section, we prove Lemma 11 and Lemma 12 to establish Theorem 5.
E.1 Proof of Lemma 11
Recall Ω∗k =
1
k
∑2k−1
h=k bdh(Ω), where bdh(·) is defined in Equation (C.1). Then,
‖Ω∗k − Ω‖op ≤
1
k
2k−1∑
h=k
‖bdh(Ω)− Ω‖op.
For any fix k ≤ h < 2k, define Uh ≡ [ωij1 (i− j > h)]p×p, then bdh(Ω) − Ω = Uh + UTh .
Note that Ω = (I −A)TD−1(I −A), where I −A ≡ [a′ij ]p×p. We have
‖Uh‖∞ ≤ max
i
‖rowi(Uh)‖1 ≤ max
i
η
p∑
s=i
|a′si|
i−k∑
j=1
|a′sj |
≤ max
i
ηM
p∑
s=i
(s− i)−α−1(s− i+ k)−α
≤ CηMk−α. (E.1)
Similarly, we have
‖Uh‖1 ≤ max
j
‖colj(Uh)‖1 ≤ max
j
ηM
p∑
s=j+k
|a′sj |
≤ max
j
ηM
p∑
s=j+k
(s− j)−α−1
≤ CηMk−α. (E.2)
With the bounds for ‖Uh‖1 and ‖Uh‖∞, we have
‖Ω∗k − Ω‖op ≤
1
k
2k−1∑
i=k
‖bdi(Ω)− Ω‖op
≤ max
k≤h<2k
‖bdh(Ω)− Ω‖op
≤ max
k≤h<2k
(‖Uh‖op + ‖UTh ‖op)
≤ max
k≤h<2k
2
√
‖Uh‖∞‖Uh‖1
≤ CηMk−α.
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E.2 Proof of Lemma 12
The proof of Lemma 12 is basically the same as the one of Lemma 4, except for a few
steps, which are highlighted below.
Since Ω ∈ Qα(η,M), (C.6) should be updated by
‖gi‖2 ≤M(i−m− k + 1)−α−1/2,
and consequently (C.7) should be replaced by
‖Ckm(Ω)−Ckm(Ω)∗‖2op ≤ 2M2k−2α.
According to Lemma B.3, (C.8) is replaced by
‖Ckm(Ω)∗ −Ckk+1((C3km−k(Ω−1))−1)‖2op ≤ 96M2η16k−2α.
Therefore, we have
‖Ckm(Ω)−Ckk+1((C3km−k(Ω−1))−1)‖2op ≤ 200M2η16k−2α.
F Proofs of Lemma 13 and Lemma 14 in the analysis of
Theorem 6
In this section, we prove Lemma 13 and Lemma 14 to establish Theorem 6.
F.1 Proof of Lemma 13
Let B∗k(θ) ≡ [bij ]k×k, then we have the specific value of each entry. It is easy to check
bij ≤M(i− j)−α−1. One can check Ω(θ) ∈ P3 has the specific form of
Ω(θ) =
Ik +B∗k(θ)TB∗k(θ) −B∗k(θ)T 0k×(p−2k)−B∗k(θ) Ik 0k×(p−2k)
0(p−2k)×k 0(p−2k)×k Ip−2k
 . (F.1)
Let 1 denote the vector with all 1’s in Θ. Then one can check that
λmax(Ω(θ)) =
(
λmax(I −B(θ))
)2 ≤ (λmax(I +B(θ)))2≤(1 + λmax(B∗k(1)))2
=(1 + k
1
2n−
1
2 τ)2 ≤ η.
The second inequality above follows from that the entries of A(θ) are all non-negative and
Lemma C.2. Recall Σ(θ) = (I +B(θ))(I +B(θ))T . Therefore, we have
λmin(Ω(θ)) =
(
λmax(Σ(θ))
)−1
=
(
λmax(I +B(θ))
)−2≥(1 + λmax(B∗k(1)))−2
=(1 + k
1
2n−
1
2 τ)−2 ≥ η−1.
The eigenvalues of Ω(θ) are in the interval [η−1, η]. Therefore, P3 ∈ Pα(η,M).
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F.2 Proof of Lemma 14
The proof follows most part of the one of Lemma 7. Some inequalities in the proof
of Lemma 7 need to be rechecked. Assume that Σ(θ) = {Ω(θ)−1 : Ω(θ) ∈ P3} and
D = Σ(θ′)−Σ(θ), one can verify that D has the same decomposition as that in the proof
of Lemma 7 except that A∗k is replaced by B
∗
k. We can show
‖DΣ(θ)−1‖op ≤ η‖D‖∞ ≤ η(τ(nk)− 12k + (τ(nk)− 12 )2k2) ≤ 1
2
,
‖DΣ(θ)−1‖2F ≤ η2(2k(τ(nk)−
1
2 )2 + (2k − 1)((τ(nk)− 12 )2k)2) ≤ 4η2(τn− 12 )2.
Thus, (32) still holds in this case. As for (33), similarly,
‖Ω(θ′)− Ω(θ)‖2op ≥ ‖B∗k(θ′)−B∗k(θ)‖2op = H(θ, θ′)(τ(nk)−
1
2 )2k = H(θ, θ′)(τn−
1
2 )2,
min
H(θ,θ′)≥1
‖Ω′(θ)− Ω′(θ′)‖22
H(θ, θ′)
≥ (τn− 12 )2.
Plugging the results of (32) and (33) into Lemma 6, we have
inf
Ω˜
sup
P3
E‖Ω˜− Ω‖2op ≥
τ2
16
n−1k =
τ2
16
n−1 min{n 12α+1 , p
2
}.
G Proof of Lemma 15 in the analysis of Theorem 7
In this section, we prove Lemma 15 to establish Theorem 7.
G.1 Proof of Lemma 15
Let the linear projection of Xi onto the linear span of Xi−k:i−1 in population be Xˆ
〈k〉
i .
With the corresponding coefficients padded with i−k−1 zeros in the front, we can rewrite
it as Xˆ
〈k〉
i = X
T
1,i−1a
〈k〉
i , where a
〈k〉
i ∈ Ri−1 with its first i− k− 1 coordinates being zeros.
In addition, we set d
〈k〉
i = Var(Xi − Xˆ〈k〉i ). Note that ai = a〈i−1〉i , di = d〈i−1〉i . Let aˆ〈k1〉i
and dˆ
〈k1〉
i be the empirical coefficient and residual of the regression Xi ∼ Xi−k1:i−1, where
k1 = dnc e with some sufficiently large c > 1. The coefficients with threshold aˆ
〈k1〉∗
i is
defined as (14). According to (14) and (15), we know aˆ∗i = aˆ
〈k1〉∗
i , dˆi = dˆ
〈k1〉
i .
First, we prove that E|dˆi − di|2 ≤ Cn−
2α+1
2α+2 . To this end, we decompose it as follow,
E|dˆi − di|2 = E|dˆ〈k1〉i − d〈i−1〉i |2
≤ 2E|dˆ〈k1〉i − d〈k1〉i |2 + 2|d〈k1〉i − d〈i−1〉i |2.
According to Lemma B.3 we know that |d〈k1〉i − d〈i−1〉i |2 ≤ Cn−2α ≤ Cn−
2α+1
2α+2 , noting that
k1 = dnc e and α > 12 . Besides, the regression theory implies that, (n − k1)dˆ
〈k1〉
i /d
〈k1〉
i ∼
χ2(n− k1). So we have
P(|dˆ〈k1〉i /d〈k1〉i − 1| > t) ≤ 2 exp(−(n− k1)t2/8), t ∈ (0, 1).
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Then one can check that
E|dˆ〈k1〉i − d〈k1〉i |2 ≤ Cn−
2α+1
2α+2 .
Therefore, we have shown that E|dˆ〈k1〉i − di|2 ≤ Cn−
2α+1
2α+2 by combining the above two
equations together.
Then we turn to prove E‖aˆ∗i − ai‖22 ≤ Cn−
2α+1
2α+2 .
E‖aˆ∗i − ai‖22 =E‖aˆ〈k1〉∗i − a〈i−1〉i ‖22
≤2E‖aˆ〈k1〉∗i − a〈k1〉i ‖22 + 2‖a〈i−1〉i − a〈k1〉i ‖22.
According to Lemma B.3, we know that ‖a〈i−1〉i − a〈k1〉i ‖22 ≤ Cn−2α ≤ Cn−
2α+1
2α+2 , since
α > 12 . It is sufficient to prove that E‖aˆ
〈k1〉∗
i − a〈k1〉i ‖22 ≤ Cn−
2α+1
2α+2 .
We focus on the regression coefficients aˆ
〈k1〉
i first. The following analysis is conditioned
on Zi−k1:i−1. It is worthwhile to mention that with probability one that (ZTi−k1:i−1Zi−k1:i−1)
−1
exists since k1 = dn/ce. For any fixed i, we have
aˆ
〈k1〉
i |Zi−k1:i−1 ∼ N(a〈k1〉i , (ZTi−k1:i−1Zi−k1:i−1)−1Var(Xi|Zi−k1:i−1)).
For each coordinate in aˆ
〈k1〉
i = (0, aˆ
〈k1〉
i(i−k1) . . . , aˆ
〈k1〉
i(i−1))
T , aˆ
〈k1〉
ij |Zi−k1:i−1 with j ∈ i−k1 : i−1
can be represented as a
〈k1〉
ij + σj , where σj follows the normal distribution with variance
which can be bounded as follows since Ω ∈ Pα(η,M),
Var(σj) ≤ ‖(ZTi−k1:i−1Zi−k1:i−1)−1‖opVar(Xi|Zi−k1:i−1)
≤ η‖(ZTi−k1:i−1Zi−k1:i−1)−1‖op.
(G.1)
Next, we can show,
|aˆ〈k1〉∗ij − a〈k1〉ij | ≤ min{|a〈k1〉ij |,
3
2
λj}+ |3σj |1
(
|σj | > 1
2
λj
)
. (G.2)
To see this, one can check that
|aˆ〈k1〉∗ij − a〈k1〉ij | = max{|σj |1
(
|a〈k1〉ij + σj | > λj
)
, |a〈k1〉ij |1
(
|a〈k1〉ij + σj | ≤ λj
)
}.
For the first term, we have
|σj |1
(
|a〈k1〉ij + σj | > λj
)
≤|σj |1 (|σj | > λj/2) + |σj |1
(
|σj | ≤ λj/2 ∩ |a〈k1〉ij | > λj/2
)
≤|σj |1 (|σj | > λj/2) + min{|a〈k1〉ij |, λj/2}.
Similarly, for the second term, we have
|a〈k1〉ij |1
(
|a〈k1〉ij + σj | ≤ λj
)
≤|a〈k1〉ij |1
(
|a〈k1〉ij + σj | ≤ λj ∩ |σj | > λj/2
)
+ |a〈k1〉ij |1
(
|a〈k1〉ij + σj | ≤ λj ∩ |σj | ≤ λj/2
)
≤|3σj |1 (|σj | > λj/2) + min{|a〈k1〉ij |, 3λj/2}.
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We finish the proof of Equation (G.2).
Equation (G.2) further implies
E(‖aˆ〈k1〉∗i − a〈k1〉i ‖22|Zi−k1:i−1)
≤2
i−1∑
j=i−k1
min{|a〈k1〉ij |, 3/2λj}2 + 2
i−1∑
j=i−k1
E
(
(3σj)
21 (|σj | > λj/2) |Zi−k1:i−1
)
≤4
i−1∑
j=i−k1
min{|a〈i−1〉ij |, 3/2λj}2 + 18
i−1∑
j=i−k1
E(σ2j1 (|σj | > λj/2) |Zi−k1:i−1)
+ 4‖a〈k1〉i − a〈i−1〉i ‖22
≤6
i−1∑
j=i−k1
|a〈i−1〉ij |λj + 18
i−1∑
j=i−k1
E(σ2j1 (|σj | > λj/2) |Zi−k1:i−1) + Cn−
2α+1
2α+2 .
(G.3)
Set J0 as log
k0
2 , J1 as log
k1
2 . Due to that Ω ∈ Pα(η,M) and (G.1), we can show
i−1∑
j=i−k1
|a〈i−1〉ij |λj
≤
J1+1∑
k=J0
√
(k − J0)R×M(2−(k−J0)α − 2−(k+1−J0)α)2−J0α
≤n−1/22−J0αM
√
8η‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op
( J1−J0+1∑
k=0
2−kα
√
k
)
≤Cn− 2α+12α+2
√
‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op
≤C(‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op + 1)n−
2α+1
2α+2 ,
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and
i−1∑
j=i−k1
E(σ2j1 (|σj | > λj/2) |Zi−k1:i−1)
≤
i−1∑
j=i−k1
E(η‖(ZTi−k1:i−1Zi−k1:i−1)−1‖op1 (|σj | > λj/2) |Zi−k1:i−1)
≤η‖(ZTi−k1:i−1Zi−k1:i−1)−1‖op
i−1∑
j=i−k1
P(|σj | > λj/2|Zi−k1:i−1)
≤n−1C‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op
i−1∑
j=i−k1
exp(− λ
2
j
8η‖(ZTi−k1:i−1Zi−k1:i−1)−1‖op
)
≤n−1C‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op
J1+1∑
k=J0
exp(−(k − J0))(2k)
≤C‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖opn−
2α+1
2α+2 .
Plugging the above two equations in (G.3), we have
E(‖aˆ〈k1〉∗i − a〈k1〉i ‖22)
=E(E(‖aˆ〈k1〉∗i − a〈k1〉i ‖22|Zi−k1:i−1))
≤C(E‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op + 1)n−
2α+1
2α+2
+ CE‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖opn−
2α+1
2α+2 + Cn−
2α+1
2α+2
≤Cn− 2α+12α+2 .
The last inequality holds since E‖n(ZTi−k1:i−1Zi−k1:i−1)−1‖op can be bounded by constant,
noting that k1 = dn/ce with some sufficiently large c > 1. Indeed, one can follow the
strategy in the proof of Theorem 5 in [13], together with the concentration inequality of
the sample covariance matrix under the operator norm (e.g., from Theorem 5.39 in [51]).
It follows that
E(‖aˆ∗i − ai‖22) ≤ Cn−
2α+1
2α+2 .
H Proofs of Lemma 16 and Lemma 17 in the analysis of
Theorem 8
In this section, we prove Lemma 16 and Lemma 17 to establish Theorem 8.
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H.1 Proof of Lemma 16
Let Cs(θ(s)) ≡ [c(s)ij ]k×k, it is easy to check
∑
i−j>k |cij | ≤ Mk−α−1. One can check
Ω(θ) in P4 has the specific form of
Ω(θ) =

E1(θ(1)) 02k . . . 02k
02k E2(θ(2)) . . . 02k
...
...
. . .
...
02k 02k . . . Ed p
2k
e(θ(d p2ke))
 ,
where,
Es =
[
Ik + Cs(θ(s))
TCs(θ(s)) −Cs(θ(s))T
−Cs(θ(s)) Ik
]
.
Let 1 denote the vector with all 1’s in Θ. Then one can check
λmax(Ω(θ)) =
(
λmax(I − C(θ))
)2 ≤ (λmax(I + C(θ)))2≤(1 + λmax(Cs(1)))2
=(1 + kn−
1
2 τ)2 ≤ η.
The second inequality above is due to fact that the entries of C(θ) are all non-negative
and Lemma C.2. Recall Σ(θ) = (I + C(θ))(I + C(θ))T . Therefore, we have
λmin(Ω(θ)) =
(
λmax(Σ(θ))
)−1
=
(
λmax(I + C(θ))
)−2≥(1 + λmax(Cs(1)))−2
=(1 + kn−
1
2 τ)−2 ≥ η−1.
The eigenvalues of Ω(θ) are in the interval [η−1, η]. So P4 ∈ Pα(η,M).
H.2 Proof of Lemma 17
For (41), the proof is almost the same as that of Lemma 7. Since Lemma 17 is about the
distributions in the subset P4, we need to recheck the inequalities (D.1) and (D.2). Assume
that Σ(θ) = {Ω(θ)−1 : Ω(θ) ∈ P4} and D = Σ(θ′) − Σ(θ), note that H(θ, θ′) = 1, in this
case, one can verify that we only need to replace A∗k by Cs. Specifically, Cs corresponds
to the one where θ and θ′ are different. Then we still have
‖D‖op ≤ 2(1 + ‖Cs(1)‖op)‖Cs(d)‖op ≤ 4τn− 12 ,
‖D‖F ≤ 2(1 + ‖Cs(1)‖F)‖Cs(d)‖F ≤ 4τn− 12 .
So (41) holds in this case. As for (42), similarly,
‖Ω(θ′)− Ω(θ)‖2F ≥
∑
s
‖Cs(θ′(s)− θ(s))‖2F = H(θ, θ′)(τn−
1
2 )2,
min
H(θ,θ′)≥1
‖Ω′(θ)− Ω′(θ′)‖22
H(θ, θ′)
≥ τ2n−1.
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I Proofs of Theorem 10
In this section, we first establish Theorem 10 based on some important lemmas, and then
provide the proofs of lemmas later.
I.1 Proof of Theorem 10 : Minimax Optimality
In this section, we prove that both Ω˜τk and Ω˜
ρ
k proposed in Section 6 achieve the minimax
optimality under the operator norm over the parameter space P ′α(η,M). The minimax
optimality over Q′α(η,M) can be established in the same way.
First, we derive the risk lower bound over P ′α(η,M). Following the same strategy in
Section 3.2, we construct the two subset P ′1 and P ′2 based on P1 and P2 given in (26) and
(27). Define the subset
P ′1 =
{Ω, {fi}} : Ω = diag(Ω
′−1)
1
2Ω′diag(Ω′−1)
1
2 , Ω′ ∈ P1;
fi(x) = diag(Ω
′−1)
1
2
i x, i ∈ [p].
 , (I.1)
Lemma I.1. P ′1 is a subset of P ′α(η2,Mη).
One can easily check that the probability measure of the Gaussian distribution with
precision matrix Ω and transformation {fi}, where {Ω, {fi}} ∈ P ′1 is equivalent to the the
probability measure of the Gaussian distribution with precision matrix Ω′, where Ω′ ∈ P1.
Therefore, by this one-to-one correspondence of probability measure between index sets
P ′1 and P1, we immediately have
sup
{Ω,{fi}}∈P ′α(η,M)
E‖Ω˜− Ω‖2op ≥ sup
{Ω,{fi}}∈P ′1
E‖Ω˜− Ω‖2op = sup
Ω′∈P1
E‖Ω˜− Ω‖2op. (I.2)
Applying the same proof strategy in Section 3.2, we have the following result.
Lemma I.2. We set Ω = diag(Ω′−1)
1
2Ω′diag(Ω′−1)
1
2 for each Ω′(θ) ∈ P1 in (26). Then
it holds that
min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖22
H(θ, θ′)
≥ (τn− 12 )2,
where 0 < τ < min{Mη, 14η−2, η − 1}.
Then by Assoaud’s lemma, we obtain that
inf
Ω˜
sup
Ω′∈P1
E‖Ω˜− Ω‖2op ≥
τ2
32
n−
2α−1
2α .
We can use a similar strategy to construct P ′2. Note that in this case we need to put τa
1
2
on the first sub-diagonal in I −A, instead of the diagonal of Σ. Combined with the result
from the Le Cam’s lemma on the subset P ′2, we have
sup
{Ω,{fi}}∈P ′α(η,M)
E‖Ω˜− Ω‖2op ≥ C(n−
2α−1
2α +
log p
n
). (I.3)
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Next, we turn to the risk upper bound of our rank-based local cropping estimators. The
risk can be decomposed into the bias terms and the variance term in the same fashion
in Section 3.1. Since the bias terms are deterministic and only due to the bandable
structure of the Cholesky factor of the inverse correlation matrix, the upper bounds of
two bias terms we derived in Lemma 2 and Lemma 4 still hold. For the variance term, a
simple extension of Theorem 1 in [41] provides the following result.
Lemma I.3. For any Ω such that diag(Ω−1) = I and Ω ∈ Pα(η,M)∪Qα(η,M), we have
E
(
max
m∈[p]
‖(C3km−k(Σˆτ )−C3km−k(Ω−1)‖2op
) ≤ C log p+ k
n
,
E
(
max
m∈[p]
‖(C3km−k(Σˆρ)−C3km−k(Ω−1)‖2op
) ≤ C log p+ k
n
.
Replacing Lemma 3 by Lemma I.3 and following the rest of the proof in Theorem 3,
we finally obtain that
sup
{Ω,{fi}}∈P ′α(η,M)
(E‖Ω˜τk − Ω‖2op + E‖Ω˜ρk − Ω‖2op) ≤ Cn−
2α−1
2α + C
log p
n
. (I.4)
The lower bound (I.3) and upper bound (I.4) together give the optimal rate of conver-
gence (50) in Theorem 10. The optimal rate of convergence (51) in Theorem 10 can
be proved similarly. Therefore, we establish the minimax framework for nonparanormal
distributions.
I.2 Proof of Lemma I.1
It is easy to show diag(Ω−1) = I. Now we need to verify Ω ∈ Pα(η2,Mη). Let S denote
(diag(Ω′−1))
1
2 . The Cholesky decomposition of Ω is:
Ω = SΩ′S
= S(I −A′)TD′−1(I −A′)S
= (S −A′S)TD′−1(S −A′S)
= (I − S−1A′S)TSD′−1S(I − S−1A′S).
According to Lemma B.2, η−
1
2 ≤ λmin(S) ≤ λmax(S) ≤ η 12 and η−1 ≤ λmin(Ω′) ≤
λmax(Ω
′) ≤ η. Therefore, we obtain η−2 ≤ λmin(Ω) ≤ λmax(Ω) ≤ η2. Let A ≡
[aij ]p×p = S−1A′S. The desired result Ω ∈ Pα(η2,Mη) then immediately follows from
that maxi
∑
j<i−k |aij | < Mηk−α for k ∈ [i− 1].
Since diag(Ω′−1)
1
2
i > 0, fi is a strictly increasing function. Therefore, {Ω, {fi}} ∈
P ′α(η2,Mη).
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I.3 Proof of Lemma I.2
Set Ik +A
∗
k(θ)
TA∗k(θ) as W (θ). One can check
Ω(θ) =
 W (θ) −A∗k(θ)Tdiag(W (θ))
1
2 0k×(p−2k)
−diag(W (θ)) 12A∗k(θ) diag(W (θ)) 0k×(p−2k)
0(p−2k)×k 0(p−2k)×k Ip−2k
 .
Then,
‖Ω(θ′)− Ω(θ)‖2op ≥ ‖diag(W (θ))
1
2A∗k(θ)− diag(W (θ′))
1
2A∗k(θ
′)‖2op
= H(θ, θ′)(1 + (τn−
1
2 )2)(τn−
1
2 )2,
which further implies
min
H(θ,θ′)≥1
‖Ω(θ)− Ω(θ′)‖22
H(θ, θ′)
≥ (τn− 12 )2.
J Proof of Lemma 18 in the analysis of Theorem 9
This proof is similar to that of Theorem 3. For any bandwidth k, according to (19), we
have
‖Ω˜opk − Ω‖2op ≤ 8‖Ω˜∗k − Ω∗k‖2op + 8‖Ω∗k − Ω‖2op.
Lemma 2 indicates that
‖Ω∗k − Ω‖2op ≤ Ck−2α+1.
Equations (20) - (22) together show that
‖Ω˜∗k − Ω∗k‖2op ≤16η2 max
m∈[p]
(‖C6km ( 1nZZT )−C6km (Ω−1)‖op
+ ‖Ckk+1
(
(C3km (Ω
−1)−1)
)−Ckm(Ω)‖2op).
Note that Lemma 4 indicates
‖Ckk+1
(
(C3km (Ω
−1)−1)
)−Ckm(Ω)‖2op ≤ Ck−2α+1.
In addition, the probability version of Lemma 3 (its proof can be found in Lemma 3 of
[13]) indicates that for any C1 > 0, one can find a sufficiently large C > 0 irrelevant of α
such that
P
(
max
m∈[p]
‖(C6km (
1
n
ZZT )− (C6km (Ω−1)‖2op ≤ C
log p+ k
n
) ≥ 1− exp (− C1(log p+ k)).
Combining the above arguments, we derive the desired result in Lemma 18.
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K Additional Numerical Studies
In this section, we provide additional numerical studies to demonstrate the performance
of rank-based estimator Ω˜τk proposed in Section 6 for the nonparanormal model. In ad-
dition, we check the robustness of the proposed rate-optimal estimators towards model
misspecification under the operator norm. In the end, we verify the minimax rates under
the operator norm by fixing n and varying p, or fixing p and varying n.
K.1 Simulation for the Nonparanormal Model
We design the following experiment to show the performance of our nonparanormal local
cropping estimator Ω˜τk. Since our method is the first attempt to estimate precision matri-
ces with bandable Cholesky factor under the nonparanormal model, we only compare ours
with some method (normal-score estimator proposed in [38]) designed for a close setting
under the nonparanormal model, i.e., estimation of sparse precision matrices.
We generate centered multivariate normal vector X with the same Cholesky factor
structure used in Section 7.1 from Qα(η,M). After that, we transform each entry of
X with three different functions: identity (y = x), cubic (y = x3) and step function
(y = x3 + 1 when x ≥ 0 and y = x3 − 1 when x < 0) to obtain the random vector Y,
which follows the nonparanormal distribution. The simulation is done with a range of
parameter values for p, n, α (n, p = 200, 500, 1000; α = 1, 1.5, 2). The bandwidth of our
method is chosen as bn1/(2α+1)c while normal-score estimator is obtained using “huge”
package [60] with default tuning method.
Our method is used to estimate inverse of the correlation matrix under the nonpara-
normal model. To make the results comparable to those in Section 7.1 for estimating
precision matrices, we re-scale the estimators to make them have the same diagonals with
the underlying precision matrix. Since rank-based methods are invariant under mono-
tonic transformation, our local cropping method generates the same result for all three
functions. In comparison, normal-score estimator results in different performance under
three transformation functions.
As indicated in the Table 3 below, our nonparametric local cropping method shows
better performance over normal-score estimator in most cases, especially when α is large.
This is as expected since our method takes advantage of the order structure in Cholesky
factor. Besides, since our rank-based method only relies on the rank information, the
resulting estimation errors are worse than those in the normal model shown in Section
7.1.
K.2 Robustness towards Model Misspecification
To evaluate the robustness of our method towards model misspecification, we test our
estimator under the scenarios which sightly violate our bandable Cholesky factor structure.
More specifically, we create the same Cholesky factor structure used in Section 7.1 from
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Qα(η,M) as the base, and permute the entries within each row for a few rows of Cholesky
factors to reflect the model misspecification. For each i = 1, 2, 3, we choose the bj2−ipcth
row with equal distance, j = 1, . . . , 2i − 1 to do the permutation. We also add the result
without model misspecification as the reference. Again, the simulation is done with a
range of parameter values for n, p and α. The performance is reported in Table 4. It
can be seen that when α = 0.5, the effect of model misspecification is not significant
as the decay rate within each row is small, which implies that the permutation would
not change the structure too much. When α becomes larger, the overall performance
of our estimator is worse compared to that of the base model. This is due to a more
severe change of the bandable structure. In addition, we can see that when α = 1 or
1.5, the performance becomes even worse as we have more rows permuted. Of note,
when α = 0.5, our estimator under model misspecification still outperforms the banding
estimator implemented in Section 7.1. Overall, the trend reflected in this numerical study
meets our expectations. Model misspecification will hurt the performance of our estimator
since our procedure heavily relies on the bandable structure. However, our method still
maintains robustness to some extent when the structure is only slightly violated.
K.3 Verification of Minimax Rates under the Operator Norm
Building upon the numerical studies in both Section 7.1 and Section 7.2, we provide an
additional sets of simulation for p = 250, α = 1, 1.5, 2, and n = 500, 1000, 2000, 4000 with
the same bandable Cholesky structures considered in Sections 7.1-7.2. Below are figures
to show the trend of loss under the squared operator norm, with fixed p and varying n
(Figure 5 for Qα(η,M) and Figure 6 for Pα(η,M)), or with fixed n and varying p (Figure
7 for Qα(η,M) and Figure 8 for Pα(η,M)). We observe in Figures 5-6 that the error
increases linearly as n−
2α
2α+1 or n−
2α−1
2α increases for Qα(η,M) and Pα(η,M) respectively,
confirming the first term shown in the optimal rates of convergence. In addition, Figures
7-8 are provided to try to confirm the second term (log p)/n shown in the optimal rates of
convergence for Qα(η,M) and Pα(η,M) respectively. It seems that only when n = 500,
the plots in Figure 7 confirm such a linear relationship for Qα(η,M). This is probably
because (1) that as n increases to 1000 or larger, the second term (log p)/n is dominated by
the first term n−
2α
2α+1 for Qα(η,M); and (2) that even when n = 500, the term (log p)/n
is dominated by n−
2α−1
2α for Pα(η,M), which has a slower optimal rate than that for
Qα(η,M).
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Figure 5: Average error under squared operator norm as n−
2α
2α+1 increases for Qα(η,M).
30
Figure 6: Average error under squared operator norm as n−
2α−1
2α increases for Pα(η,M).
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Figure 7: Average error under squared operator norm as log(p)/n increases for Qα(η,M).
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Figure 8: Average error under squared operator norm as log(p)/n increases for Pα(η,M).
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