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We introduce two methods for estimating the density matrix for a quantum system: Quantum
Maximum Likelihood and Quantum Variational Inference. In these methods, we construct a vari-
ational family to model the density matrix of a mixed quantum state. We also introduce quantum
flows, the quantum analog of normalizing flows, which can be used to increase the expressivity of
this variational family. The eigenstates and eigenvalues of interest are then derived by optimizing an
appropriate loss function. The approach is qualitatively different than traditional lattice techniques
that rely on the time dependence of correlation functions that summarize the lattice configurations.
The resulting estimate of the density matrix can then be used to evaluate the expectation of an
arbitrary operator, which opens the door to new possibilities.
I. INTRODUCTION
There is a nexus of concepts at the heart of a rich in-
terplay between physics, statistics, machine learning, and
information theory. Concepts such as entropy that were
key to the early work in thermodynamics are the bedrock
of information theory. Similarly the Gibbs (or Boltzman)
distribution, which characterize the distribution of states
in thermal equilibrium, is at the heart of energy based
models and Boltzman machines that were widely stud-
ied in machine learning [1, 2]. Additionally, the study of
complicated many-body systems gave rise to mean-field
methods and renormalization group methods. In partic-
ular, the Gibbs-Bogoliubov-Feynman inequality, which
provides a lower-bound on the intractable partition func-
tion of these complicated systems reappears in Bayesian
statistics in the form of the evidence lower bound (ELBO)
central to Variational Inference [3, 4].
Shortly after quantum mechanics was developed, many
of these core concepts found their quantum analogs. The
extension of classical Shannon entropy to quantum sys-
tems, known as the von Neumann entropy, requires a no-
tion of mixed states. Mixed states combine the uniquely
quantum mechanical concept of a coherent superposi-
tions and the more classical notion of an incoherent su-
perposition. Importantly, mixed states are needed to
generalize the notion of a Gibbs distribution to a quan-
tum system in thermal equilibrium.
For decades these concepts have been refined and ex-
tended forming an enormous body of work in the re-
spective fields of study. Not surprisingly, as the fields
have specialized, the language has diverged, and the
corresponding jargon has become a barrier to cross-
fertilization.
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With the rise of deep learning in the last few years,
there has been a surge of research connecting machine
learning methods to problems in physics [5]. In par-
ticular, machine learning techniques have been used for
variational optimization of ground state energy for quan-
tum systems [6]. Additionally, there have been a number
of important developments that extend statistical infer-
ence to domains where probabilistic modeling was previ-
ously inaccessible. These techniques have recently been
explored to solve statistical mechanics of classical sys-
tems [7, 8]. In this work, we aim to connect recent devel-
opments in deep generative models [9–12], unsupervised
learning for implicit models [13], and variational infer-
ence [14] to their quantum mechanical analogs. We hope
this will bring a fresh lens to well studied problems and
encourage new approaches leveraging the recent advance-
ments in deep learning.
In this paper, we introduce two methods for estimat-
ing the density matrix for a quantum system: Quantum
Maximum Likelihood (QML) and Quantum Variational
Inference (QVI). In these methods, we model the density
matrix for a mixed state with a variational family. We
also introduce quantum flows, the quantum analog of nor-
malizing flows [9–12], which can be used to increase the
expressivity of this variational family. The eigenstates
and eigenvalues of interest are then derived by optimizing
an appropriate loss function. The corresponding density
matrix can then be used to evaluate the expectation of
an arbitrary operator.
The outline of the paper is as follows. In Sec. II, we in-
troduce an analogy between concepts based on classical
probabilities and their quantum analogs, briefly review
core concepts, and establish notation. In Sec. III we in-
troduce the QML and QVI loss function objectives, a
strategy to creating a variational family for density ma-
trices, quantum flows, and detail the optimization pro-
cedures [15]. In Sec. IV we consider the example of a
quantum anharmonic oscillator and compare with tradi-
tional lattice methodology. Finally, in Sec. V we discuss
related work and in Sec. VI we discuss future directions.
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2II. BACKGROUND AND NOTATION
a. Pure states Famously, Schro¨dinger’s equation de-
scribes the behavior of a quantum mechanical particle in
terms of a wave function ψ(x) – a complex valued func-
tion of the position x of a particle. While the wave func-
tion describes a specific quantum state, it only predicts
the probability density of observing the particle at posi-
tion x, which is given by p(x) = |ψ(x)|2. While it seems
natural that one might simply make this identification in
translating the classical notions of entropy, free energy,
and their ilk to their quantum counterparts, that is not
how the story unfolds.
To see this, it is convenient to think more abstractly
and represent a pure quantum state as a vector in a
Hilbert space. This vector is essentially just an index
over the possible states of the system. Therefore, a pure
quantum state is equivalent to assigning unit probabil-
ity on one index and zero probability to all other indices,
which is a quantum system with zero entropy. One might
expect that non-zero entropy could be obtained with a
quantum mechanical superposition of pure-states; how-
ever, that corresponds to vector addition in the Hilbert
space and simply results in another pure state with zero
entropy.
We will use bra-ket notation in this paper where a vec-
tor living in the Hilbert space is denoted by a ket, |ψ〉,
while its hermitian conjugate is denoted by a bra, 〈ψ|.
The Hilbert scalar product of two vectors ψ and φ will
be denoted by 〈ψ|φ〉. In this notation, the wave function
of ψ is denoted by ψ(x) ≡ 〈ψ|x〉, where |x〉 represent an
eigenstate of the position operator with eigenvalue x or,
intuitively, a quantum state which is completely localized
at position x.
b. Mixed states and the density matrix The exten-
sion of classical Shannon entropy to quantum systems,
known as the von Neumann entropy, requires a notion of
mixed states. Mixed states assign a classical probability
to different elements of the Hilbert space. The probabili-
ties assigned to the different states add incoherently and
behave as classical probabilities. It is convenient to think
of mixed states (in a basis in which the density matrix is
diagonal) as the quantum mechanical analogue of a mix-
ture model, where the mixture coefficients refer to the
probabilities associated to the incoherent superposition
of pure states, and the pure states correspond to mixture
components (see Tab. I).
Mixed states are described by an object known as the
density operator or density matrix. Abstractly, the den-
sity operator is a positive semidefinite, Hermitian oper-
ator of unit trace. The density operator can be written
as
ρ =
∑
j
aj |ψj〉〈ψj | , (1)
where the notation |ψj〉〈ψj | in Eq. 1, denotes a projector
onto the state |ψj〉 and the aj ∈ R+ are such that Tr [ρ] =
Classical probability Quantum mechanics
probability density p(x) wave function ψ(x) ≡ 〈ψ|x〉
mixture component pj(x) pure state ψj(x) ≡ 〈ψj |x〉
— superposition |ψ〉 = ∑j aj |ψj〉
mixture model pmix(x) density matrix ρ
pmix(x) =
∑
j ajpj(x) ρ(x, y) =
∑
j ajψ
∗
j (x)ψj(y)
E[O] =
∫
x
p(x)O(x)dx 〈O〉 = Tr [ρO]
Gibbs sampling Monte Carlo approx. of path integral
KL divergence DKL(p ‖ q) quantum relative entropy S(ρ‖σ)
TABLE I. Concepts in classical information theory based on
probability densities and their quantum mechanical analogs.
1. If the ψj are orthonormal, then to
∑
j aj = 1.
The density matrix is a concrete representation of this
operator in a specific orthonormal basis for the Hilbert
space. Often the term density matrix is also used for the
abstract operator when the meaning is clear in context.
In what follows we will be interested in representing the
density matrix in a few specific bases: the (unknown) en-
ergy eigenstates {|n〉}, the (known) variational estimates
for the energy eigenstates {|n˜〉}, and the (position) co-
ordinate basis {|x〉} in which the Hamiltonian is most
naturally expressed. In the position basis, the density
matrix takes on the concrete form
ρ(x, y) ≡ 〈x|ρ|y〉 =
∑
j
ajψ
∗
j (x)ψj(y) . (2)
c. The Hamiltonian as a hermitian operators Spe-
cific quantum mechanical systems are often specified by
the Hamiltonian Hˆ, which is a Hermition operator that
corresponds to the total energy of the system and also
dictates its time evolution. In the examples presented
we will consider a simple quantum mechanical Hamilto-
nian in one dimension
Hˆ = −1
2
d2
dx2
+ V (x), (3)
where V (x) is a confining potential, that is V (x) → ∞
for x→ ±∞.
d. The thermal density matrix Given a Hilbert
space of dimension R and a Hamiltonian matrix Hˆ
with energy eigenvalues λn and eigenstates |n〉 such that
Hˆ|n〉 = λn|n〉, the thermal density matrix ρT associated
to Hˆ is defined as the trace-normalized exponential of
−Hˆ:
ρT =
1
Z
e−Hˆ/T =
1
Z
R∑
n=1
e−λn/T |n〉〈n|, (4)
where Z is the partition function, a normalizing constant
enforcing Tr ρT = 1. In the second equality we have ex-
plicitly written the form of ρ in terms of the eigenvalues
and eigenstates of Hˆ. The temperature T in this equa-
tion determines the relative contribution of the different
3eigenstates to the thermal density matrix. The specific
density matrix defined by Eq. 4 is called the Gibbs en-
semble.
The exponential factor e−λn/T implies that the con-
tribution to the density matrix of eigenstates with large
eigenvalues are exponentially suppressed. Thus, at low
temperature, an accurate approximation of the density
matrix is obtained by keeping only a few eigenstates cor-
responding to the smallest eigenvalues.
This density matrix describes the equilibrium state of
a statistical system at temperature T with Hamiltonian
Hˆ [16]. However, while this physical interpretation of
the density matrix can provide some intuition, it is not
necessary for the understanding of our methodology. It is
clear that if we can learn the thermal density matrix ρT
in the explicit form written in Eq. (4), we can then easily
read off the eigenvalues and eigenstates. Therefore, the
problem estimating the thermal density matrix in Eq. (4)
can equally well be thought of as diagonalizing Hˆ.
e. The path integral It is well known that QM can
be formulated as a generalization of the stationary action
principle of classical mechanics [17]. This is realized via
a path integral formulation in which the quantum me-
chanical amplitude for a quantum system to propagate
from a state |qi; 0〉 at time t = 0 to a state |qf ;T〉 at time
t = T can be written (formally) as a sum over all paths in
configuration space such that q(0) = qi and q(T) = qf
〈qf ;T |e−iHˆT/~|qi; 0〉 ∼
∫ q(T)=qf
q(0)=qi
Dq(t) eiS[q,q˙,...]/~
(5)
where Hˆ is the Hamiltonian operator of the quantum me-
chanical system. The paths are weighted by an oscillating
phase factor given by the exponential of the classical ac-
tion. The semiclassical limit of Eq. 5 is transparent: in
the limit ~ → 0 the path integral is dominated by the
saddle point δS = 0 which then reduces to the stationary
action principle of classical mechanics.
Performing the replacement t→ −iτ , a so called Wick
rotation, and identifying T → β ≡ ~/(kBT ), T being
a temperature, the path integral description of the d di-
mensional dynamical quantum system in Eq. 5 becomes a
statistical description for an associated d+1 dimensional
system with no time evolution but finite temperature T .
In particular the Euclidean path integral with periodic
boundary conditions calculates the partition function of
the quantum system
Z =
∑
n
e−Enβ/~ =
∑
n
〈n|e−βHˆ/~|n〉 =
=
∫
q(0)=q(β)
Dq(τ) e−SE [q,q˙,...]/~ (6)
where {|n〉} is the set of energy eigenstates and
SE =
∫ β
0
dτ
[
1
2 q˙(τ)
2 + V(q(τ))
]
(7)
is the euclidean action.
Given an operator O(q) representing an observable for
the quantum system, the Euclidean path integral also al-
lows to calculate the expectation value of O with respect
to the Gibbs ensemble:
Tr [ρT O] =
1
Z
∫
q(0)=q(β)
Dq(τ) O(q)e−SE [q,q˙,...]/~ (8)
What is subtle in Eq 8 is the meaning to assign to the
integration measure Dq, as it requires specifying a mea-
sure on a functional space. The formal way to do this
is in terms of the Weiner measure [18]. A more intu-
itive way to get the same results, and the one we will use
in practice in the following, is by discretizing the path
q : [0, β] → Rd into a finite number of time steps hence
turning the infinite dimensional integral into a finite di-
mensional one. Critically, if SE has the form in Eq. 7,
then Eq. 8 can be effectively estimated numerically with
Monte Carlo (MC) integration which then provide an em-
pirical estimate of the Gibbs distribution. This is done
by discretizing the time interval [0, β] onto a lattice, and
replacing Eq. 7 by its discrete expression
SˆE =
Nτ∑
i=1
[
(q(τz)− q(τz−1))2
2a
+ a V
(
q(τz) + q(τz−1)
2
)]
(9)
where τz ≡ β× z/Nβ and a ≡ β/Nβ . The infinite dimen-
sional probability space appearing in Eq. 8 has now been
replaced by an ordinary finite dimensional one, which
can be sampled with traditional MC methods. As a re-
sult we can estimate the expectation of any operator O
from samples {qi} ∼ ρT via
Tr [ρT O] ≈ 1
Nq
Nq∑
i=1
O(qi) . (10)
f. An example An instructive example is to calcu-
late ρT (y, x) explicitly in the simple case of the harmonic
oscillator V (x) = x2/2:
ρT (y, x) =
sinh(β/2)√
pi/2 sinh β
exp
[
− (y2+x2) coth β2 + xysinh β
]
A derivation of this results and an enlightening discussion
of the path integral approach to QM can be found in [19].
Notice that as it could have been guessed, ρT (y, x) is
a 2 dimensional Gaussian. This property stems from the
fact that the action is a quadratic form in the paths and
it is lost if anharmonic terms are included in the Hamil-
tonian. What is less obvious is how this density matrix
decomposes uniquely into the an incoherent mixture of
energy eigenstates.
We can rewrite ρT (y, x) in terms of energy eigenstates
ρT (y, x) = 〈y|ρT |x〉 =
∑
n
e−En/T 〈y|n〉〈n|x〉 (11)
=
∑
n
e−En/Tψn(x)∗ψn(y). (12)
4The functions ψn(x) are the wavefunctions for each of
the n energy levels. Such wavefunctions are the Hermite
functions
Hn(x) =
1√
2nn!
√
pi
e−x
2/2hn(x), (13)
where hn is the nth Hermite polynomial
hn(x) = (−1)nex2 d
n
dxn
e−x
2
. (14)
Eq. 11 expresses a very non trivial relation between Her-
mite functions (which are an orthonormal basis for the
Hilbert space of L2 functions on the real line) and the
two dimensional Gaussian given by ρT (y, x). Unlike a
classical mixture model, the density matrix encodes all
the details of the quantum states in the ensemble. Thus,
estimating the density matrix enables an much richer set
of applications than what can be characterized from clas-
sical probabilistic summaries of lattice configurations.
g. Quantum relative entropy. The Von Neumann
entropy associated to a density matrix ρ is defined as
S = −Tr[ρ log ρ] . (15)
In a basis in which ρ is diagonal, ρ = diag(p1, p2, . . .),
using the fact that log ρ = diag(log p1, log p2, . . .) the Von
Neumann entropy reduces to
S = −
∑
i
pi log pi. (16)
which is the Shannon entropy of the discrete distribution
pi. A notion of relative entropy can be defined for pair
of density matrices. Given two density matrices ρ and σ,
one can consider their quantum relative entropy (QRE
for short)
S(ρ‖σ) ≡ Tr [ρ (log ρ− log σ)] , (17)
which can be thought of as the generalization of the
Kullback-Leibler (KL) divergence applied to density ma-
trices [20]. The QRE can be thought of as a distance
measure between the two density matrices ρ and σ:
S(ρ ‖ σ) ≥ 0 and the equality is saturated if and only
if ρ = σ. In the special case where ρ and σ are simulta-
neously diagonalizable with mixture coefficients given by
pn and qn, their quantum relative entropy reduces to
S(ρ‖σ) =
∑
n
pn log
pn
qn
. (18)
which is exactly the Kullback-Leibler (KL) divergence
between the two probability distributions p and q.
III. METHOD
The general idea of our approach to estimating the
thermal density matrix relies on minimizing quantum rel-
ative entropy between the true, unknown thermal density
matrix ρT and a a member of a variational family of den-
sity matrices ρ˜.
We first set up a parametric family of density matrices
ρ˜ by individually parametrizing each of the eigenstates
and eigenvalues of interest
ρ˜ =
1
Z˜
N∑
n=1
e−λ˜n/T |n˜〉〈n˜|, (19)
where θ parametrizes this family of density matrices, Z˜ is
an overall normalizing constant to enforce Tr ρ˜ = 1 and
N < R is the number of eigenstates and eigenvalues we
are interested in. Throughout this work, any quantity X˜
with a tilde will denote the variational estimate of the
quantity X. In order for the states |n˜〉 to correspond
to eigenstates, they need to satisfy an orthonormality
condition 〈m˜|n˜〉 = δnm. The choice of the parametric
family of states should be informed by the details of the
system. We will discuss this in more detail in the next
section.
Given the parametric family of density matrices ρ˜, we
can approximate the thermal density matrix ρT as ρ
∗:
the member of the ρ˜ family which minimizes the QRE
between ρT and ρ˜. Since the quantity S(·‖·) is not sym-
metric under the interchange of its two arguments, we
have two options: minimizing S(ρT ‖ ρ˜) or minimizing
S(ρ˜ ‖ ρT ). In the context of classical probabilities with
the standard KL divergence, these two approaches cor-
respond to Maximum Likelihood (ML) and Variational
Inference (VI), respectively.
The difficulty, of course, is that we don’t know ρT
explicitly. Below we will describe how to express the
QRE in a way that is still tractable without knowing ρT
explicitly. By using these numerically tractable objec-
tives, the variational optimization proceeds using stan-
dard stochastic gradient descent methods. With ρ∗ in
hand, we can easily read off the eigenstates and the eigen-
values. Since only the ratios exp(−λ˜n/T )/Z appear in
Eq. 19, the eigenvalues of Hˆ can only be extracted from
this procedure up to an overall additive constant; how-
ever, energy differences can be measured directly.
A. QVI: minimizing S(ρ˜‖ρT )
Let us first consider optimizing S(ρ˜‖ρT ), which we will
call the Quantum Variational Inference (QVI) method.
The training objective in this case is:
S(ρ˜‖ρT ) = −Tr [ρ˜ log ρT ] + Tr [ρ˜ log ρ˜]
= Tr [ρ˜Hˆ]/T + Tr [ρ˜ log ρ˜] + logZ, (20)
where in the second equation we have substituted the
definition of the thermal density matrix in Eq. (4). The
last term, logZ in this case is independent of θ, and can
be dropped from the optimization objective. Further, we
notice that the second term is the von Neumann entropy
5of the thermal density matrix [20]. Multiplying Eq. (20)
by an overall factor of T we arrive at
T S(ρ˜‖ρT ) = Tr [ρ˜Hˆ] + T Tr [ρ˜ log ρ˜]
= 〈Hˆ〉ρ˜ − T S˜ = F˜ . (21)
When Hˆ represents the Hamiltonian of a physical sys-
tem, F˜ is the free energy associated to the density ma-
trix ρ˜. Intuitively, this optimization objective is simul-
taneously minimizing the energy of the thermodynamic
system while maximizing the entropy associated to the
distribution ρ˜. If all the expression on the right hand
side of Eq. (21) can be computed numerically, we can
directly minimize F˜ using gradient descent in order to
estimate eigenvalues and eigenstates λ˜ and |n˜〉. The dif-
ficulty in this approach is that the term Tr [ρ˜Hˆ] requires
calculating matrix elements for the Hamiltonian in the
variational basis states. We will give an explicit example
and demonstrate details of this method in Sec III E 1.
B. QML: minimizing S(ρT ‖ ρ˜)
The second approach, which we will call the Quantum
Maximum Likelihood (QML) method, is to minimize the
alternate form of the quantum relative entropy
S(ρT ‖ ρ˜) = −Tr [ρT log ρ˜] + Tr [ρT log ρT ]. (22)
The second term in this equation is independent of the
parameter θ and can be dropped from the optimization
objective function. The remaining term −Tr [ρT log ρ˜],
however, cannot be computed directly as we don’t know
ρT explicitly.
We exploit the analogy for the relationship between
the KL distance standard maximum likelihood in which
the expectation with respect to an unknown target dis-
tribution is approximated with an empirical distribution
of samples. In our case we will sample from the ther-
mal density matrix ρT . Notice however that ρT is not
a normal probability distribution; however, in the case
of quantum mechanical Hamiltonians, sampling from the
thermal density matrix is indeed possible using the path
integral (see Table I). This makes the QML method a
viable alternative to the QVI method in scenarios where
sampling is possible but the matrix elements of H cannot
be easily computed.
C. Variational density matrices
A key component of our approach is the construction of
a variational family of density matrices ρ˜ of the type given
in Eq. (19), which is expressive enough to capture the N
lowest energy states of the system. This comprises of two
parts: the variational eigenvalues λ˜n and the variational
eigenstates |n˜〉.
For each state |n˜〉 corresponds to an L2 normalized
function ψ˜n : R
d → C. A reasonable parametrization
of our variational family, which we pursue in this paper,
is obtained by expanding each variational eigenstate |n˜〉
onto a set of orthonormal states |j〉. While the choice
of the |j〉 states would not matter if they formed a com-
plete basis, we are forced to truncate the full infinite di-
mensional Hilbert space to a finite dimensional subspace.
Therefore, a judicious choice of the |j〉 states will play an
important role in the accuracy of the resulting approxi-
mation ρ˜.
One can consider |j〉 to be a subset of the eigenstates
of some Hermitian operators O, as this ensures picking
from an already orthonormal basis. Some of the choices
we explore in this papers are the Hermite polynomials
(eigenstates of Hˆ when V (q) = q2/2) and Fourier modes
(eigenstates when V (q) = 0 and q ∈ [−L,L]).
Explicitly we write the parametric family of eigenstates
as
|n˜〉 =
M∑
j=1
a˜j,n|j〉, (23)
where the a˜j,n parametrize the variational family and
they identify the component of |n˜〉 in the |j〉 direction.
Here M represents the number of orthonormal vectors
we use to describe our parametric family and coincides
with the dimensionality of the subspace spanned by the
|j〉 states. M provides the upper bound on the number of
eigenstates we will be able to describe and, at the same
time, limits the expressivity of the variational family.
Plugging Eq. 23 into Eq. (19) we obtain the explicit
form of out variational ansatz for ρT :
ρ˜ =
N∑
n=1
M∑
j=1
M∑
j′=1
p˜na˜j,na˜j′,n|j′〉〈j| (24)
where we defined p˜n ≡ 1/Z˜ e−λ˜n/T to be the Boltzmann
factors. In order for ρ˜ to define a density matrix that
can be optimized by minimizing the QRE two conditions
have to be met:
1. Orthonormality : 〈m˜|n˜〉 = δn,m. During optimiza-
tion, we manually enforce normalization at each
step by rescaling the a˜j,n by the appropriate norm.
On the other hand, we impose orthogonality of the
states in Eq. 23 by adding a constraint term to the
optimization objective
L⊥ ≡
∑
n<m
〈n˜|m˜〉2 =
∑
n<m
[∑
j
a˜∗j,na˜j,m
]2
. (25)
2. Unit trace:
∑
p˜n = 1. This can be implemented by
parametrizing the Boltzmann factors by a softmax
function.
6D. Quantum flows
Given a parametric family of density matrices ρ˜ defined
as above, we introduce a simple technique that substan-
tially increases the expressivity of the family while re-
specting the orthonormality and unit trace conditions.
This technique is an analogue of normalizing flows [9–12]
on classical densities generalized to an orthonormal basis
in a Hilbert space. In other words, while classical flows
are constructed to respect
∫
p(x)dx = 1, our quantum
flows are designed such that the L2 inner product of two
states 〈n|m〉 = ∫ ψ∗n(x)ψm(x)dx is preserved. This in
particular implies that a set of orthonormal states will
flow to another set of states with the same property.
Given an orthonormal basis ψn : R
d → C such that∫
ψ∗n(x)ψm(x)dx = δn,m, we define a quantum flow of
this basis via the bijection f (θ) : Rd → Rd as
ψ˜′n(x) ≡ U [f (θ);ψn] = ψn(f (θ)(x)) det
∣∣∣∇xf (θ)∣∣∣ 12 , (26)
where the factor on the right hand side is the square root
of the Jacobian determinant. One can easily check that
this ensures that the L2 inner product, orthonormality
in particular, is maintained.
We can use Eq. 26 to augment our variational ansatz
in Eq. 23. The parameters of this flow-augmented varia-
tional family is thus be the union of the parameters used
to describe the original eigenstates together with the pa-
rameters used to describe the flow function f (θ).
The quantum flow augmentation technique has some
limitations, however. Eq. 26 defines a restricted fam-
ily of unitary operators. It can be easily verified that
the ratio of two different states at the same coordinate
cannot be changed via quantum flows alone as the Ja-
cobian determinant cancels. Also, in one dimension, the
number of nodes in a wave function and the total prob-
ability of a state in between adjacent nodes is conserved
if the bijection is continuous. It is possible to circumvent
some of these limitations, for instance the fixed number
of nodes of the wave function, by using discontinuous bi-
jections. Even with these limitations we will see in the
experiment section that using quantum flows in conjunc-
tion with Eq. 23 can lead to a more expressive variational
family for a fixed number of basis states and correspond-
ingly more accurate approximations of ρT .
E. Optimization procedure
Given the Hermitian operator in Eq. (3) and the vari-
ational families defined above by Eq. 24 and Eq. 26, we
now provide explicit formulae for the two diagonalization
methods.
1. Quantum Variational inference
When minimizing S(ρ˜ ‖ ρT ) we need to compute the
two terms in Eq. (21), i.e. the expectation value of Hˆ as
well as the entropy associated to ρ˜. The first depends on
both the Boltzmann weights pn and the coefficients en-
tering the definition of the states in Eq. 23. The latter, if
ρ˜ is diagonal, is trivially computed as S = −∑ pn log pn.
Strictly speaking, in our case, ρ˜ is only diagonal at the
minimum of L⊥. However, by initializing the states such
that the orthogonality constraint is satisfied and choos-
ing a high enough weight for L⊥ in total loss function,
we can ensure that this orthogonality is approximately
satisfied during the optimization process.
Including L⊥ from Eq. 25 the explicit form of the full
optimization objective can be written as:
LQVI =
∑
n,j,j′
p˜na˜
∗
j,na˜j′,nHjj′ + T
∑
n
p˜n log p˜n + c⊥L⊥,
(27)
where c⊥ is a hyperparameter determining the rela-
tive size of the orthogonality constraint. Here, Hjj′ =
〈j|Hˆ|j′〉 are the matrix elements of Hˆ in the |j〉 basis.
These are independent of the θ parameters and need only
be computed once at the beginning of optimization. Note
that if we were to augment Eq. 23 by using quantum
flows, we would need to reevaluate the matrix element
of Hˆ on the flow transformed states after each gradient
descent update.
2. Quantum Maximum Likelihood
The alternative form of the QRE, given by Eq. (22),
requires maximizing the quantity Tr [ρT log ρ˜]. As men-
tioned in the previous section, this quantity can be esti-
mated as long as we can treat the thermal density matrix
ρT which we are trying to learn as an empirical distribu-
tion and sample from it. As a first step it is useful to
rewrite the trace by expanding it on a coordinate basis:
Tr [ρT log ρ˜] =
∫
dxdy〈y|ρT |x〉〈x| log ρ˜|y〉. (28)
Written in this way it is clear that the evaluation of the
QRE would be amenable to Monte-Carlo integration if
ρT (y, x) ≡ 〈y|ρT |x〉 could be interpreted as a (unnormal-
ized) probability density, from which we could sample.
Tr [ρT log ρ˜] =
∫
dxdy〈y|ρT |x〉〈x| log ρ˜|y〉 (29)
=
∫
dxdyρT (y, x)
∑
m
log p˜mψ˜m(y)ψ˜m(x).
For many Hamiltonian type operators this interpreta-
tion exists and it is provided by the path integral for-
mulation of QM [21]. Restricting to the Hamiltonians in
7Eq. 3, we have:
ρT (y, x) =
1
Z
∫ q(β)=y
q(0)=x
Dq e−SE [q,q˙,...] . (30)
Here β = 1/T , q : [0, β]→ X is a path with boundary
conditions q(0) = x and q(β) = y. Eq. 30 can then be
understood as a special case of Eq. 8 in which O =
|x; 0〉〈y;β|.
Given a set of Nq of such paths {qi}Nqi=1, we can write
the empirical approximation to the optimization objec-
tive by combining Eqs. (30) and Eq. (24):
L
(emp)
QML =
1
Nq
∑
i,n,j,j′
log p˜n a˜
∗
j,na˜j′,nψ
∗
j (yi)ψj′(xi) + c⊥L⊥,
(31)
where ψj(x) denotes the wave function of the state |j〉
evaluated at coordinate x and xi and yi respectively de-
note the initial and final end-points of the ith sampled
path. Notice again that we assume the states describing
the variational family to orthogonal in order to evaluate
the logarithm of ρ˜ in a closed form. This is approximately
enforced by term proportional to L⊥ in Eq. 31.
There is an important subtlety here. We are defining
the density matrix ρ˜ on the finite dimensional subspace
spanned by the |j〉 states. By inspecting Eq. 18, we see
that if the variational density matrix assigns vanishing
probability to one of the (unknown) energy eigenstates
|n〉, then the S(ρT ‖ ρ˜) → ∞ as p˜n → 0. However, if
the subspace spanned by ρ˜ does not include |n〉, then
the term corresponding to pn log pn/p˜n never appears in
the sum and there is nothing stopping the optimization
for assigning vanishing probability to the state |n〉. This
is the quantum manifestation of the requirement that
KL divergence KL[p||q] is only defined if p is absolutely
continuous with respect to q (i.e. that q(x) = 0 implies
p(x) = 0).
In order to avoid this problem, we need to extend the
support of ρθ to the entirety of the Hilbert space. We
do so by assigning a small eigenvalue p˜⊥ to the whole
complement of the subspace spanned by the |j〉 states,
which will act as a regularizer:
ρ˜ =
N∑
n=1
p˜n|n˜〉〈n˜|+ p˜⊥
[
1−
N∑
n=1
|n˜〉〈n˜|
]
. (32)
For consistency, p˜⊥ needs to be smaller than all the p˜n we
are including in the expansion of the truncated density
matrix. Because the two terms in Eq. (32) are orthogo-
nal, we can compute the logarithm as
log ρ˜ = 1 log p˜⊥ +
N∑
n=1
log
p˜n
p˜⊥
|n˜〉〈n˜|. (33)
In practice, the result of this correction is to disfavor
exactly the situation described above in which the vari-
ational family collapses in the complement of the states
spanned by the main eigenstates. We also notice that
this adjustment is not needed in the QVI method as the
absolute continuity condition is satisfied in S(ρ˜‖ρT ).
The empirical loss Eq. (31) can be minimized by gra-
dient simple gradient descent. We use Markov Chain
Monte Carlo (MCMC) to sample the paths according to
the measure defined by Eq. 30. In particular we use affine
MCMC [22] and its implementation in [23].
IV. EXAMPLE: ANHARMONIC OSCILLATOR
We demonstrate our methodology by estimating the
eigenstates corresponding to the ten smallest eigenval-
ues of a Hamiltonian of the form Eq. (3) with potential
function V (x) given by V (x) = x4/16− x2/2− x.
For the QML method, we use three different variational
families. First, we expand the parametric family of states
in terms of Hermite (see Sec. II 0 e for their definition)
functions Hj(x) up to j = 10: ψ˜n(x) =
∑
j a˜j,nHo(x),
second we augment this expansion using a parametric
quantum flow: ψ˜n(x) =
∑
j<10 a˜j,nU [f
(θ), Hj ], and third
we only use flows on the Hermite functions without al-
lowing any mixing of the states, i.e. ψ˜n(x) = U [f
(θ), Hn].
We use stochastic gradient descent with 500 paths in each
gradient step and 2× 105 optimization steps, equaling a
total of 108 individual paths sampled. For the orthog-
onality constraint coefficient we use c⊥ = 102. The ex-
plicit form of the quantum flow we use is detailed in Ap-
pendix A.
We notice that the size of the batches is critical for
convergence of the QML method. If batch size is low-
ered (halved in this case) the variance of the empirical
estimate is too large and we find no convergence. This
can be traced back to the fact that the Trace used for the
expectation with respect to ρT in Eqns. 28 and 28 are ap-
proximated with a sum over samples from the empirical
distribution. This sum serves two purposes: the first is
to estimate the expectation of the argument log p˜m and
the second is to implement the projection of ρT onto the
corresponding state |m˜〉. Sufficient samples are needed so
that the projection 〈n|m˜〉 implemented as a Monte Carlo
integral in the x-domain is sufficiently accurate.
For the QVI method, we expand the states in terms
of the first 40 Fourier modes on the interval [−L,L] ≡
[−10, 10] with ψj=0(x) = 1/√2L and
ψ2j−1(x) =
1√
L
sin
(
jpix
L
)
, ψ2j(x) =
1√
L
cos
(
jpix
L
)
(34)
for j = 1, . . . , 20. For the orthogonality constraint coef-
ficient we let c⊥ = 103. In both methods, we use Adam
optimizer with learning rate 10−3.
The results for the eigenvalue and eigenstate compu-
tations are given in Fig. 1. The results of the QVI
method are indistinguishable from brute force diagonal-
ization results (which are feasible in this simple example,
but which do not scale to larger systems) up to our work-
80.5
0.0
0.5
0
QML (Hermite + flow)
QML (Hermite + superposition)
QML (Hermite + superposition + flow)
QVI (Fourier + superposition)
1 2
5.0 2.5 0.0 2.5 5.0
0.5
0.0
0.5
3
5.0 2.5 0.0 2.5 5.0
4
5.0 2.5 0.0 2.5 5.0
5
5.0 2.5 0.0 2.5 5.0
0.5
0.0
0.5
8
FIG. 1. Comparison of estimates of several of the lowest energy eigenstates of the anharmonic oscillator problem estimated
using different methods. The results for ‘QML (Hermite + flow)’ (dotted blue lines) are only included in the first 3 eigenstates.
The eigenstate number is indicated in the top left of each inset, and we provide a larger format of the n = 8 eigenstate to reveal
the small differences between QML (Hermite + superposition + flow) and the QVI approach.
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FIG. 2. The magnitude of the expansion coefficients a˜j,n of
the putative eigenstates expanded in terms of the Hermite
functions before (left) and after (right) implementing quan-
tum flows.
ing precision of 10−5, both in terms of eigenvalues and
eigenstates. The QML method with quantum flows ap-
plied to the Hermite polynomials for the corresponding
energy eigenstate of the simple harmonic oscillator per-
forms the worst. This is expected due the limitations
associated to flows that we discussed in Sec. III D. On
the other hand, once we allow for superpositions of the
quantum flows we see a dramatic improvement in the
accuracy of the variational family. This improvement is
noticeable as early as the first excited state where we can
see wobbles in the tails of the mixed Hermite results.
Augmenting the expressivity of the parametrized fam-
ily with flows can dramatically increase the accuracy of
the eigenvalue estimation, especially for the higher ex-
cited states. Fig. 2 shows the magnitude of the expansion
coefficients a˜j,n with and without quantum flows. We can
see that using quantum flows, results in a more efficient
approximation of the eigenstates. Instead of modeling
the perturbations of the anharmonic potential as a com-
plicated superposition of eigenstates for the simple har-
monic oscillator, the quantum flows are able to perturb
the basis states themselves. This is manifest with the
a˜j,n for the right plot being more closely to be propor-
tional to the diagonal δj,n. This illustrates how quantum
flows applied to a basis known to be relevant to the sys-
tem provide an opportunity to inject expert knowledge
while maintaining expressivity in the variational family.
The relative error between the estimated eigenvalues and
eigenvectors of the QML and QVI methods is given in
Fig. 3.
A. Comparison to traditional lattice approach
Numerical lattice techniques [15] (see also [24] for a
very pedagogic introduction) can also be used to approx-
imate the energy levels of the Hamiltonian in Eq. 3.
The starting point is the evaluation of the τ depen-
dence of the correlation function of judiciously chosen
operators O
C(τ ;T ) ≡ 〈O(0)O(τ)〉ρT (35)
where 0 ≤ τ ≤ β ≡ 1/T . These correlation functions play
the role of summary statistics and the choice of operators
is analogous to feature engineering in machine learning
applications.
Lattice technique use the fact that Eq. 35 can be writ-
ten in two different ways. The first one is in terms of the
Gibbs ensemble density matrix ρT as
C(τ ;T ) = Tr [ρT O(0)O(τ)]. (36)
By expanding ρT on an energy basis and using time evo-
lution to write O(τ) = eHˆτOe−Hˆτ , O ≡ O(0), the trace
in Eq. 36 can be rewritten as
C(τ ;T ) = Z−1
∑
n
e−Enβ
∑
m
e−(Em−En)τ |〈n|O|m〉|2,
(37)
9exposing the contribution of the various eigenstates to
the correlation function. A second way to write Eq. 35
(and the way lattice actually evaluates it) is through a
path integral. Similarly to Eq. 8 the path integral repre-
sentation of Eq. 35 is given by
C(τ ;T ) = Z−1
∫
dx
∫ q(β)=x
q(0)=x
Dq O(0)O(τ) e−SE [q,q˙,...].
(38)
Notice the integral only extends over periodic paths as a
consequence of the cyclic nature of the trace in Eq. 36.
When O can be expressed as a function of the path in-
tegrals variables, q in our case, Eq. 38 can be evaluated
numerically using similar techniques to those we used for
QML.
In order to extract the energy of the first excited state
of the anharmonic oscillator hamiltonian we set O = q.
We put Eq. 37 in a more symmetric form by considering
τ¯ ≡ τ − β/2. Eq. 37 becomes
C(τ ;T ) = Z−1
∑
n,m
e−(En+Em)β/2e−(Em−En)τ¯ |〈n|q|m〉|2
(39)
For large β (or equivalently small temperature T ), the
leading contributions to Eq. 39 comes from the ground
state and the first excited state, all other terms being
further exponentially suppressed
C(τ ;T ) ≈ 2 Z−1e−(E1+E0)β/2 cosh(∆E τ¯)|〈1|q|0〉|2
+ Z−1e−E0β |〈0|q|0〉|2 (40)
In order to extract ∆E = E1 − E0 we then parametrize
Eq. 38 as
C(τ ;T ) = A cosh[∆E (τ − β/2)] +B (41)
and fit A, B and ∆E to the lattice data. We do this in
practice by fixing β = 1/T = 10 and evaluating C(τ ;T )
by sampling paths from the euclidean action. We dis-
cretize the [0, β] time interval on lattice of 160 equally
spaced points. By performing a χ2 fit to Eq. 41 we ob-
tain ∆E = 1.58± 0.01.
This lattice estimate was not made using the same
paths that were sampled for the QML method. As al-
ready explained, the paths required for lattice simula-
tions and QML satisfy different boundary conditions in
the time direction. The different boundary condition cor-
responds to a factor of two in temperature, which com-
plicates a fair comparison of the computational costs of
the methods; however, we use roughly equal computing
resources for both QML and lattice methods.
As can be seen from Fig. 3, the estimate and accu-
racy of these sampling based methods for the first ex-
cited state are comparable. Extraction of higher energy
levels and operators matrix elements is also possible by
fitting multiple correlators simultaneously, and various
methods to do this have been developed by the lattice
community [25]. However, at least for the restricted class
of hamiltonians that we are considering in this paper, we
view the ability to extract eigenstates and eigenvalues si-
multaneously by optimizing a single objective function as
an advantage of the QML and QVI methods compared to
traditional lattice techniques. In particular, the result-
ing estimate of the density matrix ρ˜ can then be used to
evaluate the expectation Tr[ρ˜O] of an arbitrary operator.
From the point of comparing systematic uncertainties
of the approaches described in this paper and the lattice,
they both share the necessity of an infrared and ultravio-
let cutoff. For the example presented in this paper these
regulators arise from the discretization of the time di-
rection. Although improvable, such approximation limit
the accuracy of the observable which are extracted by
both methods. The nature of the fit is quite different
in the two cases as traditional lattice techniques fit the
τ -dependence of the correlation function C(τ ;T ), while
QML and QVI work natively in the space of the lat-
tice configurations q. In the limit where the variational
family has infinite capacity, QML and QVI provide a
path towards asymptotically exact solutions. In realistic
finite-sample and finite-capacity situations there will be
a tradeoff between bias and variance. The limited capac-
ity of the variational family may introduce some bias or
systematic uncertainty, but the total uncertainty budget
may be reduced due to improved sample efficiency.
V. RELATED WORK
a. Ground states of quantum systems. In the con-
text of using machine learning for quantum many body
systems, there has been recent activity in using machine
learning techniques to create variational families for find-
ing the ground state energy for many body quantum sys-
tems (eg. Ref. [6]). In this case, the goal is usually to
minimize the ground state energy 〈ψ˜0|H|ψ˜0〉/〈ψ˜0|ψ˜0〉. Re-
stricted Boltzman machines have been used extensively
for parametrizing the complex coefficients associated to
basis states of the discrete Hilbert space, which is grows
exponentially with the number of particles in the system.
Our work is similar in spirit, but we model an entire den-
sity matrix and our goal is to approximate the thermal
density matrix for the system.
b. Eigen-decomposition. Our work was motivated
by solving quantum systems, but can be reformulated
generically in terms of estimating eigenvalues and eigen-
functions of linear operators. A wealth of literature exists
for addressing this classic problem. For discrete systems
of size n, a full eigen-decomposition can be achieved in
O(n3) [26]. However, as n grows the scaling of these
methods quickly make them untenable. In cases where n
is so large that the matrix itself does not fit into mem-
ory, iterative techniques are generally used which can ef-
ficiently compute a fixed number of eigenvectors by re-
peated applications of matrix-vector products [27]. How-
ever, when the eigenstates are continuous (e.g. eigenfunc-
tions in continuous Hilbert spaces) or they are expressed
in an exponentially large basis (e.g. spin states on large
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FIG. 3. Top panel : fractional difference between QML and
QVI for the eigenvalues of the first 10 energy for the anhar-
monic oscillator Hamiltonian. Lower panel : L2 distance be-
tween QML and QVI eigenstates for the anharmonic oscillator
Hamiltonian, ||ψ||2 ≡ ∫ dx|ψ(x)|2.
lattices), it becomes impossible to even express the en-
tirety of a single eigenstate in memory. To address this
case, approximation tools have been introduced, which
recreate the entirety of the eigenstate from a finite sam-
pling via interpolation [28]. These kernel-based interpo-
lation schemes, however, do not take advantage of an ex-
pert’s prior knowledge regarding the general form of the
eigenstates. Shortly after an initial version of this work
was presented in Ref. [29], a related technique known as
Spectral Inference Networks (SPIN) was proposed, which
was motivated by the general eigen-decomposition prob-
lem [30]. That work also describes an iterative procedure
and they apply it to the Hamiltonian of a 2-D hydro-
gen atom as well as non-quantum systems such as video
in the context of slow-feature analysis. The authors of
that work comment that constructing an explicitly or-
thonormal function basis (as in the case of our quantum
flows) may not be possible in the general setting where
the base measure needed to evaluate the inner product is
not known; however, in the quantum mechanical setting
we consider this is not a barrier.
VI. DISCUSSION
Some other venues of future exploration currently un-
der consideration are as follows:
a. Quantum flows. In this work we introduced
quantum flows, an extension of the normalizing flows
on classical probability densities to orthonormal states.
While the unitary operators described by the change of
variables are a quite restricted and have some limitations,
they still can increase the expressivity of the variational
family. It is interesting to consider the continuous-time
limit of composing multiple bijections where the Jacobian
trace can be calculated if the transformation is specified
by an ordinary differential equation. This approach has
been recently studied for classical probability densities
in the FFJORD algorithm [31]. Similarly, in many quan-
tum systems with translational symmetry, convolutional
architectures are natural and provide a powerful induc-
tive bias on the form of the variational family. Recently,
invertible (bijective) convolutions have been developed
as a new class of normalizing flows that admit an exact
likelihood (density) [32, 33]. Finally, invertible ResNets
have also been developed, which extend the use of this
powerful variational family to problems that require a
tractable likelihood [34]. It should be straightforward
to utilize these recently developed classical flows in the
quantum setting via Eq. 26.
More generally, it would be interesting to extend the
notion of quantum flows to the rich literature on quan-
tum circuits [35] and connect with approaches to learning
approximation of unitary matrices factorized in terms of
Givens rotations [36].
b. Other distance metrics. While both the QML
and QVI approaches are based on the quantum relative
entropy – the analog of the KL divergence. When the
target density and the density of the variational model
are very different, the KL distance can be unstable as
it involves a ratio of the densities. Moreover, there is
little gradient signal in these situations. Recent work
in generative modeling from the machine learning com-
munity has explored alternative distance metrics on the
space of probability distributions. In particular, optimal
transport or Wasserstein distances have been explored
as they alleviate many of the issues with the KL diver-
gence. Quantum analogues of the Wassterstein distance
exist, and it would be interesting to compare their per-
formance in this context [37–39]. Furthermore we note
the connection between the dynamical systems point of
view in FFJORD [31] and the flows on density matrices
described in Ref. [39].
c. Extension to field theory. This work was orig-
inally motivated by considering the traditional ap-
proaches used in lattice quantum chromodynamics
(LQCD) in the light of contemporary approaches to infer-
ence with implicit models that do not admit a tractable
density or posterior. Current methods in LQCD are com-
pletely non-parametric and are based on ensemble aver-
ages of operators as in Eq. 35. In the case of LQCD, one
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is primarily interested in probing energies and matrix el-
ements of current operators in a few low-lying states, and
fluctuations in the lowest energy states lead to high vari-
ance estimators for quantities associated to higher energy
states. Therefore, extensions of this approach from the
quantum mechanical setting described here to quantum
filed theory is a worthwhile subject of future study.
d. Application to Hamiltonian renormalization.
The practice of truncating the Hamiltonian of a quan-
tum mechanical system to a finite dimensional subspace,
while adjusting the parameters to keep the low energy
physics unaltered, goes by the name of Hamiltonian
truncation (or Truncated Spectrum Approach). It was
popularized in the 90’s after the works of Yurov and
Zamolodchikov [40, 41] and has had great success in
a number of different applications (for a recent review
see [42]). Similarly, Density Matrix Renormalization [43]
and Entanglement Renormalization [44] involve a similar
truncation of the Hilbert space. It would be of great
interest to see if a variational truncation of the Hamil-
tonian as described in this work can improve upon the
numerical accuracy of these techniques.
e. Conclusion. In this paper, we introduce QML
and QVI, two methods for estimating the density matrix
for a quantum system. The approach is qualitatively dif-
ferent than traditional lattice techniques that rely on the
time dependence of correlation functions that summarize
the lattice configurations. In contrast, QML and QVI
work natively in the space of the lattice configurations q
and allow for the extraction of eigenstates in addition to
eigenvalues. The resulting estimate of the density ma-
trix can then be used to evaluate the expectation of an
arbitrary operator, which we view as an advantage of the
QML and QVI methods compared to traditional lattice
techniques.
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Appendix A: quantum flows
The specific implementation of the one-dimensional
quantum flows employed in the QML approach presented
here uses a very simple form for the bijection f . This
simple form provides two necessary desired properties,
expressivity and monotonicity. Given an interval [a, b]
we consider the sublattice {xi|xi ≡ a+ (b− a)× i/n, 0 ≤
i ≤ n}. We then construct
f (C)(x) ≡
n∑
i=0
Ci tanh(x− xi). (A1)
with the parameters θ of the flow being the non-negative
constant Ci. This form results in extremely simple gra-
dients
∂f (C)(x)
∂Ci
= tanh(x− xi). (A2)
In the anharmonic oscillator experiment, we use n = 400
points in the interval of [−10, 10], giving a sublattice
spacing of 0.05.
[1] D. H. Ackley, G. E. Hinton, and T. J. Sejnowski, Cog-
nitive science 9, 147 (1985).
[2] Y. LeCun, S. Chopra, R. Hadsell, F. J. Huang, and
et al., in PREDICTING STRUCTURED DATA (MIT
Press, 2006).
[3] C. Peterson and E. Hartman, Neural Networks 2, 475
(1989).
[4] M. J. Wainwright, M. I. Jordan, et al., Foundations and
Trends® in Machine Learning 1, 1 (2008).
[5] G. Carleo, I. Cirac, K. Cranmer, L. Daudet, M. Schuld,
N. Tishby, L. Vogt-Maranto, and L. Zdeborov, (2019),
arXiv:1903.10563 [physics.comp-ph].
[6] G. Carleo and M. Troyer, Science 355, 602 (2017).
[7] D. Wu, L. Wang, and P. Zhang, Phys. Rev. Lett. 122,
080602 (2019).
[8] K. Nicoli, P. Kessel, N. Strodthoff, W. Samek,
K.-R. Mu¨ller, and S. Nakajima, arXiv e-prints
, arXiv:1903.11048 (2019), arXiv:1903.11048 [cond-
mat.stat-mech].
[9] H. Larochelle and I. Murray, in Proceedings of the Four-
teenth International Conference on Artificial Intelligence
and Statistics (2011) pp. 29–37.
[10] G. Papamakarios, I. Murray, and T. Pavlakou, in Ad-
vances in Neural Information Processing Systems (2017)
pp. 2335–2344.
[11] D. Rezende and S. Mohamed, in International Con-
ference on Machine Learning (2015) pp. 1530–1538,
12
1505.05770.
[12] L. Dinh, J. Sohl-Dickstein, and S. Bengio, CoRR
abs/1605.08803 (2016), arXiv:1605.08803.
[13] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Ben-
gio, in Advances in neural information processing systems
(2014) pp. 2672–2680.
[14] R. Ranganath, S. Gerrish, and D. Blei, in Artificial In-
telligence and Statistics (2014) pp. 814–822.
[15] J. Smit, Introduction to quantum fields on a lattice: A
robust mate, Vol. 15 (2002).
[16] Throughout the paper we set the Boltzmann constant
kB = 1.
[17] E. M. L. L. D. Landau, Mechanics, Volume 1 (Elsevier,
1982).
[18] F. Strocchi, An introduction to the mathematical struc-
ture of quantum mechanics: a short course for mathe-
maticians (World Scientific, 2008).
[19] R. Rattazzi, The Path Integral approach to
Quantum Mechanics, https://lptp.epfl.ch/wp-
content/uploads/2018/07/Path-Integral-in-QM.
[20] E. Witten, (2018), arXiv:1805.11965 [hep-th].
[21] It is important to keep in mind that there are many phys-
ically relevant example for which such identification is
not possible. In particular systems which do not satisfy a
time-reversal invariant (as is is the case for instance, for
a charged particle in an external magnetic field, or the-
ories with a non vanishing chemical potential), will be
such that their euclidean action will not be real and the
associated density matrix not readily identifiable with a
probability density. A similar problems occurs in lattice
simulation and goes under the name of sign problem [45].
[22] J. Goodman and J. Weare, Commun. Appl. Math. Com-
put. Sci. 5, 65 (2010).
[23] D. Foreman-Mackey, D. W. Hogg, D. Lang, and J. Good-
man, Publications of the Astronomical Society of the Pa-
cific 125, 306 (2013), arXiv:1202.3665 [astro-ph.IM].
[24] G. P. Lepage, in Strong interactions at low and intermedi-
ate energies. Proceedings, 13th Annual Hampton Univer-
sity Graduate Studies, HUGS’98, Newport News, USA,
May 26-June 12, 1998 (1998) pp. 49–90, arXiv:hep-
lat/0506036 [hep-lat].
[25] H.-W. Lin and S. D. Cohen, in 4th International Work-
shop on Numerical Analysis and Lattice QCD New
Haven, CT, May 1-3, 2007 (2007) arXiv:0709.1902 [hep-
lat].
[26] V. Y. Pan, Z. Q. Chen, and A. Zheng (1998).
[27] G. H. Golub and C. F. Van Loan, Matrix Computations
(3rd Ed.) (Johns Hopkins University Press, Baltimore,
MD, USA, 1996).
[28] Y. Bengio, J.-f. Paiement, P. Vincent, O. Delalleau, N. L.
Roux, and M. Ouimet, in Advances in neural informa-
tion processing systems (2004) pp. 177–184.
[29] K. Cranmer, D. Pappadopulo, and S. Golkar, (2018),
10.6084/m9.figshare.6197069.v1.
[30] D. Pfau, S. Petersen, A. Agarwal, D. Barrett, and
K. Stachenfeld, arXiv e-prints , arXiv:1806.02215 (2018),
arXiv:1806.02215 [cs.LG].
[31] W. Grathwohl, R. T. Q. Chen, J. Bettencourt,
I. Sutskever, and D. K. Duvenaud, CoRR
abs/1810.01367 (2018).
[32] D. P. Kingma and P. Dhariwal, in Advances in Neural
Information Processing Systems (2018) pp. 10215–10224.
[33] E. Hoogeboom, R. van den Berg, and M. Welling, CoRR
abs/1901.11137 (2019), arXiv:1901.11137.
[34] J. Behrmann, D. Duvenaud, and J. Jacobsen, CoRR
abs/1811.00995 (2018), arXiv:1811.00995.
[35] G. Cybenko, Computing in Science Engineering 3, 27
(2001).
[36] M. Mathieu and Y. LeCun, CoRR abs/1404.7195
(2014), arXiv:1404.7195.
[37] E. A. Carlen and J. Maas, Journal of Functional Analysis
273, 1810 (2017).
[38] Y. Chen, T. T. Georgiou, and A. R. Tannenbaum (2017).
[39] Y. Chen, T. T. Georgiou, and A. Tannenbaum, IEEE
Transactions on Automatic Control 63, 2612 (2018).
[40] V. P. Yurov and A. B. Zamolodchikov, Interna-
tional Journal of Modern Physics A 05, 3221 (1990),
https://doi.org/10.1142/S0217751X9000218X.
[41] V. Yurov and A. Zamolodchikov, International
Journal of Modern Physics A 06, 4557 (1991),
https://doi.org/10.1142/S0217751X91002161.
[42] A. J. A. James, R. M. Konik, P. Lecheminant, N. J.
Robinson, and A. M. Tsvelik, Reports on Progress
in Physics 81, 046002 (2018), arXiv:1703.08421 [cond-
mat.str-el].
[43] S. R. White, Physical review letters 69, 2863 (1992).
[44] G. Vidal, Physical review letters 99, 220405 (2007).
[45] C. Gattringer and K. Langfeld, Int. J. Mod. Phys. A31,
1643007 (2016), arXiv:1603.09517 [hep-lat].
