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Abstract
The article by Shoham, Powers, and Grenager called “If multi-agent learning is the answer, what is the question?” does a great
job of laying out the current state of the art and open issues at the intersection of game theory and artificial intelligence (AI).
However, from the AI perspective, the term “multiagent learning” applies more broadly than can be usefully framed in game
theoretic terms. In this larger context, how (and perhaps whether) multiagent learning can be usefully applied in complex domains
is still a large open question.
© 2007 Elsevier B.V. All rights reserved.
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Shoham, Powers, and Grenager set for themselves the worthwhile goal of starting a discussion in the field regarding
the definition, goals, and evaluation criteria of multiagent learning. I agree with them entirely that it is useful to step
back and identify the existing and possible research agendas in the field, to try to classify existing research, to provide a
vocabulary for classifying research to come, and to identify the challenging open questions. They provide an excellent
starting point towards all of these ends. As evidenced by this special issue, their article has already accomplished their
goal.
This response is mainly concerned with the emphasis of their article. Specifically, the authors’ disclaimers notwith-
standing, the article couches the area of MAL as addressable within the formal framework of game theory. In doing
so, the article can be seen as portraying a potentially very broad AI research area in somewhat limited terms. Though
the authors do acknowledge that not all MAL research falls within their specific focus on stochastic games, the ex-
ceptions they cite are still game theoretic in nature (specifically extensive-form games of incomplete and/or imperfect
information).
While there is certainly a great deal of interesting and relevant MAL research that is indeed characterizable within
the language of game theory, much of which is cited in the article, it is important to acknowledge that the tools and
language of game theory only go so far. The authors do include caveats acknowledging this notion to some extent
and are careful not to make any claims of being comprehensive in their survey of relevant research. However, if this
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to work that is not usefully characterizable in game theoretic terms.
What makes a problem not usefully characterizable within game theoretic terms? In principle, every multiagent
encounter can be characterized as a normal form or extensive form game. But in some cases, it is not only that the
“convergence to an equilibrium is not a goal in and of itself”, but that the very formulation of the encounter as a
normal form or extensive form game, if even practical, does little to make progress towards a solution.
To draw an example from my own research, soccer is undoubtedly a multiagent encounter. Both in the real game
and in the Soccer Server system [7] used at RoboCup,1 every player has 10 teammates and 11 opponents, each acting
independently. The decisions faced by the players, such as when and where to kick the ball, or where to move when
not in possession of the ball are continuous in nature, are based on incomplete information, are highly stochastic,
must be made in quick succession (10 times per second), have strong sequential dependencies, and may depend on
the similarly complex and rapid decisions of 21 other teammates and adversaries. Though none of these properties is
individually outside the realm of game theory, in practice, the scale (or complexity as it is called by Shoham et al.)
of the problem is such that there’s not much hope in trying to identify any sort of equilibrium or any other optimal
solution concept for this interaction, at least given current methods. Indeed, considering robot soccer from a game
theoretic perspective would be much like considering it from the perspective of POMDPs. Formally, yes, robot soccer
is a partially observable Markov decision process. But the known algorithms for solving POMDPs fall short of scaling
to such a problem by many orders of magnitude. Such a multiagent learning problem must be approached from a
different perspective.
In that case, from what perspective should these more complex multiagent learning problems be approached?
Indeed, that is the relevant question. There is no single correct multiagent learning algorithm—each problem must be
considered individually. And in many cases, the question is still whether it is possible at all. Multiagent learning is the
question—not the answer.
For example, in my book Layered Learning in Multiagent Systems: A Winning Approach to Robotic Soccer [10],
the principal question addressed (as stated in Chapter 1) is “Can agents learn to become individually skilled and
to work together in the presence of both teammates and adversaries in a real-time, noisy environment with limited
communication?” The book proceeds to answer the question affirmatively, but the learning is fairly limited in scope.
Indeed a main challenge addressed therein, and in any similarly complex problem domain where learning of a com-
plete decision function is not feasible, is which aspects of the problem should be learned, and how they should be
learned. In the book’s case, the agents learn how to pass and where to pass in the presence of specific adversaries, but
without building any explicit model of the effects of their own actions or the likely opponent actions.
That book is just one example of many multiagent learning problems that have been considered using non-
game-theoretic approaches, and arguably that should not be considered game theoretically. A partial list of other
examples includes collaborative multi-robot localization [2], distributed network routing [4], distributed factory opti-
mization [9], in-city driving [8], tracking teams of enemy combatants [13], and bidding in auctions [12].
Bidding in auctions? That domain is often cited as one of the big successes of game theory, with many academics
having advised the FCC on their design of the high-stakes spectrum auctions [1]. However, it can also be seen as a
failure of game theory in the sense that the necessary simplification of the domain has repeatedly caused the deploy-
ment of mechanisms that can, in practice, be exploited by the bidders [14]. Similarly, the authors themselves cite the
Trading Agent Competition (TAC), as a domain where “it is not reasonable to expect that players contemplate the
entire strategy space . . . equilibria don’t play here as great a predictive or prescriptive role”. In some sense, this is an
acknowledgement by the authors that game theory doesn’t answer every question. But then in Section 4.3 they charac-
terize most of multiagent learning results as focusing on self play and games with two agents. And their five agendas
for multiagent learning are all characterized in game theoretic terms (except perhaps the fifth). Such a characterization
risks marginalizing much of the multiagent learning work referenced above.
Perhaps the authors do intend that research situated in complex domains could fall within their taxonomy. Much
of the research in these settings can be characterized in similar terms to those put forth by the authors, such as
learning a model of the game or opponent; learning one’s own utility, etc. And there are indeed examples of successful
abstractions of complex multiagent interactions to game theoretical terms, including in TAC [15]. But in the more
1 An international robot soccer initiative that hosts an annual competition [3,6,11].
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Before closing, I would just like to address a few more minor points in the article.
• In Section 3, the authors state that “in a multiagent setting one cannot separate learning from teaching”. However
it is important to remember that teaching assumes learning—on the part of the other agents. Learning, on the
other hand, can take place without any such assumptions about the learning (or teaching) abilities of the other
agents. For example, Littman and I consider a set of teaching strategies and analyze how they interact with
various learning (but not teaching) strategies [5]. In that work we demonstrate that teaching and learning can
be synergistic, but that having multiple teachers can lead to problems (consider 2 “bully” agents in the game of
Chicken).
• Also in Section 3, the authors state that “there is no a priori reason to expect that machine learning techniques
that have proved successful in AI for single-agent settings will also prove relevant in the multi-agent setting”.
While technically correct, I think this statement is somewhat misleading in that there’s also no a priori reason
that single agent methods can’t apply. They may be more or less effective when assumptions, such as domain
stationarity, are violated; but effective single-agent approaches may still be useful first-cut solutions in multiagent
settings and in some settings may prove effective—for example in combination with teaching agents as suggested
above.
• In Section 5, the authors give examples of learning algorithms being used to compute properties of the game.
Another example that might be added is that Q-learning computes the best response policy to an opponent’s
stationary strategy. Note that this observation ties together the authors’ discussions of model-based (e.g. best
response) and model-free (e.g. Q-learning) approaches in Sections 4.1.1 and 4.1.2.
In summary, multiagent learning is definitely a good tie between game theory and AI: there is much work that falls
in the intersection of these two areas, and the article by Shoham, Powers, and Grenager very effectively characterizes
both its strengths and current limitations. But from an AI perspective, multiagent learning should be considered more
broadly than game theory can address. In this context, how (and perhaps whether) multiagent learning can be usefully
applied in complex domains is still a large open question.
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