Abstract. The complete sets of solutions of the equation 
Introduction
In Pascal's Triangle, composed of the binomial coefficients n k for n = 0, 1, 2, . . . , 0 ≤ k ≤ n, all natural numbers, with the exception of 2, occur at least twice, and many three times or more. Not counting multiple occurrences of trivial type, coming from n 0 = 1, n 1 = n and n k = n n − k , one could formulate the following problem.
Main Problem.
To determine all natural numbers that occur at least twice in Pascal's Triangle as binomial coefficient n k with 2 ≤ k ≤ 1 2 n. As yet this problem is unsolved in its full generality. The only nontrivial solutions known at this time are the following: 
where F n is the nth Fibonacci number, defined by F 0 = 0, F 1 = 1, and F n+1 = F n + F n−1 for n = 1, 2, . . . . This infinite family of solutions is due to D.A. Lind [L] and D.A. Singmaster [Sin] . It is conjectured that there are no other nontrivial solutions, and it is known that there are none with n k ≤ 10 30 or n ≤ 1000, cf.
[dW2].
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For fixed k, (with 2 ≤ k < ) the equation n k = m has been completely solved in three cases only, namely for (k, ) = (2, 3) byÈ.T. Avanesov [A] , for (k, ) = (2, 4) by one of us [dW1] and independently by A. Pintér [P] , and for (k, ) = (3, 4) by a remark of one of us, noting that the equation in this case reduces at once to an equation solved by L.J. Mordell [M1] , see [dW2] .
For a few choices of (k, ) the equation n k = m represents an elliptic curve, or can be transformed into another equation representing an elliptic curve. Note that n k is, for fixed k, a polynomial in n of degree k with rational coefficients. For even k, using the obvious symmetry about n − k−1 2 , it is also a polynomial in (n − k−1 2 ) 2 of degree 1 2 k with rational coefficients. In particular, n 2 is quadratic in n, n 3 is cubic in n, n 4 is quartic in n, and also quadratic in (n − 3 2 ) 2 , n 6 is cubic in (n −
2 ) 2 , n 8 is quartic in (n −
2 ) 2 .
Now, let f q , g q ∈ Z[x] be polynomials of degree q. Then the equations
generically represent elliptic curves. Equations of the first two types y 2 = f q (x) for q = 3, 4 can be reduced to a number of Thue equations, cf. L.J. Mordell [M1] , and for Thue equations general solution methods exist, based on estimations for linear forms in logarithms of algebraic numbers, cf. N. Tzanakis and B.M.M. de Weger [TW] . Such methods were used in [dW1] and [P] cited above, for solving n 2 = m 4 . An alternative, though often less practical approach is provided by Yu. Bilu and G. Hanrot [BH] . For the case f 3 (y) = g 3 (x) however we do not know of any practical method that works in general. Only some very special types can be solved, such as superelliptic equations (where f 3 (y) = y 3 , see [BH] ). In theory an upper bound for the absolute values of the coordinates of an integral point on any model g(x, y) = 0 for an elliptic curve is explicitly known (cf. [BC] ), but the known upper bounds are so large as to render the corresponding search range completely unworkable.
Only recently techniques have been developed involving estimations of linear forms in elliptic logarithms for the solution of elliptic diophantine equations. We felt that most likely this method should also work quite efficiently for the binomial equations at hand. Success should be almost guaranteed for any reasonable equation of type y 2 = f q (x) for q = 3, 4, as the elliptic logarithm method, developed independently by R.J. Stroeker and N. Tzanakis [ST1] , by J. Gebel, A. Pethő and H.G. Zimmer [GPZ] , and by N.P. Smart [Sm] for q = 3, and by N. Tzanakis [T] for q = 4, is quite generally applicable.
For the case f 3 (y) = g 3 (x), which also represents an elliptic curve, a similar method should be applicable, but such a method is not to be found yet in the literature. As it turned out, the main ideas of [ST1] and [T] carried through to this case too, without significant changes. This points at the probable existence of an efficient method for solving any reasonable equation of type f 3 (y) = g 3 (x), and even of the more general type f 3 (x, y) = 0, where f ∈ Z(x, y) has degree 3 and is not
We now turn to the above mentioned eight cases, which we shall call elliptic binomial equations. Inspired by the above remarks, we introduce changes of variables as given in Table 1 . Notice that the new variables (X, Y or U, V ) are integral valued.
These transformations are chosen such that the resulting equations have a convenient form. For the cases of type f 2 (Y ) = g 3 (X) this means that a global minimal Weierstrass equation over Z is obtained; for the cases of type f 2 (V ) = g 4 (U) this means that f 2 (V ) = V 2 , the constant term in g 4 (U ) is a square, and the coefficients are integers as small as possible; and for the case f 3 (U ) = g 3 (V ) the coefficients of both polynomials are again integers, as small as possible.
It now will be clear that Theorems A23 to A48 are consequences of the following results.
Theorem B23. The complete set of solutions in rational integers X, Y of the equation
is given in Table T23 . Table T23 . The solutions to (W23) and to n 2 = m 3 Theorem B24. The complete set of solutions in rational integers U, V of the equation
is given in Table T24 . Table T24 . The solutions to (Q24) and to n 2 = m 4 
is given in Table T26 . Theorem B28. The complete set of solutions in rational integers U, V of the equation
is given in Table T28 .
Theorem B34 (Mordell) . The complete set of solutions in rational integers X, Y of the equation
is given in Table T34 . Theorem B36. The complete set of solutions in rational integers U, V of the equation
is given in Table T36 . 
is given in Table T46 .
Theorem B48. The complete set of solutions in rational integers U, V of the equation is given in Table T48 .
Remarks. Theorem B23 is a bit more general than the result of Avanesov [A] , and our proof is rather different. Theorem B24 is merely a restatement of the main result of [dW1] and [P] . Again the proof we give below is of a different nature.
Theorem B34 is the main result of [M1] . See also J.H. Silverman [Sil1, Exercise 9.13, p. 275] for a different proof, and see [dW2] . The proof we give below is new.
The meaning of the parameters m 1 , . . . , m r , m T , given in the Tables T23 to T48 , will be made clear in the next sections.
The cases "quadratic = cubic"
In this section we shall prove the Theorems B23, B26, B34 and B46, and thus also Theorems A23, A26, A34 and A46. We start by giving in Table 2 some data on the elliptic curves defined by (W23), (W26), (W34) and (W46), namely the minimal discriminant ∆, the j-invariant j, and the torsion group. These data are easy to compute, e.g. with Apecs.
Further we need the rank r, and a basis P 1 , . . . , P r for the free part of the Mordell-Weil group. This is more difficult, but can be done. We have the following result. Proposition 1. The elliptic curves (W23), (W26), (W34) and (W46) have ranks r and bases P 1 , . . . , P r for the free parts of their Mordell-Weil groups as in Table  3 .
Proof of Proposition 1. We used J.E. Cremona's program mwrank (dated 21 February 1997, see [Cr] ) on a Sun Sparcstation 4 to compute (unconditionally) the ranks and the Mordell-Weil groups of the four curves. During execution no unusual events occurred.
Briefly, what the program does is this. First a 2-descent is carried out in order to determine a basis for the quotient group E(Q)/2E(Q). What might go wrongbut it didn't in these four cases -is that one of the relevant homogeneous spaces to Table 2 . Data of elliptic curves be searched for rational points happens to be locally solvable at all primes, without any actual rational point being detected. A successful 2-descent should determine the rank of the curve. Next, an infinite descent has to be done. The purpose of this is to obtain a basis for E(Q), given a basis for E(Q)/mE(Q) for some m ≥ 2. Here always m = 2. To this end usually Zagier's theorem [Sik, Theorem 1.1] is used: if the set
S(B) := {P ∈ E(Q) |ĥ(P ) ≤ B} contains a complete set of coset representatives for mE(Q) in E(Q), then S(B) generates E(Q).
Hereĥ is the Néron-Tate height function. For the successful application of Zagier's theorem it is important that B is not too large. The relevant B-values for our curves are rather small, see Table 4 . Finally, the inequality 1 2
where Hdif is Siksek's [Sik] or Silverman's [Sil2] bound, whichever proves to be smaller, gives an upper bound h(P ) ≤ 2B + 2Hdif =: H for the naive height h(P ) for all P ∈ S(B). These bounds, given in Table 4 , are not too large, so that a direct search does not cause any problems. We also give runtimes on a Sun Sparcstation 4 in Table 4 .
Note that Cremona and Siksek use a canonical height functionĥ which is twice the height function used in [ST1] . Also Apecs uses the latter. Here we shall adopt the convention of [ST1] .
Further we remark that by a unimodular transformation we arranged the bases such that the least eigenvalue of the Néron-Tate height pairing matrix, called c 1 below, is as large as possible, see [ST2] . This is of importance for an optimal result of the reduction procedure described below.
To prove Theorems B23, B26, B34 and B46, we use the method of linear forms in elliptic logarithms. We closely follow Stroeker and Tzanakis [ST1] , from which paper we also adopt the notation. The proofs are very much a routine matter, taking only a few seconds of runtime on a personal computer. For an integral point we write P = m 1 P 1 + . . . + m r P r , where P 1 , . . . , P r is the basis from Table 3 . We write M = max 1≤i≤r |m i |. We omit most of the details of the method, as we do not want to repeat the material of the paper [ST1] . Let us just say that the linear form in elliptic logarithms has the shape
where u i = ωφ (P i ) are the elliptic logarithms. Here m 0 ∈ Z is taken such that all φ-values are in [0, 1). It follows that max{M, |m 0 |} ≤ rM .
On the one hand we have an upper bound for this linear form:
where the constants are defined in [ST1] ; their values and other particulars of our equations are given in Table 5 . For the calculation of c 3 the Siksek bound [Sik] was used.
On the other hand the main result by David [D] on linear forms in elliptic logarithms plays an essential rôle, as it provides a lower bound for the linear form:
Together with (2) this yields an absolute upper bound M 0 for M . The calculations for Table 5 were performed with Apecs 4.2, and required negligible runtime. To reduce the large upper bound M 0 , we apply lattice base reduction to the lattice spanned by the columns of the matrix
where C is a large constant, of the size of M where λ thus is a good approximation to CL(P ), viz.
We applied Zagier's algorithm for computing the values of φ (P i ) to the desired precision (of somewhat more than (r + 1) log 10 M 0 decimal digits). For each of the four lattices we computed a reduced basis by the LLL-algorithm. These computations were done by Pari 1.39.
From the reduced basis we find a lower bound d for the length of the shortest nonzero lattice vector. We may assume that d is large enough. If it isn't, then we have to try a larger value of C. We find that either m 1 = . . . = m r = 0, or
, and thus
Together with inequality (2) this yields a reduced upper bound M 1 for M , namely
Iterating the procedure, we reduced M 1 further to M 2 and finally to M 3 . In Table  6 we list the values for C that we chose, the values for d that follow from the application of the LLL-algorithm, and the reduced upper bounds
We checked all points P corresponding to r-tuples (m 1 , . . . , m r ) with M ≤ M 3 for being solutions to inequality (2). The solutions thus found we checked for integrality of the coordinates X, Y of P . These computations we again did in Apecs. This produced the results mentioned above, and thus completes our proof. Finally we give in Table 7 the runtimes on a Pentium 75Mhz personal computer.
3. The cases "quadratic = quartic"
In this section we prove Theorems B24, B28 and B48, and thus also Theorems A24, A28 and A48. We use the method of linear forms in elliptic logarithms. We follow Tzanakis [T] , but at certain points use slight variations in the arguments. The proofs are to some extent a routine matter, but now things are essentially more complicated than in the previous section. We start by giving some information on the elliptic curves represented by the equations (Q24), (Q28) and (Q48).
The birational transformations
relate equation (Q24) and the minimal model
relate equation (Q28) and the minimal model The birational transformations
relate equation (Q48) and the minimal model
In Table 8 some data on these elliptic curves are given, namely the minimal discriminant ∆, the j-invariant j, and the torsion group. In the case of nontrivial torsion generators of the torsion group are given.
Further we need the rank r, and a basis P 1 , . . . , P r for the free part of the Mordell-Weil group. We have the following result. In the sequel coordinates of points on the elliptic curves are given for the minimal models (W24), (W28) and (W48), unless explicitly stated otherwise.
Proposition 2. The elliptic curves (W24), (W28) and (W48) have ranks r and bases P 1 , . . . , P r for the free parts of their Mordell-Weil groups as in Table 9 .
Proof of Proposition 2. Again we use Cremona's mwrank. No difficulties were encountered with (W24). But with (W28) and (W48) mwrank ran into trouble, as the upper bounds H the program computed for these curves turned out to be too large. Table 10 gives the relevant values found by mwrank, where the runtimes on a Sun Sparcstation 4 for (W28) and (W48) reflect the time it took mrank (without 'w') to compute a set of
representatives for E(Q)/2E(Q).
Starting from here, we calculated by hand improved sets of representatives resulting in much better values for B. The bounds H on the logarithmic height so obtained appear to be small enough for Cremona's findinf to run successfully. This is true for (W48), but in the case of (W28) findinf produces erroneous results like points not on the curve, or it overlooks existing relations between points. John Cremona told us that these errors are most likely due to roundoff. We give the improved values for B and H in Table 11 . Here the runtime given in the case of (W28) is the expected total runtime for a hypothetically completely succesful run of the program findinf, estimated from the amount of work it had completed when it ran into serious trouble.
In the case of (W28) we use the sieving technique described in [Sik, section 4.1]. As a result of the 2-descent, we know that the points P i (i = 1, . . . , 5) of Table 9 generate a subgroup of odd index m in E(Q).
First we have to find an upper bound for m. This we do by [Sik, Theorem 3 .1]. To compute λ such thatĥ(Q) ≤ λ has no solutions Q ∈ E(Q) other than the point at infinity, we try to show that there are no such points withĥ(Q) <ĥ (P 3 so that m ≤ 3. Note that Siksek uses twice our height. Now we start the sieving, to show that m = 3. Let
As m = 3 implies the existence of a nonzero element of V 3 , we intend to show that V 3 = {(0, 0, 0, 0, 0)}. Let v be a prime of good reduction, such that #E (F v ) is divisible by 3, but not by 9. Put = 1 3 #E (F v ). Then the group E(F v ) has order 3. Compute a generator G of this group, and compute m 1 , . . . , m 5 ∈ {−1, 0, 1} such that As G generates a group of order 3 in E(F v ), we find that
which constitutes a relation on the a i . We do the above computation for a number of primes v, to find as many independent relations as needed or as possible. It turned out that seven primes, starting from the smallest, is a sufficient number in our situation to find 5 independent relations, thus proving that V 3 = {(0, 0, 0, 0, 0)}. In Table 12 we give the primes v, and for each prime the number , the generator G, and the relation m 1 , . . . , m 5 . Note that the 7 × 5 matrix of the m i , defined (mod 3), has rank 5 indeed.
Again note that each Mordell-Weil basis given is optimal for the least eigenvalue of the Néron-Tate height pairing matrix.
We note that there is some symmetry, namely the irrelevance of the sign of V , that we now describe. We take the point Q as follows:
If a point P on the curve has coordinates U (P ), V (P ) on the quartic model, then we have
As ∆ > 0, the Weierstrass curve E(R) has a compact component and an infinite component. We denote the infinite component by E 0 (R). Since Q is on the compact component, it follows that of the two points P, −P + Q always one is on E 0 (R).
Thus from now on we may assume without loss of generality that our point P is on the infinite component. In the case of (W24) this implies that P is in the free part of the Mordell-Weil group, i.e. that we can forget about the torsion point. In the case of equation (W24) there is yet another symmetry:
(note that Q + T is in the free part of the Mordell-Weil group). It follows that in this case we may as well assume without loss of generality that U ≥ 0.
In Table 14 (later) we give the relevant constants from [T] . For all three of our elliptic curves we have that x 0 > e 1 , so that U > U 0 implies that the point P is on E 0 (R). The group E 0 (Q) of rational points on this infinite component is a subgroup of E(Q) of index 2. Clearly all that we need is a basis R 1 , . . . , R r for this smaller group only. It's easy to show that we can take this basis as in Table 13 . Note that we took these bases such that an optimal least eigenvalue of the Néron-Tate height pairing matrix is obtained.
For the rational point P we now put
For the solutions we give in Tables T24, T28 and T48 the corresponding values of m 1 , . . . m r , also for the points not on the infinite component E 0 (R). In the case of (Q24) we have
, and m T = 1 if P is in the compact component. But as argued above we may assume that P is on E 0 (R), i.e. m T = 0. Note that
In any case we put M = max{|m 1 |, . . . , |m r |}, and we have
where we take m 0 ∈ Z such that 0 ≤ φ(P ) < 1. It follows that |m 0 | ≤ rM . An interesting point to notice about (Q24) is that P 0 is not independent of R 1 and R 2 . Indeed, we have 2P 0 = −R 1 + R 2 . In terms of φ we have
It follows that we do not have to count with P 0 anymore, when we multiply the linear form by 2 and adapt m i . Equally interesting is the fact that in both cases (Q28) and (Q48) a similar relation (over Q) does not exist, or so it seems, at least not with very small coefficients.
We put u i = ωφ(R i ) for i = 1, . . . , r, and u 0 = ωφ(P 0 ). Our linear form in elliptic logarithms then is
for which we have the inequality
On the other hand, in the cases of (Q28) and (Q48), David [D] gives
But in the case of (Q24) we use
instead of L(P ) itself, as it has one term less. Then, based on r = 2 and the inequality max{|2m 0 + 1|, |2m 1 − 1|, |2m 2 + 1|} ≤ 4M + 1, David [D] gives
Whatever the case may be, together with (3) this yields an absolute upper bound M 0 for M . In Table 14 we take A 0 corresponding to ω, and A 0 corresponding to u 0 . To compute A 0 we had to estimate the Néron-Tate height of the non-rational point P 0 . We usedĥ(P) ≤ c 11 + 1 2 h(X 1 (P )), where h(X) is the absolute logarithmic Weil height for the algebraic number X. For computing c 11 we always used the minimal model. Note that D ≤ 2, since the coordinates of P 0 are quadratic.
The reduction in the case of (Q24) goes just as in the previous section, based on inequality (3), but working with 2L(P ). We take
and we look at the lattice point
where λ thus is a good approximation to 2CL(P ), viz.
As in the previous section we obtain by (3) a reduced upper bound M 1 for M , namely
In Table 15 we give the data for this reduction. In the cases (Q28) and (Q48) the reduction procedure is slightly different, because now the linear forms in elliptic logarithms are inhomogeneous. We take the lattice as usual, spanned by the columns of
, and look at the point Table 14 . Relevant constants from [T] curve (Q24) (Q28) (Q48) (a, b, c, (3, 6, −3, (35, −350, 945, (105, 210, −945, d, e) −6, 3) −630, 105) −1890, 105) (a1, a2, a3, (−2, −4, 36, (−6, 936, −73500, (−18, −1026, 44100, a4, −108, −1543500, −4630500, a6) 432) −1444716000) 4750893000) (A, B) (−147, 610) (−1620675, (−5325075, 385103250) 3590952750) (X1, Y1) (x, y) ( x, y) ( (P ) . To be precise, we have With this taken into account, noting that the LLL-algorithm also provides a lower bound for this type of d, and using inequality (3), we get a reduced upper bound M 1 for M , namely
We have reduction data as in Table 15 . Again it is straightforward to find all solutions below the reduced bounds (although in the rank 5 case this takes some runtime). This completes the proof.
Finally we give in Table 16 the runtimes on a Pentium 75Mhz personal computer.
The case "cubic = cubic"
In this section we prove Theorem B36, and thus also Theorem A36. In order to do this we develop a variant of the elliptic logarithms method. See also [SW] , where we hope to describe the method for solving any equation of type
that represents an elliptic curve. However, here we concentrate on the equation (C36) only, as a first example to gain experience with the method. The birational transformations
relate equation (C36) and the minimal model
See [N] and [Co, Section 1.4] for an algorithm to compute these transformations.
In Table 17 some data on this elliptic curves are given, namely the minimal discriminant ∆, the j-invariant j, and the torsion group.
Further we need the rank r, and a basis P 1 , . . . , P r for the free part of the Mordell-Weil group. We have the following result. Proposition 3. The elliptic curve (W36) has rank r and basis P 1 , . . . , P r for the free part of its Mordell-Weil group as in Table 18 .
Proof of Proposition 3. Again we use Cremona's mwrank. No difficulties were encountered. We give the constants B and H as well as the runtimes on a Sun Sparcstation 4 in Table 19 .
Again note that the basis given is optimal for the least eigenvalue of the Néron-Tate height pairing matrix.
We consider a point
on the curve, with integral coordinates U, V on (C36). We put
As dV 3U 2 − 1 and dX Y are two differential forms on the same elliptic curve, there should be a rational relationship. Indeed, a bit of calculation (see the birational transformations (4)) shows that
2 on (C36) with V ≥ 4, we see that U is a strictly increasing function of V , and likewise for V ≤ −1. See Figure 1 .
For each point (U, V ) ∈ R 2 on (C36) with V ≤ −1 or V ≥ 4 there is a unique point (X, Y ) ∈ R 2 on (W36) with Y ≥ 0, given by (4). For a point P on the curve we use (U, V ) = (U(P ), V (P )) and (X, Y ) = (X(P ), Y (P )) to denote coordinates on both models. Let For V ≥ 4 we have by (5) that
where
, a cubic field, and X 0 = X(Q 0 ).
Likewise, for V ≤ −1 we have by (5) that
with X 0 as above. Note that αU − V + 
and in the case V ≤ −1 we have
where c = 45·16 64α−45 = 6.38085 . . . .
Now consider equation (W36). We have
and note that X ∈ Q. Further, 
where ω is the fundamental real period. Similarly, in the case V ≤ −1 by (7) we have It is noteworthy that the above formula is the only point in this proof where we use the fact that U, V are integral. From Silverman [Sil2] we havê
and moreoverĥ
Putting everything together, we obtain from (12), (13), (14) and (15) Now we apply David's result [D] , and obtain |L(P )| > exp (−c 4 (log(4M ) + c 5 )(log log(4M ) + c 6 ) 7 ).
Together with (16) this yields an absolute upper bound M 0 for M . We have the data as in Table 20 . Note that we used that |m 0 | ≤ 4M. The reduction procedure runs just as in the previous section for the cases of (Q28) and (Q48), since the linear form also is inhomogeneous in this case. Thus the lattice is spanned by the columns of We have reduction data as in Table 21 . Again it is straightforward to find all solutions below the reduced bound. This completes the proof.
Finally we give in Table 22 the runtimes on a Pentium 75Mhz personal computer.
