The potential energy of biased random walks on trees by Hu, Yueyun & Shi, Zhan
The potential energy of biased random walks on trees
Yueyun Hu, Zhan Shi
To cite this version:
Yueyun Hu, Zhan Shi. The potential energy of biased random walks on trees. 43 pages. 2014.
<hal-00962241v3>
HAL Id: hal-00962241
https://hal.archives-ouvertes.fr/hal-00962241v3
Submitted on 12 Apr 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
The potential energy of biased random walks on trees
by
Yueyun Hu1 and Zhan Shi2
Universite´ Paris XIII & Universite´ Paris VI
Summary. Biased random walks on supercritical Galton–Watson trees
are introduced and studied in depth by Lyons [27] and Lyons, Pemantle
and Peres [33]. We investigate the slow regime, in which case the walks
are known to possess an exotic maximal displacement of order (log n)3
in the first n steps. Our main result is another — and in some sense
even more — exotic property of biased walks: the maximal potential
energy of the biased walks is of order (log n)2. More precisely, we prove
that, upon the system’s non-extinction, the ratio between the maximal
potential energy and (log n)2 converges almost surely to 12 , when n goes
to infinity.
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1 Introduction
Let T be a supercritical Galton–Watson tree rooted at ∅. Let ω := (ω(x), x ∈ T) be
a sequence of vectors: for each x ∈ T, ω(x) := (ω(x, y), y ∈ T) is such that ω(x, y) ≥ 0
(∀y ∈ T) and that
∑
y∈T ω(x, y) = 1.
Partly supported by ANR project MEMEMO2 (2010-BLAN-0125).
1LAGA, Universite´ Paris XIII, 99 avenue J-B Cle´ment, F-93430 Villetaneuse, France, yueyun@math.univ-paris13.fr
2LPMA, Universite´ Paris VI, 4 place Jussieu, F-75252 Paris Cedex 05, France, zhan.shi@upmc.fr
1
Given ω, we define a random walk (Xn, n ≥ 0) on T, started at X0 = ∅, with
transition probabilities given by
Pω{Xn+1 = y |Xn = x} = ω(x, y).
We assume that for each pair of vertices x and y, ω(x, y) > 0 if and only if y ∼ x, i.e., y
is either a child, or the parent, of x; in particular, the walk is nearest-neighbour.
We are going to study a slow regime of the random walk (Xn, n ≥ 0). In order to
observe such a slow regime, the transition probabilities ω(x, y) are random; i.e., given
a realisation of ω, we run a (conditional) Markov chain (Xn). So (Xn) is a randomly
biased walk on the Galton–Watson tree T, and can also be considered as a random walk
in random environment.
We use P to denote the law of the environment ω, and P := P ⊗ Pω the annealed
probability measure.
Randomly biased walks on trees have a large literature. The model is introduced by
Lyons and Pemantle [30], extending the previous model of deterministically biased walks
studied in Lyons [27]-[28]. In [30], a general recurrence vs. transience criterion is obtained;
for walks on Galton–Watson trees, the question is later also studied by Menshikov and
Petritis [36] and Faraud [21]. Ben Arous and Hammond [11] prove that in some sense,
randomly biased walks on T are more regular than deterministically biased walks on T,
preventing some “cyclic phenomena” from happening. Often motivated by results and
questions in Lyons, Pemantle and Peres [32] and [33], the transient case has received
much research attention recently ([1], [2], [4], [9], [12]). The recurrent case has also been
studied in recent papers of [7], [8], [21], [22], [23] and [24]. For a more general account of
study on biased walks on trees, we refer to the forthcoming book of Lyons and Peres [34],
as well as Saint-Flour lectures notes of [39] and [40].
Although it is not necessary, we add a special vertex,
←
∅, which is the parent of ∅; this
simplifies our representation. The values of the transition probabilities at a finite number
of vertices bringing no change to results of the paper, we can modify the value of ω(∅, •),
the transition probability at ∅, in such a way that (ω(x, y), y ∼ x), for x ∈ T, are an
i.i.d. family of random variables.
A crucial notion in the study of the behaviour of the random walk (Xn) is the poten-
tial on T, which we define by V (
←
∅) := 0, V (∅) := 0 and
(1.1) V (x) := −
∑
y∈ ]]∅, x]]
log
ω(
←
y , y)
ω(
←
y ,
⇐
y )
, x ∈ T\{∅},
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where
⇐
y is the parent of
←
y , and ]]∅, x]] := [[∅, x]]\{∅}, with [[∅, x]] denoting the set of
vertices on the unique shortest path connecting ∅ to x.
Since (ω(x, y), y ∼ x), for x ∈ T, are i.i.d., the potential process (V (x), x ∈ T) is a
branching random walk, in the usual sense of Biggins [13], for example.
Throughout the paper, we assume
(1.2) E
( ∑
x: |x|=1
e−V (x)
)
= 1, E
( ∑
x: |x|=1
V (x)e−V (x)
)
= 0.
We also assume the existence of δ > 0 such that
(1.3) E
( ∑
x: |x|=1
e−(1+δ)V (x)
)
+ E
( ∑
x: |x|=1
eδV (x)
)
+ E
[( ∑
x: |x|=1
1
)1+δ ]
<∞.
A general result of Lyons and Pemantle [30], applied to our special setting of the
Galton–Watson tree, implies that under (1.2), the random walk (Xn) is almost surely
recurrent. This is proved in [30] under an additional condition on the exchangeability
of (V (x), |x| = 1); the condition is removed in Faraud [21]. See also Menshikov and
Petritis [36] for another proof, using Mandelbrot’s multiplicative cascades, modulo some
additional assumptions. In the language of branching random walks, (1.2) refers to the
“boundary case” in the sense of Biggins and Kyprianou [14]. In the boundary case, the
biased walk (Xn) has a slow movement: under (1.2) and (1.3) and upon the system’s
survival, it is first proved in [24] (under some additional conditions) that max0≤i≤n |Xi| is
of order of (logn)3, and is later improved in [22] in the form of almost sure convergence:
on the system’s non-extinction,
(1.4) lim
n→∞
1
(logn)3
max
0≤i≤n
|Xi| =
8
3π2σ2
, P-a.s.,
where
(1.5) σ2 := E
(∑
|x|=1
V (x)2e−V (x)
)
∈ (0, ∞).
In dimension 1 (which corresponds heuristically to the case that every vertex has
one child), a well known result of Sinai [41] tells that Xn
(log n)2
converges weakly to a non-
degenerate limit; so (1.4) can be considered as a kind of companion of Sinai’s theorem for
the Galton–Watson tree.
In this paper, we are interested in the maximal potential energy,
max
0≤k≤n
V (Xk) ,
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of the random walk (Xi) in the first n steps. In the literature, results on the maximal
energy of random walks in random environment or related models are obtained in the
one-dimensional case by Monthus and Le Doussal [38], and for the Metropolis algorithm
by Aldous [6], and recently by Maillard and Zeitouni [35].
For one-dimensional random walks in random environment, it is known (Sinai [41],
Brox [17], Zeitouni [42]) that in n steps, the maximal potential energy is bounded by
(1 + o(1)) logn (for n → ∞); more precisely, the ratio between the maximal potential
energy and logn converges to a non-degenerate random variable taking values in [0, 1].
For the tree-valued random walk (Xi), its restriction to each branch of T being a one-
dimensional walk in random environment, the maximal potential energy along a given
branch is thus bounded by (1 + o(1)) logn, for n→∞.
Let us present the main result of the paper.
Theorem 1.1 Assume (1.2) and (1.3). We have, on the set of non-extinction,
lim
n→∞
1
(logn)2
max
0≤k≤n
V (Xk) =
1
2
, P-a.s.
Even though it is more natural to study the maximal potential energy (Aldous [6])
instead of the potential energy itself, we may wonder how V (Xn) behaves as n→∞. We
believe that V (Xn) would be much smaller than max0≤k≤n V (Xk):
Conjecture 1.2 Assume (1.2) and (1.3). Under P, on the set of non-extinction, V (Xn)
logn
converges weakly to a limit law which is (finite and strictly) positive.
In the one-dimensional recurrent case, it is proved by Monthus and Le Doussal [38]
that log n is the common order of magnitude for both V (Xn) and max0≤k≤n V (Xk).
The rest of the paper is as follows. Section 3 recalls some known techniques of branch-
ing random walks which are going to be used in the proof of the theorem. The section is
preceded by a brief Section 2, where we outline the main ideas in the proof of Theorem
1.1. It turns out that the proof relies essentially on a quenched tail estimate of excursion
heights of biased walks. This tail estimate, stated in (2.8), is proved in Section 4 by means
of a second moment argument. The second moment argument being rather involving, we
present it by means of two lemmas (Lemmas 4.1 and 4.2), serving as the key step in the
proof of the upper and lower bounds, respectively, in (2.8). Lemma 4.2 is quite technical;
its proof is the heart of the paper.
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Throughout the paper, we write f(r) ∼ g(r), r →∞, to denote limr→∞
f(r)
g(r)
= 1, and
f(r) = o(1), r → ∞, to denote limr→∞ f(r) = 0. For any pair of vertices x and y in T,
we write x < y (or y > x) to say that y is a descendant of x, and x ≤ y (or y ≥ x) to say
that y is either a descendant of x or is x itself.
2 Proof of Theorem 1.1: an outline
We assume (1.2) and (1.3), and briefly describe the proof of Theorem 1.1. Let ̺0 := 0
and let
(2.1) ̺n := inf{i > ̺n−1 : Xi =
←
∅}, n ≥ 1.
In words, ̺n denotes the n-th hits to
←
∅ by the walk (Xi). It turns out that ̺n = n
1+o(1)
P-a.s. for n→∞:
Lemma 2.1 Assume (1.2) and (1.3). On the set of non-extinction,
lim
n→∞
log ̺n
logn
= 1 , P-a.s.
The lemma is (implicitly) in [24] or [7]. We present the proof at the end of this section,
for the sake of completeness, and also to justify the passage from hitting times at ∅ to
hitting times at
←
∅.
In view of Lemma 2.1, Theorem 1.1 is equivalent to the following estimate: for P-
almost all ω in the set of non-extinction,
(2.2)
1
(logn)2
max
0≤k≤̺n
V (Xk)→
1
2
, Pω-a.s.
At this stage, we recall an elementary result:
Fact 2.2 Let α > 0. Let (ξn)n≥1 be a sequence of i.i.d. real-valued random variables such
that P(ξ1 ≥ u) = exp[−(α + o(1))u], u→∞. Then
lim
n→∞
1
log n
max
1≤k≤n
ξk =
1
α
, P-a.s.
Let us go back to (2.2). For fixed ω, max0≤k≤̺n V (Xk) is the maximum of n inde-
pendent copies of max0≤k≤̺1 V (Xk); so applying Fact 2.2 to ξ := [max0≤k≤̺1 V (Xk)]
1/2
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(on the set of non-extinction) and α := 21/2, we see that the proof of (2.2) is reduced to
verifying the following: for P-almost all ω in the set of non-extinction,
(2.3) Pω
(
max
0≤k≤̺1
V (Xk) ≥ r
)
= exp
(
− (1 + o(1)) (2r)1/2
)
, r →∞.
For any r > 0, let us consider the following subset of the genealogical tree:
(2.4) Hr := {x ∈ T : V (x) ≥ r, V (
←
x) < r},
where
←
x denotes as before the parent of x, and for any vertex y ∈ T,
(2.5) V (y) := max
z∈[[∅, y]]
V (z),
which is the maximal value of the potential V (·) along the path [[∅, y]].
By definition, {max0≤k≤̺1 V (Xk) ≥ r} = {THr < T←∅}, where
THr := inf{i ≥ 0 : Xi ∈ Hr},(2.6)
T←
∅
:= inf{i ≥ 0 : Xi =
←
∅} = ̺1.(2.7)
In words, THr is the first hitting time of the set Hr by the biased walk (Xi). We mention
that Hr depends only on the environment, whereas THr involves also the behaviour of
the biased walk.
So (2.3) is equivalent to the following: P-almost surely on the set of non-extinction,
(2.8) Pω(THr < T←∅) = exp
(
− (1 + o(1)) (2r)1/2
)
, r →∞.
It is (2.8) we are going to prove, in Section 4.
Let us close this section with the proof of Lemma 2.1.
Proof of Lemma 2.1. For any j ≥ 1, we have
Pω
{
max
0≤i≤̺1
|Xi| ≥ j
}
=
∞∑
k=1
Pω
{
max
0≤i≤̺1
|Xi| ≥ j,
̺1∑
i=1
1{Xi=∅} = k
}
.
Observe that
Pω
{ ̺1∑
i=1
1{Xi=∅} = k
}
= [1− ω(∅,
←
∅)]k ω(∅,
←
∅) ,
and that
Pω
{
max
0≤i≤̺1
|Xi| ≥ j
∣∣∣ ̺1∑
i=1
1{Xi=∅} = k
}
= 1−
(
1− Pω
{
max
0≤i≤̺∅
|Xi| ≥ j
∣∣∣ |X1| = 1})k
= 1−
(
1−
Pω{max0≤i≤̺∅ |Xi| ≥ j}
1− ω(∅,
←
∅)
)k
,
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where ̺∅ := inf{i ≥ 1 : Xi = ∅}. Thus
Pω
{
max
0≤i≤̺1
|Xi| ≥ j
}
=
∞∑
k=1
(
Pω{ max
0≤i≤̺∅
|Xi| ≥ j}
)k
ω(∅,
←
∅)
=
Pω{max0≤i≤̺∅ |Xi| ≥ j}
ω(∅,
←
∅) + Pω{max0≤i≤̺∅ |Xi| ≥ j}
≤
Pω{max0≤i≤̺∅ |Xi| ≥ j}
ω(∅,
←
∅)
.
So for any n ≥ 1,
Pω
{
max
0≤i≤̺n
|Xi| ≥ j
}
= 1−
[
1− Pω
{
max
0≤i≤̺1
|Xi| ≥ j
}]n
≤ 1−
[
1−
Pω{max0≤i≤̺∅ |Xi| ≥ j}
ω(∅,
←
∅)
]n
.
By [22], 1
j1/3
logPω{max0≤i≤̺∅ |Xi| ≥ j} → −(
3π2σ2
8
)1/3 (for j → ∞) P-almost surely
on the set of non-extinction. Taking j := ⌈(1 + ε)3 8
3π2σ2
(logn)3 ⌉ with ε > 0, we im-
mediately see that P-a.s. on the set of non-extinction,
∑
ℓ Pω{max0≤i≤̺nℓ |Xi| ≥ (1 +
ε)3 8
3π2σ2
(log nℓ)
3} < ∞ if we take the subsequence nℓ := ⌊ℓ
2/ε⌋, ℓ ≥ 1. By the Borel–
Cantelli lemma, this yields that P-almost surely, on the set of non-extinction and for all
sufficiently large ℓ,
max
0≤i≤̺nℓ
|Xi| < (1 + ε)
3 8
3π2σ2
(log nℓ)
3 ,
which, in turn, implies that for n ∈ [nℓ−1, nℓ],
max
0≤i≤̺n
|Xi| < (1 + ε)
3 8
3π2σ2
(lognℓ)
3 ≤ (1 + 2ε)3
8
3π2σ2
(logn)3 .
Therefore, on the set of non-extinction,
lim sup
n→∞
1
(logn)3
max
0≤i≤̺n
|Xi| ≤
8
3π2σ2
, P-a.s.
On the other hand, since ̺n → ∞ P-a.s., it follows from (1.4) that on the set of
non-extinction,
lim inf
n→∞
1
(log ̺n)3
max
0≤i≤̺n
|Xi| ≥
8
3π2σ2
, P-a.s.
Combining the last two displayed formulas yields lim supn→∞
log ̺n
logn
≤ 1 P-a.s. on the set
of non-extinction. This is the desired upper bound in Lemma 2.1. The lower bound is
trivial since ̺n ≥ 2n− 1, ∀n ≥ 1. 
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3 Preliminaries: spinal decompositions
We recall a useful consequence of the spinal decomposition for branching random walks.
The idea of the spinal decomposition, of which we find roots in [25] and [15], has been
developed in the literature independently by various groups of researchers in different
contexts and forms. We use here the formulation of Lyons, Pemantle and Peres [31] and
Lyons [29], based on a change-of-probabilities technique on the space of trees. We only
give a brief description, referring to [31] and [29] for more details.
Throughout this section, we assume E(
∑
|x|=1 e
−V (x)) = 1, which is guaranteed by
(1.2). Let
Wn :=
∑
x: |x|=n
e−V (x), n ≥ 0,
which is an (Fn)-martingale, where Fn denotes the σ-field generated by the branching
random walk (V (x)) in the first n generations. Kolmogorov’s extension theorem ensures
the existence of a probability measure Q on F∞, the σ-field generated by the entire
branching random walk, such that for any n and any A ∈ Fn,
(3.1) Q(A) = E(Wn 1A) .
The distribution of (V (x)) under the new probability Q is called the distribution of a size-
biased branching random walk. It is immediately observed that the size-biased branching
random walk survives with probability one. For future use, we record here a consequence
of Ho¨lder’s inequality: assumption (1.3) implies the existence of a constant c1 > 0 such
that
(3.2) EQ
[( ∑
x: |x|=1
e−V (x)
)c1]
= E
[( ∑
x: |x|=1
e−V (x)
)1+c1]
<∞ .
We identify a branching random walk (V (x)) with a marked tree. On the enlarged
probability space formed by marked trees with distinguished rays,3 it is possible to con-
struct a probability Q satisfying (3.1), and an infinite ray {w0 = ∅, w1, . . . , wn, . . . } (i.e.,
wn is the parent of wn+1, and |wn| = n, ∀n ≥ 0) such that for any n ≥ 0 and any vertex
x with |x| = n,
(3.3) Q{wn = x |Fn} =
e−V (x)
Wn
.
3Strictly speaking, the enlarged probability is a product space: the first coordinate concerns the
branching random walk, and the second concerns the distinguished ray (= spine). In order to keep the
notation as simple as possible, we choose to work formally on the same space, while bearing in mind that
the spine (wn) is not measurable with respect to the σ-field generated by the branching random walk.
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Let us write from now on
Sn := V (wn), n ≥ 0.
For any vertex x ∈ T\{∅}, we define
(3.4) ∆V (x) := V (x)− V (
←
x) .
Let f : R→ [0, ∞) be a Borel function, and write
η
(f)
i :=
∑
y:
←
y=wi−1
f(∆V (y)) .
[In particular, η
(f)
1 :=
∑
y: |y|=1 f(V (y)).] According to the spinal decomposition (see
Lyons [29]), (Si − Si−1, η
(f)
i ), i ≥ 1, are i.i.d. under Q.
For any vertex x ∈ T, let xi be the ancestor of x in the i-th generation for 0 ≤ i ≤ |x|
(so x0 = ∅, and x|x| = x). Let n ≥ 1, and let g : R
2n → [0, ∞) be a Borel function. By
definition of Q, we have
E
[ ∑
x: |x|=n
g
(
V (xi),
∑
y:
←
y=xi−1
f(∆V (y)), 1 ≤ i ≤ n
)]
= EQ
[ 1
Wn
∑
x: |x|=n
g
(
V (xi),
∑
y:
←
y=xi−1
f(∆V (y)), 1 ≤ i ≤ n
)]
,
which, according to (3.3), is
= EQ
[ ∑
x: |x|=n
eV (x) 1{wn=x} g
(
V (xi),
∑
y:
←
y=xi−1
f(∆V (y)), 1 ≤ i ≤ n
)]
= EQ
[
eV (wn) g
(
V (wi),
∑
y:
←
y=wi−1
f(∆V (y)), 1 ≤ i ≤ n
)]
.
In our notation, this means
E
[ ∑
x: |x|=n
g
(
V (xi),
∑
y:
←
y=xi−1
f(∆V (y)), 1 ≤ i ≤ n
)]
= EQ
[
eSn g
(
Si, η
(f)
i , 1 ≤ i ≤ n
)]
.(3.5)
A special case of (3.5) is of particular interest: for any n ≥ 1 and any Borel function
g : Rn → R+,
(3.6) E
[ ∑
x: |x|=n
g(V (x1), · · · , V (xn))
]
= EQ
[
eSn g(S1, · · · , Sn)
]
.
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This is the so-called many-to-one formula, and can also be directly checked by induction
on n without using (3.3). An immediate consequence of (3.6) is that assumption (1.2)
yields EQ(S1) = 0, whereas assumption (1.3) implies
EQ(e
aS1) <∞, ∀0 ≤ a < δ .
The existence of some finite exponential moments allows us to use the last displayed
formula on page 1229 of Chang [19]4 to see that there exists a constant c2 > 0 satisfying
(3.7) sup
b>0
EQ
[
exp(c2∆SH(S)b
)
]
<∞ ,
where
∆Si := Si − Si−1, i ≥ 1,(3.8)
H(S)r := inf{i ≥ 0 : Si ≥ r}, r ≥ 0 .(3.9)
The formula (3.5) is stated for any given generation n. It turns out that it remains
valid if n is replaced by Hr, with Hr := {x ∈ T : V (x) ≥ r, V (
←
x) < r} as in (2.4).
Indeed, according to Proposition 3 of [5], for any r > 0 and any measurable functions f
and g,
E
[ ∑
x∈Hr
g
(
V (xi),
∑
y:
←
y=xi−1
f(∆V (y)), 1 ≤ i ≤ |x|
)]
= EQ
[
exp(S
H
(S)
r
) g
(
Si, η
(f)
i , 1 ≤ i ≤ H
(S)
r
)]
,(3.10)
where η
(f)
i :=
∑
y:
←
y=wi−1
f(∆V (y)) as before. We recall that (Si − Si−1, η
(f)
i ), i ≥ 1, are
i.i.d. under Q.
In particular, we have the following analogue of the many-to-one formula for Hr:
(3.11) E
[ ∑
x∈Hr
g(V (x1), · · · , V (x|x|))
]
= EQ
[
exp(S
H
(S)
r
) g(S1, · · · , SH(S)r )
]
.
4 The proof
Let us say a few words about the presentation of the proof of Theorem 1.1, which
relies on a couple of lemmas, stated as Lemmas 4.1 and 4.2 below. Lemma 4.2, rather
4More precisely, we apply the formula of Chang [19] to the ladder height of our mean-zero random
walk via the Theorem on page 250 of Doney [20].
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technical, consists of three estimates, namely, (4.10), (4.11) and (4.12). Here is how the
proofs are organized:
• Subsection 4.1: proof of Theorem 1.1, by admitting Lemmas 4.1 and 4.2.
• Subsection 4.2: proof of Lemma 4.1.
• Subsection 4.3: proof of Lemma 4.2, part (4.10).
• Subsection 4.4: proof of Lemma 4.2, part (4.11).
• Subsection 4.5: proof of Lemma 4.2, part (4.12).
Throughout the section, we assume (1.2) and (1.3).
For any x ∈ T ∪ {
←
∅}, let
(4.1) Tx := inf{n ≥ 0 : Xn = x}, (inf∅ :=∞)
which stands for the first hitting time of the vertex x by the biased walk. [In the special
case x :=
←
∅, (4.1) is in agreement with (2.7).] For r > 0, recall from (2.6) that
THr := inf{i ≥ 0 : Xi ∈ Hr},
where Hr := {x ∈ T : V (x) ≥ r, V (
←
x) < r} as in (2.4).
Our first preliminary result is as follows.
Lemma 4.1 Assume (1.2) and (1.3). We have5
lim sup
r→∞
1
(2r)1/2
logE[Pω(THr < T←∅)] ≤ −1 .
We need a second lemma, which is also the main technical result of the paper. In
order to control the increments of the potential along the children of vertices in the spine,
we introduce, for any vertex x ∈ T, the following quantity
(4.2) Λ(x) :=
∑
y:
←
y=x
e−∆V (y) =
∑
y:
←
y=x
e−[V (y)−V (x)] .
Let r > 0. Let χ ∈ (1
2
, 1). Let
k := ⌊r1−χ⌋ ,(4.3)
hm :=
r
k
m , 0 ≤ m ≤ k ,(4.4)
λm := (2r)
1/2 (
k −m+ 1
k
)1/2 , 1 ≤ m ≤ k .(4.5)
5Of course, E[Pω(· · · )] is nothing else but E(· · · ).
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For any x ∈ T and any 0 ≤ s ≤ V (x) (for definition of V (x), see (2.5)), let
(4.6) H(x)s = inf
{
i ≥ 0 : V (xi) ≥ s, V (xj) < s, ∀j ∈ [0, i)
}
.
In words, H
(x)
s is the generation of the oldest vertex in the path [[∅, x]] such that the value
of the branching random walk V (·) is at least s.
For x ∈ Hr := {x ∈ T : V (x) ≥ r, V (
←
x) < r}, we set6
(4.7) a
(x)
i := λm, if H
(x)
hm−1
≤ i < H
(x)
hm
for m ∈ [1, k] .
Let c1 > 0 be the constant in (3.2). Fix ε > 0, β ≥ 0, 0 < ε1 < c1 ε and θ ∈ (
1
2
, χ).7
We consider the following subset of Hr:
H
∗
r :=
{
x ∈ Hr : max
1≤m<k
∆V (x
H
(x)
hm
) ≤ rθ, V (x) ≥ −β, |x| < ⌊eε1 r
1/2
⌋ ,
V (xj)− V (xj) ≤ a
(x)
j , ∀0 ≤ j < |x|, max
0≤j<|x|
Λ(xj) ≤ e
εr1/2
}
,(4.8)
where ∆V (y) := V (y)− V (
←
y ) as in (3.4), Λ(x) :=
∑
y:
←
y=x
e−∆V (y) as in (4.2), and
V (y) := min
z∈[[∅, y]]
V (z) ,
for all y ∈ T. See Figure 1.
Define Zr = Zr(ε, ε1, β, θ, χ) by
(4.9) Zr :=
∑
x∈H ∗r
1{Tx<T←
∅
} .
The reason for which we are interested in Zr is the obvious relation {THr < T←∅} ⊃ {Zr >
0}.
In the definition of Zr, everything depends only on the random potential V (·), except
for Tx and T←
∅
, both of which depend also on the movement of the biased random walk
(Xi).
We summarize some moment properties of Zr in the next lemma.
6As such, a
(x)
i is well defined for all 0 ≤ i < H
(x)
r = |x| (for x ∈ Hr). The value of a
(x)
i for i = H
(x)
r
plays no role. [One can, for example, set a
(x)
i := a
(x)
i−1 for i = H
(S)
r .]
7For Lemma 4.2, we can take any θ ∈ (χ2 , χ), but condition max1≤m≤k∆V (xH(x)
hm−1
) ≤ rθ is also
exploited in Section 4.2 in the proof of Lemma 4.1, where θ needs to be greater than 12 . In order to avoid
any possibility of confusion, we take θ ∈ (12 , χ) once for all.
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0iH
(x)
rH
(x)
hm
H
(x)
hm−1
V (xj)− V (xj) ≤ λm.
For H
(x)
hm−1
≤ j < H
(x)
hm
, a
(x)
j = λm,
≤ λm
hm
r
hm−1
V (xi)
Figure 1: The trajectory of (V (xi), 0 ≤ i ≤ H
(x)
r ) when x ∈ H ∗r
Lemma 4.2 Assume (1.2) and (1.3). For any 0 < ε1 < c1 ε, β ≥ 0 and
1
2
< θ < χ < 1,
we have
lim inf
r→∞
1
(2r)1/2
logE[Eω(Zr)] ≥ −1−
ε1
21/2
,(4.10)
lim sup
r→∞
1
(2r)1/2
logE[Eω(Z
2
r )] ≤ −1 + 2
1/2 (ε+ ε1) ,(4.11)
lim sup
r→∞
1
(2r)1/2
logE[(EωZr)
2] ≤ −2 + 21/2 ε .(4.12)
By admitting Lemmas 4.1 and 4.2 for the time being, we are ready to prove Theorem
1.1.
4.1 Proof of Theorem 1.1
We have seen in Section 2 that the proof of Theorem 1.1 consists of verifying (2.8),
of which we recall the statement: under assumptions (1.2) and (1.3), P-almost surely on
the set of non-extinction,
(2.8) lim
r→∞
1
(2r)1/2
logPω(THr < T←∅) = −1 .
Lemma 4.1 is useful in the proof of the upper bound in (2.8), and Lemma 4.2 the lower
bound.
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We start with the proof of the upper bound, by means of Lemma 4.1. Let
P∗( · ) := P( · | non-extinction) .
By Lemma 4.1 and the Markov inequality,
P∗{Pω(THr < T←∅) > e
−(1−ε)(2r)1/2} ≤ e−c3 (2r)
1/2
,
for some c3 = c3(ε) > 0 and all sufficiently large r. An application of the Borel–Cantelli
lemma yields that with P∗-probability 1, for all sufficiently large integer numbers r > 0,
Pω(THr < T←∅) ≤ e
−(1−ε)(2r)1/2 . Since r → THr is non-decreasing, we can remove the
condition that r be integer. As a consequence,
lim sup
r→∞
1
(2r)1/2
logPω(THr < T←∅) ≤ −1 , P
∗-a.s.,
which is the desired upper bound in (2.8).
We now turn to the proof of the lower bound. Since E[Pω{Zr > 0}] = (P⊗Pω){Zr >
0}, it follows from the Cauchy–Schwarz inequality that
E[Pω{Zr > 0}] ≥
{E[Eω(Zr)]}
2
E[Eω(Z2r )]
.
Applying (4.10) and (4.11) of Lemma 4.2 yields that
(4.13) lim inf
r→∞
1
(2r)1/2
logE[Pω{Zr > 0}] ≥ −1− 2
1/2 (ε+ ε1)− 2
1/2 ε1 .
On the other hand, by the Markov inequality, Pω{Zr > 0} ≤ Eω(Zr), so it follows from
(4.12) of Lemma 4.2 that
(4.14) lim sup
r→∞
1
(2r)1/2
logE[(Pω{Zr > 0})
2] ≤ −2 + 21/2 ε .
Recall (a special case of) the Paley–Zygmund inequality: for any non-negative random
variable ξ, we have P{ξ > 1
2
E(ξ)} ≥ 1
4
[E(ξ)]2
E(ξ2)
. We apply it to ξ := Pω{Zr > 0}. In view of
(4.13) and (4.14), we obtain: for any ε2 > 6ε+ 8ε1 and all sufficiently large r,
P{Pω{Zr > 0} > e
−(1+ε2)(2r)1/2} ≥ e−ε2 r
1/2
.
Let
(4.15) γr := Pω(THr < T←∅).
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Since {THr < T←∅} ⊃ {Zr > 0}, we have γr ≥ Pω{Zr > 0}. Consequently, for all
sufficiently large r > 0,
(4.16) P{γr > e
−(1+ε2)(2r)1/2} ≥ e−ε2 r
1/2
.
As this stage, it is convenient to have the following preliminary estimate. Recall from
(2.5) that V (x) := maxz∈[[∅, x]] V (z).
Claim 4.3 Let c4 > 0 be a constant satisfying (4.21) below. Let 0 < α <
1
2
. Let
µL := E
( ∑
x: |x|=L
1{V (x)≥Lα} 1{V (x)<2Lα} 1{
∏L−1
j=0 [1+Λ(xj)]≤e
c4L}
)
,
where Λ(x) :=
∑
y:
←
y=x
e−∆V (y) as in (4.2). Then limL→∞ µL =∞.
Proof of Claim 4.3. By (3.5), we have
µL = EQ
(
eSL 1{SL≥Lα} 1{SL<2Lα} 1{
∏L
j=1(1+ηj)≤e
c4L}
)
,
where (Sj−Sj−1, ηj), j ≥ 1, are i.i.d. random vectors under Q, with η1 :=
∑
y: |y|=1 e
−V (y),
and
(4.17) Sj := max
0≤i≤j
Si . j ≥ 0,
Hence
µL ≥ e
LαQ
{
SL ≥ L
α, SL < 2L
α,
L∏
j=1
(1 + ηj) ≤ e
c4L
}
≥ eL
α
[
Q{SL ≥ L
α, SL < 2L
α} −Q
{ L∏
j=1
(1 + ηj) > e
c4L
}]
.(4.18)
We claim that for some constants c5 > 0 and c6 > 0,
lim inf
L→∞
L
3
2
−2αQ{SL ≥ L
α, SL < 2L
α} ≥ c5 ,(4.19)
lim sup
L→∞
1
L
logQ
{ L∏
j=1
(1 + ηj) > e
c4L
}
≤ −c6 .(4.20)
It is clear that Claim 4.3 will follow from (4.19) and (4.20).
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To check (4.19), we use Q{SL ≥ L
α, SL < 2L
α} ≥ Q{Lα ≤ SL < 2L
α, SL−1 ≤ SL}.
Since (SL − SL−i, 0 ≤ i ≤ L) is distributed as (Si, 0 ≤ i ≤ L), the latter probability
is Q{Lα ≤ SL < 2L
α, Si ≥ 0, ∀1 ≤ i ≤ L}, which can be written as Q{Si ≥ 0, ∀1 ≤
i ≤ L} × Q{Lα ≤ SL < 2L
α |Si ≥ 0, ∀1 ≤ i ≤ L}. It is well known (Kozlov [26])
that L1/2Q{Si ≥ 0, ∀1 ≤ i ≤ L} converges (when L → ∞) to a positive limit, whereas
according to Caravenna [18], lim infL→∞ L
1−2αQ{Lα ≤ SL < 2L
α |Si ≥ 0, ∀1 ≤ i ≤ L} >
0. This yields (4.19).
The proof of (4.20) is also elementary. Let δ1 ∈ (0, 1]. By the Markov inequality,
Q
{ L∏
j=1
(1 + ηj) > e
c4L
}
≤
{
e−δ1c4 EQ[(1 + η1)
δ1 ]
}L
≤
{
e−δ1c4 [1 + EQ(η
δ1
1 )]
}L
.
Note that EQ(η
δ1
1 ) = EQ[(
∑
|y|=1 e
−V (y))δ1 ] <∞ if we choose δ1 := min{c1, 1} (see (3.2)).
So, as long as
(4.21) c4 >
log[1 + EQ(η
δ1
1 )]
δ1
,
we have e−δ1c4[1 + EQ(η
δ1
1 )] < 1, which yields (4.20). Claim 4.3 is proved. 
We continue with our proof of Theorem 1.1, or more precisely, of the lower bound in
(2.8). By Claim 4.3, we are entitled to choose and fix an integer L such that µL > 1.
Let us construct a super-critical Galton–Watson G(L) which is a sub-tree of T. The
vertices in G
(L)
1 , the first generation of G
(L), are those x ∈ T with |x| = L such that
V (x) ≥ Lα , V (x) < 2Lα ,
L−1∏
j=0
[1 + Λ(xj)] ≤ e
c4L ,
where Λ(x) :=
∑
y:
←
y=x
e−∆V (y) as in (4.2). More generally, for any n ≥ 2, the vertices in
G
(L)
n , the n-th generation of G(L), are those x ∈ T with |x| = nL such that V (x)−V (x∗) ≥
Lα, that max(n−1)L≤i≤nL[V (xi)−V (x
∗)] < 2Lα and that
∏nL−1
j=(n−1)L[1+Λ(xj)] ≤ e
c4L, where
x∗ is the parent in G
(L)
n−1 of x (so x
∗ = x(n−1)L as a matter of fact).
Let c4 > 0 be a constant satisfying (4.21). Let Hs := {x ∈ T : V (x) ≥ s, V (
←
x) < s}
as defined in (2.4). Let
Ks :=
{
x ∈ Hs :
|x|−1∏
j=0
[1 + Λ(xj)] ≤ e
2c4L1−αs, |x| ≤ 2L1−αs, V (x) ≤ 4s
}
.
We need an elementary result.
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Claim 4.4 For n ≥ 1 and s ∈ [2nLα, 2(n+ 1)Lα],
(4.22) #Ks ≥
∑
y∈G
(L)
n
1
{∃z∈G
(L)
2n+2: y<z}
.
Proof of Claim 4.4. Let y ∈ G
(L)
n be such that there exists z ∈ G
(L)
2n+2 with y < z. By
definition of G(L), we have V (y) < 2nLα ≤ s and V (z) ≥ (2n+ 2)Lα ≥ s. So there exists
x ∈ [[y, z]] such that x ∈ Hs. Since x is a descendant of y, all we need is to check that
x ∈ Ks.
Since z ∈ G
(L)
2n+2, we have, by definition of G
(L),
∏|z|−1
j=0 [1 + Λ(zj)] ≤ e
c4(2n+2)L, and a
fortiori (using x ≤ z),
∏|x|−1
j=0 [1 + Λ(xj)] ≤ e
c4(2n+2)L ≤ e4c4nL ≤ e2c4L
1−αs.
On the other hand, |x| ≤ |z| = (2n+ 2)L ≤ 4nL ≤ 2L1−αs.
Finally, V (x) ≤ (2n+ 2)2Lα ≤ 8nLα ≤ 4s. As a conclusion, x ∈ Ks. 
We come back to the proof of the lower bound in (2.8). We use the trivial inequality∑
y∈G
(L)
n
1
{∃z∈G
(L)
2n+2: y<z}
≥
∑
y∈G
(L)
n
1{the sub-tree in G(L) rooted at y survives} .
Since G(L) is supercritical, there exist constants c7 > 0 and c8 > 0 such that for all
sufficiently large n,
P
{ ∑
y∈G
(L)
n
1
{∃z∈G
(L)
2n+2: y<z}
≥ ec7 n
}
≥ c8.
Applying Claim 4.4, we see that there exists a constant c9 > 0 such that for all sufficiently
large s,
(4.23) P{#Ks ≥ e
c9 s} ≥ c8.
Let r > 4s. We have
γr := Pω(THr < T←∅) ≥
∑
x∈Ks
Pω{THs < T←∅ , XTHs = x} γ
(x)
r−V (x) ,
where, conditionally on FHs , (γ
(x)
t , t ≥ 0), for x ∈ Ks, are independent copies of (γt, t ≥
0), and are independent of FHs . [For x ∈ Ks, we have V (x) ≤ 4s < r, so γ
(x)
r−V (x) is well
defined.] For x ∈ Ks, and with the notation Λ(x) :=
∑
y:
←
y=x
e−∆V (y) from (4.2),
Pω{THs < T←∅ , XTHs = x} ≥
|x|∏
j=1
ω(xj−1, xj) =
e−V (x)∏|x|−1
j=0 [1 + Λ(xj)]
;
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on the other hand, by definition of Ks, we have
∏|x|−1
j=0 [1+Λ(xj)] ≤ e
2c4L1−αs and V (x) ≤ 4s
for x ∈ Ks. Consequently, for x ∈ Ks,
Pω{THs < T←∅ , XTHs = x} ≥ e
−(4+2c4L1−α)s .
Hence, writing c10 := 4 + 2c4L
1−α, we have
γr ≥ e
−c10 s
∑
x∈Ks
γ
(x)
r−s ≥ e
−c10 smax
x∈Ks
γ
(x)
r−s.
Applying (4.16) to γr−s implies that if r − s is sufficiently large,
P{γr ≥ e
−c10 se−(1+ε2)(2(r−s))
1/2
} ≥ 1− E{(1− e−ε2(r−s)
1/2
)#Ks}
≥ 1− E{e−e
−ε2(r−s)
1/2
#Ks}
≥ (1− e−e
−ε2(r−s)
1/2
ec9s)P{#Ks ≥ e
c9s}.
By (4.23), P{#Ks ≥ e
c9s} ≥ c8 if s is sufficiently large. As a consequence, for all
sufficiently large s and r − s,
P{γr ≥ e
−c10 se−(1+ε2)(2(r−s))
1/2
} ≥ c8[1− e
−e−ε2(r−s)
1/2
ec9s].
We take s := 2
c9
ε2 r
1/2, and see that for ε3 := (1 +
21/2 c10
c9
)ε2, there exists c11 ∈ (0, 1) such
that for all sufficiently large r, say r ≥ r0,
(4.24) P{γr ≥ e
−(1+ε3)(2r)1/2} ≥ c11.
Let J1 be an integer such that (1− c11)
J1 < ε3. Let P
∗( · ) := P( · | non-extinction) as
before. Under P∗, the system survives almost surely, so there exists an integer J2 such that
P∗{
∑
|x|=J2
1 > J1} > 1−ε3. Let r1 be sufficiently large such that P
∗{
∑
|x|=J2
1{V (x)<r1} ≥
J1} ≥ 1− ε3. We observe that for r ≥ r1,
γr ≥ max
y: |y|=J2, V (y)<r1
Pω{Ty < T←
∅
}P yω{THr < T←∅}
≥ c12(ω) max
y: |y|=J2, V (y)<r1
P yω{THr < T←∅} ,
where c12(ω) := miny: |y|=J2, V (y)<r1 Pω{Ty < T←∅} > 0 P-a.s. (notation: min∅ := 1,
max∅ := 0).
For |y| = J2 with V (y) < r1, conditionally on V (y), P
y
ω{THr < T←∅} is distributed as
γr−V (y), which is grater than or equal to γr. It follows from (4.24) that for r ≥ max{r1, r0},
P{γr ≥ c12(ω) e
−(1+ε3)(2r)1/2} ≥ P
{
max
y: |y|=J2, V (y)<r1
P yω{THr < T←∅} ≥ e
−(1+ε3)(2r)1/2
}
≥ (1− (1− c11)
J1)P
{ ∑
|x|=J2
1{V (x)<r1} ≥ J1
}
.
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By definition of r1, we have P{
∑
|x|=J2
1{V (x)<r1} ≥ J1} ≥ (1 − ε3)(1 − q), where q :=
P{extinction} < 1. Therefore, for r ≥ max{r1, r0},
P{γr ≥ c12(ω) e
−(1+ε3)(2r)1/2} ≥ (1− (1− c11)
J1)(1− ε3)(1− q) ≥ (1− ε3)
2(1− q) ,
the last inequality following from the definition of J1. Since c12(ω) > 0 P-a.s., we have
proved that
P∗
{
lim inf
r→∞
log γr
(2r)1/2
≥ −1− ε3
}
≥ (1− ε3)
2 .
Recall the definition ε3 := (1 +
21/2 c10
c9
)ε2, with ε2 > 6ε + 8ε1, ε > 0 and ε1 ∈ (0, c1 ε);
so ε3 > 0 can be taken arbitrarily small. This yields the lower bound in (2.8), and thus
completes the proof of Theorem 1.1 by admitting Lemmas 4.1 and 4.2. 
The rest of the section is devoted to the proof of Lemmas 4.1 and 4.2.
4.2 Proof of Lemma 4.1
In the study of one-dimensional random walks, a frequent type of technical difficulties
is to handle the overshoots. Such difficulties are, unfortunately, present throughout the
proof of both Lemmas 4.1 and 4.2.
Let r > 0. Let χ ∈ (0, 1). Recall from (4.3)–(4.4) that
k := ⌊r1−χ⌋ , hm :=
r
k
m , 0 ≤ m ≤ k .
Recall from (2.4) that Hr := {x ∈ T : V (x) ≥ r, V (
←
x) < r}. We distinguish the vertices
x of Hr according to whether there are some “large overshoots” of the random potential
V (·) along the path [[∅, x]]: let θ ∈ (1
2
, χ), and let
Hr,+ :=
{
x ∈ Hr : max
1≤m<k
∆V (x
H
(x)
hm
) > rθ
}
,
Hr,− :=
{
x ∈ Hr : max
1≤m<k
∆V (x
H
(x)
hm
) ≤ rθ
}
,
where, as before, ∆V (y) := V (y)− V (
←
y ) for any vertex y ∈ T\{∅}.
Recall from (2.6) that
THr = inf
x∈Hr
Tx = min
{
inf
x∈Hr,+
Tx, inf
x∈Hr,−
Tx
}
,
where Tx := inf{i ≥ 0 : Xi = x} as in (4.1). So
(4.25) Pω(THr < T←∅) ≤
∑
x∈Hr,+
Pω(Tx < T←
∅
) + Pω
(
inf
x∈Hr,−
Tx < T←
∅
)
.
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We first bound
∑
x∈Hr,+
Pω(Tx < T←
∅
). By a one-dimensional argument (Zeitouni [42],
formula (2.1.4)), for any x, y ∈ T with y < x,
(4.26) Pω{Tx < T←
∅
|X0 = y} =
∑
u∈[[∅, y]] e
V (u)∑
u∈[[∅, x]] e
V (u)
.
In particular, for any x ∈ T\{∅},
(4.27) Pω{Tx < T←
∅
} =
1∑
u∈[[∅, x]] e
V (u)
≤ e−V (x).
Hence ∑
x∈Hr,+
Pω(Tx < T←
∅
) ≤
∑
x∈Hr,+
e−V (x) =
∑
x∈Hr,+
e−V (x),
the last identity following from the fact that V (x) = V (x) for all x ∈ Hr,+. Taking
expectation with respect to E on both sides, we obtain, by means of (3.11),
E
[ ∑
x∈Hr,+
Pω(Tx < T←
∅
)
]
≤ Q
[
max
1≤m<k
∆S
H
(S)
hm
> rθ
]
≤
k−1∑
m=1
Q
[
∆S
H
(S)
hm
> rθ
]
.
We use (3.7) to see that for constant c13 > 0,
E
[ ∑
x∈Hr,+
Pω(Tx < T←
∅
)
]
≤ c13 (k − 1) e
−c2 rθ = c13 (⌊r
1−χ⌋ − 1) e−c2 r
θ
.
Recall that θ > 1
2
. In view of (4.25), the proof of Lemma 4.1 is reduced to showing the
following:
(4.28) lim sup
r→∞
1
(2r)1/2
logE
[
Pω
(
inf
x∈Hr,−
Tx < T←
∅
)]
≤ −1 .
For any vertex x ∈ Hr, let us recall a
(x)
j from (4.7), and define
τx := inf{j : 1 ≤ j ≤ |x|, V (xj)− V (xj) ≥ a
(x)
j }. (inf ∅ :=∞)
For x ∈ Hr, we have either τx < |x| (with strict inequality), or τx =∞. We observe that
inf
x∈Hr,−
Tx = min
{
inf
x∈Hr,−: τx<|x|
Tx, inf
x∈Hr,−: τx=∞
Tx
}
≥ min
{
inf
x∈Hr,−: τx<|x|
Ty(x), inf
x∈Hr,−: τx=∞
Tx
}
,
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where y(x) := xτx . Hence
Pω
(
inf
x∈Hr,−
Tx < T←
∅
)
≤ Pω
(
inf
x∈Hr,−: τx<|x|
Ty(x) < T←
∅
)
+
∑
x∈Hr,−: τx=∞
Pω{Tx < T←
∅
}
=: Σ1 + Σ2 ,(4.29)
with obvious notation. It is easy to get an upper bound for Σ2: by (4.27), Pω{Tx < T←
∅
} ≤
e−V (x) (which is e−V (x) for x ∈ Hr,−), whereas τx =∞ implies V (xi)−V (xi) < a
(x)
i , ∀i <
|x|, so
(4.30) Σ2 ≤
∑
x∈Hr
e−V (x) 1
{V (xi)−V (xi)<a
(x)
i , ∀i<|x|}
k−1∏
m=1
1{∆V (x
H
(x)
hm
)≤rθ} .
To bound Σ1, we note that
inf
x∈Hr,−: τx<|x|
Ty(x) = inf{Ty : ∃x ∈ Hr,−, y = xτx , τx < |x|} .
Let y ∈ T with j := |y| ≥ 1 such that hm−1 ≤ V (y) < hm for some m ∈ [1, k]. We define
a
(y)
i :=
{
λℓ , if H
(y)
hℓ−1
≤ i < H
(y)
hℓ
for ℓ ∈ [1, m) ,
λm , if H
(y)
hm−1
≤ i ≤ j .
Clearly, if y = xτx for some x ∈ Hr,− satisfying τx < |x|, then V (yi)−V (yi) < a
(y)
i , ∀i < j,
and V (yj)− V (yj) ≥ λm, and moreover ∆V (yH(y)hℓ
) ≤ rθ, ∀1 ≤ ℓ < m. Accordingly,
Σ1 ≤
k∑
m=1
∞∑
j=1
∑
|y|=j
1{hm−1≤V (y)<hm} 1{V (yi)−V (yi)<a(y)i , ∀i<j; V (yj)−V (yj)≥λm}
×
×
(m−1∏
ℓ=1
1{∆V (y
H
(y)
hℓ
)≤rθ}
)
Pω{Ty < T←
∅
} .
Again, by (4.27), we have Pω{Ty < T←
∅
} ≤ e−V (y). This gives the analogue of (4.30) for
Σ1.
We apply the many-to-one formula in (3.6). Recall from (3.9) that H
(S)
u := inf{i ≥ 0 :
Si ≥ u} (for u ≥ 0), and from (3.8) that ∆Si := Si − Si−1. Define
(4.31) a
(S)
i := λm, if H
(S)
hm−1
≤ i < H
(S)
hm
and 1 ≤ m ≤ k .
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By (3.6),
E(Σ1) ≤
k∑
m=1
∞∑
j=1
EQ
[
e−(Sj−Sj) 1{hm−1≤Sj<hm} 1{Si−Si<a(S)i , ∀i<j; Sj−Sj≥λm}
×
×
m−1∏
ℓ=1
1{∆S
H
(S)
hℓ
≤rθ}
]
≤
k∑
m=1
∞∑
j=1
e−λm EQ
[
1{hm−1≤Sj<hm} 1{Si−Si<a(S)i , ∀i<j}
m−1∏
ℓ=1
1{∆S
H
(S)
hℓ
≤rθ}
]
.(4.32)
Similarly, applying (3.11) in place of (3.6) to E(Σ2), we obtain:
(4.33) E(Σ2) ≤ Q
{
Si − Si < a
(S)
i , ∀1 ≤ i < H
(S)
r ; max
1≤ℓ<k
∆S
H
(S)
hℓ
≤ rθ
}
.
At this stage, we have two preliminary results.
Claim 4.5 For any integers 1 ≤ m0 ≤ m < k and any s ∈ (−∞, hm0), we define
(4.34) fm0,m(s) := Q
( m+1⋂
ℓ=m0+1
{ max
i∈[H
(S)
hℓ−1−s
, H
(S)
hℓ−s
)
(Si − Si) < λℓ} ∩
m⋂
ℓ=m0
{∆S
H
(S)
hℓ−s
≤ rθ}
)
.
Then, as r →∞,
(4.35) sup
s<hm0
fm0,m(s) ≤ e
−(1+o(1))
∑m+1
ℓ=m0+1
rχ
λℓ ,
uniformly in 1 ≤ m0 ≤ m < k. Furthermore,
(4.36) Q
(m+1⋂
ℓ=1
{ max
i∈[H
(S)
hℓ−1
,H
(S)
hℓ
)
(Si − Si) < λℓ} ∩
m⋂
ℓ=1
{∆S
H
(S)
hℓ
≤ rθ}
)
≤ e
−(1+o(1))
∑m+1
ℓ=1
rχ
λℓ ,
uniformly in 1 ≤ m < k.
Claim 4.6 There exists a constant c14 > 0 such that for r →∞,
∞∑
j=1
EQ
[
1{hm−1≤Sj<hm} 1{Si−Si<a(S)i , ∀i<j}
m−1∏
ℓ=1
1{∆S
H
(S)
hℓ
≤rθ}
]
≤ c14 r exp
(
− (1 + o(1))
m−1∑
ℓ=1
rχ
λℓ
)
,(4.37)
uniformly in m ∈ [1, k].
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Proof of Claim 4.5. Applying the strong Markov property successively atH
(S)
hm−s
, H
(S)
hm−1−s
,
· · · , H
(S)
hm0−s
, we obtain:
fm0,m(s) ≤
m+1∏
ℓ=m0+1
sup
u∈[0, rθ]
Q
(
max
0≤i<H
(S)
hℓ−hℓ−1−u
(Si − Si) < λℓ
)
.
By Lemma A.3, we arrive at the following estimate: when r →∞,
fm0,m(s) ≤ exp
(
− (1 + o(1))
m+1∑
ℓ=m0+1
hℓ − hℓ−1 − r
θ
λℓ
)
≤ exp
(
− (1 + o(1))
m+1∑
ℓ=m0+1
rχ
λℓ
)
,
uniformly in s < hm0 and in 1 ≤ m0 ≤ m < k;
8 this yields (4.35). The proof of (4.36 is
along the same lines. 
Proof of Claim 4.6. Let LHS(4.37) denote the sum on the left-hand side of (4.37). Then
LHS(4.37) = EQ
[(m−1∏
ℓ=1
1{∆S
H
(S)
hℓ
≤rθ}
) H(S)hm−1∑
j=H
(S)
hm−1
1
{Si−Si<a
(S)
i , ∀i<j}
]
.
By definition of a
(S)
i in (4.31), this yields
LHS(4.37) = EQ
[ H(S)hm−1∑
j=H
(S)
hm−1
1
{Si−Si<λm,∀i∈[H
(S)
hm−1
, j)}
×
×
(m−1∏
ℓ=1
1{max
i∈[H
(S)
hℓ−1
, H
(S)
hℓ
)
(Si−Si)<λℓ}∩{∆S
H
(S)
hℓ
≤rθ}
)]
.
We proceed to get rid of the sum over j on the right-hand side. Applying the strong
Markov property at time H
(S)
hm−1
, we have
(4.38) LHS(4.37) ≤ EQ
[(m−1∏
ℓ=1
1{max
i∈[H
(S)
hℓ−1
, H
(S)
hℓ
)
(Si−Si)<λℓ}∩{∆S
H
(S)
hℓ
≤rθ}
)
Ξm
]
,
where
Ξm := sup
x∈[hm−hm−1−rθ, hm−hm−1]
EQ
( H(S)x −1∑
j=0
1{Si−Si<λm,∀i∈[0, j)}
)
≤ EQ
( ∞∑
j=0
1{Si−Si<λm,∀i∈[0, j)}
)
.
8Since hm−hm−1 =
r
k
(by (4.4)), it is here we use the condition θ < χ to ensure hm−hm−1− r
θ > 0.
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To estimate the expectation on the right-hand side, we write
∑∞
j=0 =
∑∞
n=1
∑nλ2m−1
j=(n−1)λ2m
(by implicitly treating λ2m as an integer; otherwise we replace λm by ⌈λm⌉, and the next
three paragraphs will still go through with obvious modifications), so that
Ξm ≤
∞∑
n=1
EQ
( nλ2m−1∑
j=(n−1)λ2m
1{Si−Si<λm,∀i∈[0, j)}
)
≤
∞∑
n=1
λ2mQ
{
max
0≤i<(n−1)λ2m
(Si − Si) < λm
}
.
By the Markov property, Q{max0≤i<(n−1)λ2m(Si− Si) < λm} ≤ [Q{max0≤i<λ2m(Si−Si) <
λm}]
n−1. So
Ξm ≤
∞∑
n=1
λ2m
[
Q
{
max
0≤i<λ2m
(Si − Si) < λm
}]n−1
.
We let r → ∞ (so that λm → ∞ uniformly in m ∈ [1, k]). By Donsker’s theorem,
Q{max0≤i<λ2m(Si−Si) < λm} → P{sups∈[0, 1](W s−Ws) <
1
σ
} < 1, where (Ws, s ≥ 0) un-
der P is a standard Brownian motion, and W s := supu∈[0, s]Wu. So there exists a constant
0 < c15 < 1 such that for all sufficiently large r and allm ∈ [1, k],Q{max0≤i<λ2m(Si−Si) <
λm} ≤ 1− c15, which, in turn, yields
Ξm ≤
∞∑
n=1
λ2m(1− c15)
n−1 =
λ2m
c15
≤
2r
c15
.
Going back to (4.38), this yields that for all sufficiently large r (writing c16 :=
2
c15
),
LHS(4.37) ≤ c16 rQ
(m−1⋂
ℓ=1
{ max
i∈[H
(S)
hℓ−1
, H
(S)
hℓ
)
(Si − Si) < λℓ} ∩ {∆SH(S)hℓ
≤ rθ}
)
.
This implies Claim 4.6 in case 2 ≤ m < k by means of (4.36), and trivially in case m = 1.

We continue with the proof of Lemma 4.1. By (4.32) and Claim 4.6, we have
E(Σ1) ≤ c14 r
k∑
m=1
exp
(
− λm − (1 + o(1))
m−1∑
ℓ=1
rχ
λℓ
)
.
By definition, k := ⌊r1−χ⌋ and λm := (2r)
1/2 (k−m+1
k
)1/2; hence for r →∞,
(4.39)
m+1∑
ℓ=1
rχ
λℓ
= (2rχ)1/2[k1/2 − (k −m)1/2] + o((2r)1/2) ,
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uniformly in 1 ≤ m0 ≤ m < k. In particular,
(4.40)
k∑
ℓ=1
rχ
λℓ
∼ (2r)1/2 .
So uniformly in m ∈ [1, k],
λm + (2r
χ)1/2[k1/2 − (k −m+ 1)1/2]
≥ (1 + o(1))(2r)1/2 inf
s∈[0, 1]
(
(1− s)1/2 + [1− (1− s)1/2]
)
,
and the infimum equals 1 because the function s 7→ (1−s)1/2+[1−(1−s)1/2] is identically
1 on [0, 1]. Therefore,
E(Σ1) ≤ c14 rke
−(1+o(1))(2r)1/2 ≤ e−(1+o(1))(2r)
1/2
,
the second inequality being a consequence of definition k := ⌊r1−χ⌋.
On the other hand, by (4.33) and (4.36) (applied to m := k − 1), we have
E(Σ2) ≤ e
−(1+o(1))
∑k
ℓ=1
rχ
λℓ ≤ e−(1+o(1))(2r)
1/2
,
the second inequality being a consequence of (4.39) (applied to m := k − 1). Since
Pω(infx∈Hr,− Tx < T←∅) ≤ Σ1 +Σ2 (see (4.29)), this yields (4.28), and completes the proof
of Lemma 4.1. 
The rest of the section is devoted to the proof of Lemma 4.2, which is more technical.
For the sake of clarity, we prove the three parts — namely, (4.10), (4.11) and (4.12) —
separately.
4.3 Proof of Lemma 4.2: inequality (4.10)
Recall from (4.9) the definition Zr :=
∑
x∈H ∗r
1{Tx<T←
∅
}, where
H
∗
r :=
{
x ∈ Hr : max
1≤m<k
∆V (x
H
(x)
hm
) ≤ rθ, V (x) ≥ −β, |x| < ⌊eε1 r
1/2
⌋ ,
V (xj)− V (xj) ≤ a
(x)
j , ∀0 ≤ j < |x|, max
0≤ℓ<|x|
Λ(xℓ) ≤ e
εr1/2
}
,
with Λ(x) :=
∑
y:
←
y=x
e−∆V (y) as in (4.2). For brevity, we write, in this subsection,
n = n(ε1, r) := ⌊e
ε1 r1/2⌋ ;
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so |x|+ 1 ≤ n for all x ∈ H ∗r . Since only Tx and T←∅ depend on the biased walk (Xi), we
have
(4.41) Eω(Zr) =
∑
x∈H ∗r
Pω{Tx < T←
∅
} .
By the identity in (4.27), we have Pω{Tx < T←
∅
} ≥ 1
|x|+1
e−V (x), which is ≥ 1
n
e−V (x) =
1
n
e−V (x) for all x ∈ H ∗r . Taking expectation with respect to E on both sides leads to:
E[Eω(Zr)] ≥
1
n
E
[ ∑
x∈H ∗r
e−V (x)
]
=
1
n
E
[ ∑
x∈Hr
e−V (x) 1
{V (xj)−V (xj)<a
(x)
j ,∀0≤j<|x|}
1{V (x)≥−β} ×
×1{|x|<n} 1{Λ(xℓ)≤eεr1/2 , ∀0≤ℓ<|x|}
k−1∏
m=1
1{∆V (x
H
(x)
hm
)≤rθ}
]
.
The expression on the right-hand side is, according to formula (3.10),
=
1
n
Q
[H(S)r −1⋂
j=0
{Sj − Sj < a
(S)
j , Sj ≥ −β} ∩
∩{H(S)r < n} ∩
H
(S)
r⋂
ℓ=1
{ηℓ ≤ e
εr1/2} ∩
k−1⋂
m=1
{∆S
H
(S)
hm
≤ rθ}
]
,
where H
(S)
r := inf{i ≥ 0 : Si ≥ r} as in (3.9), Sj := max0≤i≤j Si as in (4.17), ∆Sj :=
Sj − Sj−1 as before (with S0 := 0), and ηℓ :=
∑
y:
←
y=wℓ−1
e−∆V (y). [In particular, η1 :=∑
y: |y|=1 e
−V (y).] Recall from Section 3 that (∆Si, ηi), i ≥ 1, are i.i.d. random vectors
under Q. Hence
(4.42) E[Eω(Zr)] ≥
1
n
[q1(r)− q2(r)] ,
where
q1(r) := Q
[H(S)r −1⋂
j=0
{Sj − Sj < a
(S)
j , Sj ≥ −β} ∩ {H
(S)
r < n} ∩
k−1⋂
m=1
{∆S
H
(S)
hm
≤ rθ}
]
,
q2(r) := Q
[H(S)r −1⋂
j=0
{Sj − Sj < a
(S)
j } ∩
k−1⋂
m=1
{∆S
H
(S)
hm
≤ rθ} ∩
H
(S)
r ∧n⋃
ℓ=1
{ηℓ > e
εr1/2}
]
.
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By definition of (a
(S)
j ) in (4.31) (with notation ∆S0 := 0 for the term m = 1 below),
q1(r) = Q
(
{H(S)r < n} ∩
∩
k⋂
m=1
H
(S)
hm
−1⋂
j=H
(S)
hm−1
{Sj − Sj < λm, Sj ≥ −β} ∩ {∆SH(S)hm−1
≤ rθ}
)
.
Since {H
(S)
r < n} ⊃ ∩km=1{H
(S)
hm
−H
(S)
hm−1
< ⌊n
k
⌋}, we have
q1(r) ≥ Q
{ k⋂
m=1
H
(S)
hm
−1⋂
j=H
(S)
hm−1
{Sj − Sj < λm, Sj ≥ −β} ∩
∩{∆S
H
(S)
hm−1
≤ rθ, H
(S)
hm
−H
(S)
hm−1
< ⌊
n
k
⌋}
}
≥ Q
{ k⋂
m=1
H
(S)
hm
−1⋂
j=H
(S)
hm−1
{Sj − Sj < λm, Sj − SH(S)hm−1
≥ −β} ∩
∩{∆S
H
(S)
hm−1
≤ rθ, H
(S)
hm
−H
(S)
hm−1
< ⌊
n
k
⌋}
}
.
Recall that hm − hm−1 = h1. Applying the strong Markov property successively at times
H
(S)
hk−1
, H
(S)
hk−2
, · · · , H
(S)
h1
, this gives that9
q1(r) ≥
k∏
m=1
inf
x∈(rθ, h1]
Q
{H(S)x −1⋂
j=0
{Sj − Sj < λm, Sj ≥ −β} ∩
∩{∆S
H
(S)
x
≤ rθ, H(S)x < ⌊
n
k
⌋}
}
.(4.43)
We let r →∞. By Lemma A.2, uniformly in m ∈ [1, k] and x ∈ (rθ, h1],
Q
{H(S)x −1⋂
j=0
{Sj − Sj < λm, Sj ≥ −β}
}
≥ exp
[
− (1 + o(1))
x
λm
]
≥ exp
[
− (1 + o(1))
rχ
λm
]
.
On the other hand, (3.7) tells us that c17 := supb>0EQ[exp(c2∆SH(S)b
)] < ∞. By the
Markov inequality, for r →∞, uniformly in m ∈ [1, k] and x ∈ (rθ, h1],
Q{∆S
H
(S)
x
> rθ} ≤ c17 e
−c2 rθ ≤
1
3
exp
[
− (1 + o(1))
rχ
λm
]
.
9For the term m = k on the right-hand side, there is no need to consider {∆S
H
(S)
x
≤ rθ}, whereas the
m = 1 term has only the value x = h1. The current form of the inequality is used to give a compact
expression for the lower bound.
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[The last inequality, valid for all sufficiently large r, relies on the facts that θ > χ
2
and
that λm ≥ (2r
χ)1/2.] Also, for some constant c18 > 0 and all sufficiently large r and
all m ∈ [1, k], supx∈(rθ, h1]Q{H
(S)
x ≥ ⌊
n
k
⌋} ≤ c18
h1
(⌊n
k
⌋)1/2
(see Theorem A of Kozlov [26]),
which is bounded by 1
3
exp[−(1 + o(1)) r
χ
λm
] as well for some constant ε1 > 0 (for r → ∞;
recalling that n := ⌊eε1 r
1/2
⌋). [We use the fact that 1
2
> χ
2
.] As a consequence, for r →∞,
uniformly in m ∈ [1, k] and x ∈ (rθ, h1],
Q
{ H(S)x −1⋂
j=0
{Sj − Sj < λm, Sj ≥ −β} ∩ {∆SH(S)x ≤ r
θ, H(S)x < ⌊
n
k
⌋}
}
≥ Q
{ H(S)x −1⋂
j=0
{Sj − Sj < λm, Sj ≥ −β}
}
−Q{∆S
H
(S)
x
> rθ} −Q{H(S)x ≥ ⌊
n
k
⌋}
≥
1
3
exp
[
− (1 + o(1))
rχ
λm
]
,
which is still exp[−(1 + o(1)) r
χ
λm
] by changing the value of o(1). Going back to (4.43), we
see that for r →∞,
(4.44) q1(r) ≥ exp
[
− (1 + o(1))
k∑
m=1
rχ
λm
]
= e−(1+o(1))(2r)
1/2
,
the last identity following from the observation in (4.40) that
∑k
m=1
rχ
λm
∼ (2r)1/2, r →∞.
We now estimate q2(r). By definition,
q2(r) ≤
n∑
ℓ=1
Q
[H(S)r −1⋂
j=0
{Sj − Sj < a
(S)
j }; max
1≤i<k
∆S
H
(S)
hi
≤ rθ; ηℓ > e
εr1/2 ; ℓ ≤ H(S)r
]
=
n∑
ℓ=1
k∑
m=1
q
(ℓ,m)
2 (r) ,(4.45)
where
q
(ℓ,m)
2 (r)
:= Q
[H(S)r −1⋂
j=0
{Sj − Sj < a
(S)
j }; max
1≤i<k
∆S
H
(S)
hi
≤ rθ; ηℓ > e
εr1/2 ; H
(S)
hm−1
< ℓ ≤ H
(S)
hm
]
= Q
[ k⋂
i=1
H
(S)
hi
−1⋂
j=H
(S)
hi−1
{Sj − Sj < λi}; max
1≤i<k
∆S
H
(S)
hi
≤ rθ; ηℓ > e
εr1/2; H
(S)
hm−1
< ℓ ≤ H
(S)
hm
]
,
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We apply the strong Markov property at H
(S)
hk−1
, to see that, for 1 ≤ m < k,
q
(ℓ,m)
2 (r) ≤ Q
[ k−1⋂
i=1
H
(S)
hi
−1⋂
j=H
(S)
hi−1
{Sj − Sj < λi}; max
1≤i<k
∆S
H
(S)
hi
≤ rθ; ηℓ > e
εr1/2 ;
H
(S)
hm−1
< ℓ ≤ H
(S)
hm
]
× sup
x∈[hk−1, hk−1+rθ]
Q
[H(S)hk−x−1⋂
j=0
{Sj − Sj < λk}
]
.
Let r →∞. By Lemma A.3, we have, uniformly in x ∈ [hk−1, hk−1 + r
θ],
Q
[H(S)hk−x−1⋂
j=0
{Sj − Sj < λk}
]
≤ exp
[
− (1 + o(1))
hk − hk−1 − r
θ
λk
]
≤ exp
[
− (1 + o(1))
rχ
λk
]
.
We iterate the argument and apply the strong Markov property successively at H
(S)
hk−2
,
H
(S)
hk−3
, · · · , H
(S)
hm
, to see that
q
(ℓ,m)
2 (r) ≤ Q
[ m⋂
i=1
H
(S)
hi
−1⋂
j=H
(S)
hi−1
{Sj − Sj < λi}; max
1≤i≤m
∆S
H
(S)
hi
≤ rθ; ηℓ > e
εr1/2 ;
H
(S)
hm−1
< ℓ ≤ H
(S)
hm
]
× exp
[
− (1 + o(1))
k∑
i=m+1
rχ
λi
]
≤ Q
[m−1⋂
i=1
H
(S)
hi
−1⋂
j=H
(S)
hi−1
{Sj − Sj < λi}; max
1≤i≤m−2
∆S
H
(S)
hi
≤ rθ; ηℓ > e
εr1/2;
H
(S)
hm−1
< ℓ
]
× exp
[
− (1 + o(1))
k∑
i=m+1
rχ
λi
]
.
To bound the probability expression Q[· · · ] on the right-hand side, we note that under
Q, given H
(S)
hm−1
< ℓ, ηℓ is independent of everything concerning the potential V (·) until
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H
(S)
hm−1
, and has the law of η1. Consequently,
q
(ℓ,m)
2 (r) ≤ Q
[m−1⋂
i=1
H
(S)
hi
−1⋂
j=H
(S)
hi−1
{Sj − Sj < λi}; max
1≤i≤m−2
∆S
H
(S)
hi
≤ rθ; H
(S)
hm−1
< ℓ
]
×
×Q(η1 > e
εr1/2)× exp
[
− (1 + o(1))
k∑
i=m+1
rχ
λi
]
≤ Q
[m−1⋂
i=1
H
(S)
hi
−1⋂
j=H
(S)
hi−1
{Sj − Sj < λi}; max
1≤i≤m−2
∆S
H
(S)
hi
≤ rθ
]
×
×Q(η1 > e
εr1/2)× exp
[
− (1 + o(1))
k∑
i=m+1
rχ
λi
]
.
Looking at the two probability expressions Q[∩m−1i=1 · · · ] and Q(η1 > e
εr1/2) on the
right-hand side. The first probability expression is, according to (4.36), bounded by
exp[−(1 + o(1))
∑m−1
ℓ=1
rχ
λℓ
]. For the second probability expression, let us recall that η1 =∑
y: |y|=1 e
−V (y) by definition; so by (3.2), there exists a constant c19 > 0 such that Q(η1 >
eεr
1/2
) ≤ c19 e
−c1 εr1/2. We have thus proved that, for 1 ≤ m ≤ k,
q
(ℓ,m)
2 (r) ≤ c19 e
−c1 εr1/2 exp
[
− (1 + o(1))
∑
i: 1≤i≤k, i 6=m
rχ
λi
]
≤ c19 e
−c1 εr1/2−(1+o(1))(2r)1/2 .
Since q2(r) ≤
∑n
ℓ=1
∑k
m=1 q
(ℓ,m)
2 (r) (see (4.45)), and n := ⌊e
ε1 r1/2⌋ ≤ eε1 r
1/2
, this yields
q2(r) ≤ c19 k e
−(c1 ε−ε1)r1/2−(1+o(1))(2r)1/2 .
Recall that E[Eω(Zr)] ≥
q1(r)−q2(r)
n
(see (4.42)) and that q1(r) ≥ e
−(1+o(1))(2r)1/2 (see (4.44)),
we obtain, for r →∞,
E[Eω(Zr)] ≥
1
n
[
e−(1+o(1))(2r)
1/2
− c19 k e
−(c1 ε−ε1)r1/2−(1+o(1))(2r)1/2
]
.
Since ε1 ∈ (0, c1 ε), the term c19 k e
−(c1 ε−ε1)r1/2−(1+o(1))(2r)1/2 does not play any role when
taking the limit r → ∞ (recalling that k := ⌊r1−χ⌋). By definition, n := ⌊eε1 r
1/2
⌋, this
readily yields (4.10). 
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4.4 Proof of Lemma 4.2: inequality (4.11)
Recall definition again from (4.9): Zr :=
∑
x∈H ∗r
1{Tx<T←
∅
}, where
H
∗
r :=
{
x ∈ Hr : max
1≤m<k
∆V (x
H
(x)
hm
) ≤ rθ, V (x) ≥ −β, |x| < ⌊eε1 r
1/2
⌋ ,
V (xj)− V (xj) ≤ a
(x)
j , ∀0 ≤ j < |x|, max
0≤j<|x|
Λ(xj) ≤ e
εr1/2
}
,
with Λ(x) :=
∑
y:
←
y=x
e−∆V (y) as in (4.2). By definition,
Eω(Z
2
r ) =
∑
x, y∈H ∗r
Pω{Tx < T←
∅
, Ty < T←
∅
}
= Eω(Zr) +
∑
x 6=y∈H ∗r
Pω{Tx < T←
∅
, Ty < T←
∅
} .(4.46)
By (4.27), Pω{Tx < T←
∅
} ≤ e−V (x). On the other hand, by the definition of Hr, we
have V (x) = V (x) for x ∈ H ∗r ⊂ Hr. So
Eω(Zr) ≤
∑
x∈H ∗r
e−V (x)
≤
∑
x∈Hr
e−V (x) 1{max1≤m<k∆V (x
H
(x)
hm
)≤rθ} 1{V (xj)−V (xj)≤a(x)j , ∀0≤j<|x|}
.
Taking expectation on both sides, we obtain:
E[Eω(Zr)] ≤ E
( ∑
x∈Hr
e−V (x) 1{max1≤m<k∆V (x
H
(x)
hm
)≤rθ} 1{V (xj)−V (xj)≤a(x)j , ∀0≤j<|x|}
)
,
which, by formula (3.11), is
= Q
(
max
1≤m<k
∆S
H
(S)
hm
, Sj − Sj ≤ a
(S)
j , ∀0 ≤ j < H
(S)
r
)
.
Applying (4.36), we get E[Eω(Zr)] ≤ e
−(1+o(1))
∑k
ℓ=1
rχ
λℓ . Since
∑k
ℓ=1
rχ
λℓ
∼ (2r)1/2 (see
(4.40)), we arrive at:
(4.47) E[Eω(Zr)] ≤ e
−(1+o(1))(2r)1/2 .
Also, since V (x) ≥ r for x ∈ H ∗r , we have
∑
x∈H ∗r
e−2V (x) ≤ e−r
∑
x∈H ∗r
e−V (x), so that
for all sufficiently large r,
(4.48) E
( ∑
x∈H ∗r
e−2V (x)
)
≤ e−r .
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By (4.47) and (4.46), we have
(4.49) E[Eω(Z
2
r )] ≤ e
−(1+o(1))(2r)1/2 + E
[ ∑
x 6=y∈H ∗r
Pω{Tx < T←
∅
, Ty < T←
∅
}
]
.
For any pair of distinct vertices x 6= y, let x∧y denote their youngest common ancestor;
equivalently, x ∧ y is the unique vertex satisfying [[∅, x ∧ y]] = [[∅, x]] ∩ [[∅, y]]. Consider
Pω{Tx < Ty < T←
∅
}.
To realize Tx < Ty < T←
∅
, the biased walk first needs to hit x ∧ y before hitting
←
∅, then,
starting from x ∧ y, it should hit x before hitting
←
∅, (and then, starting from x, it hits
automatically x∧y before hitting
←
∅), and then, starting from x∧y, it should hit y before
hitting
←
∅. Applying the strong Markov property, we obtain:
Pω{Tx < Ty < T←
∅
} ≤ Pω{Tx∧y < T←
∅
}P x∧yω {Tx < T←∅}P
x∧y
ω {Ty < T←∅},
where, for any vertex z, P zω denotes the (quenched) probability under which the biased
walk starts at z. By exchanging x and y, we also have
Pω{Ty < Tx < T←
∅
} ≤ Pω{Tx∧y < T←
∅
}P x∧yω {Ty < T←∅}P
x∧y
ω {Tx < T←∅}.
Hence
Pω{Tx < T←
∅
, Ty < T←
∅
} = Pω{Tx < Ty < T←
∅
}+ Pω{Ty < Tx < T←
∅
}
≤ 2Pω{Tx∧y < T←
∅
}P x∧yω {Tx < T←∅}P
x∧y
ω {Ty < T←∅}.
[Although we have implicitly assumed x ∧ y is different from the root∅, the last inequality
remains trivially valid even if x ∧ y is the root.] By (4.27), Pω{Tx∧y < T←
∅
} ≤ e−V (x∧y).
More generally, we use (4.26) to see that
P x∧yω {Tx < T←∅} ≤ (|x ∧ y|+ 1)e
−[V (x)−V (x∧y)] .
We also have P x∧yω {Ty < T←∅} ≤ (|x ∧ y| + 1)e
−[V (y)−V (x∧y)] by exchanging the roles of x
and y. As a consequence,
Pω{Tx < T←
∅
, Ty < T←
∅
} ≤ 2(|x ∧ y|+ 1)2 eV (x∧y)−V (x)−V (y),
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which is bounded by 2(|x ∧ y| + 1)eV (x∧y)−V (x)−V (y). Moreover, for x ∈ H ∗r , we have
|x ∧ y|+ 1 ≤ |x|+ 1 ≤ ⌊eε1 r
1/2
⌋. Going back to (4.49), we obtain:
E[Eω(Z
2
r )]
≤ e−(1+o(1))(2r)
1/2
+ 2e2ε1 r
1/2
E
( ∑
z: V (z)<r
∑
x, y∈H ∗r : x∧y=z
eV (z)−V (x)−V (y)
)
(4.50)
= e−(1+o(1))(2r)
1/2
+ 2e2ε1 r
1/2
E
( ∞∑
n=0
k∑
m=1
Σ
(n,m)
3
)
,(4.51)
where
Σ
(n,m)
3 :=
∑
z: |z|=n
eV (z) 1{hm−1≤V (z)<hm}
∑
x, y∈H ∗r : x∧y=z
e−V (x)−V (y) .
For further use, we also see from the inequality Eω(Zr) ≤
∑
x∈H ∗r
e−V (x) that, for all
sufficiently large r,
(4.52) E[(EωZr)
2] ≤ e−r + E
( ∑
z: V (z)<r
1{V (z)≥−β}
∑
x, y∈H ∗r : x∧y=z
e−V (x)−V (y)
)
.
The term e−r comes from E(
∑
x∈H ∗r
e−2V (x)) and (4.48). The indicator function 1{V (z)≥−β}
was implicitly present in x ∈ H ∗r ; it is written explicitly here because it is going to play
a crucial role later. We note that the expectation expressions on the right-hand side of
(4.50) and (4.52) are very similar to each other, except that there is no V (z) term on the
right-hand side of (4.52).
For each pair (n, m), we estimate E(Σ
(n,m)
3 ). By definition (recalling that xi is the
ancestor of x in generation i for i ≤ |x|),
Σ
(n,m)
3 =
∑
z: |z|=n
eV (z) 1{hm−1≤V (z)<hm}
∑
u 6=v,
←
u=z=
←
v
e−V (u)−V (v) ×
×
∑
x∈H ∗r : xn+1=u
e−[V (x)−V (u)]
∑
y∈H ∗r : yn+1=v
e−[V (y)−V (v)] .
We first take expectation conditioning on Fn+1 := σ{V (w) : |w| ≤ n + 1}, the σ-field
generated by the random potential in the first n + 1 generations:
E(Σ
(n,m)
3 |Fn+1)
≤
∑
z: |z|=n
eV (z) 1{hm−1≤V (z)<hm} 1{V (zi)−V (zi)<a(z)i , ∀0≤i≤n}
1{max1≤ℓ<m∆V (z
H
(z)
hℓ
)≤rθ} ×
×1
{Λ(z)≤eεr
1/2
}
∑
(u, v): u 6=v,
←
u=z=
←
v
e−V (u)−V (v) fm(V (u))fm(V (v)),(4.53)
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where Λ(x) :=
∑
y:
←
y=x
e−∆V (y) as in (4.2), and for s < hm+1,
fm(s) := E
{ ∑
x∈Hr−s
e−V (x)
( k−1∏
ℓ=m+1
1{∆V (x
H
(x)
hℓ−s
)≤rθ}
)( k∏
ℓ=m+2
H
(x)
hℓ−s
−1∏
i=H
(x)
hℓ−1−s
1{V (xi)−V (xi)<λℓ}
)}
.
Some care needs to be taken in order to make (4.53) valid in all situations. On the right-
hand side of (4.53), V (u) < hm for most u with
←
u = z (and V (u) < r for most v with
←
v = z); however, there is a possible situation when V (u) ≥ hm: this is when u ∈ Hhm
(for some 1 ≤ m ≤ k), in which case we only have V (u) ≤ hm + r
θ (which is strictly
smaller than hm+1). In order to take care of this situation, only overshoots ∆V (xH(x)hℓ−s
)
for ℓ > m are involved in the definition of fm(s). In particular, fk−1(s) = 1 for s < r, and
fk(s) should be defined as 1 for all s ∈ R.
By formula (3.11), this gives, for s < hm+1,
fm(s) = Q
( k−1⋂
ℓ=m+1
1{∆S
H
(S)
hℓ−s
≤rθ} ∩
k⋂
ℓ=m+2
H
(S)
hℓ−s
−1⋂
i=H
(S)
hℓ−1−s
{Si − Si < λℓ}
)
,
where H
(S)
t := inf{i ≥ 0 : Si ≥ t} (for any t ≥ 0) as in (3.9). By Claim 4.5, we arrive at
the following estimate: when r →∞,
fm(s) ≤ exp
(
− (1 + o(1))
k∑
ℓ=m+2
rχ
λℓ
)
,
uniformly in s < hm+1 and m ∈ [1, k] (and in n ≥ 1).
Let us go back to (4.53), and first look at the double sum
∑
(u, v): u 6=v,
←
u=z=
←
v
on the
right-hand side. Thanks to the upper bound for fm(s) we have just obtained that is valid
uniformly in s ≥ 0, we get that, on the right-hand side of (4.53),
1
{Λ(z)≤eεr
1/2
}
∑
(u, v): u 6=v,
←
u=z=
←
v
e−V (u)−V (v) fm(V (u))fm(V (v))
≤ 1
{Λ(z)≤eεr
1/2
}
e
−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ
[ ∑
u:
←
u=z
e−V (u)
]2
≤ e
−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ
[
e−V (z) eεr
1/2
]2
,
where, in the last inequality, we used the definition of Λ(z) :=
∑
u:
←
u=z
e−[V (u)−V (z)] as in
(4.2) to see that on the event {Λ(z) ≤ eεr
1/2
}, we have
∑
u:
←
u=z
e−V (u) = e−V (z) Λ(z) ≤
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e−V (z) eεr
1/2
. Therefore, (4.53) yields
E(Σ
(n,m)
3 |Fn+1) ≤ e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ
∑
z: |z|=n
eV (z)−2V (z) 1{hm−1≤V (z)<hm} ×
×1
{V (zi)−V (zi)<a
(z)
i , ∀0≤i≤n}
1{max1≤ℓ<m∆V (z
H
(z)
hℓ
)≤rθ} .
Taking expectation to get rid of the conditioning, and using the many-to-one formula
(3.6), we obtain:
E(Σ
(n,m)
3 ) ≤ e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ EQ
[
eSn−Sn 1{hm−1≤Sn<hm} ×
×1
{Si−Si<a
(S)
i , ∀0≤i≤n}
1{max1≤ℓ<m∆S
H
(S)
hℓ
≤rθ}
]
.
Going back to (4.51), this yields
E[Eω(Z
2
r )] ≤ e
−(1+o(1))(2r)1/2 + 2e2ε1 r
1/2
∞∑
n=0
k∑
m=1
e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ ×
×EQ
[
eSn−Sn 1{hm−1≤Sn<hm} 1{Si−Si<a(S)i , ∀0≤i≤n}
1{max1≤ℓ<m∆S
H
(S)
hℓ
≤rθ}
]
.(4.54)
Similarly, (4.52) leads to: for r →∞,
E[(EωZr)
2] ≤ e−r +
∞∑
n=0
k∑
m=1
e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ EQ
[
e−Sn 1{min0≤i≤n Si≥−β} ×
×1{hm−1≤Sn<hm} 1{Si−Si<a(S)i , ∀0≤i≤n}
1{max1≤ℓ<m∆S
H
(S)
hℓ
≤rθ}
]
.(4.55)
We proceed with (4.54). Recall from (4.31) that a
(S)
i := λℓ if H
(S)
hℓ−1
≤ i < H
(S)
hℓ
.
In particular, a
(S)
n = λm on the event {hm−1 ≤ Sn < hm}, so that e
Sn−Sn ≤ eλm on
{hm−1 ≤ Sn < hm} ∩ {Sn − Sn < a
(S)
n }. Consequently,
E[Eω(Z
2
r )] ≤ e
−(1+o(1))(2r)1/2 + 2e2ε1 r
1/2
∞∑
n=0
k∑
m=1
e
λm+2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ ×
×Q
(
{hm−1 ≤ Sn < hm} ∩ {Si − Si < a
(S)
i , ∀0 ≤ i ≤ n} ∩ { max
1≤ℓ<m
∆S
H
(S)
hℓ
≤ rθ}
)
.
According to Claim 4.6, this yields
E[Eω(Z
2
r )] ≤ e
−(1+o(1))(2r)1/2 +
+2e2ε1 r
1/2
k∑
m=1
e
λm+2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ × c14r e
−(1+o(1))
∑m−1
ℓ=1
rχ
λℓ .
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By definition, k := ⌊r1−χ⌋ and λm := (2r)
1/2 (k−m+1
k
)1/2. Hence
λm − 2
k∑
ℓ=m+2
rχ
λℓ
−
m−1∑
ℓ=1
rχ
λℓ
∼ −(2r)1/2 .
This completes the proof of inequality (4.11) in Lemma 4.2. 
4.5 Proof of Lemma 4.2: inequality (4.12)
We recall from (4.55) that
E[(EωZr)
2] ≤ e−r +
∞∑
n=0
k∑
m=1
e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ EQ
[
e−Sn 1{min0≤i≤n Si≥−β} ×
×1{hm−1≤Sn<hm} 1{Si−Si<a(S)i , ∀0≤i≤n}
1{max1≤ℓ<m∆S
H
(S)
hℓ
≤rθ}
]
.
On the right-hand side, we throw away 1{max1≤ℓ<m∆S
H
(S)
hℓ
≤rθ} by saying that it is bounded
by 1. On the event {hm−1 ≤ Sn < hm}, we have a
(S)
n = λm, so that 1{Si−Si<a(S)i , ∀0≤i≤n}
≤
1{Sn−Sn<λm}. This leads to:
E[(EωZr)
2] ≤ e−r +
k∑
m=1
e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ EQ
[ ∞∑
n=0
e−Sn 1{min0≤i≤n Si≥−β} ×
×1{hm−1≤Sn<hm} 1{Sn−Sn<λm}
]
=: e−r +
k∑
m=1
Σ
(m)
4 ,(4.56)
with obvious notation.
Fix 0 < ε5 < 1. We use different estimates for Σ
(m)
4 on the right-hand side, depending
on whether m ≤ ⌈ε5k⌉ or not.
First case: 1 ≤ m ≤ ⌈ε5 k⌉. In this case, we simply use 1{hm−1≤Sn<hm} ≤ 1 and
1{Sn−Sn<λm} ≤ 1, to see that for large r,
Σ
(m)
4 ≤ e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ EQ
[ ∞∑
n=0
e−Sn 1{min0≤i≤n Si≥−β}
]
.
According to Lemma B.2 of A¨ıde´kon [3], for any b > 0, there exists a constant c20(b) > 0,
whose value depends also on β, such that
(4.57) EQ
[ ∞∑
j=1
e−b Sj 1{Si≥−β,∀i≤j}
]
≤ c20(b) .
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Consequently, for all sufficiently large r,
Σ
(m)
4 ≤ c20(1) e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ .
By (4.39) and (4.40), for 1 ≤ m ≤ ⌈ε5k⌉, we have
k∑
ℓ=m+2
rχ
λℓ
=
k∑
ℓ=1
rχ
λℓ
−
m+1∑
ℓ=1
rχ
λℓ
= (1 + o(1))(2r)1/2 − (2rχ)1/2[k1/2 − (k − ⌈ε5k⌉)
1/2],
which is (1 + o(1))(1− ε5)
1/2(2r)1/2, r →∞. Therefore,
(4.58)
⌈ε5 k⌉∑
m=1
Σ
(m)
4 ≤ c20(1) ⌈ε5 k⌉ e
2εr1/2−(2+o(1))(1−ε5)1/2(2r)1/2 .
Second (and last) case: ⌈ε5 k⌉ < m ≤ k. Since m > ⌈ε5 k⌉, we have hm−1 =
(m − 1) r
k
≥ ε5r. So on the event {hm−1 ≤ Sn < hm} ∩ {Sn − Sn < λm}, we have Sn >
Sn−λm ≥ hm−1−λm ≥ ε5r−λm, which is greater than or equal to ε5r−λ1 = ε5r−(2r)
1/2.
Accordingly,
Σ
(m)
4 ≤ e
2εr1/2−(2+o(1))
∑k
ℓ=m+2
rχ
λℓ EQ
[ ∞∑
n=0
e−
1
2
Sn e−
1
2
[ε5r−(2r)1/2] 1{min0≤i≤n Si≥−β}
]
≤ e2εr
1/2
EQ
[ ∞∑
n=0
e−
1
2
Sn e−
1
2
[ε5r−(2r)1/2] 1{min0≤i≤n Si≥−β}
]
= e2εr
1/2− 1
2
[ε5r−(2r)1/2]EQ
[ ∞∑
n=0
e−
1
2
Sn 1{min0≤i≤n Si≥−β}
]
.
So by (4.57), we have Σ
(m)
4 ≤ c20(
1
2
) e2εr
1/2− 1
2
[ε5r−(2r)1/2] for ⌈ε5 k⌉ < m ≤ k. As a conse-
quence,
(4.59)
k∑
m=⌈ε5k⌉+1
Σ
(m)
4 ≤ c20(1/2)k e
2εr1/2− 1
2
[ε5r−(2r)1/2] .
Since E[(EωZr)
2] ≤ e−r +
∑k
m=1Σ
(m)
4 (see (4.56)), it follows from (4.58) and (4.59)
that
E[(EωZr)
2] ≤ e−r + c20(1) ⌈ε5 k⌉ e
2εr1/2−(2+o(1))(1−ε5)1/2(2r)1/2 +
+c20(1/2)k e
2εr1/2− 1
2
[ε5r−(2r)1/2] .
Recall that k := ⌊r1−χ⌋. Since ε5 > 0 can be as close to 0 as possible, this yields (4.12),
and completes the proof of Lemma 4.2. 
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A Appendix: Probability estimates for one-dimen-
sional random walks
Let (Ω, F , P) be a probability space. Let S0 := 0 and let (Si − Si−1, i ≥ 1) be a
sequence of i.i.d. real-valued random variables defined on (Ω, F , P) with E(S1) = 0 and
σ2 := E(S21) ∈ (0, ∞). We write
Sj := max
0≤i≤j
Si, j ≥ 0.
For any b ∈ R, let10
Hb := inf{i ≥ 1 : Si ≥ b}, H
−
b := inf{i ≥ 1 : Si ≤ b} .
Applying (2.6) of Borovkov and Foss [16] to the ladder heights, we immediately see that
the assumption E(S21) <∞ ensures that E(SHb) <∞ for all b ≥ 0, and that there exists
a constant c21 > 0 satisfying E(SHb − b) ≤ c21(b+ 1) for all b ≥ 0.
Lemma A.1 (i) Assume E(|S1|
3) < ∞. There exists a constant c22 > 0 such that for
any a ≥ 0 and b ≥ 0 with a + b > 0,
(A.1)
b− c22
a+ b
≤ P{Ha < H
−
−b} ≤
b+ c22
a + b
.
(ii) Assume E(|S1|
3+δ) <∞ for some δ > 0. Then for any a ≥ 0,
(A.2) P{H−−b < Ha} ∼
E(SHa)
b
, b→∞.
Proof. We follow the same argument as in [5].
(i) Since E(|S1|
3) <∞, it is known (Mogulskii [37]) that supb>0 E(−SH−
−b
− b) <∞.
By the optional stopping theorem, 0 = E(S
Ha∧H
−
−b
) = E[(SHa − SH−
−b
) 1{Ha<H−−b}
] +
E(S
H
−
−b
) ≥ (a+ b)P{Ha < H
−
−b}− b−E(−SH−
−b
− b) ≥ (a+ b)P{Ha < H
−
−b}− b− c23 where
c23 := supb>0 E(−SH−
−b
− b) <∞. This yields the second inequality in (A.1). Considering
(−Sn) in place of (Sn) (and exchanging the roles of a and b) yields the first inequality.
(ii) Again, by the optional stopping theorem, 0 = E(S
Ha∧H
−
−b
) = −bP{H−−b < Ha} +
E(SHa) + E{[(SH−
−b
+ b)− SHa] 1{Ha<H−−b}
]}, which leads to
(A.3) bP{H−−b < Ha} = E(SHa) + E{[ |SH−
−b
+ b| + SHa] 1{H−
−b<Ha}
]} .
10For b > 0, Hb is nothing else but H
(S)
b defined in (3.9).
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We let b→∞. We have P{H−−b < Ha} → 0 (by (A.1)), whereas supb>0 E( |SH−
−b
+ b|1+δ) <
∞ and E[(SHa)
1+δ) < ∞ (which is a consequence of the assumption E(|S1|
3+δ) < ∞; see
Mogulskii [37]). By Ho¨lder’s inequality, E{[ |S
H
−
−b
+ b| + SHa ] 1{H−
−b<Ha}
]} → 0. So (A.3)
implies (A.2). 
Lemma A.2 Assume E(|S1|
3) < ∞. There exist constants c24 > 0, c25 > 0 and c26 > 0
such that for all r ≥ 1 and λ ≥ c24, we have
(A.4) P
{
Sj − Sj < λ, Sj ≥ 0, ∀0 ≤ j ≤ Hr
}
≥ c25 exp
(
−
r
λ
−
c26 r
λ3/2
)
.
Proof. Let c22 > 0 be the constant in Lemma A.1. Since E(S1) = 0 and E(S
2
1) > 0, there
exist c27 > 0 and c28 ∈ (0, 1) such that P{S1 ≥ c27} ≥ c28, so that
P{Hc22+1 < H
−
0 } ≥ P
{
Si − Si−1 ≥ c27, ∀1 ≤ i ≤ ⌈
c22 + 1
c27
⌉
}
≥ c
⌈
c22+1
c27
⌉
28 =: c29 > 0.
Let y > 0 and let rk := (c22 + 1) + yk, for 0 ≤ k ≤ N := ⌈
r
y
⌉.
Let E(A.4) := {Sj−Sj < λ, Sj ≥ 0, ∀0 ≤ j ≤ Hr}. Since rN ≥ r, E(A.4) will be realized
if Hr0 < H
−
0 and if for all 0 ≤ k ≤ N−1, the following is true: after hitting [rk, ∞) for the
first time, the walk (Sn) hits [rk+1, ∞) before hitting (−∞, rk − λ]. Applying the strong
Markov property gives (Px being the probability under which the random walk starts at
x; so P0 = P)
P(E(A.4)) ≥ P{Hr0 < H
−
0 } ×
N−1∏
k=0
Prk{Hrk+1 < H
−
rk−λ
} ≥ c29
N−1∏
k=0
Prk{Hrk+1 < H
−
rk−λ
} .
[We do not need to worry about overshoots, because x 7→ Px{Hrk+1 < H
−
rk−λ
} is non-
decreasing for x ∈ [rk, ∞).]
Since Prk{Hrk+1 < H
−
rk−λ
} = P{Hrk+1−rk < H
−
−λ} = P{Hy < H
−
−λ}, it follows from
Lemma A.1 that (with λ sufficiently large such that λ > y + c22)
Prk{Hrk+1 < H
−
rk−λ
} ≥
λ− c22
y + λ
= 1−
y + c22
y + λ
≥ 1−
y + c22
λ
,
which is greater than or equal to exp[−y+c22
λ
− (y+c22
λ
)2] if y+c22
λ
≤ 1
2
(by the elementary
inequality that 1− x ≥ e−x−x
2
for 0 ≤ x ≤ 1
2
). Since N ≤ r
y
+ 1 = r+y
y
, we obtain:
P(E(A.4)) ≥ c29 exp
[
−
y + c22
λ
r + 1
y
−
(y + c22)
2
λ2
r + 1
y
]
.
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We choose λ ≥ 1 and r ≥ 1. We note that y+c22
λ
r+1
y
= r
λ
+ 1
λ
+ c22
λ
r+1
y
≤ r
λ
+1+ 2c22r
λy
, and
that if y ≥ c22,
(y+c22)2
λ2
r+1
y
≤ 4y
2
λ2
2r
y
= 8ry
λ2
. So, taking y := λ1/2 yields
P(E(A.4)) ≥ c29 exp
[
−
r
λ
− 1−
2c22r
λ3/2
−
8r
λ3/2
]
,
proving the lemma. 
The next lemma says that, under sufficient integrability conditions, the main term r
λ
within the exponential function in Lemma A.2 is, in some sense, optimal:
Lemma A.3 Assume E(eδS1) <∞ for some δ > 0. For any ε > 0, there exist constants
c30 > 0 and c31 > 0 such that for all r ≥ 1 and λ ≥ c30, we have
(A.5) P
{
Sj − Sj < λ, ∀0 ≤ j ≤ Hr
}
≤ c31 exp
(
− (1− ε)
r
λ
)
.
Proof. Let τ0 := 0 and for any k ≥ 1, let τk := inf{i > τk−1 : Si ≥ Sτk−1} be the k-th
ascending ladder epoch. Let P(A.5) denote the probability expression on the left-hand side
of (A.5). For any k ≥ 1, we have
P(A.5) ≤ P{Sτk ≥ r}+ P
{
Sτi−1 − min
τi−1≤j≤τi
Sj < λ, ∀1 ≤ i ≤ k
}
.
We now estimate the two probability expressions on the right-hand side.
For the first probability expression, we write Sτk =
∑k
i=1(Sτi − Sτi−1), and observe
that (Sτi −Sτi−1 , i ≥ 1) is a sequence of i.i.d. random variables, with E(e
aSτ1 ) <∞ for all
a < δ. So we take
k = k(r, ε) :=
⌈ 1− ε
E(Sτ1)
r
⌉
;
there exist constants c32 > 0 and c33 > 0, depending on ε, such that P{Sτk(r, ε) ≥ r} ≤
c32 e
−c33 r for all r ≥ 1.
For the second probability expression (now with k := k(r, ε)), we use the fact that
(Sτi−1 − minτi−1≤j≤τi Sj, i ≥ 1) is also a sequence of i.i.d. random variables, having the
same distribution as −min0≤j≤τ1 Sj; accordingly,
P
{
Sτi−1 − min
τi−1≤j≤τi
Sj < λ, ∀1 ≤ i ≤ k(r, ε)
}
=
[
P
{
− min
0≤j≤τ1
Sj < λ
}]k(r, ε)
.
Since τ1 = H0 and {−min0≤j≤τ1 Sj < λ} = {H0 < H
−
−λ}, we are entitled to apply (A.2) to
see that for all sufficiently large λ (say λ ≥ λ0), P{−min0≤j≤τ1 Sj < λ} ≤ 1−(1−ε)
E(Sτ1 )
λ
.
Hence for λ ≥ λ0,
P
{
Sτi−1 − min
τi−1≤j≤τi
Sj < λ, ∀1 ≤ i ≤ k(r, ε)
}
≤
(
1− (1− ε)
E(Sτ1)
λ
)k(r, ε)
,
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which is bounded by exp[−(1 − ε)
E(Sτ1 )
λ
k(r, ε)]. Assembling these pieces yields that for
r ≥ 1 and λ ≥ λ0,
P(A.5) ≤ c32 e
−c33 r + exp
[
− (1− ε)
E(Sτ1)
λ
k(r, ε)
]
,
which yields (A.5) as ε > 0 is arbitrary. 
References
[1] A¨ıde´kon, E. (2008). Transient random walks in random environment on a Galton–
Watson tree. Probab. Theory Related Fields 142, 525–559.
[2] A¨ıde´kon, E. (2010). Large deviations for transient random walks in random environ-
ment on a Galton–Watson tree. Ann. Inst. H. Poincare´ Probab. Statist. 46, 159–189.
[3] A¨ıde´kon, E. (2013). Convergence in law of the minimum of a branching random walk.
Ann. Probab. 41, 1362–1426.
[4] A¨ıde´kon, E. (2011+). Speed of the biased random walk on a Galton–Watson tree.
Probab. Theory Related Fields (to appear); ArXiv:1111.4313
[5] A¨ıde´kon, E., Hu, Y. and Zindy, O. (2013). The precise tail behavior of the total
progeny of a killed branching random walk. Ann. Probab. 41, 3786–3878.
[6] Aldous, D. (1998). A Metropolis-type optimization algorithm on the infinite tree.
Algorithmica 22, 388–412.
[7] Andreoletti, P. and Debs, P. (2011+). The number of generations entirely visited for
recurrent random walks on random environment. J. Theoret. Probab. (to appear);
ArXiv:1112.3797
[8] Andreoletti, P. and Debs, P. (2013+). Spread of visited sites of a random walk along
the generations of a branching process. ArXiv:1303.3199
[9] Ben Arous, G., Fribergh, A., Gantert, N. and Hammond, A. (2012). Biased random
walks on a Galton-Watson tree with leaves. Ann. Probab. 40, 280–338.
[10] Ben Arous, G., Fribergh, A. and Sidoravicius, V. (2011+). A proof of the Lyons-
Pemantle-Peres monotonicity conjecture for high biases. ArXiv:1111.5865
[11] Ben Arous, G. and Hammond, A. (2012). Randomly biased walks on subcritical trees.
Comm. Pure Appl. Math 65, 1481–1527.
[12] Ben Arous, G., Hu, Y., Olla, S. and Zeitouni, O. (2013). Einstein relation for biased
random walk on Galton–Watson trees. Ann. Inst. H. Poincare´ Probab. Statist. 49,
698–721.
41
[13] Biggins, J.D. (1977). Chernoff’s theorem in the branching random walk. J. Appl.
Probab. 14, 630–636.
[14] Biggins, J.D. and Kyprianou, A.E. (2005). Fixed points of the smoothing transform:
the boundary case. Electron. J. Probab. 10, Paper no. 17, 609–631.
[15] Bingham, N.H. and Doney, R.A. (1975). Asymptotic properties of supercritical
branching processes. II. Crump-Mode and Jirina processes. Adv. Appl. Probab. 7,
66–82.
[16] Borovkov, A.A. and Foss, S.G. (2000). Estimates for overshooting an arbitrary bound-
ary by a random walk and their applications. Theory Probab. Appl. 44, 231–253.
[17] Brox, T. (1986). A one-dimensional diffusion process in a Wiener medium. Ann.
Probab. 14, 1206–1218.
[18] Caravenna, F. (2005). A local limit theorem for random walks conditioned to stay
positive. Probab. Theory Related Fields 133, 508–530.
[19] Chang, J.T. (1994). Inequalities for the overshoot. Ann. Appl. Probab., 4, 1223–1233.
[20] Doney, R.A. (1980). Moments of ladder heights in random walks. J. Appl. Probab.,
17, 248–252.
[21] Faraud, G. (2011). A central limit theorem for random walk in a random environment
on marked Galton-Watson trees. Electron. J. Probab. 16, 174–215.
[22] Faraud, G., Hu, Y. and Shi, Z. (2012). Almost sure convergence for stochastically
biased random walks on trees. Probab. Theory Related Fields 154, 621–660.
[23] Hu, Y. and Shi, Z. (2007). A subdiffusive behaviour of recurrent random walk in
random environment on a regular tree. Probab. Theory Related Fields 138, 521–549.
[24] Hu, Y. and Shi, Z. (2007). Slow movement of recurrent random walk in random
environment on a regular tree. Ann. Probab. 35, 1978–1997.
[25] Kahane, J.-P. and Peyrie`re, J. (1976). Sur certaines martingales de Mandelbrot. Adv.
Math. 22, 131–145.
[26] Kozlov, M.V. (1976). The asymptotic behavior of the probability of non-extinction
of critical branching processes in a random environment. Theory Probab. Appl. 21,
791–804.
[27] Lyons, R. (1990). Random walks and percolation on trees. Ann. Probab. 18, 931–958.
[28] Lyons, R. (1992). Random walks, capacity and percolation on trees. Ann. Probab.
20, 2043–2088.
42
[29] Lyons, R. (1997). A simple path to Biggins’ martingale convergence for branching
random walk. In: Classical and Modern Branching Processes (Eds.: K.B. Athreya and
P. Jagers). IMA Volumes in Mathematics and its Applications 84, 217–221. Springer,
New York.
[30] Lyons, R. and Pemantle, R. (1992). Random walk in a random environment and
first-passage percolation on trees. Ann. Probab. 20, 125–136.
[31] Lyons, R., Pemantle, R. and Peres, Y. (1995). Conceptual proofs of L logL criteria
for mean behavior of branching processes. Ann. Probab. 23, 1125–1138.
[32] Lyons, R., Pemantle, R. and Peres, Y. (1995). Ergodic theory on Galton–Watson
trees: speed of random walk and dimension of harmonic measure. Ergodic Theory
Dynam. Systems 15, 593–619.
[33] Lyons, R., Pemantle, R. and Peres, Y. (1996). Biased random walks on Galton–
Watson trees. Probab. Theory Related Fields 106, 249–264.
[34] Lyons, R. with Peres, Y. (2014+). Probability on Trees and Networks.
Cambridge University Press. In preparation. Current version available at
http://mypage.iu.edu/~rdlyons/prbtree/prbtree.html
[35] Maillard, P. and Zeitouni, O. (2013+). Performance of the Metropolis algorithm on
a disordered tree: the Einstein relation. ArXiv math.PR/1304.0552
[36] Menshikov, M.V. and Petritis, D. (2002). On random walks in random environment
on trees and their relationship with multiplicative chaos. In: Mathematics and Com-
puter Science II (Versailles, 2002), pp. 415–422. Birkha¨user, Basel.
[37] Mogulskii, A.A. (1973). Absolute estimates for moments of certain boundary func-
tionals. Theory Probab. Appl. 18, 340–347.
[38] Monthus, C. and Le Doussal, P. (2004). Energy dynamics in the Sinai model. Phys-
ica A 334, 78–108.
[39] Peres, Y. (1999). Probability on Trees: An Introductory Climb, E´cole d’E´te´ de Saint-
Flour XXVII (1997), Lecture Notes in Math. 1717, pp. 193–280. Springer, Berlin,
1999.
[40] Shi, Z. (2014+). Branching Random Walks, E´cole d’E´te´ de Saint-Flour XLII (2012),
in preparation.
[41] Sinai, Ya.G. (1982). The limiting behavior of a one-dimensional random walk in a
random medium. Th. Probab. Appl. 27, 256–268.
[42] Zeitouni, O. (2004). Random Walks in Random Environment, E´cole d’E´te´ de Saint-
Flour XXXI (2001), Lecture Notes in Math. 1837, pp. 193–312. Springer, Berlin,
2004.
43
