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1. PRELIMINARIES 
Many recent papers (e.g., [l, 2, 4, 6-91 and the references cited therein) 
have dealt with the existence of bounded solutions of perturbed Volterra 
integrodifferential systems of the form 
x’(t) = A(t) x(t) + lot B(t, s) 4s) ds + P(t)(x), t > 0. (P) 
(Here, the perturbation term p(t)( x is an operator about which more is ) 
specifically stated below.) Most of these papers consider (P) under 
boundedness or other various stability assumptions on the related linear 
system 
r’(t) = 44 r(t) + I,’ B(t, 4 y(s) 4 t > 0. CL) 
More recently (P) has been studied under the weaker assumption that (L) 
is admissible with respect to certain pairs of spaces. The author [2] proved 
under such admissibility assumptions that locally the set of bounded solutions 
of (P) is homeomorphic to the set of bounded solutions of (L), provided p 
satisfies a Lipschitz-type condition in X. Other authors [I, 6J have obtained 
similar and related results using a different approach for a restricted class of 
systems (A(S) = A, B(t, S) = B(t - s)). Our purpose here is to extend our 
previous results in [2] to a broader class of perturbations; the expense of 
this generalization is less structure for the set of bounded solutions of (P) 
as related to the corresponding set for (L). This set will no longer necessarily 
be locally homeomorphic to that of (L), but nevertheless will be “at least 
as large;” we make this precise by using the notation of locally nonempty 
partitions with respect to an index set as defined below. Our main results 
appear in Theorem 1. 
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For simplicity we assume throughout that A(t) and B(t, s) are continuous 
n x n matrix valued functions defined on t 3 0 and t > s > 0, respectively. 
This guarantees that (L) has, for each assigned initial condition y(0) = 
y,, E R”, a unique solution defined for all t > 0. These continuity assumptions, 
however, could be considerably weakened, for all that is essentially needed 
below is the global existence and uniqueness of the initial value problem for 
(L), properties valid under less restrictive conditions on A and B [7]. By 
a solution of (P) we mean an absolutely continuous function x(t): R+- --f Rn 
that reduces (P) to an identity for almost all t > 0. 
The key concept we use is that of admissibility, by which we mean exactly 
that defined by Massera and Schaffer [5] for differential systems. Namely, 
we say (L) is (B, , BJ-admissibk for Banach function spaces Bl and B, , 
if for every g(t) in B, , there exists at least one solution of the nonhomo- 
geneous system 
z’(t) = A(t) z(t) + It B(t, s> ~(4 ds + g(t), t > 0, (NH) 
in B, . In this paper we will always take B, = BC, the Banach space of 
bounded, continuous functions of R+ with norm 1 x I,, = SUP,~,, 1 z(t)/. We 
will also consider the Banach spaces LP, 1 < p < co, consisting of all 
functions measurable in t 3 0 for which / z lB = (Jr / z(t)lp dt)l/p < CO, 
and M”, 1 < p < co, consisting of all functions measurable in t > 0 for 
which 1 x Im,Z, = ~up~>s(j:+~ 1 Z(S)/P ds)l/p < co. The latter spaces are 
frequently used in studying perturbation problems for differential systems. 
Note that LP is a proper subset of MP. For notational convenience, we will 
also denote BC by Lm. The Banach space BC = Lm is a subspace of the convex 
FrCchet space C of continuous functions for t > 0 under the (so called 
compact open) topology of uniform convergence on compact intervals. Note 
that BC has a stronger topology than that of C. For convenience, all functions 
are assumed to vanish for all t < 0. 
Let T be any linear topological space and let 52, , Q, be any subsets with 
Q, having a topology equivalent to or stronger than that induced from T. 
We say Q, has a partition with respect to Sz, if there exists a collection 
{KU / w E Q,> of subsets of T indexed by Q, such that (Jn, K, = 9, and 
K, n K,, = m for all w, w’ E Qn, , w # w’. A partition of Sz, with respect 
to 52, is called locally nonempty if 0 E Sz, and there exists a neighborhood U 
of 0 in the topology of Q, such that K, # 0 for all w E U. Notice that if Sr, 
has a locally nonempty partition then 8, is nonempty since U always contains 
at least the element 0. 
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2. THE MAIN RESULT 
We need the following hypothesis on the perturbation term p, which, 
without loss of generality, we write as ~(t)(x) = h(t)(~) + g(t), h(t)(O) = 0 
for t 3 0. Let Y denote any one of the spaces Lp or MD. 
Hl. There exists a constant Y, 0 < Y < co, such that p(t)(x) maps 
the ball {X E BC: 1 x 1s < r } continuously into Yin the compact open topology 
of C in such a way that / h(t)(x)ly < 13 1 x 1s for some constant 8 > 0 and 
all x E BC satisfying ( x I,, < Y. 
The following theorem contains our main result concerning the existence of 
bounded solutions of (P). 
THEOREM 1. Let Y be one of the spaces L”, 1 < p < co, OY M’, 
1 <p < co. Assume that the perturbation term p(t)(x) = h(t)(x) + g(t), 
h(t)(O) = 0, @is$es Hl and that (L) is (Y, BC)-admissible. Then there exist 
constants 0, > 0 and r. > 0 such that, for eachg E Y satisfying / g ly < r. , the 
set of bounded solutions of (P) h as a locally nonempty partition with respect 
to the set of bounded solutions of (L) provided 0 < B,, . 
In the following remarks we discuss the two hypotheses on p and (L) 
contained in this theorem. 
Remark 1. The perturbation term p(t)(x) is frequently of higher order 
in 2: I PWh = 4 * lo) uniformly in t > 0. This is the case, of course, 
when the approach to a given system is that of “linearization” or “first 
approximation.” We point out that in this case the condition that 0 be 
sufficiently small is always met, provided only that the constant Y is taken 
sufficiently small in HI. Specifically, ( h(t)(x)IY/l x (,, -+ 0 as 1 x /,, -+ 0 
uniformly in t > 0 implies that for some Y > 0 we have / h(t)(x)lu < 0, / x I0 
for I x I0 < Y uniformly in t > 0. Thus, Theorem 1 is always locally valid 
for higher order perturbations in (P). Of course, Hl does not, however, rule 
out linear perturbations. 
A typical, but broad class of perturbations is included in the example 
P(~)(X) = f (t, 40) + Lt h(t, s, x(s), x(t)> ds + g(t), 
where 
If ct, 4 < 4Ol z In, I W, x, z, 4 < B(t> 4 x Im Iw Ip 
for t > 0, I z I < Y and t > s >, 0, j z / < Y, I w 1 < r, respectively. Here 
g(t) and e(t) = a(t) + J: B(t, s) d s are assumed to be in the space Y = LP 
5W/2+-5 
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or IMP. Then 8 = 1 8 Iy in Hl. Note that this example includes the case 
h(t, s, x(s), x(t)) = col(0, x1(t) b(t - s) xi(s)), x(t) = col(x,(t), x2(t)), which is 
found in frequent applications for p = + CQ (e.g., Volterra’s well-known 
predator-prey equations with hereditary effects [ 111). 
Remark 2. In the case of differential systems (B(t, s) = 0), admissibility 
has been extensively studied [5]. For autonomous differential systems 
(A(t) = A), the question of admissibility reduces to that of the location of 
the eigenvalues of A in the complex plane. For example, in this case (L) is 
(Lp, BC)-admissible for 1 < p < co if no eigenvalue has zero real part and 
is (P, BC)-admissible if those eigenvalues with zero real part are simple. 
For nonautonomous systems, sufficient (and sometimes necessary) conditions 
for (D, BC)-admissibility can be formulated on the basis of appropriate 
bounds on Y(t) PiY-l(s) and Y(t) PsY-l(s) where Y(t) is a fundamental 
matrix for the linear homogeneous system and PI , Pz are supplementary 
projections into Rn, i.e., PI + Pz = I. The projection PI usually projects 
onto that subspace of Rn that serves as initial conditions giving rise to bounded 
solutions of the linear homogeneous ystem. The existence of such projections 
and bounds is referred to as the existence of dichotomies of solutions for 
0-J) [51- 
In the case of integrodifferential systems, sufficient conditions for admis- 
sibility of the same type can be given, although the problem is more complex. 
For “autonomous” systems A(t) 3 A and B(t, s) E B(t - s), recent work 
of Miller [6] and Miller and Nohel [l] can be interpreted in this way. Their 
approach uses the location of the complex roots of the equation 
det(J - A - B*(s)) = 0 w h ere B*(s) is the Laplace transform of the kernel 
B(z). This approach is of course a generalized version of the eigenvalue 
approach for differential systems; it is complicated mainly by the fact that 
the equation for the “eigenvalues” is not in general algebraic. (For example, 
it may have more then 12 roots and, in fact, infinitely many roots that, further- 
more, may have very large multiplicities.) In [2] it is established that (L) 
is (Lp, BC)-admissible for 1 < p < co if and only if there exists a matrix 
function P(s) E Lq, l/p + l/q = 1 (with q = co forp = 1) such that for some 
constant K > 0, 
(s,” 1 v(t, s)lq ds)“’ ,< K, ([” / w(t, s)/q)l’q ds< K 
fort > Owhenp # 1, 
I WY 4 < K t>s>o, and I WY 41 < K 
(2-l) 
fors 3 t >Owhenp = 1, 
where V(t, s) = U(t, s) - U(t, 0) P(s) and W(t, s) = U(t, 0) P(s). Here, 
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U(t, s) is the fundamental matrix of (L) which is defined to be the unique 
n X n matrix solution of 
utp, s) = A(t) U(t, s) + J” qt, 4 U(% s) du, t>s>O, 
.% 
satisfying U(s, s) = 1. Then the solution of (NH) is given by the variation 
of constants formula 
x(t) = U(t, 0) x(O) + s” U(t, s)g(s) ds. 
0 
In addition, condition (2.1) with q = 1 is sufficient for (Lm, BC)-admissibility. 
In the special case of autonomous differential systems mentioned above, it 
turns out that P(s) = PsY(s) so that v(t, s) = Y(t) Pry-l(s), W(t, s) = 
Y(t) Pay-l(s) and (2.1) are familiar bounds characterizing admissibility for 
these systems. This approach has been used by the author, through the 
construction of P(s), to study Volterra’s predator-prey model [2]. 
For the spaces MP, sufficiency conditions can be found in a manner similar 
to that used for LP. Suppose P(s) is a matrix such that 
1’ (j”“” I V(t, s)jg ds)“‘du < K, 
0 u 
fm (s”” I W(t, s)Ip ds)“’ du < K 
-t u 
for t > 0, p # 1, or such that 
s t m sup I W, 4 du < K sup 1 W(t, s)I du < K 0 U<S<wtl s t U<S<U-tl 
for t > 0, p = 1, where K > 0 is some constant and V, W are defined as 
above; then (L) is (IMP, BC)-admissible. This can be seen as follows. For 
g E MP consider 
z(t) = j-” V(t, s)g(s) ds - Jta W(t, s)g(s) ds, t > 0. 
0 
From the estimates (recall that all functions vanish for negative arguments), 
lt I W 41 I &)I ds = s,t I W 41 I &)I j-1, du ds 
t 
IS 
u+l 
< I W 41 I &)I du QTS 
-1 u 
< I” (1”” 1 V(t, s)l” ds)l” (s”” 1 g(s)]” ds)l” du 
0 u u 
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and a similar estimate for $p Wg ds we conclude that x is well defined and 
bounded for t > 0. By rewriting 
z(t) = 1” U(t, s)g(s) ds - ZI(t, 0) jm P(s)g(s) ds, t 3 0, 
0 0 
we see that this z(t) is a solution of (NH), for this is just the variation of 
constants formula for the unique solution of (NH) with initial condition 
-Jr P(s) g(s) ds. Th us, under the above conditions, (NH) has for eachg E Mr 
at least one bounded solution, which is the same as to say (L) is (Mp, BC)- 
admissible. See [3] for other perturbation results for integral equations 
involving the spaces Mp. 
3. PROOFS 
We begin by establishing some preliminary lemmas. Consider the abstract 
operator equation Lx = p(x) where L is a linear operator. Let F be a convex 
FrCchet space and let X be a Banach subspace of F where the norm 1 . /r 
yields a topology stronger than that determined by the metric on F. Assume 
that the domain D of L is a linear subspace of X and that the range of L 
lies in a Banach space Y. We further need the hypothesis 
H2. There exists a subspace 5 of D on which L, , the restriction of L 
to S, is one-one, (X, Y)-closed, and has Y-closed range. Moreover, Lil is 
(Y, F)-compact as an operator from the range R, of L, into F. 
Let B denote the closure of D in F and Cx (Y) or J& (Y) the balls in X or Y 
respectively of radius Y centered at 0. Regarding the operator p(x), which 
is written without any loss of generality as p(z) = h(x) + g, h(0) = 0, 
g E Y, we assume the hypothesis 
H3. There exists a constant Y, 0 < Y < 03, such that p(x) maps 
a n ‘& (Y) into R, (F, Y)-continuously in such a way that 1 Iz(x)ir < 8 / x jx 
for all x E D n & (Y) and some constant 0 > 0. 
Let N=(xED:L~=O} and Q={(~~Dn&(r):Lx=p(x)), where 
Y is as in H3. 
LEMMA 1. Suppose H2 and H3 hold. There exist constants 0, > 0 and 
Y, > 0 such that 6’ < 6, and g E R, n & (ro) imply that Q has a locally 
nonempty partition with respect o N. 
We recall that the Schauder-Tychonoff fixed point theorem is valid on 
any convex FrCchet space F; i.e., a continuous, compact operator mapping 
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a closed, convex subset of F into itself has at least one fixed point in this 
subset [lo]. 
Proof of Lemma 1. For n E N define the operator T,,x = n + L;‘p(x) 
which maps i5 n xx(r) into D. In order to construct a locally nonempty 
partition {K,} of Sz, we define K,, to be the set of fixed points of T, contained 
in D n Cx (Y). Note that since T, maps into D the set K, is the same as 
the set of fixed points in the closed, convex set D n xx (Y). 
First we show that the collection {Kn} is a partition of Q. If x E K,, for 
12 EN, then T,p = x, and hence, LT,x = Lx or p(x) = Lx (since 
LL,‘p(x) = p(x)). Th us, XEQ or K,CQ and as a result uNK,CQ. 
Conversely, if x E Q, then Lx = p(x), and hence, T,x = x with 
n = x - L;‘p(x). That this 71 lies in N is easily checked. Thus, Sz C UN K, 
and we conclude 52 = UN K, . Finally, if x E K,, n K,, for n, n’ E N, then 
T,x = x = T,,,x, for which it follows, by the very definition of T,, , that 
n = n’; i.e., K, n K,, = o whenever tl f n’. 
It remains to prove the main point of the lemma, namely, that this partition 
is locally nonempty. The inverse Lil is (Y, X)-closed (since L, is (X, Y)- 
closed) and has a Banach space R, as domain (R, is assumed Y-closed). 
Consequently, the closed graph theorem implies L;l is (Y, X)-continuous 
as a linear operator from R, into S. Let 1 L;l 1 denote the norm of L;l, and let 
B,, = /3/l L;l 1 where p is any fixed constant ,!? E (0, 1). Set r. = ~(1 - fl)/l L;l I. 
Then, for g E R, n Cy (~3 and n E N n xx (Y( 1 - @/2) we find, using the 
inequality in H3 with 0 < B0 , 
I Tnx lx < I n Ix + I -W(x)/, + I Cg I 
< y(l - /3)/2 + By + y(l - /q/2 = y 
for all XED n&(y). Th us, T,, maps D n xx (Y) into itself. The set 
D n Cx (Y) is a closed, convex subset of the convex FrCchet space F. More- 
over, that Lil is (Y, F)-compact (which implies it is (Y, F)-continuous) 
implies T,, is (F,F)-compact and continuous. The Schauder-Tychonoff 
theorem then implies K, # o for n E N n Cx (Y( 1 - /3)/2), and in turn, 
that {K,) is locally nonempty. 1 
Theorem 1 will follow as a direct application of Lemma 1 with 
Lx = x’(t) - A(t) x(t) - St B(t, s) x(s) ds (3-l) 
0 
and p(x) = p(t)(x) and with the necessary spaces taken to be F = C, X = BC, 
and Y = L’ or MD once it is verified that H2 and H3 hold. With respect to 
the hypothesis H2 on L defined by (3.1) above, we take as its domain D = D, 
the linear space of all functions in BC which are absolutely continuous for 
68 J. M. CUSHING 
t > 0 and satisfy Lx E Y. Let R, C R” be the linear space of initial conditions 
that produce bounded solutions of the linear homogeneous system (L); 
i.e., RI = {y(O) E R” where y E BC and Ly = O}. Let R, be any comple- 
mentary subspace to Rl in R” so that Rn = Rl @ R, . In H2 we take 
S = S, = {x E D, : x(O) E R2}. 
LEMMA 2. If(L) is (Y, BC)-admissible for Y = Lp, 1 < p < co, or M9, 
1 < p < 03, then L defined by (3.1) satisjies H2 with the above choices of 
spaces. 
Proof. We must consider L, the restriction of L defined by (3.1) to S = S, 
as defined above. 
(9 La- is one-one. Suppose g = Lx, = Lx, for xi , x2 E S. This is the 
same as saying that x1 and x2 are both bounded solutions of (NH) with initial 
states in R, . Thus, x = xi - X, is a bounded solution of (L) and x(0) E R, 
which implies, by the way Rl and R, were defined, that x(0) = 0. From the 
uniqueness of solutions of(L) we find that x = 0 or x1 = xs for t > 0. 
(ii) L, is (BC, Y)-closed. Th is part of the proof is carried out for 
Y = Mp only. The proof for Y = Lp is similar and simpler in that the 
estimates used are more standard; this case, in fact, is proved in [2]. 
Suppose x, E Sr and g, = L,x, E MD are such ,that x, + x0 and g, -+ g, 
in BC and Y, respectively. We must show x0 E S, and LsO = g, . Integrating 
g, = Lgx,, , we find from (3.1), 
x%(t) = x,(O) + s’ (A(s) + s’ B(u, 4 du) x,(s) ds + j)n(s) ds. (3.2) 
0 s 
Let t > 0 be fixed, but arbitrary. Since x,(s) -+ x0(s) uniformly on [0, t], 
we may pass n --f co under the first integral on the right hand side of (3.2). 
Nowg, +-go in MD means 1 g, -go lm,p = SUP~>~ (j:” I g, - go 12, ds)ll” ---f 0 
as n -+ co. From the estimates 
( lt gn(4 ds - Jot go(s) ds j G lot I g,(s) - go(s) I s,ll du h 
t 
d ss 
e+l 
I g,(s) - go( ds du 
-1 u 
< j-:l (g+l I a&> - go( 9)1’9 ds du 
G (t + 1) I gn -go lm.9 
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we conclude that Jig,, ds + Jig, ds as n + cc for each fixed t 3 0. Thus, 
from (3.2), as n -+ 00, we find that x,, also satisfies (3.2) for every t 2 0 
(i.e., LX, = g,,). That the X, are uniformly bounded for t >, 0 implies that 
X, is also bounded in t 3 0, and, in addition, x,(O) E R, also implies x0(O) E R,; 
this means x0 E S. Thus, L&s = g,, , and we conclude that L, is closed. 
(iii) R, is Y-closed. The assumption that (L) is (Y, BC)-admissible 
implies that the range R, of L, is all of Y, and hence, closed. To see this, 
choose any g E Y. The admissibility assumption implies the existence of an 
a, E BC! such that Lz, = g. If PI is the projection of Rn onto RI , let y be the 
solution of (L) satisfying y(O) = P,z,(O). Since y(O) E R, , it follows that 
yEBC. Set z =y-zr. By superposition, Lz = g. Also z E BC and 
z(0) = y(O) - z,(O) = (I - PI) al(O) E R, , Thus, z E S and Lz = L$ = g. 
This shows that Y C R, . Since the converse set inclusion is obvious from 
the definition of the domain D, of L, we have proved Y = R, . 
(iv) L;l is (Y, C)-compact. Let Y = MD, the proof for Y = LP 
being similar. Suppose g, is a bounded sequence in MP: 1 g, Im,p < O! for 
all n. We must show L;‘g, has a subsequence convergent in C. 
First we recall that it was shown above that L;l is continuous as a linear 
operator from Y into BC; consequently, x, = L;lg,, is a bounded set of 
functions on t > 0. The compactness of Lil as an operator into C will follow 
from the Ascoli theorem by our showing that these functions x, are equi- 
continuous on every finite interval [0, i], i = 2,... . To this end let t, t’ be 
arbitrary points in [0, i] and assume without loss of generality that t < t’ and 
It’-tl < l.Thenwehave 
f’ / g%(s)1 ds = (s,’ 1 g&)IP ds)l” 1 t - t’ Illa < I g, /m,z, 1 t - t’ (l/q. (3.3) 
Since A and B are continuous and the x, are uniformly bounded on [0, i], the 
expression A(t) xn(t) + $, (B(t, s) x,(s) ds is uniformly bounded in n and 
t E [0, i]; let /3 > 0 be a bound. From this fact and the estimate (3.3), we 
have 
/ x,(t’) - x,Jt)l 9 1”’ I x,‘(s)1 ds < ,kl(t’ - t) + a(t’ - t)l/q, 
t 
and hence, the equicontinuity of x, on [0, i]. 1 
Proof of Theorem 1. With L defined by (3.1), F = C, X = BC, Y = Lp 
or MD, and S = Sr defined as above, Theorem 1 follows immediately from 
Lemma 1, since Lemma 2 shows H2 holds, and since hypothesis Hl on the 
perturbation term p(x) = p(t)( x rm res, in this abstract setting, the other ) * pl’ 
necessary hypothesis H3. 1 
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