Given a sequence of convex functions f 0 , f 1 , . . . , f T , we study the problem of sampling from the Gibbs distribution π t ∝ e − t k=0 f k for each epoch t in an online manner. Interest in this problem derives from applications in machine learning, Bayesian statistics, and optimization where, rather than obtaining all the observations at once, one constantly acquires new data, and must continuously update the distribution. The main result of this paper is an algorithm that generates independent samples from a distribution that is a fixed ε total-variation distance from π t for every t and, under mild assumptions on the functions, makes polylog(T ) gradient evaluations per epoch. All previous results for this problem imply a bound on the number of gradient or function evaluations which is at least linear in T . We assume that the functions are smooth, their associated distributions have a bounded second moment, and their minimizer drifts in a bounded manner, but we do not assume that they are strongly convex. They are motivated by real-world applications and, in particular, we show that they hold in the setting of online Bayesian logistic regression, when the data vectors satisfy natural regularity properties, giving a sampling algorithm with updates which are polylogarithmic in T . In simulations, our algorithm achieves accuracy comparable to that achieved by a Markov chain specialized to logistic regression. Our main result also implies the first algorithm to sample from a ddimensional log-concave distribution π T ∝ e − T k=0 f k where the f k 's are not assumed to be strongly convex and the total number of gradient evaluations is roughly T log(T ) + poly(d), as opposed to T ·poly(d) implied by prior works. Key to our algorithm is a novel stochastic gradient Langevin dynamics Markov chain that has a carefully designed variance reduction step built-in with a fixed constant batch size. Technically, lack of strong convexity is a significant barrier to analyzing our Markov chain and, here, our main contribution is a martingale exit time argument that shows that our Markov chain is constrained to a ball of radius roughly poly-logarithmic in T for time that is sufficient for it to reach within ε of π t .
Introduction
In this paper, we study the following online sampling problem: Problem 1.1. Consider a sequence of convex functions f 0 , f 1 , . . . , f T : R d → R for some T ∈ N, and let ε > 0. At each epoch t ∈ {1, . . . , T }, the function f t is given to us, so that we have oracle access to the gradients of the first t + 1 functions f 0 , f 1 , . . . , f t . The goal is to generate a sample from the distribution π t (x) ∝ e − t k=0 f k (x) with some fixed total-variation (TV) error ε > 0 at each epoch t. The samples at different time steps should be almost independent.
The motivation to study this problem comes from machine learning, Bayesian statistics, optimization, and theoretical computer science, and various versions of this problem have been considered in the literature; see [31, 14, 3] and the references therein.
In Bayesian statistics, the goal is to infer the probability distribution (the posterior ) of a certain parameter based on observations; however, rather than obtaining all the observations at once, one constantly acquires new data, and must continuously update the posterior distribution (rather than only after all data has been collected). One practical application of online sampling is online logistic regression, where one wishes to obtain samples from a changing Bayesian posterior distribution as data is acquired over time. Another practical application of online sampling which has been wellstudied is latent Dirichlet allocation (LDA), which is applied to document classificiation ( [5] ). As new documents are published, it is desirable to update the distribution of topics without excessive re-computation. 1 We give some settings where online sampling algorithms can be used:
• Online Bayesian logistic regression. Concretely, suppose θ ∼ p 0 for a given prior distribution, and that samples y t are drawn from the conditional distribution p(·|θ, y 1 , . . . , y t−1 ). We would like to find the posterior distribution of p(θ|y 1 , . . . , y T ). By Bayes' rule and letting p t := p(θ|y 1 , . . . , y t ), we have the following recursion. p t (θ) ∝ p t−1 (θ)p(y t |θ, y 1 , . . . , y t−1 ).
The goal is to efficiently obtain a sample(s) θ t from the posterior distribution p t (θ), for each t. We can think of the samples y t as arriving in a streaming or online manner, and we want to keep updating our estimate for the probability distribution. This fits the setting of Problem 1.1 by defining f 0 to be such that p 0 ∝ e −f 0 and f t to be such that p(y t |θ, y 1 , . . . , y t−1 ) ∝ e −ft , whenever the f t 's are convex.
• Optimization. Online sampling is useful even if one is only interested in optimization: one generic algorithm for online optimization is to sample a point x t from the exponential of the (suitably weighted) negative loss ( [9] , Lemma 10 in [31] ). Indeed there are settings such as online logistic regression in which the only known way to achieve optimal regret is through a Bayesian sampling approach [21] , with lower bounds known for the naive convex optimization approach [25] .
• Reinforcement learning. In reinforcement learning problems [33, 16] , a class of online optimization problems, one seeks to choose a set of actions which maximize a sum of "rewards" over multiple time periods. The expected value of the reward depends on the value of a vector of unknown model parameters as well as on the chosen action vector. While one seeks to choose an action at each time period which gives a large reward, one also wishes to choose a wide range of actions at different time periods in order to explore the set of possible actions, allowing one to make a better choice of actions in future periods. Thompson sampling [33, 16] , solves this "exploration-exploitation dilemma" by maximizing the expected reward at each period with respect to a sample from the Bayesian posterior distribution for the model parameters. Every time one chooses an action, more data is acquired from the outcome of the reward, implying that the Bayesian posterior distribution changes at each time period.
To implement Thompson sampling efficiently in real time, one wishes to sample quickly from this changing posterior distribution even as the number of data points grows very large. For instance, if one implements Thompson sampling with a logistic model, then one would need to sample from a changing Bayesian logistic posterior distribution.
• Sampling from a log-concave distribution. Sampling from log-concave distributions is a classic problem in theoretical computer science with applications to volume computation and integration [28] , and an algorithm for Problem 1.1 can be used to come up with iterative (offline) sampling algorithms for a log-concave distribution that has the form e −f (x) = e − T t=0 ft(x) . This "sum-form" often arises in machine learning applications with T d, and the cost of evaluating the gradient of f is T times greater than the cost of evaluating the gradient of a single f t . Thus, one approach to sampling from e −f (x) could be to think of f t 's as a sequence and sample incrementally as in Problem 1.1.
In all of these applications, because a sample is needed at every epoch t, it is desirable to have a fast online sampling algorithm. In particular, the ultimate goal is to design an algorithm for Problem 1.1 such that the number of gradient evaluations is constant at each epoch t, so that the computational requirements at each epoch do not increase over time. However, this is quite challenging because at epoch t, one has to incorporate information from all t + 1 functions f 0 , . . . , f t , while only using a number of gradient computations which is logarithmic in the total number of functions.
The main contribution of this paper is an algorithm for Problem 1.1 that, under mild assumptions on the functions, makes O T (1) gradient evaluations per epoch (here the subscript T in O T means that we only show the dependence on the parameters t, T , and exclude dependence on non-T, t parameters such as the dimension d, sampling accuracy ε and the regularity parameters C, D, L which we define in Section 2.1). All previous rigorous results (even with comparable assumptions) for this problem imply a bound on the number of gradient or function evaluations which is at least linear in T ; see Table 1 . We assume that the functions are smooth, they have a bounded second moment, and their minimizer drifts in a bounded manner, but we do not assume that the functions are strongly convex. These assumptions are motivated from real-world considerations and, as a concrete application, we show that these assumptions hold in the setting of online Bayesian logistic regression, when the data vectors satisfy natural regularity properties, giving a sampling algorithm with O T (1) updates. Our result also implies the first algorithm to sample from a d-dimensional log-concave distribution of the form e − T t=0 ft where the f t 's are not assumed to be strongly convex and the total number of gradient evaluations is roughly T log(T )+poly(d), as opposed to T ·poly(d) implied by prior works; see Table 2 .
A natural approach to online sampling is to design a Markov chain with the right steady state distribution [31, 17, 19, 11] . The main difficulty is that running a step of a Markov chain that incorporates all previous functions takes time Ω(t) at epoch t; all previous algorithms with provable guarantees suffer from this. To overcome this, one must use stochasticity -for example, sample a subset of the previous functions. However, this fails because of the large variance of the gradient. Our result relies on a stochastic gradient Langevin dynamics (SGLD) Markov chain that has a carefully designed variance reduction step built-in with a fixed -O T (1) -batch size. Technically, lack of strong convexity is a significant barrier to analyzing our Markov chain and, here, our main contribution is a martingale exit time argument that shows that our Markov chain is constrained to a ball of radius roughly 1 √ T for time that is sufficient for it to reach within ε of π t . More generally, we expect these techniques to be useful in obtaining faster bounds for other sampling and optimization problems which lack strong convexity but nevertheless satisfy weaker properties for which strong convexity is a special case. For instance, one may be able to apply our exit time technique to analyze stochastic gradient algorithms on unimodal logdensities, like the log-density of the T-distributions, which have nonconvex tails but nevertheless have bounded second moments or other weak "concentration" properties. One may also be able to apply our exit time technique to analyze stochastic gradient algorithms on multimodal distributions which nevertheless have tails which possess concentration properties, for instance nonconvex logdensities which are perturbations of a convex logdensity.
Our results

Assumptions
Denote by L(Y ) the distribution of a random variable Y . For any two probability measures µ, ν, denote the 2-Wasserstein distance by W 2 (µ, ν) := inf (X,Y )∼Π(µ,ν) E[ X − Y 2 ], where Π(µ, ν) denotes the set of all possible couplings of random vectors (X,Ŷ ) with marginalsX ∼ µ and Y ∼ ν. For every t ∈ {0, . . . , T }, define F t := t k=0 f k , and let x t be a minimizer of F t (x) on R d . For any x ∈ R d , let δ x be the Dirac delta distribution centered at x. We make the following assumptions:
Assumption 2 (Exponential concentration (with constants C, k > 0, c ≥ 0)). For all t ≥ 0, we have the second moment condition (1)
is the 2-Wasserstein metric on probability distributions, and the concentration condition
Assumption 2 says that the "data is informative enough" -the current distribution π t (posterior) concentrates near the mode x t as t increases. The 1 t decrease in the second moment is what one 2 Condition (2) is not neccesary, but it improves the dependence on ε and is typically satisfied in practice. 3 The MAP (maximum a posteriori) is like the MLE except that it takes the prior into account. would expect based on central limit theorems such as the Bernstein-von Mises theorem. It is a much weaker condition than strong convexity. Indeed, if the f t 's are α-strongly convex, then
(consider for instance the example of Gaussians with variance 1 α ). In addition, many distributions satisfy Assumption 2 but are not strongly logconcave. For instance, posterior distributions used in Bayesian logistic regression satisfy Assumption 2 under natural conditions on the data, but are not strongly logconcave unless the Bayesian prior is strongly logconcave (see section 2.4). Moreover, while the second moment in Assumption 2 decreases with the number of data points, the strong convexity parameter remains constant even if the prior is strongly logconcave. Hence, together Assumptions 1 and 2 are a weaker condition than strong convexity and gradient Lipschitzness, the typical setting where the offline algorithm is analyzed. In particular, the assumptions avoid the "ill-conditioned" case when the distribution becomes more concentrated in one direction than another as the number of functions t increases.
Assumption 3 is typically satisfied in the setting where the f t 's are iid. For instance, in the case of Gaussian distributions, the maximum a posteriori (MAP) is the mean, and the assumption reduces to the fact that a random walk drifts on the order of √ t, and hence the mean drifts by O T 1 √ t , after t time steps. We need this assumption because our algorithm uses cached gradients computed Θ T (t) time steps ago, and in order for the past gradients to be close in value to the gradient at the current point, the points where the gradients were last calculated should be at distance O T 1 √ t from the current point. We give a simple example where the assumptions hold (Section 10). In Section 2.4 we show that these assumptions hold for sequences of functions arising in online Bayesian logistic regression; unlike in previous work on related techniques [30, 11] , our assumptions are weak enough to hold for such applications, as they do not require f 0 , . . . , f T to be strongly convex. . Suppose that f 0 , . . . , f T : R d → R are (weakly) convex and satisfy Assumptions 1-3. Then there exist parameters b, η, and i max which are polynomial in C, d, D, L, ε −1 , k −1 and poly-logarithmic in T , such that at epoch t, Algorithm 2 generates an ε-approximate independent sample X t from π t . 4 Moreover, the total number of gradient evaluations required at each epoch t is polynomial in d, C, D, ε −1 , L, k −1 and polylogarithmic in T .
Result in the online setting
Compared to previous work on the topic, this result is the first to obtain bounds on the number of gradient evaluations which are polylogarthmic in T at each epoch (see Table 1 where we compare the dependence on T of previous results applied to the online sampling problem). Previous results for the basic Langevin and SGLD algorithms, as well as for the variance reduced SGLD methods SAGA-LD and CV-LD [11] [17, 19] O T (T ) -SGLD [17] O T (T ) -SAGA-LD [11] O T (T ) Strong convexity Lipschitz Hessian CV-ULD [11] O T (T ) Strong convexity This paper polylog(T ) bounded second moment bounded drift of minimizer Table 1 : Bounds on the number of gradient (or function) evaluations required by different algorithms to solve the online sampling problem. Lipschitz gradient (smoothness) is assumed for all algorithms. Note that the online Dikin walk was analyzed in [31] for a different setting where the target distribution is restricted to a convex polytope; in this table we give the result that one should obain when the support is R d . It is therefore possible that the assumptions we give for the online Dikin walk can be weakened. gradient or function 6 evaluations at each epoch which is at least linear in T . 7 On the other hand, while polynomial, our result's dependence on the other parameters C, d, D, L, ε −1 is larger than that of the online Dikin walk and of the Langevin and SGLD algorithms. We suspect that the order of this polynomial can be improved with a more careful analysis. Finally, the results of [11] require strong convexity while our result, instead, only requires a much weaker bound on the second moments of the target distribution (Assumption 2). This allows us to obtain bounds for applications such as logistic regression where the functions f 1 , . . . , f t may not be strongly convex. The dependence on the other parameters C, d, D, L, ε −1 is polynomial.
Result in the offline setting
In the offline setting, we have access to all T functions f 1 , . . . f T from the beginning (for notational simplicity, in the rest of the paper we index the f t 's from t = 1 for the offline setting). Our goal is simply to generate a sample from the single target distribution π T (x) ∝ e − T t=1 ft(x) with TV error ε. Since we do not assume that the f t 's are given in any particular order, we replace Assumption 2 which depends on the order in which the functions are given, with an Assumption (Assumption 4) on the target function T t=1 f t (x) which does not depend on the ordering of the f t 's. Instead of working with the sequence of target distributions π 1 , π 2 . . . which depend on the ordering of the f t 's, we introduce an inverse temperature parameter β > 0 and consider the distributions π β T (x) ∝ e −β T t=1 ft(x) . In place of Assumption 2, we assume the following: Assumption 4 (Bounded second moments at multiple temperatures (with constant C, k > 0)). For all 1
Assumption 4 says that the distributions π β T become more concentrated as β increases from 1 T to 1. By sampling from a sequence of distributions π β T where we gradually increase β from 1 T to 1 at each epoch, our offline algorithm (Algorithm 3) is able to approach the target distribution π T = π 1 T when starting from a cold start that is far from a sublevel set containing most of the probability measure of π T , without requiring strong convexity. Moreover, since scaling by β does not change the location of the minimizer x of β T t=1 f t (x), we can drop Assumption 3. As in the online setting, we do not assume strong convexity. Further, our additive dependence on T in Theorem 2.2 is tight up to polylogarithmic factors, since the number of gradient evaluations needed to sample from a target distribution satisfying Assumptions 1-3 is at least Ω(T ) because of information theoretic requirements. (We show this fact informally in Appendix 11 by providing a counterexample.) Compared to previous work in this setting, our results are the first to obtain an additive dependence on T and polynomial dependence on the other parameters without assuming strong convexity. While the results of [11] for SAGA-LD and CV-LD have additive dependence on T , their results require the functions f 1 , . . . , f T to be strongly convex. Since the basic Dikin walk and basic Langevin algorithms compute all T functions or all T gradients every time the Markov chain takes a step, and the number of steps in their Markov chain depends polynomially on the other parameters such as d and L, the number of gradient (or function) evaluations required by these algorithms is multiplicative in T . Even though the basic SGLD algorithm computes a mini-batch of the gradients at each step, roughly speaking the batch size at each step of the chain should be at least Ω T (T ) for the stochastic gradient to have the required variance, implying that basic SGLD also has multiplicative dependence on T .
Application to Bayesian logistic regression
Next, we show that Assumptions 1-3, and therefore Theorem 2.1, hold in the setting of online Bayesian logistic regression, when the data satisfy certain regularity properties.
Logistic regression is a fundamental and widely used model in Bayesian statistics [2] . It has served as a model problem for methods in scalable Bayesian inference [35, 26, 7, 8] , of which online sampling is one approach. Additionally, sampling from the logistic regression posterior is the key step in the optimal algorithm for online logistic regret minimization [21] .
In Bayesian logistic regression, one models the data (u t ∈ R d , y t ∈ {−1, 1}) as follows: there is some unknown θ 0 ∈ R d such that given u t (which is thought of as the independent variable), for all t ∈ {1, . . . , T } the dependent variable y t follows a Bernoulli logistic distribution with "success"
The Bayesian logistic regression sampling problem we consider is as follows:
We show that under reasonable conditions on the data-generating distribution -namely, that the inputs are bounded and that we see data in all directions -our online sampling algorithm, Algorithm 2, succeeds on Bayesian logistic regression. 9 Theorem 2.4 (Online Bayesian logistic regression). Suppose that θ 0 ≤ B for some B > 0, and that u t ∼ P u are iid, where P u is a distribution that satisfies the following: for u ∼ P u , (1)
For some M > 0, u 2 ≤ M with probability 1 (Bounded) and (2) E u [uu 1 |u θ 0 |≤2 ] σ min I d ("restricted" covariance matrix is bounded away from 0). 10 Then for the functionsf 0 , . . . ,f T in Problem 2.3, and any ε > 0, there exist parameters C, L, D, T min , k −1 = poly(M, σ −1 min , α, B, d, 1 ε , log(T )) such that Assumptions 1, 2, and 3 hold for all t with probability at least 1−ε. Therefore Algorithm 2 gives ε-approximate samples from π t for 1 ≤ t ≤ T with poly(M, σ −1 min , α, B, d, 1 ε , log(T )) gradient evaluations at each epoch.
Note that our result does not hold if the covariance matrix of the distribution of the u t 's becomes much more ill-conditioned over time, as is the case in certain applications of Thompson sampling [33] . In such applications we would have to add a pre-conditioner to Algorithm 2 which changes at each epoch.
Our result in the offline case improves upon previous analyses of variance-reduced SGLD for Bayesian logistic regression, where the number of gradient evaluations has multiplicative dependence on T [30] . Our bounds in the offline case only have additive dependence on T .
In Appendix 9 we show that our algorithm achieves competitive accuracy compared to a Markov chain that is specialized to logistic regression (Pólya-Gamma). 8 Here we choose a Gaussian prior but this can be replaced by any e −f 0 where f0 is strongly convex and smooth. 9 For simplicity, we state the result (Theorem 2.4) in the case where the input variables u are iid, but note that the result holds more generally (see Lemma 8.1 for a more general statement of our result). 10 The constant 2 may be replaced by any other constant. For a tighter condition, see the statement of Theorem 8.2.
3 Algorithm and proof techniques 3.1 Overview of online algorithm
Given gradient access to the functions f 0 , . . . , f t , at every epoch t = 1, . . . , T , Algorithm 2 generates a point X t approximately distributed according to π t ∝ e − t k=0 f k (x) , by running SAGA-LD given by Algorithm 1. Algorithm 1 makes the following update rule at each step for the SGLD Markov chain X i , for a certain choice of stochastic gradient g i , where E[g i ] = t k=0 ∇f k (X i ):
Key to this algorithm is the construction of the variance reduced stochastic gradient g i . It is constructed by taking the sum of the gradients at previous points in the Markov chain and then correcting it with a batch. Roughly, we show that with high probability the previous points at which each gradient in the batch was computed are within O T 1 √ t of x t . Our main theorem, Theorem 2.1, says that to obtain a fixed TV error ε for each sample, the number of steps at each epoch i max and the batch size b only need to be poly-logarithmic in T .
The algorithm takes as input the parameter η 0 > 0 which determines the step size η t of the Langevin dynamics Markov chain. Assumption 2 says that the variance of the target distribution decreases at the rate C t+c . To ensure that the variance of each step of Langevin dynamics decreases at roughly the same rate as the variance of the target distribution π t , we therefore set the step size η t to be η t = η 0 t+c . With this step size, the Markov chain can travel across a sub-level set containing most of the probability measure of π t in roughly the same number i max = O T (1) of steps at each epoch t. We will take the acceptance radius to be C = 2.5(C 1 + D), and show that with Ω(1) probability this choice of C gives
Algorithm 2 Online SAGA-LD Input: T ∈ N and gradient oracles for functions f t : R d → R, for all t ∈ {0, . . . , T } , where only the gradient oracles ∇f 0 , . . . , ∇f t are available at epoch t.
Initial gradient sum 2: for epoch t = 1 to T do 3:
The previous power of 2 4 :
If the previous sample hasn't drifted too far, use the previous sample as warm start 5: 
9:
For all gradients G k = ∇f k (u k ) which were last updated at time t/2, replace them by ∇f k (X t 0 ) and update s accordingly. 10: Draw i t uniformly from {1, . . . , i max }. 11: Run Algorithm 1 with step size η 0 t+c , batch size b, number of steps i t , initial point X t 0 , and precomputed gradients G k with sum s. Keep track of when the gradients are updated. 12: Return the output X t = X t it of Algorithm 1. 13: end for
Overview of offline algorithm
Similarly to the online Algorithm 2, our offline Algorithm 3 also calls the variance-reduced SGLD Algorithm 1 multiple times. In the offline setting, all the functions f 1 , . . . , f T are given from the start, so there is no need to run Algorithm 1 on subsets of the functions. Instead, we run SAGA-LD on βf 1 , . . . , βf T , where β is the inverse temperature and is doubled at each epoch, from roughly β = 1 T to β = 1. There are logarithmically many epochs, and each epoch takes i max = O T (1) Markov chain steps.
Note that we cannot just run SAGA-LD on f 1 , . . . , f T . The temperature schedule is necessary because we only assume a cold start; in order for our variance-reduced SGLD to work, the initial starting point must be O T 1 √ T rather than O T (1) away from the minimum. The temperature schedule helps us get there by roughly halving the distance to the minimum each epoch; the step sizes are also halved at each epoch.
Algorithm 3
Offline variance-reduced SGLD Input: T ∈ N and gradient oracles for functions f t :
Double the temperature. 6: end while 7: Return X.
Proof overview 4.1 Online problem
For the online problem, information theoretic constraints require us to use the "information" from at least Ω(t) gradients in order to sample with fixed TV error at the tth epoch (see Appendix 11 for why this is the case). Thus, in order to use only O T (1) gradients at each epoch, we must reuse gradient information from past epochs. We accomplish this by reusing gradients computed at points in the Markov chain, including points at past epochs. This saves a crucial factor of T over naive SGLD, but only if we can show that these past points in the Markov chain track the mode of the distribution, and that our Markov chain also stays close to the mode (Lemma 6.2).
The distribution is concentrated to O T ( 1 / √ t) at the tth epoch (Assumption 2), and we need the Markov chain to stay within O T ( 1 / √ t) of the mode. The bulk of the proof (Lemma 6.3) is to show that with large probability the Markov chain stays within this ball. Once we establish that the Markov chain stays close, we combine our bounds with existing results on SGLD from [17] to show that we only need O T (1) steps per epoch (Lemma 6.6). Finally, an induction with careful choice of constants finishes the proof (Theorem 6.7). Details of each of these steps follow.
Bounding the variance of the stochastic gradient (see Lemma 6.2). We reduce the variance of our stochastic gradient by using the gradient evaluated a past point u k and estimating the difference in the gradients between our current point X t i and the past point u k . Using the L-Lipschitz property (Assumption 1) of the gradients, we show that the variance of this stochastic gradient is bounded by
Averaging with a batch saves a factor of b.
For the number of gradient evaluations to stay nearly constant at each step, increasing the batch size is not a viable option to decrease the variance of our stochastic gradient. Rather, if we can show that
, the variance of our stochastic gradient will decrease at each epoch at the desired rate.
Bounding the escape time from a ball where the stochastic gradient has low variance (see Lemma 6.3). Our main challenge is to bound the distance X i − u k . Because we do not assume that the target distribution is strongly convex, we cannot use proof techniques of past papers analyzing variance-reduced SGLD methods. [11, 30] used strong convexity to show that with high probability, the Markov chain does not travel too far from its initial point, implying a bound on the variance of their stochastic gradients. Unfortunately, many important applications, including logistic regression, lack strong convexity.
To deal with the lack of strong convexity, we instead use a martingale exit time argument to show that the Markov chain remains inside a ball of radius r = O T ( 1 / √ t) with high probability for a large enough time i max for the Markov chain to reach a point within TV distance ε of the target distribution. Towards this end, we would like to bound the distance from the current state of the Markov chain to the mode
then this in turn allows us to bound the distance
together with Lemma 6.2 to bound the variance of the stochastic gradient by roughly O T ( 1 /t).
Since u k is a point of the Markov chain, possibly at a previous epoch τ ≤ t, roughly speaking we can bound this distance inductively by using bounds obtained at the previous epoch τ (Theorem 6.7 and Lemma 6.6). Noting that u k = X τ i for some i ≤ i max , we use our bound for
this would imply a bound on X t i − u k , allowing us to bound the variance of the stochastic gradient by O T (t).
To bound the distance ρ i := X t i − x t to the mode, we would like to bound the increase ρ i+1 − ρ i at each step i in the Markov chain. Unfortunately, the expected increase in the distance X t i − x t is much larger when the Markov chain is close to the mode than when it is far away from the mode, making it difficult to get a tight bound on the increase in the distance at each step. To get around this problem, we instead use a martingale exit time argument on X t i − x t 2 , the squared distance from the current state of the Markov chain to the mode. The advantage in using the squared distance is that the expected increase in the squared distance due to the Gaussian noise term √ 2η t ξ i in the Markov chain update rule (equation (2)) is the same regardless of the current position of the Markov chain, allowing us to obtain tighter bounds on the increase regardless of the current position of the Markov chain.
To bound the component of the increase in X t i − x t 2 that is due to the gradient term −η t g i , we use weak convexity. By weak convexity, the (negative) gradient never points away from the mode, meaning that, roughly speaking, the mean of the stochastic gradient term in the Langevin Markov chain update does not increase the squared distance to the mode. Any increase in the distance from the mode is due to the Gaussian noise term √ 2η t ξ i or to the error term g i − ∇F t (Xt i ) in the stochastic gradient, both of which have mean zero and are independent of previous steps in the Markov chain. We then apply Azuma's martingale concentration inequalities to bound the exit time from the ball. This shows that the Markov chain remains at distance of
from the mode.
Bounding the TV error (Lemma 6.6). We now show that if u k is close to x τ , then X t will be a good sample from π t . More precisely, we show that if at epoch t the Markov chain starts at
. To do this, we will use two bounds: a bound on the Wasserstein distance between the initial point X t 0 and the target density π t , and a bound on the variance of the stochastic gradient. We then plug the bounds into Corollary 18 of [17] (reproduced as Theorem 6.4).
Firstly, to bound the initial Wasserstein distance, note by the triangle inequality that
). These terms are respectively bounded by R √ t (by assumption), D √ tcur (by the drift assumption, Assumption 3), and C √ t (by the second moment condition, Assumption 2). Thus W 2 2 (δ X t 0 , π t ) = O T ( 1 /t). Secondly, we can apply the variance bound (Lemma 6.2) to the Markov chain. By the bound on the escape time from the ball (Lemma 6.3), with high probability the chain stays within O T ( 1 / √ t) of the mode. Lemma 6.2 then tells us that the variance is
. The result from [17] then says that we can get a fixed KL-error ε with These bounds allow us to prove by induction (through a union bound) that with high probability, X t − x * t is small whenever t is a power of 2 (which we need for restarts when the samples drift too far away) and that X s i never drifts too far from the current mode x * s , for any i, s, and hence get a TV-error bound at each epoch.
Bounding the number of of gradient evaluations at each epoch (Theorem 6.7). Working out the constants, we see that it suffices to have i max = poly(C, D, L, d, ε −1 , log(T )) to obtain TVerror ε at each epoch. A constant batch size suffices, so the total number of gradient evaluations is O(i max b) = poly(C, D, L, d, ε −1 , log(T )).
Offline problem
For the offline problem, the desired result -sampling from π 1 with TV error ε using O(T ) + poly(d, C, D, ε −1 , L) log 2 (T ) gradient evaluations -is known either when we assume strong convexity, or we have a warm start. We show how to acheive the same additive bound without either assumption.
Without strong convexity, we do not have access to a Lyapunov function which guarantees that the distance between the Markov chain and the mode x of the target distribution contracts at each step, even from a cold start. To get around this problem, we sample from a sequence of log 2 (T ) distributions π β ∝ e −β T t=1 ft(x) , where the inverse "temperature" β doubles at each epoch from 1
T to 1, causing the distribution π β to have a decreasing second moment and to become more "concentrated" about the mode x at each epoch. This temperature schedule allows our algorithm to gradually approach the target distribution, even though our algorithm is initialized from a cold start x 0 which may be far from a sub-level set containing most of the target probability measure. The same martingale exit time argument as in the proof for the online problem shows that at the end of each epoch, the Markov chain is at a distance from x comparable to the (square root of the) second moment of the current distribution π β . This provides a "warm start" for the next distribution π 2β , and in this way our Markov chain approaches the target distribution π 1 in log 2 (T ) epochs.
The total number of gradient evaluations is therefore T log 2 (T )+b×i max , since we only compute the full gradient at the beginning of each of the log 2 (T ) epochs, and then only use a batch size b for the gradient steps at each of the i max steps of the Markov chain. As in the online case, b and i max are polylogarithmic in T and polynomial in the various parameters d, C, D, ε −1 , L, implying that the total number of gradient evaluations is O(T ) + poly(d, C, D, ε −1 , L) log 2 (T ), in the offline setting where our goal is only to sample from π 1 .
The proof of Theorem 2.2 is similar to the proof of Theorem 2.1, except for some key differences as to how the stochastic gradients are computed and how one defines the functions "F t ".
First, we define F t := β t T k=1 f k , where β t := t T for all t ∈ {1, 2, 3, . . . , T }. We then show that for this choice of F t the offline assumptions, proof and algorithm are identical to those of the online case, except for a few key differences which we treat separately.
Related work
Online convex optimization. Our motivation for studying the online sampling problem comes partly from the successes of online (convex) optimization. (For a survey, see [23] .) In online convex optimization, one chooses a point x t ∈ K at each step and suffers a loss f t (x), where K is a compact convex set and f t : K → R is a convex function [36] . The aim is to minimize the regret compared to the best point in hindsight, where Regret
. The same algorithms for offline convex optimization (gradient descent, Newton's method) can be adapted essentially without change to the online setting, giving square-root regret in the smooth setting [36] and logarithmic regret in the strongly-convex setting [24] .
Online sampling. To the best of our knowledge, all previous algorithms with provable guarantees in our setting require computation time that grows polynomially with t. This is because any Markov chain which takes all the previous data into account needs Ω T (t) gradient evaluations per step. On the other hand, there are many streaming algorithms that are used in practice which lack provable guarantees, or which rely on properties of the data (such as compressibility).
The most relevant theoretical work in our direction is [31] . The authors consider a changing log-concave distribution on a convex body, and show that under certain conditions, they can use the previous sample as a warm start, and hence only take a constant number of steps of their Markov chain (the Dikin walk) at each stage. They use a zeroth-order, rather than a first-order (gradient) method.
[31] consider the online sampling problem in the more general setting where the distribution is restricted to a convex body. However, they do not achieve the optimal results in our setting, as we explain below. Firstly, they do not separately consider the case when F t (x) = t k=0 f k (x) has a sum structure. Any method which considers F t (x) = t k=0 f k (x) as a black box (and hence does not utilize the sum structure) and takes at least one step per epoch There are many other online sampling methods, and other approaches used to estimate changing probability distributions, used in practice. The Laplace approximation, perhaps the simplest, approximates the posterior distribution with a Gaussian [4] ; however, most distributions cannot be well-approximated by Gaussians. Stochastic gradient Langevin dynamics [35] can be used in an online setting; however, it suffers from large variance which we address in this work. The particle filter [13, 22] is a general algorithm to track a changing distribution. Another popular approach (besides sampling) to estimating a probability distribution is variational inference, which has also been considered in an online setting ( [34] , [6] )
Variance reduction techniques. Variance reduction techniques for SGLD were initially proposed in [15] , when sampling from a fixed distribution π ∝ e − T t=0 ft . [15] propose two variancereduced SGLD techniques, CV-ULD and SAGA-LD. CV-ULD re-computes the full gradient ∇F at an "anchor" point every r steps and updates the gradient at intermediate steps by subsampling the difference in the gradients between the current point and the anchor point. SAGA-LD, on the other hand, keeps track of when each gradient ∇f t was computed, and updates individual gradients with respect to when they were last computed. [11] show that CV-ULD can sample in the offline problem in roughly T + ( L m ) 6 d 2 ε gradient evaluations, and that SAGA-LD can sample in T + T ( L m ) First we formally define what we mean by "almost independent". Definition 6.1. We say that X 1 , . . . , X T are ε-approximate independent samples from probability distributions π 1 , . . . , π T if for independent random variables Y t ∼ π t , there exists a coupling between (X 1 , . . . , X T ) and (Y 1 , . . . , Y T ) such that for each t ∈ [1, T ], X t = Y t with probability 1 − ε.
Bounding the variance of the stochastic gradient
We first show that the variance reduction in Algorithm 2 reduces the variance from the order of t 2 to t 2 x − x 2 , where x is a past point. This will be on the order of t if we can ensure
Later, we will bound the probability of the bad event that x − x becomes too large. 11 Note that the bounds of [11] are given for sampling within a specified Wasserstein error, not TV error. The bounds we give here are the number of gradient evaluations one would need if one samples with Wasserstein error ε which roughly corresponds to TV error ε; if there are T strongly convex functions, roughly speaking, one requires ε = O( ε √ T ) to sample with TV error ε. Lemma 6.2. Fix x and {u k } 1≤k≤t and let S be a multiset chosen with replacement from {1, . . . , t}. Let
Then
Proof. For the first part,
For the second part, let V be the random variable given by
where k ∈ [t] is chosen uniformly at random. Let V 1 , . . . , V b be independent draws of V . Because the V j are independent,
We calculate
Combining (11) and (14) gives the result.
Bounding the escape time from a ball
Lemma 6.3. Suppose that the following hold:
2. ζ i is a random variable depending only on X 0 , . . . , X i such that E[ζ i |X 0 , . . . , X i ] = 0, and whenever X j − x ≤ r for all j ≤ i, ζ i ≤ S.
Let X 0 be such that X 0 − x ≤ r and define X i recursively by
where
and define the event G :
Note that (*) has expectation 0 conditioned on X 0 , . . . , X i . To use Azuma's inequality, we need our random variables to be bounded. Also, recall that we assumed X i − x is bounded above by r. Thus, we define a toy Markov chain coupled to X i as follows. Let X 0 = X 0 and
By Azuma's inequality, for λ > 0 and for
If X i − x ≥ r for some i ≤ i max , then either X i − x ≥ r for some i ≤ i max , or X i otherwise becomes different from X i , which happens only when ξ i ≥ C ξ for some i ≤ i max . Thus by the Hanson-Wright inequality, since C ξ ≥ √ 2d,
(38)
Bounding the TV error
Lemma 6.6 will allow us to carry out the induction step for the proof of the main theorem. We will use the following result of [17] . Note that this result works more generally with nonsmooth functions, but we will only consider smooth functions. Their algorithm, Stochastic Proximal Gradient Langevin Dynamics, reduces to SGLD in the smooth case. We will apply this Lemma with our variance-reduced stochastic gradients in Algorithm 1. Consider SGLD for f (x) run with step size η and stochastic gradient (possibly depending on history) g(x), with initial distribution µ 0 and step size η; that is,
Let µ n denote the distribution of x n and let π be the distribution such that π ∝ e −f . Suppose that f : R d → R is convex and L-smooth, sup x Var(g(x)) ≤ σ 2 < ∞, and
Let µ = 1 n n k=1 µ k be the "averaged" distribution. Then KL(µ|π) ≤ ε.
Remark 6.5. The proof of [17] works when the stochastic gradient is allowed to depend on history, as in SAGA. Formally, let F i be a filtration with ξ i and g(x i ) defined on F i , and satisfying
For SAGA, F i contains all the information up to time step i, including which gradients were replaced at each time step.
Define the good events
G t is the event that the Markov chain never drifts too far from the current mode (which we want, in order to bound the stochastic gradient of SAGA), and H t is the event that the samples at powers of 2 are close to the respective modes (which we want because we will use them as reset points). Roughly, G c t will involve union-bounding over bad events whose probabilities we will set to be O ε T and H c t will involve union-bounding over bad events whose probabilities we will set to be O ε log 2 (T ) . Lemma 6.6 (Induction step). Suppose that Assumptions 1, 2, and 3 hold with c = L 0 L and L 0 ≥ L. Let X τ i be obtained by running Algorithm 2 with C = 2.5(C 1 + D), and R ≥ 2(C 1 + D). Suppose η t = η 0 t+L 0 /L and ε 2 > 0 is such that
Suppose ε 1 > 0 is such that for any τ ≥ 1,
Then the following hold.
3. We have for τ = 2t,
These also hold in the case t = 0 and τ = 1, when L 0 ≥ L.
Proof. Let F t (x) = t k=0 f t (x). The first part holds by induction on τ and assumption on ε 1 . For the second part, note that for t < τ ≤ 2t,
where in the 2nd inequality we used that (a) Algorithm 2 ensures that
and (c) the drift assumption, and in the 3rd inequality we used
by the second moment assumption, Assumption 2. Define a toy Markov chain coupled to X τ i as follows. Let X τ 0 = X τ 0 , and
where g τ i is the stochastic gradient for X τ i in Algorithm 1 and ξ i ∼ N (0, I d ). By Lemma 6.2, the variance of g τ i is at most
(The ordering on ordered pairs is lexicographic. Note s > t 2 because Algorithm 2 refreshes all gradients that were updated at time t 2 .) In the first case of (53), we bound
We can apply Lemma 6.4 with ε = 2ε 2 2 
, and X τ = X τ i ; note that the distribution µ of X τ is the mixture distribution of X τ 1 , . . . , X τ imax . Under the conditions on η, i max , by Pinsker's inequality and Lemma 6.4,
Note that under G τ , X s i = X s i for all i ≤ i max and s ≤ τ , so
This shows part 2. For part 3, note that by Assumption 2,
Combining (59) and (60) for τ = 2t gives (48). Finally, note that the proof goes through when t = 0, τ = 1. . Suppose Algorithm 2 is run with parameters η 0 , i max given by
Setting the constants; Proof of main theorem
with any constant batch size b ≥ 9. Then it outputs a sample X t at each epoch, so that the X t are ε-approximate independent samples of π t (1 ≤ t ≤ T ), using O(i max b) = poly log T, L, d, 1 k , D, 1 ε gradient evaluations at each epoch.
Note that the dependence of
Proof. We will choose parameters and prove by induction that for t = 2 a ,
We will also show that (67) implies that if t = 2 a + b for 0 < b ≤ 2 a ,
With the values of ε 1 and ε 2 , (69) gives the theorem. 12 Let η 0 , R be constants to be chosen, and for any t ∈ N, let
By (57) and Lemma 6.2, when G t−1 ∧ H t−1 holds, the stochastic gradient g t i in (53) satisfies g t i ≤ S t and Var(g t i ) ≤ σ 2 t . We claim that it suffices to choose parameters so that the following hold for each t:
Indeed, suppose these inequalities hold. Lemma 6.3 and (74) show that ε 1 satisfies the assumption in Lemma 3.5. Equations (75) and (76) ensure that η 0 and i max satisfy the conditions in Lemma 6.6.
Base case of induction. By assumption X 0 − x 0 ≤ C 1 √ L 0 /L so H 0 holds and the t = 1 case of Lemma 6.6 shows P(G 1 ) ≥ 1 − ε 1 and P(G 1 ∧ H 1 ) ≥ 1 − (ε 1 + ε 2 + e −kC 1 ) ≥ 1 − (ε 1 + 2ε 2 ), using (77) for the last inequality.
(67) implies (68), (69). This follows from parts 1 and 2 of Lemma 6.6.
Induction step. This follows from part 3 of Lemma 6.6 and (77).
Showing inequalities. Setting C 1 , η 0 , and i max as in (63), (65), and (66) (with R to be determined), we get that (75), (76), and (77) are satisfied, as R ≥ d L , b ≥ 9 imply
It suffices to show that our choice of R makes
Using η 0 = ε 2 2 2L 2 (R+D) 2 and η 0 i max ≤ 40(C 1 +D) 2 ε 2 4
, it suffices to have
Using
Now note
We want to show (85) ≤ R 2 ; it suffices to show
These inequalities hold because
7 Proof of offline theorem (Theorem 2.
2)
Proof (of Theorem 2.2). First, we define F t := β t T k=1 f k , where β t := t T for all t ∈ {1, 2, 3, . . . , T }. We will show that the offline assumptions, proof and algorithm are identical to those of the online case, except for a few key differences which we treat separately.
Differences in assumptions.
We have that F t is tL-smooth, which (except for Lemma 6.2) is the only way in which Assumption 1 is used in the proof of Theorem 2.1.
Moreover, Assumption 4 for the offline case implies that π t ∝ e −Ft satisfies Assumption 2 with constants C and k for every t ∈ {1, 2, 3, . . . , T }. Since the minimizer x t of F t does not change with t, x t satisfies Assumption 3 with constant D = 0.
Differences in algorithm. The step size used in Algorithm η βtT = η t , the same step size used in Algorithm 2. Thus, we note that Algorithm 3 is identical to Algorithm 2 except for a few key differences:
1. The way in which the stochastic gradient g t i is computed is different. Specifically, in the offline algorithm our stochastic gradient is computed as
where S is a multiset of size b chosen with replacement from {1, . . . , T } (rather than from {1, . . . , t}).
2. The Markov chain X t i is only computed at epochs t which are powers of 2, and at the last epoch t = T where we obtain an approximate sample from the target distribution π 1 .
Differences in proof. We note that Lemma 6.6 (the induction step on epochs which are powers of 2) holds with the same proof if at each epoch t such that t is a power of 2, (1) the Markov chain is initialized at X t 0 ← X t where t = t 2 and (2) all the gradients are recomputed at the beginning of each epoch that is a power of 2 (so that the gradients are initialized as exact gradients with no error). Therefore, with these two modifications to the online algorithm, item (2), the difference in the the epochs at which the Markov chain is computed, does not affect the samples from the Markov chain obtained at the last epoch since only the Markov chain at powers of 2 affect the Markov chain at future epochs. Therefore, this only changes the way we count the number of gradient evaluations, not the TV error of accuracy of the approximate sample from π 1 . That is, the only difference in the proof is that we must add up only the number of gradient evaluations used to compute the Markov chain at powers of 2 (in addition to the number of gradient evaluations used to compute the gradient at the anchor points).
Item (1), the method in which the stochastic gradient is computed, only appears in Lemma 6.2 and does not appear in the other Lemmas used to prove Theorem 2.1 or in the proof of Theorem 2.1 itself. Therefore, all that remains to be done is to show that Lemma 6.2 holds for the offline stochastic gradient and for our new definition of "F t ", and to count up the total number of gradient evaluations.
We now extend Lemma 6.2 to our new definition of F t . The "old" version of Lemma 6.2 implies that if the rescaled functions β t f 1 , . . . β t f T have β t L-Lipschitz gradients, then
where g t i is our new "offline" stochastic gradient for β t ∇F t (X t i ). Since β t = t T , equation (99) implies that
Hence, Lemma 6.2 holds for our "offline" stochastic gradient. Since, as explained above, the rest of the proof of Theorem 2.1 holds for the offline case, we must have that if we run Algorithm 3 with the same b and i max (up to constant factors), we get:
All that remains to be done is to determine the total number of gradient evaluations. To compute the gradients at the log 2 (T ) power-of-2 epochs, we require T log 2 (T ) gradient evaluations. To run each of the log 2 (T ) Markov chains requires i max ×b gradient evaluations. Therefore, the total number of gradient evaluations is T log 2 (T ) + i max × b × log 2 (T ) = T log 2 (T ) + poly(C, d, ε −1 , log(T )).
8 Proof for logistic regression application 8.1 Theorem for general posterior sampling, and application to logistic regression
We show that under some general conditions-roughly, that we see data in all directions-the posterior distribution concentrates. We specialize to logistic regression and show that the posterior for logistic regression concentrates under reasonable assumptions. The proof shares elements with the proof of the Bernstein-von Mises theorem (see e.g.
[32]), which says that under some weak smoothness and integrability assumptions, the posterior distribution after seeing iid data (asymptotically) approaches a normal distribution. However, we only need to prove a weaker result-not that the posterior distribution is close to normal, but just αT -strongly log concave in a neighborhood of the MLE, for some α > 0; hence, we get good, nonasymptotic bounds. This is true under more general assumptions; in particular, the data do not have have to be iid, as long as we observe data "in all directions." Theorem 8.1 (Validity of the assumptions for posterior sampling). Suppose that θ 0 ≤ B, x t ∼ P x (·|x 1:t−1 , θ). Let f t be such that P x (x t |x 1:t−1 , θ) ∝ e −ft(θ) and let π t (θ) be the posterior distribution, π t ∝ e − t k=0 ft(θ) . Suppose there is r, σ min , T min > 0 and α, β ≥ 0 such that the following conditions hold:
1. For each t, ≤ t ≤ T , f t (θ) is twice continuously differentiable and convex.
(Gradients have bounded variation)
For each t, given
(Strong convexity in neighborhood) Let
5. f 0 (θ) is α-strongly convex and β-smooth, and has minimum at θ = 0.
Let θ * T be the minimum of T t=0 f t (θ), i.e., the MAP for θ after observing x 1:T . There is a universal constant K so that letting σ min = σ min + α T , L = L + β T , and
where K is a universal constant, Then for t > max
2. For C ≥ C, and some constant
can be bounded away from 0 in a neighborhood of x = 0, and then decays to 0 exponentially in x. Thus, I(θ 0 ) is essentially the second moment, where we ignore vectors that are too large in the direction of ±θ 0 .
More precisely, we have the following implication:
Theorem 2.4 is stated with C 1 = 2.
Proof of Theorem 8.1
Proof of Theorem 8.1. Let E 3 be the event that (101) holds.
Step 1: We bound θ * T − θ 0 with high probability. We show that with high probability T t=0 ∇f t (θ 0 ) is close to 0. Since T t=0 ∇f t (θ * T ) = 0, the gradient at θ 0 and θ * T are close. Then by strong convexity, we conclude θ 0 and θ * T are close.
is a KL divergence minus the entropy for P x (·|x 1:t−1 , θ 0 ), and hence is minimized at θ = θ 0 . Hence 1
we have by Chernoff's inequality that
Step 2:
Define the strong convexity and smoothness constants including the prior,
Suppose C is such that C √ T < r . Suppose C > C. By shifting, we may assume that T t=0 f t (θ * T ) = 0. Because f t (θ) is L-smooth for 1 ≤ t ≤ T and β-smooth for t = 0,
Under
. By writing the domain of integration as B(θ *
Choosing C so that C ≥ 2 log 4 σ min (and so
Thus, by (114), (117), and (125),
and with this value of C 1 and C = 4C (so σ min CC 4
= σ min C 2 ) we get that the second term is ≤ 1 T . The requirements on C are C ≥ 1, L 2d log 2d ε , C 2 d σ min
(for some C 2 ), and (132), so the theorem follows. 
Online logistic regression
M 4 log( d ε ) 8σ 2 , 1. (Gradients have bounded variation) ∇f t (θ) − E∇f t (θ) ≤ 2M . 2. (Smoothness) f t is 1 4 M 2 -smooth.
(Strong convexity in neighborhood)
Proof. First, we calculate the Hessian of the negative log-likelihood.
Note that ∇f t (θ) ≤ u ≤ M , so the first point follows.
To obtain the expected values, note that y = 1 with probability φ(u θ 0 ), and y = −1 with probability 1 − φ(u θ 0 ), so that
Suppose that E u [φ(u θ)(1 − φ(u θ))uu ] σI.
Next, we show that T t=1 ∇ 2 f t (θ 0 ) is lower-bounded with high probability. Note that ∇ 2 f t (θ 0 ) = φ(−yu θ 0 )φ(yu θ 0 )uu 2 ≤ 1 4 M 2 . (So the second point follows.) By the Matrix Chernoff bound,
. Finally, we show that if the minimum eigenvalue of this matrix is bounded away from 0 at θ 0 , then it is also bounded away from 0 in a neighborhood. To see this, note
Therefore, 
Proof of Theorem 2.4. Showing that Assumption 2 holds. We first determine a constant C for which Assumption 2 is satisfied: Let
where K is the universal constant in Theorem 8.2. Also define
. Then since f 0 , . . . , f T min are α-strongly convex and T min -smooth, by Lemma 12.2 we have that
By Theorem 8.1, with probability at least 1 − ε we have, for t ≥ T min ,
Set C = max(Ĉ, C T min + L L 0 ). Then Inequalities (144) and (145) together imply that Assumption 2 is satisfied for this choice of C. Note C is polylogarithmic in T and polynomial in other parameters.
Showing that Assumption 3 holds. Next, we determine a constant D for which Assumption 3 is satisfied. Towards this end, we note that since F t is strongly convex, the minimizer θ t of F t is the unique point where ∇F t (θ t ) = 0.
Moreover, t k=1 ∇f k (θ) ≤ T min L for t ≤ T min . Therefore, since f 0 is α-strongly convex, we have that ∇F t (θ) > 0 for all θ > T min Lα −1 . Therefore, we must have that θ t ≤ T min Lα −1 for all t ≤ T min , and hence that
Moreover, by Theorem 8.2 we have that with probability at least 1 − ε,
. Then Equations (146) and (147) together imply that Assumption 3 holds with probability at least 1 − ε for this choice of D.
Simulations
We test our algorithm against other sampling algorithms on a synthetic dataset for logistic regression. The dataset consists of T = 1000 data points in dimension d = 20. We compare the marginal accuracies of the algorithms.
The data is generated as follows. First, θ ∼ N (0, I d ), b ∼ N (0, 1) are randomly generated. For each 1 ≤ t ≤ T , a feature vector x t ∈ R d and output y t ∈ {0, 1} are generated by
where the sparsity is s = 5 in our simulations, and σ(x) = 1 1+e −x is the logistic function. We chose x t ∈ {0, 1} d because in applications, features are often indicators.
The algorithms are tested in an online setting as follows. At epoch t each algorithm has access to x s,i , y s for s ≤ t, and attempts to generate a sample from the posterior distribution
; the time is limited to t = 0.1 seconds. We estimate the quality of the samples at t = T = 1000, by saving the state of the algorithm at t = T − 1, and re-running it 1000 times to collect 1000 samples. We replicate this entire simulation 8 times, and the marginal accuracies of the runs are given in Figure 1 .
The marginal accuracy (MA) is a heuristic to compare accuracy of samplers (see e.g. [18] , [20] and [12] ). The marginal accuracy between the measure µ of a sample and the target π is M A(µ, π) := 1 − 1 2d d i=1 µ i − π i TV , where µ i and π i are the marginal distributions of µ and π for the coordinate x i . Since MALA is known to sample from the correct stationary distribution for the class of distributions analyzed in this paper, we let π be the estimate of the true distribution obtained from 1000 samples generated from running MALA for a long time (1000 steps). We estimate the TV distance by the TV distance between the histograms when the bin widths are 0.25 times the sample standard deviation for the corresponding coordinate of π. We compare our online SAGA-LD algorithm with SGLD, online Laplace approximation, Pólya-Gamma, and MALA. The Laplace method approximates the target distribution with a multivariate Gaussian distribution. Here, one first finds the mode of the target distribution using a deterministic optimization technique and then computes the Hessian ∇ 2 F t of the log-posterior at the mode. The inverse of this Hessian is the covariance matrix of the Gaussian. In the online version of the algorithm we use, given in [10] , to speed up optimization, only a quadratic approximation (with diagonal Hessian) to the log-posterior is maintained. The Pólya-Gamma chain [16] is a Markov chain specialized to sample from the posterior for logistic regression. Note that in contrast, our algorithm works more generally for any smooth probability distribution over R d .
The parameters are as follows. The step size at epoch t is 0.1 1+0.5t for MALA, 0.01 1+0.5t for SGLD, and 0.05 1+0.5t for SAGA-LD. A smaller step size must be used with SGLD because of the increased variance. For MALA, a larger step size can be used because the Metropolis-Hastings acceptance step ensures the stationary distribution is correct. The batch size for SGLD and SAGA-LD is 64.
Our results show that SAGA-LD is competitive with the best sampler for logistic regression, namely, the Pólya-Gamma Markov chain.
A simple example where our assumptions hold
As a simple example to motivate our assumptions, we consider the Bayesian linear regression model y t = z t θ 0 + w t , where y t ∈ R 1 is the dependent variable, z t ∈ R d the independent variable, and w t ∼ N (0, 1) the unknown noise term. The Bayesian posterior distribution for the coefficient θ 0 is π t (θ) ∝ e − t k=1 f k (θ) = e −[θ−µ] Σ −1 [θ−µ] where f k (θ) = (y k − z k θ) 2 for each k, Σ −1 = T k=1 z k z k and µ = Σ 1 /2 T k=1 y k z k . Hence, the posterior π t has distribution N (µ, Σ). While computing Σ requires at least T × d 2 , computing a stochastic gradient with batch size b requires d × b operations. Therefore, one can hope to sample in fewer than T × d 2 operations (we prove this in Theorem 2.1. We now show that our assumptions hold for this example. For simplicity, we assume that the dimension d = 1, z t = 1 for all t, and assume an improper "flat" prior, that is, f 0 = 0. At each epoch t ∈ {1, . . . , T }, the Bayesian posterior distribution for the coefficient θ 0 is π t (θ) ∝ e − t k=1 f k (θ) , which a simple computation shows is the normal distribution with mean θ 0 + t k=0 w k t and variance 1 2t ≤ 1 t+1 . Thus, Assumption 1 is satisfied with L = 1 and Assumption 2 is satisfied with C = 2. To verify Assumption 3, we note that x t = t k=1 w k t , and thus x t ∼ N (0, 1 t ). We can then apply Gaussian concentration inequalities to show that D = 4 log 1 2 ( log(T ) δ ) with probability at least 1 − δ.
Hardness
Hardness of optimization with stochastic gradients. The authors of [1] consider the problem of optimizing an L-Lipschitz function F : K → R on a convex body K contained in an ∞ ball of radius r > 0. Given an initial point in K and access to a first-order stochastic gradient oracle with variance σ 2 , they show that any optimization method, given a worst-case initial point in K, requires at least Ω( L 2 σ 2 d δ 2 ) calls to the stochastic gradient oracle to obtain a random pointx such that E[F (x) − F (x )] ≤ δ.
Hardness in our setting. What is the minimum number of gradient evaluations required to sample from a target distribution satisfying Assumptions 1-3 with fixed TV error ε > 0, given only access to the gradients ∇f k , 0 ≤ k ≤ T ? In this section we show (informally) by counterexample that one needs to compute at least Ω(T ) gradients to sample with TV error ε ≤ 1 20 . As a counterexample, consider the Bayesian linear regression posterior considered in Section 10, with d = 1. Suppose that one only computes stochastic gradients using gradients with index in a random set S i = {τ 1 , . . . , τ T 2 }, of size T 2 , where each element of S i is chosen independently from the uniform distribution on {1, . . . , T }. Then the mean of these stochastic gradients (conditioned on the subset S i ) are gradients of a function − log(π (i) ), for whichπ (i) is the density of the normal distribution N (µ i , 1 2t ), where the mean is µ i = k∈S i w k t ∼ N (0, 1 t ) is itself (conditional on S i ) a random variable. Now consider two independent random subsets S 1 and S 2 with corresponding distributionŝ π (1) andπ (2) . The means of the distributionsπ (1) andπ (2) (conditional on S 1 and S 2 ) are independent random variables µ 1 , µ 2 ∼ N (0, 1 t ). Hence, the difference in their means µ 1 − µ 2 ∼ N (0, 2 t ) is normally distributed with standard deviation √ 2 √ t . Thus, with probability at least 1 2 , we have |µ 1 − µ 2 | ≥ 1 √ t . Therefore, since (conditional on S 1 , S 2 ) we haveπ (i) ∼ N (µ i , 1 2t ) for i ∈ {1, 2}, we must have that π (1) −π (2) TV ≥ 1 10 whenever |µ 1 − µ 2 | ≥ 1 √ t . That is, π (1) −π (2) TV ≥ 1 10 occurs with probability at least 1 2 . Therefore, one cannot hope to sample from π T with TV error ε < 1 20 by using the information from only T 2 gradients. One therefore needs to compute at least Ω(T ) gradients to sample from π T with TV error ε < 1 20 .
Miscellaneous inequalities
We give some inequalities used in the proofs in Section 8.
Lemma 12.1. Suppose that X t are a sequence of random variables in R d and for each t, X t − E[X t |X 1:t−1 ] ∞ ≤ M (with probability 1). Let S T = T t=1 E[X t |X 1:t−1 ] (a random variable depending on X 1:T ). Then
Proof. By Azuma's inequality, for each 1 ≤ j ≤ d,
By a union bound,
Lemma 12.2. Suppose that f : R d → R is a α-strongly convex and L-Lipschitz, with minimizer x , and let Y be a random variable with distribution ∝ e −f . Then
Proof. Define κ := L α . First, we note that without loss of generality we may assume x = 0 and α = 1 (since we can add x to Y and rescale Y by a factor √ αY ). Let Z be a χ random variable with d degrees of freedom. Since f is α-strongly convex, we have P[ Y > γ] = z 2 >γ π(z)dz R d π(z)dz = z 2 >γ exp(−f (z))dz Therefore (under the original scaling and shifting of Y ) we have
