Abstract-We developed a software framework for boundary element analyses. The software supports a hybrid parallel programming model and is equipped with a hierarchical matrix (H-matrix) library to accelerate the BEM analysis.
I. INTRODUCTION
The boundary element method (BEM) is a popular simulation method used in computational electromagnetics. Although parallel computation environments have been extensively used for various simulations, parallel programming is often troublesome. We have developed open-source software for large-scale parallel BEM analyses (ppOpen-APPL/BEM) [1] . It consists of a BEM-BB framework, templates, and the HACApK library. All the components are parallelized for implementation on a distributed memory parallel computer.
II. SOFTWARE FRAMEWORK FOR BEM ANALYSES
The developed "BEM-BB framework" is a software framework that supports large-scale BEM analyses implemented on distributed memory parallel computers. A BEM analysis program generally: 1) inputs the model data; 2) defines the boundary element integral; 3) sets the boundary conditions; 4) generates a coefficient matrix and right-hand vector; 5) applies a linear solver; and 6) outputs the results. Our software framework mainly supports parts 1, 4, 5 and 6. When inputting the data, the framework distributes the model data to the processes. Next, to generate the coefficient matrix and right-hand vector, each thread independently calls the user function that defines the integral of the boundary elements. The boundary conditions should be set by users. The linear solver included in the software solves the resulting linear system of equations. The linear solver is parallelized in the hybrid parallel processing model (MPI and OpenMP). In the final step, the simulation result is output to a file.
The software can provide a template (BEM-BB template) for certain analysis domains. The template includes user functions for integrating and setting the boundary conditions. Using the template with the framework, a user can execute a parallel BEM analysis with minimum programming cost. A template for a static electric field analysis is currently available.
To accelerate BEM analyses, we developed a distributed parallel hierarchical matrix (H-matrix) library, HACApK [2] . The library supports H-matrices to approximate a dense matrix arising from an integral equation method, such as BEM. The benefit of using the H-matrix is given by the fact that submatrices that correspond to interactions between two clusters of distant elements have a numerically low-rank in many varieties of BEM analyses. The H-matrix technique reduces the complexity from O(n 2 ) for a dense matrix to O(n log n) in an ideal case, where n denotes the number of unknowns.
III. NUMERICAL RESULTS Figure 1 shows a sample analysis result using the developed software framework. This example is the induced charge density on the surface of conductors. Figure 2 shows the effectiveness of the data compression using our H-matrices library. In our library, both the H-matrix generation and the Hmatrix vector multiplication are parallelized for multiple processes and threads (hybrid parallel programming model), which leads to a significant reduction in the simulation time and the memory footprint. 
