It has been proposed that Alfvén waves play an important role in the energy propagation through the solar atmospheric plasma and its heating. Here we theoretically investigate the propagation of torsional Alfvén waves in magnetic flux tubes expanding from the photosphere up to the low corona and explore the reflection, transmission, and dissipation of wave energy. We use a realistic variation of the plasma properties and the magnetic field strength with height. Dissipation by ion-neutral collisions in the chromosphere is included using a multifluid partially ionized plasma model. Considering the stationary state, we assume that the waves are driven below the photosphere and propagate to the corona, while they are partially reflected and damped in the chromosphere and transition region. The results reveal the existence of three different propagation regimes depending on the wave frequency: low frequencies are reflected back to the photosphere, intermediate frequencies are transmitted to the corona, and high frequencies are completely damped in the chromosphere. The frequency of maximum transmissivity depends on the magnetic field expansion rate and the atmospheric model, but is typically in the range of 0.04-0.3Hz. Magnetic field expansion favors the transmission of waves to the corona and lowers the reflectivity of the chromosphere and transition region compared to the case with a straight field. As a consequence, the chromospheric heating due to ion-neutral dissipation systematically decreases when the expansion rate of the magnetic flux tube increases.
Introduction
Alfvén waves are a well-known type of incompressible magnetohydrodynamic (MHD) waves (Alfvén 1942) . They propagate without dispersion in magnetized plasmas, and their restoring force is magnetic tension. The study of Alfvén waves in the solar atmosphere has received increasing attention in recent years. They are believed to play an important role in the energy propagation and heating of the plasma (see, e.g., Cargill & de Moortel 2011; Mathioudakis et al. 2013; Arregui 2015; Jess et al. 2015) . Indeed, observations suggest that Alfvénic-type waves can carry sufficient energy to heat the solar atmosphere and accelerate the solar wind (see, e.g., De Pontieu et al. 2007; Tomczyk et al. 2007; McIntosh et al. 2011; Hahn & Savin 2014) . However, there are still many open questions under debate, e.g., the source of excitation or driver of the waves (e.g., Fedun et al. 2011a; Morton et al. 2013; Mumford et al. 2015) , the reflection and transmission properties of the waves as they propagate through the various atmospheric layers (e.g., Hollweg 1978; Leroy 1980; Similon & Zargham 1992; Cranmer & van Ballegooijen 2005) , the conversion and coupling between the different MHD wave modes (e.g., Hansen & Cally 2012; Khomenko & Cally 2012) , and the physical mechanisms that may lead to the efficient dissipation of wave energy (e.g., Khodachenko et al. 2004; Antolin & Shibata 2010; Goodman 2011; van Ballegooijen et al. 2011; Tu & Song 2013; Soler et al. 2015b; Arber et al. 2016) , to name a few.
Alfvén waves propagate along magnetic field lines. The magnetic field in the lower solar atmosphere is usually believed to be structured in flux tubes that emerge through the photosphere at localized small magnetic features and expand toward the corona (see, e.g., Solanki 1993) . Magnetic flux tubes are known to support a number of different MHD wave modes (see, e.g., Nakariakov & Verwichte 2005) . In general, MHD waves in flux tubes are coupled and/or have mixed properties, so that the distinction between Alfvén, fast, and slow waves is only possible in specific situations or geometries (see Goossens et al. 2012) . Pure Alfvén waves in magnetic flux tubes take the form of torsional oscillations (see, e.g., Erdélyi & Fedun 2007) . By pure Alfvén waves we mean Alfvén waves that are not coupled to another kind of mode, so that the character and properties of the waves do not change as they propagate along the tube. In a cylindrically symmetric flux tube, torsional Alfvén waves are pure Alfvén waves that only produce perturbations in the azimuthal components of velocity and magnetic field. The motions are driven by magnetic tension alone. Hence, torsional Alfvén waves are strictly polarized in the azimuthal direction and are associated with periodic axisymmetric rotation (torsion) of the magnetic flux tube. Because of their incompressible nature, the detection of Alfvén waves is difficult in the solar atmosphere. Torsional Alfvén waves can be detected as periodic broadenings of the spectral lines (see Zaqarashvili 2003) and were first observed in such a way in the lower solar atmosphere by Jess et al. (2009) . Twist motions observed in the chromosphere and transition region by De Pontieu et al. (2014) have also been interpreted as torsional Alfvén waves. Ideal MHD simulations (e.g., Fedun et al. 2011b; Shelyag et al. 2013; Murawski et al. 2015) show how torsional Alfvén waves propagate along chromospheric expanding flux tubes after they are excited by vortex-like motions in the photosphere.
Understanding the role of torsional Alfvén waves in energy propagation and deposition in the solar atmospheric plasma requires the use of realistic models that take into account, first, the dependence with height of the plasma and magnetic field properties and, second, the relevant dissipation mechanisms in the different regions of the atmosphere. Regarding the latter, the theoretical modeling of the physical processes in the chromosphere is rather challenging. Because of the relatively low temperature, the chromospheric plasma is only partially ionized and the ionization degree is very small at low and medium heights. In such conditions of low ionization, partial ionization effects have a strong impact on the dynamics of the plasma (see, e.g., Martínez-Sykora et al. 2012 , 2015 . It has been shown that the dissipation associated with ion-neutral collisions is very efficient in the release of magnetic energy in the form of heat (see, e.g., Khomenko & Collados 2012) . Hence, the consideration of partial ionization is an unavoidable requisite for the realistic description of the chromospheric physics, including wave dynamics (see Leake et al. 2014) . Since the pioneering works by, e.g., Piddington (1956) and Osterbrock (1961) , it is known that ion-neutral collisions damp Alfvén waves, and the damping can be extremely efficient when the frequency of the waves is of the order of the ionneutral collision frequency of the plasma. Much effort has been put into understanding this phenomenon theoretically (see, e.g., Haerendel 1992; Khodachenko et al. 2004; Zaqarashvili et al. 2011; Soler et al. 2013, among others) .
The study of Alfvén wave propagation and damping in the partially ionized chromosphere is very relevant to the problem of chromospheric heating. It is of general consensus that the dissipation of high-frequency Alfvén waves might provide enough heating to compensate, at least partially, the radiative losses. Most of the existing works in the literature either follow a 0D local analysis in which spatial gradients are neglected and the wave equations are analytically solved locally at specific heights in the chromosphere (see, e.g., De Pontieu et al. 2001; Song & Vasyliūnas 2011; Soler et al. 2015a) or use a 1D model in which vertical spatial gradients are retained and wave propagation from the photosphere to the corona is numerically computed (see, e.g., Leake et al. 2005; Goodman 2011; Tu & Song 2013; Arber et al. 2016) . A common feature of 1D models is that the expansion of the magnetic field is neglected, but this ingredient is very important in the solar atmosphere. Although some 1D works have tried to incorporate the effect of the variation of the magnetic field strength with height (e.g., Leake et al. 2005) , that approach is not entirely self-consistent. The only way to satisfy the divergence-free condition of the magnetic field in 1D is to adopt a constant field. Only very recently has the role of magnetic field expansion been included in 2D ) and 3D numerical simulations including partial ionization effects.
In this work, we aim to theoretically investigate the properties of torsional Alfvén waves propagating from the photosphere to the corona in expanding magnetic flux tubes, taking into account partial ionization effects in the chromosphere. Our primary objective is to determine the impact that magnetic field expansion has on the reflection and transmission properties of the waves. As a secondary objective, we are interested in the dissipation of Alfvén wave energy and in assessing whether magnetic field expansion has any effect on the chromospheric heating rates. We choose to tackle this investigation using a combination of analytic and numerical methods. Starting from a problem that is fundamentally 3D, and using a series of justified assumptions and approximations, we shall analytically derive a 1D differential equation that governs the stationary state of propagation of torsional Alfvén waves in an expanding thin flux tube embedded in the partially ionized chromosphere. This equation fully retains the effect of the magnetic field expansion and is consistent with the divergence-free condition. Later, the governing equation will be numerically integrated with height in the chromosphere. An advantage of this semianalytic method is that appropriate boundary conditions can be considered at the photosphere and low corona, in order to correctly separate between incident, reflected, and transmitted waves at the boundaries of the numerical domain. The present method allows us to determine the reflection and transmission of the waves without the issues that are usually inherent in full numerical, time-dependent simulations, in which, e.g., artificial reflections can occur and the distinction between driven and reflected waves can be rather problematic. This method will also enable us to compute the amount of wave energy dissipated in the chromospheric plasma because of ion-neutral collisions; hence, heating rates will be discussed. This paper is organized as follows. Section 2 describes the background chromospheric model, including the magnetic field configuration. The main equations that govern the propagation of the waves are given in Section 3, while the numerical method of solution is explained in Section 4. The results are given in Section 5. Finally, Section 6 contains some concluding remarks, discusses the limitations of this study, and proposes some ideas for future works.
Chromospheric Model
The background configuration is composed of a vertical magnetic flux tube embedded in a field-free environment representing the gravitationally stratified solar chromosphere. We use cylindrical coordinates, namely, r, j, and z for the radial, azimuthal, and vertical coordinates, respectively. The flux tube is untwisted, is azimuthally symmetric, and expands with height, so that its radius, denoted by R, is a function of z. Thus, the magnetic field in the flux tube is expressed as B B r z e B r z e , , . 1
A sketch of the flux tube model is represented in Figure 1 .
The divergence-free condition allows us to write the components of the equilibrium magnetic field in terms of the flux function, r z , y ( ), namely (see, e.g., Browning & Priest 1982; Ruderman et al. 2008; Verth et al. 2010) ,
The function ψ is constant on magnetic surfaces. For instance, the equation for the tube boundary is R z ,
where R y is a constant. Thus, 2 R py represents the total magnetic flux through the circle of radius R.
In the case in which the flux tube is also force-free, the flux function satisfies r r r r z
In this work we use an equilibrium magnetic field aiming to represent an intense thin magnetic flux tube (see, e.g., Roberts & Webb 1978; Browning & Priest 1982; Verth et al. 2010) . We define the small parameter
, where L denotes the length of the flux tube, and assume 1 e  . The characteristic length scales across and along the tube are R and L, respectively. We compare the magnitudes of the two terms in Equation (3). Then, the magnitude of the term with the second derivative in z is found to be of 2  e ( ) compared with the magnitude of the term with the radial derivatives, namely, r r r r
Therefore, a first-order approximation to the flux function in a thin tube can be cast as
where h(z) is an arbitrary function of z. Using Equation (2), the components of the background magnetic field are We assume that the flux tube is in mechanical equilibrium, so that the pressure balance condition between the internal and external plasmas is enforced at the radius of the tube. In the limit 1 e  the magnetic pressure can be considered as approximately constant in the radial direction within the tube. Hence, within the tube, all physical conditions are assumed to vary on the vertical direction only. In addition, since in this work we investigate torsional Alfvén waves that are incompressible and strictly confined within the flux tube, there is no need for us to care about the properties of the plasma outside the tube.
Concerning the variation of the plasma properties with height within the thin flux tube, we adopt a static, gravitationally stratified background based on the semiempirical models A, C, F, and P of Fontenla et al. (1993, hereafter FAL93) . The reason for choosing the FAL93 models instead of more recent models is that FAL93 explicitly provide the variation of the neutral and ionized helium densities with height, which are used in our computations. Our coordinate z is chosen to coincide with the vertical coordinate of FAL93 (with the opposite sign). The model adopted here includes the photosphere (down to z=−100 km), the chromosphere, the transition region, and the low corona (up to z=4000 km). The plasma in the photosphere and chromosphere is considered to be partially ionized and composed of electrons, protons, neutral hydrogen, neutral helium, singly ionized helium, and doubly ionized helium. When necessary, we shall use the subscripts e, p, H, He I, He II, and He III to explicitly denote these species, respectively. The presence of species heavier than helium is ignored because of their negligible abundance. We denote as r b the mass density of species β and as r r = å b b the total mass density. We note that e r r  because the electron mass is very small, so we shall take 0 e r » for all practical purposes. A strong thermal coupling between all species is assumed. We accordingly define a common temperature, T, for all species. The tabulated models in FAL93 provide the dependence with height of density and temperature up to the transition region. We extend the FAL93 models up to z=4000km to incorporate the low corona, which is assumed to be fully ionized. For the temperature, a simple parabolic profile is used to connect the top of the transition region to the corona, whose temperature is assumed to be 10 6 K at z=4000km. In turn, the density in the low coronal region is consistently computed assuming gravitational stratification.
Figures 2(a) and (b) display the variation with height of temperature and total density according to models A, C, F, and P of FAL93. The four models provide quite similar profiles up to the transition region, which is clearly visible as an abrupt increase of temperature and decrease of density. Indeed, the most remarkable differences between models are the height of the transition region and density at the low coronal region. According to FAL93, models A, C, and F correspond to various quiet-Sun models that represent faint, average, and bright regions, respectively, whereas model P aims to represent a typical plage area. We are interested in considering these different atmospheric models to determine the impact of the variability of the physical parameters on the propagation and absorption of wave energy.
In order to consider a realistic variation of the magnetic field strength with height, we prescribe B z according to the semiempirical formula given by Leake et al. (2005) , namely,
where B ph and ph r are the magnetic field strength and density at the photosphere, respectively, and  is an empirical expansion exponent. This simple prescription captures the decrease of the magnetic field strength with height and is a reasonable proxy for the magnetic field profiles measured in observations (see, e.g., Martínez Pillet et al. 1997) . Realistic values of B ph range between 1 and 2kG (see, e.g., Solanki 1993) , while the value of ph r is taken from FAL93. 
Governing Equations

Three-fluid Model
To study the propagation of Alfvén waves, we consider a three-fluid model in which charges (ions plus electrons), neutral hydrogen, and neutral helium are treated as separate fluids. We shall use the subscript i to refer to the ionized fluid that contains all charges. We define the total density, i r , and center-of-mass and various values of the expansion exponent  . The dashed line denotes the critical field strength for which wave damping by Ohm's diffusion becomes negligible compared to that by ion-neutral collisions according to Soler et al. (2015b) . (d) Expansion of the flux tube radius, R, with height above the photosphere using the same parameters as in panel (c) with R 100 ph = km.
velocity, v i , of the ionized fluid as 
The assumption that all ions move together and can be considered as one single fluid is justified as long as the frequency of the waves is much lower than the cyclotron frequencies of ions (see, e.g., Martínez-Gómez et al. 2016 ).
In the three-fluid model used in this work, the basic equations for the discussion of linear Alfvén waves are 
where v b is the velocity linear perturbation of species b , b is the magnetic field linear perturbation, a bb¢ is the friction coefficient for collisions between species β and b¢ (with a a = bb b b ¢ ¢ for symmetry), μ is the magnetic permeability, η is the coefficient of Ohm's diffusion, and H h is Hall's coefficient. The expressions of η and H h can be found in, e.g., Zaqarashvili et al. (2011) and Khomenko et al. (2014) .
The ionized fluid exchanges momentum with the neutral fluids by means of collisions between particles. The strength of the coupling is determined by the value of the friction coefficients, a bb¢ . We note that, in the case of the ionized fluid, the friction coefficients account for the collisions of all the ionized species with neutrals and are computed as Lewkow et al. 2012; Vranjes & Krstic 2013) . The collision frequency n bb¢ is computed from the friction coefficient as
Unlike the friction coefficient, the collision frequency is not symmetric, i.e., n n ¹ is satisfied. In addition, the total collision frequency of species β is defined as
Several terms have been neglected in the linearized momentum equations (Equations (14)- (16)). We have not included gas pressure perturbations because they are zero for incompressible Alfvén waves. We have also neglected the effect of viscosity, which has been shown to be much less important than that of ion-neutral collisions concerning the damping of Alfvén waves in the chromosphere (see details in Khodachenko et al. 2004 Khodachenko et al. , 2006 Soler et al. 2015b) . Gravity is also absent from Equations (14)- (16) because the flux tube is vertical and so the wave motions are perpendicular to the direction of gravity.
In the linearized induction equation (Equation (17)), we have included Ohm's and Hall's terms for completeness. However, in the present work we actually use a more simplified version of the linearized induction equation, in which Ohm's and Hall's terms have been dropped, namely,
The reason for omitting Ohm's and Hall's terms is justified in the following paragraphs. On the one hand, Hall's term is not a dissipative term in nature. In principle, Hall's term causes wave dispersion but has no wave damping associated. However, Tu & Song (2013) claim that Hall's term can indirectly modify the wave heating rate because of its effect on the electric field and magnetic field perturbations. Conversely, the results of Arber et al. (2016) go in the opposite direction. Arber et al. (2016) conclude that the inclusion of Hall's term has a negligible effect (less than 0.01%) on the wave heating rate obtained in their simulations. Similarly, Soler et al. (2015a) showed that Hall's term, if included, has a minor impact on the efficiency of the wave damping by ion-neutral collisions in the magnetized chromosphere. Indeed, in the case of multifluid modeling of Alvén waves, Hall's term has been shown to be negligible for wave frequencies lower than the cyclotron frequencies of ions, which in the chromosphere are several orders of magnitude higher than the frequency of the waves studied here (see, e.g., Martínez-Gómez et al. 2016) . For typical field strengths, the proton cyclotron frequency in the chromosphere is about 10 6 Hz (e.g., Soler et al. 2015a; Martínez-Gómez et al. 2016) , while the largest wave frequency that we shall consider here is 10Hz.
On the other hand, the results of some previous works based on 1D models with straight magnetic field suggest that Ohm's diffusion may be relevant for wave damping and heating in the low chromosphere (see, e.g., Goodman 2011; Tu & Song 2013; Arber et al. 2016 ). This can be seen in Figure 7 of Tu & Song (2013) , which shows that Joule (ohmic) heating is more important than frictional heating at altitudes below 600km. Similar results can be seen in Figure 6 of Goodman (2011) and Figure 6 of Arber et al. (2016) . In a 1D chromospheric model with straight magnetic field, the divergence-free condition imposes that the magnetic field strength must be constant. However, since the magnetic field in the solar chromosphere is better modeled by magnetic flux tubes that expand from 1-2kG in the photosphere to a few gauss in the corona, the constant magnetic field strength used in those previous works must be understood as representing an average value. Because of the important decrease of the magnetic field strength with height in expanding flux tubes, the average field strength is significantly lower than the actual field strength in the low chromosphere. For instance, Tu & Song (2013) used 50G in their Figure 7 , and the largest field strength they considered was 500G, while Arber et al. (2016) also used 50G. Recent computations by Soler et al. (2015b) indicate that the actual importance of Ohm's diffusion compared to that of ion-neutral collisions in the low chromosphere depends strongly on the local magnetic field strength. Soler et al. (2015b) showed that Ohm's diffusion dominates in the low chromosphere if the local magnetic field strength is 1 kG  , approximately. However, when stronger magnetic field strengths are considered in the low chromosphere ( 1 kG  ), the importance of Ohm's diffusion decreases. Equivalent conclusions were previously pointed out by Goodman (2004) , who concluded that the larger the field strength, the lower the region in the atmosphere where heating by Pedersen dissipation, i.e., by ionneutral collisions, begins to dominate over ohmic heating (see, e.g., Figure 11 We overplot in Figure 2 (c) the local (as a function of height) critical magnetic field strength for which the wave damping by Ohm's diffusion becomes less important than the damping by ion-neutral collisions. This result has been adapted from Soler et al. (2015b, see also their Figure 2(c) ). We find that ionneutral collisions dominate the damping throughout the whole chromospheric model except at a narrow layer that extends up to 200km above the photosphere, approximately. Thus, we are in a situation where the role of Ohm's diffusion in the damping of Alfvén waves is of minor importance in the expanding flux tube model except at heights below 200km. This result drives us to drop Ohm's term from the induction equation. This simplification significantly eases the mathematical complexity of the problem and will allow us to obtain a simple, 1D analytic expression of the equation governing the propagation of torsional waves. The disadvantage of this simplification is that the case of weak photospheric magnetic field ( 1 kG  ) cannot be properly studied in the present work, because the height at which Ohm's diffusion becomes relevant increases when decreasing the photospheric field (Goodman 2004; Soler et al. 2015b ). Hence, we are restricted to considering intense magnetic fields in the photosphere and low chromosphere. In addition, by dropping the ohmic term, we will underestimate the wave heating rate at heights below 200km. We shall take this fact into account when discussing heating by highfrequency waves. However, our primary goal is to investigate the transmission and reflection of wave energy, and there is no reason for us to believe that the overall wave reflectivity and transmissivity of the chromosphere could be strongly affected by the absence of Ohm's term.
Energy Equation
Here we derive an expression for the evolution of energy of the perturbations. The procedure follows closely that described in Soler et al. (2016) ; see also Walker (2005) . We take the dot product of Equations (14)- (16) with v v , i H , and v He I , respectively, and also take the dot product of Equation (22) with b m. Next, we add the equations, and the resulting expression is
where U, P, and H are given by
HHe H He 2
The first term on the left-hand side of Equation (23) accounts for the temporal evolution of the energy density, U, which is the sum of the kinetic energies of ions, neutral hydrogen, and neutral helium, plus the magnetic energy. The second term on the left-hand side is the divergence of the energy flux, P. Only the velocity of ions appears in the expression of P, so that Equation (25) is formally identical to that in fully ionized plasmas (see Walker 2005) . The right-hand side of Equation (23) includes the quantity H, which represents the loss of energy owing to collisions (see also Braginskii 1965; Draine 1986) .
As shown by Equation (23), the energy of the perturbations is not conserved. However, we must note that Equation (23) is not the full energy equation. The full energy equation, which should include the gains and losses of energy of the background, remains a conservation equation. Actually, the energy lost by the perturbations must be gained by the plasma and converted into internal energy, i.e., the energy of the perturbations is eventually transformed into heat. Because of the linear approach used here, we cannot compute the actual heating of the background plasma. Nevertheless, Equation (23) informs us about the rate at which the energy of perturbations is lost. Hence, we can invoke conservation of energy and can, therefore, identify H as the plasma heating rate associated with the dissipation of the perturbations.
Torsional Alfvén Waves
We study the propagation of purely torsional waves along the flux tube. Therefore, the only nonzero components of the velocity and magnetic field perturbations are those in the azimuthal direction, j. In addition, since the equilibrium is azimuthally symmetric, we have that
From here on the azimuthal coordinate is dropped from the analysis, so that the initially 3D problem gets now reduced to a 2D problem. Equations (14)- (16) 
In addition, from Equation (25) we find that the energy flux of the torsional Alfvén waves is
which shows the well-known result that Alfvén waves propagate energy along the direction of the magnetic field alone. Now we follow Ruderman et al. (2008) and Verth et al. (2010) and use the flux function, ψ, as an independent variable instead of r. An arbitrary function f r z ,
. Hence, at the tube boundary the partial derivatives of f r z , ( ) in the r and z directions transform to
) are the components of the equilibrium magnetic field at the tube boundary and satisfy the following relations (see Ruderman et al. 2008) :
With the use of flux coordinates, Equations (27) and (30) at the tube boundary can be recast as
where the dependence on the radial direction has been removed and only the z-component of the equilibrium magnetic field, B z , appears. Owing to the use of flux coordinates, the dependence on r drops and the problem gets further reduced to 1D.
Equations (35) and (36) can be further combined to eliminate the magnetic field perturbation as
He ,
Equation (37) combines with Equations (28) and (29) to form a closed system of equations for the velocity perturbations of ions, neutral hydrogen, and neutral helium at the tube boundary. They govern the propagation of torsional waves along the tube. These equations are 1D in the sense that only the dependence on the z-direction explicitly appears, as well as the temporal dependence. However, the equations are fully consistent with the diverge-free condition of the magnetic field and completely retain the effect of the flux tube expansion with height. We note that these equations would be formally the same if another magnetic surface different from the tube boundary is used as a reference. The only difference would be that R should be replaced by the radial position of the chosen magnetic surface.
Stationary State
For a given wave driver, Equations (28), (29), and (37) can be numerically evolved to obtain the full temporal dependence of the waves. This approach has been followed by, e.g., Tu & Song (2013) , Arber et al. (2016) , and . We are interested in computing the amount of wave energy that is reflected, transmitted, and absorbed in the chromosphere. In general, this computation is not straightforward when full numerical simulations are used. The appropriate treatment of wave reflection in time-dependent simulations can be rather involved (see Tu & Song 2013 ). Here we consider an alternative approach that enables us to advance further analytically. The semianalytic method used here allows us to consistently separate the incident (driven), reflected, and transmitted waves at the boundaries of the domain and to compute the energy associated with them. Hence, we consider that the waves are driven below the photospheric level by a monochromatic driver that acts continuously. We assume that the driver has been working for a sufficiently long time, so that the stationary state of wave propagation has been achieved. Then, we are allowed to write the temporal dependence of all perturbations as proportional to i t exp w -( ), where ω is the angular frequency of the wave driver. By considering the stationary state, we are essentially dropping the temporal dependence of the problem. In essence, our approach is similar to that used by Goodman (2011) . We assume that ω is an arbitrary parameter, and, in principle, we can freely choose its value. Actually, in order not to violate the assumptions behind the main equations, there is an upper value of ω that we can use. This upper limit is, however, far beyond the range of frequencies we consider here.
Because of the dependence i t exp w -( ), the energy flux, P, is oscillatory in time. To compute the net energy flux, we average P in time over one full period of the wave, 2p w. The time-averaged energy flux is then
where * denotes the complex conjugate. We make use of Equation (36) to eliminate the magnetic field perturbation, so that the time-averaged flux becomes
which involves v i,j alone. Now, the goal is to obtain an equation governing the spatial dependence of v i,j . From Equations (28) and (29) n w n n n w n w n n n
We substitute these expressions into Equation (37) to arrive at an equation involving v i,j alone, namely, w n n n w n n n n w n w n n n n n w n n n n w n w n n n
Equation (42) is valid for an arbitrary driver frequency and is applicable to any vertical and azimuthally symmetric flux tube model, because no assumption regarding the form of the flux function has been used so far. Now, we specialize to the case of an intense thin flux tube. The conservation of the total magnetic flux (Equation (8) that, despite its apparent simplicity, contains the effects of the main ingredients of the model: the variation with height of the plasma properties, the expansion of the magnetic field, and the collisional coupling between species. Once the spatial dependence of v R i,j is obtained by solving Equation (44), we can compute the time-averaged energy flux from Equation (39). We note that since the expansion profile of R is known from the model, Equation (44) is actually an equation for v i,j .
An interesting limit is when the driver frequency is much lower than all collision frequencies. In that case, the three fluids can be considered as being strongly coupled and behaving as one single fluid. 
is the Alfvén velocity computed with the total density, which evidences that in this limit both ions and neutrals are tied to the magnetic field. Equation (46) was previously obtained by, e.g., Hollweg (1981) and Verth et al. (2010) in ideal MHD.
Method
Equation (44) has no simple analytic solution because of the dependence of k 2 with height. Hence, we solve Equation (44) numerically. Inspired by the comprehensive treatment of wave propagation and reflection given by Leroy (1980) , we use the idea of ghost regions to consistently account for the reflection and transmission of the waves at the boundaries of the model (see also Tu & Song 2013) . We extend the physical domain by adding two artificial ghost regions below the photosphere (z<−100 km) and above the low corona (z 4000 > km). In both ghost regions the density, temperature, and magnetic field are assumed to be constant and simply copy the respective values at z 100 = -km and z=4000 km. We shall use the subscripts ph and c to refer to the lower (photospheric) ghost region and the upper (coronal) ghost region, respectively.
In the two ghost regions k 2 is constant (but different), so that the solution to Equation (44) can be analytically expressed in the form of plane waves. We write the solution in the lower ghost region (z 100 < -km) as a superposition of an upwardpropagating incoming wave of amplitude I and a downwardpropagating reflected wave of amplitude S, namely, v
Similarly, Goodman (2011) also expressed the solution at the lower photospheric boundary in the form of plane waves, although in his case only an upward-propagating wave was imposed. Thus, Goodman (2011) did not consider the possibility that waves could be (partially) reflected back to the photosphere. On the other hand, we assume that there is no incoming wave from above the physical domain. This implies that the solution in the upper ghost region (z>4000km) is just an upward-propagating transmitted wave of amplitude T,
Equations (47) and (48) are used as boundary conditions for the numerical solution at the bottom and top boundaries of the physical domain, respectively. The numerical scheme that solves Equation (44) with the boundary conditions of Equations (47) and (48) is implemented in a Mathematica routine that makes use of the internal function NDSolve. The function numerically integrates Equation (44) along z and adapts the step size so that the estimated error in the solution is within a specified small tolerance. The function automatically selects the most appropriate method of integration and includes a stiffness controller that switches from explicit to implicit methods if stiffness is detected. This improves the efficiency of the scheme in the transition region, especially when very high frequencies, i.e., very short wavelengths, are considered. The execution time of a single run depends strongly on the selected frequency of the waves and ranges from a few seconds for low frequencies to several minutes for high frequencies that require a very small step size. The necessity of using very small step sizes to accurately describe high-frequency wave propagation in the chromosphere was discussed by Goodman (2011) . The output of the numerical routine is the spatial dependence of v R i,j in the physical domain, along with the complex amplitudes S and T. For simplicity and with no loss of generality because we are dealing with linear waves, the amplitude of the incident wave is set to I=1 in normalized units.
Following Leroy (1980) , the reflectivity and transmissivity of the waves are determined by the relations between the amplitudes of the incoming, reflected, and transmitted waves, namely, I S , , and T. We define the reflection, , and transmission,  , coefficients as , , 4 9
where , 
We note that the expression of  includes the factor B B c ph that explicitly takes into account the expansion of the magnetic field. As pointed out by Leroy (1980) , the reflection and transmission coefficients depend not only on the properties of the plasma at the lower and upper boundaries but also on the properties of the whole medium in between. Hence, the two coefficients should be understood as representing the global reflectivity and transmissivity of the chromosphere. Furthermore, we can compute the fraction of the incident wave energy that is deposited or absorbed in the chromospheric plasma, , by simply invoking conservation of energy, namely,
In the ideal MHD limit 1   + = , so that there is no absorption of wave energy ( 0  = ). However, collisions between the different species that occur in the multifluid case cause the dissipation of wave energy, and, consequently, we expect 0  ¹ . The coefficients of reflection, transmission, and absorption are functions of the wave frequency but are independent of the amplitude of the incoming wave in the present linear analysis.
Results
Here we show the results of the numerical computations. Instead of using the angular frequency, ω (given in rad s −1 ), we shall use the linear frequency, f (given in Hz), as a parameter. Both are related by f 2 w p = , so that the period of the wave is simply 1/f.
Velocity and Magnetic Field Perturbations
To start with, we take the chromospheric model F as our reference model and set B 2 kG ph = and 0.3  = . We show in Figure 3 the numerically computed wave profiles for three different values of the driver frequency: f 0.01, 0.1 = , and 1Hz. Both real and imaginary parts of v R i,j are plotted, which are obtained from the numerical solution of Equation (44). We also display the actual ion velocity perturbation, v i,j , and the magnetic field perturbation, b j . The velocity perturbation is calculated by multiplying the numerically computed v R i,j by the flux tube radius, R(z), given in Equation (10), while the magnetic field perturbation is computed with the help of Equation (36). Before discussing the details of the results, we note that the profiles of the velocity and magnetic field perturbations with height are the consequence of two separate but simultaneous effects, namely, the spatially dependent reflection/transmission of the waves and the damping by collisions with neutrals. For a given frequency of the driver, the former effect is determined by both the expansion rate of the magnetic field and the plasma properties of the atmospheric model, while the latter effect is only determined by the plasma conditions. Figure 3 shows that the amplitude of v R i,j increases with height. Essentially, this is a consequence of the decrease of density and magnetic field strength. We note that the variable v R i,j does not capture the full effect of the expansion of the magnetic tube radius. It is the actual velocity perturbation profile, v i,j , that incorporates the full effect. Indeed, the amplitude of the velocity perturbation shows a jump at about 2000km above the photosphere. In the considered model, this height matches the location of the transition region where density decreases abruptly and so the magnetic tube radius, R, suffers a strong expansion. The apparent jump in the velocity perturbation is a consequence of the rapid expansion of the tube radius at the very thin transition region. Conversely, the behavior of the magnetic field perturbation with height is opposite to that of the velocity perturbation, i.e., the amplitude decreases with height.
The behavior of the perturbation amplitudes obtained from the numerical computations is consistent with what analytic theory predicts (see, e.g., Alfvén 1947; Ferraro 1954; Ferraro & Plumpton 1958) . If dissipation and reflection are not important, the total wave energy, i.e., the sum of kinetic and magnetic energies, must be constant as the wave propagates. For an Alfvén wave the magnetic energy equals the kinetic energy. Hence, the decrease of the kinetic energy with height as a consequence of the decrease of density must be necessarily accompanied by a decrease in the magnetic field perturbation.
However, the presence of dissipation and/or reflection can modify the dependence of both amplitudes with height (see Tu & Song 2013) .
The value of the driver frequency is shown to have an important effect on the wave profiles. The most obvious impact is on the wavelength of the perturbations because, as expected, the higher the frequency, the shorter the wavelength. Wavelengths on the order of a few kilometers are obtained at low heights, while the wavelength increases with height as a result of the decrease of density and magnetic field strength (see also Goodman 2011). However, it is rather difficult to extract other relevant information about the properties of the waves, such as the reflectivity or transmissivity, by visually inspecting the perturbation profiles.
In general, the wave profiles are the result of the superposition or coupling between upward-propagating and downward-propagating waves (see, e.g., Leroy 1980; De Pontieu et al. 2001; Tu & Song 2013) . The process can be understood as follows. The upward-propagating wave driven at the bottom boundary ascends through the chromosphere until it arrives at a certain height where it becomes partially reflected. From this height, the upward-propagating wave is continuously coupled with a downward-propagating wave. In other words, the upward-propagating wave drives downward-propagating waves through reflection. Dissipation is another important actor that has to be taken into account, as it can modify the global reflectivity and transmissivity of the chromosphere compared to the dissipationless case. (2001) discuss that, in general, the distinction between upward-propagating and downward-propagating waves is difficult when dissipation is at work, even when an analytic solution is available. Hence, the perturbations in the nonuniform and dissipative chromosphere are naturally shown to be caused by mixed upward-propagating and downward-propagating waves. However, Zaqarashvili et al. (2013) considered a solution that represented upwardpropagating waves only (reflection was not taken into account) and concluded that waves with frequencies shorter than 0.2Hz become evanescent in the upper chromosphere. Now we can understand the results of Zaqarashvili et al. (2013) as being caused by the absence of a proper treatment of wave reflection in the upper chromosphere.
The important parameter that determines the reflection is the ratio between the wavelength and the plasma scale height (see, e.g., Alfvén 1947; Musielak & Moore 1995) . Only when this ratio is small, which happens for high wave frequencies, are the waves able to propagate with no significant reflection. Since the scale height is small in the transition region, strong reflection is expected at high altitudes in the chromosphere. For instance, in Figure 3 the perturbations obtained for f 0.01 Hz = seem to have a wavelength that is comparable to or even longer than the length of the domain. This suggests that strong reflection may occur for low frequencies. Conversely, the wavelengths obtained for f=1Hz are very short, which may imply small reflection and large transmission. However, the profiles of both v i,j and b j for f=1Hz suggest a strong damping at low heights, and this damping, as stated before, can have an impact on the global reflectivity and transmissivity of the chromosphere. Although the shape of the perturbation amplitude can give some qualitative information, the computation of the coefficients of reflectivity, transmissivity, and absorption is needed for a detailed analysis of the propagation and deposition of wave energy. The computation of the coefficients for f 0.   »´»--, and 0.991  » , which tells us that most of the wave energy is deposited in the chromosphere.
Reflectivity, Transmissivity, and Absorption
As illustrated by the examples discussed above, the values of the reflectivity, transmissivity, and absorption depend on the driver frequency. Here we explore in more detail this dependence. We have computed the reflectivity, transmissivity, and absorption when the driver frequency is varied in a wide range between 10 −3 and 10Hz. These results are displayed in Figure 4 for the atmospheric models A (faint quiet Sun), C (average quiet Sun), F (bright quiet Sun), and P (plage area). In all cases, we consider a magnetic flux tube with B 2 kG ph = and 0.3  = . Figure 4 reveals the existence of three distinct regimes that can be summarized as follows:
1. Most of the wave energy is reflected back to the photosphere for low frequencies, i.e., long wavelengths. As the frequency increases, the reflectivity decreases because of the reduction of the perturbation wavelength. Shorter wavelengths are able to propagate upward with less reflection. 2. The transmissivity is small for low frequencies because of the strong reflection, and it is also small for high frequencies because of the ion-neutral damping. Hence, the transmissivity has a maximum for intermediate frequencies.
As a consequence, transmission of wave energy to the corona is only effective for those intermediate frequencies. 3. The absorption is negligible for low frequencies and grows when the driver frequency increases because ionneutral damping becomes more and more efficient. For high enough frequencies, practically all the wave energy is deposited in the chromosphere as a result of the strong damping, i.e., the upward propagation of wave energy is cut off. Efficient heating is therefore expected.
The comparison in Figure 4 of the curves corresponding to the four different atmospheric models shows that the reflectivity is very similar for the four models. The absorption, however, shows a more important dependence on the adopted model for high frequencies. This is so because the damping of the waves is mainly governed by the local physical conditions of the plasma, which ultimately determine the values of the various collision frequencies. Taking the results for model F as a reference, the transition from no absorption to complete absorption happens for lower frequencies in the case of models A and C, and for higher frequencies in the case of model P. For model A, complete absorption happens at wave frequencies larger than 0.3Hz, approximately, while frequencies of about 2Hz are required for model P. The efficiency of the absorption directly affects the transmissivity to the corona, so that the transmission curves are significantly different between models for high frequencies when the absorption starts to be important. The frequency of the maximum transmissivity is also affected and is almost an order of magnitude lower for model A compared to model P. In turn, the maximum transmissivity is 70% for model A and 90% for model P. Hence, for a fixed frequency the fraction of wave energy that can reach the corona depends not only on the driver frequency but also on the plasma conditions of the adopted background chromosphere.
A rather smooth dependence of the transmissivity with the frequency is obtained here. This finding is quite different from the results discussed in, e.g., Hollweg (1978 Hollweg ( , 1981 Hollweg ( , 1984 , where sharp transmission resonances appeared at specific frequencies. For instance, Hollweg (1981) used a simple chromospheric model made of 18 joint regions. In each region the Alfvén speed varies exponentially but with a different scale height. Hollweg (1981) obtained analytically the transmission coefficient, which displayed abrupt peaks (resonances) at specific frequencies. According to Hollweg (1981) , the interference of upward-propagating waves with reflected (downward-propagating) waves leads to the formation of nearly standing wave patterns in the chromosphere. The existence of nearly standing waves enhances or diminishes the transmissivity for specific resonant frequencies. These kinds of resonances are also found in the work by Leroy (1981) . However, in our results we do not find those very sharp resonance peaks. Resonances are also absent from the results of Similon & Zargham (1992) and De Pontieu et al. (2001) . Indeed, Similon & Zargham (1992) explain that the sharp resonances found in Hollweg's papers are not present in their case because of magnetic field expansion. Our model considers a realistic variation of both density and magnetic field strength with height, as well as the presence of dissipation. In this regard, Hollweg (1984) showed that dissipation can modify the height and shape of the resonance peaks. We believe that the resonances are still somehow present in our model in the subtle form of the wiggles seen in the reflectivity and transmissivity curves. These wiggles are physical and are not caused by any numerical issue, as one might think. Similar wiggles can be seen in the curves plotted in Leroy (1980) , Similon & Zargham (1992), and De Pontieu et al. (2001) . In the paper by De Pontieu et al. (2001) the origin of the wiggles is attributed to a "geometry effect." We believe that the wiggles can be understood as the remnants of the transmission resonances discussed in Hollweg's papers.
The shape of the transmission coefficient as a function of the frequency shown in Figure 4 (b) can be compared to that plotted in Figure 7 of Arber et al. (2016) , which was computed from the results of their time-dependent numerical simulations. Arber et al. (2016) obtain an increase of the transmission coefficient when the frequency increases. As explained before, this result is a consequence of the decrease of the wavelength and the associated decrease of the reflectivity. Then, the transmission coefficient reaches a maximum before it starts decreasing again for high frequencies because of the effect of dissipation. This is exactly the same behavior as the one obtained here. We note that the definition of the transmission coefficient used by Arber et al. (2016) is slightly different from our definition. Arber et al. (2016) compute the transmission coefficient as the ratio of the Poynting flux above the transition region to the Poynting flux at the photosphere. Arber et al.
(2016) do not separate the contributions from incoming and reflected waves at the lower boundary. Our definition of the transmission coefficient only includes the contribution from the incoming wave at the photosphere. Nevertheless, the results of Arber et al. (2016) support the finding that the transmission of Alfvén wave energy to the corona is rather smooth with the frequency and is most efficient for intermediate frequencies between the extreme regimes dominated by reflection and dissipation.
Conversely, the present results show some discrepancies when compared with those of Goodman (2011) regarding the amount of wave energy that is transmitted to the corona for low driver frequencies. For instance, Figures 3, 12, 14, 16 , and 18 of Goodman (2011) display the Poynting fluxes through the photospheric boundary and into the upper corona as functions of the driver frequency for different values of the magnetic field strength. In those figures, the Poynting flux into the corona is equal to the photospheric flux for low frequencies and decreases as the driver frequency increases. We deduce from those figures that in the case of Goodman (2011) the transmissivity is very large for low frequencies and decreases for high frequencies as dissipation becomes relevant. The small transmissivity that we obtain for low frequencies does not seem to agree with the results of Goodman (2011) . We believe that the source of this difference is in the boundary conditions imposed at the lower photospheric boundary. Goodman (2011) assumes boundary conditions at the photosphere corresponding to upward-propagating waves only, while here we consider both upward-propagating and downward-propagating waves. Thus, in our case waves can be partially reflected back to the photosphere, but this possible reflection is not included in the treatment by Goodman (2011) . As a consequence, Goodman (2011) obtains a large transmissivity for low frequencies because waves are forced to propagate upward and damping is negligible for those low frequencies.
Dependence on the Magnetic Field Expansion
Here we explore the dependence on the expansion of the magnetic field. To do so, we use the chromospheric model F as our reference model and compute again the reflectivity, transmissivity, and absorption curves for various values of the expansion exponent,  . In all cases we take B 2 kG ph = . These results are displayed in Figure 5 , which shows an important dependence on the expansion exponent,  . For a fixed frequency, the reflectivity decreases and the transmissivity increases when  increases. This indicates that the relative weight of reflection and transmission in the chromospheric model is affected by the expansion of the magnetic tube, so that transmission is greatly favored by the magnetic field expansion. Figure 6 (black crosses) shows how the absolute maximum of the transmissivity grows when  increases, while the frequency of maximum transmissivity is shifted toward lower values. Thus, magnetic field expansion seems to enhance the transmission of energy of low-frequency waves to the corona. We note that the maximum of transmissivity occurs at about 0.5Hz in the case of a nonexpanding tube ( 0  = ), while for strong expansion ( 0.4  = ) the maximum of transmissivity is shifted to driver frequencies as low as 0.01Hz for the same atmospheric conditions. In turn, the maximum transmissivity increases from 5% for 0  = to 100% for 0.4  = . However, a warning is needed here. When B ph remains fixed and  is varied, the average magnetic field is different for each value of  . Hence, comparing the results for different values of  is not entirely fair because the waves propagate in flux tubes with different average fields. To perform a proper comparison of results, the average magnetic field strength should be the same in all cases. Therefore, we have repeated the computations displayed in Figure 5 , but the average magnetic field strength has been kept fixed to 100G for all values of  . We accomplish that by adjusting the value of B ph accordingly. These new computations are shown in Figure 7 . In these additional results the possible influence of considering different average magnetic field strengths is ruled out, while the impact of the tube expansion remains. Now, Figure 7 clearly shows that the magnetic field expansion has a net effect of the reflectivity and transmissivity. We overplot in Figure 6 (red diamonds) the maximum of the transmissivity and its location in frequency as functions of  for the case of an average magnetic field strength of 100G. If the tube is straight ( 0  = ), the frequency of maximum transmissivity is around 0.1Hz, and the maximum transmissivity is 15%
. When  increases, the maximum transmissivity steadily increases and reaches 100% for 0.4  = , while the frequency of maximum transmissivity remains roughly constant for weak expansion but decreases for 0.2  > . Therefore, as suggested before, now we can firmly conclude that the expansion of the magnetic field increases the transmissivity of waves to the corona and shifts the frequency maximum to lower values.
In Figure 7 we also overplot the results obtained in the case of a straight nonexpanding tube of 100G. By comparing the curves for expanding and straight tubes, we reach the relevant conclusion that the results obtained for a straight magnetic tube with a constant field strength are not entirely equivalent to those obtained for an expanding magnetic tube even when the average field strength is the same in both scenarios. Figure 7 clearly indicates that the transmissivity is enhanced by the magnetic field expansion and, consequently, the reflectivity is reduced compared to the straight magnetic field case. In ideal MHD, Similon & Zargham (1992) studied the transmission and reflection of shear Alfvén waves in a 2D slab model representing an open magnetic structure. As in the present work, Similon & Zargham (1992) found that magnetic field expansion enhances the transmission of Alfvén waves from the photosphere to the corona.
The result that the ambient magnetic field has an important impact on the wave transmissivity was discussed by Tu & Song (2013) in the case of a straight and constant field. Tu & Song (2013, see their Figure 9 ) considered time-dependent simulations with a broadband driver and pointed out that waves above an upper cutoff frequency were not able to reach the corona. According to Tu & Song (2013) , the stronger the background magnetic field, the higher the cutoff frequency. In the present case of a monochromatic driver we obtain that the expansion of the background magnetic field, and hence the decrease of the field strength with height, significantly affects the transmissivity of the waves, as the results of Tu & Song (2013) in a constant magnetic field suggest.
Conversely, the dependence of the absorption coefficient on the magnetic field expansion is much less noticeable. It can be seen in Figures 5 and 7 that in the case of model F the transition from no absorption ( 0  » ) to complete absorption ( 1   ) happens in a narrow frequency range in between 0.1 and 1Hz, approximately. The value of  seems to play a minor role, although the general trend seen in Figures 5 and 7 is that the absorption curves are shifted toward slightly higher frequencies when  increases. Computations considering other atmospheric models (not shown here) show equivalent results.
Heating Profiles
The computations of the energy absorption coefficient discussed so far clearly show that wave damping due to ionneutral collisions in the chromospheric plasma is very efficient for high driver frequencies. This result has been reported by many papers in the past (see, e.g., De Pontieu et al. 2001; Figure 5 . Coefficients of (a) reflectivity, (b) transmissivity, and (c) absorption as functions of the driver frequency, f, for different values of the flux tube expansion exponent,  . Results are for the chromospheric model F with B 2 kG ph = . Leake et al. 2005; Goodman 2011; Song & Vasyliūnas 2011; Tu & Song 2013; Soler et al. 2015a; Arber et al. 2016, among others) . As a consequence of the strong damping, wave energy is deposited into the plasma and converted into internal energy, i.e., heat. The relevant question is whether this heating is able to compensate, at least partially, the energy that is continuously lost by radiation. As a secondary objective of this paper, here we discuss the chromospheric wave heating profiles. The spatial dependence of v i,j obtained from the numerical solution can be used to compute the profile of wave heating as a function of height. To do so, we employ the expression of H given in Equation (26), where we use Equations (40) and (41) to write v H,j and v He , I j in terms of v i,j . As done for the energy flux, we average H in time over one full period of the wave, 2p w, to drop the oscillatory temporal behavior and retain the net heating. Thus, the time-averaged volumetric heating is 
Contrary to the coefficients of reflectivity, transmissivity, and absorption discussed before, the heating rate is a function of both frequency and amplitude of the waves, as well as position. On the one hand, the wave frequency determines the spatial profile of heating because of the frequency-dependent efficiency of the damping. On the other hand, the wave amplitude at the photosphere determines the incoming Poynting flux and hence the amount of energy that is available to be dissipated in the form of heat. Since the numerical routine provides v i,j normalized with respect to the amplitude of the incident wave, the amplitude of v i,j in physical units can be simply computed by multiplying the output of the numerical routine by a prescribed velocity amplitude for the incident wave at the photosphere. Figure 8 (a) displays the volumetric heating rate as a function of height for three different values of the driver frequency, namely, f 0.01 = , 0.1, and 1Hz. These are the heating rates corresponding to the three cases initially displayed in Figure 3 . In the three cases we have used the chromospheric model F with B 2 kG ph = and 0.3  = . The photospheric wave amplitude is selected so that the Poynting flux at the photosphere is equal to the typically assumed value of 2 10 7 ergcm −2 s , De Pontieu et al. 2001; Tu & Song 2013; Arber et al. 2016) . The heating profiles plotted in Figure 8 (a) show that the heating rate rapidly increases with height in the photosphere and low chromosphere until a maximum is reached at about 400-500km. Then, the heating rate decreases again, although at a more moderate pace. The higher the driver frequency is, the larger the heating rates, which is consistent with the fact that high frequencies are more efficiently damped.
In Figure 8 (a) we have assumed a monochromatic driver, but in reality photospheric motions most likely drive a broadband spectrum of waves containing frequencies spanning a wide range. Therefore, a proper estimation of the wave heating efficiency requires that the heating rates in the case of a broadband driver are computed. In our case, we can simulate the effect of a broadband driver by, first, computing the heating rate associated with every individual frequency in the spectrum and, second, adding all the heating rates taking into account the relative amplitude of every frequency, i.e., the spectral weighting function. Since the spectral weighting function of photospheric drivers of torsional waves is unknown, we must assume an ad hoc dependence on the frequency. Thus, we use a similar broadband driver to that considered by Tu & Song (2013) and Arber et al. (2016) and that consists of two regions: the low-frequency region where the photospheric velocity increases with the angular frequency as w -. The two regions are joined at the peak frequency that is set to 10 1 w = -rads −1 ( f 1.6 10 2 »´-Hz). The whole spectrum runs from 10 2 w = -rads −1 ( f 1.6 10 3 »´-Hz) to 10 w = rads −1 ( f 1.6 » Hz). As in the monochromatic case discussed before, the resulting velocity amplitude at the photosphere is multiplied by a constant so that the total Poynting flux is also 2 10 7 ergcm −2 s −1 . The heating rates computed in the case of a broadband driver are displayed in Figures 8(b) and (c) for various values of the magnetic field expansion exponent,  . In Figure 8 (b) the photospheric magnetic field strength is fixed to B 2 kG ph = in all cases, while in Figure 8 (c) we adjust B ph so that the average magnetic field is 100G for all values of  . The shapes of the heating profiles in the broadband case are similar to those in the monochromatic case. In addition, we find that the heating rates are systematically lower in expanding magnetic fields than in nonexpanding fields, even when the average magnetic field is the same. This result can be understood by the important effect that the magnetic field expansion has on the wave transmissivity to the corona. Since the transmissivity increases when the expansion exponent,  , increases, more wave energy is channeled to the corona. The amount of wave energy available to be dissipated in the chromosphere becomes smaller when  increases, thus effectively reducing the chromospheric heating rates.
To determine the relevance of wave heating, the heating rate should be compared with the rate of radiative losses. Estimations indicate that the local volumetric heating rate required to balance radiative losses is about 10
in the low chromosphere and 10 −2 -10 −3 ergcm −3 s −1 in the middle and high chromosphere (see, e.g., Ulmschneider 1974; Withbroe & Noyes 1977; Avrett 1981; Vernazza et al. 1981) . In the broadband computations of Figure 8 , sufficiently large heating rates are obtained for heights above 400km, approximately, if the magnetic field expansion is weak. Detailed analysis of the relative importance of the different frequencies in the spectrum reveals that the low chromosphere is mostly heated by frequencies of the order of 0.5-1Hz, while in the middle and high chromosphere lower frequencies of the order of 0.1Hz appear to be enough to already produce the required heating rates. However, when the expansion of the magnetic flux tube is strong, the computed heating rates seem to be insufficient to compensate radiative losses at all heights in the chromosphere.
In the very low chromosphere the computed heating rates decrease as we approach the photosphere. In that region the heating rate is much lower than that required to balance radiation and is also lower than that computed in previous works (e.g., Goodman 2011; Tu & Song 2013; Arber et al. 2016) . In this regard, we recall that Equation (52) accounts for the plasma heating due to ion-neutral and neutralneutral collisions, but the contribution of ohmic heating is absent because Ohm's diffusion term was not included in the version of the induction equation used here (compare Equations (17) and (22)). This means that the heating rate computed from Equation (52) underestimates the actual wave heating rate. This fact is especially important in the photosphere and low chromosphere, where ohmic heating is expected to be of relevance (see, e.g., Goodman 2011; Khomenko & Collados 2012; Tu & Song 2013; Soler et al. 2015b; Arber et al. 2016) . In Section 3.1 we estimated that in our model Ohm's diffusion can be important at low heights. Thus, the heating profiles computed from Equation (52) should be interpreted with caution at those low heights, and the heating rates given here should be considered as lower bounds. Figure 6 of Arber et al. (2016) compares the heating rate computed with and without ohmic dissipation. Their figure clearly shows that the obtained maximum of the heating rate at about 400-500km and the decrease of the heating rate for lower heights are both caused by the absence of Ohm's term. If ohmic heating is included, Figure 5 of Arber et al. (2016) shows that the heating rate continuously increases toward the photospheric level.
Up to now, the heating rates have been computed using model F to represent the background chromosphere, but, as suggested by the results of Figure 4 , the use of a different atmospheric model may impact the heating profile and the efficiency of the energy deposition because of the different dependence of the physical parameters with height. This is checked in Figure 8(d) , which compares the heating rate for the atmospheric models A (faint quiet Sun), C (average quiet Sun), F (bright quiet Sun), and P (plage area), but for the same magnetic field configuration and broadband driver. In the middle and high chromosphere, the heating rates obtained for the different models can vary up to two orders of magnitude, although the broadband driver is the same. The largest heating rates are obtained for model A, while the lowest rates correspond to model P. The other models provide results in between. This is consistent with the dependence of the absorption curves on the wave frequency displayed in Figure 4 . When the absorption curve of model A is compared to that of model P, lower frequencies are required for absorption to be efficient in the case of model A. Hence, among the frequencies contained in the broadband spectrum of the driver, more frequencies significantly contribute to the heating when the background atmosphere is represented by model A than when model P is used instead. These results point out the important impact that the variability of the physical conditions in the background chromosphere has on the efficiency of wave damping and associated heating.
Discussion and Caveats
In this paper we have investigated the coefficients of energy reflection, transmission, and absorption of torsional Alfvén waves propagating from the photosphere to the corona. The focus has been put on assessing the impact of the magnetic field expansion in the chromosphere. In order to realistically represent the chromospheric medium, we have included the effect of partial ionization through the use of a multifluid plasma model. In this model, ion-neutral collisions produce the dissipation of Alfvén wave energy. Hence, as a secondary objective of this paper, we have computed the heating rates associated with wave dissipation.
The problem of propagation of Alfvén waves in chromospheric expanding tubes is essentially a 3D problem. Here we have followed a semianalytic method that has enabled us to simplify the problem, although keeping the relevant physical ingredients. In the analytic part of the method, we have been able to reduce the basic equations to 1D by the use of flux coordinates and the thin flux tube approximation. In addition, by assuming the stationary state of wave propagation, we have dropped the temporal dependence from the equations. A single 1D differential equation that governs the propagation of torsional Alfvén waves has been derived, in which the only coordinate that explicitly appears is the vertical coordinate. However, the governing equation retains the effects of the magnetic field expansion, the variation of plasma properties with height, and the collisional damping. In the numerical part of the method, the governing equation has been numerically integrated with height from the photosphere to the base of the corona. Appropriate boundary conditions have been used at the lower and upper boundaries, in order to compute the coefficients of wave reflection and transmission. At the lower photospheric boundary the wave perturbations have been separated into incoming (driven) and outgoing (reflected) waves, while at the upper coronal boundary only outgoing (transmitted) waves have been assumed. In practice, this last condition implies that we assume an open magnetic field and ignore possible wave reflection from the corona (see Cranmer & van Ballegooijen 2005) . The consideration of a closed magnetic field, i.e., a coronal loop, is an interesting task to be done in forthcoming papers (see, e.g., Hollweg 1981; Antolin & Shibata 2010 ). An alternative formulation of the boundary conditions, more convenient in the case of time-dependent simulations, involves the use of the method of characteristics (see, e.g., the Appendix of Grappin et al. 2000) . The variables are decomposed on the basis of the eigenfields. These characteristic eigenfields can be classified as incoming (those with the characteristic speed pointing inside the domain) and outgoing (those with the characteristic speed pointing outside the domain). Boundary conditions must impose the incoming eigenfields and do not have to restrict the values of the outgoing eigenfields. In the present configuration at the photosphere the incoming fields would be related to the driven waves, while the outgoing fields represent reflected waves propagating downward. At the top boundary the incoming fields should be set to zero, allowing a fully transparent boundary condition since all the energy carried upward up to the upper boundary would leave the system through the outgoing (transmitted) fields. The use of this alternative method is left for future works.
The present paper complements other previous works that have investigated Alfvén wave propagation in the chromosphere taking into account partial ionization effects (e.g., Tu & Song 2013; Arber et al. 2016) . Those works used full numerical, time-dependent simulations and assumed a broadband driver at the photosphere. However, the expansion of the magnetic field was not included in the numerical simulations. Only very recently has this important ingredient been incorporated into simulations that consider partial ionization effects (see Shelyag et al. 2016 ). Here we have included magnetic field expansion, but we have restricted ourselves to the stationary state of wave propagation. This alternative approach has allowed us to use analytic theory to a large extent and to perform a parameter study by varying the wave frequency in a wide range. Such detailed parameter studies are difficult to tackle using time-dependent 3D simulations that require large computational resources.
The results have shown that the energy propagation of the torsional waves goes through three different regimes depending on the frequency of the waves. Assuming that the waves are driven below the photosphere, we find that low frequencies are mainly reflected back to the photosphere, intermediate frequencies are able to be efficiently transmitted to the corona, and high frequencies are completely damped in the chromosphere. Magnetic field expansion enhances the transmission of waves to the corona by lowering the global reflectivity of the chromosphere and transition region.
As a side effect, the enhanced transmissivity obtained in expanding fields causes the chromospheric heating rates due to ion-neutral dissipation to systematically decrease compared to the case with a straight magnetic field. This result points out the importance of considering realistic magnetic field configurations to accurately estimate heating rates.
Here we have not obtained the sharp transmission resonances found in some works in the literature (e.g., Hollweg 1978 Hollweg , 1981 Hollweg , 1984 . The reason is probably the fact that we consider a more realistic variation of both density and magnetic field strength with height, as well as the presence of dissipation. However, transmission resonances are likely to reappear in the case of closed magnetic field, and they would be related to standing waves in the closed coronal loop (see Hollweg 1981) .
It is also fair to mention the limitations of this study and to discuss how these limitations can be overcome in the future. An important simplification used in this work is the omission of Hall's and Ohm's terms in the induction equation. While the absence of Hall's term probably has a very small impact for the considered wave frequencies, the absence of Ohm's term caused the heating rates computed in the low chromosphere and photosphere to be much smaller than those obtained when Ohm's diffusion is present (see, e.g., Goodman 2011; Arber et al. 2016 ). This simplification is, however, crucial to reduce the governing equation to a 1D differential equation. If Ohm's term were retained, it would be impossible to decouple the different magnetic surfaces in the flux tube, so the radial dependence of the problem would necessarily remain and the governing equation would be 2D. In connection to this, in ideal MHD Fedun et al. (2011b) performed numerical simulations of propagating torsional waves in 3D flux tubes and showed that chromospheric magnetic flux tubes can act as frequency filters for torsional Alfvén waves. The frequency filtering was found to be spatially dependent, so that the center of the flux tube acts as a natural high-pass filter. Since here we have focused on a particular magnetic surface at the boundary of the tube, the radially dependent filtering discussed by Fedun et al. (2011b) is not included in our model. Therefore, logical improvements for a future work are to consider Ohm's term in the full induction equation (see Equation (17)) and to solve the governing equation of torsional wave propagation including the radial dependence.
We have restricted ourselves to studying the linear regime of the waves. However, in the nonlinear regime Alfvén waves can convert part of their energy to longitudinal, compressive modes that subsequently steepen into shocks and heat the plasma (see, e.g., Kudoh & Shibata 1999; Antolin & Shibata 2010) . It has been recently shown (see Arber et al. 2016; ) that heating by dissipation of nonlinearly driven longitudinal shocks may be more efficient than the heating associated with the direct ion-neutral damping of the Alfvén waves. In addition, the important reflection that happens in the chromosphere and transition region, especially for low frequencies, can naturally drive Alfvénic turbulence through the interaction of counterpropagating waves. Such turbulence may significantly increase the heating rates (see, e.g., Matthaeus et al. 1999; Verdini & Velli 2007; van Ballegooijen et al. 2011) . Turbulence is also a fundamentally nonlinear process. Therefore, future works should explore the nonlinear regime of wave propagation.
Finally, we note that we have considered a static atmospheric model, which is a dramatic simplification because it misses the dynamic behavior of the chromosphere seen in high-resolution observations and reproduced by numerical simulations (e.g., Martínez-Sykora et al. 2012) . The time-varying dynamics of the actual chromosphere may impact the transmissivity and reflectivity of the waves. However, this effect is very difficult to quantify since the study of wave propagation in realistic 3D simulations with dynamic backgrounds would be necessary.
