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SPECTRAL PROPERTIES OF LANDAU HAMILTONIANS WITH
NON-LOCAL POTENTIALS
ESTEBAN CA´RDENAS, GEORGI RAIKOV, AND IGNACIO TEJEDA
Abstract. We consider the Landau Hamiltonian H0, self-adjoint in L
2(R2), whose
spectrum consists of an arithmetic progression of infinitely degenerate positive eigenval-
ues Λq, q ∈ Z+. We perturb H0 by a non-local potential written as a bounded pseudo-
differential operator Opw(V) with real-valued Weyl symbol V , such that Opw(V)H−10
is compact. We study the spectral properties of the perturbed operator HV = H0 +
Opw(V). First, we construct symbols V , possessing a suitable symmetry, such that
the operator HV admits an explicit eigenbasis in L
2(R2), and calculate the corre-
sponding eigenvalues. Moreover, for V which are not supposed to have this symmetry,
we study the asymptotic distribution of the eigenvalues of HV adjoining any given
Λq. We find that the effective Hamiltonian in this context is the Toeplitz operator
Tq(V) = pqOpw(V)pq, where pq is the orthogonal projection onto Ker(H0 − ΛqI), and
investigate its spectral asymptotics.
AMS 2010 Mathematics Subject Classification: 35P20, 81Q10
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1. Introduction
We consider the Landau HamiltonianH0, i.e. the 2D Schro¨dinger operator with constant
scalar magnetic field b > 0, self-adjoint in L2(R2). We have
(1.1) H0 =
(
−i ∂
∂x
+
by
2
)2
+
(
−i ∂
∂y
− bx
2
)2
, (x, y) ∈ R2.
As is well known, the spectrum σ(H0) of the operator H0 consists of eigenvalues of
infinite multiplicity
Λq := b(2q + 1), q ∈ Z+ := {0, 1, 2, . . .},
called the Landau levels (see [18, 27]).
Let Opw(V) be a bounded pseudo-differential operator (ΨDO) with real-valued Weyl
symbol V; then Opw(V) is self-adjoint in L2(R2). We assume moreover that Opw(V) is
relatively compact with respect to H0, i.e. that the operator Op
w(V)H−10 is compact.
Proposition 3.3 below contains simple sufficient conditions which guarantee the validity
of these general assumptions on Opw(V). We will study the spectral properties of the
perturbed operator
HV := H0 +Op
w(V).
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By the Weyl theorem on the invariance of the essential spectrum under relatively com-
pact perturbations, we have
σess(HV) = σess(H0) =
∞⋃
q=0
{Λq} .
We will be interested, in particular, in the asymptotics of the discrete spectrum of
HV near any fixed Landau level Λq, q ∈ Z+. As we will see, generically, the effective
Hamiltonian which governs this asymptotic behavior is the Toeplitz-type operator
(1.2) Tq(V) := pqOpw(V) pq,
considered as an operator in Ran pq = pq L
2(R2), where pq is the orthogonal projection
onto Ker (H0 − ΛqI).
Let us explain briefly our motivation to study the spectral properties of the operator
HV . The so called non-local potentials defined as appropriate integral operators play an
important role in nuclear physics (see e.g. [14, 15, 38]). Let us recall that any integral
operator in L2(Rn), which has a reasonable integral kernel can be represented as a Weyl
ΨDO (see e.g. [39, Eq. (23.39)]). That is why, in the mathematical physics literature
there is a persistent interest in Schro¨dinger operators with non-local, in particular,
pseudo-differential potentials (see e.g. [25, 2, 16]).
On the other hand, during the last three decades, there have been published numerous
works on the spectral asymptotics for various types of perturbations of H0. For example:
• Electric perturbations, i.e. perturbations of H0 by an additive real multiplier V
which plays the role of an electric potential, were considered in [33, 23, 34, 17];
• Magnetic perturbations, i.e. perturbations of the constant magnetic field b by a
variable one b˜, which involve a first-order differential operator, were investigated
in [23, 37];
• Metric perturbations, i.e. perturbations of the Euclidean metric {δjk}j,k=1,2 by
a variable metric g = {gjk}j,k=1,2, which involve a second-order operator, were
studied in [23, 28].
The perturbations, i.e. the quantities V , b˜ or g, considered in [33, 23] are of power-like
decay at infinity, while those studied in [34, 17, 37, 28] are of exponential decay or
compact support. Recently, several articles, [32, 29, 19], treated the eigenvalue asymp-
totics for the Landau Hamiltonian defined on the complement of a compact in R2, and
equipped with Dirichlet, Neumann, or Robin boundary conditions. In this geometric
setting, the effective Hamiltonian which governs the eigenvalue asymptotics near the
Landau level Λq is an integral operator sandwiched between the projections pq, quite
similar to the Toeplitz operator Tq(V) in (1.2).
All these reasons are the source of our motivation to think of a unified approach to the
spectral theory of pseudo-differential perturbations of magnetic quantum Hamiltonians.
We believe that our present work could be a small but useful step in this direction.
Let us discuss briefly and informally the main results of the article. As already men-
tioned, most of them concern the eigenvalue distribution of the discrete eigenvalues of
HV near the Landau levels. In particular, we compare the characteristic features of the
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eigenvalue asymptotics for the operator HV with non-local potential Opw(V), and for
HV = H0 + V with local potential V = V (x, y) ∈ R with (x, y) ∈ R2; note that if V is
local then Opw(V ) = V .
If Opw(V) is bounded, Opw(V)H−10 is compact, and Opw(V) ≥ 0, then the discrete
eigenvalues of HV (resp., of H−V) may accumulate at any Λq, q ∈ Z+, only from above
(resp., only from below). However, in contrast to local symbols V , generally speaking,
V ≥ 0 does not imply Opw(V) ≥ 0, and Opw(V) ≥ 0 does not imply V ≥ 0. Put
(1.3) I+q := (Λq,Λq+1), q ∈ Z+, I−q := (Λq−1,Λq), q ∈ N, I−0 := (−∞,Λ0).
Suppose that Opw(V) ≥ 0, σ(H±V) ∩ I±q 6= ∅, set m±q := #
{
σ(H±V) ∩ I±q
}
, and denote
by
{
λ+k,q(V)
}m+q −1
k=0
(resp., by
{
λ−k,q(V)
}m−q −1
k=0
) the non-increasing (resp., non-decreasing)
set of the eigenvalues of HV (resp., H−V), lying on the interval I+q (resp., on I
−
q ), q ∈ Z+.
If V 6= 0 is a local potential of a definite sign, which decays at infinity and is sufficiently
regular, then all the Landau levels Λq, q ∈ Z+, are accumulation points of the discrete
spectrum of HV , with a maximal admissible accumulation rate. More precisely, if the
local potential V ≥ 0 does not vanish identically and satisfies, say, V ∈ C(R2), and
lim|x|→∞ V (x) = 0, then the results of [34] imply m±q = ∞ for every q ∈ Z+, i.e. the
discrete eigenvalues of H±V accumulate at each Landau level Λq, and we have
(1.4) lim inf
k→∞
ln
(± (λ±k,q(V )− Λq))
k ln k
≥ −1, q ∈ Z+,
i.e. the eigenvalues of H±V cannot accumulate arbitrarily fast at Λq, even if V has
a compact support. If we assume in addition that ‖V ‖L∞(R2) < 2b, the distance be-
tween any two consecutive Landau levels, then it follows from the results of [26] that
Ker (H±V − ΛqI) = {0}, i.e. the perturbations ±V transform the infinite-dimensional
subspace Ker (H0 − ΛqI) into trivial subspaces Ker (H±V − ΛqI).
In contrast to these properties of HV with local decaying sign-definite V , we construct
in Proposition 5.1 a Schwartz-class symbol V : R4 → R such that Opw(V) ≥ 0, and
the number of the eigenvalues of H−V , lying on the interval I−q , q ∈ Z+, and counted
with the multiplicities, is equal to any given mq ∈ Z+ ∪ {∞}. If mq < ∞, then
dimKer (H−V −ΛqI) =∞, i.e. the Landau level Λq remains an eigenvalue of H−V of in-
finite multiplicity. If mq =∞, then the accumulation of λ−k,q(V) at Λq can be arbitrarily
fast, i.e. there exists no maximal accumulation rate as in (1.4).
Further, one of the main problems dealt with in the physics literature on (non-magnetic)
Schro¨dinger operators with non-local potentials, is the existence of an effective local po-
tential V which can replace the non-local one Opw(V) in a given asymptotic regime
(see e.g. [10, 40, 8]). Let us describe briefly our construction which is similar to such
a replacement. As already mentioned, we prove that the effective Hamiltonian which
governs the eigenvalue asymptotics of H±V with Op
w(V) ≥ 0 near Λq is the Toeplitz
operator Tq(V) defined in (1.2) (see Proposition 5.5). In Corollary 3.7, we show that
Tq(V) is unitarily equivalent to the operator Opw(vb,q), compact in L2(R) whose symbol
vb,q : R
2 → R is a suitable integral transform of the symbol V : R4 → R (see (3.41)).
Next, we make the crucial assumption that the operator Opw(vb,q) admits an anti-Wick
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symbol v˜b,q i.e. that vb,q is the convolution of v˜b,q with a Gaussian function (see (2.7)).
Then Opw(vb,q) is unitarily equivalent to the Toeplitz operator p0ωb,qp0 with
(1.5) ωb,q(x, y) = v˜b,q(−b1/2y,−b1/2x), (x, y) ∈ R2,
(see Corollary 3.8). Thus, ωb,q could be regarded as the effective local counterpart of
vb,q in the asymptotic analysis of the eigenvalue distribution near Λq, q ∈ Z+, for the
operator HV . We assume further that there exist r ∈ Z+ and ζb,q,r : R2 → [0,∞)
which does not vanish identically and has a compact support or decays exponentially at
infinity, such that
(1.6) ωb,q = Db,r ζb,q,r,
where Db,0 is the identity, and Db,r with r ≥ 1 is a partial differential operator of or-
der 2r (see (3.48)). The passage from ωb,q to ζb,q,r is motivated by the fact that ζb,q,r
might be non-negative even if ωb,q does not have a definite sign. Then it follows from
[6, Section 9], that p0ωb,qp0 is unitarily equivalent to the Toeplitz operator prζb,q,rpr.
Using this fact, we obtain several asymptotic terms of ln (±(λ±k,q(V)− Λq)) as k → ∞
for compactly supported ζb,q,r (see Theorem 5.2), and for of exponentially decaying ζb,q,r
(see Theorem 5.3). Due to the fast decay of ζb,q,r, the standard pseudo-differential tech-
niques are not applicable and that is why we use and develop the methods of [34], [17],
and [28]. Finally, we drop our assumption that Opw(V) has a definite sign but assume
that vb,q has a power-like decay at infinity, and in Theorem 5.4 we obtain the main
asymptotic term of the local eigenvalue counting function as the energy approaches the
Landau level Λq, q ∈ Z+. Here, many traditional ΨDO techniques are applicable, in
particular, we use and extend the methods developed in [33] and [11].
The article is organized as follows. In Section 2 we summarize the necessary facts from
the general theory of ΨDOs with Weyl and anti-Wick symbols. Section 3 contains the
description of several unitary operators which map HV to operators which are more ac-
cessible and easier to investigate. In particular, we show that Tq(V), q ∈ Z+, is unitarily
equivalent to Opw(vb,q). In Section 4 we deal with Weyl and anti-Wick ΨDOs with
radial symbols, and obtain explicit formulas for their eigenvalues and eigenfunctions.
Some of these results are known, others, to our best knowledge, are new and could be
of independent interest. As a corollary, we construct a family of symbols V : R4 → R,
possessing a suitable symmetry such that the operator HV has explicit eigenvalues and
orthonormal basis of eigenfunctions. In Section 5 we consider the eigenvalue distribu-
tion near the Landau level Λq, q ∈ Z+, for the operator HV . First, in Proposition 5.1
we construct our explicit example of a symbol V in the Schwartz class S(R4) such that
Opw(V) ≥ 0, which shows that the asymptotic behavior of the discrete spectrum of the
operator H−V near a given Λq could be arbitrarily fast in contrast to the case of a local
potential V . Next, we examine the eigenvalue asymptotics for the operators H±V with
Opw(V) ≥ 0, assuming that the operator Opw(vb,q) admits an anti-Wick symbol v˜b,q
related to ζb,q,r through (1.5) and (1.6), and that ζb,q,r decays exponentially at infinity
or has a compact support. Finally, Theorem 5.9 contains our result on the eigenvalue
asymptotics for HV near the Landau level Λq, q ∈ Z+, in the case where Opw(V) is not
supposed to have a definite sign but vb,q has a power-like decay at infinity.
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2. Weyl and anti-Wick ΨDOs
In this section we recall briefly some basic facts from the theory of ΨDOs with Weyl
and anti-Wick symbols, assuming that the dimension n ≥ 1. We will use the following
notations. Let X be a separable Hilbert space with scalar product 〈·, ·〉X, linear with
respect to the first factor, and norm ‖ · ‖X . By B(X) (resp., by S∞(X)) we will denote
the space of linear bounded (resp., compact) operators in X , and by Sp(X), p ∈ [1,∞),
the pth Schatten-von Neumann space of operators T ∈ S∞(X)) for which the norm
‖T‖p :=
(
Tr (T ∗T )p/2
)1/p
is finite. In particular, S1(X) is the trace class, and S2(X) is
the Hilbert-Schmidt class
Let S(Rn) be the Schwartz class over Rn, and S ′(Rn) be its dual class. For F ∈ S(R2n)
we define the ΨDO Opw(F) with Weyl symbol F as the operator with integral kernel
(2.1) K(x,x′) = (2π)−n
∫
Rn
F
(
x+ x′
2
, ξ
)
ei(x−x
′)·ξ dξ, x,x′ ∈ Rn.
Let u, v ∈ S(Rn). Define the Wigner transform W (u, v) of the pair (u, v) by
(W (u, v))(x, ξ) := (2π)−n
∫
Rn
eix
′·ξu(x− x′/2) v(x+ x′/2) dx′, (x, ξ) ∈ R2n.
Then W (u, v) ∈ S(R2n) and we have W (v, u) = W (u, v). Moreover, the Wigner trans-
form extends to u, v ∈ L2(Rn) in which case
‖W (u, v)‖2L2(R2n) = (2π)−n ‖u‖2L2(Rn) ‖v‖2L2(Rn).
By [39, Eq. (23.39)], the function (2π)nW (u, v) coincides with the Weyl symbol of
the operator with integral kernel u(x)v(x′), x,x′ ∈ Rn. Note that if F ∈ S(R2n) and
u, v ∈ S(Rn), then
(2.2) 〈Opw(F)u, v〉L2(Rn) = 〈F ,W (v, u)〉L2(R2n).
Therefore, if F ∈ S ′(R2n), then (2.2) defines a linear continuous mapping Opw(F) :
S(Rn)→ S ′(Rn).
Let us now introduce the Fourier transform
(Φu)(ξ) = uˆ(ξ) := (2π)−N/2
∫
RN
e−iξ·xf(x) dx, ξ ∈ RN ,
for u ∈ S(RN ), N ≥ 1, and then extend it to S ′(RN). In particular, Φ extends to a
unitary operator in L2(RN).
If F ∈ S(R2n), then the integral kernel of the operator Opw(F) can be written not only
as in (2.1) but also as
(2.3) K(x,x′) = (2π)−n
∫
Rn
F̂ (ξ,x′ − x) ei(x+x
′
2
)·ξ dξ, x,x′ ∈ Rn.
Let Γw(R
2n), n ≥ 1, denote the set of functions F : R2n → C such that
‖F‖Γw(R2n) := sup
{α,β∈Zn
+
| |α|,|β|≤[n
2
]+1}
sup
(x,ξ)∈R2n
|DαxDβξF(x, ξ)| <∞.
Note that Γw(R
2n) ⊂ S ′(R2n).
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Proposition 2.1. ([7], [9], [5, Corollary 2.5 (i)]) Let F ∈ Γw(R2n). Then Opw(F)
extends to an operator bounded in L2(Rn). Moreover, there exists a constant c0 inde-
pendent of F , such that
‖Opw(F)‖ ≤ c0‖F‖Γw(R2n).
Remark: We will consider Weyl ΨDOs Opw(F) acting in L2(Rn), under the generic
assumption F ∈ Γw(R2n); then, by Proposition 2.1, we have Opw(F) ∈ B(L2(Rn)).
However, many assertions in the sequel remain valid under more general assumptions
about F .
Further, for m ∈ R and ̺ ∈ (0, 1], introduce the Ho¨rmander–Shubin class
Sm̺ (RN) :=
{
u ∈ C∞(RN) | sup
x∈RN
〈x〉−m+̺|α||Dα u(x)| <∞, α ∈ ZN+
}
.
Proposition 2.2. [39, Problem 24.9] Let F ∈ S0̺(R2n) with ̺ ∈ (0, 1]. Assume that
lim
|w|→∞
F(w) = 0,
uniformly with respect to w|w| ∈ S2n−1. Then Opw(F) ∈ S∞(L2(Rn)).
The Parseval theorem and (2.1) imply the following
Proposition 2.3. Let F ∈ L2(R2n). Then Opw(F) extends to a Hilbert-Schmidt oper-
ator in L2(Rn), and
(2.4) ‖Opw(F)‖22 = (2π)−n‖F‖2L2(R2n).
Next, we describe the metaplectic unitary equivalence of Weyl ΨDOs whose symbols are
mapped into each other by a linear symplectic transformation.
Proposition 2.4. [12, Chapter 7, Theorem A.2] Let κ : R2n → R2n, n ≥ 1, be a linear
symplectic transformation. Assume that F ∈ Γw(R2n). Then there exists a unitary
operator Mκ : L
2(Rn)→ L2(Rn) such that
(2.5) Opw(F ◦ κ) = M∗κOpw(F)Mκ.
Remarks: (i) Proposition 2.4 remains valid for a considerably wider class of symbols
including the linear and the quadratic ones.
(ii) The operator Mκ is called the metaplectic operator generated by the linear symplec-
tomorphism κ.
Further, we discuss the anti-Wick ΨDOs. Let at first F ∈ Γw(R2n). Set
(2.6) Gn(w) := π−ne−|w|2, w ∈ R2n,
and define the ΨDO
(2.7) Opaw(F) := Opw(F ∗ Gn).
LANDAU HAMILTONIANS WITH NON-LOCAL POTENTIALS 7
Then we will say that Opaw(F) is a ΨDO with anti-Wick symbol F . If F ∈ S(R2n) and
u, v ∈ S(Rn), then, similarly to (2.2), we have
(2.8) 〈Opaw(F)u, v〉L2(Rn) = 〈F ,Gn ∗W (v, u)〉L2(R2n)
where Gn∗W (u, v) ∈ S(R2n) is the Husimi transform of (u, v). Therefore, if F ∈ S ′(R2n),
then (2.8) defines, similarly to (2.2), a linear continuous mapping Opaw(F) : S(Rn) →
S ′(Rn).
Since the convolution with the Gaussian function Gn may improve the regularity and the
decay rate of the symbol F , the definition of the anti-Wick ΨDOs can be extended to a
class of symbols, considerably larger than Γw(R
2n). In particular, we have the following
Proposition 2.5. [31, Lemma 2.5] (i) Let F ∈ L∞(R2n). Then Opaw(F) ∈ B(L2(Rn)),
and
‖Opaw(F)‖ ≤ ‖F‖L∞(R2n).
(ii) Let F ∈ Lp(R2n), p ∈ [1,∞). Then Opaw(F) ∈ Sp(L2(Rn)), and
‖Opaw(F)‖pp ≤ (2π)−n‖F‖pLp(R2n).
Set
Γaw(R
2n) := L1(R2n) + L∞(R2n).
Note that if F ∈ Γaw(R2n), then F ∗ Gn ∈ Γw(R2n). Our generic assumption concerning
anti-Wick ΨDOs Opaw(F) will be F ∈ Γaw(R2n). As in the case of Weyl ΨDOs, many
assertions in the sequel hold true under wider assumptions.
Let us give an alternative definition of the anti-Wick ΨDO Opaw(F) with F ∈ Γaw(R2n).
For (x, ξ) ∈ R2n set
φx,ξ(y) := π
−n/4eiξ·ye−
|x−y|2
2 , y ∈ Rn,
and introduce the rank-one orthogonal projection
Px,ξ := 〈·, φx,ξ〉L2(Rn) φx,ξ.
Then we have
(2.9) Opaw(F) = (2π)−n
∫
R2n
F(x, ξ)Px,ξ dx dξ,
where the integral is understood in the weak sense. Identity (2.9) implies the mono-
tonicity of Opaw(F) with respect to the symbol F . Namely, we have the following
important
Proposition 2.6. Assume that F ∈ Γaw(R2n), and F(x, ξ) ≥ 0 for almost every (x, ξ) ∈
R2n. Then Opaw(F) ≥ 0.
Remark: Not every Weyl ΨDO Opw(F) admits an anti-Wick symbol F˜ ∈ S ′(R2n). If
F is a given Weyl symbol, then in order to find the corresponding anti-Wick symbol F˜
we have to solve the equation
(2.10) F = F˜ ∗ Gn,
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i.e. to invert the so called Weierstrass transform, or, which is equivalent, to solve the
inverse heat equation (see [39, Remark 24.2]). For example, if F ∈ C∞0 (R2n) and F 6= 0,
then there exists no F˜ ∈ S ′(R2n) such that (2.10) holds true. On the other hand, if
the Fourier transform F̂ of F is in C∞0 (R2n), then Opw(F) admits an anti-Wick symbol
F˜ ∈ S(R2n) given by
F˜(w) = (2π)−n
∫
R2n
eiu·we|u|
2/4F̂(u) du, w ∈ R2n.
3. Unitary equivalences of the operators HV
In this section we establish unitary equivalences for the Landau Hamiltonian H0 and its
perturbation Opw(V). First, we describe a suitable spectral representation of H0.
Let ϕ(x, y) := b(x
2+y2)
4
, so that ∆ϕ = b. Introduce the magnetic creation operator
(3.1) a∗ = −2ieϕ ∂
∂z
e−ϕ, z = x+ iy,
and the magnetic annihilation operator
(3.2) a = −2ie−ϕ ∂
∂z¯
eϕ, z¯ = x− iy.
The operators a and a∗ are closed on D(a) = D(a∗) = D(H1/20 ), and are mutually
adjoint in L2(R2). Moreover,
(3.3) [a, a∗] = 2b I,
and
(3.4) H0 = a
∗a+ bI = aa∗ − bI.
Therefore,
(3.5) Ker (H0 − ΛqI) = (a∗)q Ker a, q ∈ Z+,
and, by (3.2), we have
Ker a =
{
u ∈ L2(R2) | u = e−ϕ g, ∂g
∂z¯
= 0
}
.
Up to the unitary mapping g 7→ e−ϕg, Ker a coincides with Fock-Segal-Bargmann space
of holomorphic functions (see e.g. [21, Section 3.2]).
Next, we recall thatH0 is unitarily equivalent under an appropriate metaplectic mapping
to the operator (bh)⊗ Iy, where
(3.6) h := − d
2
dx2
+ x2
is the harmonic oscillator, self-adjoint in L2(Rx), and essentially self-adjoint on C
∞
0 (R),
while Iy is the identity in L
2(Ry). Let us recall the spectral properties of h. We have
h = α∗α + I = αα∗ − I,
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where
α := −i d
dx
− ix, α∗ := −i d
dx
+ ix,
are the standard annihilation and creation operators which are closed on D(α) =
D(α∗) = D(h1/2), and are mutually adjoint in L2(R). Moreover, they satisfy the com-
mutation relation
[α, α∗] = 2I.
Therefore,
σ(h) =
⋃
q∈Z+
{2q + 1},
Ker (h− (2q + 1)I) = (α∗)qKerα, q ∈ Z+ := {0, 1, 2, . . .}.
Since
Kerα =
{
u ∈ L2(R) | u(x) = ce−x2/2, x ∈ R, c ∈ C
}
,
we have
dimKer (h− (2q + 1)I) = 1, q ∈ Z+.
Denote by πq the orthogonal projection onto Ker (h− (2q + 1)I), q ∈ Z+. Set
ψ˜q(x) :=
(
− d
dx
+ x
)q
e−x
2/2 = (−i)q (α∗)q e−x2/2, x ∈ R, q ∈ Z+.
Then the functions ψ˜q satisfy
hψ˜q = (2q + 1)ψ˜q, q ∈ Z+,
and form an orthogonal eigenbasis in L2(R). A simple calculation shows that
(3.7) ψq := ψ˜q/‖ψ˜q‖ = Hq(x)e
−x2/2
(
√
π2qq!)1/2
, x ∈ R,
where
Hq(x) := e
x2/2
(
− d
dx
+ x
)q
e−x
2/2 = (−1)qex2 d
q
dxq
e−x
2
, x ∈ R,
is the Hermite polynomial of degree q (see e.g. [20]). Thus, the functions ψq, q ∈ Z+,
form an orthonormal basis in L2(R). Introduce the Wigner functions
(3.8) Ψj,k :=W (ψj , ψk), j, k ∈ Z+.
If j = k, we will write
(3.9) Ψk = Ψk,k, k ∈ Z+.
Lemma 3.1 below contains explicit expressions for Ψk,ℓ, k, ℓ ∈ Z+. In order to formulate
it, we introduce the (generalized) Laguerre polynomials
(3.10) L(ν)q (ξ) :=
ξ−νeξ
q!
dq
dξq
(
ξq+νe−ξ
)
, ξ > 0, ν ∈ R, q ∈ Z+.
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As usual, we will write
(3.11) Lq(ξ) := L
(0)
q (ξ) =
eξ
q!
dq
dξq
(
ξqe−ξ
)
=
q∑
ℓ=0
(
q
ℓ
)
(−ξ)ℓ
ℓ!
, ξ ∈ R.
Lemma 3.1. Let k, ℓ ∈ Z+. Then for (x, ξ) ∈ R2 we have
Ψk,ℓ(x, ξ) =
(3.12)

1
π
(−1)ℓ2 k−ℓ2 ( ℓ!
k!
)1/2
(x+ iξ)k−ℓL(k−ℓ)ℓ (2(x
2 + ξ2))e−(x
2+ξ2), k ≥ ℓ,
1
π
(−1)k2 ℓ−k2 (k!
ℓ!
)1/2
(x− iξ)ℓ−kL(ℓ−k)k (2(x2 + ξ2))e−(x
2+ξ2), k ≤ ℓ,
In particular,
(3.13) Ψk,ℓ(r cos θ, r sin θ) = e
i(k−ℓ)θΦk,ℓ(r), k, ℓ ∈ Z+, θ ∈ [0, 2π), r ∈ [0,∞),
where Φk,ℓ(r) is a symmetric real valued matrix. Moreover,
(3.14) Ψk(x, ξ) =
1
π
(−1)kLk(2(x2 + ξ2))e−(x2+ξ2), k ∈ Z+, (x, ξ) ∈ R2.
Proof. An elementary calculation taking into account the parity of the Hermite polyno-
mials easily yields
(3.15)
Ψk,ℓ(x, ξ) =
(−1)k
(2π)
√
π(k!ℓ!)1/22
k+ℓ
2
e−(x
2+ξ2)
∫
R
e−(
y
2
+iξ)
2
Hk
(y
2
− x
)
Hℓ
(y
2
+ x
)
dy.
Changing the variable y
2
+ iξ = t, and applying a standard complex-analysis argument
showing that we can replace the interval of integration R+ iξ by R, we find that
(3.16)∫
R
e−(
y
2
+iξ)
2
Hk
(y
2
+ x
)
Hℓ
(y
2
− x
)
dy = 2
∫
R
e−t
2
Hk (t− x− iξ)Hℓ (t+ x− iξ) dt.
By [20, Eq. (7.377)], ∫
R
e−t
2
Hk (t− x− iξ) Hℓ (t + x− iξ) dt =
(3.17)
 2
k
√
πℓ!(−x − iξ)k−ℓL(k−ℓ)ℓ (2(x2 + ξ2)), k ≥ ℓ,
2ℓ
√
πk!(x− iξ)ℓ−kL(ℓ−k)k (2(x2 + ξ2)), k ≤ ℓ.
Putting together (3.15), (3.16), and (3.17), we obtain (3.12). 
Remark: By (3.14) with q = 0, we have
(3.18) Ψ0(x, ξ) =
1
π
e−(x
2+ξ2) = G1(x, ξ), (x, ξ) ∈ R2,
where G1 is the Gaussian defined in (2.6).
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For x = (x, y) ∈ R2, ξ = (ξ, η) ∈ R2, set
(3.19) κb(x, ξ) :=
(
1√
b
(x− η), 1√
b
(ξ − y),
√
b
2
(ξ + y),−
√
b
2
(η + x)
)
.
Evidently, the mapping κb is linear and symplectic. Introduce the Weyl symbol
(3.20) H0(x, ξ) =
(
ξ +
1
2
by
)2
+
(
η − 1
2
bx
)2
, x = (x, y) ∈ R2, ξ = (ξ, η) ∈ R2,
of the operator H0 defined in (1.1). Then we have
(3.21) (H0 ◦ κb)(x, ξ) = b(x2 + ξ2), (x, ξ) ∈ T ∗Rd.
Note that the function on the r.h.s. of (3.21) coincides with the Weyl symbol of the
operator (bh)⊗ Iy. Next, define the unitary operator Ub : L2(R2x,y)→ L2(R2x,y) by
(3.22) (Ubu)(x, y) :=
√
b
2π
∫
R2
eiφb(x,y;x
′,y′)u(x′, y′)dx′dy′
where
φb(x, y; x
′, y′) := b
xy
2
+ b1/2(xy′ − yx′)− x′y′.
Writing κb as a product of elementary linear symplectic transformations (see e.g. [22,
Lemma 18.5.8]), and composing the corresponding elementary metaplectic operators,
we easily check that Ub is a metaplectic operator generated by the symplectic mapping
κb in (3.19).
Proposition 3.2. We have
(3.23) U∗bH0Ub = (bh)⊗ Iy,
(3.24) U∗b aUb = (
√
bα)⊗ Iy, U∗b a∗Ub = (
√
bα∗)⊗ Iy.
Moreover, if V ∈ Γw(R4), then
(3.25) U∗bOpw(V)Ub = Opw(Vb)
where
(3.26) Vb := V ◦ κb.
Proof. Relation (3.23) (resp., (3.25)) follows from Proposition 2.4 and the remark after it,
and (3.21) (resp., (3.26)). Similarly, relations (3.24) follow from Proposition 2.4 and the
fact that the Weyl symbol of the operator a (resp., a∗) is mapped under the symplectic
transformation κb into the symbol of the operator (
√
bα)⊗ Iy (resp., (
√
bα∗)⊗ Iy). 
Proposition 3.3. Assume that V ∈ S0̺(R4) with ̺ ∈ (0, 1], and
(3.27) lim
x2+y2+ξ2+η2→∞
Vb(x, y, ξ, η) (x2 + ξ2)−1 = 0,
uniformly with respect to the variables on S3. Then, Opw(V) is bounded, and Opw(V)H−10
is compact in L2(R2).
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Proof. Since S0̺(R4) ⊂ Γw(R4), the boundedness of Opw(V) follows from Proposition
2.1. By Proposition 3.2, we have
(3.28) U∗bOpw(V)H−10 Ub = Opw(Vb)((bh)−1 ⊗ Iy).
By the pseudo-differential calculus, we easily find that the Weyl symbol of the operator
Opw(Vb)((bh)−1⊗Iy) is in the class S0̺(R4), while (3.27) guarantees that this symbol de-
cays at infinity. Then Proposition 2.2 implies that Opw(Vb)((bh)−1⊗ Iy) ∈ S∞(L2(R2)),
and by (3.28) we find that the operator Opw(V)H−10 is compact as well. 
Our next goal is to establish the unitary equivalence between Opw(V) and an operator
M : ℓ2(Z2+) → ℓ2(Z2+). Similarly, we will establish the unitary equivalence between
the Toeplitz operator Tq(V) with fixed q ∈ Z+, defined in (1.2), and an operator Mq :
ℓ2(Z+)→ ℓ2(Z+). To this end, we need the canonical basis {ϕk,q}k∈Z+ of Ran pq, q ∈ Z+.
Let at first q = 0. Then the functions
ϕ˜k,0(x) = z
ke−b|x|
2/4, x = (x, y) ∈ R2, z = x+ iy, k ∈ Z+,
form a natural orthogonal basis of Ker a = Ran p0 (see e.g. [21, Sections 3.1 – 3.2]).
Normalizing, we obtain the following orthonormal basis of Ran p0:
(3.29) ϕk,0(x) :=
ϕ˜k,0(x)
‖ϕ˜k,0‖L2(R2) =
√
b
2π
√
1
k!
(√
b
2
z
)k
e−b|x|
2/4, x ∈ R2, k ∈ Z+.
Let now q ≥ 1. Set
(3.30) ϕ˜k,q = (a
∗)q ϕk,0, k ∈ Z+.
The commutation relation (3.3) easily implies
〈ϕ˜k,q, ϕ˜ℓ,q〉L2(R2) = (2b)qq!δkℓ, k, ℓ ∈ Z+.
Therefore, the functions
(3.31) ϕk,q :=
ϕ˜k,q
‖ϕ˜k,q‖L2(R2) =
ϕ˜k,q√
(2b)qq!
, k ∈ Z+,
form an orthonormal basis of Ran pq, q ∈ N.
Remark: The functions ϕk,q admit an explicit expression, namely
ϕk,q(x) =
1
iq
√
b
2π
√
q!
k!
(√
b
2
z
)k−q
L(k−q)q
(
b|x|2
2
)
e−b|x|
2/4, x ∈ R2, k, q ∈ Z+,
the Laguerre polynomials being defined in (3.10).
Let V ∈ Γw(R4). Set
(3.32)
mk,ℓ;q,r(V) := 〈Opw(V)ϕℓ,r, ϕk,q〉L2(R2), mk,ℓ;q(V) := mk,ℓ;q,q(V), k, ℓ, q, r ∈ Z+.
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The facts that {ϕk,q}(k,q)∈Z2
+
is an orthonormal basis in L2(R2), while {ϕk,q}k∈Z+ is
an orthonormal basis of Ran pq with fixed q ∈ Z+, imply immediately the following
elementary
Proposition 3.4. Let V ∈ Γw(R4).
(i) The operator Opw(V) is unitarily equivalent to M : ℓ2(Z2+)→ ℓ2(Z2+) defined by
(3.33) (Mc)k,q :=
∑
(ℓ,r)∈Z2
+
mk,ℓ;q,r(V) cℓ,r, (k, q) ∈ Z2+, c = {cℓ,r}(ℓ,r)∈Z2
+
∈ ℓ2(Z2+).
(ii) Fix q ∈ Z+. Then the operator Tq(V) is unitarily equivalent toMq : ℓ2(Z+)→ ℓ2(Z+)
defined by
(3.34) (Mqc)k :=
∑
ℓ∈Z+
mk,ℓ;q(V) cℓ, k ∈ Z+, c = {cℓ}ℓ∈Z+ ∈ ℓ2(Z+).
We would like to give a more explicit form of the matrices defining the operators M
and Mq, q ∈ Z+. To this end we need the following important
Lemma 3.5. We have
(3.35) U∗b ϕk,q = iq−kψq ⊗ ψk, k, q ∈ Z+,
where ψq, q ∈ Z+, are the Hermite functions defined in (3.7).
Proof. By (3.29) – (3.31), and (3.24), we get
(3.36) U∗b ϕk,q =
√
bk+1
π2k+q+1k!q!
((α∗)q ⊗ Iy)U∗b uk
where
uk(x, y) = (x+ iy)
ke−b(x
2+y2)/4, (x, y) ∈ R2.
Using (3.22), we easily find that
(3.37) (U∗b uk) (x, y) =
1
2π
√
b
(
2√
b
)k
eixy
(
∂
∂z
)k
J(x, y)
where
J(x, y) :=
∫
R2
e−i(ty−sx) e−its/2 e−(t
2+s2)/4 dt ds, (x, y) ∈ R2.
An elementary calculation yields
(3.38) J(x, y) =
√
2(2π)e−ixy e−(x
2+y2)/2.
Inserting (3.38) into (3.37), we get
(3.39) (U∗b uk) (x, y) =
√
2
bk+1
e−x
2/2(−1)k(α∗)ke−y2/2.
Inserting (3.39) into (3.36), we obtain (3.35). 
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Remark: By (3.35), we have
(3.40) Ubf =
∑
(k,q)∈Z2+
ik−q〈f, ψq ⊗ ψk〉L2(R2) ϕk,q, f ∈ L2(R2).
Let V ∈ Γw(R4). Set
(3.41) vb,q(y, η) :=
∫
R2
Vb(x, y, ξ, η) Ψq(x, ξ) dx dξ, (y, η) ∈ R2,
where Vb is the symbol defined in (3.26), and Ψq is the Wigner function defined in (3.9).
Proposition 3.6. Let V ∈ Γw(R4). Then we have
mk,ℓ;q,r(V) = ik−ℓ−q+r〈Vb,Ψq,r ⊗Ψk,ℓ〉L2(R4)
where
(Ψq,r ⊗Ψk,ℓ) (x, y, ξ, η) := Ψq,r(x, ξ) Ψk,ℓ(y, η), k, ℓ, q, r ∈ Z+, (x, y, ξ, η) ∈ R4.
In particular,
(3.42) mk,ℓ;q(V) = ik−ℓ〈Vb,Ψq ⊗Ψk,ℓ〉L2(R4) = ik−ℓ〈vb,q,Ψk,ℓ〉L2(R2).
Proof. By (3.32), (3.25), and (3.35), we have
mk,ℓ;q,r(V) = 〈Opw(V)ϕℓ,r, ϕk,q〉L2(R2)(3.43)
= 〈U∗bOpw(V)Ub U∗b ϕℓ,r,U∗b ϕk,q〉L2(R2)
= ik−ℓ−q+r〈Opw(Vb)ψr ⊗ ψℓ, ψq ⊗ ψk〉L2(R2)
= ik−ℓ−q+r〈Vb,W (ψq ⊗ ψk, ψr ⊗ ψℓ)〉L2(R4)
= ik−ℓ−q+r〈Vb,W (ψq, ψr)⊗W (ψk, ψℓ)〉L2(R4)
= ik−ℓ−q+r〈Vb,Ψq,r ⊗Ψk,ℓ〉L2(R4).

Let q ∈ Z+. By analogy with (3.40), define the operator Ub,q : L2(R)→ Ran pq by
(3.44) Ub,qf =
∑
k∈Z+
ik 〈f, ψk〉L2(R) ϕk,q, f ∈ L2(R).
Corollary 3.7. Let q ∈ Z+, V ∈ Γw(R4). Then we have
(3.45) U∗b,q Tq(V)Ub,q = Opw(vb,q),
where vb,q is the symbol defined in (3.41).
Proof. By (3.42), we have
〈Tq(V)ϕℓ,q, ϕk,q〉L2(R2) = mk,ℓ;q(V) = ik−ℓ〈vb,q,Ψk,ℓ〉L2(R2) = ik−ℓ〈Opw(vb,q)ψℓ, ψk〉L2(R),
which implies (3.45). 
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At the end of this section we consider the important case where the operator Opw(vb,q)
admits an anti-Wick symbol v˜b,q ∈ Γaw(R2). Set
(3.46) ωb,q(x, y) := v˜b,q(−b1/2y,−b1/2x), (x, y) ∈ R2.
Then, of course, ωb,q ∈ Γaw(R2).
Corollary 3.8. Let q ∈ Z+, V ∈ Γw(R4). Assume that the operator Opw(vb,q) has an
anti-Wick symbol v˜b,q ∈ Γaw(R2). Then,
(3.47) U∗b,0 p0 ωb,q p0 Ub,0 = Opaw(v˜b,q) = Opw(vb,q),
where Ub,0 is the unitary operator defined in (3.44), and ωb,q is the symbol defined in
(3.46).
Proof. Assume at first that ωb,q ∈ C∞0 (R2). Then, by Corollary 3.7, the operator
p0 ωb,q p0 is unitarily equivalent under the operator Ub,0 to a ΨDO with Weyl symbol∫
R2
(ωb,q ◦ κb)(x, y, ξ, η)Ψ0(x, ξ)dxdξ =
∫
R2
ωb,q(b
−1/2(x− η), b−1/2(ξ − y))Ψ0(x, ξ)dxdξ =
1
π
∫
R2
v˜b,q(y − ξ, η − x)e−(x2+ξ2)dxdξ = (v˜b,q ∗ G1)(y, η), (y, η) ∈ R2,
where we have taken into account (3.18). Thus we get (3.47) for ωb,q ∈ C∞0 (R2). The
result for general ωb,q ∈ Γaw(R2) is obtained by an approximation argument similar to
the one applied in the proof of [31, Theorem 2.11]. 
The operator p0 ωb,q p0 admits a further useful unitary equivalence. For r ∈ Z+ set
(3.48) Db,r := Lr
(
−∆
2b
)
,
where Lr is the Laguerre polynomial defined in (3.11). Thus, if r = 0, we have Db,0 = I,
and if r ≥ 1, then Db,r is a partial differential operator with constant coefficients of
order 2r.
Corollary 3.9. Assume that ω ∈ Γaw(R2), and there exist r ∈ N, ζ ∈ S ′(R2) such that
(3.49) ω = Db,r ζ.
Then the operator p0 ω p0 : Ran p0 → Ran p0 is unitarily equivalent to the operator
pr ζ pr : Ran pr → Ran pr.
Proof. By [6, Lemma 3.1] and (3.49), we have
(3.50) 〈ω ϕk,0, ϕℓ,0〉L2(R2) = 〈(Db,rζ)ϕk,0, ϕℓ,0〉L2(R2) = 〈ζ ϕk,r, ϕℓ,r〉L2(R2), k, ℓ ∈ Z+.
Let u ∈ Ran p0. Then u =
∑
k∈Z+ ckϕk,0 with {ck}k∈Z+ ∈ ℓ2(Z+). Define the unitary
operator Ur : Ran p0 → Ran pr by Uru :=
∑
k∈Z+ ckϕk,r. Then (3.50) implies that
p0 ωb,q p0 = U
∗
r pr ζ pr Ur.

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4. Spectral properties of Weyl ΨDOs with radial symbols
In this section we recall the fact that the Weyl ΨDOs Opw(V) with radial symmetric
symbols V are diagonalizable in the basis formed by Hermite functions, and obtain
explicit expressions for the eigenvalues of the operators Opw(V) and Opaw(V).
Let n ≥ 1. We will say that the symbol F ∈ S(R2n) is radial if there exists a function
RF : Rn+ → C with R+ := [0,∞), such that
F(x, ξ) = F(x1, . . . , xn, ξ1, . . . , ξn) = RF(x21 + ξ21 , . . . , x2n + ξ2n), (x, ξ) ∈ R2n.
We will say that F ∈ S ′(R2n) is radial if for each Q ∈ S(R2n) there exists a radial
symbol R ∈ S(R2n) such that
(F ,Q) = (F ,R),
(·, ·) being the usual pairing between S and S ′. Note that if F ∈ S ′(Rn) is radial, then
its Fourier transform F̂ is radial as well. Moreover, if the radial symbol F is real-valued,
then F̂ is real-valued as well. Set
Lk(t) =
n∏
j=1
(
Lkj(tj)e
−tj/2) , t = (t1, . . . , tn) ∈ Rn+, k = (k1, . . . , kn) ∈ Zn+.
As is well known, {Lk}k∈Zn+ , and hence
{
(−1)|k|Lk
}
k∈Zn+
, are orthonormal bases in
L2(Rn+). Note that the corresponding Fourier coefficients are defined not only for func-
tions in L2(Rn+) but also for elements of L
1(Rn+) + L
∞(Rn+), as well as for more general
distributions (see e.g. [13, 24]).
Proposition 4.1. (i) Let F ∈ Γw(R2n) be a radial symbol. Then the operator Opw(F)
has eigenfunctions {ψk}k∈Zn
+
with
ψk(x) =
n∏
j=1
ψkj (xj), x = (x1, . . . , xn) ∈ Rn, k = (k1, . . . , kn) ∈ Zn+,
where {ψq}q∈Z+ are the Hermite functions defined in (3.7). The eigenfunctions ψk with
k ∈ Zn+ correspond to eigenvalues
µwk (F) =
(−1)|k|
2n
∫
Rn
+
RF (t/2)Lk(t) dt(4.1)
=
∫
Rn
+
RF̂ (2t)Lk(t) dt.(4.2)
(ii) Let F : Γaw(R2n) be a radial anti-Wick symbol. Then the eigenfunctions {ψk}k∈Zn
+
of the operator Opaw(F) = Opw(F ∗ Gn) correspond to eigenvalues
(4.3) µawk (F) =
∫
Rn
+
RF (2t)
n∏
j=1
(
t
kj
j e
−tj
kj !
)
dt, k ∈ Zn+.
Remark: In view of (2.3), it is not unnatural to express the eigenvalues of Opw(F) in
terms of the Fourier transform F̂ of the symbol F , as in (4.2).
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Proof of Proposition 4.1. We have
(4.4) 〈Opw(F)ψl, ψk〉L2(Rn) = 〈F ,W (ψk, ψl)〉L2(R2n) = 〈F ,⊗nj=1Ψkj ,ℓj〉L2(R2n).
Due to the radial symmetry of F and (3.13), we find that
(4.5) 〈F ,⊗nj=1Ψkj ,ℓj〉L2(R2n) = 〈F ,⊗nj=1Ψkj〉L2(R2n)
n∏
j=1
δkj ,ℓj .
By (3.14),
〈F ,⊗nj=1Ψkj〉L2(R2n) =
(−1)|k|
πn
∫
R2n
RF (x21 + ξ21 , . . . , x2n + ξ2n)
n∏
j=1
(
Lkj (2(x
2
j + ξ
2
j ))e
−(x2j+ξ2j )
)
dx dξ.
Changing the variables xj = rj cos θj , ξj = rj sin θj , and then tj = 2r
2
j , j = 1, . . . , n, we
obtain (4.1). In order to check (4.2), we first note that by the Parseval identity,
〈F ,⊗nj=1Ψkj〉L2(R2n) = 〈F̂ ,⊗nj=1Ψ̂kj〉L2(R2n).
By [31, Eq. (3.6)], we have
(4.6) Ψ̂k(w) =
(−1)k
2
Ψk(w/2), k ∈ Z+, w ∈ R2.
Therefore,
〈F̂ ,⊗nj=1Ψ̂kj〉L2(R2n) =
1
(2π)n
∫
R2n
RF̂(x21 + ξ21 , . . . , x2n + ξ2n)
n∏
j=1
(
Lkj((x
2
j + ξ
2
j )/2)e
−(x2j+ξ2j )/4
)
dx dξ,
which implies (4.2). Let us now handle the anti-Wick case. Similarly to (4.4) - (4.5),
we have
(4.7) 〈Opaw(F)ψl, ψk〉L2(Rn) = 〈F ∗ Gn,⊗nj=1Ψkj〉L2(R2n)
n∏
j=1
δkj ,ℓj .
A simple calculation yields
〈F ∗ Gn,⊗nj=1Ψkj〉L2(R2n) = 〈F ,Gn ∗ (⊗nj=1Ψkj)〉L2(R2n) =
(4.8)
(−1)|k|
4n
∫
Rn
+
RF (τ/2)
n∏
j=1
(
e−τj/2
∫ ∞
0
g(sτj) Lkj(s)e
−sds
)
dτ
where
g(y) := (2π)−1
∫ 2π
0
e
√
y cos θdθ, y ≥ 0.
The function g extends to an entire function satisfying
g(z) =
∞∑
j=0
1
(j!)2
(z
4
)j
, z ∈ C.
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Using the first representation of the Laguerre polynomials in (3.11), we get
(4.9) e−τ/2
∫ ∞
0
g(sτ) Lk(s)e
−sds =
(−1)k
k!
e−τ/4
(τ
4
)k
, τ ≥ 0, k ∈ Z+.
Inserting (4.9) into (4.8), changing the variables τ = 4t, and then inserting (4.8) into
(4.7), we get (4.3). 
Remark: In view of (4.1), (2.7) and (3.14), relation (4.3) is equivalent to the fact that
the Husimi function G1 ∗Ψk can be written as
(4.10) (G1 ∗Ψk)(x, ξ) = 1
(2π) k!
(
x2 + ξ2
2
)k
e−(x
2+ξ2)/2, (x, ξ) ∈ R2, k ∈ Z+.
Probably, (4.10) is known to the experts but since we could not find it in the literature,
we include a proof of (4.3).
Corollary 4.2. Let F ∈ Γw(R2n) be a radial symbol.
(i) Then Opw(F) ≥ 0 if and only if the Fourier coefficients of the function RF (t/2),
t ∈ Rn+, with respect to the system
{
(−1)k|Lk
}
k∈Zn
+
, are non-negative.
(ii) Equivalently, we have Opw(F) ≥ 0 if and only if the Fourier coefficients of the
function RF̂(2t), t ∈ Rn+, with respect to the system {Lk}k∈Zn+ are non-negative.
Proof. The first part follows from (4.1), and the second one from (4.2). 
Remark: The criterion in the first part of Corollary 4.2 has been established in [42] for
the one-dimensional case n = 1, and in [24] for the multidimensional case. Presumably,
at heuristic level, these facts have been known since long ago.
Corollary 4.3. Let F ∈ Γaw(R2n) be a radial symbol. Then Opaw(F) ≥ 0 if and only if∫
Rn
+
RF (2t)
n∏
j=1
(
t
kj
j e
−tj
)
dt ≥ 0, k ∈ Zn+.
Proof. The claim follows from (4.3). 
In the case n = 1, Proposition 4.1 tells us that the matrix
{〈Opw(F)ψℓ, ψj〉L2(R)}j,ℓ∈Z+
is diagonal, provided that the symbol F is radial. This fact admits an obvious general-
ization to the case where F(r cos θ, r sin θ) has a finite Fourier series with respect to the
angle θ.
Proposition 4.4. Let F ∈ Γw(R2). Assume that there exists K ∈ Z+ such that
F(r cos θ, r sin θ) =
K∑
k=−K
Fk(r)eikθ, r ∈ [0,∞), θ ∈ [0, 2π).
Then the matrix
{〈Opw(F)ψℓ, ψj〉L2(R)}j,ℓ∈Z+ is (2K + 1)-diagonal.
Of course, Proposition 4.4 admits an obvious extension to any dimension n ≥ 1.
Proposition 4.1 allows us to calculate explicitly the spectrum of the perturbed Landau
Hamiltonian HV = H0 +Op
w(V) provided that the symbol Vb is radial.
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Corollary 4.5. Let V ∈ Γw(R4). Assume that the symbol Vb = V ◦ κb is radial. Then
the operator HV , normal on the domain D(H0), has eigenfunctions {ϕk,q}(k,q)∈Z2
+
which
correspond to eigenvalues
Λq + µ
w
(q,k)(Vb), (q, k) ∈ Z2+.
Proof. By Proposition 3.2 we have
HV = Ub (((bh)⊗ Iy) + Opw(Vb))U∗b ,
while Lemma 3.5 and Proposition 4.1 imply
Ub (((bh)⊗ Iy) + Opw(Vb))U∗b ϕk,q = (Λq + µw(q,k)(Vb))ϕk,q, (k, q) ∈ Z2+.

5. Eigenvalue distribution for the operator HV
5.1. Main results. In this section we study the eigenvalue asymptotics near a fixed
Landau level Λq, q ∈ Z+, of the perturbed Landau Hamiltonian HV = H0 + Opw(V)
with appropriate symbol V such that Opw(V) is bounded, self-adjoint in L2(R2), and
relatively compact with respect to H0.
Proposition 5.1 below shows, in particular, that the eigenvalues ofH−V with Op
w(V) ≥ 0
and V ∈ S(R4), adjoining the Landau levels Λq, q ∈ Z+, may have quite arbitrary
asymptotic behavior; they may not accumulate at a given Λq, or may accumulate at any
prescribed sufficiently fast accumulation rate.
Let T be an operator, self-adjoint in a given Hilbert space, and (µ1, µ2) be an open
interval with −∞ ≤ µ1 < µ2 ≤ ∞. Set
N(µ1,µ2)(T ) := Tr1(µ1,µ2)(T ).
Here and in the sequel 1S denotes the characteristic function of the set S. Thus,
1(µ1,µ2)(T ) is just the spectral projection of T corresponding to the interval (µ1, µ2).
If (µ1, µ2)∩σess(T ) = ∅, then N(µ1,µ2)(T ) is the number of the eigenvalues of T , lying on
(µ1, µ2) and counted with the multiplicities. If, moreover, (µ1, µ2) ∩ σess(T ) = ∅, then
N(µ1,µ2)(T ) <∞.
Proposition 5.1. Let {mq}q∈Z+ be a given sequence with mq ∈ Z+ ∪ {∞}, q ∈ Z+.
Then there exists a symbol V ∈ S(R4) such that V ◦ κb is radial, Opw(V) ≥ 0, and
(5.1) NI−q (H−V) = mq, q ∈ Z+,
where I−q are the intervals defined in (1.3).
Proof. Set
Z := {q ∈ Z+ |mq 6= 0} .
If Z = ∅, it suffices to take V = 0. Assume Z 6= ∅. Let {c1,q}q∈Z be a decreasing set
of numbers c1,q ∈ (0, 2b); if 0 ∈ Z, we can omit the condition c1,0 < 2b. If #Z = ∞,
we assume that limq→∞ qmc1,q = 0 for any m ∈ N. Fix q ∈ Z. Let {c2,k}mq−1k=0 be a
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decreasing set of numbers c2,k ∈ (0, 1). If mq = ∞, we assume that limk→∞ kmc2,k = 0
for any m ∈ N. Now put
Ck,q := c1,qc2,k, k = 0, . . . , mq − 1, q ∈ Z,
(5.2) V := (2π)2
(∑
q∈Z
mq−1∑
k=0
Ck,qΨq ⊗Ψk
)
◦ κ−1b .
Then, V ∈ S(R4) (see [13, Theorem 2.5 (a)]), and, evidently, V ◦ κb is radial. Moreover,
by Corollary 4.5, Opw(V) ≥ 0 and
(5.3) σ(H−V) ∩ I−q =
{ ∅ if q 6∈ Z,
∪mq−1k=0 {Λq − Ck,q} if q ∈ Z.
By construction, all the eigenvalues Λq−Ck,q, k = 0, . . . , mq−1, lying in I−q with q ∈ Z,
are simple. Therefore, (5.1) holds true. 
Remarks: (i) The proof of Proposition 5.1 contains an explicit construction of a negative
compact perturbation of H0 so that the eigenvalues H−V may accumulate to Λq only
from below. Of course, it is possible to construct positive compact perturbations whose
eigenvalues may accumulate to Λq only from above, or self-adjoint compact perturbation
with non-trivial positive and negative parts whose eigenvalues may accumulate to Λq
both from above and from below.
(ii) It is easy to check that if for some q ∈ Z+ we have mq <∞, then the Landau level
remains an eigenvalue of infinite multiplicity of H−V . In contrast to this situation, it
was shown in [26] that if Opw(V ) = V is local, i.e. if V = V (x, y), (x, y) ∈ R2, and
V ≤ 0, ‖V ‖L∞(R2) < 2b, then Ker (H±V − ΛqI) = {0}.
(iii) It is an elementary fact that if c := {ck,q}(k,q)∈Z2+ ∈ ℓ
∞(Z2+), then the operator
(5.4) T :=
∑
(k,q)∈Z2
+
ck,q〈·, ϕk,q〉ϕk,q
is bounded in L2(R2), ‖T‖ = ‖c‖ℓ∞(Z2
+
), the eigenvalues of T coincide with the set
{ck,q}(k,q)∈Z2
+
, while the eigenvalues of H0 + T coincide with {Λq + ck,q}(k,q)∈Z2
+
. Choos-
ing appropriately the sequence c, we can easily obtain operators with various spectral
properties. If, for example, {rk}k∈Z+ is the set of the rational numbers on (0, 2b), and
ck,q := rk, (k, q) ∈ Z2+,
then the operator H0 + T will have purely dense point spectrum σ(H0 + T ) = [b,∞).
Of course, in this case T is not relatively compact with respect to H0.
However, in the general case it would not be possible to interpret T as a Weyl ΨDO with
a regular symbol. Our assumption in Proposition 5.1 that the sequence {Ck,q} decays
rapidly implies that the symbol V defined in (5.2) belongs to the class S(R4). If, for
LANDAU HAMILTONIANS WITH NON-LOCAL POTENTIALS 21
example, we assume instead that we have only∑
q∈Z
mq−1∑
k=0
c21,qc
2
2,k <∞,
then the symbol defined in (5.2) generates by Proposition 2.3 a Hilbert-Schmidt opera-
tor. In this case, (5.3) still holds true, just the eigenvalues of H−V lying in a given gap
I−q may accumulate more slowly to Λq.
In the following two theorems we assume that the operator Opw(V) satisfies two general
assumptions:
H1: The operator Op
w(V) is bounded and self-adjoint, and the operator Opw(V)H−10 is
compact in L2(R2). Moreover, Opw(V) ≥ 0.
H2,q,r: Let q ∈ Z+. Then the operator Opw(vb,q), vb,q being defined in (3.41), has an
anti-Wick symbol v˜b,q ∈ Γaw(R2). Moreover, there exists r ∈ Z+ and 0 ≤ ζb,q,r ∈ L∞(R2)
such that (1.6) holds true, i.e we have
ωb,q = Db,r ζb,q,r
where ωb,q is the symbol defined in (3.46), and Db,r is the differential operator defined
in (3.48).
Remarks: (i) In what follows we will write ζ instead of ζb,q,r.
(ii) It is easy to check that for each q, r ∈ Z+ there exist symbols V ∈ Γw(R4) satisfying
Assumptions H1 and H2,q,r. A simple example can be constructed as follows. Pick
0 ≤ ζ ∈ C∞(R2), bounded together with all its derivatives. Set ω = Db,r ζ , v˜(x, y) :=
ω(−b−1/2y, b−1/2x), (x, y) ∈ R2, v := v˜ ∗ G1, and
V := 2π (Ψq ⊗ v) ◦ κ−1b .
Then, according to (3.41), we have vb,q = v, and hence V satisfies H1 and H2,q,r.
However, if we consider the operator defined in (5.2), and assume that for a certain
q ∈ Z+ we have 0 < mq < ∞, then the corresponding Opw(vb,q) does not admit an
anti-Wick symbol v˜b,q ∈ Γaw(R2). Indeed, in this case we have
Opw(vb,q) = 2π
mq−1∑
k=0
Ck,qΨk.
If vb,q = v˜b,q ∗ G1 with v˜b,q ∈ S ′(R2), then (4.6) easily implies that the Fourier transform
of v˜b,q is a polynomial so that v˜b,q ∈ E ′(R2) with supp (v˜b,q) = {0}.
(iii) As we will see in the proof of Theorem 5.5 below, the Toeplitz operator Tq(V) is
the effective Hamiltonian which governs the eigenvalue asymptotics of H±V near the
Landau level Λq, q ∈ Z. The operator Tq(V) = pqOpw(V)pq is an appropriate restriction
of non-local ΨDO Opw(V), and is unitarily equivalent by Corollary 3.7 to Opw(vb,q).
By our assumption, Opw(vb,q) admits an anti-Wick symbol v˜b,q and, hence, by Corollary
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3.8 it is unitarily equivalent to p0 ωb,q p0, a restriction of the local multiplier ωb,q. Thus,
the existence of an anti-Wick symbol v˜b,q of Op
w(vb,q) allows us to replace, in a certain
sense, the non-local operator Opw(V) by the local one ωb,q in the asymptotic analysis of
the eigenvalue distribution of H±V near Λq. As mentioned in the Introduction, similar
substitutions of non-local potentials by local ones have been considered in the physics
literature (see e.g. [10, 40, 8]).
(iv) We introduce the passage from ωb,q to ζ in (1.6) in particular due to our requirement
that ζ is non-negative: it may happen that ζ ≥ 0 while ωb,q is not sign-definite.
In Theorem 5.2 (resp., Theorem 5.3) below we study the eigenvalue asymptotics for the
operators H±V at a given Landau level Λq, q ∈ Z+, under Assumptions H1 and H2,q,r,
supposing in addition that ζ is compactly supported (resp., that ζ decays exponentially
at infinity). Since Opw(V) ≥ 0 by Assumption H1, the eigenvalues of the operator HV
may accumulate to given Landau level Λq only from above, while the eigenvalues of H−V
may accumulate to Λq only from below, as mentioned in the Introduction,. We recall
the notations
{
λ±k,q(V)
}m±q −1
k=0
of the operator H±V lying on the interval I±q , q ∈ Z+.
For the formulation of our first theorem we need the notion of a logarithmic capacity
C(K) of a compact set K ⊂ R2 (see e.g. [35, Chapter 5]). Let M(K) denote the set of
probability measures on K. Then we have C(K) := e−I(K) where
I(K) := inf
µ∈M(K)
∫
K×K
ln |x− y|−1dµ(x)dµ(y).
If K1 ⊂ K2, then, evidently, C(K1) ≤ C(K2).
Theorem 5.2. Let H1 and H2,q,r with fixed q, r ∈ Z+, hold true. Assume that ζ ∈
C(R2), supp ζ = Ω where Ω ⊂ R2 is a bounded domain with Lipschitz boundary ∂Ω, and
ζ > 0 on Ω. Then m±q =∞, and we have
(5.5) ln
(± (λ±k,q(V)− Λq)) = −k ln k + (1 + ln(bC(Ω)22
))
k + o(k), k →∞.
Remarks: (i) Assume that ζ ∈ L∞(R2), supp ζ is compact and for some C > 0, r > 0,
and x0 ∈ R2 we have ζ(x) ≥ C1Br(x0)(x) where Br(x0) := {x ∈ R2 | |x− x0| < r}. Then
[34] implies
(5.6) ln
(± (λ±k,q(V)− Λq)) = −k ln k (1 + o(1)), k →∞.
which is a less precise version of (5.5).
(ii) By [41], Theorem 5.2 is valid under more general assumptions on supp ζ = Ω.
Namely, we can suppose that there exists a compact set Z ⊂ Ω such that ζ > 0 only on
Ω\Z and not on the entire domain Ω. We omit the details of the proof of this extension
for the sake of the simplicity of the exposition.
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Our next theorem concerns the case where ζ decays exponentially at infinity. Now we
assume that ζ ∈ C(R2) and there exist β > 0 and γ > 0 such that
(5.7) ln ζ(x) = −γ|x|2β +O(ln |x|), |x| → ∞,
uniformly with respect to x|x| ∈ S1. Set µ := γ(2/b)β where b > 0 is the constant scalar
magnetic field.
Theorem 5.3. Let H1 andH2,q,r with fixed q, r ∈ Z+, hold true. Assume that ζ satisfies
(5.7). Then m±q =∞ and we have:
(i) If β ∈ (0, 1), then there exist constants fj = fj(β, µ), j ∈ N, with f1 = µ, such that
(5.8) ln
(± (λ±k,q(V)− Λq)) = − ∑
1≤j< 1
1−β
fjk
(β−1)j+1 +O(ln k), k →∞.
(ii) If β = 1, then
(5.9) ln
(± (λ±k,q(V)− Λq)) = − (ln (1 + µ)) k +O(ln k), k →∞.
(iii) If β ∈ (1,∞), then there exist constants gj = gj(β, µ), j ∈ N, such that
ln
(± (λ±k,q(V)− Λq)) =
(5.10) − β − 1
β
k ln k+
(
β − 1− ln (µβ)
β
)
k−
∑
1≤j< β
β−1
gjk
( 1
β
−1)j+1+O(ln k), k →∞.
The coefficients fj and gj, j ∈ N, appearing in (5.8) and (5.10), are described explicitly in
[28, Theorem 2.2]. For the completeness of the exposition, we reproduce this description
here. Assume at first β ∈ (0, 1). For s > 0 and ǫ ∈ R, |ǫ| ≪ 1, introduce the function
F (s; ǫ) := s− ln s+ ǫµsβ.
Denote by s<(ǫ) the unique positive solution of the equation s = 1 − ǫβµsβ, so that
∂F
∂s
(s<(ǫ); ǫ) = 0. Set
f(ǫ) := F (s<(ǫ); ǫ).
Note that f is a real analytic function for small |ǫ|. Then fj := 1j! d
jf
dǫj
(0), j ∈ N.
Let now β ∈ (1,∞). For s > 0 and ǫ ∈ R, |ǫ| ≪ 1, introduce the function
G(s; ǫ) := µsβ − ln s+ ǫs.
Denote by s>(ǫ) the unique positive solution of the equation βµs
β = 1 − ǫs so that
∂G
∂s
(s>(ǫ); ǫ) = 0. Define
g(ǫ) := G(s>(ǫ); ǫ),
which is a real analytic function for small |ǫ|. Then gj := 1j! d
jg
dǫj
(0), j ∈ N.
In our next theorem we deal with the case where vb,q admits a power-like decay at in-
finity. Our general assumption concerning the perturbation Opw(V) is:
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H3 The symbol V is real-valued and satisfies the hypotheses of Proposition 3.3.
We recall that under Assumption H3 the operator Op
w(V) is self-adjoint and bounded
in L2(R2), and Opw(V)H−10 is compact. However, we do not suppose now that Opw(V)
has a definite sign. Further, under Assumption H3, there exists a symbol W ∈ S0̺ (R4)
such that Opw(V)2 = Opw(W). By analogy with (3.41), set
wb,q(y, η) :=
∫
R2
(W ◦ κb)(x, ξ, y, η)Ψq(x, ξ)dxdξ, (y, η) ∈ R2, q ∈ Z+.
Our next assumption concerns the decay of the symbols vb,q and wb,q at infinity:
H4,q,γ Let q ∈ Z+. Then there exist γ > 0 and ̺ ∈ (0, 1] such that vb,q ∈ S−γ̺ (R2) and
wb,q ∈ S−2γ̺ (R2).
Remark: A simple sufficient condition which guarantees the fulfillment of H3 and H4,q,γ
is that V ∈ S−γ̺ (R4) with some γ > 0 and ̺ ∈ (0, 1]. In this case, the operator Opw(V)
is not only bounded but also compact. Another condition which implies the validity of
H3 and H4,q,γ is that Op
w(V ) = V is a local potential, and V ∈ S−γ̺ (R2). This case
corresponds to an electric perturbation of H0 and was considered in [33, 23].
It is more convenient to formulate Theorem 5.4 below in the terms of eigenvalue counting
functions. For S = S∗ ∈ B(L2(R2)), SH−10 ∈ S∞(L2(R2)), set
N>q (λ;S) := N(Λq+λ,Λq+b)(H0 + S), λ ∈ (0, b), q ∈ Z+,
N<q (λ;S) := N(Λq−1+b,Λq−λ)(H0 + S), λ ∈ (0, b), q ∈ N,
N<0 (λ;S) := N(−∞,Λq−λ)(H0 + S), λ > 0.
Let f : (0,∞) → [0,∞) be a non-increasing function. We will say that f satisfies the
condition C if there exists λ0 ∈ (0,∞) such that:
• f is derivable on (0, λ0);
• there exist numbers 0 < γ1 < γ2 <∞ such that for any λ ∈ (0, λ0) we have
(5.11) γ1f(λ) < −λf ′(λ) < γ2f(λ).
Let n ∈ N. For a Lebesgue-measurable function F : R2n → R set
V±n (λ;F) := (2π)−n
∣∣{(x, ξ) ∈ R2n | ± F(x, ξ) > λ}∣∣ , λ > 0,
where | · | is the Lebesgue measure in R2n.
Theorem 5.4. Assume that V satisfies H3 and H4,q,γ with q ∈ Z+ and γ > 0. Assume
that the functions V±1 (·; vb,q), vb,q being defined in (3.41), satisfy the condition C. If
lim infλ↓0 λ2/γV+1 (λ; vb,q) > 0 (resp., if lim infλ↓0 λ
2/γV−1 (λ; vb,q) > 0), then we have
(5.12) N>q (λ; Opw(V)) = V+1 (λ; vb,q)(1 + o(1)), λ ↓ 0,
or, respectively,
(5.13) N<q (λ; Opw(V)) = V−1 (λ; vb,q)(1 + o(1)), λ ↓ 0.
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Remark: It is easy to show that there exists δ > 0 such that we can replace o(1) by O(λδ)
in the remainder estimates in (5.12) - (5.13). Since anyway these remainder estimates
would not be sharp, we omit the tedious technical details.
5.2. Proofs of Theorems 5.2 and 5.3.
5.2.1. Auxiliary results. Let T = T ∗ be a compact operator in a Hilbert space X . For
s > 0 set
n±(s;T ) := N(s,∞)(±T ).
If rankT+ = ∞ which is equivalent to lims↓0 n+(s;T ) = ∞, denote by {νk(T )}∞k=0 the
non-increasing sequence of the positive eigenvalues of T . If Tj = T
∗
j ∈ S∞(X) and
sj > 0, j = 1, 2, then the Weyl inequalities
(5.14) n±(s1 + s2;T1 + T2) ≤ n±(s1;T1) + n±(s2;T2)
hold true (see e.g. [4, Theorem 9, Section 9.2]).
Proposition 5.5. Suppose that H1 and H2,q,r with q, r ∈ Z+, hold true and ζ satisfies
the assumptions of Theorem 5.2 or of Theorem 5.3. Then rank (prζpr) =∞, m±q =∞,
and for each ε ∈ (0, 1) there exists k0 ∈ Z+ such that for sufficiently large k ∈ N we
have
(5.15)
1
1 + ε
νk+k0(prζpr) ≤ ±(λ±k,q(V)− Λq) ≤
1
1− ενk−k0(prζpr).
Proof. By the generalized Birman-Schwinger principle (see e.g. [1, Theorem 1.3], [3,
Proposition 1.6]),
(5.16) Nq(λ;±Opw(V)) = n∓(1; Opw(V)1/2(H0 − Λq ∓ λ)−1Opw(V)1/2) +O(1).
Writing
(H0 − Λq ∓ λ)−1 = ∓λ−1pq + (I − pq)(H0 − Λq ∓ λ)−1,
bearing in mind that the operator (I − pq)(H0 − Λq ∓ λ)−1 admits a uniform limit as
λ ↓ 0, and applying the Weyl inequalities (5.14), we easily find that for each ε ∈ (0, 1)
we have
n+((1 + ε)λ; Op
w(V)1/2pqOpw(V)1/2) +Oε,q(1) ≤
n∓(1; Op
w(V)1/2(H0 − Λq ∓ λ)−1Opw(V)1/2) ≤
(5.17) n+((1− ε)λ; Opw(V)1/2pqOpw(V)1/2) +Oε,q(1),
as λ ↓ 0. Further, by Corollaries 3.7, 3.8 and 3.9, we have
n+(s; Op
w(V)1/2pqOpw(V)1/2) = n+(s; pqOpw(V)pq) =
(5.18) n+(s; Op
w(vb,q)) = n+(s; Op
aw(v˜b,q)) = n+(s; p0ωb,qp0) = n+(s; prζpr), s > 0.
Putting together (5.16), (5.17), and (5.18), we get
(5.19) n+((1+ε)λ; pr ζ pr)+Oε,q(1) ≤ Nq(λ;±Opw(V)) ≤ n+((1−ε)λ; pr ζ pr)+Oε,q(1).
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By [34], n+(λ; prζpr) tends to infinity as λ ↓ 0 which implies rank (prζpr) = ∞. By
(5.19), the counting function Nq(λ;±Opw(V)) also tends to infinity as λ ↓ 0, and hence
m±q =∞. Finally, estimate (5.15) follows easily from (5.19). 
Let Γ ⊂ R2 be a Jordan curve, i.e. a simple closed curve. We will call it C2-smooth if
there exists a C2-smooth diffeomorphism x : S1 → Γ.
Proposition 5.6. Let Ω ⊂ R2 be a bounded domain. Then there exists a sequence of
C2-smooth Jordan curves Γj ⊂ Ω such that
(5.20) lim
j→∞
C(Γj) = C(Ω).
Proof. We follow closely the main idea suggested by [36]. Let K ⊂ R2 be a compact
set, and j ≥ 2. Set
∆j(K) := max
w1,...,wj
∏
k,ℓ,k 6=ℓ
|wk − wℓ|.
Then [30, Satz 4] implies that if, in addition, K is connected, we have
(5.21) jjC(K)j(j−1) ≤ ∆j(K) ≤ (4e−1 ln j + 4)jjj C(K)j(j−1).
By the left-hand inequality in (5.21), there exist w1, . . . , wj in Ω such that
(5.22)
∏
k,ℓ,k 6=ℓ
|wk − wℓ| ≥ jjC(Ω)j(j−1).
Choosing points w′k ∈ Ω sufficiently close to wk we can find w′1, . . . , w′j ∈ Ω such that∏
k,ℓ,k 6=ℓ
|w′k − w′ℓ| ≥ C(Ω)j(j−1).
Then there exists a C2-smooth Jordan curve
(5.23) Γj =
{
x(s) ∈ Ω | s ∈ S1}
such that w′k ∈ Γj , k = 1, . . . , j. In order to see this, it suffices to connect the points
w′k, k = 1, . . . , j, by a piecewise-linear Jordan curve lying in Ω, and then smooth out
the corners. Since Γj is compact and connected, (5.22) implies
(5.24) ∆j(Γj) ≥ C(Ω)j(j−1).
On the other hand, the right-hand inequality of (5.21) implies
(5.25) ∆j(Γj) ≤ (4e−1 ln j + 4)jjjC(Γj)j(j−1).
Combining (5.24) and (5.25), we get
C(Ω) ≤ (4e−1 ln j + 4)1/(j−1)j1/(j−1)C(Γj),
and, therefore,
(5.26) lim inf
j→∞
C(Γj) ≥ C(Ω).
Since Γj ⊂ Ω, we have C(Γj) ≤ C(Ω) which together with (5.26) yields (5.20). 
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Corollary 5.7. Let Ω ⊂ R2 be a bounded domain. Then there exists a sequence of
domains Ωj ⊂ R2 with Lipschitz boundaries ∂Ωj , such that Ωj ⊂ Ω and
(5.27) lim
j→∞
C(Ωj) = C(Ω).
Proof. Let Γj be the C
2-smooth Jordan curve introduced in (5.23), and let n(s) :=
(x′
2
(s),−x′
1
(s))
|x′(s)| , s ∈ S1, be a normal unit vector to Γj . Set
Ωj :=
{
x(s) + tn(s) | s ∈ S1, |t| < εj
}
where εj > 0 is so small that Ωj ⊂ Ω and ∂Ωj is Lipschitz-smooth. Since Γj ⊂ Ωj ⊂ Ω,
(5.27) follows from (5.20). 
Proposition 5.8. [17, Lemma 2] Let Ω ⊂ R2 be a bounded domain with Lipschitz
boundary. Fix q ∈ Z+. Then rank pq 1Ω pq =∞ and we have
(5.28) lim
k→∞
νk(pq 1Ω pq) = −k ln k +
(
1 + ln
(
bC(Ω)2
2
))
k + o(k), k →∞.
5.2.2. Proof of Theorem 5.2. Pick a sequence of domains Ωj ⊂ R2 with Lipschitz bound-
aries ∂Ωj such that Ωj ⊂ Ω and (5.27) holds true; the existence of such a sequence is
guaranteed by Corollary 5.7. Set
m−j := inf
x∈Ωj
ζ(x), j ∈ N, m+ := sup
x∈Ω
ζ(x).
Evidently, 0 < m−j ≤ m+ <∞. Moreover,
(5.29) m−j 1Ωj(x) ≤ ζ(x) ≤ m+ 1Ω(x), x ∈ R2, j ∈ N.
By the mini-max principle, estimate (5.29) implies
(5.30) m−j νk(pr 1Ωj pr) ≤ νk(prζpr) ≤ m+ νk(pr 1Ω pr), k ∈ Z+.
By (5.28) and (5.30), we get
1 + ln
(
bC(Ωj)
2
2
)
≤ lim inf
k→∞
ln νk(pr ζ pr) + k ln k
k
≤
(5.31) lim sup
k→∞
ln νk(pr ζ pr) + k ln k
k
≤ 1 + ln
(
bC(Ω)2
2
)
,
for every j. Combining (5.31) and (5.27), we obtain
(5.32) ln νk(pr ζ pr) = −k ln k +
(
1 + ln
(
bC(Ω)2
2
))
k + o(k), k →∞.
Now (5.5) follows from (5.15) and (5.32).
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5.2.3. Proof of Theorem 5.3. For δ ∈ R, c0 > 0, c1 ∈ R, and R > 0, set
χδ,c0,c1,R(x) := c0|x|δe−γ|x|
2β
1R2\BR(x) + c11BR(x), x ∈ R2,
where β > 0, γ > 0, are the parameters introduced in the statement of the theorem.
Arguing as in the proof of [28, Theorem 2.2], we can show that there exist δ< ≤ δ> ∈ R,
0 ≤ c0,< ≤ c0,>, c1,< ≤ c1,> ∈ R and R > 0, such that
(5.33) νk(p0 χδ<,c0,<,c1,<,R p0) ≤ νk(pr ζ pr) ≤ νk(p0 χδ>,c0,>,c1,>,R p0)), k ∈ Z+.
Since the functions χδ,c0,c1,R are radial, we easily check that the eigenvalues of the oper-
ator p0 χδ,c0,c1,R p0 : Ran p0 → Ran p0 coincide with the numbers
〈χδ,c0,c1,R ϕk,0, ϕk,0〉L2(R2) =
1
k!
(
(2/b)δ/2c0
∫ ∞
ρ
tk+δ/2e−µt
β−tdt+ c1
∫ ρ
0
e−ttkdt
)
, k ∈ Z+,
with µ = (2/b)βγ and ρ = bR2/2. Applying (5.33) and [28, Lemma 5.3], we find that
(5.34) ln νk(pr ζ pr) =

−∑1≤j< 1
1−β
fjk
(β−1)j+1 +O(ln k) if β ∈ (0, 1),
− (ln (1 + µ)) k +O(ln k) if β = 1,
−β−1
β
k ln k + k β−1−ln (µβ)
β
−∑1≤j< β
β−1
gjk
( 1
β
−1)j+1 +O(ln k) if β ∈ (1,∞),
as k →∞, the coefficients fj and gj being introduced in the statement of Theorem 5.3.
Now asymptotic relations (5.8) – (5.10) follow from (5.15), and (5.34).
5.3. Proof of Theorem 5.4. Our first step, Proposition 5.9 below, reduces the as-
ymptotic analysis of N>q (λ; Opw(V)) and N<q (λ; Opw(V)) as λ ↓ 0, to the eigenvalue
asymptotics for the Toeplitz operator Tq(V), q ∈ Z+. In fact, we formulate Proposition
5.9 in a more general setting.
Proposition 5.9. Let S = S∗ ∈ B(L2(R2)) such that the operator SH−10 is compact.
Let T := Λq
(|Re (SH−10 )|+ |Im (SH−10 )|). Then for any q ∈ Z+ and ε > 0 we have
(5.35) n+(λ; pq(S − ε|T |)pq) +Oq,ε(1) ≤ N+q (λ;S) ≤ n+(λ; pq(S + ε|T |)pq) +Oq,ε(1),
(5.36) n−(λ; pq(S + ε|T |)pq) +Oq,ε(1) ≤ N−q (λ;S) ≤ n−(λ; pq(S − ε|T |)pq) +Oq,ε(1),
as λ ↓ 0.
We omit the standard proof which follows the general lines of [33, Section 5].
Now note that under the hypotheses of Proposition 5.9, the Weyl inequalities (5.14) and
the mini-max principle easily imply
(5.37) n±(λ; pq(S∓ε|T |)pq) ≥ n±(λ(1+η); pqSpq)−2n+(λ2η2ε−2; (1+Λ−10 Λq)2pqS2pq),
(5.38) n±(λ; pq(S±ε|T |)pq) ≤ n±(λ(1−η); pqSpq)+2n+(λ2η2ε−2; (1+Λ−10 Λq)2pqS2pq),
for any λ > 0, ε > 0, and η ∈ (0, 1). Combining (5.35) - (5.36) and (5.37) - (5.38) with
S = Opw(V), and bearing in mind Corollary 3.7, we obtain
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Corollary 5.10. Under the hypotheses of Theorem 5.4 there exists a constant C1 > 0
such that
n−(λ(1 + η); Opw(vb,q))− 2n+(C1λ2η2ε−2; Opw(wb,q)) +Oε,q(1) ≤
N<q (λ) ≤
(5.39) n−(λ(1− η); Opw(vb,q)) + 2n+(C1λ2η2ε−2; Opw(wb,q)) +Oε,q(1),
n+(λ(1 + η); Op
w(vb,q))− 2n+(C1λ2η2ε−2; Opw(wb,q)) +Oε,q(1) ≤
N>q λ) ≤
(5.40) n+(λ(1− η); Opw(vb,q)) + 2n+(C1λ2η2ε−2; Opw(wb,q)) +Oε,q(1),
Our next goal is to study the asymptotics of n±(λ; Op
w(vb,q)) and n+(λ; Op
w(wb,q)) as
λ ↓ 0. To this end, we will apply the approach developed in [11].
Proposition 5.11. Let F = F ∈ S−γρ (R2n) for some n ∈ N, γ > 0, and ρ ∈ (0, 1].
Assume that the functions V+n (·;F) and V−n (·;F) satisfy the condition C, and
lim inf
λ↓0
λ2n/γV±n (λ;F) > 0.
Then there exists δ > 0 such that
n±(λ; Op
w(F)) = V±n (λ;F)(1 +O(λδ)), λ ↓ 0.
Proposition 5.11 follows from the main theorem of [11] with ϕ(x, ξ) = φ(x, ξ) := (1 +
|x|2 + |ξ|2)̺/2 and m(x, ξ) := (1 + |x|2 + |ξ|2)−γ/2, (x, ξ) ∈ R2n.
Let us now prove the validity of (5.12). By Proposition 5.11,
(5.41) n+(s; Op
w(vb,q)) = V
+
1 (s; vb,q)(1 + o(1)), s ↓ 0.
Since V1(·; vb,q) satisfies by assumption condition C, we find that
(5.42)
(1 + η)−γ1V+1 (λ; vb,q) ≤ V+1 ((1 + η)λ; vb,q), V+1 ((1− η)λ; vb,q) ≤ (1− η)−γ2V+1 (λ; vb,q),
for any η ∈ (0, 1) and λ > 0. It is easy to check that our assumption wb,q ∈ S−2γ̺ (R2)
implies the existence of a constant C2 such that
(5.43) n+(s; Op
w(wb,q)) ≤ C2s−1/γ
for s > 0 small enough. Putting together (5.39) - (5.40) and (5.41) – (5.43), we find
that there exists a constant C3 such that for any η ∈ (0, 1) and ε > 0 we have
(1 + η)−γ2 − C3(η2ε−2)−1/γ ≤ lim inf
λ↓0
Nq(λ; Opw(V))
V+1 (λ; vb,q)
≤
lim sup
λ↓0
Nq(λ; Opw(V))
V+1 (λ; vb,q)
≤ (1− η)−γ1 + C3(η2ε−2)−1/γ .
Choosing η =
√
ε and letting ε ↓ 0, we obtain (5.12). The proof of (5.13) is analogous.
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