Abstract. A procedure to obtain the eigenenergies and eigenfunctiones of a quantum spiked oscillator is presented. The originality of the method lies in an adequate use of asymptotic expansions of Wronskians of algebraic solutions of the Schrödinger equation. The procedure is applied to three familiar examples of spiked oscillators PACS number: 03.65.Ge, 02.30.Hq
Introduction
Spiked harmonic oscillators, i. e., harmonic oscillators to which a singular repulsion at the origin λ r α , λ > 0, α > 0, has been added, have deserved a considerable interest since the publication of the pioneering paper of Klauder [1] , three decades ago. A very extensive list of articles dealing with the topic can be found in more recent papers by Saad, Hall and Katatbeth [2] and by Liverts and Mandelzweig [3] . Singular (at the origin) potentials were firstly considered in the context of collision of particles [4] , the main interest being the adequate definition of the S matrix. Here we are concerned with the determination of the energy levels and the corresponding wave functions of a particle bound in a confining potential behaving at infinity like r n , n ≥ 2, and presenting a singularity of the type r −m , m > 2, at the origin. Besides of numerical integration of the Schrödinger equation by procedures adapted to the singular potential [5, 6, 7] and iterative methods of the Lanczos type [8] , different approximate methods have been implemented to solve spiked oscillator problems. The usual WKB method was discarded from the very beginning in view of the results of Detwiler and Klauder [9] which also showed that conventional perturbative methods could not be used in the case of supersingular potentials. Harrell, in a very lucid paper [10] , suggested a modified perturbation theory to a finite order applicable in that case. A perturbative study of nonsingular (α < 5/2) spiked harmonic oscillators in the two regimes of weak coupling (λ ≪ 1) and strong coupling (λ ≫ 1) has been carried out by Aguilera-Navarro et al [11] . They and other authors [12] have discussed the connection between the expansions obtained in the two regimes. For the case of critical (α = 5/2) singularity, a large coupling perturbative expansion has been obtained [13] . One or more supersingular (α > 5/2) terms added to the harmonic oscilator potential have been treated also perturbatively by Guardiola and Ros [14] and by Hall and coworkers [15, 16] . Nonperturbative procedures have also been used: let us mention different implementations of variational methods [2, 13, 16, 17, 18, 19] , matricial [20] and Hill-determinant [21] techniques, a conveniently modified WKB method [22] , smooth transformations of solvable potentials [23] , the pseudoperturbative shifted-l expansion technique [24] , and the more recently proposed quasilinearization method [3] .
All these procedures provide with reasonably accurate values of the energies, at least for the ground state, but are not able to give the wave function in the vicinity of the origin. This fact, in addition to being unsatisfactory from an aesthetical point of view, may lead to incorrect expected values of certain operators.
The first attempt to obtain the correct wave functions of spiked harmonic oscillators was done, to our knowledge, by Znojil [25, 26] , who looked for solutions of the Schrödinger equation in the form of Laurent series multiplied by a non integer power of the variable. Substitution of such series in the differential equation leads to a recurrence relation satisfied by the coefficients; convergence of the series occurs only for a specific value of the non integer exponent. For any given energy, two independent solutions of that kind are obtained. They constitute a basis in the space of solutions of the differential equation for that value of the energy. The wave function, that can be written as a linear combination (with only one effective degree of freedom) of these two basic solutions, must be well behaved at the origin and at infinity. This double requirement can be satisfied, by adjusting the degree of freedom of the mentioned linear combination, only when the considered value of the energy is one of its eigenvalues. This is, schematically, the procedure followed by Znojil to find the energies and the wave functions of certain spiked harmonic oscillators. The procedure, rigorous in principle, presents the drawback that there is no possibility of evaluating the basic solutions neither at the origin nor at infinity. For this reason, Znojil obtained approximate values of the eigenenergies by requiring the vanishing of the wave function at a pair of points r 0 ≪ 1 and r ∞ ≫ 1.
The procedure that we present in this paper is much in the spirit of the Znojil's method, but differs from it in the manner in which the regularity of the wave function is imposed: our r 0 and r ∞ are actually the origin and the infinity. Although the wave function cannot be calculated at these points, we are able to know its asymptotic behaviour in their vicinity and we may require that it be the correct one. The eigenenergies determined in this way are, therefore, exact save for errors inherent to the computation process. But these errors can be reduced by increasing the number of digits carried along the calculations.
In the next Section we consider basic solutions of the Schrödinger equation for a very general three-dimensional spiked oscillator represented by the potential
where the index q runs along a finite set of negative and positive integer and/or rational numbers, whose extremes are q min < 0 and q max > 0. Moreover, in order to have a true spiked oscillator, we assume that both A(q min ) and A(q max ) are positive. Section 3 explains how to determine the behaviour at the origin and at infinity of a general solution. The requirement, in Section 4, of a regular behaviour at both singular points provides a quantization condition whose fulfilment determines the energy levels and the wavefunction. The procedure is applied to three popular cases of spiked oscillators in Section 5. Appendices A and B give details of the nontrivial steps of the method.
Solutions of the Schrödinger equation
The radial Schrödinger equation for the wave of angular momentum L
with a potential given by (1), can be easily written in the form
with a "potential" (including centrifugal and energy terms) that, multiplied by z 2 , becomes a combination of positive and negative integer powers of z,
Obviously, z represents a power of the radial variable r, with exponent conveniently chosen, and w(z) is the reduced radial wave function R(r) multiplied by an adequate function of r. The origin and the infinity are the only singularities, of ranks ‡ respectively M and N, of the differential equation (3) . We are interested in considering three pairs of independent solutions, namely:
• Two Floquet or multiplicative solutions [28, 29] , w 1 and w 2 , that, except for particular sets of values of the parameters g s in (4), have the form
The indices ν j are not uniquely defined. They admit addition of any integer (with an adequate relabeling of the coefficients). In the general case, the indices ν j and the coefficients c n,j may be complex. ‡ We adopt the definition of ranks used in Ref. [27] , mainly because our work is based on the Naundorf's treatment of the homogeneous linear second order differential equation. According to the definitions used in Ref. [28] , the singularities should be of ranks M + 1 and N + 1.
• Two Thomé § formal solutions, w 3 and w 4 , that have the nature of asymptotic expansions for z → ∞,
It is usual to say that these two expansions are associated to each other.
• Two Thomé formal solutions, w 5 and w 6 , asymptotic expansions for z → 0, of the form
Also these expansions are associated.
The determination of the indices ν j and the coefficients c n,j of the multiplicative solutions is rather laborious. By substitution of (5) in (3) one obtains the infinite set of homogeneous equations for the coefficients
that can be interpreted as a nonlinear eigenvalue problem, where the eigenvalue ν must be such that
In Appendix A we recall the Newton iterative method to solve that problem. In general, two indices, ν 1 and ν 2 , and two corresponding sets of coefficients, {c n,1 } and {c n,2 } are obtained, but for certain sets of values of the parameters g s only one multiplicative solution appears. Any other independent solution must include powers of the variable multiplied by its logarithm. Such logarithmic solutions cannot correspond, usually, to the practical system that one tries to describe and are, therefore, to be discarded. We will assume, from now on, that the parameters g s are such that (3) admits two independent multiplicative solutions. In what concerns the formal solutions w 3 and w 4 , the exponents α and µ and the coefficients a m must be such that the expansions in the right hand side of (6) satisfy the differential equation. One obtains in this way
(10) § Although the credit of these solutions is attributed to Thomé, they were used before by Fabry and by Poincaré. We are grateful to Prof. Alberto Grünbaum for illustrating us about this fact.
Cancellation of the powers z 2N , z 2N −1 , . . . , z N +1 inside the bracket of the first term in (10) produces a system of equations
which can be solved successively. There are two sets of solutions, {α p,3 } and {α p,4 }, that obviously verify
Let us assign the labels 3 and 4 in such a way that
Accordingly, the formal solution w 3 presents, from the physical point of view, the adequate behavior at infinity, on the positive real semiaxis, whereas w 4 should be rejected. Cancellation of the coefficient of z N in the left hand side of (10) gives the two exponents µ k in terms of the previously obtained α p,k . Notice that
Finally, cancellation of the coefficient of z n , n = N − 1, N − 2, . . . , −∞, implies a recurrence relation for the coefficients a m,k that allows one to obtain all of them starting with an arbitrarily chosen a 0,k = 0.
Analogously, by requiring the expansions in the right hand side of (7) to satisfy the differential equation, one obtains for the formal solutions w 5 and w 6
Now, cancellation of the powers z −2M , z −2M +1 , . . . , z −M −1 inside the bracket of the first term in (14) gives the system of equations
The two sets of solutions, {β q,5 } and {β q,6 }, verify
If the labels 5 and 6 are assigned in such a way that
the formal solution w 5 vanishes at the origin, whereas w 6 diverges. Cancellation of the coefficient of z −M in the left hand side of (14) allows one to obtain the two exponents ρ l in terms of the previously calculated β q,l . They obey the relation
The coefficients b m,l can be obtained, starting with an arbitrarily chosen b 0,l , by making use of the recurrence relation steming from the cancellation of the coefficient of z n , n = −M + 1, −M + 2, . . . , +∞, in the left hand side of (14).
The connection factors
Any solution w of the differential equation (3) can be written as a linear combination of the two multiplicative solutions,
Its behavior in the neighbourhood of the singular points can be immediately written if, besides the coefficients ζ 1 and ζ 2 , one knows the behaviour of the multiplicative solutions, that is, if one knows the connection factors T of their asymptotic expansions,
These connection factors are, obviously, numerical constants, but their values depend on the sector of the complex plane where z lies. This fact, known as "Stokes phenomenon" [30] , introduces a slight complication. As it is well known, the connection factor multiplying any one of the asymptotic expansions in the right hand sides of (19) and (20) takes different values in the sectors of the complex z-plane separated by a Stokes ray of the associated expansion. On the ray, the value of the connection factor is the average of those two different ones. We are interested in the behaviour of w(z) in the vicinity of the origin and at infinity on the ray arg z = 0. Since this is a Stokes ray for the expansions w 4 and w 6 , the values of T j,3 and T j,5 for arg z = 0 are the respective averages of their values for z just above and below the positive real semiaxis. The problem of finding the connection factors T has been considered by several authors. Most of them [31] refer to a differential equation for which the origin is an ordinary or a regular singular point and the infinity is an irregular singular one. As far as we know, only the procedure developed by Naundorf [27] becomes applicable also to the present case of both the origin and the infinity being irregular singular points. In a former paper [32] we have suggested a modification of the Naundorf's procedure, improving notably its performance, and applied it to find the bound states of anharmonic oscillators, whose Schrödinger equations present an irregular singular point at infinity, the origin being an ordinary or a regular singular one. Some mathematical questions left aside in that paper have been tackled in a posterior one [33] . As we are going to show, our improvement of the Naundorf's method is easily applicable in the case of the origin being also an irregular singular point, as it happens in the Schrödinger equations of spiked oscillators.
Our procedure to calculate the connection factors makes use of the fact that they can be written as quotients of Wronskians of the solutions presented in section 2. We adopt the usual definition of Wronskian of two functions f (z) and g(z), namely
We benefit from the fact that equation (3) is a second order linear differential one where the first derivative term is absent and, therefore, the Wronskian of any two of their solutions is a constant. Then, it is immediate to obtain
The denominators of the quotients in the right hand sides of these equations can be computed trivially. One obtains
The calculation of the numerators is not so easy. Direct computation of any one of them gives a certain power of z times an infinite series of negative and positive powers of z. This does not seem to be an adequate expression to determine the (independent of z) value of the Wronskian. Instead, we have devised a trick that allows one to obtain each one of those numerators. Appendix B contains a detailed description of the procedure.
The quantization condition
We have already mentioned that any solution of (3) can be written as a linear combination of the two multiplicative solutions, like in (18) . According to (20) , its behaviour in the neighbourhood of the origin is given by
Since w 6 diverges as z goes to zero, the coefficients ζ 1 and ζ 2 must be such that
On the other hand, at infinity,
The correct asymptotic behaviour occurs when
The fulfilment of both requirements (26) and (28) implies the quantization condition
For given potential (1) and angular momentum, the connection factors are functions only of the energy, through one of the parameters g s in (4). Therefore, the left hand side of (29) is but a function of the energy whose zeros are the eigenenergies of the spiked oscillator. The problem of finding the wave functions is now immediately solved. Any nontrivial solution {ζ 1 ,ζ 2 } of the system of equations (26) and (28) gives the (unnormalized) physical solution
For the computation of w phys in the neighbourhood of the origin or for large values of z, the asymptotic expansions
should be used instead of (30) , that suffers from strong cancellations in the right hand side for z in those regions. So, there is no difficulty to normalize w phys properly.
Some examples
In order to illustrate how our procedure may serve to treat spiked oscillators, we are going to apply it to a few cases that have already been considered, by having recourse to different approximations, by other authors. The numerical results given below have been obtained by using double precision FORTRAN codes. In our opinion, the digits shown in the quoted values of the energies are correct. Our procedure could provide additional correct digits but it would require a higher precision arithmetic. This need is more evident in the case of high values of the potential parameters, angular momentum different from zero, or excited states. Following a common practice and to facilitate comparison of our results with those of other authors, we assume that r is a dimensionless variable that represents a distance in a given scale. Analogously, we use dimensionless symbols, E and A q to represent the energy and the intensities of the different terms of the potential, that are assumed expressed in adequate units.
The first example to be considered is a three dimensional spiked harmonic oscillator, of potential
which has been most discussed by other authors. We will assume, without loss of generality, that
The radial Schrödinger equation (2), written in terms of the variable z ≡ r , turns into Eq. (3) for the function
where, obviously, L represents the angular momentum quantum number. So, the ranks of the singularities at the origin and at infinity are, respectively,
The coefficients c n,j of the Floquet solutions obey the recurrence relation (omitting the second subindex j)
The Thomé solutions at infinity have exponents
and coefficients a m,k (k = 3, 4) obeying the recurrence relation (omitting the second subindex k)
For the Thomé solutions at the origin the exponents are
and the coefficients b m,k , (k = 5, 6) satisfy the recurrence relation (omitting the second subindex k)
The definitions of Floquet and Thomé solutions given above fix them up to arbitrary multiplicative constants. To avoid ambiguities in the definition of the connection factors, we assume from now on that those arbitrary constants have been chosen in such a way that
Then, according to Eqs. (23) and (24), we have for the denominators in Eqs. (21) and (22) W
Our procedure gives for the numerators in the same equations (for j = 1, 2)
where we have abbreviated
We report in Table 1 our ground-state energies of the spiked oscillator of potential (33) , for several values of the parameter A −4 . The quoted energies should be compared with those in Table 3 of Ref. [18] , that collects results obtained by several authors with different methods. Obviously, our procedure is superior to variational ones, as it provides with four more correct digits in the energies for the values of A −4 considered. In fact, our double precision FORTRAN calculations give results with an accuracy comparable to the excellent one reached by Buendía et al. [7] thanks to an analytic continuation method or by Roy [6] by using a generalized pseudospectral method. (Notice that, due to a different definition of the Schrödinger operator, our energies should be divided by 2 if they are to be compared with those of Table 4 of Ref. [6] .) As mentioned above, larger values of A −4 require a more precise arithmetic to the same accuracy in the results. For completeness, we give also in the same table the indices ν j of the Floquet solutions. We have already mentioned the existing ambiguity in the values of the indices. To avoid it, we assume that the indices vary continuously with the parameter A −4 and fix their integer part in such a way that ν 1 = 0 (and, consequently, ν 2 = 1) for A −4 = 0, as it should be for a particle of zero angular momentum. As A −4 increases, the index ν 1 increases also until it reaches the value 0.5 for A −4 = 0.1305 . . . and an eigenenergy E = 3.6454 . . .. Notice that, for those critical values of the parameters, ν 1 = ν 2 and only one Floquet solution of the form (5) is obtained. Any other independent solution of the differential equation must contain logarithmic terms. Our procedure, in its present form, is not applicable in this case. A different implementation of the basic idea would be necessary. If A −4 continues increasing above the critical value, the real part of ν 1 remains equal to 0.5, whereas its imaginary part increases. Obviously, the two Floquet solutions are then complex conjugate to each other. This fact allows one to simplify the calculations in our procedure.
In order to illustrate the trend of the coefficients of the Floquet and Thomé solutions, we show, in Tables 2 to 7 , the most relevant of them for two particular cases. Tables 2, 3 and 4 correspond to the ground state of the example discussed by Table 1 . Ground-state energy of a spiked oscillator of potential (33) The coefficients of the Floquet solutions can be seen in Table 2 , and those of the Thomé solutions at infinity and at the origin in Tables 3 and 4 , respectively. The second particular case, illustrated in Tables 5, 6 and 7, is that of A −4 = 1 and angular momentum L = 2, considered by Aguilera-Navarro and Ley Koo [19, Our second example is a three dimensional spiked harmonic oscillator which has received also considerable attention and which becomes quasi-exactly solvable for certain sets of parameters. The potential is
Following a common practice, we will assume
We can reduce the rank of the singularities of the radial Schrödinger equation by using a variable
Equation (2) turns in this way into Eq. (3) for the function
Now the ranks of the singularities at the origin and at infinity are, respectively,
This fact reveals that we are dealing with a double confluent Heun Equation [34] . In a recent paper [35] , we have detailed the algorithm resulting from the application of our method to an equation of this type. For the coefficients c n,j of the Floquet solutions we have the recurrence relation (omitting the second subindex j)
The Thomé solutions at infinity have exponents we have, from Eqs. (23) and (24),
For the numerators in Eqs. (21) and (22) our procedure gives in this second example (for j = 1, 2)
−n , (49) with the abbreviations
The connection factors are then obtained immediately from Eqs. (21) and (22) . The ground state energies of the spiked oscillator of potential (43) obtained with our method, for several values of A −6 and A −4 , are shown in Table 8 . The chosen values of the parameters allow to compare our results with the extremely precise ones of Buendía et al. [7] and of Roy [6] . The concordance is remarkable. We have considered also values of A −6 and A −4 , both different from zero, allowing comparison with the variational results of Saad, Hall and Katatbeth [2] . In the same table we give also the indices ν 1 and ν 2 of the Floquet solutions. As in the preceding example, the physical solution w phys can be obtained easily following the steps indicated in Section 4. Going back to the original variable r and reduced radial wave function R(r) is trivial.
Potential V (r) = r
2 + λ r
As a third example, we have chosen the spiked oscillator whose potential
presents a critical singularity. The Schrödinger equation (2) and w(z) = r −3/8 R(r), g(z) being now
The singularities at the origin and at infinity have ranks
The recurrence relation for the coefficients c n,j of the Floquet solutions (5) is (omitting the subindex j = 1, 2)
For the exponents of the Thomé solutions at infinity we have
and for their coefficients a m,k (omitting the subindex k = 3, 4)
The Thomé solutions at the origin have exponents
and coefficients b m,l that satisfy the recurrence relation (omitting the second subindex l = 5, 6)
If we choose, as in the preceding examples,
we have for the denominators in Eqs. (21) and (22) 
The numerators in the same equations (for j = 1, 2) are given by Table 9 . Ground-state energy of the critical spiked oscillator of potential (53) for several values of the intensity λ. The column headed by E shows our results. For comparison, we show, in the column headed by E lit , values taken from the literature, namely from Refs. [7] (superscript a) and [13] where we have abbreviated
The ground state energies obtained by using our procedure are reported in Table  9 . We have taken for λ several values already considered by other authors, whose results are shown also in Table 9 in order to facilitate comparison. As it can be seen, our result are considerably more accurate than those obtained by numerical integration of the Schrödinger equation [13] , although we do not reach, with our double precision FORTRAN codes, the impressive accuracy of the results of Buendía et al. [7] obtained with the analytic continuation method. Our procedure, however, can provide with results with as many correct digits as desired if a sufficiently precise arithmetic is used. And, very important, the wave function is obtained in a very convenient form (asymptotic expansions and Laurent series) for algebraic manipulations like normalization or computation of expected values.
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Appendix A. Indices and coefficients of the Floquet solutions
In Sec. 2 we have referred to the Floquet or multiplicative solutions (5) of Eq. (3) and mentioned that their indices ν j and coefficients c n,j must obey the infinite set of homogeneous equations (8) and the condition (9) . (Along this Appendix we will omit, for brevity, the subindex j in ν j and c n,j .) As it has been already said, we face a nonlinear eigenvalue problem. Algorithms to solve finite order problems of this kind have been discussed by Ruhe [36] . Obviously, the condition (9) This allows us to truncate our infinite problem (8) by restricting the label n to the interval −M ≤ n ≤ N , both M and N being positive integers large enough to guarantee that the solution of the truncated problem does not deviate significantly from that of the original infinite one. Then, the Newton iteration method can be applied. It consists in moving from an approximate solution,
}, by solving the system of equations
that results, by linearization [37] , from (8) and from the truncated normalization condition
Obviously, the values of c to z = exp(2iπ), for two independent sets of initial values. If we consider two solutions, w a (z) and w b (z), obeying, for instance, the conditions
and
The two signs in front of the square root produce two different values for ν, unless the parameters g s in Eq. (3) be such that (C 11 − C 22 ) 2 +4C 12 C 21 = 0, in which case only one multiplicative solution appears, any other independent solution containing logarithmic terms. The ambiguity in the real part of ν due to the multivaluedness of the logarithm in the right hand side of (A.5) reflects the fact already mentioned that the indices ν are not uniquely defined. Notice that
and, therefore,
This may serve as a test for the integration of Eq. (3) on the unit circle. Although Eq. (A.5) is exact, the C mn are obtained numerically and the resulting values of ν may only be considered as starting values, ν (0) , for the Newton iteration process. As starting coefficients c (0) n one may use the solutions of the homogeneous system
with the already mentioned truncated normalization condition
Appendix B. Wronskians of Floquet and Thomé solutions
The connection factors of the Floquet solutions with the Thomé ones are given, by Eqs. (21) and (22), as quotients of two Wronskians. Those in the denominators can be obtained immediately and were given in Eqs. (23) and (24) . Direct computation of the Wronskians in the numerators must be discarded for the reasons pointed out at the end of Sec. 3. The purpose of this Appendix is to give a procedure to compute them. The idea is to find, for each one of the needed Wronskians, two functions, one proportional to the other, the proportionality constant being that Wronskian. Comparison of analogous terms in the asymptotic expansions of those functions allows one to obtain the required Wronskian. This idea has already been exploited in the solution of the Schrödinger equation with a polynomial potential [32, 33] . Let us consider the Wronskian of one of the Floquet solutions w j (j = 1, 2), given in (5), and one of the Thomé solutions at infinity w k (k = 3, 4), given in (6). We find convenient to introduce auxiliary functions
Obviously,
An asymptotic expansion of the left hand side of this equation can be calculated by using the definitions (B.1) and the expansions (5) and (6) . It becomes
where we have denoted
For the newly introduced function v j,k , a convergent Laurent expansion
can be obtained as Floquet solution of the differential equation
Then, by using Eqs. (B.5) and (B.6) in (B.3), we obtain
where
The value of the W[w j , w k ] can be immediately obtained if we are able to write an asymptotic expansion of exp −α N,k z N /N , in the right hand side of (B.2), with the same powers of z as the expansion (B.8) of the left hand side. With this purpose, we construct N formal expansions introduced by Heaviside in the second volume of his Electromagnetic theory (London, 1899) and which, as proved by Barnes [39] , is an asymptotic expansion for arbitrary δ and | arg(t)| < π. Expansions of this kind have been already used by Naundorf [27] in his treatment of the connection problem, from which our method is a convenient modification. It becomes evident that, for any set of constants {κ
one has from (B.2)
a comparison, term by term, can be done of the resulting expansion in (B.13) with that in (B.8). One obtains in this way
for any positive integer n large enough to satisfy
By substituting in (B.12) the values of κ 16) where the minus sign in front of α N,k is to be interpreted as an odd power of e iπ or e The procedure to obtain the Wronskian of one of the Floquet solutions, w j (j = 1, 2), and one of the Thomé solutions at the origin, w l (l = 5, 6) given in (7) , is analogous to that just described. The auxiliary functions are now The connection factors T j,5 and T j,6 are then immediately obtained from Eqs. (22) by using (24), (B.36) and (B.37).
