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ON C0 INTERIOR PENALTY METHOD FOR FOURTH ORDER
DIRICHLET BOUNDARY CONTROL PROBLEM AND AN
ALTERNATIVE ERROR ANALYSIS FOR ELLIPTIC CAHN-HILLIARD
EQUATION
SUDIPTO CHOWDHURY
Abstract. We revisit the energy space based Dirichlet boundary control problem governed
by biharmonic equation investigated in [35]. The L2 norm estimate in [35] is derived under
an extra regularity assumption on the optimal control which is guaranteed if the interior
angles of the domain are less than 120o, which is quite restrictive in nature. In this paper we
have extended this interior angle condition upto 180o i. e. now this analysis applies to any
convex domain. Additionally, we propose a new approach for deriving error estimates for
Cahn-Hilliard equation of elliptic type under minimal regularity assumption, for C0 interior
penalty method.
1. Introduction
Let Ω ⊂ R2 be a bounded polygonal domain. If D ⊂ Ω¯ then the L2(D) norm and inner
product are denoted by ‖·‖D and (·, ·)D respectively and when Ω = D then they are denoted
by ‖ · ‖ and (·, ·) respectively for the rest of the article. The other symbols, unless mentioned
otherwise coincides with the standard Sobolev space notations. Let Q denotes the following
function space:
Q = {p ∈ H2(Ω) : ∂p/∂n = 0 on ∂Ω}.(1.1)
We consider the following optimal control problem:
min
p∈Q
J(u, p),(1.2)
subject to
u = uf + p,(1.3)
∆2u = f in Ω,
u = p, ∂u/∂n = 0 on ∂Ω,
where f ∈ L2(Ω) denotes the external force and J denotes the cost functional, given by
J(u, p) =
1
2
‖u− ud‖
2 +
α
2
|p|2H2(Ω).
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In this connection we mention that ud ∈ L2(Ω) and α > 0 stand for the desired state and
regularization parameter respectively. This paper revisits the L2 norm error estimate for
a fourth order Dirichlet boundary control problem discussed in [35] and derives it under
less stringent angle condition, additionally an alternative analysis to derive the energy norm
estimate for elliptic Cahn-Hilliard equation is proposed under minimal regularity assumption,
compared to [11].
Classical non conforming methods and C0 interior penalty (IP) methods have been two
popular schemes to approximate the solutions of higher order equations within the finite
element framework. In this connection we refer to the works of [10], [8], [12], [13], [14],
[15], [16], [18], [19], [25], [28], [36], [37], [39], and references there in. These methods are
computationally more efficient compared to the one of conforming finite element method. For
the interested readers we refer to [21] for a discontinuous mixed formulation based analysis
of fourth order problem. In this regard we would like to remark that, mixed schemes are
complicated in general, and have its restrictions (solutions to discrete scheme may converge
to a wrong solution for a fourth order problem if the solution is not H3 regular).
We notice that finite element error analysis for higher order optimal control problems could
be found relatively less in the literature. In [3] a mixed finite element (Hermann- Miyoshi
mixed formulation) analysis is proposed for a fourth order interior control problem. In this
work, an optimal order a priori error estimates for the optimal control, optimal state and
adjoint state are derived, followed by a super convergence result for the optimal control. For
a C0 interior penalty method based analysis of a fourth order interior control problem we
refer to [5]. In this work an optimal order a priori error estimate and a super convergence
result is derived for the optimal on a general polygonal domain and subsequently a residual
based a posteriori error estimates are derived for the construction of an efficient adaptive
algorithm. In [4] abstract frameworks for both a priori and a posteriori error analysis of
fourth order interior and Neumann boundary control problems are proposed. The analysis
of this paper is applicable for second and sixth order problems as well.
We continue our discussions on higher order Dirichlet boundary control problems. In this
connection we note that the analysis of Dirichlet boundary control problem is more subtle
compared to interior and Neumann boundary control problems. This is due to the fact
that the control does not appear naturally in the formulation for Dirichlet boundary control
problems. For the C0-IP analysis of an energy space based fourth order Dirichlet boundary
control problem, we refer to [35], where the control variable is sought from the energy space
H3/2(∂Ω) (the definition of the space H3/2(∂Ω) is given in Section 3). In this work, an
optimal order a priori energy norm error estimate is derived and subsequently an optimal
order L2 norm error estimate is derived with the help of a dual problem. But the derivation
of L2 norm error estimate for the optimal control involves a quite restrictive assumption on
the domain, which says that, the interior angles of the domain should be less than 120o (in
order to assure H5/2+ǫ(Ω) regularity for the optimal control).
In this work we revisit this problem and extend the angle condition to 180o. Moreover the
technique used to prove an additional regularity result for the optimal control (Lemma 5.2)
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motivates us to propose an alternative analysis to derive an optimal order error estimate for
the solution of Cahn-Hilliard equation of elliptic type.
The contributions of this paper can be summarized as follows.
• With the help of a crucial lemma (Lemma 3.1) which establishes an equivalent form
of the Hessian bilinear form over the space Q, an optimal order L2 norm estimate for
the optimal control is derived when the domain is convex.
• An alternative error analysis for biharmonic equation with Cahn-Hilliard type bound-
ary condition under minimal regularity assumption is derived.
The rest of the article is organized as follows. In Section 2, we introduce the C0 interior
penalty method and define some general notations and concepts (e.g. enriching operators)
which are used in the later discussions of the article. We start Section 3, by showing the
equality of two bilinear forms over the space of control variables, which plays a very crucial
role in establishing the L2 norm estimate for the optimal control. Subsequently we discuss
corresponding optimality system for our model problem and also discuss the equivalence of
this problem with the corresponding energy space based Dirichlet boundary control problem,
where the control is sought fromH3/2(∂Ω) space (the definition ofH3/2(∂Ω) is given therein).
We conclude this section with the discrete optimlity system. In Section 6 we propose an
alternative approach for the a priori error analysis for the numerical approximation of Cahn-
Hilliard equation of elliptic type under minimal regularity assumptions. We discuss the
optimal order energy norm estimates under minimal regularity assumption for the optimal
control and subsequently for optimal state, adjoint state variable in Section 4. We derive the
optimal order L2 norm estimate for the optimal control variable in Section 5. We conclude
the article with Section 7.
We will follow the standard notion of spaces and operators that can be found for example
in [17], [22] and [23]. If S ⊂ Ω¯ then the space of all square integrable functions defined over
S are denoted by L2(S). When m > 0 is an integer then by H
m(S) we denote the space
of L2(S) functions whose distributional derivative upto m-th order is in L2(S). If s > 0 is
a real number then there exists an integer m > 0 such that m − 1 < s < m. There Hs(S)
denotes the space of all Hm−1(S) functions which belong to the fractional order Sobolev
space Hs−m+1(S). When Ω = S then the L2(Ω) inner product is denoted either by (·, ·), or
by its usual integral representation . If S = Ω then L2(Ω) norm is denoted by ‖ · ‖, else it is
denoted by ‖ · ‖S. In this context we mention that H
−s(S) denotes the dual of Hs0(S), and
this duality is denoted by 〈·, ·〉−s,s,S for positive fractional s.
2. Quadratic C0 Interior Penalty Method
In this section we introduce the C0 interior penalty method for this problem. Let Th be a
simplicial, regular triangulation of Ω. (See [22]). A generic triangle is denoted by T and its
diameter by hT . We define the mesh discretization parameter h by
h = max
T∈Th
hT .
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The finite element spaces are given by,
Vh = {vh ∈ H
1
0 (Ω) : vh|T ∈ P2(T ) ∀T ∈ Th},(2.1)
Qh = {ph ∈ H
1(Ω) : ph|T ∈ P2(T ) ∀T ∈ Th},(2.2)
where P2(T ) denotes the space of polynomials of degree less than or equal to two restricted
to T .
For this triangulation a generic edge, length of it and the set of all edges are denoted by e,
|e| and Eh respectively. Note that Eh is union of the set of all interior edges or E
i
h and set of
all boundary edges or E bh. Any e ∈ E
i
h, could be written as e = ∂T+ ∩ ∂T−, for two adjacent
triangles T+ and T−. n− represents the unit normal of e pointing from T− to T+ and set
n+ = −n−. For any s >
3
2
the set of piecewise Hs, globally H1 functions are denoted by
Hs(Ω, Th). Let v ∈ H
2(Ω, Th), the jump of normal derivative of v on e is defined by
[[∂v/∂n]] = ∇v+|e · n+ + ∇v−|e · n−,
where v± = v
∣∣
T±
. For all v with ∆v ∈ H1(Ω, Th), we define mean and jump of the following
second order quantity across e by
{{∆v}} =
1
2
(∆v+ +∆v−) ,
and
[[∆v]] = (∆v+ −∆v−) ,
respectively.
For the convenience of notation, jump and average are defined on boundary edges as well.
For any e ∈ E bh, there is an element T ∈ Th such that e = ∂T ∩∂Ω. Let ne be the unit normal
of e that points outside T . For any v ∈ H2(T ), we set on e
[[∂v/∂n]] = ∇v · ne,
and for any v with ∆v ∈ H1(T ), we set
{{∆v}} = ∆v.
We define below several mesh dependent quantities (bilinear form, norms, semi-norms) as
they are needed in our analysis.
Begin with a mesh dependent bilinear form ah(·, ·) defined on Qh ×Qh by,
ah(ph, rh) =
∑
T∈Th
∫
T
∆ph∆rhdx+
∑
e∈Eh
∫
e
{{∆ph}}[[∂rh/∂ne]] ds+
∑
e∈Eh
∫
e
{{∆rh}}[[∂ph/∂ne]] ds+
∑
e∈Eh
σ
|e|
∫
e
[[∂ph/∂ne]][[∂rh/∂ne]] ds,(2.3)
without loss of generality we can assume the penalty parameter σ ≥ 1.
Define the following mesh dependent norms and semi-norms on Qh by:
‖ph‖
2
h =
∑
T∈Th
‖∆ph‖
2
T +
∑
e∈Eh
σ
|e|
‖[[∂ph/∂ne]]‖
2
e ∀ph ∈ Qh.(2.4)
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Note that (2.4) defines a norm on Vh whereas it is a semi-norm on Qh. The energy norm
on Qh is defined by
(2.5) |‖ph‖|
2
h = ‖ph‖
2
h + ‖ph‖
2 ∀ph ∈ Qh.
An alternative mesh dependent norm on Vh (resp semi-norm on Qh) by,
(2.6) ‖ph‖
2
Qh
=
∑
T∈Th
‖∆ph‖
2
T +
∑
e∈Eh
|e|‖{{∆ph}}‖
2
e +
∑
e∈Eh
σ
|e|
‖[[∂ph/∂ne]]‖
2
e ∀ph ∈ Qh.
We note that (2.6) defines a semi-norm on Qh, but it is a norm on Vh. It is introduced in
[11].
It is clear that with the help of trace inequality for the finite element spaces we can show
that there exists constants C, c > 0 such that
c‖ph‖h ≤ ‖ph‖Qh ≤ C‖ph‖h ∀ph ∈ Qh.
Additionally ah is coercive and bounded on Qh with respect to ‖ · ‖h i. e.
ah(ph, ph) ≥ c‖ph‖
2
h ∀ph ∈ Qh.(2.7)
|ah(xh, yh)| ≤ C‖xh‖h‖yh‖h ∀xh, yh ∈ Qh.(2.8)
For details we refer the reader to [8].
Given, f ∈ L2(Ω), ph ∈ Qh, let vh(f, ph) ∈ Vh be the unique solution of the following
equation:
(2.9) ah(vh(f, ph), wh) = (f, wh)− ah(ph, wh) ∀wh ∈ Vh.
2.1. Enriching Operators. We introduce a smoothing operator
Eh : Qh → Q˜h,
where Q˜h is a conforming finite element discretization of control space Q. The construction of
Q˜h and Eh are described below. Various estimates satisfied by this operator play important
roles in our forthcoming analysis.
The construction of Q˜h is briefly given as follows. Let Wh be the Hsieh-Clough-Tocher
macro finite element space associated with the triangulation Th, [22]. Functions in Wh
belong to C1(Ω¯), and on each triangle they are piecewise cubic polynomials with respect
to the partition obtained by connecting the centroid of the triangle to its vertices. Such
functions are determined by their derivatives up to first order at the vertices and their
normal derivatives at the midpoint of the edges. Let Q˜h be defined by,
Q˜h = Q ∩Wh.
The smoothing operator Eh which is also known as enriching operator is defined as follows.
Given any ph ∈ Qh, we can define the macro finite element function Eh(ph) by specifying its
degrees of freedom (dofs), which are either its values at the vertices of Th, the values of its
first order partial derivatives at the vertices, or the values of its normal derivatives at the
midpoints of the edges of Th.
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Let xi be a degree of freedom in Th, if xi is a corner point of Ω then we define
∇Eh(ph)(xi) = 0,
and if xi ∈ ∂Ω but xi is not a corner point of Ω then we define
∂
∂n
Eh(ph)(xi) = 0,
otherwise we assign these dofs of Eh(ph) by averaging. The above defined enriching operators
satisfy some approximation properties which are given by the following lemma:
Lemma 2.1. Let v ∈ Vh. It holds that∑
T∈Th
(
h−4T ‖Ehv − v‖
2
T + h
−2
T ‖∇(Ehv − v)‖
2
T
)
≤ C
(∑
e∈Eh
1
|e|
∥∥∥
[[
∂v
∂n
]] ∥∥∥2
e
)
∀ v ∈ Qh,
and ∑
T∈Th
|Ehv − v|
2
H2(T ) ≤ C
(∑
e∈Eh
1
|e|
∥∥∥
[[
∂v
∂n
]] ∥∥∥2
e
)
∀ v ∈ Qh.
For its proof we refer the reader to [11].
3. Auxiliary Results
In this section we prove the agreement of two bilinear forms over the space Q, which plays
a key role in obtaining the L2 norm estimate under an improved regularity assumption.
Subsequently we state the existence and uniqueness results for the solution to the optimal
control problem and derive the corresponding optimality system for it. At the end of this
section we remark that this problem is equivalent to its corresponding Dirichlet control
problem [35].
We begin with defining a bilinear form a : Q×Q→ R by,
a(u, v) =
∫
Ω
∆u∆v dx,(3.1)
The following lemma proves the equality of two bilinear forms over Q.
Lemma 3.1. Given p, q ∈ Q we have
a(q, p) =
∫
Ω
D2q : D2p dx(3.2)
where D2q : D2p is defined by
∑
i,j=1,2
∂2q
∂xi∂xj
∂2p
∂xi∂xj
.
Proof. Consider EhIh(p). Where EhIh(p) denotes the enrichment of Ih(p) defined in sub-
section 2.1 and Ih(p) denotes the Lagrange interpolation of p onto the finite element space
Qh [17]. Introduce a new function space X defined by X = {φ ∈ H
1(Ω) : ∆φ ∈ L2(Ω)}
endowed with the inner product (·, ·)X given by
(φ1, φ2)X = (φ1, φ2)H1(Ω) + (∆φ1,∆φ2),
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which is known to be a Hilbert space [20]. In this context we mention that (·, ·)H1(Ω) de-
notes the standard H1(Ω) inner product. Approximation properties of Ih [17], Lemma 2.1
and triangle inequality yield ‖EhIh(p)‖X ≤ C‖p‖H2(Ω). Banach Alaoglu theorem implies the
existence of a subsequence of {EhIh(p)} (still denoted by {EhIh(p)} for notational conve-
nience) converging weakly to some z ∈ X . Continuity of first normal trace operator from
H(div,Ω) to H−
1
2 (∂Ω) [26] implies the closedness of kernel( ∂
∂n
). For convenience of notation
we denote it by Z. Therefore Z is complete and hence weakly closed, which implies z ∈ Z.
Given φ ∈ Z, consider the problem given by
−∆ψ = −∆φ in Ω,
∂ψ/∂n = 0 on ∂Ω.
Elliptic regularity estimates imply |ψ|H1+s(Ω) ≤ C‖|φ‖X and hence |φ|H1+s(Ω) ≤ C‖φ‖X or
‖φ‖H1+s(Ω) ≤ C‖φ‖X ∀φ ∈ Z, for some s > 0 depending upon the interior angle of the domain
[43]. Positiveness of s implies the compact embedding of H1+s(Ω) in H1(Ω) [20], which in
turn implies the compact embedding of Z in H1(Ω). Therefore EhIh(p) converges strongly to
z in H1(Ω). A combination of the approximation properties of enriching operators (Lemma
2.1, [11]), trace inequality for H1(Ω) functions [17] and the H2 regularity of p implies the
strong convergence of EhIh(p) to p in H
1(Ω). The uniqueness of limit implies z = p. Hence
EhIh(p) converges weakly to p in Z.
For any η ∈ Z
a(η, EhIh(p)) = (η, EhIh(p))X − (η, EhIh(p))H1(Ω).
Note that since EhIh(p) converges to p weakly in Z and H
1(Ω) then (η, EhIh(p))X converges
to (η, p)X and (η, EhIh(p))H1(Ω) converges to (η, p)H1(Ω). Thus,
a(η, EhIh(p))→ a(η, p).
Since ‖EhIh(p)‖H2(Ω) ≤ C‖p‖H2(Ω), the subsequence considered in the previous case (i. e.
for the space X which was still denoted by {EhIh(p)} ) must have a weakly convergent
subsequence denoted by {EhIh(p)} (again for notational convenience!) converges weakly to
some w
′
∈ H2(Ω). Then EhIh(p) converges strongly to w
′
in H1(Ω). But a combination of
Lemma 2.1, trace inequality for H1(Ω) functions, and regularity of p implies that EhIh(p)
converges strongly to p with respect to H1(Ω) norm. Now from the uniqueness of the limit
we have w
′
= p. Hence∫
Ω
D2η : D2EhIh(p)) dx→
∫
Ω
D2η : D2p dx as h→ 0(3.3)
We now aim to show that for p ∈ Q, a(q, p) =
∫
Ω
D2q : D2p dx, with q being the optimal
control. There exists a sequence {φm} ⊆ C
∞(Ω¯) with φm converges to q in H
2(Ω). Applying
Green’s formula we get∫
Ω
[D2φm : D
2EhIh(p)− (∆φm,∆EhIh(p))] dx = −
∫
∂Ω
∂2φm
∂n∂t
∂EhIh(p)
∂t
ds
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= −
l∑
k=1
∫
Γk
∂2φm
∂n∂t
∂EhIh(p)
∂t
ds.(3.4)
Combination of ∂EhIh(p)
∂t
∈ C(∂Ω), ∂EhIh(p)
∂t
being piecewise polynomial and ∂EhIh(p)(xi)
∂t
= 0
for corner points xi yields
∫
Ω
D2φm : D
2EhIh(p) dx− a(φm, EhIh(p)) =
l∑
k=1
∫
Γk
∂φm
∂n
∂2EhIh(p)
∂t2
ds
if an integration by parts is applied to the right hand side of (3.4). Taking limit on both
sides w.r.t. m we find:∫
Ω
D2q : D2EhIh(p) dx− a(q, EhIh(p)) =
∑l
k=1
∫
Γk
∂q
∂n
∂2EhIh(p)
∂t2
ds
= 0.
Hence
a(q, EhIh(p))−
∫
Ω
D2q : D2EhIh(p) dx = 0.
Since q ∈ Q we conclude that a(q, p) =
∫
Ω
D2q : D2p dx. 
The bilinear form a defined in (3.1) is coercive on V (= H20 (Ω)) and continuous on Q×Q,
see [17].
For a given f ∈ L2(Ω), p ∈ Q, an application of Lax-Milgram lemma [17, 22] gives the
existence of an unique uf ∈ V such that,
(3.5) a(uf , v) = (f, v)− a(p, v) ∀v ∈ V.
Therefore u = uf + p is the weak solution to the following Dirichlet problem:
∆2u = f in Ω
u = p, ∂u
∂n
= 0 on ∂Ω.
In connection to the above discussion the optimal control problem described in (1.2) can be
recasted as the following:
min
p∈Q
j(p),(3.6)
where
j(p) =
1
2
‖uf + p− ud‖
2 +
α
2
|p|2H2(Ω).
The following proposition provides existence and uniqueness of the solution to the optimal
control problem and the corresponding optimality system.
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Proposition 3.2. There exists a unique solution (u, q) ∈ Q×Q for the above described
Dirichlet optimal control problem (3.6). Furthermore there exists an adjoint state φ ∈ V ,
and the triplet (u, q, φ) ∈ Q×Q× V satisfying the following system, which
is known as the optimality or Karush Kuhn Tucker (KKT) system:
u = uf + q, uf ∈ V,
a(uf , v) = (f, v)− a(q, v) ∀v ∈ V,(3.7)
a(v, φ) = (u− ud, v) ∀v ∈ V,(3.8)
αa(q, p) = a(p, φ)− (u− ud, p) ∀p ∈ Q.(3.9)
Proof. The proof follows from the similar arguments as in [2] and Lemma 3.1. 
The following remark shows the equivalence of this problem to its corresponding energy
space based Dirichlet boundary control problem, where the control is sought from H3/2(∂Ω)
space.
Remark 3.3. The trace theory for polygonal domains says that the first trace of Q into∏m
i=1H
3/2(Γi) is not onto, but surjective onto a subspace of
∏m
i=1H
3/2(Γi) [23], which is de-
noted here by H3/2(∂Ω). For any p ∈ H3/2(∂Ω), its H3/2(∂Ω) semi-norm can be equivalently
defined by the Dirichlet norm:
|p|H3/2(∂Ω) := |up|H2(Ω) = min
w∈Q,w=p on ∂Ω
|w|H2(Ω),
where the minimizer up ∈ Q satisfies the following equation:
up = z + p,
such that, ∫
Ω
D2z : D2v dx = −
∫
Ω
D2p : D2v dx ∀ v ∈ V.
Hence ∫
Ω
D2uq : D
2v dx = 0 ∀ v ∈ V.
Therefore Lemma 3.1 gives
a(uq, v) = 0.
From (3.9) we have,
a(q, v) = 0 ∀ v ∈ V.
Hence q = uq. Therefore the minimum energy in the minimization problem (1.2) is realized
with an equivalent H3/2(∂Ω) norm of the optimal control q.
10 S. CHOWDHURY
3.1. Discrete Optimality System. . For f ∈ L2(Ω), ph ∈ Qh, let vh(f, ph) ∈ Vh be the
unique solution of the following equation:
(3.10) ah(vh(f, ph), wh) = (f, wh)− ah(ph, wh) ∀wh ∈ Vh.
Discrete system. A C0IP discretization of the continuous optimality system consists of
finding uh ∈ Qh, φh ∈ Vh and qh ∈ Qh such that
uh = u
h
f + qh, u
f
h ∈ Vh,
ah(u
h
f , vh) = (f, vh)− ah(qh, vh) ∀vh ∈ Vh,(3.11)
ah(φh, vh) = (uh − ud, vh) ∀vh ∈ Vh,(3.12)
αah(qh, ph) = ah(φh, ph)− (uh − ud, ph) ∀p ∈ Qh.(3.13)
It is easy to check that if f = ud = 0, then u
h
f = qh = φh = 0. This implies that this discrete
system is uniquely solvable.
For ph ∈ Qh u
h
ph
∈ Qh is defined as follows:
(3.14) uhph = wh + ph,
where wh ∈ Vh solves the following equation,
ah(wh, vh) = −ah(ph, vh) ∀ vh ∈ Vh.
4. Energy Norm Estimate
In this section we state the error estimate results for optimal control, optimal state and
adjoint state q, u and φ respectively in energy norm. We skip the proofs here, as they follow
from similar arguments as in [35]. These estimates are derived under the minimal regularity
assumptions. The following theorems state these results.
Theorem 4.1. For the optimal control q, the following optimal order estimates holds:
‖|q − qh|‖h ≤ Ch
min(γ,1)(‖q‖H2+γ1 (Ω) + ‖φ‖H2+γ2 (Ω) + ‖f‖) + (
∑
T∈Th
h4T‖u− ud‖
2
T )
1/2,
and
‖q − qh‖+ ‖q − qh‖Qh ≤Ch
min(γ,1)(‖q‖H2+γ1(Ω) + ‖∇(∆q)‖+ ‖φ‖H2+γ2 (Ω)+
‖f‖) + (
∑
T∈Th
h4T‖u− ud‖
2
T )
1/2,
where γ = min{γ1, γ2} the minimum of the regularity index between optimal control q and
adjoint state φ. The generic constant C depends only on the shape regularity of the triangu-
lation.
Wemention a few points on the second estimate in Theorem 4.1. Firstly we refer to Lemma
5.2 of Section 5, from which we have ∆q ∈ H1(Ω), this is needed to derive ‖q − Ih(q)‖Qh
along with triangle wise trace inequality for H1 functions and standard interpolation error
estimates [17]. Secondly, in the proof of Theorem 4.1 of [35] essentially ‖|Ih(q) − qh‖|h is
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derived, which is equivalent to derive ‖Ih(q) − qh‖ + ‖Ih(q) − qh‖Qh. Combining first and
second points we obtain the second estimate of Theorem 4.1. This estimate is used in the
derivation of L2 norm error estimate for the optimal control.
Theorem 4.2. For the optimal state u and the adjoint state φ the following optimal order
estimates hold:
‖|u− uh‖|h ≤ Ch
min(γ,1)(‖f |‖+ ‖q‖H2+γ1(Ω) + ‖φ‖H2+γ2(Ω)),
|‖φ− φh|‖h ≤ Ch
min(γ,1)(‖f‖+ ‖q‖H2+γ1 (Ω) + ‖φ‖H2+γ2 (Ω)),
where γ1, γ2 and γ are as in Theorem 4.1 .
5. The L2-Norm Estimate
In this section, we derive the L2 norm error estimate for the optimal control on a convex
domain. This restriction does not restrict optimal control to attain its minimal regularity
[11], but helps adjoint state to gain H3 regularity[8], which is required to derive the estimate.
Density of C∞(Ω¯)×C∞(Ω¯) in H(div,Ω) space (with respect to the natural norm defined
on H(div,Ω) [26]) enables us to write∫
Ω
∇(∆)φ.∇ψ dx+
∫
Ω
∆2φψ dx = 〈
∂∆φ
∂n
, ψ〉− 1
2
, 1
2
,Ω ∀ψ ∈ H
1(Ω).(5.1)
Choosing test functions in (3.8) from D(Ω) we obtain
∆2φ = u− ud in Ω,(5.2)
in the sense of distributions. Further density of D(Ω) in L2(Ω) yields
∆2φ = u− ud, a. e. in Ω.(5.3)
Combining (5.1) and (5.3), we obtain∫
Ω
∇(∆)φ.∇ψ dx+
∫
Ω
(u− ud)ψ dx = 〈
∂∆φ
∂n
, ψ〉− 1
2
, 1
2
,Ω ∀ψ ∈ H
1(Ω).(5.4)
Additionally if ψ ∈ Q in (5.4), then
a(φ, ψ)−
∫
Ω
(u− ud)ψ dx = −〈
∂∆φ
∂n
, ψ〉− 1
2
, 1
2
,Ω.(5.5)
We need the following auxiliary result in our error analysis:
Lemma 5.1. Consider the variational problem,
(∇w,∇p) = −
1
α
〈∂(∆φ)/∂n, p〉 ∀p ∈ H1(Ω).
There exists a unique solution w ∈ H1(Ω) to the above variational problem upto an additive
constant.
Proof. The proof is a consequence of the fact that H1(Ω)-semi norm defines a norm on the
quotient space H1(Ω)/R. 
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Though we have assumed the domain to be convex for this section but the derivation of
the following regularity property does not need it. It helps to establish a relation between
the optimal control and adjoint state.
Lemma 5.2. For the optimal control q, we have ∆q ∈ H1(Ω) and ∇(∆q) ∈ H(div,Ω).
Proof. From Lemma 3.1, (3.9) and (5.5) we get,
a(q, p) = −
1
α
〈∂(∆φ)/∂n, p〉−1/2,1/2,∂Ω ∀p ∈ Q.(5.6)
Lemma 5.1 proves the existence of a unique weak solution w ∈ H1(Ω) (up to an additive
constant) of the following variational problem:
(∇w,∇p) =
1
α
〈∂(∆φ)/∂n, p〉−1/2,1/2,∂Ω ∀p ∈ H
1(Ω).
If p ∈ Q in the above equation we have,
(w,∆p) = −
1
α
〈∂(∆φ)/∂n, p〉−1/2,1/2,∂Ω ∀p ∈ H
1(Ω).(5.7)
Subtracting (5.6) from (5.7) we obtain,
(w −∆q,∆p) = 0 ∀p ∈ Q.
An application of elliptic regularity theory for Poisson equation with Neumann boundary
conditionon convex polygonal domains along with the fact that q ∈ H2(Ω) imply that w−∆q
belongs to the orthogonal complement of L˜2(Ω), where
L˜2(Ω) = {ξ ∈ L2(Ω) :
∫
Ω
ξ = 0}.
Therefore, ∆q = w + constant. Hence ∆q ∈ H1(Ω). Choosing test functions from D(Ω) in
(3.9) and using (5.3) together with integration by parts in the sense of distributions, we
obtain
∆2q = 0 in Ω.(5.8)
Further density of D(Ω) in L2(Ω) yields
∆2q = 0 a. e. in Ω.(5.9)
These prove our claim. 
Density of C∞(Ω¯)× C∞(Ω¯) in H(div,Ω) implies
(∆2q, p) + (∇(∆q),∇p) = 〈∂(∆q)/∂n, p〉−1/2,1/2,∂Ω,
but ∆2q = 0 in Ω, gives
(∇(∆q),∇p) = 〈∂(∆q)/∂n, p〉−1/2,1/2,∂Ω.
Applying integration by parts formula, we find
a(q, p) = −〈
∂∆q
∂n
, p〉− 1
2
, 1
2
,∂Ω ∀p ∈ Q.(5.10)
DG METHOD FOR FOURTH ORDER DIRICHLET CONTROL,ALTERNATIVE ERROR ANALYSIS 13
Thus from (5.10), (3.9) and (5.5) we get
〈
∂∆φ
∂n
, p〉− 1
2
, 1
2
,∂Ω = α〈
∂∆q
∂n
, p〉− 1
2
, 1
2
,∂Ω ∀p ∈ Q.
The following result is proved in [35] but still we are providing a proof for the convenience
of the reader. It establishes a relation between optimal control and adjoint state.
Lemma 5.3. If p ∈ H
1
2 (∂Ω) then,
(5.11) α〈
∂∆q
∂n
, p〉−1/2,1/2,∂Ω = 〈
∂∆φ
∂n
, p〉−1/2,1/2,∂Ω.
Proof. Let p ∈ H1/2(∂Ω). For a Lipschitz domain Ω, we know the space {u|∂Ω : u ∈ C
∞(R2)}
is dense in H1/2(∂Ω) [33, Proposition 3.32]. Therefore there exists a sequence {ψn} ⊂
C∞(∂Ω) such that ψn → p in H
1/2(∂Ω). Let un be the weak solution of the following PDE:
∆2un = 0 in Ω,
un = ψn on ∂Ω,
∂un/∂n = 0 on ∂Ω.
Clearly, un ∈ Q and un|∂Ω = ψn. Consider,
|〈∂(∆φ)/∂n− α∂(∆q)/∂n, p〉−1/2,1/2,∂Ω| = |〈∂(∆φ)/∂n− α∂(∆q)/∂n, p− ψn〉−1/2,1/2,∂Ω|
≤ ‖∂(∆φ)/∂n − α∂(∆q)/∂n‖H−1/2(∂Ω)‖p− ψn‖H1/2(∂Ω)
≤ ǫ, ∀ǫ > 0.
Hence, we get (5.11). 
Theorem 5.4. For the optimal control q, we obtain the following estimate:
‖q − qh‖ ≤ Ch
2β(‖q‖H2+β(Ω) + ‖∇(∆q)‖+ ‖f‖+ ‖φ‖H3(Ω)).
Proof. The key ingredient to derive the L2 norm estimate is a duality argument. Introduce
the following auxiliary optimal control problem: Find r ∈ Q such that
(5.12) j(r) = min
p∈Q
j(p),
where j(p) is defined by,
j(p) =
1
2
‖up − (q − qh)‖
2 +
α
2
|p|2H2(Ω) ∀ p ∈ Q,
up = w + p and w ∈ V satisfies the following equation:∫
Ω
D2w : D2v dx = −
∫
Ω
D2p : D2v dx ∀ v ∈ V.
The standard theory of PDE constrained optimal control problems provide us with the
existence of an unique solution of the above optimal control problem. We denote it by r.
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For a detailed discussion on this topic we refer to [7], [24]. Clearly r satisfies the following
optimality condition:
α
∫
Ω
D2r : D2p dx+
∫
Ω
urup dx = (q − qh, up) ∀p ∈ Q.
From Lemma 3.1 we obtain
(5.13) αa(r, p) + (ur, up) = (q − qh, up) ∀p ∈ Q.
This implies,
(5.14) αa(r, p) + (ur, p)− a(ξ, p) = (q − qh, p) ∀p ∈ Q,
with ξ ∈ H20 (Ω) satisfies the following equation:
(5.15) a(ξ, v) = (ur − (q − qh), v) ∀v ∈ H
2
0 (Ω).
Elliptic regularity theory for clamped plate problems imply ξ ∈ H3(Ω)∩H20 (Ω). From (5.15),
we obtain
∆2ξ = ur − (q − qh) in Ω,(5.16)
in the sense of distributions. Density of D(Ω) in L2(Ω) gives
∆2ξ = ur − (q − qh) a. e. in Ω,(5.17)
ξ = 0; ∂ξ
∂n
= 0 on ∂Ω.
Therefore ∇(∆ξ) ∈ H(div,Ω), which implies ∂(∆ξ)
∂n
∈ H−1/2(∂Ω). Using density of C∞(Ω¯)×
C∞(Ω¯) in H(div,Ω), we get∫
Ω
∇(∆ξ)∇p dx+
∫
Ω
∆2ξp dx = 〈∂(∆ξ)/∂n, p〉−1/2,1/2,∂Ω ∀p ∈ H
1(Ω).(5.18)
Hence integration by parts and (5.14) imply
(5.19) αa(r, p) = −〈
∂(∆ξ)
∂n
, p〉−1/2,1/2,∂Ω ∀p ∈ Q.
Choosing test functions from D(Ω) in (5.13), we get
∆2r = 0,
in the sense of distributions. Consequently using density of D(Ω) in L2(Ω), we conclude that
∆2r = 0 a. e. in Ω.(5.20)
Arguments similar to the ones used for proving Lemma 5.2, and (5.19) yields ∇(∆r) ∈
H(div,Ω). Therefore ∂(∆r)
∂n
∈ H−1/2(∂Ω). This implies,
α〈
∂(∆r)
∂n
, p〉−1/2,1/2,∂Ω = 〈
∂(∆ξ)
∂n
, p〉−1/2,1/2,∂Ω ∀p ∈ Q.
By similar arguments used in Lemma 5.2, we deduce
α〈
∂(∆r)
∂n
, p〉−1/2,1/2,∂Ω = 〈
∂(∆ξ)
∂n
, p〉−1/2,1/2,∂Ω ∀p ∈ H
1/2(∂Ω).(5.21)
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Density of C∞(Ω¯) × C∞(Ω¯) in H(div,Ω) [26] implies the following integration by parts
formula: ∫
Ω
∇(∆ξ)∇p dx+
∫
Ω
∆2ξp dx = 〈∂(∆ξ)/∂n, p〉−1/2,1/2,∂Ω ∀p ∈ H
1(Ω).(5.22)
To derive the L2 norm error estimate 〈q〉+Qh is used as test function space.
Choosing ph ∈ 〈q〉 + Qh in the last equation, an application of triangle-wise integration by
parts produces
ah(ξ, ph) + 〈
∂(∆ξ)
∂n
, ph〉 =
∫
Ω
(ur − (q − qh))ph dx.
From (5.21), we get
ah(ξ, ph) + 〈α
∂(∆r)
∂n
, ph〉 −
∫
Ω
urph dx = −
∫
Ω
(q − qh)ph dx.
Since 〈α∂(∆r)
∂n
, ph〉− 1
2
, 1
2
,∂Ω = 〈
∂(∆r)
∂n
, uhph〉− 12 ,
1
2
,∂Ω, we find
ah(ξ, ph)−
∫
Ω
ur(ph − u
h
ph
) dx−
∫
Ω
uru
h
ph
dx+ α〈
∂(∆r)
∂n
, uhph〉− 12 ,
1
2
∂Ω(5.23)
= −
∫
Ω
(q − qh)(ph − u
h
ph
) dx−
∫
Ω
(q − qh)u
h
ph
dx.
We observe 〈∂(∆r)
∂n
, uhph〉− 12 ,
1
2
,∂Ω = −ah(r, u
h
ph
). Hence,
ah(ξ, ph)−
∫
Ω
ur(ph − u
h
ph
) dx−
∫
Ω
uru
h
ph
dx− αah(r, u
h
ph
)(5.24)
= −
∫
Ω
(q − qh)(ph − u
h
ph
) dx−
∫
Ω
(q − qh)u
h
ph
dx,
therefore
ah(ξ, ph − u
h
ph
)−
∫
Ω
(ur − (q − qh))(ph − u
h
ph
) dx
+ ah(ξ, u
h
ph
)−
∫
Ω
uru
h
ph
dx− αah(r, ph) = −
∫
Ω
(q − qh)u
h
ph
dx.
Since ξ satisfies the discrete formulation (similar to the proof in [8]), we have
αah(r, ph) +
∫
Ω
uru
h
ph
dx = ah(ξ, u
h
ph
) +
∫
Ω
(q − qh)u
h
ph
dx.(5.25)
Choosing ph = q − qh in (5.25), we find
αah(r, q − qh) +
∫
Ω
uru
h
q−qh
dx = ah(ξ, u
h
q−qh
) +
∫
Ω
(q − qh)u
h
q−qh
dx,
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and
ah(ξ, u
h
q−qh
) +
∫
Ω
(q − qh)(u
h
q − uq + uq − u
h
qh
) dx
= αah(r, q − qh) +
∫
Ω
ur(u
h
q − uq + uq − u
h
qh
) dx.
Thus,
‖q − qh‖
2 =−
∫
Ω
(q − qh)(u
h
q − uq) dx− ah(ξ, u
h
q−qh
)
+ αah(r, q − qh) +
∫
Ω
ur(u
h
q − uq) dx+
∫
Ω
ur(uq − u
h
qh
) dx
=−
∫
Ω
(q − qh)(u
h
q − uq) dx− ah(ξ, u
h
q−qh
)
+ αah(r − rh, q − qh) + αah(rh, q − qh) +
∫
Ω
ur(u
h
q − uq) dx
+
∫
Ω
ur(uq − u
h
qh
) dx
=−
∫
Ω
(q − qh)(u
h
q − uq) dx− ah(ξ, u
h
q−qh
)
+ αah(r − rh, q − qh) + ah(φ, rh)−
∫
Ω
(u− ud)rh dx− ah(φh, rh)
+
∫
Ω
(uh − ud)rh dx+
∫
Ω
ur(u
h
q − uq) dx+
∫
Ω
ur(uq − u
h
qh
)) dx
=−
∫
Ω
(q − qh)(u
h
q − uq) dx− ah(ξ, u
h
q−qh
)
+ αah(r − rh, q − qh) + ah(φ− φh, rh)−
∫
Ω
(u− ud)rh dx
+
∫
Ω
(uh − ud)rh dx+
∫
Ω
ur(u
h
q − uq) dx+
∫
Ω
ur(uq − u
h
qh
) dx
=−
∫
Ω
(q − qh)(u
h
q − uq) dx− ah(ξ, u
h
q−qh
)
+ αah(r − rh, q − qh) + ah(φ− φh, rh − r) + ah(φ− φh, r)
−
∫
Ω
(u− uh)rh dx+
∫
Ω
ur(u
h
q − uq) dx+
∫
Ω
ur(uq − u
h
qh
) dx
=−
∫
Ω
(q − qh)(u
h
q − uq) dx− ah(ξ, u
h
q−qh
)
+ αah(r − rh, q − qh) + ah(φ− φh, rh − r) + ah(φ− φh, r)
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−
∫
Ω
(uf − u
h
f)rh dx+
∫
Ω
(uq − u
h
qh
)(r − rh) dx+
∫
Ω
ur(u
h
q − uq) dx.(5.26)
Now estimate each term one by one on the right hand side of (5.26). Begin with,
−
∫
Ω
(q − qh)(u
h
q − uq) dx
i.e. we aim to estimate ‖uhq−uq‖. The following duality argument is used to get the estimate
‖uhq − uq‖ = sup
w∈L2(Ω),w 6=0
(uhq − uq, w)
‖w‖
.
Consider
∆2φw = w in Ω,(5.27)
φw = 0,
∂φw
∂n
= 0 on ∂Ω.
Let Ph(w) be the C
0 interior penalty approximation of the solution of (5.27). Hence
(uhq − uq, w) = ah(φw, u
h
q − uq) = ah(φw − Ph(φw), u
h
q − uq)
≤ C‖φw − Ph(φw)‖Qh‖u
h
q − uq‖Qh ≤ Ch‖w‖ ‖u
h
q − uq‖Qh.
We note ‖uhq − uq‖Qh ≤ ‖u
h
q − u
h
qh
‖Qh + ‖u
h
qh
− q‖Qh. Now estimate ‖u
h
q − u
h
qh
‖Qh. u
h
q−qh
is
defined by uhq−qh = v0h + q − qh, where v0h is defined by: find v0h ∈ Vh by,
ah(v0h, vh) = −ah(q − qh, vh) ∀vh ∈ Vh(5.28)
Therefore
c1‖v0h‖
2
h = −ah(q − qh, v0h) = −[
∑
T∈Th
∫
T
∆(q − qh)∆v0h dx+
∑
e∈Eh
∫
e
{{∆(q − qh)}},
[[∂v0h/∂n]] ds+
∑
e∈Eh
∫
e
{{∆v0h}}[[∂(q − qh)/∂n]] ds+
∑
e∈Eh
σ/|e|
∫
e
[[∂(q − qh)/∂n]][[∂v0h/∂n]]] ds
≤ [
∑
T∈Th
‖∆(q − qh)‖
2
T +
∑
e∈Eh
|e|‖ {∆(q − qh)} ‖
2
e + σ
∑
e∈Eh
‖[[∂(q − qh)/∂n]]‖
2
e]
1/2
[
∑
T∈Th
‖∆v0h‖
2
T + (σ + 2)
∑
e∈Eh
1
|e|
‖[[∂v0h/∂n]]‖
2
e +
∑
e∈Eh
|e|‖{{∆v0h}}‖
2
e]
1/2
≤ C2|e|
β[‖q‖H2+β(Ω) + ‖f‖Ω + ‖∇(∆q)‖Ω + |e|
−β(
∑
T∈Th
h4‖u− ud‖
2
T )
1/2]‖v0h‖Qh
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Now using the equivalence of ‖.‖Qh and ‖.‖h on the finite dimensional space Vh we get the
following estimate for ‖v0h‖Qh :
‖v0h‖Qh ≤ C3|e|
β[‖q‖H2+β(Ω) + ‖∇(∆q)‖+ ‖f‖+ (h
2−β‖u− ud‖))](5.29)
Therefore from Theorem 4.1 and (5.29) we obtain the following estimate for uhq − uq
‖uhq − q‖Qh ≤ C4|e|
β[‖q‖H2+β(Ω) + ‖f‖Ω + ‖∇(∆q)‖Ω + |e|
−β(
∑
T∈Th
h4‖u− ud‖
2
T )
1/2](5.30)
Hence we have
‖uhq − uq‖ ≤ C5h
1+β(‖q‖H2+β(Ω) + ‖f‖+ ‖∇(∆q)‖+ h
2−β‖u− ud‖))(5.31)
We now estimate ah(ξ, u
h
q−qh
). Let ξh be the Lagrange interpolation of ξ.
ah(ξ, u
h
q−qh
) = ah(ξ − ξh, u
h
q−qh
) =
∑
T∈Th
∫
T
∆(ξ − ξh)∆u
h
q−qh
dx+
∑
e∈Eh
∫
e
{{∆(ξ − ξh)}}[[∂u
h
q−qh
/∂n]] ds+
∑
e∈Eh
∫
e
{{∆uhq−qh}}[[∂(ξ − ξh)/∂n]] ds+
∑
e∈Eh
∫
e
σ
|e|
[[∂(ξ − ξh)/∂n]][[∂u
h
q−qh
/∂n]] ds
= [
∑
T∈Th
‖∆(ξ − ξh)‖
2
T +
∑
e∈Eh
|e|‖ {∆(ξ − ξh)} ‖
2
e +
∑
e∈Eh
|e|−1‖[[∂(ξ − ξh)/∂n]]‖
2
e+
∑
e∈Eh
1
|e|
‖[[∂(ξ − ξh)/∂n]]‖
2
e]
1/2[
∑
T∈Th
‖∆uhq−qh‖
2
T +
∑
e∈Eh
|e|‖{{∆uhq−qh}}‖
2
e
+ (σ + 1)
∑
e∈Eh
1
|e|
‖[[∂uhq−qh/∂n]]‖
2
e]
1/2
Using scaling argument and trace inequality we obtain estimate for ‖∆uhq−qh‖e and therefore
finally we get the following estimate
|ah(ξ, u
h
q−qh
)| ≤ Ch1+β[‖q‖H2+β(Ω) + ‖∇(∆q)‖+ h
2−β‖u− ud‖]‖ξ‖H3(Ω)(5.32)
Putting p = r in (5.13) and using the fact that ur = r, we get that ‖r‖Ω ≤ ‖q−qh‖Ω. Elliptic
regularity estimate for (5.17) gives that ‖ξ‖H3(Ω) ≤ C‖q − qh‖. Hence we find
ah(ξ, u
h
q−qh
) ≤ Ch1+β‖q − qh‖(‖∇(∆q)‖Ω + ‖q‖H2+β(Ω) + h
2−β‖u− ud‖).(5.33)
We now show that
‖r‖H2+β(Ω) ≤ C‖q − qh‖.
First we show that
|r|H2+β(Ω) ≤ C‖q − qh‖.
To this end, we use similar arguments used in [11]. Let z = αr − ξ. Then z satisfies the
following variational equality:
a(z, v) = a(αr − ξ, v) ∀v ∈ Q.
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Using integration by parts on right hand side of the above equation, we obtain
a(z, v) = −(∆2ξ, v) ∀v ∈ Q.
From elliptic regularity theory for the biharmonic equation with Cahn-Hilliard boundary
condition [11], we obtain z ∈ H2+β(Ω). Further
|z|H2+β(Ω) ≤ ‖∆
2ξ‖
≤ ‖ur − (q − qh)‖
≤ ‖r − (q − qh)‖
≤ C‖q − qh‖.
Taking p = r in (5.13), we obtain
|r|H2(Ω) + ‖r‖ ≤ C‖q − qh‖.
Then using integration by parts, we get
|r|H1(Ω) ≤ C(|r|H2(Ω) + ‖r‖) ≤ C‖q − qh‖.
Hence from above estimates, we obtain
‖r‖H2+β(Ω) ≤ C‖q − qh‖.(5.34)
To estimate the third term of the right hand side of (5.26), we proceed the same way as
above and obtain
a(r − rh, q − qh) ≤ C‖r − rh‖Qh‖q − qh‖Qh ≤C|e|
2β(‖q‖H2+β(Ω) + ‖f‖+ ‖φ‖H3(Ω)+
h2−β‖u− ud‖)(‖r‖H2+β(Ω) + ‖∇(∆r)‖)
Since ∇(∆r) ∈ H(div,Ω) and C∞(Ω¯) × C∞(Ω¯) is dense in H(div,Ω) with respect to the
natural norm induced on H(div,Ω) the following integration by parts formula holds true∫
Ω
∇(∆r) · ∇p dx+
∫
Ω
∆2rp dx = 〈
∂∆r
∂n
, p〉− 1
2
, 1
2
,∂Ω.(5.35)
With the help of (5.20), (5.21) we obtain∫
Ω
∇(∆r) · ∇p dx =
1
α
〈
∂∆ξ
∂n
, p〉− 1
2
, 1
2
,∂Ω ∀p ∈ H
1(Ω).(5.36)
We note if we put p = 1 in (5.14) we obtain
∫
Ω
ur − (q − qh) = 0, from (5.18) we conclude
that (5.36) satisfies the compatibility condition, if we treat ∆r as the unknown variable. We
take p = ∆r− 1
|Ω|
∫
Ω
∆r dx in (5.36), an use of trace and Poincare friedrich’s inequality gives
‖∇(∆r)‖ ≤ C(‖
∂∆ξ
∂n
‖H−1/2(∂Ω).(5.37)
Using (5.18) we obtain
‖
∂∆ξ
∂n
‖H−1/2(∂Ω) ≤ C‖∆
2ξ‖+ ‖∇(∆ξ)‖)(5.38)
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The solution to (5.15) satisfies ‖ξ‖H3(Ω) ≤ C‖ur − (q − qh)‖ and ∆
2ξ = ur − (q − qh). Since
ur = r we have from (5.34), (5.38) and(5.37) that ‖∇(∆r)‖ ≤ ‖q − qh‖.
Therefore we have
a(r − rh, q − qh) ≤ Ch
2β [‖q‖H2+β(Ω) + ‖f‖+ ‖φ‖H3(Ω) + h
2−β‖u− ud‖]‖q − qh‖(5.39)
Using the same arguments we obtain following estimate for ah(φ− φh, r − rh).
ah(φ− φh, r − rh) ≤ Ch
1+β‖q − qh‖[‖q‖H2+β(Ω)‖f‖+ ‖φ‖H3(Ω) + h
2−β‖u− ud‖](5.40)
Note that as φ ∈ H20 (Ω), φh ∈ H
1
0 (Ω) from (5.25) and (5.13) we obtain
(5.41) ah(φ− φh, r) = 0.
Rest of the terms in (5.26) can be estimated easily and they are given as follows:
−
∫
Ω
(uf − u
h
f)rh dx ≤ C‖uf − u
h
f‖ ‖r‖H2+β(Ω) ≤ Ch
2‖f‖ ‖q − qh‖.
(5.42)
(by Aubin−Nitche duality argument)
−
∫
Ω
(uq − u
h
qh
)(r − rh) dx ≤ Ch
2+2β(‖q‖H2+β(Ω) + ‖f‖+ ‖φ‖H3(Ω))‖q − qh‖.(5.43)
Further from (5.31), we get∫
Ω
ur(u
h
q − uq) dx ≤ ‖u
h
q − uq‖‖r‖H2+β(Ω)
≤ Ch1+β(‖q‖H2+β(Ω) + ‖f‖+ ‖φ‖H3(Ω))‖q − qh‖.(5.44)
Finally from (5.26), (5.30) and (5.33)-(5.44), we obtain the desired estimate. 
6. Alternative Approach of Error Analysis
This section is devoted to the discussion of an alternative approach energy norm estimate
for the solution of elliptic Cahn-Hilliard equation under minimal regularity assumption. For
simplicity consider the equation
∆2ψ = g1 in Ω,(6.1)
∂ψ/∂n = 0, ∂(∆ψ)/∂n = g2 on ∂Ω,
where g1 ∈ L2(Ω) and g2 ∈ L2(∂Ω) with the compatibility condition
∫
Ω
g1 dx =
∫
∂Ω
g2 ds.
The solution to this equation is unique upto adding a constant. In variational formulation
(6.1) can be written as
a(ψ, p) = (g1, p)− (g2, p)∂Ω ∀p ∈ Q.(6.2)
For ψ satisfying (6.2) satisfies the following elliptic regularity estimate
‖ψ‖H2+β(Ω) ≤ C(‖g1‖Ω + ‖g2‖∂Ω),(6.3)
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where 0 < β < 1 denotes the regularity index for the solution to (6.1) which depends upon
the interior angles of the domain [11]. We prove the following lemma which is crucial to
obtain the optimal order energy norm error estimate for the solution of (6.1).
We begin by recalling the Hilbert space Z defined in Lemma 3.1.
Lemma 6.1. The control space Q is dense in Z.
Proof. From the discussions in Lemma 3.1 we have Z is a closed subspace of X. Let Z⊥
denotes the orthogonal complement of Z in X . Then we have X = Z⊕Z⊥, where ⊕ denotes
the direct sum of two orthogonal subspaces. Clearly
H2(Ω) ∩ Z = Q.
We aim to show that Q is dense in Z. Choose p ∈ Z arbitrarily. Density of H2(Ω) in X [20]
produces the existence of a sequence {pn} ⊂ H
2(Ω) with {pn} converging to p in X . Let
pn = p
′
n + p
′′
n, with p
′
n ∈ Z and p
′′
n ∈ Z
⊥. Consider
‖p′′n‖
2
X = (p
′′
n, p
′′
n)X = (p
′′
n, p
′
n + p
′′
n − p)X ≤ ‖p
′′
n‖X‖p− (p
′
n + p
′′
n)‖X .(6.4)
This gives ‖p′′n‖X → 0. Hence ‖p
′
n − p‖X → 0, which concludes our proof. 
The following lemma helps us to prove an additional regularity for the solution of (6.1).
Lemma 6.2. Let ψ ∈ Q be the solution to (6.2). Then ∆ψ ∈ H1(Ω), hence ∇(∆ψ) ∈
H(div,Ω).
Proof. Theory of Fredholm alternative provides the existence of an unique weak solution
w ∈ H1(Ω), up to an additive constant to the following variational formulation:
(∇w,∇p) = (g1, p)− (g2, p)∂Ω ∀p ∈ H
1(Ω).
If p ∈ Q, an integration by parts gives,
(w,∆p) = .(g1, p)− (g2, p)∂Ω ∀p ∈ Q(6.5)
Subtracting (6.2) from (6.5) we obtain,
(w −∆Ψ,∆p) = 0 ∀p ∈ Q.
Application of Lemma 6.1 implies w −∆ψ belongs to the orthogonal complement of L˜2(Ω),
where
(L˜2(Ω) = {ξ ∈ L2(Ω) :
∫
Ω
ξ = 0}.
Therefore, ∆ψ = w + constant. Which implies ∆ψ ∈ H1(Ω) and subsequently from (6.1)
we obtain the regularity result. 
We know the solution to (6.1) is unique upto an additive constant. Let ψ1 ∈ Q be a
solution to (6.1) and c be a corner point to Ω. Define ψ2 ∈ Q to be
ψ2(x) = ψ1(x)− ψ1,c(x) ∀x ∈ Ω¯.
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where the the constant function ψ1,c(x) = ψ1(c) ∀x ∈ Ω¯. Then ψ2(c) = 0.
Hence ψ2 satisfies (6.2). Define
Q∗ = {p ∈ Q : p(c) = 0}.(6.6)
In this connection consider the following variational problem, find ψ′2 ∈ Q
∗ such that,
a(ψ′2, p) = (g1, p)− (g2, p)∂Ω ∀p ∈ Q
∗.(6.7)
We know that the solution to (6.7) is unique [11] and ψ2 ∈ Q
∗ satisfies (6.7), so ψ2 = ψ
′
2.
Therefore ψ′2 posses the regularity property described in Lemma 6.2.
An application of Lemma 6.2 gives us that ∆ψ2 ∈ H
1(Ω) and ∇(∆ψ2) ∈ H(div,Ω). This
implies ∫
Ω
∇(∆)ψ2.∇φ dx+
∫
Ω
∆2ψ2φ dx = 〈
∂∆ψ2
∂n
, φ〉− 1
2
, 1
2
,Ω ∀φ ∈ H
1(Ω).
We now enter the discretization. We consider the finite element space same as taken in [11].
Putting ph ∈ Q
∗
h in the last equation and performing trianglewise integration by parts we
obtain
ah(ψ2, ph) = (g1, ph)− (g2, ph)∂Ω ∀ph ∈ Q
∗
h,(6.8)
where Q∗h is defined by:
Q∗h = {ph ∈ Qh|ph(c) = 0}.(6.9)
Note that since ∆ψ2 ∈ H
1(Ω), the above equation makes sense.
In light of the above discussions Consider the following discrete problem:
Find ψh ∈ Q
∗
h such that
ah(ψh, ph) = (g1, ph)− (g2, ph)∂Ω ∀ph ∈ Q
∗
h.(6.10)
Now we state and prove the main result of this section, which gives the error estimate for
for the solution to the solutions of (6.7) and (6.10) in energy norm.
Theorem 6.3. Let η be the solution to (6.7) and ηh to (6.10). Then the following optimal
order error estimate holds:
‖η − ηh‖h ≤ Ch
β(‖g1‖Ω + ‖g2‖∂Ω).(6.11)
Proof. Coercivity of the bilinear form ah with respect to ‖·‖h norm on Q
∗
h gives the existence
of an unique solution to (6.10). Now subtracting (6.10) from (6.8) we obtain the following
Galerkin orthogonality
ah(η − ηh, ph) ∀ph ∈ Q
∗
h.(6.12)
Let Ih(η) denote the Lagrange interpolation of η. Then using (6.12) we have
‖η − ηh‖ ≤ ‖η − Ih(η)‖h + ‖Ih(η)− ηh‖h
(6.13)
Consider ‖Ih(η)− ηh‖h.
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‖Ih(η)− ηh‖h = sup
φh∈Q
∗
h,φh 6=0
ah(Ih(η)− ηh, φh)
‖φh‖h
= sup
φh∈Q
∗
h,φh 6=0
ah(Ih(η)− η, φh)
‖φh‖h
≤ C‖η − Ih(η)‖Qh.
(6.14)
With the help of the above equation, (6.13) and (6.3) the desired result is obtained. 
7. Conclusion
In this article we have derived the L2 norm estimate for the solution of a Dirichlet control
problem on more general domain than the one was studied in [35]. Additionally getting
motivated from the technique of deriving an additional regularity result for the optimal
control (lemma 5.2) we have proposed an alternative approach for the error analysis of
biharmonic equation of Cahn Hilliard type boundary condition under minimal regularity
assumption. In order to prove these results we have derived an equality of two well known
bilinear forms arising in the context of weak formulation of bi harmonic equations and a
density result which may be of theoretical interest.
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