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SUMMARY
We present a high-order shifted Gegenbauer pseudospectral method (SGPM) to solve numerically the second-order one-
dimensional hyperbolic telegraph equation provided with some initial and Dirichlet boundary conditions. The framework of the
numerical scheme involves the recast of the problem into its integral formulation followed by its discretization into a system
of well-conditioned linear algebraic equations. The integral operators are numerically approximated using some novel shifted
Gegenbauer operational matrices of integration. We derive the error formula of the associated numerical quadratures. We also
present a method to optimize the constructed operational matrix of integration by minimizing the associated quadrature error
in some optimality sense. We study the error bounds and convergence of the optimal shifted Gegenbauer operational matrix
of integration. Moreover, we construct the relation between the operational matrices of integration of the shifted Gegenbauer
polynomials and standard Gegenbauer polynomials. We derive the global collocation matrix of the SGPM, and construct
an efficient computational algorithm for the solution of the collocation equations. We present a study on the computational
cost of the developed computational algorithm, and a rigorous convergence and error analysis of the introduced method.
Four numerical test examples have been carried out in order to verify the effectiveness, the accuracy, and the exponential
convergence of the method. The SGPM is a robust technique, which can be extended to solve a wide range of problems arising
in numerous applications.
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1. INTRODUCTION
Second-order hyperbolic partial differential equations (PDEs) have been studied for many decades, as they
frequently arise in many applications like seismology, acoustics, general relativity, oceanography, electromagnetics,
electrodynamics, thermoelasticity, thermodynamics of thermal waves, fluid dynamics, reaction-diffusion processes,
materials science, geophysics, biological systems, ecology, and a host of other important areas; cf. [1, 2, 3, 4, 5]. The
range and significance of their applications manifest the demand for achieving higher-order numerical approximations
using robust and efficient numerical schemes. In the present work, we establish a high-order numerical approximation
to the solution of the following second-order one-dimensional hyperbolic telegraph equation:
utt + β1 ut + β2 u = uxx + f(x, t), 0 < x < l, 0 < t < τ, (1.1a)
provided with the initial conditions given by
u(x, 0) = g1(x), 0 < x < l, (1.1b)
ut(x, 0) = g2(x), 0 < x < l, (1.1c)
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and the following Dirichlet boundary conditions
u(0, t) = h1(t), 0 < t ≤ τ, (1.1d)
u(l, t) = h2(t), 0 < t ≤ τ, (1.1e)
where u is the unknown solution function, f is a given integrable function; g1, g2, h1, and h2 are some given functions;
β1 and β2 are some known constant coefficients. We shall refer to Equation (1.1a) provided with Conditions (1.1b)
- (1.1e) by Problem P . In fact, the telegraph equation (1.1a) models an infinitesimal piece of a telegraph wire as an
electrical circuit, and it describes the voltage and current in a double conductor with distance x and time t [6]. The
telegraph equation is in particular important as it is commonly used in the study and modeling of signal analysis
for transmission and propagation of electrical signals in a cable transmission line [7, 8], and in reaction diffusion
occurring in many branches of sciences [9, 10].
The numerical solution of second order hyperbolic PDEs has been studied extensively by a variety of techniques
such as the finite element methods [11, 12], finite-difference schemes [13, 14, 15, 3], combined finite difference
scheme and Haar wavelets [6], discrete eigenfunctions method [7], Legendre multiwavelet approximations [16], the
singular dynamic method [17], interpolating scaling functions [18], cubic and quartic B-spline collocation methods
[19, 20], non-polynomial spline methods [21], the reduced differential transform method [22], etc. In the present
work, we present a shifted Gegenbauer pseudospectral method (SGPM) for the solution of Problem P . The numerical
scheme exploits the stability and the well-conditioning of the numerical integral operators, and collocates the integral
formulation of Problem P in the physical (nodal) space using some novel operational matrices of integration
(also called integration matrices) based on shifted Gegenbauer polynomials. The proposed method leads to well-
conditioned linear system of algebraic equations, which can be solved efficiently using standard linear system solvers.
The rapid convergence, economy in calculations, memory minimization, and the simplicity in programming and
application are some of the features enjoyed by the present method. The current work is an extension to the works
of Elgindy and Smith-Miles [23] and Elgindy and Smith-Miles [24] to second-order hyperbolic PDEs using shifted
Gegenbauer polynomials.
The rest of the article is organized as follows: In Section 2, we give some basic preliminaries relevant to Gegenbauer
and shifted Gegenbauer polynomials. In Section 3, we derive the Lagrange form of the shifted Gegenbauer
interpolation at the shifted Gegenbauer-Gauss (SGG) nodes. In Section 4, we derive the shifted Gegenbauer
integration matrix and its associated quadrature error formula in Section 4.1. In Section 4.2, we construct an optimal
shifted Gegenbauer integration matrix in some optimality measure, and analyze its associated quadrature error in
Section 4.3. Section 4.4 gives the error bounds of the optimal shifted Gegenbauer quadrature. Section 4.5 presents
the relation between the integration matrices of the shifted Gegenbauer polynomials and standard Gegenbauer
polynomials. Section 5 introduces the SGPM for the efficient numerical solution of Problem P . Section 5.1 is devoted
for the constructions of the global collocation matrix and the right hand side of the collocation equations. Section 5.2
establishes the global approximate interpolant over the whole solution domain. Section 5.3 is devoted for the study
of the convergence and error analysis of the proposed method. Four numerical test examples are studied in Section
6 to assess the efficiency and accuracy of the numerical scheme. We provide some concluding remarks in Section 8
followed by possible future work in Section 7. Finally, Appendix A establishes an efficient computational algorithm
for the constructions of the global collocation matrix and the right hand side of the collocation equations.
2. PRELIMINARIES
In this section, we present some preliminary properties of the Gegenbauer polynomials and the shifted Gegenbauer
polynomials defined on one and two dimensions. Moreover, we present the discrete inner product of any two functions
for the shifted Gegenbauer approximations.
The Gegenbauer polynomial C(α)n (x), of degree n ∈ Z+, and associated with the parameter α > −1/2, is a real-
valued function, which appears as an eigensolution to a singular Sturm-Liouville problem in the finite domain [−1, 1]
[25]. It is a Jacobi polynomial, P (α,β)n , with α = β, and can be standardized so that:
C(α)n (x) =
n!Γ(α+ 12 )
Γ(n+ α+ 12 )
P (α−1/2,α−1/2)n (x), n = 0, 1, 2, . . . . (2.1)
Therefore, we recover the nth-degree Chebyshev polynomial of the first kind, Tn(x), and the nth-degree Legendre
polynomial, Ln(x), for α = 0 and 0.5, respectively. The Gegenbauer polynomials can be generated by the following
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three-term recurrence equation:
(n+ 2α)C
(α)
n+1(x) = 2(n+ α)xC
(α)
n (x)− nC(α)n−1(x), n = 1, 2, 3, . . . , (2.2a)
starting with the following two equations:
C
(α)
0 (x) = 1, (2.2b)
C
(α)
1 (x) = x, (2.2c)
or in terms of the hypergeometric functions,
C(α)n (x) = 2F1
(
−n, 2α+ n;α+ 1
2
;
1− x
2
)
, n = 0, 1, 2, . . . , (2.3)
where 2F1 (a, b; c;x) , is the first hypergeometric function (Gauss’s hypergeometric function), which converges if
c /∈ Z− ∪ {0}, for all |x| < 1, or at the endpoints x = ±1, if Re[c− a− b] > 0. The leading coefficients of the
Gegenbauer polynomials C(α)n (x), are denoted by K
(α)
n , and are given by the following relation:
K(α)n = 2
n−1 Γ(n+ α) Γ(2α+ 1)
Γ(n+ 2α) Γ(α+ 1)
, n = 0, 1, 2, . . . . (2.4)
The weight function for the Gegenbauer polynomials is the even function w(α)(x) = (1− x2)α−1/2. The Gegenbauer
polynomials form a complete orthogonal basis polynomials in L2
w(α)
[−1, 1], and their orthogonality relation is given
by the following weighted inner product:(
C(α)m , C
(α)
n
)
w(α)
=
∫ 1
−1
C(α)m (x)C
(α)
n (x)w
(α)(x)dx =
∥∥∥C(α)n ∥∥∥2
w(α)
δm,n = λ
(α)
n δm,n, (2.5)
where
λ(α)n =
∥∥∥C(α)n ∥∥∥2
w(α)
=
21−2α pi Γ(n+ 2α)
n! (n+ α) Γ2(α)
, (2.6)
is the normalization factor, and δm,n is the Kronecker delta function. We denote the zeroes of the Gegenbauer
polynomial C(α)n+1(x) (also called Gegenbauer-Gauss nodes) by x
(α)
n,k, k = 0, . . . , n, and denote their set by S
(α)
n . We
also denote their corresponding Christoffel numbers by$(α)n,k, k = 0, . . . , n, and define them by the following relation:(
$
(α)
n,k
)−1
=
n∑
j=0
(
λ
(α)
j
)−1 (
C
(α)
j
(
x
(α)
n,k
))2
, k = 0, 1, 2, . . . , n. (2.7)
Throughout the paper, we shall refer to the Gegenbauer polynomials by those constrained by standardization (2.1).
Let L be some positive real number. The shifted Gegenbauer polynomial of degree n on the interval [0, L],
is defined by C(α)L,n(x) = C
(α)
n (2x/L− 1). The shifted Gegenbauer polynomials form a complete L2
w
(α)
L
[−1, 1]-
orthogonal system with respect to the weight function,
w
(α)
L (x) = (Lx− x2)α−1/2, (2.8)
and their orthogonality relation is defined by the following weighted inner product:(
C
(α)
L,m, C
(α)
L,n
)
w
(α)
L
=
∫ L
0
C
(α)
L,m(x)C
(α)
L,n(x)w
(α)
L (x)dx =
∥∥∥C(α)L,n∥∥∥2
w
(α)
L
δm,n = λ
(α)
L,nδm,n, (2.9)
where
λ
(α)
L,n =
(
L
2
)2α
λ(α)n , (2.10)
is the normalization factor. For α = 0 and 0.5, we recover the shifted Chebyshev polynomials of the first kind and the
shifted Legendre polynomials, respectively. We denote the zeroes of the shifted Gegenbauer polynomial C(α)L,n+1(x)
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(SGG nodes) by x(α)L,n,k, k = 0, . . . , n, and denote their set by S
(α)
L,n. We also denote their corresponding Christoffel
numbers by $(α)L,n,k, k = 0, . . . , n. Clearly
x
(α)
L,n,k =
L
2
(
x
(α)
n,k + 1
)
, k = 0, . . . , n; (2.11)
$
(α)
L,n,k =
(
L
2
)2α
$
(α)
n,k, k = 0, . . . , n. (2.12)
If we denote by Pn, the space of all polynomials of degree at most n, n ∈ Z+, then for any φ ∈ P2n+1,∫ L
0
φ(x)w
(α)
L (x) dx =
(
L
2
)2α ∫ 1
−1
φ
(
L
2
(x+ 1)
)
w(α)(x) dx =
(
L
2
)2α n∑
j=0
$
(α)
n,j φ
(
L
2
(
x
(α)
n,j + 1
))
=
n∑
j=0
$
(α)
L,n,j φ
(
x
(α)
L,n,j
)
, (2.13)
using the standard Gegenbauer-Gauss quadrature. With the quadrature rule, we can define the discrete inner product
(·, ·)L,n, of any two functions u(x) and v(x) defined on [0, L], for the shifted Gegenbauer approximations as follows:
(u, v)L,n =
n∑
j=0
$
(α)
L,n,j u
(
x
(α)
L,n,j
)
v
(
x
(α)
L,n,j
)
. (2.14)
In two dimensions, we can define the bivariate shifted Gegenbauer polynomials by the following definition:
Definition 2.1
Let
{
C
(α)
L,n(x)
}∞
n=0
, be a sequence of shifted Gegenbauer polynomials on DL = [0, L]. The bivariate shifted
Gegenbauer polynomials,
{
l,τC
(α)
n,m(x, t)
}∞
n,m=0
, are defined as
l,τC
(α)
n,m(x, t) = C
(α)
l,n (x)C
(α)
τ,m(t), (x, t) ∈ D2l,τ = [0, l]× [0, τ ], l, τ ∈ R+. (2.15)
The family
{
l,τC
(α)
n,m(x, t)
}∞
n,m=0
, forms a complete basis for L2(D2l,τ ). They are orthogonal on L
2(D2l,τ ) with
respect to the weight function w(α)l,τ (x, t) = w
(α)
l (x)w
(α)
τ (t), since∫ l
0
∫ τ
0
l,τC
(α)
n,m(x, t) l,τC
(α)
s,k (x, t)w
(α)
l,τ (x, t) dx dt =
∫ l
0
C
(α)
l,n (x)C
(α)
l,s (x)w
(α)
l (x) dx ·
∫ τ
0
C(α)τ,m(t)C
(α)
τ,k (t)w
(α)
τ (t) dt
(2.16)
=
{
l,τλ
(α)
n,m, (n,m) = (s, k),
0, o.w.,
(2.17)
where
l,τλ
(α)
n,m = λ
(α)
l,n λ
(α)
τ,m ∀n,m. (2.18)
In the next section, we highlight the modal and nodal orthogonal shifted Gegenbauer interpolation, and derive the
Lagrange form of the shifted Gegenbauer interpolation at the SGG nodes.
3. ORTHOGONAL SHIFTED GEGENBAUER INTERPOLATION
The function
Pnf(x) =
n∑
j=0
f˜j C
(α)
L,j (x), (3.1)
This is a preprint copy that has been accepted for publication in Numerical Methods for Partial Differential Equations.
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is the shifted Gegenbauer interpolant of a real function f defined on [0, L], if we compute the coefficients f˜j so that
Pnf(xk) = f(xk), k = 0, . . . , n, (3.2)
for some nodes xk ∈ [0, L], k = 0, . . . , n. If we choose the interpolation points xk to be the SGG nodes, then we
can simply compute the discrete coefficients using the discrete inner product created from the Gegenbauer-Gauss
quadrature by the following formula:
f˜j =
(Pnf, C
(α)
L,j )L,n∥∥∥C(α)L,j∥∥∥2
w
(α)
L
=
(f, C
(α)
L,j )L,n∥∥∥C(α)L,j∥∥∥2
w
(α)
L
=
1
λ
(α)
L,j
n∑
k=0
$
(α)
L,n,k f
(α)
L,n,k C
(α)
L,j
(
x
(α)
L,n,k
)
, j = 0, . . . , n, (3.3)
where f (α)L,n,k = f
(
x
(α)
L,n,k
)
∀k. Equation (3.3) gives the discrete shifted Gegenbauer transform. To construct the
shifted Gegenbauer integration matrix, we need to represent the orthogonal shifted Gegenbauer approximation as
an interpolant through a set of node values (nodal approximation) instead of the modal approximation given by
Equation (3.1). Substituting Equation (3.3) into (3.1) yields
Pnf(x) =
n∑
j=0
1
λ
(α)
L,j
n∑
k=0
$
(α)
L,n,k f
(α)
L,n,k C
(α)
L,j
(
x
(α)
L,n,k
)
C
(α)
L,j (x)
=
n∑
k=0
[
$
(α)
L,n,k
n∑
j=0
(
λ
(α)
L,j
)−1
C
(α)
L,j
(
x
(α)
L,n,k
)
C
(α)
L,j (x)
]
f
(α)
L,n,k. (3.4)
Hence the Lagrange form of the shifted Gegenbauer interpolation of f at the SGG nodes can be written as:
Pnf(x) =
n∑
k=0
f
(α)
L,n,k L(α)L,n,k(x), (3.5)
where L(α)L,n,k(x), are the Lagrange interpolating polynomials defined by
L(α)L,n,k(x) = $(α)L,n,k
n∑
j=0
(
λ
(α)
L,j
)−1
C
(α)
L,j
(
x
(α)
L,n,k
)
C
(α)
L,j (x), k = 0, . . . , n. (3.6)
Theorem 3.1
The functions L(α)L,n,k(x), k = 0, . . . , n, defined by Equation (3.6) are the Lagrange interpolating polynomials of the
real-valued function f constructed through shifted Gegenbauer interpolation at the SGG nodes.
Proof
To show that L(α)L,n,k(x), k = 0, . . . , n, are indeed the Lagrange interpolating polynomials of the real-valued function
f , we need only to show that L(α)L,n,k(x(α)L,n,i) = δi,k, i, k = 0, . . . , n. Since
L(α)L,n,k(x) =
(
L
2
)2α
$
(α)
n,k
n∑
j=0
((
L
2
)2α
λ
(α)
j
)−1
C
(α)
j
(
x
(α)
n,k
)
C
(α)
j (x)
= $
(α)
n,k
n∑
j=0
(
λ
(α)
j
)−1
C
(α)
j
(
x
(α)
n,k
)
C
(α)
j (x)
= $
(α)
n,k
n∑
j=0
(
λ
(α)
j
)−1( j! Γ (α+ 12)
Γ
(
j + α+ 12
))2Cˆ(α)j (x(α)n,k) Cˆ(α)j (x)
= $
(α)
n,k
n∑
j=0
(
λˆ
(α)
j
)−1
Cˆ
(α)
j
(
x
(α)
n,k
)
Cˆ
(α)
j (x), (3.7)
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where Cˆ(α)j (x), are the Gegenbauer polynomials standardized by Szego¨ [25], and
λˆ
(α)
j =
∥∥∥Cˆ(α)j ∥∥∥2
w(α)
=
22α−1 Γ2
(
j + α+ 12
)
(j + α) j! Γ(j + 2α)
. (3.8)
By Christoffel-Darboux Theorem (see [26, Theorem 4.4]),
L(α)L,n,k(x) = $(α)n,k
2−(2α+1) Γ(n+ 2) Γ2(2α+ 1)
Γ(n+ 2α+ 1) Γ2(α+ 1)
Cˆ
(α)
n+1(x) Cˆ
(α)
n
(
x
(α)
n,k
)
x− x(α)n,k
. (3.9)
Hence L(α)L,n,k(x(α)n,i ) = 0∀i 6= k, since Cˆ(α)n+1(x(α)n,i ) = 0, i = 0, . . . , n. For i = k, and using L’Hoˆpital’s rule, we find
that
L(α)L,n,k(x(α)n,k) = $(α)n,k
2−(2α+1) Γ(n+ 2) Γ2(2α+ 1)
Γ(n+ 2α+ 1) Γ2(α+ 1)
Cˆ(α)n (x
(α)
n,k)
d
dx
Cˆ
(α)
n+1(x
(α)
n,k). (3.10)
Using Equation (5.19) in [26], we can easily show that
L(α)L,n,k(x(α)n,k) = (n+ 2α+ 1) Cˆ(α)n (x(α)n,k)
((
1−
(
x
(α)
n,k
)2) d
dx
Cˆ
(α)
n+1(x
(α)
n,k)
)−1
= 1, k = 0, . . . , n. (3.11)
Hence
L(α)L,n,k(x(α)L,n,i) = $(α)L,n,k
n∑
j=0
(
λ
(α)
L,j
)−1
C
(α)
L,j
(
x
(α)
L,n,k
)
C
(α)
L,j (x
(α)
L,n,i)
= $
(α)
n,k
n∑
j=0
(
λˆ
(α)
j
)−1
Cˆ
(α)
j
(
x
(α)
n,k
)
Cˆ
(α)
j (x
(α)
n,i ) = δi,k. (3.12)
4. THE SHIFTED GEGENBAUER INTEGRATION MATRIX
Suppose that a real-valued function f is approximated by the shifted Gegenbauer interpolant Pnf given by Equation
(3.5). The shifted Gegenbauer integration matrix calculated at the SGG nodes is simply a linear map, Pˆ(1)L , which
takes a vector of (n+ 1) function values, F = (fL,0, fL,1, . . . , fL,n)
T , to a vector of (n+ 1) integral values
I(α)n =
(∫ x(α)L,n,0
0
Pnf(x) dx,
∫ x(α)L,n,1
0
Pnf(x) dx, . . . ,
∫ x(α)L,n,n
0
Pnf(x) dx
)T
,
such that
I(α)n = Pˆ
(1)
L F. (4.1)
The integration matrix Pˆ(1)L = (pˆ
(1)
L,i,k), 0 ≤ i, k ≤ n, is the first-order square shifted Gegenbauer integration matrix
of size (n+ 1), and its elements, pˆ(1)L,i,k = pˆ
(1)
L,i,k(α), 0 ≤ i, k ≤ n, can be constructed by integrating Equation (3.5)
on [0, L], such that∫ x(α)L,n,i
0
Pnf(x) dx =
n∑
k=0
f
(α)
L,n,k
∫ x(α)L,n,i
0
L(α)L,n,k(x) dx
=
n∑
k=0
(
$
(α)
L,n,k
n∑
j=0
(
λ
(α)
L,j
)−1
C
(α)
L,j (x
(α)
L,n,k)
∫ x(α)L,n,i
0
C
(α)
L,j (x) dx
)
f
(α)
L,n,k
=
n∑
k=0
pˆ
(1)
L,i,k f
(α)
L,n,k. (4.2)
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Hence
pˆ
(1)
L,i,k = $
(α)
L,n,k
n∑
j=0
(
λ
(α)
L,j
)−1
C
(α)
L,j (x
(α)
L,n,k)
∫ x(α)L,n,i
0
C
(α)
L,j (x) dx, i, k = 0, . . . , n. (4.3)
We refer to the shifted Gegenbauer integration matrix, Pˆ(1)L , and its associated quadrature (4.2) by the S-matrix and
the S-quadrature, respectively.
4.1. Error Analysis of the S-Quadrature
The following theorem highlights the truncation error of the shifted Gegenbauer quadrature associated with the shifted
Gegenbauer integration matrix Pˆ(1)L .
Theorem 4.1
Let f(x) ∈ Cn+1[0, L], be interpolated by the shifted Gegenbauer polynomials at the SGG nodes, x(α)L,n,i ∈ S(α)L,n, then
there exist a matrix Pˆ(1)L = (pˆ
(1)
L,i,j), 0 ≤ i, j ≤ n, and some numbers ξi = ξ(x(α)L,n,i) ∈ (0, L), i = 0, . . . , n, satisfying∫ x(α)L,n,i
0
f(x)dx =
n∑
k=0
pˆ
(1)
L,i,k f
(α)
L,n,k + E
(α)
L,n
(
x
(α)
L,n,i, ξi
)
, (4.4)
where pˆ(1)L,i,k, i, k = 0, . . . , n, are the elements of the matrix Pˆ
(1)
L , defined by Equation (4.3), and
E
(α)
L,n
(
x
(α)
L,n,i, ξi
)
=
(
L
2
)n+1
f (n+1)(ξi)
(n+ 1)!K
(α)
n+1
∫ x(α)L,n,i
0
C
(α)
L,n+1(x) dx. (4.5)
Proof
Set the error term of the shifted Gegenbauer interpolation as
Rn(x) = f(x)− Pnf(x), (4.6)
and construct the auxiliary function
Y (t) = Rn(t)− Rn(x)
C
(α)
L,n+1(x)
C
(α)
L,n+1(t). (4.7)
Since f ∈ Cn+1[0, L], and Pnf ∈ C∞[0, L], it follows that Y ∈ Cn+1[0, L]. For t = x(α)L,n,i, we have
Y (x
(α)
L,n,i) = Rn(x
(α)
L,n,i)−
Rn(x)
C
(α)
L,n+1(x)
C
(α)
L,n+1(x
(α)
L,n,i) = 0, (4.8)
since x(α)L,n,i, are zeroes of Rn(x). Moreover,
Y (x) = Rn(x)− Rn(x)
C
(α)
L,n+1(x)
C
(α)
L,n+1(x) = 0. (4.9)
Thus Y ∈ Cn+1[0, L], and Y is zero at the (n+ 2) distinct nodes x, x(α)L,n,i, i = 0, . . . , n. By the generalized Rolle’s
Theorem, there exists a number ξ in (0, L) such that Y (n+1)(ξ) = 0. Therefore,
0 = Y (n+1)(ξ) = R(n+1)n (ξ)−
Rn(x)
C
(α)
L,n+1(x)
dn+1
dtn+1
C
(α)
L,n+1(t)
∣∣∣
t=ξ
= R(n+1)n (ξ)−
Rn(x)
C
(α)
L,n+1(x)
(
2
L
)n+1
dn+1
dtn+1
C
(α)
n+1(t)
∣∣∣
t=ξ
= R(n+1)n (ξ)−
(
2
L
)n+1
(n+ 1)!K
(α)
n+1
Rn(x)
C
(α)
L,n+1(x)
. (4.10)
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Since Pnf ∈ Pn, (Pnf)(n+1)(x) is identically zero, and we have
0 = f (n+1)(ξ)−
(
2
L
)n+1
(n+ 1)!K
(α)
n+1
Rn(x)
C
(α)
L,n+1(x)
. (4.11)
∴ f(x) = Pnf(x) +
(
L
2
)n+1
f (n+1)(ξ)
(n+ 1)!K
(α)
n+1
C
(α)
L,n+1(x). (4.12)
⇒
∫ x(α)L,n,i
0
f(x) dx =
∫ x(α)L,n,i
0
Pnf(x) dx+
(
L
2
)n+1 f (n+1)(ξ(x(α)L,n,i))
(n+ 1)!K
(α)
n+1
∫ x(α)L,n,i
0
C
(α)
L,n+1(x) dx (4.13)
=
n∑
k=0
pˆ
(1)
L,i,kf
(α)
L,n,k + E
(α)
L,n
(
x
(α)
L,n,i, ξi
)
. (4.14)
4.2. Optimal S-Quadrature
To construct an optimal S-quadrature to approximate the definite integration
∫ xi
0
f(x) dx, of an integrable function
f , for any arbitrary integration node xi ∈ [0, L], we follow the idea presented by Elgindy and Smith-Miles [23], and
seek to determine the optimal Gegenbauer parameter α∗i , which minimizes the magnitude of the quadrature error
E
(α)
L,n(xi, ξ), at each integration node xi, i = 0, . . . , n. Define the smooth function ηL,i,n(α), such that
ηL,i,n(α) =
2n
K
(α)
n+1
∫ xi
0
C
(α)
L,n+1(x) dx. (4.15)
The values of the optimal Gegenbauer parameters α∗i , can be determined through the following one-dimensional
optimization problems:
Find α∗i = argmin
α>−1/2
η2L,i,n(α), i = 0, . . . , n. (4.16)
Problems (4.16) can be further converted into unconstrained one-dimensional minimization problems using the
following change of variable:
α = t2 − 1
2
+ ε, 0 < ε <
1
2
(1 + 2α) 1. (4.17)
We refer to the optimal shifted Gegenbauer integration matrix and its associated quadrature established through the
solution of Problems (4.16) by the optimal S-matrix and the optimal S-quadrature, respectively. Notice here that for
each integration node xi, an optimal Gegenbauer parameter α∗i is determined, and the optimal S-quadrature seeks
a new set of SGG nodes as the optimal shifted Gegenbauer interpolation nodes set corresponding to the integration
node xi. We denote these optimal SGG interpolation nodes by z
(α∗i )
L,m,i,k, k = 0, . . . ,m, for some m ∈ Z+, and we
call them the adjoint SGG nodes, since their role is similar to the role of the adjoint Gegenbauer-Gauss nodes
z
(α∗i )
m,i,k, k = 0, . . . ,m, constructed in [23]. Notice also that the choice of the positive integer number m is free, which
renders the optimal S-matrix a rectangular matrix of size (n+ 1)× (m+ 1) rather than a square matrix of size
(n+ 1), as is typically the case with the standard S-matrix. Denote the optimal S-matrix by P (1)L = (p
(1)
L,i,k), i =
0, . . . , n; k = 0, . . . ,m, where p(1)L,i,k = p
(1)
L,i,k(α
∗
i ), are the matrix elements of the ith row obtained using the optimal
value α∗i . The definite integral
∫ xi
0
f(x) dx, is then approximated by the optimal S-quadrature as follows:∫ xi
0
f(x) dx ≈
m∑
k=0
p
(1)
L,i,k f
(α∗i )
L,m,i,k, i = 0, . . . , n, (4.18)
where f (α
∗
i )
L,m,i,k = f(z
(α∗i )
L,m,i,k), i = 0, . . . , n; k = 0, . . . ,m.
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4.3. Error Analysis of the Optimal S-Quadrature
The following theorem describes the construction of the optimal S-matrix elements, and highlights the truncation
error of the associated optimal S-quadrature.
Theorem 4.2
Let
SL,n,m = {z(α
∗
i )
L,m,i,k|C(α
∗
i )
L,m+1(z
(α∗i )
L,m,i,k) = 0, i = 0, . . . , n; k = 0, . . . ,m}, L ∈ R+, n,m ∈ Z+, (4.19)
be the adjoint set of SGG nodes, where α∗i are the optimal Gegenbauer parameters in the sense that
α∗i = argmin
α>−1/2
η2L,i,m(α). (4.20)
Moreover, let f(x) ∈ Cm+1[0, L], be a real-valued function approximated by the shifted Gegenbauer polynomials
expansion series such that the shifted Gegenbauer coefficients are computed by interpolating the function f(x) at
the adjoint SGG nodes z(α
∗
i )
L,m,i,k ∈ SL,n,m, i = 0, . . . , n; k = 0, . . . ,m. Then for any arbitrary integration nodes xi ∈
[0, L], i = 0, . . . , n, there exist a matrix P(1)L = (p
(1)
L,i,j), i = 0, . . . , n; j = 0, . . . ,m, and some numbers ξi ∈ [0, L],
satisfying ∫ xi
0
f(x) dx =
m∑
k=0
p
(1)
L,i,k f
(α∗i )
L,m,i,k + E
(α∗i )
L,m (xi, ξi), (4.21)
where
p
(1)
L,i,k = $
(α∗i )
L,m,k
m∑
j=0
(
λ
(α∗i )
L,j
)−1
C
(α∗i )
L,j (z
(α∗i )
L,m,i,k)
∫ xi
0
C
(α∗i )
L,j (x) dx; (4.22)
E
(α∗i )
L,m (xi, ξi) =
(
L
2
)m+1
f (m+1)(ξi)
2m (m+ 1)!
ηL,i,m(α
∗
i ). (4.23)
Proof
The function
Pmf(x) =
m∑
j=0
f˜i,j C
(α∗i )
L,j (x), (4.24)
is the shifted Gegenbauer interpolant of the real function f defined on [0, L], if we compute the coefficients f˜i,j so
that
Pmf(z
(α∗i )
L,m,i,k) = f
(α∗i )
L,m,i,k, i = 0, . . . , n; k = 0, . . . ,m. (4.25)
Hence the discrete shifted Gegenbauer transform is
f˜i,k =
(Pmf, C
(α∗i )
L,j )L,m∥∥∥C(α∗i )L,j ∥∥∥2
w
(α)
L
=
(f, C
(α∗i )
L,j )L,m∥∥∥C(α∗i )L,j ∥∥∥2
w
(α)
L
=
1
λ
(α∗i )
L,j
m∑
k=0
$
(α∗i )
L,m,kf
(α∗i )
L,m,i,kC
(α∗i )
L,j
(
z
(α∗i )
L,m,i,k
)
, i = 0, . . . , n; k = 0, . . . ,m.
(4.26)
Following the approach presented in Section 3, we can easily show that the Lagrange form of the shifted Gegenbauer
interpolation of f at the adjoint SGG nodes can be written as:
Pmf(x) =
m∑
k=0
f
(α∗i )
L,m,i,k L(α
∗
i )
L,m,i,k(x), (4.27)
where L(α∗i )L,m,i,k(x), are the Lagrange interpolating polynomials defined by
L(α∗i )L,m,i,k(x) = $(α
∗
i )
L,m,k
m∑
j=0
(
λ
(α∗i )
L,j
)−1
C
(α∗i )
L,j
(
z
(α∗i )
L,m,i,k
)
C
(α∗i )
L,j (x), i = 0, . . . , n; k = 0, . . . ,m. (4.28)
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Therefore, ∫ xi
0
Pmf(x) dx =
m∑
k=0
f
(α∗i )
L,m,i,k
∫ xi
0
L(α∗i )L,m,i,k(x) dx
=
m∑
k=0
[
$
(α∗i )
L,m,k
m∑
j=0
(
λ
(α∗i )
L,j
)−1
C
(α∗i )
L,j
(
z
(α∗i )
L,m,i,k
) ∫ xi
0
C
(α∗i )
L,j (x) dx
]
f
(α∗i )
L,m,i,k
=
m∑
k=0
p
(1)
L,i,kf
(α∗i )
L,m,i,k.
⇒
∫ xi
0
f(x) dx =
m∑
k=0
p
(1)
L,i,kf
(α∗i )
L,m,i,k + E
(α∗i )
L,m (xi, ξi),
where the quadrature error term, E(α
∗
i )
L,m (xi, ξi), follows directly from Theorem 4.1 on substituting the value of α with
α∗i , and expanding the shifted Gegenbauer expansion series up to the (m+ 1)th-term.
4.4. Error Bounds of the Optimal S-Quadrature
To study the error bounds of the optimal S-quadrature, we require the following two lemmas.
Lemma 4.1
The maximum value of the shifted Gegenbauer polynomials C(α)L,n(x), is given by
max
x∈[0, L]
∣∣∣C(α)L,n(x)∣∣∣ = ∥∥∥C(α)L,n∥∥∥
L∞[0, L]
=

1, n ≥ 0 ∧ α ≥ 0,
n! Γ(2α)
Γ(n+ 2α)
∣∣∣∣( n2 + α− 1n
2
)∣∣∣∣ , n2 ∈ Z+0 ∧ −12 < α < 0,
A(α) n−α, n 1 ∧ −1
2
< α < 0,
(4.29a)
(4.29b)
(4.29c)
where Z+0 = Z+ ∪ {0}, is the set of all non-negative integers, and A(α) > 1, is a constant dependent on α, but
independent of n. Moreover, for odd n > 0, and − 12 < α < 0, the maximum value of C(α)L,n(x), is bounded by the
following inequality
max
x∈[0, L]
∣∣∣C(α)L,n(x)∣∣∣ = ∥∥∥C(α)L,n∥∥∥
L∞[0, L]
<
2n! Γ(2α) |α|√
n (2α+ n) Γ(n+ 2α)
∣∣∣∣( n−12 + αn−1
2
)∣∣∣∣ . (4.30)
Proof
The proof is straightforward. Indeed, Equalities (4.29) follow using Equation (2.1), Lemma 2.1 in [24], and Equation
(7.33.2) in [25]. Since C(α)L,n+1(x), for a certain value of 0 ≤ x ≤ L, monotonically decreases for increasing values of
α in the range −1/2 < α < 0, as n→∞; cf. [23, Appendix D], then
A(α) = nα
∥∥∥C(α)L,n∥∥∥
L∞[0,L]
, (4.31)
is also monotonically decreasing for increasing values of α ∈ (−1/2, 0). Since
lim
α→0
A(α) = 1, (4.32)
then A(α) > 1 ∀α ∈ (−1/2, 0). Finally, Inequality (4.30) follows using Equation (2.1) and Equation (7.33.3) in
[25].
Lemma 4.2
For a fixed α > −1/2, the factor (n+ 1)!K(α)n+1, is of order n3/2−α(2n/e)n, for large values of n.
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Proof
The lemma is a more accurate version of Lemma 2.2 in [24] by realizing that (n+ 1)! = (n+ 1) · n! ≈ n ·√
2pi n (n/e)
n
=
√
2pi n
3
2 (n/e)
n, as n→∞.
The following theorem gives the error bounds of the optimal S-quadrature.
Theorem 4.3 (Error bounds)
Assume that f(x) ∈ Cm+1[0, L], and
∥∥f (m+1)∥∥
L∞[0,L] ≤ A ∈ R+, for some number m ∈ Z+0 . Moreover, let∫ xi
0
f(x) dx, be approximated by the optimal S-quadrature (4.18) up to the (m+ 1)th shifted Gegenbauer expansion
term, for each integration node xi, i = 0, . . . , n. Then there exist some positive constants D
(α∗i )
1 and D
(α∗i )
2 ,
independent of m such that the truncation error of the optimal S-quadrature, E(α
∗
i )
L,m , is bounded by the following
inequalities:
∣∣∣E(α∗i )L,m ∣∣∣ ≤ A2−2m−1Γ (α+ 1)xiLm+1Γ (m+ 2α+ 1)Γ (2α+ 1) Γ (m+ 2) Γ (m+ α+ 1)

1, m ≥ 0 ∧ α ≥ 0,
(m+1)!Γ(2α)
Γ(m+2α+1)
∣∣∣∣( m+12 + α− 1m+1
2
)∣∣∣∣ , m+12 ∈ Z+ ∧ − 12 < α < 0
 ,
(4.33)∣∣∣E(α∗i )L,m ∣∣∣ < A2−2m−1Γ (α) |α| xiLm+1√
(m+ 1) (2α+m+ 1)Γ (m+ α+ 1)
∣∣∣∣( m2 + αm
2
)∣∣∣∣ , m2 ∈ Z+0 ∧ −12 < α < 0, (4.34)
∣∣∣E(α∗i )L,m ∣∣∣ ≤

B
(α∗i )
1
em Lm+1 xi
22m+1mm+3/2−α∗i
, α∗i ≥ 0 ∧m 1,
B
(α∗i )
2
em Lm+1 xi
22m+1mm+3/2
, −1
2
< α∗i < 0 ∧m 1,
(4.35a)
(4.35b)
for all i = 0, . . . , n, where B(α
∗
i )
1 = AD
(α∗i )
1 , and B
(α∗i )
2 = B
(α∗i )
1 D
(α∗i )
2 .
Proof
The proof is straightforward using Equation (4.23), and Lemmas 4.1 and 4.2.
4.5. The Relation Between the S-matrix and the Gegenbauer Integration Matrix
Let Pˆ(1) = (pˆ(1)i,k ), i, k = 0, . . . , n, be the first-order square Gegenbauer integration matrix of size (n+ 1), constructed
by Theorem 2.1 in [23], and consider the Lagrange form of the shifted Gegenbauer interpolation of a real-valued
function f at the SGG nodes, Pnf , given by Equation 3.5. Since
n∑
k=0
pˆ
(1)
L,i,kf
(α)
L,n,k =
n∑
k=0
pˆ
(1)
L,i,k (Pnf)
(α)
L,n,k =
∫ x(α)L,n,i
0
Pnf(x)dx =
L
2
∫ 2 x(α)L,n,i/L−1
−1
Pnf
(
L
2
(x+ 1)
)
dx
=
L
2
∫ x(α)n,i
−1
Pnf
(
L
2
(x+ 1)
)
dx =
L
2
n∑
k=0
pˆ
(1)
ik Pnf
(
L
2
(
x
(α)
n,k + 1
))
=
L
2
n∑
k=0
pˆ
(1)
ik (Pnf)
(α)
L,n,k
=
L
2
n∑
k=0
pˆ
(1)
ik f
(α)
L,n,k, (4.36)
where (Pnf)
(α)
L,n,k = Pnf(x
(α)
L,n,k), then it follows that
pˆ
(1)
L,i,k =
L
2
pˆ
(1)
ik , i, k = 0, . . . , n, (4.37)
or in matrix form,
Pˆ
(1)
L =
L
2
Pˆ(1). (4.38)
Moreover, using the change of variable
ti =
L
2
(si + 1), i = 0, . . . , n, (4.39)
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and Cauchy’s formula for repeated integration, we can calculate the q-fold definite integrals of Pnf on [0, x
(α)
L,n,i], i =
0, . . . , n, as follows:
n∑
k=0
pˆ
(q)
L,i,k f
(α)
L,n,k =
n∑
k=0
pˆ
(q)
L,i,k (Pnf)
(α)
L,n,k =
∫ x(α)L,n,i
0
∫ tq−1
0
. . .
∫ t2
0
∫ t1
0
Pnf(t0) dt0dt1 . . . dtq−2dtq−1
=
(
L
2
)q ∫ 2 x(α)L,n,i/L−1
−1
∫ 2 tq−1/L−1
−1
. . .
∫ 2 t2/L−1
−1
∫ 2 t1/L−1
−1
Pnf
(
L
2
(s0 + 1)
)
ds0ds1 . . . dsq−2dsq−1
=
(
L
2
)q ∫ x(α)n,i
−1
∫ sq−1
−1
. . .
∫ s2
−1
∫ s1
−1
Pnf
(
L
2
(s0 + 1)
)
ds0ds1 . . . dsq−2dsq−1 =
(
L
2
)q n∑
k=0
pˆ
(q)
ik f
(α)
L,n,k
=
(
L
2
)q
1
(q − 1)!
∫ x(α)n,i
−1
(
x
(α)
n,i − t
)q−1
Pnf
(
L
2
(t+ 1)
)
dt =
(
L
2
)q
1
(q − 1)!
n∑
k=0
pˆ
(1)
ik
(
x
(α)
n,i − x(α)n,k
)q−1
f
(α)
L,n,k,
(4.40)
where Pˆ(q)L =
(
pˆ
(q)
L,i,k
)
, i, k = 0, . . . , n, is the S-matrix of order q, q ∈ Z+. Hence,
pˆ
(q)
L,i,k =
(
L
2
)q
pˆ
(q)
i,k =
(
L
2
)q (x(α)n,i − x(α)n,k)q−1
(q − 1)! pˆ
(1)
i,k , i, k = 0, . . . , n, (4.41)
or in matrix form,
Pˆ
(q)
L =
(
L
2
)q
Pˆ(q) =
(
L
2
)q
1
(q − 1)!
((
x(α)n ⊗ J1,n+1
)
−
((
x(α)n
)T
⊗ Jn+1,1
))
◦ Pˆ(1), (4.42)
where x(α)n = [x
(α)
n,0, x
(α)
n,1, . . . , x
(α)
n,n, ]T ,Ji,j is the all ones matrix of size i× j, “⊗” and “◦” denote the Kronecker
product and Hadamard product (entrywise product), respectively. Hence the S-matrices of higher-orders can be
generated directly from the first-order Gegenbauer integration matrix. Similarly, we can show that the optimal S-
matrices of distinct orders are related with the Gegenbauer integration matrices constructed by Theorem 2.2 in [23]
by the following equations:
p
(q)
L,i,k =
(
L
2
)q
p
(q)
i,k =
(
L
2
)q (x(α)n,i − z(α∗i )m,i,k)q−1
(q − 1)! p
(1)
i,k , i = 0, . . . , n; k = 0, . . . ,m. (4.43)
The optimal S-matrices of distinct orders can therefore be calculated efficiently using Equations (4.43), and
Algorithms 2.1 and 2.2 in [23]. Since the convergence properties of the S-quadratures and the optimal S-quadratures
are inherited from the convergence properties of the corresponding Gegenbauer integration matrices and optimal
Gegenbauer integration matrices, respectively, the following useful result is straightforward.
Corollary 4.1 (Convergence of the optimal S-quadrature)
Assume that f(x) ∈ Cm+1[0, L], and
∥∥f (m+1)∥∥
L∞[0,L] ≤ A ∈ R+, for some number m ∈ Z+. Moreover, let∫ xi
0
f(x) dx, be approximated by the optimal S-quadrature (4.18) up to the (m+ 1)th shifted Gegenbauer expansion
term, for each integration node xi ∈ [0, L], i = 0, . . . , n. Then the optimal S-quadrature converges to the optimal
shifted Chebyshev quadrature in the L∞-norm, as m→∞.
Proof
The corollary can be established easily using Equations (4.43) and Theorem 2.4 in [23].
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5. THE SGPM
We commence our numerical scheme by recasting Problem P into its integral formulation. Thus twice integrating
Equation (1.1a) with respect to t yields,
u(x, t)− κ(x, t) + β1
∫ t
0
u(x, σ) dσ + β2
∫ t
0
∫ σ2
0
u(x, σ1) dσ1dσ2 =
∫ t
0
∫ σ2
0
(uxx(x, σ1) + f(x, σ1)) dσ1dσ2,
(5.1)
where
κ(x, t) = (β1t+ 1)g1(x) + tg2(x). (5.2)
Using the substitution
uxx(x, t) = φ(x, t), (5.3)
for some unknown function φ, we can recover the unknown solution function u and its first-order partial derivative
ux in terms of φ by successive integration as follows:
ux(x, t) =
∫ x
0
φ(σ, t) dσ + c1(t), (5.4)
u(x, t) =
∫ x
0
∫ σ2
0
φ(σ1, t) dσ1 dσ2 + x c1(t) + c2(t), (5.5)
where c1(t) and c2(t) are some arbitrary functions in t. Using Dirichlet boundary conditions (1.1d) and (1.1e), we
find that
c1(t) =
1
l
(
h2(t)− h1(t)−
∫ l
0
∫ σ2
0
φ(σ1, t) dσ1 dσ2
)
; (5.6)
c2(t) = h1(t). (5.7)
Let θl,x = x/l, and define the function ψ(x, t), such that
ψ(x, t) = θl,x (h2(t)− h1(t)) + h1(t), (5.8)
Moreover, let
I(x)q,x (φ(x, t)) =
∫ x
0
∫ σq−1
0
. . .
∫ σ2
0
∫ σ1
0
φ(σ0, t)dσ0dσ1 . . . dσq−2dσq−1, (5.9)
I
(t)
q,t (φ(x, t)) =
∫ t
0
∫ σq−1
0
. . .
∫ σ2
0
∫ σ1
0
φ(x, σ0)dσ0dσ1 . . . dσq−2dσq−1, (5.10)
and define the operator
Jl,x = I
(x)
2,x − θl,x I(x)2,l . (5.11)
Then we can simply write the unknown solution u(x, t) as follows:
u(x, t) =
∫ x
0
∫ σ2
0
φ(σ1, t) dσ1 dσ2 − θl,x
∫ l
0
∫ σ2
0
φ(σ1, t) dσ1 dσ2 + ψ(x, t) = Jl,x φ(x, t) + ψ(x, t). (5.12)
Hence Equation (5.1) becomes
Ωφ = Ψ, (5.13)
where
Ω = Jl,x + β1 I
(t)
1,t Jl,x + β2 I
(t)
2,t Jl,x − I(t)2,t , (5.14)
Ψ = ψˆ −
(
β1 I
(t)
1,t + β2 I
(t)
2,t
)
ψ + I
(t)
2,tf ; (5.15)
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ψˆ(x, t) = κ(x, t)− ψ(x, t). (5.16)
If we expand the unknown function φ(x, t), in a truncated series of bivariate shifted Gegenbauer polynomials as
follows:
φ(x, t) ≈
Nx∑
n=0
Nt∑
m=0
φˆn,m l,τC
(α)
n,m(x, t), (5.17)
then we can compute the continuous coefficients of the truncation, φˆn,m, n = 0, . . . , Nx;m = 0, . . . , Nt, using the
two dimensional weighted inner product as follows:
φˆn,m =
(
φ, l,τC
(α)
n,m(x, t)
)
w
(α)
l,τ∥∥∥l,τC(α)n,m∥∥∥2
w
(α)
l,τ
=
∫ τ
0
∫ l
0
φ(x, t) l,τC
(α)
n,m(x, t)w
(α)
l,τ (x, t) dx dt∫ τ
0
∫ l
0
(
l,τC
(α)
n,m(x, t)
)2
w
(α)
l,τ (x, t) dx dt
. (5.18)
Instead, we lay a grid of SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, on the rectangular domainD2l,τ ,
and approximate the function φ by interpolation at those nodes. Let
φs,k = φ
(
x
(α)
l,Nx,s
, t
(α)
τ,Nt,k
)
, s = 0, . . . , Nx; k = 0, . . . , Nt. (5.19)
The polynomial interpolant of φ in two dimensions can be written in terms of the discrete coefficients φ˜n,m, or in the
equivalent Lagrange form as follows:
PNx,Ntφ(x, t) =
Nx∑
n=0
Nt∑
m=0
φ˜n,m l,τC
(α)
n,m(x, t) =
Nx∑
s=0
Nt∑
k=0
φs,k l,τL(α)Nx,Nt,s,k(x, t), (5.20)
where
l,τL(α)Nx,Nt,s,k(x, t) = L
(α)
l,Nx,s
(x)L(α)τ,Nt,k(t). (5.21)
Clearly,
l,τL(α)Nx,Nt,s,k(x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
) = δi,s δj,k, i, s = 0, . . . , Nx; j, k = 0, . . . , Nt, (5.22)
and by construction, we find that∫ x(α)l,Nx,i
0
PNx,Ntφ(x, t
(α)
τ,Nt,j
) dx =
Nx∑
s=0
Nt∑
k=0
φs,k
∫ x(α)l,Nx,i
0
l,τL(α)Nx,Nt,s,k(x, t
(α)
τ,Nt,j
) dx
=
Nx∑
s=0
pˆ
(1)
l,i,s φs,j , i = 0, . . . , Nx; j = 0, . . . , Nt, (5.23)∫ t(α)τ,Nt,j
0
PNx,Ntφ(x
(α)
l,Nx,i
, t) dt =
Nx∑
s=0
Nt∑
k=0
φs,k
∫ t(α)τ,Nt,j
0
l,τL(α)Nx,Nt,s,k(x
(α)
l,Nx,i
, t) dt
=
Nt∑
k=0
pˆ
(1)
τ,j,k φk,i, i = 0, . . . , Nx; j = 0, . . . , Nt. (5.24)
To determine the bivariate discrete shifted Gegenbauer transform, we can first determine the intermediate values,
φ¯n
(
t
(α)
τ,Nt,k
)
, n = 0, . . . , Nx; k = 0, . . . , Nt, in the x-direction such that
φ¯n
(
t
(α)
τ,Nt,k
)
=
1∥∥∥C(α)l,n ∥∥∥2
w
(α)
l
Nx∑
s=0
φs,k C
(α)
l,n (x
(α)
l,Nx,s
)$
(α)
l,Nx,s
, n = 0, . . . , Nx; k = 0, . . . , Nt. (5.25)
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Therefore,
φ˜n,m =
1∥∥∥l,τC(α)n,m∥∥∥2
w
(α)
l,τ
Nx∑
s=0
Nt∑
k=0
l,τ$
(α)
Nx,Nt,s,k
φs,k l,τC
(α)
n,m
(
x
(α)
l,Nx,s
, t
(α)
τ,Nt,k
)
, n = 0, . . . , Nx;m = 0, . . . , Nt,
(5.26)
where
l,τ$
(α)
Nx,Nt,s,k
= $
(α)
l,Nx,s
$
(α)
τ,Nt,k
, s = 0, . . . , Nx; k = 0, . . . , Nt, (5.27)
are the two-dimensional Christoffel numbers corresponding to the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j =
0, . . . , Nt. To find the equations for the grid point values φi,j , we require that φ satisfies the integral formulation of
the hyperbolic telegraph PDE (5.13) at the interior SGG nodes such that
l,τ,Ωi,j φi,j = l,τΨi,j , i = 0, . . . , Nx; j = 0, . . . , Nt, (5.28)
where
l,τ,Ωi,j φi,j = Jl,x(α)l,Nx,i
φ
(
x, t
(α)
τ,Nt,j
)
− I(t)
2,t
(α)
τ,Nt,j
φ
(
x
(α)
l,Nx,i
, t
)
+
(
β1 I
(t)
1,t
(α)
τ,Nt,j
J
l,x
(α)
l,Nx,i
+ β2 I
(t)
2,t
(α)
τ,Nt,j
J
l,x
(α)
l,Nx,i
)
φ(x, t),
i = 0, . . . , Nx; j = 0, . . . , Nt, (5.29)
l,τΨi,j = ψˆi,j −
(
β1 I
(t)
1,t
(α)
τ,Nt,j
+ β2 I
(t)
2,t
(α)
τ,Nt,j
)
ψ
(
x
(α)
l,Nx,i
, t
)
+ I
(t)
2,t
(α)
τ,Nt,j
f
(
x
(α)
l,Nx,i
, t
)
, i = 0, . . . , Nx; j = 0, . . . , Nt,
(5.30)
ψˆi,j = ψˆ
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt. (5.31)
Let
x
(α)
l,Nx,Nx+1
= l; (5.32)
ψi,(j,k) = ψ
(
x
(α)
l,Nx,i
, z
(α∗i )
τ,Mt,j,k
)
, i = 0, . . . , Nx; j = 0, . . . , Nt; k = 0, . . . ,Mt, (5.33)
for some Mt ∈ Z+. We can approximate the terms in Equation (5.28) using the S-quadrature and the optimal S-
quadrature as follows:
J
l,x
(α)
l,Nx,i
φ
(
x, t
(α)
τ,Nt,j
)
≈ J˜
l,x
(α)
l,Nx,i
φ
(
x, t
(α)
τ,Nt,j
)
=
(
Nx∑
k=0
pˆ
(2)
l,i,k − θl,x(α)l,Nx,i
Nx∑
k=0
pˆ
(2)
l,Nx+1,k
)
φk,j , (5.34a)
I
(t)
2,t
(α)
τ,Nt,j
φ
(
x
(α)
l,Nx,i
, t
)
≈ I˜(t)
2,t
(α)
τ,Nt,j
φ
(
x
(α)
l,Nx,i
, t
)
=
Nt∑
k=0
pˆ
(2)
τ,j,k φi,k, (5.34b)
I
(t)
1,t
(α)
τ,Nt,j
J
l,x
(α)
l,Nx,i
φ(x, t) ≈ I˜(t)
1,t
(α)
τ,Nt,j
J˜
l,x
(α)
l,Nx,i
φ(x, t) =
Nt∑
k=0
pˆ
(1)
τ,j,k
(
Nx∑
s=0
pˆ
(2)
l,i,s − θl,x(α)l,Nx,i
Nx∑
s=0
pˆ
(2)
l,Nx+1,s
)
φs,k,
(5.34c)
I
(t)
2,t
(α)
τ,Nt,j
J
l,x
(α)
l,Nx,i
φ(x, t) ≈ I˜(t)
2,t
(α)
τ,Nt,j
J˜
l,x
(α)
l,Nx,i
φ(x, t) =
Nt∑
k=0
pˆ
(2)
τ,j,k
(
Nx∑
s=0
pˆ
(2)
l,i,s − θl,x(α)l,Nx,i
Nx∑
s=0
pˆ
(2)
l,Nx+1,s
)
φs,k,
(5.34d)
I
(t)
1,t
(α)
τ,Nt,j
ψ
(
x
(α)
l,Nx,i
, t
)
≈ I˜(t)
1,t
(α)
τ,Nt,j
ψ
(
x
(α)
l,Nx,i
, t
)
=
Mt∑
k=0
p
(1)
τ,j,k ψi,(j,k), (5.34e)
I
(t)
2,t
(α)
τ,Nt,j
ψ
(
x
(α)
l,Nx,i
, t
)
≈ I˜(t)
2,t
(α)
τ,Nt,j
ψ
(
x
(α)
l,Nx,i
, t
)
=
Mt∑
k=0
p
(2)
τ,j,k ψi,(j,k); (5.34f)
I
(t)
2,t
(α)
τ,Nt,j
f
(
x
(α)
l,Nx,i
, t
)
≈ I˜(t)
2,t
(α)
τ,Nt,j
f
(
x
(α)
l,Nx,i
, t
)
=
Mt∑
k=0
p
(2)
τ,j,k fi,(j,k). (5.34g)
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Hence the discrete analogue of Equations (5.28) can be written as:
J˜
l,x
(α)
l,Nx,i
φ
(
x, t
(α)
τ,Nt,j
)
− I˜(t)
2,t
(α)
τ,Nt,j
φ
(
x
(α)
l,Nx,i
, t
)
+
(
β1 I˜
(t)
1,t
(α)
τ,Nt,j
J˜
l,x
(α)
l,Nx,i
+ β2 I˜
(t)
2,t
(α)
τ,Nt,j
J˜
l,x
(α)
l,Nx,i
)
φ(x, t) = ψˆi,j
−
(
β1 I˜
(t)
1,t
(α)
τ,Nt,j
+ β2 I˜
(t)
2,t
(α)
τ,Nt,j
)
ψ
(
x
(α)
l,Nx,i
, t
)
+ I˜
(t)
2,t
(α)
τ,Nt,j
f
(
x
(α)
l,Nx,i
, t
)
, (5.35)
or simply in shorthand notation as:
l,τΩ
Nx,Nt
i,j φi,j = l,τΨ
Mt
i,j , i = 0, . . . , Nx; j = 0, . . . , Nt. (5.36)
The solution of the linear system (5.36) provides the values of φi,j , i = 0, . . . , Nx; j = 0, . . . , Nt, at the SGG nodes,(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt; hence the discrete coefficients φ˜n,m, i = 0, . . . , Nx; j = 0, . . . , Nt,
from Equation (5.26). Notice that the coefficient matrix, l,τΩ
Nx,Nt
i,j , of the linear system (5.36) generated by the
SGPM is full, but in compensation, the high order of the basis functions gives high accuracy for given Nx, Nt;Mt.
Using Equations (5.12) and (5.20), we can approximate the unknown solution u by the bivariate shifted Gegenbauer
interpolant, PNx,Ntu, as follows:
u(x, t) ≈ PNx,Ntu(x, t) =
Nx∑
n=0
Nt∑
m=0
φ˜n,mJl,x l,τC
(α)
n,m(x, t) + ψ(x, t). (5.37)
Hence the approximate values of the unknown solution u can be determined at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
,
i = 0, . . . , Nx; j = 0, . . . , Nt, through the following equations:
u
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
≈ PNx,Ntu
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
=
(
Nx∑
j=0
pˆ
(2)
l,i,j − θl,x(α)l,Nx,i
Nx∑
j=0
pˆ
(2)
l,Nx+1,j
)
φi,j + ψi,j
=
Nx∑
n=0
Nt∑
m=0
φ˜n,m C
(α)
τ,m(t
(α)
τ,Nt,j
)
(
Nx∑
k=0
pˆ
(2)
l,i,k − θl,x(α)l,Nx,i
Nx∑
k=0
pˆ
(2)
l,Nx+1,k
)
C
(α)
l,n (x
(α)
l,Nx,k
) + ψi,j ,
i = 0, . . . , Nx; j = 0, . . . , Nt,
(5.38)
where
ψi,j = ψ
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt. (5.39)
Since Formula (4.4) is exact for all polynomials hn(x) ∈ Pn, Equations (5.38) provide exact formulae for the bivariate
shifted Gegenbauer interpolant, PNx,Ntu, at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt.
5.1. Global Collocation Matrix and Right Hand Side Constructions for Solving the Collocation Equations
To put the pointwise representation of the linear system (5.36) into the standard matrix system form Ax = b,
we introduce the mapping n = index(i, j) : n = i+ j (Nx + 1). Thus the matrix elements of the global collocation
matrix A can be calculated by the following equations:
Aindex(i,j),index(s,k) =
(
pˆ
(2)
l,i,s − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,s
) (
β1pˆ
(1)
τ,j,k + β2pˆ
(2)
τ,j,k
)
, s = 0, . . . , Nx; k = 0, . . . , Nt; s 6= i, k 6= j,
(5.40a)
Aindex(i,j),index(k,j) =
(
pˆ
(2)
l,i,k − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,k
) (
β1 pˆ
(1)
τ,j,j + β2 pˆ
(2)
τ,j,j + 1
)
, k = 0, . . . , Nx; k 6= i, (5.40b)
Aindex(i,j),index(i,k) =
(
pˆ
(2)
l,i,i − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,i
) (
β1 pˆ
(1)
τ,j,k + β2 pˆ
(2)
τ,j,k
)
− pˆ(2)τ,j,k, k = 0, . . . , Nt; k 6= j; (5.40c)
Aindex(i,j),index(i,j) =
(
pˆ
(2)
l,i,i − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,i
) (
β1 pˆ
(1)
τ,j,j + β2 pˆ
(2)
τ,j,j + 1
)
− pˆ(2)τ,j,j . (5.40d)
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Algorithm A.1 implements these formulas, and computes the right hand side of the linear system (5.36) by
arranging the two-dimensional array (RHS)i,j = ΨMtl,τ,i,j , in the form of a vector array, {(RHS)n}Ln=0. Clearly,
the construction of the global collocation matrix A requires the storage of its (L+ 1)× (L+ 1) elements, where
L = Nx +Nt +NxNt. It can be shown that the construction of the matrix A requires exactly
1 + (1 +Nx)
(
1 + 5(1 +Nt)
2
(1 +Nx)
)
,
multiplications and divisions, and
2 + (1 +Nt) (1 +Nx) (6 + 5Nx +Nt (5 + 4Nx)) ,
additions and subtractions, for a total number of
N2t (Nx + 1) (9Nx + 10) +Nt (Nx + 1) (19Nx + 21) + 2Nx (5Nx + 11) + 15,
flops. On the other hand, the construction of the right hand side requires
(5 + 3Mt) (1 +Nt) (1 +Nx) ,
multiplications, and 3 additions and subtractions, for a total number of
3 + (5 + 3Mt) (1 +Nt) (1 +Nx) ,
flops. Hence, the total computational cost (TCC) of Algorithm A.1 is given by
TCC = 3Mt (Nt + 1) (Nx + 1) +N2t (Nx + 1) (9Nx + 10) +Nt (Nx + 1) (19Nx + 26) +Nx (10Nx + 27) + 23
= O (NxNt(NxNt +Mt)) , as Nx, Nt,Mt →∞.
For systems of small or moderate size, the solution by a direct solver is easy to implement; however, for large grids, the
storage requirement of the global collocation matrix elements could be prohibitive, making fast iterative solvers more
appropriate. Fortunately, the present numerical scheme converges exponentially fast for sufficiently smooth solutions
using relatively small number of grids as we show later in Sections 5.3 and 6. In Section 6 we show also through a
numerical example that the time complexity required for the calculation of the approximate solution PNx,Ntu, at the
collocation points
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, using a direct solver implementing Algorithm A.1
is approximately of O
(
(L+ 1)2
)
, as L→∞, for relatively small values of Mt.
5.2. Global Approximate Solution Over the Whole Solution Domain
To approximate the unknown solution u at any point (x, t) ∈ D2l,τ , through Equation (5.37), we need to calculate the
integrals Jl,x C
(α)
l,n (x), n = 0, . . . , Nx. Integrating Equations (A.11) in [23] on [−1, 1], yield the following equations:∫ x
−1
∫ σ1
−1
C
(α)
0 (σ0) dσ0 dσ1 =
1
2
(1 + x)
2
= C
(α)
0 (x) + C
(α)
1 (x) + d
(α)
1
(
C
(α)
2 (x)− C(α)0 (x)
)
, (5.41)∫ x
−1
∫ σ1
−1
C
(α)
1 (σ0) dσ0 dσ1 =
1
6
(−2 + x) (1 + x)2 = 1
12 (α+ 1)2
(
−3 (α+ 2) (2α+ 1)C(α)0 (x)
−3 (α+ 1) (2α+ 3)C(α)1 (x) + (α+ 1) (2α+ 1)C(α)3 (x) + (α+ 2) (2α− 1)
)
, (5.42)
∫ x
−1
∫ σ1
−1 C
(α)
j (σ0) dσ0 dσ1 =

1
6
(−2 + x)x(1 + x)2, j = 2 ∧ α = 0,
1
4 (α+ j)
(
1
α+ j + 1
(
d
(α)
2,j C
(α)
j+2(x) + d
(α)
3,j C
(α)
j (x)
)
+ d
(α)
4,j C
(α)
j−2(x) + =(α)j (x)
)
,
j ≥ 2 : j 6= 2 ∨ α 6= 0
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=

1
48
(−9T0(x)− 8 (2T1(x) + T2(x)) + T4(x)) , j = 2 ∧ α = 0,
1
4 (α+ j)
(
1
α+ j + 1
(
d
(α)
2,j C
(α)
j+2(x) + d
(α)
3,j C
(α)
j (x)
)
+ d
(α)
4,j C
(α)
j−2(x) + =(α)j (x)
)
,
j ≥ 2 : j 6= 2 ∨ α 6= 0,
(5.43)
where
d
(α)
1 =
1 + 2α
4 (1 + α)
, (5.44a)
d
(α)
2,j =
(2α+ j)2
(j + 1)2
, (5.44b)
d
(α)
3,j = −
2 (α+ j)
α+ j − 1 , (5.44c)
d
(α)
4,j =
(j − 1)2
(α+ j − 1) (2α+ j − 2)2
, j 6= 2 ∨ α 6= 0, (5.44d)
=(α)j (x) =
4 (−1)j (2α− 1) (α+ j)
(j + 1)2 (2α+ j − 2)2
(
(j2 + 2α (j + 2)− 4)x+ j2 + 2α (j + 1)− 1) , (5.44e)
and (x)n = Γ(x+ n)/Γ(x) = x (x+ 1) . . . (x+ n− 1), is the Pochhammer symbol (rising factorial). Therefore, the
double integrals of C(α)l,j (x), j = 0, 1, . . ., on [0, l], can be calculated as follows:
∫ x
0
∫ σ1
0
C
(α)
l,0 (σ0) dσ0 dσ1 =
1
2
x2 =
l2
4
(
C
(α)
l,0 (x) + C
(α)
l,1 (x) + d
(α)
1
(
C
(α)
l,2 (x)− C(α)l,0 (x)
))
, (5.45)∫ x
0
∫ σ1
0
C
(α)
l,1 (σ0) dσ0 dσ1 =
1
6l
x2 (−3 l + 2x) = l
2
48 (α+ 1)2
(
−3 (α+ 2) (2α+ 1)C(α)l,0 (x)− 3 (α+ 1) (2α+ 3)C(α)l,1 (x)
+(α+ 1) (2α+ 1)C
(α)
l,3 (x) + (α+ 2) (2α− 1)
)
, (5.46)
∫ x
0
∫ σ1
0
C
(α)
l,j (σ0) dσ0 dσ1 =

1
6l2
(l − 2x) (3l − 2x)x2, j = 2 ∧ α = 0,
l2
16 (α+ j)
(
1
α+ j + 1
(
d
(α)
2,j C
(α)
l,j+2(x) + d
(α)
3,j C
(α)
l,j (x)
)
+ d
(α)
4,j C
(α)
l,j−2(x) + =(α)l,j (x)
)
,
j ≥ 2 : j 6= 2 ∨ α 6= 0
=

l2
192
(−9Tl,0(x)− 8 (2Tl,1(x) + Tl,2(x)) + Tl,4(x)) , j = 2 ∧ α = 0,
l2
16 (α+ j)
(
1
α+ j + 1
(
d
(α)
2,j C
(α)
l,j+2(x) + d
(α)
3,j C
(α)
l,j (x)
)
+ d
(α)
4,j C
(α)
l,j−2(x) + =(α)l,j (x)
)
,
j ≥ 2 : j 6= 2 ∨ α 6= 0,
(5.47)
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where Tl,n(x), is the nth-degree shifted Chebyshev polynomial of the first kind, and =(α)l,j (x) = =(α)j (2x/l − 1)∀j.
Hence,
Jl,xC
(α)
l,0 (x) =
1
2
x (x− l) = l
2
4
d
(α)
1
(
C
(α)
l,2 (x)− C(α)l,0 (x)
)
, (5.48)
Jl,xC
(α)
l,1 (x) =
1
6l
(l − 2x) (l − x)x = − l
2 (1 + 2α)
48 (2 + α)
(
C
(α)
l,1 (x)− C(α)l,3 (x)
)
, (5.49)
Jl,xC
(α)
l,j (x) =

1
6l2
(l − x)x (l2 + 4lx− 4x2) , j = 2 ∧ α = 0,
ν
(α)
1,l,j
(
ν2,j C
(α)
l,j−2(x)− ν(α)3,j
(
ν
(α)
4,j
(
ν
(α)
5,j C
(α)
l,j (x) + ν
(α)
6,j C
(α)
l,j+2(x)
)
+ ℘
(α)
l,j (x)
))
,
j ≥ 2 : j 6= 2 ∨ α 6= 0
=

l2
192
(−9Tl,0(x)− 8Tl,2(x) + Tl,4(x) + 16) , j = 2 ∧ α = 0,
ν
(α)
1,l,j
(
ν2,j C
(α)
l,j−2(x)− ν(α)3,j
(
ν
(α)
4,j
(
ν
(α)
5,j C
(α)
l,j (x) + ν
(α)
6,j C
(α)
l,j+2(x)
)
+ ℘
(α)
l,j (x)
))
,
j ≥ 2 : j 6= 2 ∨ α 6= 0,
(5.50)
where
ν
(α)
1,l,j =
l2
16 (α+ j − 1)2 (2α+ j − 2)2
, (5.51a)
ν2,j = (j − 1)2, (5.51b)
ν
(α)
3,j =
1
(j + 1)2 (α+ j + 1)
, (5.51c)
ν
(α)
4,j = (2α+ j − 2)2, (5.51d)
ν
(α)
5,j = 2 (j + 1)2 (α+ j), (5.51e)
ν
(α)
6,j = −(α+ j − 1) (2α+ j)2; (5.51f)
℘
(α)
l,j (x) =
4
l
(4 (α− 2)α+ 3) (α+ j − 1)3
(
(−1)j (l − x) + x
)
. (5.51g)
Using Equation (2.3), we can also show without stating the proof that
Jl,xC
(α)
l,n (x) =
(4 (α− 2)α+ 3) l
4 (j + 1)2 (2α+ j − 2)2
(
l 2F1
(
−j − 2, j + 2α− 2;α− 3
2
; 1− x
l
)
+ (−1)j (x− l)− x
)
,
α <
5
2
∧ α 6= 1
2
,
3
2
.
(5.52)
Using the above formulae, the SGPM directly approximates the solution at any point in the range of integration;
on the other hand, finite-difference schemes, for instance, must require a further step of interpolation.
5.3. Convergence and Error Analysis
The following theorem gives the bounds on the discrete shifted Gegenbauer coefficients φ˜n,m ∀n,m.
Theorem 5.1
Let u(x, t) ∈ C2 (D2l,τ), be the solution of Problem P . Suppose also that u is interpolated by the shifted Gegenbauer
polynomials at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, on the rectangular domain D2l,τ .
Then the discrete shifted Gegenbauer coefficients φ˜n,m, given by Equations (5.26) are bounded by the following
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inequalities:
∣∣∣φ˜n,m∣∣∣ ≤

4 (n+ α) (m+ α) Γ(n+ 2α) Γ(m+ 2α)
Γ2(2α+ 1) Γ(n+ 1) Γ(m+ 1)
‖uxx‖L∞(D2l,τ), α ≥ 0,
|(n+ α) (m+ α)|
α2
∣∣∣∣( n2 + α− 1n
2
) (
m
2 + α− 1
m
2
)∣∣∣∣ ‖uxx‖L∞(D2l,τ), n2 , m2 ∈ Z+0 ∧ −12 < α < 0,
4 |(n+ α) (m+ α)| Γ (n+12 + α) Γ (m+12 + α)
Γ2(α+ 1) Γ
(
n+1
2
)
Γ
(
m+1
2
)
4
√
n2m2 (n+ 2α)
2
(m+ 2α)
2
‖uxx‖L∞(D2l,τ),
n
2
,
m
2
/∈ Z+0 ∧ −
1
2
< α < 0,
2 Γ
(
m+1
2 + α
) |(n+ α) (m+ α)|
α2
√
m (m+ 2α) Γ
(
m+1
2
)
Γ(α)
∣∣∣∣( n2 + α− 1n
2
)∣∣∣∣ ‖uxx‖L∞(D2l,τ), n2 ∈ Z+0 ∧ m2 /∈ Z+0 ∧ −12 < α < 0,
2 Γ
(
n+1
2 + α
) |(n+ α) (m+ α)|
α2
√
n (n+ 2α) Γ
(
n+1
2
)
Γ(α)
∣∣∣∣( m2 + α− 1m
2
)∣∣∣∣ ‖uxx‖L∞(D2l,τ), n2 /∈ Z+0 ∧ m2 ∈ Z+0 ∧ −12 < α < 0,
(5.53)
Moreover, as n,m→∞, the discrete shifted Gegenbauer coefficients φ˜n,m, are asymptotically bounded by:
∣∣∣φ˜n,m∣∣∣ <∼

D
(α)
1 (nm)
2α ‖uxx‖L∞(D2l,τ), α ≥ 0,
D
(α)
2 (nm)
α ‖uxx‖L∞(D2l,τ), −
1
2
< α < 0,
(5.54a)
(5.54b)
where
D
(α)
1 =
pi2 23−4α e−4α−2
Γ2
(
α+ 12
)
Γ2(α+ 1)
, (5.55a)
D
(α)
2 = A
(α)
1 A
(α)
2 D
(α)
1 , (5.55b)
for some constants A(α)1 , A
(α)
2 > 1, dependent on α, but independent of n and m.
Proof
Since
φ˜n,m =
1∥∥∥l,τC(α)n,m∥∥∥2
w
(α)
l,τ
Nx∑
s=0
Nt∑
k=0
l,τ$
(α)
Nx,Nt,s,k
φs,k l,τC
(α)
n,m
(
x
(α)
l,Nx,s
, t
(α)
τ,Nt,k
)
=
(
λ(α)n,m
)−1 Nx∑
s=0
Nt∑
k=0
$
(α)
Nx,Nt,s,k
φs,k C
(α)
n,m
(
x
(α)
Nx,s
, t
(α)
Nt,k
)
,
where
λ(α)n,m = λ
(α)
n λ
(α)
m ∀n,m, (5.56)
$
(α)
Nx,Nt,s,k
= $
(α)
Nx,s
$
(α)
Nt,k
, s = 0, . . . , Nx; k = 0, . . . , Nt; (5.57)
C(α)n,m(x, t) = C
(α)
n (x)C
(α)
m (t)∀n,m. (5.58)
Then,
∣∣φ˜n,m∣∣ ≤ pi Γ2
(
α+ 12
) (
λ
(α)
n,m
)−1
Γ2 (α+ 1)
∥∥∥C(α)n,m∥∥∥
L∞(D2)
‖uxx‖L∞(D2l,τ), n = 0, . . . , Nx;m = 0, . . . , Nt, D
2 = [−1, 1]× [−1, 1].
(5.59)
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Hence Inequalities (5.53) follow directly from Inequality (5.59), Equations (2.6), (5.56), (5.58), and Lemma 4.1. Now,
since
Γ(x+ 1) <
√
2pi x
(x
e
)x(
x sinh
(
1
x
)) x
2
(
1 +
1
1620x5
)
∀x > 0; (5.60)
cf. [27], then we can easily show that
(
λ(α)n
)−1 Nx∑
s=0
∣∣∣$(α)Nx,sC(α)n (x(α)l,Nx,s)∣∣∣ < pi 2 32−2α e−n−2α−1 (n+ α)n! Γ (α+ 12) Γ(α+ 1) (n+ 2α) (n+ 2α+ 1)n+2α+ 12
(
1
1620 (n+ 2α+ 1)
5 + 1
)
(
(n+ 2α+ 1) sinh
(
1
n+ 2α+ 1
))n+1
2 +α
∀α ≥ 0. (5.61)
Hence,
∣∣φ˜n,m∣∣ < pi2 23−4α e−n−m−4α−2 (n+ α) (m+ α)
n!m! Γ2
(
α+ 12
)
Γ2(α+ 1) (n+ 2α) (m+ 2α)
(n+ 2α+ 1)n+2α+
1
2 (m+ 2α+ 1)m+2α+
1
2
(
1
1620 (n+ 2α+ 1)
5 + 1
) (
1
1620 (m+ 2α+ 1)
5 + 1
) (
(n+ 2α+ 1) sinh
(
1
n+ 2α+ 1
))n+1
2 +α
(
(m+ 2α+ 1) sinh
(
1
m+ 2α+ 1
))m+1
2 +α
‖uxx‖L∞(D2l,τ) (5.62)
∼ D(α)1 (nm)2α ‖uxx‖L∞(D2l,τ) ∀α ≥ 0, as n,m→∞,
which proves the asymptotic inequality (5.54a). Similarly, we can prove the asymptotic inequality (5.54b) using
Equation (4.29c).
The following two corollaries underline the cases when the solution u of Problem P is a polynomial or an analytic
function.
Corollary 5.1
Let r ∈ Z+, u(x, t) ∈ Pr, in x be the solution of Problem P . Suppose also that u is interpolated by the shifted
Gegenbauer polynomials at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, on the rectangular
domain D2l,τ . Then there exists a positive constant C, such that the discrete shifted Gegenbauer coefficients φ˜n,m,
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given by Equations (5.26) are bounded by the following inequalities:
∣∣∣φ˜n,m∣∣∣ ≤

4Cl r
4 (n+ α) (m+ α) Γ(n+ 2α) Γ(m+ 2α)
Γ2(2α+ 1) Γ(n+ 1) Γ(m+ 1)
‖u‖L∞(D2l,τ), α ≥ 0,
Cl r
4 |(n+ α) (m+ α)|
α2
∣∣∣∣( n2 + α− 1n
2
) (
m
2 + α− 1
m
2
)∣∣∣∣ ‖u‖L∞(D2l,τ), n2 , m2 ∈ Z+0 ∧ −12 < α < 0,
4Cl r
4 |(n+ α) (m+ α)| Γ (n+12 + α) Γ (m+12 + α)
Γ2(α+ 1) Γ
(
n+1
2
)
Γ
(
m+1
2
)
4
√
n2m2 (n+ 2α)
2
(m+ 2α)
2
‖u‖L∞(D2l,τ),
n
2
,
m
2
/∈ Z+0 ∧ −
1
2
< α < 0,
2Cl r
4 Γ
(
m+1
2 + α
) |(n+ α) (m+ α)|
α2
√
m (m+ 2α) Γ
(
m+1
2
)
Γ(α)
∣∣∣∣( n2 + α− 1n
2
)∣∣∣∣ ‖u‖L∞(D2l,τ), n2 ∈ Z+0 ∧ m2 /∈ Z+0 ∧ −12 < α < 0,
2Cl r
4 Γ
(
n+1
2 + α
) |(n+ α) (m+ α)|
α2
√
n (n+ 2α) Γ
(
n+1
2
)
Γ(α)
∣∣∣∣( m2 + α− 1m
2
)∣∣∣∣ ‖u‖L∞(D2l,τ), n2 /∈ Z+0 ∧ m2 ∈ Z+0 ∧ −12 < α < 0,
(5.63)
where Cl = 4C/l2, is a positive constant independent of n and m. Moreover, as n,m→∞, the discrete shifted
Gegenbauer coefficients φ˜n,m, are asymptotically bounded by:
∣∣∣φ˜n,m∣∣∣ <∼

D
(α)
1,l r
4 (nm)2α ‖u‖L∞(D2l,τ), α ≥ 0,
D
(α)
2,l r
4 (nm)α ‖u‖L∞(D2l,τ), −
1
2
< α < 0,
(5.64a)
(5.64b)
where
D
(α)
1,l = ClD
(α)
1 , (5.65a)
D
(α)
2,l = ClD
(α)
2 , (5.65b)
and D
(α)
1 ;D
(α)
2 , are as given by Equations (5.55).
Proof
The corollary follows from the inverse inequality of differentiation for any polynomial U(x) ∈ Pr; cf. [28, Inequality
(9.5.4)].
Corollary 5.2
Let u(x, t), be the solution of Problem P . Suppose also that U(x) ≡ u (x, argmax0≤t≤τ |uxx(x, t)|), is an analytic
function on [0, l], and that there exist constants ρ ≥ 1, and C(l, ρ), such that for every k ≥ 0,
∥∥∥U (k)∥∥∥
L∞[0,l]
≤ C(l, ρ) k!
ρk
. (5.66)
If u is interpolated by the shifted Gegenbauer polynomials at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j =
0, . . . , Nt, on the rectangular domainD2l,τ , then the discrete shifted Gegenbauer coefficients φ˜n,m, given by Equations
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(5.26) are bounded by the following inequalities:
∣∣∣φ˜n,m∣∣∣ ≤

8C(l, ρ) (n+ α) (m+ α) Γ(n+ 2α) Γ(m+ 2α)
ρ2 Γ2(2α+ 1) Γ(n+ 1) Γ(m+ 1)
, α ≥ 0,
2C(l, ρ) |(n+ α) (m+ α)|
(ρα)2
∣∣∣∣( n2 + α− 1n
2
) (
m
2 + α− 1
m
2
)∣∣∣∣ , n2 , m2 ∈ Z+0 ∧ −12 < α < 0,
8C(l, ρ) |(n+ α) (m+ α)| Γ (n+12 + α) Γ (m+12 + α)
ρ2 Γ2(α+ 1) Γ
(
n+1
2
)
Γ
(
m+1
2
)
4
√
n2m2 (n+ 2α)
2
(m+ 2α)
2
,
n
2
,
m
2
/∈ Z+0 ∧ −
1
2
< α < 0,
4C(l, ρ) Γ
(
m+1
2 + α
) |(n+ α) (m+ α)|
(ρα)2
√
m (m+ 2α) Γ
(
m+1
2
)
Γ(α)
∣∣∣∣( n2 + α− 1n
2
)∣∣∣∣ , n2 ∈ Z+0 ∧ m2 /∈ Z+0 ∧ −12 < α < 0,
4C(l, ρ) Γ
(
n+1
2 + α
) |(n+ α) (m+ α)|
(ρα)2
√
n (n+ 2α) Γ
(
n+1
2
)
Γ(α)
∣∣∣∣( m2 + α− 1m
2
)∣∣∣∣ , n2 /∈ Z+0 ∧ m2 ∈ Z+0 ∧ −12 < α < 0.
(5.67)
Moreover, as n,m→∞, the discrete shifted Gegenbauer coefficients φ˜n,m, are asymptotically bounded by:
∣∣∣φ˜n,m∣∣∣ <∼

D
(α)
1,l,ρ (nm)
2α, α ≥ 0,
D
(α)
2,l,ρ (nm)
α, −1
2
< α < 0,
(5.68a)
(5.68b)
where
D
(α)
1,l,ρ =
2
ρ2
C(l, ρ)D
(α)
1 , (5.69a)
D
(α)
2,l,ρ =
2
ρ2
C(l, ρ)D
(α)
2 , (5.69b)
and D
(α)
1 ;D
(α)
2 , are as given by Equations (5.55).
Theorem 5.1 and its corollaries show that the coefficients of the bivariate shifted Gegenbauer expansions are
bounded for −1/2 < α ≤ 0, as n,m→∞, but their magnitudes may asymptotically grow very large for α > 0,
breaking the stability of the numerical scheme. Moreover, if we denote the asymptotic bound on the coefficients
φ˜n,m, by B+n,m∀n,m,α ≥ 0, and by B−n,m∀n,m,α < 0, then Theorem 5.1 also manifests that the coefficients of the
bivariate shifted Gegenbauer expansions decay faster for negative α-values than for non-negative α-values in the
sense that
B+n,m
B−n,m
=
D
(α+)
1
A
(α−)
1 A
(α−)
2 D
(α−)
1
(nm)2α+−α− , as n,m→∞, (5.70)
where α+ and α− are the Gegenbauer parameters of non-negative and negative values. This may suggest at first
glance that numerical discretizations at the SGG nodes are preferable for negative α-values. However, we shall prove
in the sequel that the asymptotic truncation error is minimized in the Chebyshev norm exactly at α = 0; that is, when
applying the shifted Chebyshev basis polynomials.
Remark 5.1
Collocations at positive and large values of the Gegenbauer parameter α as n,m→∞ are not recommended as can be
inferred from Theorem 5.1 and its corollaries. However, the potential large magnitudes of the expansion coefficients
are not the only reason for the instability of the numerical scheme in such cases. In fact, recently Elgindy and Smith-
Miles [23] have also pointed out that the Gegenbauer quadrature ‘may become sensitive to round-off errors for positive
and large values of the parameter α due to the narrowing effect of the Gegenbauer weight function w(α)(x)’, which
drives the quadrature to become more extrapolatory; cf. [23, p. 90].
The following theorem highlights the total truncation error of the SGPM.
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Theorem 5.2
Consider the integral formulation of the hyperbolic telegraph PDE (5.13), and let
Θφ = Ωφ−Ψ, (5.71)
where Ω; Ψ, are as defined by Equations (5.14) and (5.15). Also let
l,τΘi,j φi,j = l,τΩi,j φi,j − l,τΨi,j , i = 0, . . . , Nx; j = 0, . . . , Nt, (5.72)
l,τ Θ˜
Nx,Nt
i,j φi,j = l,τΩ
Nx,Nt
i,j φi,j − l,τΨMti,j , i = 0, . . . , Nx; j = 0, . . . , Nt, (5.73)
be the integral hyperbolic telegraph PDE (5.13) at the interior SGG nodes
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j =
0, . . . , Nt, and its discretization using the SGPM presented in Section 5, respectively. Then the total truncation error
ET (φi,j) = l,τΘi,jφi,j−l,τ Θ˜Nx,Nti,j φi,j , i = 0, . . . , Nx; j = 0, . . . , Nt, (5.74)
is bounded by
|ET (φi,j)| ≤ 2
−Nx−Nt−Mt−4∣∣∣K(α)Nx+1K(α)Nt+1K(α)Mt+1∣∣∣ (Nx + 1)! (Nt + 1)! (Mt + 1)!
(
2Mt
∣∣∣K(α)Mt+1∣∣∣ (Mt + 1)! (2Nt+2 lNx+1 x(α)l,Nx,i (l + x(α)l,Nx,i)∣∣∣K(α)Nt+1∣∣∣ (Nt + 1)!M (x)φ ∥∥∥C(α)l,Nx+1∥∥∥L∞[0,l] + τNt+1 t(α)τ,Nt,j ∥∥∥C(α)l,Nt+1∥∥∥L∞[0,τ ] (2Nx+1 ∣∣∣K(α)Nx+1∣∣∣ (Nx + 1)!M (t)φ(
x
(α)
l,Nx,i
(
l + x
(α)
l,Nx,i
)(
2 |β1|+ t(α)τ,Nt,j |β2|
)
+ 2 t
(α)
τ,Nt,j
)
+ lNx+1 x
(α)
l,Nx,i
(
l + x
(α)
l,Nx,i
) (
2 |β1|+ t(α)τ,Nt,j |β2|
)
M
(x,t)
φ
∥∥∥C(α)l,Nx+1∥∥∥L∞[0,l]
))
+ 2Nx+Nt+2 τMt+1 t
(α)
τ,Nt,j
∣∣∣K(α)Nx+1K(α)Nt+1∣∣∣ (Nx + 1)! (Nt + 1)!∥∥∥C(α)l,Mt+1∥∥∥L∞[0,τ ](
t
(α)
τ,Nt,j
(
M
(t)
ψ |β2|+M (t)f
)
+ 2M
(t)
ψ |β1|
))
(5.75)
where
M
(x)
φ = max
(x,t)∈D2l,τ
∣∣∣D(Nx+1)x φ(x, t)∣∣∣ , (5.76a)
M
(t)
φ = max
(x,t)∈D2l,τ
∣∣∣D(Nt+1)t φ(x, t)∣∣∣ , (5.76b)
M
(t)
ψ = max
(x,t)∈D2l,τ
∣∣∣D(Mt+1)t ψ(x, t)∣∣∣ , (5.76c)
M
(t)
f = max
(x,t)∈D2l,τ
∣∣∣D(Mt+1)t f(x, t)∣∣∣ , (5.76d)
M
(x,t)
φ = max
(x,t)∈D2l,τ
∣∣∣D(Nx+Nt+2)x,t φ(x, t)∣∣∣ , (5.76e)
D(Nx+1)x ≡
∂Nx+1
∂xNx+1
, D
(Nt+1)
t ≡
∂Nt+1
∂tNt+1
; D
(Nx+Nt+2)
x,t ≡
∂Nx+Nt+2
∂xNx+1 ∂tNt+1
.
Moreover, as Nx, Nt,Mt →∞, the total truncation error is asymptotically bounded by
∣∣ET (φi,j)∣∣ ≤∼

c1(NxNtMt)
α+ 12
(
4−Nx−Nt N−Nx−α−
5
2
x N
−Nt−α− 52
t M
−α− 12
t
(
c2 e
Nt τNt N
α+ 12
t(
c3 e
Nx lNx N
α+ 12
x + c4 4
Nx NNx+2x
)
+ c5 4
Nt eNx lNx N
α+ 12
x N
Nt+2
t
)
+ c6
(e
4
)Mt
τMtM−Mt−2t (NxNt)
−α− 12
)
, α ≥ 0,
c1 (NxNtMt)
α+ 12
(
4−Nx−Nt N−Nx−α−2x N
−Nt−α−2
t M
−α− 12
t
(
c2A
(α)
1 e
NtτNt(
c3A
(α)
2 e
Nx lNx + c4 4
Nx N
Nx+
3
2
x
)
+ c5A
(α)
2 4
Nt eNx lNx N
Nt+
3
2
t
)
+c6A
(α)
3
(e
4
)Mt
τMtM−Mt−α−2t (NxNt)
−α− 12
)
, −1
2
< α < 0,
(5.77a)
(5.77b)
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for some positive constants cs, s = 1, . . . , 6;A
(α)
k > 1, k = 1, 2, 3, independent of Nx, Nt;Mt.
Proof
Consider the discrete approximations J˜
l,x
(α)
l,Nx,i
φ
(
x, t
(α)
τ,Nt,j
)
, I˜
(t)
2,t
(α)
τ,Nt,j
φ
(
x
(α)
l,Nx,i
, t
)
,
I˜
(t)
1,t
(α)
τ,Nt,j
J˜
l,x
(α)
l,Nx,i
φ(x, t), I˜
(t)
2,t
(α)
τ,Nt,j
J˜
l,x
(α)
l,Nx,i
φ(x, t), I˜
(t)
1,t
(α)
τ,Nt,j
ψ
(
x
(α)
l,Nx,i
, t
)
, I˜
(t)
2,t
(α)
τ,Nt,j
ψ
(
x
(α)
l,Nx,i
, t
)
, I˜
(t)
2,t
(α)
τ,Nt,j
f
(
x
(α)
l,Nx,i
, t
)
,
defined by Equations (5.34) at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, and denote the trunca-
tion errors associated with them byEi,j
(
J˜ φ
)
, Ei,j
(
I˜
(t)
2 φ
)
, Ei,j
(
I˜
(t)
1 J˜ φ
)
, Ei,j
(
I˜
(t)
2 J˜ φ
)
, Ei,j
(
I˜
(t)
1 ψ
)
, Ei,j
(
I˜
(t)
2 ψ
)
,
Ei,j
(
I˜
(t)
2 f
)
, respectively. Then
∣∣ET (φi,j)∣∣ ≤ ∣∣Ei,j (J˜ φ)∣∣+ |β1| ∣∣∣Ei,j (I˜(t)1 J˜ φ)∣∣∣+ |β2| ∣∣∣Ei,j (I˜(t)2 J˜ φ)∣∣∣+ ∣∣∣Ei,j (I˜(t)2 φ)∣∣∣+ |β1| ∣∣∣Ei,j (I˜(t)1 ψ)∣∣∣+ |β2| ∣∣∣Ei,j (I˜(t)2 ψ)∣∣∣ .
(5.78)
Inequality (5.75) follows then from the error formulae (4.5) and (4.23) by observing that
∣∣Ei,j (J˜ φ)∣∣ ≤ 2−Nx−2 lNx+1 x(α)l,Nx,i
(
l + x
(α)
l,Nx,i
)
M
(x)
φ
(Nx + 1)!
∣∣∣K(α)Nx+1∣∣∣
∥∥∥C(α)l,Nx+1∥∥∥L∞[0,l], (5.79a)
∣∣∣Ei,j (I˜(t)2 φ)∣∣∣ ≤ 2−Nt−2 τNt+1
(
t
(α)
τ,Nt,j
)2
M
(t)
φ
(Nt + 1)!
∣∣∣K(α)Nt+1∣∣∣
∥∥∥C(α)τ,Nt+1∥∥∥L∞[0,τ ], (5.79b)
∣∣∣Ei,j (I˜(t)1 J˜ φ)∣∣∣ ≤ 2
−Nt−3 τNt+1 x(α)l,Nx,i t
(α)
τ,Nt,j
(
l + x
(α)
l,Nx,i
) ∥∥∥C(α)τ,Nt+1∥∥∥L∞[0,τ ]
(Nt + 1)!
∣∣∣K(α)Nt+1∣∣∣
2M (t)φ + 2
−Nx lNx+1M (x,t)φ
∥∥∥C(α)l,Nx+1∥∥∥L∞[0,l]
(Nx + 1)!
∣∣∣K(α)Nx+1∣∣∣
 ,
(5.79c)
∣∣∣Ei,j (I˜(t)2 J˜ φ)∣∣∣ ≤ 2
−Nt−4τNt+1x(α)l,Nx,i
(
t
(α)
τ,Nt,j
)2 (
l + x
(α)
l,Nx,i
) ∥∥∥C(α)τ,Nt+1∥∥∥L∞[0,τ ]
(Nt + 1)!
∣∣∣K(α)Nt+1∣∣∣
2M (t)φ + 2
−Nx lNx+1M (x,t)φ
∥∥∥C(α)l,Nx+1∥∥∥L∞[0,l]
(Nx + 1)!
∣∣∣K(α)Nx+1∣∣∣
 ,
(5.79d)∣∣∣Ei,j (I˜(t)1 ψ)∣∣∣ ≤ (τ2)Mt+1 t
(α)
τ,Nt,j
M
(t)
ψ
(Mt + 1)!
∣∣∣K(α)Mt+1∣∣∣
∥∥∥C(α)τ,Mt+1∥∥∥L∞[0,τ ], (5.79e)
∣∣∣Ei,j (I˜(t)2 ψ)∣∣∣ ≤ 2−Mt−2τMt+1
(
t
(α)
τ,Nt,j
)2
M
(t)
ψ
(Mt + 1)!
∣∣∣K(α)Mt+1∣∣∣
∥∥∥C(α)τ,Mt+1∥∥∥L∞[0,τ ]; (5.79f)
∣∣∣Ei,j (I˜(t)2 f)∣∣∣ ≤ 2−Mt−2τMt+1
(
t
(α)
τ,Nt,j
)2
M
(t)
f
(Mt + 1)!
∣∣∣K(α)Mt+1∣∣∣
∥∥∥C(α)τ,Mt+1∥∥∥L∞[0,τ ]. (5.79g)
The asymptotic inequalities (5.77a) and (5.77b) follow by taking the limits of Inequality (5.75) when Nx, Nt,Mt →∞, and
using Lemmas 4.1 and 4.2.
The following corollary manifests that the asymptotic truncation error is minimized in the Chebyshev norm when
applying the shifted Chebyshev basis polynomials.
Corollary 5.3
Let u(x, t) ∈ C2 (D2l,τ), be the solution of Problem P . Suppose also that u is interpolated by the shifted Gegenbauer
polynomials at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, on the rectangular domainD2l,τ . Then
the shifted Chebyshev basis is optimal in the Chebyshev norm as Nx, Nt;Mt →∞.
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Proof
If we denote the asymptotic truncation error bounds for positive and negative α-values by E+T (φi,j) and E
−
T (φi,j),
respectively, then we find by comparing the asymptotic formulae (5.77a) and (5.77b) that∣∣E+T (φi,j)∣∣ > ∣∣E−T (φi,j)∣∣ ∀i, j. (5.80)
That is, the asymptotic truncation error bound is bigger for discretizations at the SGG nodes
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i =
0, . . . , Nx; j = 0, . . . , Nt, with positive α-values, and the gap grows wider for larger positive α-values. However, at
α = 0, we find that the asymptotic truncation error bound, E0T (φi,j), is smaller in magnitude than
∣∣E−T (φi,j)∣∣, since∣∣E−T (φi,j)∣∣− ∣∣E0T (φi,j)∣∣ = c1 4−Nx−Nt−Mt N−Nx−2x N−Nt−2t M−Mt− 32t (4Nt√NxNNt+2t ((A(α)2 − 1) c5 4Mt eNx lNxMMt+ 32t
+
(
A
(α)
3 − 1
)
c6 4
Nx eMt τMt N
Nx+
3
2
x
)
+ c2 4
Mt eNt τNtM
Mt+
3
2
t
(
c3 e
Nx lNx
√
NxNt(
A
(α)
1 A
(α)
2 − 1
)
+
(
A
(α)
1 − 1
)
c4 4
Nx
√
NtN
Nx+2
x
))
> 0 ∀i, j. (5.81)
Hence the shifted Chebyshev basis is optimal in the Chebyshev norm as Nx, Nt;Mt →∞.
Notice that Corollary 5.3 is only valid for large numbers of expansion terms; however, the shifted Chebyshev
basis is not necessarily optimal for small/medium range of expansion terms, where other members of the shifted
Gegenbauer family of polynomials could exhibit faster convergence rates as recently shown by Elgindy and Smith-
Miles [29] and Elgindy and Smith-Miles [24]. The following corollary highlights the convergence order of the SGPM.
Corollary 5.4
Let u(x, t) ∈ C2 (D2l,τ), be the solution of Problem P . Suppose also that u is interpolated by the shifted Gegenbauer
polynomials at the SGG nodes,
(
x
(α)
l,Nx,i
, t
(α)
τ,Nt,j
)
, i = 0, . . . , Nx; j = 0, . . . , Nt, on the rectangular domainD2l,τ . Then
the total truncation error of the SGPM is of
O
((
e lmax
4
)2Nmax
N2αmaxN
−Nmin−3/2
min
)
, α ≥ 0,
O
((
e lmax
4
)2Nmax
N
−Nmin−3/2
min
)
, α < 0,
(5.82a)
(5.82b)
as Nx, Nt,Mt →∞, where lmax = max{l, τ}, Nmax = max{Nx, Nt,Mt};Nmin = min{Nx, Nt,Mt}.
Proof
The proof follows directly from Inequalities (5.77a) and (5.77b).
Corollary 5.4 shows that the total truncation error of the SGPM decays faster than any finite power of 1/Nmin, for
−1/2 < α ≤ 0, exhibiting an “infinite order” or “exponential” convergence.
6. NUMERICAL EXPERIMENTS
In this section, we apply the proposed SGPM on four well-studied test examples with known exact solutions in the
literature. Comparisons with other competitive numerical schemes are presented to assess the accuracy and efficiency
of the SGPM. The numerical experiments were conducted on a personal laptop equipped with an Intel(R) Core(TM)
i7-2670QM CPU with 2.20GHz speed running on a Windows 7 64-bit operating system. The resulting algebraic
linear system of equations were solved using MATLAB’s “mldivide” Algorithm provided with MATLAB V. R2013b
(8.2.0.701). The optimal S-matrix was constructed using Algorithm 2.2 in [23] with Mmax = 20. The change of
variable (4.17) was applied using ε = 3 eps, where eps ≈ 2.2204× 10−16, is the machine’s floating-point relative
accuracy. The solutions α∗i of the one-dimensional optimization problems (4.16) were obtained using MATLAB’s
line search algorithm “fminbnd” with the termination tolerance “TolX” set at eps/2. All of the test examples were
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discretized at the shifted Chebyshev-Gauss nodes
(
x
(0)
l,N,i, t
(0)
τ,N,j
)
∈ D2l,τ , i, j = 0, . . . , N , defined by(
x
(0)
l,N,i, t
(0)
τ,Nt,j
)
=
(
l
2
(
1− cos
(
(2 i− 1)pi
2n
))
,
τ
2
(
1− cos
(
(2 j − 1)pi
2n
)))
, i, j = 1, . . . , N. (6.1)
In all of the numerical experiments, we report the l1−, l2−, l∞−norms of the absolute error matrix,
E =
(∣∣∣u(x(0)l,N,i, t(0)τ,N,j)− PN,Nu(x(0)l,N,i, t(0)τ,N,j)∣∣∣) ,
defined by
‖E‖1 = maxj
N∑
i=1
∣∣∣u(x(0)l,N,i, t(0)τ,N,j)− PN,Nu(x(0)l,N,i, t(0)τ,N,j)∣∣∣,
‖E‖2 =
√
λmax (ET E),
‖E‖∞ = maxi
N∑
j=1
∣∣∣u(x(0)l,N,i, t(0)τ,N,j)− PN,Nu(x(0)l,N,i, t(0)τ,N,j)∣∣∣,
where ET denotes the transpose of E and λmax
(ET E), is the maximum eigenvalue of ET E . We shall also give the
L∞-norm of the absolute error, |u(x, t)− PN,Nu(x, t)|, defined by
E∞N,N = ‖u(x, t)− PN,Nu(x, t)‖L∞(D2l,τ ) = max(x,t)∈D2l,τ
|u(x, t)− PN,Nu(x, t)| ,
and provide the average elapsed CPU time in 100 runs (AECPUT) taken by the SGPM to calculate the approximate
solutions. Moreover, in each test example, we plot the absolute error function,
EN,N (x, t) = |u(x, t)− PN,Nu(x, t)| , (x, t) ∈ D2l,τ , (6.2)
and sketch the exact solution against its approximation over the entire domain D2l,τ .
Example 1 Consider Problem P with l = τ = β1 = β2 = 1, f(x, t) = x2 + t− 1, g1(x) = x2, g2(x) = 1, h1(t) =
t;h2(t) = 1 + t. The exact solution of the problem is u(x, t) = x2 + t. The plots of the exact solution, its
approximation, and the absolute error function on D21,1 using N = Mt = 4, are shown in Figure 1. The
l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the AECPUT are shown
in Table I. The plots and the numerical results demonstrate the power of the SGPM, showing fast computations with
errors of very small magnitudes using relatively small number of expansion terms. Moreover, Table I manifests the
ability of the SGPM to achieve higher order approximations by increasing the number of expansion terms in the
optimal S-quadrature (i.e. the value of Mt) while preserving the same size of the global collocation matrix A; hence
the dimension of the linear system (5.36). A plot of the elapsed CPU time to compute the approximate solution,
PN,Nu, at the collocation points
(
x
(0)
l,N,i, t
(0)
τ,N,j
)
, i, j = 0, . . . , N , versus the total number of unknowns (L+ 1) using
various values ofN andMt is shown in Figure 2, where we observe an approximate time complexity ofO
(
(L+ 1)2
)
,
as L→∞, for relatively small values of Mt.
Example 2 Consider Problem P with l = τ = 1, β1 = 10, β2 = 24, g1(x) = x4 (x− 1)4, g2(x) = 2x4 (x−
1)4, h1(t) = h2(t) = 0; f(x, t) = 4 e
2 t x2 (x− 1)2 (12x4 − 24x3 − 2x2 + 14x− 3). The exact solution of the
problem is u(x, t) = x4(x− 1)4e2t. The plots of the exact solution, its approximation, and the absolute error function
on D21,1 using N = Mt = 8, are shown in Figure 3. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-
norm of the absolute error, and the AECPUT are shown in Table II. A comparison between Mohanty’s finite difference
method [15], Ding et al.’s non-polynomial spline method [21], and the SGPM is also shown in Table III. The plots
and the numerical comparisons show the rapid convergence rates and the memory minimizing feature of the SGPM.
For instance, Ding et al.’s non-polynomial spline method [21] requires the solution of a linear system of equations of
order 119× 119, versus 9× 9, for the SGPM to establish the same order of accuracy.
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Figure 1. The numerical simulation of the SGPM on Example 1. The figure shows the plots of the exact solution u(x, t) on
D21,1 (upper left), its approximation P4,4u(x, t) (upper right), the absolute error function E4,4(x, t) (lower left), and its values
at the final time, E4,4(x, 1) (lower right). The optimal S-matrix was constructed using Mt = 4, and the plots were generated
using 100 linearly spaced nodes in the x- and t-directions from 0 to 1.
Example 1
N,Mt 4, 4 6, 6 6, 9 8, 8 8, 12
‖E‖1 1.665× 10−15 1.810× 10−14 4.552× 10−15 3.408× 10−14 1.554× 10−14
‖E‖2 1.127× 10−15 1.448× 10−14 2.947× 10−15 2.457× 10−14 1.095× 10−14
‖E‖∞ 1.665× 10−15 2.087× 10−14 4.663× 10−15 4.025× 10−14 1.649× 10−14
E∞N,N 1.332× 10−15 3.553× 10−15 2.887× 10−15 4.219× 10−15 4.663× 10−15
AECPUT 0.012s 0.028s 0.029s 0.279s 0.290s
Table I. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the AECPUT of
Example 1.
Example 2
N,Mt 8, 8 10, 10 12, 12 14, 14
‖E‖1 5.418× 10−9 1.883× 10−11 8.119× 10−14 1.076× 10−14
‖E‖2 3.759× 10−9 1.542× 10−11 6.271× 10−14 8.545× 10−15
‖E‖∞ 5.089× 10−9 2.018× 10−11 8.952× 10−14 1.158× 10−14
E∞N,N 1.420× 10−9 4.222× 10−12 1.331× 10−14 1.697× 10−15
AECPUT 0.279s 0.553s 1.001s 1.257s
Table II. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the AECPUT of
Example 2.
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Figure 2. Plot of the CPU time versus the total number of unknowns (L+ 1) in log-log scale using N = 8(2)80 (i.e.
80 ≤ L ≤ 6560), and Mt = 4(2)16. The CPU time curves eventually approach a straight line with an average asymptotic slope
of approximately 2, for increasing values of L, indicating an approximate time complexity of O
(
(L+ 1)2
)
, as L→∞, for
relatively small values of Mt.
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Figure 3. The numerical simulation of the SGPM on Example 2. The figure shows the plots of the exact solution u(x, t) on
D21,1 (upper left), its approximation P8,8u(x, t) (upper right), the absolute error function E8,8(x, t) (lower left), and its values
at the final time, E8,8(x, 1) (lower right). The optimal S-matrix was constructed using Mt = 8, and the plots were generated
using 100 linearly spaced nodes in the x- and t-directions from 0 to 1.
Example 3 Consider Problem P with l = τ = 1, β1 = 12, β2 = 4, g1(x) = sin(x), g2(x) = 0, h1(t) = 0, h2(t) =
sin(1) cos(t); f(x, t) = 4 (cos(t)− 3 sin(t)) sin(x). The exact solution of the problem is u(x, t) = sin(x) cos(t). The
plots of the exact solution, its approximation, and the absolute error function on D21,1 using N = Mt = 4, are shown
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Example 2
x Mohanty’s method [15] Ding et al.’s method [21] Present method
Difference scheme (11), η = 124 , γ =
1
3 λ1 =
1
12 ;λ2 =
5
6 N = Mt = 8 N = Mt = 10 N = Mt = 12 N = Mt = 14
0.2 4.956× 10−3 1.922× 10−9 1.220× 10−9 3.939× 10−12 1.266× 10−14 1.560× 10−15
0.4 2.393× 10−2 2.815× 10−10 2.740× 10−10 4.527× 10−13 4.819× 10−15 9.021× 10−16
0.6 2.393× 10−2 2.815× 10−10 2.740× 10−10 4.526× 10−13 4.774× 10−15 1.013× 10−15
0.8 4.956× 10−3 1.922× 10−9 1.220× 10−9 3.939× 10−12 1.252× 10−14 1.443× 10−15
Table III. A comparison of Example 2 between Mohanty’s finite difference method [15], Ding et al.’s non-polynomial spline
method [21], and the SGPM. The table lists the absolute errors at x = 0.2, 0.4, 0.6; 0.8, and t = 1. The results of Mohanty’s
method [15] and Ding et al.’s method [21] are exactly as quoted from Ref. [21].
in Figure 4. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the
AECPUT are shown in Table IV. A comparison between Dosti and Nazemi’s quartic B-spline collocation method
[19], Mittal and Bhatia’s cubic B-spline collocation method [20], and the SGPM is also shown in Table V. Table IV
shows one of the advantageous ingredients of the SGPM: “the ability to achieve higher-order approximations while
preserving the same dimension of the linear system (5.36)”. Table V shows the power of the presented scheme, which
constructs higher-order approximations using as small as 5 expansion terms in both spatial and temporal directions.
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Figure 4. The numerical simulation of the SGPM on Example 3. The figure shows the plots of the exact solution u(x, t) on
D21,1 (upper left), its approximation P4,4u(x, t) (upper right), the absolute error function E4,4(x, t) (lower left), and its values
at the final time, E4,4(x, 1) (lower right). The optimal S-matrix was constructed using Mt = 4, and the plots were generated
using 100 linearly spaced nodes in the x- and t-directions from 0 to 1.
Example 4 Consider Problem P with l = τ = 1, β1 = 20, β2 = 25, g1(x) = sinh(x), g2(x) = −2 sinh(x), h1(t) =
0, h2(t) = e
−2t sinh(1); f(x, t) = −12e−2t sinh(x). The exact solution of the problem is u(x, t) = e−2t sinh(x). The
plots of the exact solution, its approximation, and the absolute error function on D21,1 using N = Mt = 4, are shown
in Figure 5. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the
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Example 3
N,Mt 4, 4 4, 5 4, 6 6, 6
‖E‖1 2.384× 10−4 1.036× 10−4 9.391× 10−5 2.061× 10−7
‖E‖2 1.762× 10−4 7.438× 10−5 6.855× 10−5 1.533× 10−7
‖E‖∞ 2.460× 10−4 1.053× 10−4 9.731× 10−5 2.696× 10−7
E∞N,N 1.834× 10−4 8.060× 10−5 7.348× 10−5 1.160× 10−7
AECPUT 0.012s 0.012s 0.013s 0.027s
Table IV. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the AECPUT of
Example 3.
Example 3
t Dosti and Nazemi’s method [19] Mittal and Bhatia’s method [20] Present method
h = 0.005,∆ t = 0.001 h = 0.005,∆ t = 0.001 N = Mt = 4 N = 4,Mt = 5 N = 4,Mt = 6 N = Mt = 6
0.2 2.425× 10−5 6.827× 10−5 1.458× 10−5 7.449× 10−6 7.114× 10−6 4.188× 10−8
0.4 7.932× 10−5 1.494× 10−4 4.905× 10−5 2.030× 10−5 1.922× 10−5 3.340× 10−8
0.6 1.210× 10−4 2.241× 10−4 1.942× 10−6 1.127× 10−6 1.571× 10−6 9.030× 10−9
0.8 1.488× 10−4 2.898× 10−4 8.293× 10−5 3.369× 10−5 3.154× 10−5 2.172× 10−8
1 1.646× 10−4 3.439× 10−4 1.834× 10−4 8.060× 10−5 7.348× 10−5 1.160× 10−7
Table V. A comparison of Example 3 between Dosti and Nazemi’s quartic B-spline collocation method [19], Mittal and Bhatia’s
cubic B-spline collocation method [20], and the SGPM. The table lists the maximum absolute errors at t = 0.2, 0.4, . . . , 1. The
results of Dosti and Nazemi’s method [19] and Mittal and Bhatia’s method [20] are exactly as quoted from Ref. [20].
AECPUT are shown in Table VI. A comparison between Mohanty’s finite difference method [15] and the Pandit et al.
combined Crank-Nicolson finite difference and Haar wavelets numerical scheme [6], and the SGPM is also shown in
Table VII, which shows the root mean square error (RMS) for the three numerical schemes. Both tables show the fast
execution times, the exponential convergence, and the cost economization features of the SGPM.
Example 4
N,Mt 4, 4 4, 5 4, 6 6, 6
‖E‖1 4.027× 10−3 3.382× 10−3 2.807× 10−3 1.132× 10−5
‖E‖2 3.178× 10−3 2.688× 10−3 2.218× 10−3 8.012× 10−6
‖E‖∞ 4.053× 10−3 3.578× 10−3 2.933× 10−3 1.251× 10−5
E∞N,N 1.834× 10−4 2.571× 10−3 2.087× 10−3 4.855× 10−6
AECPUT 0.012s 0.013s 0.014s 0.029s
Table VI. The l1−, l2−, l∞−norms of the absolute error matrix E , the L∞-norm of the absolute error, and the AECPUT of
Example 4.
7. FUTURE WORK
The present SGPM assumes sufficient global smoothness of the solution, and generally uses single grids for
discretization on the spatial and temporal domains. An interesting direction for future work could involve a study
of composite shifted Gegenbauer grids and adaptivity to improve the convergence behavior of the numerical solver
when dealing with nonsmooth problems. On the other hand, the numerical experiments conducted in Section 6
demonstrate the rapid convergence and stability of the SGPM; nonetheless, further stability analysis may be required
to theoretically prove the stability of the SGPM on a wide variety of problems.
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Figure 5. The numerical simulation of the SGPM on Example 4. The figure shows the plots of the exact solution u(x, t) on
D21,1 (upper left), its approximation P4,4u(x, t) (upper right), the absolute error function E4,4(x, t) (lower left), and its values
at the final time, E4,4(x, 1) (lower right). The optimal S-matrix was constructed using Mt = 4, and the plots were generated
using 100 linearly spaced nodes in the x- and t-directions from 0 to 1.
Example 4
Mohanty’s method [15] The Pandit et al. method [6] Present method
(2M)/(∆ t)/RMS (2M)/(∆ t)/RMS (N)/(Mt)/RMS
(16)/(1/16)/0.3603× 10−2 (16)/(1/16)/4.4971× 10−3 (4)/(4)/6.382× 10−4
(32)/(1/32)/0.6834× 10−3 (32)/(1/32)/5.8771× 10−3 (4)/(5)/5.375× 10−4
(64)/(1/64)/0.2420× 10−3 (64)/(1/64)/6.3473× 10−3 (4)/(6)/4.436× 10−4
(6)/(6)/1.184× 10−6
Table VII. A comparison of Example 4 between Mohanty’s finite difference method [15] and the Pandit et al. combined Crank-
Nicolson finite difference and Haar wavelets numerical scheme [6], and the SGPM. The first two columns of the table lists the
results in the form (2M)/(∆ t)/RMS, and are exactly as quoted from Ref. [6]. The last column of the table lists the RMS errors
of the SGPM associated with various values of N and Mt.
8. CONCLUSION
In this work, we developed a novel SGPM for the solution of the telegraph equation provided with some initial
and boundary conditions. The method recasts the problem into its integral formulation to take advantage of the
stability and well-conditioning of numerical integral operators. The discretization is carried out using some novel
shifted Gegenbauer integration matrices and optimal shifted Gegenbauer integration matrices in the sense of solving
the one-dimensional optimization problems (4.16). We established Algorithm A.1 for the efficient construction
of the global collocation matrix and the right hand side of the resulting linear system, which together with a
standard direct solver can produce very accurate approximations. The TCC of the developed algorithm scales like
O (NxNt(NxNt +Mt)) , as Nx, Nt,Mt →∞. A numerical study on the time complexity required for the calculation
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of the approximate solution at the collocation points using a direct solver implementing Algorithm A.1 shows
that it scales like O
(
(L+ 1)2
)
, as L→∞, for relatively small values of Mt, where (L+ 1) is the total number
of unknowns in the resulting linear system. Theorem 5.1 and its corollaries demonstrate that the coefficients of
the bivariate shifted Gegenbauer expansions decay faster for negative α-values than for non-negative α-values.
In fact, we proved that the coefficients of the bivariate shifted Gegenbauer expansions are bounded for a non-
positive Gegenbauer parameter, α ≤ 0, as n,m→∞. Corollary 5.3 shows also that the asymptotic truncation error
is minimized in the Chebyshev norm exactly when applying the shifted Chebyshev basis polynomials. Corollary
5.4 proves the exponential convergence exhibited by the SGPM. The extensive numerical results and comparisons
demonstrate the fast execution, the exponential convergence, and the computational cost effectiveness of the proposed
method. Moreover, the results show the ability of the numerical scheme to achieve higher-order approximations while
preserving the same number of the solution expansion terms; thus the dimension of the resulting linear system of
algebraic equations (5.36). The method is memory minimizing, easily programmed, and can be efficiently applied
and extended for the solution of various problems in many areas of science.
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A. A COMPUTATIONAL ALGORITHM FOR THE CONSTRUCTIONS OF THE GLOBAL COLLOCATION
MATRIX AND THE RIGHT HAND SIDE OF THE RESULTING COLLOCATION EQUATIONS
Algorithm A.1 Matrix and Right Hand Side Constructions for Solving the Collocation Equations (5.36)
Input: Positive integers Nx, Nt, and Mt; Positive real numbers l and τ ; constants β1 and β2; SGG nodes x(α)l,Nx,i, i =
0, . . . , Nx; the S-matrices Pˆ
(2)
l , Pˆ
(1)
τ , and Pˆ
(2)
τ ; the optimal S-matrices P
(1)
τ and P
(2)
τ .
L← Nx +Nt +NxNt
form = 0 to L do
for n = 0 to L do
An,m ← 0
end for
end for
for i = 0 to Nx do
θ
l,x
(α)
l,Nx,i
← x(α)l,Nx,i/l
for j = 0 to Nt do
n← index(i, j)
An,n ←
(
pˆ
(2)
l,i,i − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,i
) (
β1 pˆ
(1)
τ,j,j + β2 pˆ
(2)
τ,j,j + 1
)
− pˆ(2)τ,j,j
for k = 0 to Nx do
if k 6= i then
An,index(k,j) ←
(
pˆ
(2)
l,i,k − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,k
) (
β1 pˆ
(1)
τ,j,j + β2 pˆ
(2)
τ,j,j + 1
)
end if
end for
for k = 0 to Nt do
if k 6= j then
An,index(i,k) ←
(
pˆ
(2)
l,i,i − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,i
) (
β1 pˆ
(1)
τ,j,k + β2 pˆ
(2)
τ,j,k
)
− pˆ(2)τ,j,k
for s = 0 to Nx do
if s 6= i then
An,index(s,k) ←
(
pˆ
(2)
l,i,s − θl,x(α)l,Nx,i pˆ
(2)
l,Nx+1,s
) (
β1pˆ
(1)
τ,j,k + β2pˆ
(2)
τ,j,k
)
end if
end for
end if
end for
(RHS)n ← ψˆi,j −
(
β1
Mt∑
k=0
p
(1)
τ,j,k ψi,(j,k) + β2
Mt∑
k=0
p
(2)
τ,j,k ψi,(j,k)
)
+
Mt∑
k=0
p
(2)
τ,j,k fi,(j,k)
end for
end for
return A; {(RHS)n}Ln=0
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