Morphological aspects of human language processing have been suggested by some to be reducible to the combination of orthographic and semantic effects, while others propose that morphological structure is represented separately from semantics and orthography and involves distinct neurocognitive processing mechanisms. Here we used event-related brain potentials (ERPs) to investigate semantic, morphological and formal (orthographic) processing conjointly in a masked priming paradigm. We directly compared morphological to both semantic and formal/orthographic priming (shared letters) on verbs. Masked priming was used to reduce strategic effects related to prime perception and to suppress semantic priming effects. The three types of priming led to distinct ERP and behavioral patterns: semantic priming was not found, while formal and morphological priming resulted in diverging ERP patterns. These results are consistent with models of lexical processing that make reference to morphological structure. We discuss how they fit in with the existing literature and how unresolved issues could be addressed in further studies.
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Introduction
The nature of the organization of the mental lexicon enabling us to link sound patterns and written words to their meaning has long been debated in psycholinguistics (e.g., Bates & Godham, 1997; McQueen & Cutler, 1998) . Of particular interest is the status of morphology during word processing. By morphology we mean the structure of complex words and the dynamic processes that allow us to decompose them into simple units (morphemes) that can be recombined with other morphemes to create new words (Aronoff & Fudemann, 2011) . We distinguish between (i) stem morphemes that carry the core conceptual meaning (e.g., the verb 'inform'), (ii) derivational morphemes that (can) change the word's syntactic category and may dramatically change its meaning (e.g., '-ative' can change a verb into an adjective: 'inform-ative'), and (iii) inflectional morphemes that primarily mark syntactic information without changing the word category or the core meaning (e.g., '-s' for the third person singular present tense: 'inform-s').
In the present study we address a number of questions: How is the processing of inflectional morphology integrated in the time course of visual word recognition? What are ''morphological effects'' found in behavioral and electrophysiological studies of lexical access? Can we distinguish morphological from semantic and orthographic effects? And which models can best account for these? Using event-related brain potentials (ERPs) to investigate orthographic (formal), semantic, and morphological priming effects on the processing of French verbs in a visual lexical decision task, we contrasted two views on the role of morphology in the organization of the mental lexicon: morphological and eliminativist. 
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