Restricted risk Bayes estimation for the mean of the multivariate normal distribution  by Chen, Shun-Yu
JOURNAL OF MULTIVARIATE ANALYSIS 24, 207-217 (1988) 
Restricted Risk Bayes Estimation for the Mean 
of the Multivariate Normal Distribution 
SHUN-YU CHEN* 
Cheng-Kung University, Tainan, Taiwan 
Communicated by A. Cohen 
Let X= (X,, . . . . ,I’,,)’ to be an observation from a p-variate normal distribution 
with unknown mean vector 0 = (O,, . . . . 0,)’ and known covariance matrix E. It is 
desired to estimate 0 under the quadratic loss L(tI, 6)= (e-s)‘Q(0- 6). Suppose 
prior beliefs concerning 0 can be approximately modeled by a conjugate prior dis- 
tribution n which is N,(p, A), where p and A are known. We find estimators of 0 
which have small Bayes risk and which also satisfy the constraint R(0,6) G 
tr(Qx) + c, R(B,6) being the most frequent risk of 6. Such estimates are good from 
both the most frequent and the Bayesian perspectives. 0 1988 Academic PRSS. ILK. 
1. INTRODUCTION 
Let X=(X,, . . . . X,,)’ be a p-variate normal distribution with known 
covariance matrix Z and unknown mean vector 8 = (e,, . . . . 0,)‘. It is 
desired to estimate tl under quadratic loss L(8,6) = (0 - S)‘Q(6’ - 6), where 
Q is a given positive definite matrix. An estimator will be evaluated by its 
risk function R(8,6) = &,[L(B, 6(x))]. 
When one has complete knowledge of the prior distribution rc of 8, one 
would use a Bayes estimator 6” which is an estimator minimizing the Bayes 
risk, i.e., r(rr, P) = mins r(rt, 6), where r(rr, 6) = F[R(e, S)]. Unfortunately, 
the determination of rr is often very inexact. In a finite amount of time, only 
subjective approximations to rc can be constructed and the Bayes estimator 
can be sensitive to uncertain parts of the prior specification. 
On the other hand, the minimax principle tires to protect against the 
worst possible state of nature. But a minimax estimator often behaves 
poorly when viewed from the risk average and often can be inadmissible. 
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The situation occurring in practice frequently lies between these two 
extreme cases. Often, we have some idea about the prior distribution of 8 
but we are not willing to rely entirely on any specific prior. Hence it is 
important to consider the robustness of the estimator selected. 
One way to solve this problem is as follows: First, we restrict the risk, 
NO, 6) - R(8, SO) <c (1.1) 
for all 0 E RP, where 6’(x) = x is the MLE and minimax estimator of 19 and 
c is a given nonnegative constant. (Note that R(B, 6’) = tr(Q$).) And then, 
in the class of estimators satisfying the restricted condition (1.1 ), find an 
estimator which has minimum Bayes risk. 
This problem was first proposed by Hodges and Lehmann [lo] and has 
been considered for various situations in Efron and Morris [8], Shapiro 
[13], Bickel [6], Marazzi [12], and Berger [3]. It is known that exact 
mathematical solution of this problem is very messy and, even in the case 
of a spherically symmetric normal distribution, numerical solution is very 
difficult (cf. Berger [3] and Marazzi [ 121). For this reason, we will 
consider various simplifications of the problem. 
By using the identity (essentially a variant of Stein’s “unbiased estimator 
of risk”) R(8,6) - R(0, So) = Eo[9y(x)], where y(x) = .J?‘(S(x) -x) and 
9y(.~) is an expression involving partial derivatives of y,(x), the condition 
(1.1) will clearly be satisfied if 9y(x) d c. Hence we can formulate the 
following approximate restricted risk Bayes problem: 
Select the estimator 6 which minimizes r(rc, 6) subject to 9y(x) G c. 
For the symmetric normal case, Berger [3] showed that the optimal 
estimator in the approximate restricted risk Bayes problem must be a 
smooth blending of the Bayes estimator 6” and an estimator arising from 
the differential equation @I(X) = c. Chen [7] generalized this idea to the 
nonsymmetric situation. Unfortunately, in the nonsymmetric multidimen- 
sional case it is generally impossible to solve the differential equation 
9?(x) = c in closed form. Numerical solution would be a possibility, but in 
the interest of providing reasonably accessible and understandable 
estimators we further specialize the problem by considering a particular 
class of estimators for which solution of the differential equality is possible. 
We also restrict consideration to the case where the “approximate” prior 
that is specified is N,,(p, A), ~1 being the prior mean vector and A the 
positive definite prior covariance matrix. 
A natural class of estimators to consider is the class of “compromise” 
estimators 
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where v=(x-p)‘($+$A)-‘(X-P), and p is a continuous and piecewise 
differentiable function taking values in [0, 11. A “robust Bayes” estimator 
in this class was proposed by Berger [Z]. We will find the optimal choice of 
p in Section 2 (for the approximate restricted risk problem), a choice which 
can offer substantial improvement over the robust Bayes estimator of 
Berger [2]: 
Berger [4] proposed a different type of estimator, one that incorporated 
the prior information p and A and yet was guaranteed to be minimax. The 
estimator was based on a “decomposition to subproblems” technique 
proposed in Bhattacharya [S]. In Section 3, we modify this estimator by 
basing it on the optimal “compromise” estimators of Section 2. 
If minimaxity is desired, the estimators discussed above have certain 
limitations (see Section 5) in a very nonsymmetric situation. A new 
estimator, called a “weighted” minimax estimator, is proposed in Section 4 
and is shown to offer substantial improvement in Bayes risk in certain 
cases. 
Section 5 explicitly discusses the coparative performance of the “com- 
promise,” “subproblem,” and “weighted minimax” estimators for the 
restricted risk Bayes problem. The overall conclusion is that the last two of 
these estimators are superior, and guidelines are presented concerning the 
use of each of them. 
Instead of using r(n, 6) to measure the effectiveness of an estimator 6, it 
is convenient to use the linearly transformed relative savings risk of Efron 
and Morris [S, 91, defined by RSR(rc, 6) = (r(n, 6) - r(n, P))/(r(q S) - 
r(n, P)). This measures the proportion of the potential Bayesian 
improvement over 6’ which is attained by the estimator 6. Small RSR is 
desirable from a Bayesian viewpoint. 
2. THE OPTIMAL COMPROMISE STIMATOR 
Let x be a NJ@, $3) and suppose 0 has (approximately) the conjugate 
prior distribution n. whcih is N,(p, A), where p and A are known. Let 
d,adl>, 1.. ad,> 0 be the characteristic roots of the matrix 
D = (8 + A)-“*J?Q$($ + A)-“* and let z = C;-, di/dl. We will consider 
the class of compromise estimators P defined in (1.2) with E&*(r)) c 00 
and E,(lrp’(r)l) -c co. 
First, we need the following Stein identity (cf. Stein [14], Hudson [ll], 
Berger [3], and Chen [7]). Let 6(x)=x-t Xy(x), where yi is a continuous 
and piecewise differentiable function with EJyf(x)] < co and 
E. I yj’)(x)) < KI (where y!‘)(x) = dy,(x)/ax, and so on). Then 
We, 6) -We, 6’) = J% CWx)l, (2.1) 
where gy(x) = y’(x)$Q$y(x) + 2 tr( V$Q$) and V= (vii) with vii= ayi/axi. 
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Using this identity, we will give a sufficient condition for the compromise 
estimator P to satisfy the constraint (1.1). 
LEMMA 1. Ifp’(r)-4p’(r)>,Of or all r > 0, then R(0, 8’) - R(0, So) < C 
for all 8, provided that 9p(r) < c/d, for all r > 0, where 
k@p(r) = [p’(r) -4p’(r) Jr - 2tp(r). (2.2) 
Proof: The desired result follows directly from the Stein identity and 
the fact that (~-~)‘(~+A)-‘~~D(f+A)-~‘*(x-~)~d~r. 1 
Let D,. be the class of compromise estimators satisfying the restricted 
condition 9p(r) < c/d, for all r > 0, where gap(r) is given in (2.2). A similar 
result to that of Theorem 2, Berger [33, show that the optimal estimator, 
PI’, in the class D < is 
P’(x)=x-min(l,p,(r))$($+A)-‘(x-p), (2.3) 
where 
i 
2(0 - 2) 
r 
if c=Oandr>2 
p,.(r) = c K,+,(t) 2d,tK,o if c>Oandr>2 
c K-,(f) 
2d,tK,o 
if c>Oand l<t<2, 
(2.4) 
v= /T-2//2, t=&lGq&, and K, is the second kind of modified Bessel 
function of order II. 
In order to compute the RSR of PC, we need the following lemma. 
LEMMA 2. Let X ‘V N&, B), A4 be a (p x p) positive definite matrix and 
p be a function of r, where Y = (x - p)‘B-‘(x - p). If E’(p2(r)) < 00, then 
E-“(p(r)(x - p)‘B-“2MB-“2(x - p)) = (tr M/p) E’(rp(r)). 
Proof Let A be the (p x p) orthogonal matrix such that H = AMA’ is 
the diagonal matrix with diagonal elements h, 2 h2 3 ... ah,, and let 
z = AB-“‘(x - p). Then 2 is N,(O, I) and r = (x - p)‘B-‘(x - p) = z’z has 
a chi-square distribution with p degrees of freedom. Noting that 
[(x - ~)rB-1/2MB-1/2(~ - p)]’ < h:r’. Therefore, by the Cauchy-Schwarz 
inequality E”[p(r)(x - p)‘B- 1i2MB-1’2(x -cl)] exists and equals 
Cf=, hiE’(p(r)zf). Since zl, z2, . . . . z,, are i.i.d., E’(p(r)Zf) = (l/p)E’(rp(r)). 
The desired result follows. 1 
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THEOREM 1. For the estimator 8’*” defined as in (2.3) 
RSR(n, P“) = 1 -+b)+; (1 -r/G,(b))- Ii/,(b) 
1 
where b is the unique positive solution of the equation p,(r) = 1, and f, and 
I/I, are the density function and cumulative distribution function of the chi- 
square distribution with p degrees of freedom, respectively. 
Proof: By definition of Bayes risk and Lemma 2, it is clear that 
r(n, cV,~) - r(71, ~5~) 
=~“{C(1-min(l,p,(r))l2(~-~)‘(~++)-1~Q~(Z+A)-1(x-~)} 
= E’{ [max(O, 1 - p,(r))]‘r}(tr D/p) 
= I m (1 - p,(r))*rf,(r) dr(tr D/p). b 
Using the fact that 9p,(r) = c/d, for r 2 b and noting that jr r&(r) dr = 
2bf,(b) + p( 1 - $,(b)) and r(n, So) - r(rr, 6”) = C;= i d;, the desired result 
follows. 1 
3. THE MODIFIED SUBPROBLEM ESTIMATOR 
In this section, we use the decomposition to subproblems approach of 
Bhattacharya [S] and Berger Cl] to develop an alternative estimator, 
bMB*‘, satisfying the constraint (1.1) and yet performing better than P,‘. 
For simplicity of notation in the remainder of the paper, we will assume 
that Q, f, and A are diagonal matrices with diagonal elements qi, a:, and 
a,, respectively. (For similar results in the nondiagonal case see Chen [7].) 
Suppose (without loss of generality) that the xi are indices so that 
d, 2 dz > . . . 2 d,, where di = qia4/(af + ai) and let dp + i = 0. Then define 
the ith component of dMB,c as 
min( 1, p”)(r .)) C I* 
where 
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pp(rj) = i 
2(j- 2)+ 
when c=O 
ri 
I 
C KY+ lttj) 
2d, tj K,(tj) 
when c>O,j= 1 
c K,- lCtj) 
2d, tJ K,(tj) 
when c>O, j>2 
r-= i txi-PiY II2 
J i=, a;+@ ’ 
tj=+(crj/dl) 9 and u,=f \j-2). 
(3.1) 
Note that this estimator is indeed based on the optimal compromise 
estimator found in Section 2. Motivation for estimators of this form can be 
found in Berger [4]. Note, at least, that if all pj!)(r,) > 1, then SMB*’ is the 
conjugate prior Bayes rule. 
Using Berger’s [l] decomposition theorem, it is easy to show that 
qe, 6MB.y - R(e, so) de for all 8. The RSR for dMB,’ is given in the 
following theorem. 
THEOREM 2. 
RSR(rr, ~5~~7~) = &, f 8, f(dJ-dJ+l;;-dk+l’ T;;, 
I 1 1 l--l J-I k--r 
where T;,;=E’(z~[l -min(l, p!!)(r,))][l -min(l, p’,k)(rk))]), zr, . . . . zP are 
i.i.d. N(0, l), rj=C’,=, zz, c*=c/d,, and pl!)(rj) is defined in (3.1). 
Proof. Let zi= (0: +ai))1’2(~i-~i) and observe that the zi are i.i.d. 
N(0, 1) and that 
r(x, dMB*‘) - r(71,6’) 
The desired result follows. m 
For 1 < j, k < 10, the values of T;,; for c* = 0, 0.1, and 1.0 are given in 
Table I. 
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TABLE I 
Values of T$ 
k 
1 2 3 4 5 6 I 8 9 10 
i 
c*=o 
1 1.0000 
2 1.OoOO 1.0000 
3 0.4675 0.4675 
4 0.2101 0.2702 
5 0.1723 0.1723 
6 0.1160 0.1160 
7 0.0811 0.0811 
8 0.0583 0.0583 
9 0.0427 0.0427 
10 0.0318 0.0318 
c* =O.l 
1 0.5870 
2 0.4215 0.3461 
3 0.2850 0.2381 
4 0.1881 0.1592 
5 0.1268 0.1080 
6 0.0879 0.0751 
I 0.0624 0.0534 
8 0.0453 0.0388 
9 0.0334 0.0287 
10 0.0250 0.0215 
c* = 1.0 
1 0.1507 
2 0.1087 0.0949 
3 0.0778 0.0691 
4 0.0561 0.0500 
5 0.0409 0.0365 
6 0.0301 0.0269 
7 0.0224 0.0201 
8 0.0169 0.0151 
9 0.0128 0.0115 
10 0.0090 0.0088 
0.2915 
0.1830 0.1353 
0.1191 0.0915 
0.0810 0.0632 
0.0570 0.0448 
0.0410 0.0324 
0.0301 0.0239 
0.0225 0.0179 
0.1899 
0.1311 0.1060 
0.0901 0.0749 
0.0630 0.0530 
0.0450 0.038 1 
0.0328 0.0278 
0.0242 0.0206 
0.0182 0.0155 
0.0607 
0.0447 0.0395 
0.0328 0.0295 
0.0243 0.02 19 
0.0181 0.0164 
0.0136 0.0124 
0.0104 0.0095 
0.0079 0.0072 
0.0727 
0.0516 0.0427 
0.0370 0.0313 0.0267 
0.0270 0.0230 0.0200 0.0174 
0.0199 0.0171 0.0150 0.0132 0.0117 
0.0150 0.0129 0.0113 0.0101 0.0090 0.0080 
0.0620 
0.0449 0.0380 
0.0326 0.028 1 0.0242 
0.0239 0.0208 0.0183 0.0160 
0.0178 0.0156 0.0138 0.0122 0.0108 
0.0134 0.0118 0.0104 0.0093 0.0084 0.0075 
0.0263 
0.0198 0.0178 
0.0149 0.0136 0.0123 
0.0113 0.0103 0.0095 0.0086 
0.0086 0.0079 0.0073 0.0067 0.0061 
0.0066 0.0061 0.0056 0.0052 0.0048 0.0044 
4. THE WEIGHTED MINIMAX ESTIMATOR 
When d, (and maybe d2) is much larger than the other d, (i.e., 
7 = Cj’=, dJd, is less than or only slightly larger than two), then the RSR 
for the minimax estimators PO and PB*’ are larger. In the following, we 
214 SHUN-YIJ CHEN 
will propose a new minimax estimator, S”, which has smaller RSR than 
the previous minimax estimators for this situation. 
Let W=(p-2)P’[(Z+(p-2)y,DP’)“2-Z], where y, is the positive 
solutionoftheequation(l/(p-2))~~=,d,[(1+(p-2)yd,~1)“2-l]=y. 
(We can show that this equation has a unique positive solution (see Chen 
[7]).) Then, define 
6 “(x) = x - min 
( 
1, 2(P-2)+ 
) 
W@++A)-‘(X-P), (4.1) r 
where r=(x-p)‘(J’++)-‘(x-p). 
As partial motivation for considering such an estimator, note that the 
optimal minimax estimator in the class D,. (see Section 2) of compromise 
estimators is P’(x) = x - min( 1, 2(~ - 2) +/r) J(z + A)- ‘(x - p), which 
has the somewhat unappealing property of giving the same weight to each 
component of $(z+ A)-‘(x -p). An obvious modification is to give 
different weights to different components (usually, the bigger di, the less the 
weight). This will be seen to work quite well. 
THEOREM 3. dw is a minimax estimator and RSR(z, dw) = 1 - 
(tr( lVD)/tr D)( 1 - T;,,). 
Proof. Let y(x) = -min( 1, 2( p - 2)/r) W($+ A)-‘(x - p). Using the 
identity (2.3) and 
4n,,( W2D) 6 ch,,, 1 W*D+- 
P-2 
WD = 
> 
1 
- tr( WD), 
P-2 
it is easy to show that 97(x) < 0. Thus 6 is a minimax. 
For the calculation of RSR(n, S”), note first that 
r(7[, 6 “) - r(7c, hn) 
=E{(x-li)ljl-min( I,?) W]’ D($+A)p’(x-p)}. 
The desired result follows from Lemma 2 and the fact tr( W2D) = 
tr( WD). 1 
5. COMPARIXINS AND CONCLUSIONS 
Analytic comparisons among P“, bMB,‘, and aw are diffcult. But 
Theorem 1, Theorem 2, and Theorem 3, together with Table I, allow 
explicit computation of the RSR of any of the three estimators and hence 
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selection of the best one for the given situation. To give a general feeling for 
the performance of the estimators, however, we give two examples of 
application, one in which c =0 (i.e., minimaxity is desired), so that P”, 
6MB,o, and 6 w  are compared, and one in which c > 0, so that only P” and 
cY”‘~,’ are compared. 
EXAMPLE 1. Suppose d = (d, , d,, . . . . d,) is the diagonal elements of the 
matrix D = ($+ A))“*$Q$($+ A))“*, where z, A, and Q are diagoal 
matrices. The RSR of the estimators PO, dMEvo, and aw, for various d, are 
given in Table II. 
Remark 1. All numerical results indicate that the RSR of aME-’ is 
smaller then the RSR of P’ (cf. Tables II and III), but we were unable to 
prove this analytically. 
Remark 2. When dJd, or d,/d, is close to one, 6 w  appears to be better 
than 6 MB-o. 
Remark 3. When p< 6, 6w appears to be superior to gMB*‘, except 
when di+ ,/d; is very small1 (say < 0.1) for some 3 < i 6 p - 1. 
Remark 4. When p > 6 and at least four of the d,/d, are moderately 
close to one, then dMBvo is often better and rarely much worse than ~5~. 
Hence 6 MB,o is reasonable to use in this situation. 
TABLE II 
RSR for P”, hMB,“, and hw 
d RSR(n, 6P.O) RSR(n, &“B,o) RSR(n, SW) 
(1.0,0.5,0.1) 1.000 0.830 0.535 
(1.0, 1.0, 1.0,0.5) 0.223 0.190 0.164 
(1.0, l.O,OS, 0.5) 0.368 0.325 0.179 
(1.0, 1.0,0.5,0.1) 0.549 0.460 0.328 
(1.0, 1.0,0.1,0.1) 0.818 0.794 0.465 
(1.0, 1.0,0.2,0.2) 0.670 0.632 0.332 
(1.0,0.8,0.8,0.8) 0.247 0.158 0.139 
(1.0,0.7,0.4,0.1) 0.819 0.472 0.322 
(1.0, 1.0, 1.0,0.001) 0.368 0.295 0.537 
(1.0,0.7,0.4,0.1,0.1) 0.783 0.433 0.311 
(1.0, 1.0, 1.0,0.5,0.1) 0.256 0.176 0.222 
(1.0, 0.8,0.6,0.001, 0.001) 0.720 0.412 0.650 
(1.0, 1.0,0.9,0.8,0.4,0.1) 0.192 0.113 0.167 
(1.0, 1.0,0.6,0.5,0.5,0.4) 0.226 0.162 0.086 
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TABLE III 
RSR for W and aMB.’ when p = 6 and c = 0.1 
d RSR(n, c?“.~ ) RSR(n, 6”‘.‘) 
(1.0,0.2, 0.2,0.2,0.2, 0.2) 0.576 0.208 
(l.O,OS. 0.5,0.4,0.3,0.3) 0.352 0.07 1 
(1.0, 1.0, 1.0,0.5,0.4,0.1) 0.183 0.049 
(1.0. 1.0, 1.0, 0.7. 0.7, 0.6) 0.086 0.032 
Remark 5. We can use the fact that a convex combination of minimax 
estimators is also minimax to develop an estimator improving on both 
6 MB-o and 6 w  (see Chen [7] for details). The improvement obtained did 
not seem to be substantial enough to justify the added complexity, 
however. 
EXAMPLE 2. Suppose p = 6 and c = 0.1. The RSR of the estimators fip.’ 
and 8MB,r for various (d,, . . . . d,) are given in Table III. 
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