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Abstract
We review the study of inhomogeneous perturbations about a homogeneous and
isotropic background cosmology. We adopt a coordinate based approach, but give
geometrical interpretations of metric perturbations in terms of the expansion, shear
and curvature of constant-time hypersurfaces and the orthogonal timelike vector
field. We give the gauge transformation rules for metric and matter variables at
first and second order. We show how gauge invariant variables are constructed by
identifying geometric or matter variables in physically-defined coordinate systems,
and give the relations between many commonly used gauge-invariant variables. In
particular we show how the Einstein equations or energy-momentum conservation
can be used to obtain simple evolution equations at linear order, and discuss exten-
sions to non-linear order. We present evolution equations for systems with multiple
interacting fluids and scalar fields, identifying adiabatic and entropy perturbations.
As an application we consider the origin of primordial curvature and isocurvature
perturbations from field perturbations during inflation in the very early universe.
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1 Introduction
The standard model of hot big bang cosmology is based upon the spatially
homogeneous and isotropic Friedmann-Robertson-Walker (FRW) model. This
successfully describes the average expansion of the universe on large scales
according to Einstein’s theory of general relativity, and the evolution from a
hot, dense initial state dominated by radiation to the cool, low density state
dominated by non-relativistic matter and, apparently, vacuum energy at the
present day. This standard model is described by just a handful of numbers
specifying the expansion rate, the temperature of the present microwave back-
ground radiation, the density of visible matter, dark matter and dark vacuum
energy.
But an homogeneous model cannot describe the complexity of the actual distri-
bution of matter and energy in our observed universe where stars and galaxies
form clusters and superclusters of galaxies across a wide range of scales. For
this we need to be able to describe spatial inhomogeneity and anisotropy. But
there are few exact solutions of general relativity that incorporate spatially in-
homogeneous and anisotropic matter and hence geometry. Therefore we use a
perturbative approach starting from the spatially homogeneous and isotropic
FRW model as a background solution with simple properties within which we
can study the increasing complexity of inhomogeneous perturbations order by
order.
The introduction of a homogeneous background model to describe the inho-
mogeneous universe leads to an ambiguity in the choice of coordinates. In the
FRW model the homogeneous three-dimensional hypersurfaces provide a nat-
ural time slicing of four-dimensional spacetime. For instance, hypersurfaces of
a uniform density coincide with hypersurfaces with uniform spatial curvature.
However in the real, inhomogeneous universe spatial hypersurfaces of uniform
density do not in general have uniform spatial curvature, and hypersurfaces of
uniform curvature do not have uniform density. In general relativity there is,
a priori, no preferred choice of coordinates. Choosing a set of coordinates in
the inhomogeneous universe which will then be described by an FRW model
plus perturbations amounts to assigning a mapping between spacetime points
in the inhomogeneous universe and the homogeneous background model. The
freedom in this choice is the gauge freedom, or gauge problem, in general rel-
ativistic perturbation theory. It can lead to apparently different descriptions
of the same physical solution simply due to the choice of coordinates. This
freedom can be a powerful tool as it allows one to work in terms of variables
best suited to the problem in hand, however it is important to work with
gauge-invariant definitions of the perturbations variables if the results are to
be easily assimilated and cross-referenced to the work of others.
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In this review we will focus on how one can construct a variety of gauge-
invariant variables to deal with perturbations in different cosmological models
at first order and beyond. We will emphasise the geometrical meaning of metric
and matter perturbations and their gauge-invariant definitions.
Most work to date has been done only to linear order where the perturbations
obey linear field equations. Even then we must consistently solve the linear
evolution equations, subject to the constraint equations of general relativity
which relate the matter variables to the geometry. Beyond first order, the non-
linearity of Einstein’s equations becomes evident, making progress much more
difficult. But in limiting cases, notably the large scale limit, it is possible to
extend some of the simple results of linear theory to higher orders.
Previous reviews on the topic of linear perturbation theory in cosmology in-
clude, for example, Refs. [66,123,43,21,141,61], and the relevant chapters in
Refs. [177,131,75,84]. For second-order perturbation theory see Refs. [129,15,126].
For reviews on inflation in particular see, e.g., Refs. [88,70,86,93,84,77,17,174]
and for cosmic microwave background anisotropies see, e.g., Refs. [67,82,42,51]
Finally, for reviews on perturbation theory in the context of the higher-
dimensional brane-world scenario see, e.g., Refs. [68,24,135,100,23] and for
perturbation theory in the context of the low-energy string effective action
see, e.g., Refs. [85,34].
For simplicity we work with a flat background spatial metric which is com-
patible with current observations. For generalisation to spatially hyperbolic
or spherical FRW models see other reviews, e.g., Ref.[66]. We use a prime to
denote derivatives with respect to conformal time, and we use a comma to
denote partial derivatives with respect to comoving spatial coordinates, i.e.,
T,i ≡ ∂T
∂xi
. (1.1)
For further definitions and notation see Appendix A.
2 Perturbations in cosmology
Throughout this review we will assume that our observable Universe can ap-
proximately be described by a homogeneous and isotropic Friedmann-Robertson-
Walker (FRW) spacetime. Thus we assume that the physical quantities can
usefully be decomposed into a homogeneous background, where quantities
depend solely on cosmic time, and inhomogeneous perturbations. The pertur-
bations thus “live” on the background spacetime and it is this background
spacetime which is used to split four-dimensional spacetime into spatial three-
hypersurfaces, using a (3+1) decomposition. In addition we work with a spa-
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tially flat FRW background, though results can be readily extended to non-
zero spatial curvature.
We start this section by defining arbitrary perturbations of tensorial quantities
and then proceed by decomposing vectors and tensors into “time” and “space”
parts on the spatial hypersurfaces.
2.1 Defining perturbations
Any tensorial quantities can then be split into a homogeneous background and
an inhomogeneous perturbation
T(η, xi) = T0(η) + δT(η, x
i) . (2.1)
The background part is a time-dependent quantity, T0 ≡ T0(η), whereas
the perturbations depend on time and space coordinates xµ = [η, xi]. The
perturbation can be further expanded as a power series,
δT(η, xi) =
∞∑
n=1
ǫn
n!
δTn(η, x
i) , (2.2)
where the subscript n denotes the order of the perturbations, and we explicitly
include here the small parameter ǫ. In linear perturbation theory, for example,
we only consider first-order terms, ǫ1, and can neglect terms resulting from
the product of two perturbations, which would necessarily be of order ǫ2 or
higher, which considerably simplifies the resulting equations. In the following
sections we shall omit the small parameter ǫ whenever possible, as is usually
done to avoid the equations getting too cluttered.
2.2 Decomposing tensorial quantities
It is convenient to slice the spacetime manifold into a one-parameter family
of spatial hypersurfaces of constant time, which is the standard (3+1) split
of spacetime. This foliation was introduced by Darmois already in 1927 (see
Ref. [53]) and popularised by Arnowitt, Deser and Misner [6] (for conditions
on the existence of the foliation see e.g. Ref. [172]). We refer to the foliation
of spacetime by spatial hypersurfaces of given conformal time as the time-
slicing, and the identification of spatial coordinates on each hypersurface as
the threading.
Note that the (3+1) split of spacetime precedes the decomposition of 3-
dimensional quantities into scalars and vectors, or scalar, vectors, and tensors
below.
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2.2.1 Vectors
We can split any 4 vector V µ into a temporal and spatial part,
Uµ =
[
U0,U i
]
. (2.3)
Note that U0 is a scalar on spatial hypersurfaces. The spatial part U i can then
be further decomposed into a further scalar part U and a vector part U ivec,
U i ≡ δijU,j + U ivec , (2.4)
where ∂U ivec/∂xi = 0. The denominations scalar and vector part go back
to Bardeen [7] and are due to the transformation behaviour of U and U ivec
on spatial hypersurfaces. The decomposition of a vector field into potential
(or curl-free) part and a divergence-free part in Euclidean space is known as
Helmholtz’s theorem. The curl-free and divergence-free parts are also called
longitudinal and solenoidal parts, respectively.
In our isotropic (FRW) background, there can be no spatial vector part at
zeroth order (as this would correspond to a preferred direction), but there can
be a non-zero temporal part,
U0(0) 6= 0 , U i(0) = 0 . (2.5)
A non-trivial vector, with a non-zero spatial part, can appear only at first
order. We give examples of vector fields in a FRW background including per-
turbations in Section 3.1, where we discuss the unit vector field normal to
constant-time hypersurfaces and the fluid 4-velocity.
Note that “divergence-free”, etc, is defined with respect to the flat-space met-
ric, rather than using covariant derivatives, since perturbations are defined
with respect to the spatially flat background.
2.2.2 Tensors
As for vector fields, we can decompose a rank-2 tensor into a time part and
spatial part, but now have also mixed time-space parts.
Consider the metric tensor gµν which we require to be symmetric,
gµν ≡ gνµ . (2.6)
The metric tensor has therefore only 10 independent components in 4 dimen-
sions. We first split the metric tensor into a background and a perturbed part,
using Eq. (2.1). It then turns out to be useful to split the metric perturbation
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into different parts labelled scalar, vector or tensor according to their trans-
formation properties on spatial hypersurfaces [7,162], which are themselves
expanded into first and higher order parts using Eq. (2.2).
Our background spacetime is described by a spatially flat FRW background
metric
ds2 = a2
[
−dη2 + δijdxidxj
]
, (2.7)
where η is conformal time and a = a(η) is the scale factor. The cosmic time,
measured by observers at fixed comoving spatial coordinates, xi, is given by
t =
∫
a(η) dη.
The perturbed part of the metric tensor can be written as
δg00=−2a2φ , (2.8)
δg0i= a
2Bi , (2.9)
δgij =2a
2Cij . (2.10)
The 0 − i and the i − j-components of the metric tensor can be further de-
composed into scalar, vector and tensor parts
Bi=B,i − Si , (2.11)
Cij =−ψ δij + E,ij + F(i,j) + 1
2
hij . (2.12)
where φ, B, ψ and E are scalar metric perturbations, Si and Fi are vector
metric perturbations, and hij is a tensor metric perturbation, which we will
now define.
Scalar perturbations can always be constructed from a scalar, or its derivatives,
and background quantities. Any 3-vector, such asB,i, constructed from a scalar
is necessarily curl-free, i.e., B,[ij] = 0.
Vector perturbations are divergence-free. For instance one can distinguish an
intrinsically vector part of the metric perturbation δg0i, which we denote by
−Si, which gives a non-vanishing contribution to δg0[i,j]. Similarly we define
the vector contribution to δgij constructed from the (symmetric) derivative of
a vector F(i,j).
Finally there is a tensor contribution to δgij = a
2hij which is both transverse,
h jij, = 0 (i.e., divergence-free), and trace-free (h
i
i = 0) which therefore cannot
be constructed from inhomogeneous scalar or vector perturbations.
Note that when raising and lowering spatial indices of vector and tensor per-
turbations we use the comoving background spatial metric, δij , so that, for
instance, hji ≡ δjkhik.
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The reason for splitting the metric perturbation into these three types is that
the governing equations decouple at linear order, and hence we can solve each
perturbation type separately. At higher order this is no longer true: we find for
example at second order that although the “true” second order perturbations,
δg2µν , still decouple, but their governing equations have source terms quadratic
in the first order variables, δg1µν , mixing the different types [127]. Indeed at all
higher orders, n > 1, the different types of perturbations of order n decouple,
but are sourced by terms comprising perturbations of lower order.
We have introduced four scalar functions, two spatial vector valued functions
with three components each, and a symmetric spatial tensor with six compo-
nents. But these functions are subject to several constraints: hij is transverse
and traceless, which contributes four constraints, Fi and Si are divergence-free,
one constraint each. We are therefore finally left 10 new degrees of freedom,
the same number as the independent components of the perturbed metric.
The choice of variables to describe the perturbed metric is not unique. Already
at first order there are different conventions for the split of the spatial part of
the metric. We follow the notation of Mukhanov et al [123] so that the metric
perturbation, ψ, can be identified directly with the intrinsic scalar curvature
of spatial hypersurfaces at first order, see later. Sometimes it is useful to work
in terms of the trace of the perturbed spatial metric
C = Cii = −3ψ +∇2E (2.13)
At first order this coincides with the perturbation of the determinant of the
spatial metric. Including terms up to second order we have
det (δij + 2Cij)= 1 + 2C + 2
(
C2 − CijCij
)
=1− 6ψ + 2∇2E
+12ψ2 − 8ψ∇2E + 2(∇2E)2 − 2E,ijE ij, − 2Fi,jF i j,
−1
2
hijh
ij − 2E,ijhij − 2Fi,jhij . (2.14)
where we have used the general result det(eγ) = eTr(γ). There are further
choices for the way the spatial metric is split into the different perturbation
variables at second (and higher) order in the perturbations.
Note that our metric perturbations in Eqs. (2.8–2.12) include all orders. If we
write out the complete metric tensor, up to and including second-order in the
perturbations we have
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g00=−a2 (1 + 2φ1 + φ2) ,
g0i= a
2
(
B1i +
1
2
B2i
)
,
gij = a
2 [δij + 2C1ij + C2ij ] , (2.15)
where the first and second order perturbations B1i and C1ij, and B2i and C2ij ,
can be further split according to Eqs. (2.11) and (2.12).
The contravariant metric tensor follows from the constraint (to the required
order),
gµν g
νλ = δ λµ , (2.16)
which up to second order gives
g00=−a−2
[
1− 2φ1 − φ2 + 4φ12 − B1kB k1
]
,
g0i= a−2
[
B i1 +
1
2
B i2 − 2φ1Bi1 − 2B1kC ki1
]
,
gij = a−2
[
δij − 2C ij1 − C ij2 + 4C ik1 C j1k − B i1 B j1
]
. (2.17)
3 Geometry of spatial hypersurfaces
3.1 Timelike vector fields
The perturbed metric given in Section 2.2.2 implicitly defines a unit time-like
vector field orthogonal to constant-η hypersurfaces,
nµ ∝ ∂η
∂xµ
, (3.1)
subject to the constraint
nµnµ = −1 . (3.2)
In the FRW background this coincides with the 4-velocity of matter and the
expansion of the velocity field θ = 3H , where H is the Hubble expansion rate.
We define the conformal Hubble parameter
H ≡ aH . (3.3)
In this section we calculate corresponding geometrical quantities for nν , and
thus the space-time, defined by the perturbed metric tensor. Note however
that in the perturbed spacetime the vector field nµ, need no longer coincide
with the 4-velocity of matter fields at first order and beyond.
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Up to and including to second order, the covariant vector field is
nµ = −a
[
1 + φ1 +
1
2
φ2 +
1
2
(
B1kB
k
1 − φ21
)
, 0
]
, (3.4)
and the contravariant vector field is
n0=
1
a
[
1− φ1 − 1
2
φ2 +
3
2
φ21 −
1
2
B1kB
k
1
]
,
ni=
1
a
[
−
(
Bi1 +
1
2
Bi2
)
+ 2B1kC
ki
1 + φ1B
i
1
]
. (3.5)
Observers moving along the hypersurface-orthogonal vector field, nµ, have a
vanishing 3-velocity with respect to the spatial coordinates xi when the shift
vector Bi is zero. We will refer to these as orthogonal coordinate systems.
3.2 Geometrical quantities
The covariant derivative of any time-like unit vector field nµ can be decom-
posed uniquely as follows [172]:
nµ;ν =
1
3
θPµν + σµν + ωµν − aµnν , (3.6)
where the spatial projection tensor Pµν , orthogonal to nµ, is given by
Pµν = gµν + nµnν . (3.7)
The overall expansion rate is given by
θ = nµ;µ , (3.8)
the (trace-free and symmetric) shear is
σµν =
1
2
P αµ P βν (nα;β + nβ;α)−
1
3
θPµν , (3.9)
the (antisymmetric) vorticity is
ωµν =
1
2
P αµ P βν (nα;β − nβ;α) , (3.10)
and the acceleration is
aµ = nµ;νn
ν . (3.11)
On spatial hypersurfaces the expansion, shear, vorticity and acceleration co-
incide with their Newtonian counterparts in fluid dynamics [59,160]. In this
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subsection we focus on the unit normal vector field nµ, but the expansion,
shear, vorticity and acceleration defined in this way can readily be applied
to any other 4-vector field, such as the 4-velocity uµ. One can easily verify
that the vorticity (3.10) is automatically zero for the hypersurface orthogonal
vector field, nµ defined in Eq. (3.4). Note however that the perturbed fluid
velocity can have vorticity and this is described by the vector (divergence-free)
part of the fluid 3-velocity which we will define in section 4.
The projection tensor Pµν is the induced 3-metric on the spatial hypersurfaces,
and the Lie derivative of Pµν along the vector field nµ is the extrinsic curvature
of the hypersurface embedded in the higher-dimensional spacetime [172,40].
The extrinsic curvature of the spatial hypersurfaces defined by nµ is thus given
by
Kµν ≡ 1
2
£nPµν = P λν nµ;λ =
1
3
θPµν + σµν . (3.12)
At first order we can easily identify the metric perturbations with geometrical
perturbations of the spatial hypersurfaces or the associated vector field, nµ.
The intrinsic curvature of spatial hypersurfaces up to first order is given by
(3)R1 =
4
a2
∇2ψ1 . (3.13)
The scalar part of the shear (3.9) up to first order is given by
σ1ij =
(
∂i∂j − 1
3
∇2δij
)
aσ1 , (3.14)
where we define the shear potential
σ1 ≡ E ′1 − B1 . (3.15)
The vector and tensor parts are given by, respectively,
σ1Vij = a
(
F ′1(i,j) − B1(i,j)
)
, σ1Tij =
a
2
h′1ij . (3.16)
The acceleration up to first order is
ai = φ,i . (3.17)
The expansion rate up to first order is given by
θ =
3
a
[
H−Hφ − ψ′ + 1
3
∇2σ
]
. (3.18)
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The intrinsic spatial curvature, shear and acceleration of nµ are given up to
second order in Appendix C.
The overall expansion, up to second order is given by
θ =
1
a
 3a′
a
− 3a
′
a
φ1 + C
k
1k
′ −B k1k,
−3
2
a′
a
(
φ2 − 3φ12
)
+
1
2
(
C k2k
′ − B k2k,
)
+ φ1
(
B k1k, − C k1k ′
)
−3
2
a′
a
B1kB
k
1 − 2Ckl1 C ′1kl + 2Ckl1 B1l,k + 2Bl1C k1lk, − Bk1C l1 l,k
 .(3.19)
Focusing for the moment only on scalar perturbations (neglecting first order
vectors and tensors) on large scales (neglecting spatial derivatives) the per-
turbed part of the expansion simplifies to
δθ1≃−3
a
(
a′
a
φ1 + ψ
′
1
)
, (3.20)
δθ2≃−3
a
[
a′
a
φ2 + ψ
′
2 + 2ψ
′
1 (2ψ1 − φ1)− 3
a′
a
φ21
]
. (3.21)
Note that the expansion rate, θ in Eq. (3.19), is defined with respect to proper
time (comoving with nµ). The expansion rate with respect to conformal time
on large scales is
θcoord ≃ 3
[
a′
a
− ψ′1 −
1
2
ψ′2 − 2ψ′1ψ1
]
. (3.22)
We see that on large scales (and considering only scalar perturbations) spa-
tially flat hypersurfaces (ψ = 0) are also uniform coordinate expansion hyper-
surfaces (on which the perturbed expansion vanishes).
In the following we will often refer to the perturbed logarithmic expansion, or
“number of e-foldings”
N ≡ 1
3
∫
θdτ =
1
3
∫
θcoorddη = ln a− ψ1 − 1
2
ψ2 − ψ21 . (3.23)
This quantity, and its perturbation δN becomes a particularly useful quantity
to describe the primordial scalar perturbation beyond linear order, as we will
discuss in Section 11.
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4 Energy-momentum tensor for fluids
We are interested in how the spacetime geometry, described by the metric
tensor, is affected by the perturbed matter content, described by the energy-
momentum tensor.
The four-velocity of matter, uµ, is defined by
uµ =
dxµ
dτ
, (4.1)
where τ is the proper time comoving with the fluid, subject to the constraint
uµu
µ = −1 . (4.2)
The components of the 4-velocity up to second order are then given by
u0=−a
[
1 + φ1 +
1
2
φ2 − 1
2
φ1
2 +
1
2
v1kv
k
1
]
,
ui= a
[
v1i +B1i +
1
2
(v2i +B2i)− φ1B1i + 2C1ikvk1
]
, (4.3)
u0= a−1
[
1− φ1 − 1
2
φ2 +
3
2
φ1
2 +
1
2
v1kv
k
1 + v1kB
k
1
]
,
ui= a−1
(
vi1 +
1
2
vi2
)
, (4.4)
The spatial part of the velocity can be split into a scalar (potential) part and
a vector (solenoidal) part, order by order, following Eq. (2.4) as
vi ≡ δijv,j + vivec , (4.5)
for each order n where we refer to v(n) as the scalar velocity potential, and to
vi(n)vec as the vector part.
Note that vi is the 3-velocity of matter defined with respect to the spatial
coordinates, xi, and so is not the velocity with respect to the hypersurface-
orthogonal vector field ni, except in orthogonal coordinate systems for which
Bi = 0. In comoving orthogonal coordinates, which we will discuss later, vi = 0
and Bi = 0.
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4.1 Single fluid
The energy-momentum tensor of a fluid with density ρ, isotropic pressure P
and 4-velocity uµ, defined above in Eq. (4.3), is defined as [66,160,47,177]
Tµν = (ρ+ P )uµuν + Pgµν + πµν . (4.6)
The anisotropic stress tensor πµν is split into first and second order parts in
the usual way,
πµν ≡ π(1)µν + 1
2
π(2)µν , (4.7)
and is subject to the constraints
πµνu
ν = 0 , πµµ = 0 . (4.8)
The anisotropic stress vanishes for a perfect fluid or minimally coupled scalar
fields, but may be non-zero in the presence of free-streaming neutrinos or a
non-minimally coupled scalar field.
We follow Kodama and Sasaki [66] in defining the proper energy density as
the eigenvalue of the energy-momentum tensor, and the four velocity uµ as
the corresponding eigenvector
T µνu
ν = −ρuµ . (4.9)
The anisotropic stress tensor decomposes into a trace-free scalar part, Π, a
vector part, Πi, and a tensor part, Πij, at each order according to
πij = a
2
[
Π,ij − 1
3
∇2Πδij + 1
2
(Πi,j +Πj,i) + Πij
]
. (4.10)
We get for the components of the stress energy tensor in the background
T 00 = −ρ0 , T 0i = 0 , T ij = δijP0 , (4.11)
at first order,
(1)δT 00=−δρ1 , (4.12)
(1)δT 0i= (ρ0 + P0) (v1i +B1i) , (4.13)
(1)δT ij = δP1δ
i
j + a
−2π i(1) j , (4.14)
and at second order
12
(2)δT 00=−δρ2 − 2 (ρ0 + P0) v1k
(
v k1 +B
k
1
)
, (4.15)
(2)δT 0i= (ρ0 + P0)
[
v2i +B2i + 4C1ikv
k
1 − 2φ1 (v1i + 2B1i)
]
+2 (δρ1 + δP1) (v1i +B1i) +
2
a2
(
Bk1 + v
k
1
)
π1ik , (4.16)
(2)δT ij = δP2 δ
i
j + a
−2π i2 j −
4
a2
Cik1 π1jk + 2 (ρ0 + P0) v
i
1 (v1j +B1j) .(4.17)
Note, that for compactness of presentation we have not split perturbations
into their constituent scalar, vector and tensor parts in the above expressions.
The decompositions are given for vi and πij in Eqs. (4.5) and (4.10), and given
for Bi and Cij in Section 2.2.2, in Eqs. (2.11) and (2.12).
Note that contracting the i−j part of the energy-momentum tensor, Eq. (4.17),
including the constraints for the anisotropic stress, Eq. (4.8), guarantees that
the anisotropic stress cancels on the trace,
(1)δT kk=3δP1 , (4.18)
(2)δT kk=3δP2 + 2 (ρ0 + P0) v
k
1 (v1k +B1k) . (4.19)
This cancellation is true at all orders.
Coordinate transformations affect the split between spatial and temporal com-
ponents of the matter fields and so quantities like the density, pressure and
3-velocity are gauge-dependent, as described in Section 6. Density and pressure
are 4-scalar quantities which transform as given in Eq. (6.18) in the following
section, but the 4-velocity is a 4-vector which transforms described in Sec-
tion 6.3. The anisotropic stress is gauge-invariant at first order, but becomes
gauge-dependent at second order.
4.2 Multiple fluids
In the multiple fluid case the total energy-momentum tensor is the sum of the
energy-momentum tensors of the individual fluids
T µν =
∑
α
T µν(α) . (4.20)
For each fluid we define the local energy-momentum transfer 4-vector Qν(α)
through the relation
∇µT µν(α) = Qν(α) , (4.21)
where the energy-momentum tensor, T µν(α), is locally conserved only for non-
interacting fluids, for which Qν(α) = 0. Equations (8.2) and (4.21) imply the
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constraint ∑
α
Qν(α) = 0 . (4.22)
Following Refs. [66,111] we split the energy-momentum transfer 4-vector using
the total fluid velocity uµ as
Qµ(α) = Q(α)u
µ + fµ(α) , (4.23)
where Q(α) is the energy transfer rate and f
µ
(α) the momentum transfer rate,
subject to the constraint
uµf
µ
(α) = 0 , (4.24)
From Eq. (4.24) we find for the temporal component of the momentum transfer
rate vector fµ(α)
f 01(α) = 0 , f
0
2(α) = 2f
k
1(α) (v1k +B1k) , (4.25)
We then find for the temporal components of the energy transfer 4-vector to
be at zeroth, first and second order, respectively
Q0(α)=
1
a
Q0α , (4.26)
Q0(α)=
1
a
(δQ1α − φ1Q0α) , (4.27)
Q0(α)=
1
2a
[
δQ2α +Q0α
(
3φ1
2 − φ2
)
− 2φ1δQ1α
+ (v1k +B1k)
(
2
a
fk1(α) +Q0αv
k
1
) ]
, (4.28)
where Q0α, δQ1α, and δQ2α are the energy transfer to the α-fluid in the back-
ground, at first and at second order, respectively.
For the spatial components of the energy transfer 4-vector, the momentum
part, we get at first and second order, respectively
Qi(α)=
1
a
Q0αv
i
1 +
1
a2
f i1(α) , (4.29)
Qi(α)=
1
2a
[
1
a
f i2(α) + δQ1αv
i
1 +Q0α
(
vi2 + 2φ1B
i
1 − 4C i1kvk1
) ]
, (4.30)
where f i1(α) and f
i
2(α) are the spatial parts of the momentum transfer rates at
first and second order.
Note that the homogeneous and isotropic FRW background excludes a zeroth
order momentum transfer.
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Using Eq. (2.4) the spatial momentum transfer vector of order n, f in(α), can
be further decomposed into a scalar and a vector part, according to
f in(α) ≡ δijfn(α),j + fˆ in(α) . (4.31)
5 Energy-momentum tensor for scalar fields
5.1 Single field
A minimally coupled scalar field is specified by the Lagrangian density
L = −1
2
gµνϕ,µϕ,ν − U(ϕ) , (5.1)
where the scalar field kinetic energy is then non-negative for our choice of
metric signature.
The energy momentum tensor is defined as
Tµν = −2 ∂L
∂gµν
+ gµνL , (5.2)
and we therefore get for a scalar field ϕ
T µν = g
µαϕ,αϕ,ν − δµν
(
U(ϕ) +
1
2
gκλϕ,κϕ,λ
)
. (5.3)
Comparing to the energy-momentum tensor for a perfect fluids, Eq. (4.6), we
can identify the non-linear 4-velocity, density and pressure of the scalar field
[165]
uµ=
ϕ,µ
|gλκϕ,λϕ,κ| , ρ = −g
λκϕ,λϕ,κ + U ,
P =−gλκϕ,λϕ,κ − U . (5.4)
Note that the anisotropic stress, πµν , is identically zero for minimally coupled
scalar fields. In fact we can subdivide the energy-momentum tensor for a
single field into that of a stiff kinetic fluid with ρ(ϕ) = P(ϕ) = −gλκϕ,λϕ,κ and
a vacuum energy ρ(U) = −P(U) = U(ϕ), which exchange energy-momentum
Qµ(ϕ) = −Qµ(U) = (dU/dϕ)∇µϕ.
Splitting the scalar field into a homogeneous background field and a pertur-
bation,
ϕ(η, xi) = ϕ0(η) + δϕ1(η, x
i) , (5.5)
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and using the definitions above we find for the components of the energy
momentum tensor of a perturbed scalar field at linear order without specifying
a gauge yet
T 00=−
1
2
a−2ϕ′ 20 − U0 + a−2ϕ′0 (φ1 ϕ′0 − δϕ′1)− U,ϕδϕ1 , (5.6)
T 0i=−a−2 (ϕ′0δϕ1,i) , (5.7)
T ij =
[
1
2
a−2ϕ′ 20 − U0 − U,ϕδϕ1 + a−2ϕ′0 (δϕ′1 − φ1 ϕ′0)
]
δij , (5.8)
where U,ϕ ≡ dU/dϕ and U0 = U(ϕ0). By comparing Eq. (5.8) with Eq. (4.14),
we see that scalar fields do not support vector or tensor perturbations to first
order.
5.2 Multiple fields
For N minimally coupled scalar fields the Lagrangian density is given by
L = −1
2
∑
I
(gµαϕI,αϕI,µ)− U(ϕ1, . . . , ϕN) . (5.9)
The energy-momentum tensor is
Tµν =
N∑
K=1
[
ϕK,µϕK,ν − 1
2
gµνg
αβϕK,αϕK,β
]
− gµνU , (5.10)
where ϕK is the Kth scalar field and U the scalar field potential and ϕK,µ ≡
∂ϕK
∂xµ
.
Analogous to the energy-momentum tensor for a single field, we can identify
the non-linear 4-velocity, density and pressure of each of the scalar fields [111]
u(I)µ=
ϕI,µ
|gλκϕI,λϕI,κ| ,
ρ(I)=P(I) = −gλκϕI,λϕI,κ . (5.11)
The energy-momentum transfer to each fluid is Q(I)µ = (∂U/∂ϕI)ϕI,µ.
The total energy-momentum tensor (5.10) is the sum over N stiff fluids plus
the vacuum energy
Tµν =
N∑
I=1
ρ(I)
[
2u(I)µu(I)ν + gµν
]
− Ugµν . (5.12)
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The anisotropic stress, πµν , is identically zero for any number of minimally
coupled scalar fields. The total energy-momentum tensor is only equivalent to
that of a single scalar field in the special case where all the 4-velocities of the
fields, u(I)µ, are identical. This is true in the homogeneous FRW cosmology,
but in general breaks down when inhomogeneous perturbations are considered.
We split the scalar fields ϕI into a background and perturbations up to and
including second order according to Eqs. (2.1) and (2.2),
ϕI(x
µ) = ϕ0I(η) + δϕ1I(x
µ) +
1
2
δϕ2I(x
µ) . (5.13)
The potential U ≡ U(ϕI) can be split similarly according to
U(ϕI) = U0 + δU1 +
1
2
δU2 , (5.14)
where
δU1=
∑
K
UKδϕ1K , (5.15)
δU2=
∑
K,L
UKLδϕ1Kδϕ1L +
∑
K
UKδϕ2K . (5.16)
and we use the shorthand UK ≡ ∂U/∂ϕK . The energy-momentum tensor,
Eq. (5.10), expanded up to second order in the perturbations for the metric
tensor Eq. (2.15) is given in Appendix B.2.
6 Gauge transformations
We now review how tensorial quantities change under coordinate transforma-
tions [7,162,121,26,108] (see Ref. [142,177,163] for earlier work on this subject).
While the order of the perturbation is indicated by a subscript, we also keep
the small parameter ǫ in the following equations whenever appropriate.
A problem which arises in cosmological perturbation theory is the presence
of spurious coordinate artefacts or gauge modes in the calculations. Although
the gauge modes had been dealt with on a “case by case” basis before, the
gauge issue was resolved in a systematic way by Bardeen [7]. The gauge issue
will arise in any approach to GR that splits quantities into a background and
a perturbation. Although GR is covariant, i.e. manifestly coordinate choice
independent, splitting variables into a background part and a perturbation is
not a covariant procedure, and therefore introduces a coordinate or gauge de-
pendence. By construction this only affects the perturbations; the background
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quantities remain the same in the different coordinate systems. Here we as-
sume the difference between the coordinate systems is small, of O(ǫ), however
the gauge problem would persist also for finite transformations. Note that the
“covariant approach” [46] also corresponds to a choice of gauge, namely the
comoving one, which is made explicit by the inclusion of the velocity field
[35,78].
In order to restore covariance as far as possible, we usually wish to eliminate
the gauge degrees of freedom. We will show in Section 7 how, by construct-
ing variables corresponding to perturbations in physically defined coordinate
systems, the gauge dependencies can be made to cancel out (the quantities so
constructed will not change under a gauge transformation).
6.1 Active and passive approaches to gauge transformations
There are two approaches to calculate how perturbations change under a small
coordinate or gauge transformation. For the active view we study how pertur-
bations change under a mapping, where the map directly induces the transfor-
mation of the perturbed quantities. In the passive view the relation between
two coordinate systems is specified, and we calculate how the perturbations
are changed under this coordinate transformation. In the passive approach the
transformation is taken at the same physical point, whereas in the active ap-
proach the transformation of the perturbed quantities is evaluated at the same
coordinate point. We will discuss both approaches briefly in the following, but
shall use the active approach to calculate the transformation behaviour of the
first and second order variables. For a mathematically more rigorous discussion
see e.g. Ref. [108].
6.1.1 Active approach
The starting point in the active approach is the exponential map, that allows
us to immediately write down how a tensor T transforms up to second order,
once the generator of the gauge transformation, ξµ, has been specified. The
exponential map is
T˜ = e£ξT , (6.1)
where £ξ denotes the Lie derivative with respect to ξ
λ. The vector field gen-
erating the transformation, ξλ, is up to second order
ξµ ≡ ǫξµ1 +
1
2
ǫ2ξµ2 +O(ǫ
3) . (6.2)
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The exponential map can be readily expanded
exp(£ξ) = 1 + ǫ£ξ1 +
1
2
ǫ2£2ξ1 +
1
2
ǫ2£ξ2 + . . . (6.3)
where we kept terms up to O(ǫ2). Splitting the tensor T up to second order, as
given in Eq. (2.2), and collecting terms of like order in ǫ we find that tensorial
quantities transform at zeroth, first and second order, respectively, as [121,26]
T˜0=T0 , (6.4)
ǫδ˜T1= ǫδT1 + ǫ£ξ1T0 , (6.5)
ǫ2δ˜T2= ǫ
2
(
δT2 +£ξ2T0 +£
2
ξ1
T0 + 2£ξ1δT1
)
. (6.6)
Note that the background quantities are not affected by the mapping. We will
apply Eqs. (6.5) and (6.6) to scalars, vectors, and tensors after discussing the
passive approach next.
Applying the map (6.1) to the coordinate functions xµ we get a relation for
the coordinates of a point q in and a point p as
xµ(q) = e
ξλ ∂
∂xλ
∣∣∣
p xµ(p) , (6.7)
where we have used the fact that when acting on scalars £ξ = ξ
µ(∂/∂xµ) and
the partial derivatives are evaluated at p. The left-hand-side and the right-
hand-side of Eq. (6.7) are evaluated at different points. Equation (6.7) can
then be expanded up to second-order as
xµ(q) = xµ(p) + ǫξµ1 (p) +
1
2
ǫ2
(
ξµ1,ν(p)ξ
ν
1 (p) + ξ
µ
2 (p)
)
. (6.8)
Note that we do not need Eq. (6.8) to calculate how perturbations change
under a gauge transformation in the active approach, it simply tells us how
the coordinates of the points p and q are related in this approach.
6.1.2 Passive approach
In the passive approach we specify the relation between two coordinate systems
directly, and then calculate the change in the metric and matter variables when
changing from one system to the other. As long as the two coordinate systems
are related through a small perturbation, the functional form relating them is
quite arbitrary.
However, in order to make contact with the active approach, discussed above,
we take Eq. (6.8) as our starting point. Note, that all quantities in the passive
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approach are evaluated at the same physical point. Equation (6.8) can be
rewritten to give a relation between the “old” (untilded) and the “new” (tilde)
coordinate systems [26,108],
x˜µ(q) = xµ(q)− ǫξµ1 (q) + ǫ2
1
2
(
ξµ1 (q),νξ
ν
1 (q)− ξµ2 (q)
)
, (6.9)
evaluated at the same physical point q.
The passive point of view is very popular at first order, see e.g. the original
paper by Bardeen [7] and the widely used reviews by Kodama and Sasaki [66],
and Mukhanov, Feldman, and Brandenberger [123].
The starting point in the passive approach is to identify an invariant quantity,
that allows us to relate quantities to be evaluated in the two coordinate sys-
tems. We denote the two coordinate systems by x˜µ and xµ system, and their
relation is given by Eq. (6.9). We choose as an example the energy density,
ρ, which as a four scalar will not change under a coordinate transformation.
However, once it has been split into the background quantity and perturbation
at different orders, these variables will change.
The two coordinate systems are related by Eq. (6.9), which we can use to
expand the right-hand-side of Eq. (6.11) in a Taylor expansion up to second
order. To first order, the two coordinate systems are simply related, using the
linear part of Eq. (6.8), by
x˜µ = xµ − ξµ1 . (6.10)
We get the transformation behaviour of the density perturbation, δρ, from the
requirement that the total density, ρ = ρ0 + δρ, has to be invariant under a
change of coordinate system and therefore has to be the same in the x˜µ and
the xµ system, that is
ρ˜(x˜µ) = ρ(xµ) . (6.11)
Expanding both sides of Eq. (6.11) using Eq. (2.1), we get
ρ(xµ)= ρ0(x
0) + ǫδρ1(x
µ) +O(ǫ2) , (6.12)
ρ˜(x˜µ)= ρ0
(
x˜0
)
+ ǫδ˜ρ1
(
x˜µ
)
+O(ǫ2) ,
= ρ0(x
0) + ǫ
(
−ρ′0(x0)ξ01(xµ) + δ˜ρ1(xµ)
)
+O(ǫ2) . (6.13)
Note that we use the same background solution ρ0(η) in both expressions.
Thus we obtain the transformation rule at first order
δ˜ρ1 = δρ1 + ρ
′
0ξ
0
1 . (6.14)
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Another invariant is the line element ds2, which allows us to deduce the trans-
formation properties of the metric tensor by exploiting the invariance of ds2,
i.e.,
ds2 = g˜µνdx˜
µdx˜ν = gµνdx
µdxν , (6.15)
We here will not follow this approach further here, but see e.g. [66,104].
6.2 Four-scalars
We now return to the active approach by studying the simplest tensorial quan-
tity, the four-scalar. Examples of four-scalar are the energy density, ρ, and the
scalar field ϕ, and we shall use the former below.
From Eqs. (2.1) and (2.2) we immediately get the perturbed four-scalar up to
second order
ρ = ρ0 + δρ1 +
1
2
δρ2 , (6.16)
using the energy density as an example.
6.2.1 First order
Before we can study the transformation behaviour of the perturbations at first
order, we split the generating vector ξµ1 into a scalar temporal part α1 and a
spatial scalar and vector part, β1 and γ
i
1 , according to
ξµ1 =
(
α1, β
i
1, + γ
i
1
)
, (6.17)
where the vector part is divergence-free ∂kγ
k
1 = 0.
Under a first-order transformation a four scalar, here the energy density, ρ,
then transforms from Eqs. (6.5) and (A.8) as,
δ˜ρ1 = δρ1 + ρ
′
0α1 . (6.18)
The first-order density perturbation is fully specified by prescribing the first
order temporal gauge or time slicing, α1.
6.2.2 Second order
At second order, as at first order, we split the generating vector ξµ2 into a
scalar time and scalar and vector spatial part, similarly as at first order, as
ξµ2 =
(
α2, β
i
2, + γ
i
2
)
, (6.19)
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where the vector part is divergence-free ∂kγ
k
2 = 0. We then find from Eqs. (6.6)
and (A.8) that a four scalar transforms as
δ˜ρ2 = δρ2 + ρ
′
0α2+α1 (ρ
′′
0α1 + ρ
′
0α1
′ + 2δρ1
′)
+ (2δρ1 + ρ
′
0α1),k (β
k
1, + γ
k
1 ) . (6.20)
We see here already the coupling between vector and scalar perturbations in
the last term through the gradient and γ i1 . The gauge is only specified once
the scalar temporal gauge perturbations at first and second order, α1 and α2,
and the first order spatial gauge perturbations, β1 and γ
i
1 , are specified.
6.3 Four-vectors
We now turn to four-vectors and their transformation properties. Of particular
interest in cosmology is the unit four-velocity uµ, which we defined in Section
4 above 1 .
6.3.1 First order
A four-vector transforms at first order, using Eqs. (6.5) and (A.9), as
δ˜U1µ = δU1µ + U ′(0)µα1 + U(0)λξλ1,µ , (6.21)
where we used the fact that in a FRW spacetime background quantities are
time dependent only.
For the specific example of the four-velocity, defined in Eq. (4.3), we find,
v˜1i + B˜1i = v1i +B1i − α1,i . (6.22)
Using the transformation of the metric perturbationB1i, given below in Eq. (6.30),
and using the decompositions given in Section 2.2.1 above, we get the trans-
formations for the scalar and vector parts, respectively, at first order
1 Note that under a gauge transformation the vector field normal to the constant-
η hypersurface, nµ defined in section 3.1, will be replaced by a new vector field
normal to the constant-η˜ hypersurfaces, therefore it is not particularly helpful to
study the transformation of nµ. We will study the gauge transformation of the
metric tensor in section 6.4, from which we can derive the transformation rules for
the hypersurface-orthogonal field and its expansion, shear, etc.
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v˜1= v1 − β ′1 , (6.23)
v˜ivec(1)= v
i
vec(1) − γ i1 ′ , (6.24)
and the perturbed temporal part of uµ does indeed transform as a scalar.
6.3.2 Second order
At second order we find that a four-vector transforms, using Eqs. (6.6) and
(A.9), as
δ˜U2µ= δU2µ + U ′(0)µα2 + U(0)0α2,µ + U ′′(0)µα21 + U ′(0)µα1,λξλ1 (6.25)
+2U ′(0)0α1α1,µ + U(0)0
(
ξλ1α1,µλ + α1,λξ
λ
1,µ
)
+ 2
(
δU1µ,λξλ1 + δU1λξλ1,µ
)
,
where as before we used for the background U(0)µ ≡ U(0)µ(η) and U(0)i = 0.
Focusing again on the four-velocity, Eq. (4.3), and following a similar pro-
cedure as at first order, we find that the second order combined scalar and
vector spatial part transforms as
v˜2i= v2i − ξ′2i + Xvi , (6.26)
where Xvi contains the terms quadratic in the first order perturbations and is
given by
Xvi ≡ ξ′1i (2φ1 + α′1 + 2Hα1)− α1ξ′′1i
−ξk1ξ′1i,k + ξk′1 ξ1i,k − 2α1 (v′1i +Hv1i) + 2v1i,kξk1 − 2vk1ξ1i,k , (6.27)
and we already substituted for the transformation of the metric perturbation
B2i, given below in Eq. (6.48). Decomposing then the second order velocity
transformation, Eq. (6.26), into scalar and vector parts, we get the transfor-
mations as
v˜2= v2 − β ′2 +∇−2Xvk,k , (6.28)
v˜ivec(2)= v
i
vec(2) − γ i2 ′ + Xvi −∇−2Xvk,ki . (6.29)
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6.4 Tensors
6.4.1 First order coordinate transformation
We can now calculate how the first order metric perturbations change under
a gauge transformation. We get the change of the δ(1)g00 and hence the lapse
function φ1 immediately from Eqs. (6.5) and (A.10), since this component of
the metric is scalar in nature. The change of the δ(1)g0i slightly more involved,
since this component contains scalar and vector perturbations. We therefore
have to compute the overall transformation of this metric component using
Eqs. (6.5) and (A.10), and then split the result for B1i into its scalar part, B1,
and its divergence-free part −Si. We therefore get for the combined part B1i,
B˜1i=B1i + ξ
′
1i − α1,i , (6.30)
and taking the divergence gives for the scalar part,
∇2B˜1=∇2B1 +∇2β ′1 −∇2α1 , (6.31)
which, after “removal” of the Laplacian gives the transformation behaviour of
B1. We can then subtract the scalar part from Eq. (6.31) and are left with the
vector part. The results are given below.
To get the change of the metric functions in the spatial part of the metric
under a gauge transformation, we again first use Eqs. (6.5) and (A.10) to get
transformation of the spatial part of the metric δ(1)gij, or C1ij,
2C˜1ij = 2C1ij + 2Hα1δij + ξ1i,j + ξ1j,i , (6.32)
where we reproduce Eq. (2.12) above for convenience,
2C1ij = −2ψ1δij + 2E1,ij + 2F1(i,j) + h1ij .
Taking the trace of Eq. (6.32) we get
−3ψ˜1 +∇2E˜1 = −3ψ1 +∇2E1 + 3Hα1 +∇2β1 . (6.33)
Now applying the operator ∂i∂j to Eq. (6.32) we get a second equation relating
the scalar perturbation ψ1 and E1,
−3∇˜2ψ1 +∇2∇2E˜1 = −3∇2ψ1 +∇2∇2E1 + 3H∇2α1 +∇2∇2β1 . (6.34)
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Taking the divergence of Eq. (6.32) we get
2C˜ j1ij, = 2C
j
1ij, + 2Hα1,i +∇2ξ1i +∇2β1,i . (6.35)
Substituting in our results for ψ˜1 and E˜1 we arrive at
∇2F˜1i = ∇2F1i +∇2γ i1 . (6.36)
We can sum up the transformations of the first order metric perturbations we
have from the above, first for the scalars as
φ˜1=φ1 +Hα1 + α′1 , (6.37)
ψ˜1=ψ1 −Hα1 , (6.38)
B˜1=B1 − α1 + β ′1 , (6.39)
E˜1=E1 + β1 , (6.40)
and for the vector perturbations as
S˜ i1 =S
i
1 − γ i1 ′ , (6.41)
F˜ i1 =F
i
1 + γ
i
1 . (6.42)
The first order tensor perturbation is found to be gauge-invariant,
h˜1ij = h1ij . (6.43)
by substituting Eqs. (6.37) to (6.42) into Eq. (6.32).
For later use, we note that the scalar shear potential, σ1 = E
′
1−B1, defined in
Eq. (3.15) above, and the combination v1+B1 corresponding to the momentum
scalar, transform as
σ˜1= σ1 + α1 , (6.44)
v˜1 + B˜1= v1 +B1 − α1 . (6.45)
6.4.2 Second order gauge transformations
The metric tensor transforms at second order, from Eqs. (6.6) and (A.10), as
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δ˜g
(2)
µν = δg(2)µν + g
(0)
µν,λξ
λ
2 + g
(0)
µλ ξ
λ
2 ,ν + g
(0)
λν ξ
λ
2 ,µ + 2
[
δg
(1)
µν,λξ
λ
1 + δg
(1)
µλ ξ
λ
1 ,ν + δg
(1)
λν ξ
λ
1 ,µ
]
+g
(0)
µν,λαξ
λ
1 ξ
α
1 + g
(0)
µν,λξ
λ
1 ,αξ
α
1 + 2
[
g
(0)
µλ,αξ
α
1 ξ
λ
1 ,ν + g
(0)
λν,αξ
α
1 ξ
λ
1 ,µ + g
(0)
λαξ
λ
1 ,µξ
α
1 ,ν
]
+g
(0)
µλ
(
ξλ1 ,ναξ
α
1 + ξ
λ
1 ,αξ
α
1, ν
)
+ g
(0)
λν
(
ξλ1 ,µαξ
α
1 + ξ
λ
1 ,αξ
α
1, µ
)
. (6.46)
As at first order, in the previous subsection, we get the transformation be-
haviour for the second order lapse function φ2 straight from the 0− 0 compo-
nent of Eq. (6.46), which gives
φ˜2=φ2 +Hα2 + α2′ + α1
[
α1
′′ + 5Hα1′ +
(
H′ + 2H2
)
α1 + 4Hφ1 + 2φ′1
]
+2α1
′ (α1
′ + 2φ1) + ξ1k (α1
′ +Hα1 + 2φ1) k,
+ξ′1k
[
α k1, − 2B1k − ξk1
′
]
. (6.47)
The combined scalar and vector 0− i metric part transforms from Eqs. (6.6)
and (A.10) as
B˜2i=B2i + ξ
′
2i − α2,i + XBi , (6.48)
where B2i is similarly vector and scalar combined, and we defined XBi to
contain the terms quadratic in the first order perturbations, as
XBi ≡ 2
[
(2HB1i +B′1i)α1 +B1i,kξk1 − 2φ1α1,i +B1kξk1, i +B1iα′1 + 2C1ikξk1
′
]
+4Hα1 (ξ′1i − α1,i) + α′1 (ξ′1i − 3α1,i) + α1
(
ξ′′1i − α′1,i
)
+ξk1
′
(ξ1i,k + 2ξ1k,i) + ξ
k
1
(
ξ′1i,k − α1,ik
)
− α1,kξk1, i . (6.49)
To get the transformation behaviour of the vector and the scalar part sepa-
rately, we take the divergence of Eq. (6.48) and find after applying the inverse
Laplacian, the transformation scalar part B˜2,
B˜2=B2 − α2 + β ′2 +∇−2XBk,k , (6.50)
or explicitly
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B˜2=B2 − α2 + β ′2
+∇−2
2
[
∇2 (2HB1 +B′1)α1 + (2HB1k +B′1k)α k1, +∇2B1,kξk1 +B l1 ,kξ k1 ,l
−2φ1∇2α1 − 2φ1,kα k1, +B1k∇2ξk1 +B l1k,ξ k1 ,l∇2B1α′1 +B1kα k1,
′
+2C l1 kξ
k
1 ,l
′
+ 2C l1 k,lξ
k
1
′
]
+ 4H
[
α1∇2 (β ′1 − α1) + α1,k
(
ξ k1
′ − α k1,
) ]
+α′1∇2 (β ′1 − 3α1) + α1,k
(
ξ k1
′ − 3α k1,
)
+ α1∇2 (β ′′1 − α′1) + α1,k
(
ξ k1
′′ − α k1,
′
)
+ξ k1
′∇2 (β1,k + 2ξ1k) + ξ k1 l′
(
ξ l1 k + 2ξ
l
1k,
)
+ ξ k1 ∇2
(
β ′1,k − α1,k
)
+ξ k1 l
(
ξ l1 k
′ − α l1, k
)
− α1,k∇2ξ k1 − α l1,kξ k1 ,l
 . (6.51)
The vector part is then simply found by subtracting the scalar part from
Eq. (6.48), and is given by
S˜2i=S2i − γ i2 ′ − XBi +∇−2XBk,ki . (6.52)
We now turn to the transformation behaviour of the perturbations in the
spatial part of the metric tensor. We can follow here along similar lines as in
the linear case. However, the task is made more complicated not only by the
size of the expressions but more importantly by the fact that now we will have
to let inverse gradients operate on products of first order quantities.
The perturbed spatial part of the metric, C2ij, transforms at second order as
2C˜2ij =2C2ij + 2Hα2δij + ξ2i,j + ξ2j,i + Xij , (6.53)
where we defined Xij to contain the terms quadratic in the first order pertur-
bations as
Xij ≡ 2
[ (
H2 + a
′′
a
)
α21 +H
(
α1α
′
1 + α1,kξ
k
1
) ]
δij
+4
[
α1
(
C ′1ij + 2HC1ij
)
+ C1ij,kξ
k
1 + C1ikξ
k
1 ,j + C1kjξ
k
1 ,i
]
+ 2 (B1iα1,j +B1jα1,i)
+4Hα1 (ξ1i,j + ξ1j,i)− 2α1,iα1,j + 2ξ1k,iξ k1 ,j + α1
(
ξ′1i,j + ξ
′
1j,i
)
+ (ξ1i,jk + ξ1j,ik) ξ
k
1
+ξ1i,kξ
k
1 ,j + ξ1j,kξ
k
1 ,i + ξ
′
1iα1,j + ξ
′
1jα1,i . (6.54)
The perturbed spatial part of the metric, C2ij , is decomposed in Eq. (2.12)
above into scalar, vector, and tensor part, which we reproduce here at second
order,
2C2ij = −2ψ2δij + 2E2,ij + 2F2(i,j) + h2ij .
27
Taking the trace of Eq. (6.53) we get
−3ψ˜2 +∇2E˜2=−3ψ2 +∇2E2 + 3Hα2 +∇2β2 + 1
2
X kk , (6.55)
where we find X kk to be
1
2
X kk =3
(
H2 + a
′′
a
)
α21 + 3H
(
α1α
′
1 + α1,kξ
k
1
)
+2
[
α1
(
C k1 k
′
+ 2HC k1 k
)
+ C k1 k,lξ
l
1 + 2C
kl
1 ξ1l,k
]
+2B1kα
k
1, − α1,kα k1, + ξ l1k, ξ k1 ,l + ξ l1k, ξ k1l,
+α1∇2 (β ′1 + 4Hβ1) +∇2β1,kξ k1 + ξ′1kα k1, . (6.56)
Now applying the operator ∂i∂j to Eq. (6.53) we get a second equation relating
the scalar perturbations ψ2 and E2,
−∇˜2ψ2+∇2∇2E˜2 = −∇2ψ2+∇2∇2E2+H∇2α2+∇2∇2β2+ 1
2
X ij,ij , (6.57)
This gives the second-order scalar metric perturbations
ψ˜2 = ψ2 −Hα2 − 1
4
X kk +
1
4
∇−2X ij,ij , (6.58)
and
E˜2 = E2 + β2 +
3
4
∇−2∇−2X ij,ij −
1
4
∇−2X kk . (6.59)
Taking the divergence of Eq. (6.53) we get
2C˜ j2ij, = 2C
j
2ij, + 2Hα2,i +∇2ξ2i +∇2β2,i + X kik, . (6.60)
Substituting in our results for ψ˜2 and E˜2 we then arrive at
∇2F˜2i = ∇2F2i +∇2γ2i + X kik, −∇−2X kl,kli . (6.61)
Finally we obtain the second-order vector metric perturbation
F˜2i = F2i + γ2i +∇−2X kik, −∇−2∇−2X kl,kli . (6.62)
We can now turn to the tensor perturbation at second order. Substituting our
previous results for ψ2, E2, and F2i into Eq. (6.53) we get
h˜2ij =h2ij + Xij + 1
2
(
∇−2X kl,kl −X kk
)
δij +
1
2
∇−2∇−2X kl,klij
+
1
2
∇−2X kk,ij −∇−2
(
X kik, j + X kjk, i
)
. (6.63)
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Although the second-order tensor transformation h2ij is not dependent on the
second-order part of the gauge transformation, ξµ2 , it does depend on first
order quantities quadratically. The tensor metric perturbations are no longer
gauge-invariant at second and higher order.
6.4.3 The large scale or small k limit
From Eqs. (6.20), (6.58), and (6.47) we see that on large scales, where gradient
terms can be neglected, the definition of the second order perturbations in
the “new” coordinate is independent of the spatial coordinate choice (the
“threading”) at second order in the gradients. It is therefore sufficient on
large scales (at O(k2)) to specify the time slicing by prescribing α1 and α2, in
order to define gauge-invariant variables [110,98,107]. The procedure to neglect
the gradient terms, is explained in detail in Ref. [98]. For the approximation
to hold one assumes that each quantity can be treated as smooth on some
sufficiently large scale. Formally one multiplies each spatial gradient ∂i by a
fictitious parameter k, and expands the exact equations as a power series in
k, keeping only the zero- and first-order terms, finally setting k = 1.
7 Gauge-invariant variables
The notion of invariance under coordinate reparametrisation is central to Ein-
stein’s theory of general relativity. This is both a blessing and a curse in the
study of cosmological perturbations. We are free to pick coordinate systems
best adapted to the problem at hand, but we also obtain apparently different
results depending upon this arbitrary choice of coordinates. This is the gauge
problem.
Ultimately physical observables are not dependent on the choice of coordinate,
though observables may be different for different observers. All one can do is
to specify quantities unambiguously, such that they have a gauge-invariant
definition. This is not the same as gauge independence. A quantity like the
tensor metric perturbation, h1ij , is truly gauge independent at first order in
that the tensor part of the metric perturbation is the same in all gauges. The
scalar curvature perturbation, ψ1, on the other hand is intrinsically gauge-
dependent. It is different under different time slicings. (Indeed in the spatially
flat slicing the curvature perturbation is zero by construction.) One can con-
struct gauge-invariant combinations, which may be referred to as the gauge-
invariant curvature perturbation, but they only correspond with the curvature
perturbation in one particular gauge. As a result one can find in the litera-
ture many different gauge-invariant curvature perturbations corresponding to
the many different choices of gauge, such as Ψ, ζ and R, corresponding to
29
the curvature perturbation in the longitudinal, the uniform density, and the
comoving gauge, respectively, to name just three.
In this section we shall show how different gauge invariant combinations of
otherwise gauge dependent quantities can be constructed by fixing the other-
wise arbitrary coordinate transformations at first order and beyond, yielding
gauge invariant definitions of the physical perturbations in specified gauges.
Residual gauge degrees of freedom only remain in cases where the coordinate
choice is not unambiguously fixed, as in the synchronous gauge.
At first order the tensor metric perturbation, h1ij , is not affected by the map-
ping, or by the change of coordinate system, and hence is gauge-invariant.
Thus we only have to construct gauge-invariant scalar and vector perturba-
tions at first order. However at second order the tensor part of the metric
perturbation also becomes gauge-dependent.
At first order we can define scalar and vector type gauge-invariant variables
independently of each other, but matters are more complicated at second
order. Whereas we can still specify the “proper” second order scalar and vector
slicings and threadings independently, we now also have to specify the first
order gauge functions of both types simultaneously.
We could specify different gauges at first and second order, but we would
be losing the physical interpretation of the quantity thus constructed. We
therefore choose the same gauge at first and second order, and at first order
the same physical gauge condition for the scalar and vector gauge functions.
It is however sometimes necessary to combine different temporal and spatial
gauge conditions. For example imposing the uniform density condition only
specifies the slicing, and we are free to combine it with a flat threading.
7.1 Longitudinal gauge
7.1.1 First order
The gauge-dependence of the metric perturbations lead Bardeen [7] to pro-
pose that only quantities that are explicitly invariant under gauge transforma-
tions should be considered. By studying the transformation Eqs. (6.37–6.40),
Bardeen 2 constructed two such quantities [7]
2 In Bardeen’s notation these gauge-invariant perturbations are given as Φ ≡
ΦAQ
(0) and Ψ ≡ −ΦHQ(0).
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Φ≡φ1 +H(B1 −E ′1) + (B1 −E ′1)′ , (7.1)
Ψ≡ψ1 −H (B1 −E ′1) . (7.2)
These turn out to coincide with the scalar metric perturbations in a partic-
ular gauge, called variously the orthogonal zero-shear [7,66], conformal New-
tonian [21,101] or longitudinal gauge [123]. It may therefore appear that this
gauge is somehow preferred over other gauge choices. However any unam-
biguous choice of time-slicing and threading can be used to define explicitly
gauge-invariant perturbations. The longitudinal gauge of Ref. [123] provides
but one example.
The two scalar gauge functions, α and β defined in Eq. (6.17), which represent
different choices of time-slicings (choice of spatial hypersurfaces) and threading
(choice of spatial coordinates on these hypersurfaces) respectively, allow two
of the scalar metric perturbations to be eliminated, implying that the two
remaining gauge-invariant combinations should then be gauge-invariant. If we
choose to work on spatial hypersurfaces with vanishing shear, we find from
Eqs. (6.39),(6.40) and (3.15) that the shear scalar transforms as σ˜1 = σ1 + α1
and this implies that to obtain perturbations in the longitudinal gauge starting
from arbitrary coordinates we should perform a transformation
α1ℓ = −σ1 = B1 −E ′1 . (7.3)
This is sufficient to determine the geometrical perturbations φ1, ψ1, σ1 or other
scalar quantities on these hypersurfaces. In addition, the longitudinal gauge
is completely determined by the spatial gauge choice E˜1ℓ = 0 [and hence from
Eq. (7.3) B˜1ℓ = 0] which requires from Eq. (6.40)
β1ℓ = −E1 . (7.4)
The remaining scalar metric perturbations, φ1 and ψ1, are given from Eqs. (6.37)
and (6.38) as
φ˜1ℓ=φ1 +H(B1 − E ′1) + (B1 − E ′1)′ , (7.5)
ψ˜1ℓ=ψ1 −H (B1 −E ′1) , (7.6)
Note that φ˜1ℓ and ψ˜1ℓ are then identical to Φ and Ψ defined in Eqs. (7.1)
and (7.2).
The fluid density perturbation, δρ1, and scalar velocity, v1, are given from
(6.18) and (6.23)
δ˜ρ1ℓ= δρ1 + ρ
′
0 (B1 −E ′1) , (7.7)
v˜1ℓ= v1 + E
′
1 . (7.8)
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These gauge-invariant quantities are simply a gauge-invariant definition of the
perturbations in the longitudinal gauge.
This gauge is widely used, for example, throughout Ref. [123]. It has also
proven useful for calculations on small scales, since it gives evolution equations
closest to the Newtonian ones, e.g. Ref. [54]. Recently it has also become
popular in backreaction studies, e.g. [19,71,170]. After imposing the gauge-
conditions the metric tensor is diagonal, which simplifies many calculations, for
example the derivation of the governing equations of the Boltzmann-hierarchy.
Moreover we shall show in Section 8 that in many cases of physical interest
(in the absence of anisotropic stress) one finds Φ = Ψ and there is only one
variable required to describe all scalar metric perturbations.
However, it can be difficult to define quantities in this gauge in the super-
horizon limit, since in the super-horizon limit the shear vanishes and hence
numerical instabilities can occur on large scales in the longitudinal gauge, see
e.g. Refs. [101,60,82].
The extension to include vector and tensor metric perturbations is called the
Poisson gauge [21,26]. Tensor metric perturbations are automatically gauge
independent at first order (and hence gauge invariant). Eliminating the spa-
tial part of the contravariant vector field nµ in Eq. (3.5) requires both B˜ℓ
i
,
and S˜ℓ
i
= 0 which from Eq. (6.41) fixes the vector part of the spatial gauge
transformation (6.17)
γi1ℓ =
∫
Si1dη + Cˆi1(xj) , (7.9)
up to an arbitrary constant 3-vector Cˆi1 which depends on the choice of spatial
coordinates on an initial hypersurface. The remaining vector metric perturba-
tion is
F˜1ℓ
i
= F i′1 +
∫
Si1dη + Cˆi1(xj) . (7.10)
7.1.2 Second order
It is possible to extend the longitudinal, or Poisson, gauge to higher orders.
The principle for constructing gauge invariant variables remains the same. We
use a physical choice of gauge to specify the vector field ξµ generating the
transformation (6.7) from an arbitrary gauge [110,124]. Requiring first that
E˜2ℓ = 0 fixes the scalar part of the spatial gauge using Eq. (6.59), which gives
β2ℓ = −E2 − 3
4
∇−2∇−2X ij,ij +
1
4
∇−2X kk . (7.11)
Note that having already imposed the Poisson gauge at first order, α1, β1
and γ1i are fixed by Eqs. (7.3), (7.4) and (7.9), and thus so is Xij, given in
Eq. (6.54).
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Requiring that the scalar part of the perturbed shift function vanishes, B˜2ℓ =
0, then sets the temporal gauge, α2ℓ using Eq. (6.50), while requiring that the
vector part vanishes, F i2 = 0, can be used along with Eq. (6.62) to fix the
vector part of the spatial gauge, γi2ℓ, up to a constant of integration as at first
order, Eq. (7.9).
We then obtain gauge invariant definition of Φ, Ψ and other perturbations at
second order by substituting these specific gauge transformations into Eq. (6.47)
and (6.58) to obtain
φ˜2ℓ=φ2 +Hα2ℓ + α2ℓ′ + α1ℓ
[
α1ℓ
′′ + 5Hα1ℓ′ +
(
H′ + 2H2
)
α1ℓ + 4Hφ1 + 2φ′1
]
+2α1ℓ
′ (α1ℓ
′ + 2φ1) + ξ1ℓk (α1ℓ
′ +Hα1ℓ + 2φ1) k,
+ξ′1ℓk
[
α k1ℓ, − 2B1k − ξk1ℓ
′
]
. (7.12)
ψ˜2ℓ=ψ2 −Hα2ℓ − 1
4
X kℓk +
1
4
∇−2X ijℓ ,ij , (7.13)
where Xℓij is denotes the quadratic first order terms in Eq. (6.54) using the
longitudinal gauge transforms α1ℓ and ξℓi.
The tensor (transverse, tracefree) part of the metric perturbation at second
order, hij in Eq. (6.63), is not affected by the second order gauge transforma-
tions α2 and ξ2i, but it does depend on the choice of gauge at first order, α1
and ξ1i. Thus we need to include the corresponding first-order gauge defini-
tion to obtain a gauge invariant definition of the tensor metric perturbations
at second order.
In particular, recent work on the generation of gravitational waves at second
order [117,126,5,18,16] has calculated the resulting tensor mode in the Poisson
gauge. To give a gauge invariant definition of the tensor perturbation in the
Poisson gauge one needs to explicitly include the transverse and tracefree (ten-
sor) part of the second order gauge transformation from an arbitrary gauge.
From Eqs. (6.63) we obtain the gauge invariant definition of the tensor metric
perturbation in the Poisson gauge:
h˜2ℓij =h2ij + Xℓij + 1
2
(
∇−2X ℓkl,kl − X kℓk
)
δij +
1
2
∇−2∇−2X ℓkl,klij
+
1
2
∇−2X kℓk,ij −∇−2
(
X kℓik, j + X kℓjk, i
)
. (7.14)
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7.2 Spatially flat gauge
7.2.1 First order
An alternative gauge choice, defined purely by local metric quantities is the
spatially flat or uniform curvature gauge [66,62,63,65,161], also called the off-
diagonal gauge [27]. In this gauge one selects spatial hypersurfaces on which
the induced 3-metric on spatial hypersurfaces is left unperturbed by scalar
or vector perturbations, which requires ψ˜1 = E˜1 = 0 and F˜1i = 0. Using
Eqs. (6.38), (6.40) and (6.42) this corresponds to a gauge transformation (6.17)
where
α1flat =
ψ1
H , β1flat = −E1 , γ
i
1flat = −F i1 . (7.15)
The gauge-invariant definitions of the remaining scalar metric degrees of free-
dom are then from Eqs. (6.37) and (6.39)
φ˜1flat=φ1 + ψ1 +
(
ψ1
H
)′
, (7.16)
B˜1flat=B1 − E ′1 −
ψ1
H . (7.17)
These gauge-invariant combinations were denoted A and B by Kodama and
Sasaki [66]. The gauge-invariant definition of the remaining vector metric per-
turbation is the time derivative of the vector metric perturbation in the Poisson
gauge (7.10):
S˜1flat
i
= Si1 + F
i′
1 = F˜1ℓ
i′
. (7.18)
Perturbations of scalar quantities in this gauge, such as the density perturba-
tion, have gauge invariant definitions from Eq. (6.18):
δ˜ρ1flat = δρ1 + ρ
′
0
ψ1
H , (7.19)
and the velocity potential (6.23) is given from Eq. (6.23):
v˜1flat = v1 + E
′
1 . (7.20)
The shear perturbation in the spatially flat gauge is given by σ˜1flat = −B˜1flat.
This is closely related to the curvature perturbation in the zero-shear (longi-
tudinal) gauge, ψ˜ℓ = Ψ, given in Eqs. (7.2) or (7.6),
B˜1flat = −ψ˜1ℓH = −
Ψ
H . (7.21)
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Gauge-invariant quantities, such as B˜1flat or ψ˜1ℓ are proportional to the dis-
placement between two different choices of spatial hypersurface,
B˜1flat = −ψ˜1ℓH = α1flat − α1ℓ , (7.22)
which would vanish for a homogeneous cosmology.
In some circumstances it is more convenient to use the spatially-flat gauge-
invariant variables instead of those in the longitudinal gauge. For instance,
when calculating the evolution of perturbations during a collapsing “pre Big
Bang” era the perturbations φ˜1flat and B˜1flat may remain small even when Φ
and Ψ become large [27,39]. On the other hand the metric perturbation B˜1flat
grows on large scales in radiation or matter dominated eras, B˜1flat ∝ H−1 ∝ η,
when the longitudinal gauge metric perturbation Ψ remains constant.
Note that the scalar field perturbation on spatially flat hypersurfaces,
δ˜ϕ1flat ≡ δϕ1 + ϕ′0
ψ1
H , (7.23)
is the gauge-invariant Sasaki-Mukhanov variable [145,120], often denoted Q.
7.2.2 Second order
At second order we get from the gauge condition ψ˜2 = 0 using Eq. (6.58)
α2flat =
ψ2
H +
1
4H
[
∇−2X ijflat,ij − X kflatk
]
, (7.24)
where we get Xflatij from Eq. (6.54) using the first order gauge generators given
above, as
Xflatij =2
[
ψ1
(
ψ′1
H + 2ψ1
)
+ ψ1,kξ
k
1flat
]
δij +
4
Hψ1
(
C ′1ij + 2HC1ij
)
+4C1ij,kξ
k
1flat + (4C1ik + ξ1flati,k) ξ
k
1flat,j + (4C1jk + ξ1flatj,k) ξ
k
1flat,i
+
1
H
[
ψ1,i
(
2B1j + ξ
′
1flatj
)
+ ψ1,j (2B1i + ξ
′
1flati)
]
− 2H2ψ1,iψ1,j
+
2
Hψ1
(
ξ′1flat(i,j) + 4Hξ1flat(i,j)
)
+ 2ξk1flatξ1flat(i,j)k + 2ξ1flatk,iξ
k
1flat,j ,
(7.25)
where we define
ξ1flati = − (E1,i + F1i) . (7.26)
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The trace of Eq. (7.25) is then
X kflatk=6
[
ψ1
(
ψ′1
H + 2ψ1
)
+ ψ1,kξ
k
1flat
]
+
4
Hψ1
(
Ck′1 k + 2HCk1 k
)
+4Ck1 k,lξ
l
1flat + 4
(
2Ckl1 + ξ
k l
1flat,
)
ξ1flat(k,l) − 2∇2E1,kξk1flat (7.27)
+
2
H
(
2B1k + ξ
′
1flatk −
1
Hψ1,k
)
ψ k1, −
2
H
(
ψ1∇2E ′1 + 4H∇2E1
)
.
As an example of a second-order scalar metric perturbation we give the lapse
function in the flat gauge
φ˜2flat=φ2 +
1
H
[
ψ′2 +
(
H− H
′
H
)
ψ2
]
(7.28)
+
1
4H
[
∇−2X kl′flat,kl −X k′flatk +
(
H− H
′
H
)(
∇−2X klflat,kl −X kflatk
)]
+
1
H2
(
ψ′′1ψ1 + 2ψ
′2
1
)
+
(
2− H
′′
H3
)
ψ21 +
1
H
(
5− 6H
′
H2
)
ψ1ψ
′
1 +
2
Hφ1
′ψ1
+
4
Hφ1
[
ψ′1 +
(
H− H
′
H
)
ψ1
]
+
1
H
[
ψ′1 +
(
H− H
′
H
)
ψ1 + 2Hφ1
]
,k
ξk1flat
+
1
H
(ψ′1 +
(
H− H
′
H
)
ψ1
)
,k
− 2HBik
 ξk′1flat .
The second order tensor perturbation is in the flat gauge
h˜2flatij =h2ij + Xflatij + 1
2
(
∇−2X klflat,kl − X kflatk
)
δij +
1
2
∇−2∇−2X klflat,klij
+
1
2
∇−2X kflatk,ij −∇−2
(
X kflatik,j + X kflatjk,i
)
. (7.29)
As an example of a matter variable we choose the energy density, which in the
flat gauge is
δ˜ρ2flat= δρ2 +
ρ′0
Hψ2 +
ρ′0
4H
(
∇−2X ijflat,ij − X kflatk
)
(7.30)
+
ψ1
H2
[
ρ′′0ψ1 + ρ
′
0
(
ψ′1 −
H′
H ψ1
)
+ 2Hδρ′1
]
+
(
2δρ1 +
ρ′0
Hψ1
)
,k
ξk1flat .
To show the relation between gauge-invariant perturbations defined in the flat
gauge and those previously defined in the longitudinal gauge we note that in
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the longitudinal gauge we have
2C˜1ℓij = −2Ψδij + 2F˜1ℓ(i,j) + h1ij , (7.31)
and the first-order gauge shifts to the flat gauge, Eqs. (7.15), become
α1flat|ℓ = ΨH , β1flat|ℓ = 0 , γ
i
1flat = −F˜1ℓ
i
. (7.32)
Substituting these into Eq.(7.25) we obtain
Xflatij |ℓ= 2H
[
−Ψ (Ψ′ + 2HΨ)−Ψ,kF˜1ℓk
]
δij +
2
HΨ
(
h′1ij + 2Hh1ij
)
+2
(
2Ψ,kδij − 2F˜1ℓ(i,j)k − hij,k
)
F˜1ℓ
k − 4hk(iF˜1ℓk,j)
− 2HΨ,(iF˜1ℓj) −
2
H2Ψ,iΨ,j
− 2HΨF˜1ℓ
′
(i,j) + 2F˜1ℓ
k
F˜1ℓ(i,j)k + 2F˜1ℓk,iF˜1ℓ
k
,j . (7.33)
If we can neglect the first-order vector and tensor perturbations, F˜1ℓi and h1ij ,
then we have
Xflatij |ℓ = − 2HΨ (Ψ
′ + 2HΨ) δij − 2H2Ψ,iΨ,j . (7.34)
Similarly, neglecting first vector and tensor perturbations, i.e. setting F1i =
S1i = h1ij = 0 and hence only considering scalar perturbations, the energy
density at second order, Eq. (7.30), simplifies to
δ˜ρ2flat = δρ2 +
ρ′0
Hψ2 +
ψ1
H2
[
(ρ′′0 + 2Hρ′0)ψ1 + ρ′0
(
2ψ′1 −
H′
H ψ1
)
+ 2Hδρ′1
]
−2
(
δρ1 +
ρ′0
Hψ1
)
,k
E k1,
+
ρ′0
2H
E1,klE kl1, +∇2E1,kE k1, − 2ψ1∇2
(
E ′1
H + 2E1
)
− ψ1,kH
(
2B1 + E
′
1 −
ψ1
H
)
,k
+∇−2
[
2ψ1
(
E ′ ij1,
H + 2E
ij
1,
)
− E ijk1, E1,k −E ik1, E j1,k +
ψ
(i
1,
H
(
2B1 + E
′
1 −
ψ1
H
) j)
,
]
,ij
 .
(7.35)
This expression was first derived in Ref. [110], however with a different, in-
correct sub-horizon part [133]. On super-horizon scales, where gradient terms
can be neglected, we recover the expressions given in Ref. [105].
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7.3 Synchronous gauge
The synchronous gauge is defined by φ˜ = B˜i = 0, so that the proper time for
observers at fixed spatial coordinates coincides with cosmic time in the FRW
background, i.e., dτ = adη. This simplifies dynamical equations as the time
derivatives can be directly related to proper time derivatives. This gauge is
very popular for numerical studies, and used in many Boltzmann solvers such
as CMBFAST [154]. It is also popular in the older literature [177,131].
The gauge condition at first order is φ˜1 = B˜1i = 0, which from Eqs. (6.37)
and (6.39) gives
α1syn=−1
a
(∫
aφ1dη − C1(xi)
)
, (7.36)
β1syn=
∫
(α1syn − B1) dη + Cˆ1(xi) , (7.37)
γi1syn=
∫
Si1dη + Cˆi1(xi) . (7.38)
This does not determine the time-slicing unambiguously and we are left with
two arbitrary scalar functions of the spatial coordinates, C1 and Cˆ1. Note that
Cˆ1,i + Cˆ1i affects only the labelling of the coordinates on the initial spatial
hypersurface, but C1 affects scalar perturbations on spatial hypersurfaces. We
are left with two non-zero geometrical scalar perturbations,
ψ˜1syn=ψ1 +
H
a
(∫
aφ1dη − C(xi)
)
, (7.39)
σ˜1syn=σ1 + α1syn − B1 , (7.40)
and the matter variables are
δ˜ρ1syn= δρ1 − ρ
′
0
a
(∫
aφ1dη − C(xi)
)
, (7.41)
v˜1syn= v1 +B1 − α1syn . (7.42)
Thus it is not possible to define gauge-invariant quantities in general using
this gauge condition [114]. This gauge was originally used by Lifshitz in his
pioneering work on perturbations in a FRW spacetime [87] (see also Ref. [75]).
He dealt with the residual gauge freedom by eliminating the unphysical gauge
modes through symmetry arguments.
To remove the ambiguity, we can follow Ref. [28] and choose the initial velocity
of cold dark matter to be zero, v˜1cdm ≡ 0, which fixes the residual gauge
38
freedom
C1(x) = a(v1cdm +B1) . (7.43)
Note that for pressureless matter, momentum conservation equation ensures
that a(v1cdm +B1) is a constant (see Section 8).
7.4 Comoving orthogonal gauge
The comoving gauge is defined by choosing spatial coordinates such that the
3-velocity of the fluid vanishes, v˜i = 0. Orthogonality of the constant-η hyper-
surfaces to the 4-velocity, uµ, then requires v˜i + B˜i = 0, which shows that the
momentum vanishes as well. From Eqs. (6.39) and (6.23) this implies
α1com= v1 +B1 ,
β1com=
∫
v1dη + Cˆ(xi) , (7.44)
where Cˆ(xi) represents a residual gauge freedom, corresponding to a constant
shift of the spatial coordinates. All the 3-scalars like curvature, expansion,
acceleration and shear are independent of Cˆ(xi). Applying the above transfor-
mation from arbitrary coordinates, the scalar perturbations in the comoving
orthogonal gauge can be written as
φ˜1com=φ1 +H (v1 + B1) + (v′1 +B′1) , (7.45)
R ≡ ψ˜1com=ψ1 −H (v1 +B1) , (7.46)
σ˜1com= v1 + E
′
1 . (7.47)
Defined in this way, these combinations are gauge-invariant under transfor-
mations of their component parts in exactly the same way as, for instance, Φ
and Ψ defined in Eqs. (7.1) and (7.2).
Note that the curvature perturbation in the comoving gauge given above,
Eq. (7.46) was used (with a constant pre-factor) by Lukash [91]. It was later
employed by Lyth and denoted R in his seminal paper, [92], and in many
subsequent works, e.g. [83] and [86].
The density perturbation on the comoving orthogonal hypersurfaces is given
by Eqs. (6.18) and (7.44) in gauge-invariant form as
δ˜ρ1com = δρ1 + ρ
′
0 (v1 +B1) , (7.48)
and corresponds to the gauge-invariant density perturbation ǫmE0Q
(0) in the
notation of Bardeen [7]. The gauge-invariant scalar density perturbation ∆
introduced in Refs. [25,46] corresponds to δρ˜ i1com,i/ρ0.
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If we wish to write these gauge-invariant quantities in terms of the metric
perturbations rather than the velocity potential then we can use the Einstein
equations, presented in section 8, to obtain
v1 +B1 =
Hφ1 + ψ′1
H′ −H2 . (7.49)
In particular we note that we can write the comoving curvature perturbation,
given in Eq. (7.46), in terms of the longitudinal gauge-invariant quantities as
R = Ψ− H(HΦ+Ψ
′)
H′ −H2 , (7.50)
which coincides the quantity denoted ζ by Mukhanov, Feldman and Branden-
berger in Ref. [123].
By comparing the definitions of the energy-momentum tensor for a single fluid
and a single scalar field in Sections 4.1 and 5.1 we can relate the v1 + B1 to
δϕ1, which allows one to rewrite the definition of the comoving curvature
perturbations, Eq. (7.46), as
R = ψ1 + H
ϕ′0
δϕ1 . (7.51)
From the definition above we immediately that the comoving curvature per-
turbation is related to the field fluctuation on flat slices, defined in Eq. (7.23),
by
δ˜ϕ1flat =
ϕ′0
HR . (7.52)
For extensions to the multi-field case see Section 8.2.4.
7.5 Total matter gauge
This gauge is also known as the velocity orthogonal isotropic gauge [66] but
here we follow the terminology of Ref. [84]. It is closely related to comoving
orthogonal and longitudinal gauges.
To fix the temporal gauge we require the total momentum potential on spatial
hypersurfaces to vanish
v˜1 + B˜1 = 0 . (7.53)
In addition we require E˜1 = 0 and F˜1i = 0, which fixes the spatial gauge.
These require
α1tom = v1 +B1 , β1tom = −E1 , γi1tom = −F i1 . (7.54)
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We therefore get the metric perturbations in the total matter gauge related
to the comoving orthogonal and longitudinal gauge perturbations:
φ˜1tom= φ˜1com , (7.55)
ψ˜1tom= ψ˜1com , (7.56)
B˜1tom=−v˜1ℓ , (7.57)
and for the matter quantities we get in the total matter gauge
δ˜ρ1tom= δ˜ρ1com , (7.58)
v˜1tom= v˜1ℓ . (7.59)
Note that in the total matter gauge velocity potential is not identically zero
(unlike in the comoving orthogonal gauge), but equal to the shear potential,
v˜1tom = σ˜1tom = −B˜1tom, which also coincides with velocity potential in longi-
tudinal gauge.
7.6 Uniform density gauge
Alternatively we can use the matter to pick out a foliation of uniform density
hypersurfaces on which to define perturbed quantities.
7.6.1 First order
Using Eq. (6.18) we see that δ˜ρ1 = 0 implies a temporal gauge transformation
α1δρ = −δρ1
ρ′0
. (7.60)
On these hypersurfaces the gauge-invariant curvature perturbation is [40,114]
−ζ1 ≡ ψ˜1δρ = ψ1 +Hδρ1
ρ′0
. (7.61)
The sign is chosen to coincide with ζ defined in Refs. [9,8] 3 . There is still the
freedom to choose the spatial gauge. In particular we can choose either B˜, E˜
or v˜ to be zero and thus fix β.
3 Note, that ζ1 defined in Eq. (7.61) is related to the curvature perturbation ζSBB
defined in Ref. [143] by ζSBB ≡ 3ζ1.
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Note that ζ1 is simply related to the density perturbation in the flat gauge,
Eq. (7.19) by
−ζ1 = H
ρ′0
δρ1flat . (7.62)
The curvature perturbation in the uniform-density gauge is also closely related
to the comoving curvature perturbation (7.46). At first order we have
ζ1 = −R1 − H
ρ′0
δρ1com , (7.63)
where δρ1com is the comoving density perturbation (7.48). In Section 8 we shall
use the Einstein equations to show that ζ1 and R1 differ only by an overall
minus sign in the large scale limit where the comoving density perturbation
vanishes.
7.6.2 Second order
The transformation behaviour of scalars at second order, Eq. (6.20), allows us
to define the temporal gauge corresponding to uniform density hypersurfaces
as
α2δρ = −δρ2
ρ′0
− α1
ρ′0
(ρ′′0α1 + ρ
′
0α
′
1 + 2δρ
′
1)−
1
ρ′0
(2δρ1 + ρ
′
0α1),k
(
β k1, + γ
k
1
)
.
(7.64)
Using then the definition of uniform density hypersurfaces at first order,
Eq. (7.60), and choosing a spatially flat threading by using Eq. (7.15), we
finally get
α2δρ =
1
ρ′0
[
−δρ2 + δρ
′
1
ρ′0
δρ1 +
(
E k1, + F
k
1
)
δρ1,k
]
. (7.65)
Using Eq. (6.54) we find
Xijδρ ≡ −2H
ρ′0
[
H
(
1 + 3c2s
)(δρ21
ρ′0
)
− δρ
′
1
ρ′0
δρ1 + δρ1,kξ
k
1
]
δij (7.66)
+4
[
− δρ1
ρ′0
(
C ′1ij + 2HC1ij
)
+ C1ij,kξ
k
1
]
+ (4C1ik + ξ1flati,k) ξ
k
1flat,j
+ (4C1jk + ξ1flatj,k) ξ
k
1flat,i −
1
ρ′0
[
δρ1,i
(
2B1j + ξ
′
1flatj
)
+ δρ1,j (2B1i + ξ
′
1flati)
]
−2δρ1
ρ′0
(
ξ′1flat(i,j) + 4Hξ1flat(i,j)
)
− 2
ρ′20
δρ1,iδρ1,j + 2ξ
k
1flatξ1flat(i,j)k + 2ξ1flatk,iξ
k
1flat,j ,
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where we choose a flat threading by defining,
ξi1flat ≡ −
(
E i1, + F
i
1
)
. (7.67)
From Eq. (7.66) we get for the trace in the uniform density gauge
X kkδρ=−6
H
ρ′0
[
H
(
1 + 3c2s
) (δρ21
ρ′0
)
− δρ
′
1
ρ′0
δρ1 + δρ1,kξ
k
1
]
(7.68)
+4
[
Ck1 k,lξ
l
1flat −
δρ1
ρ′0
(
Ck′1 k + 2HCk1 k
) ]
+4
(
2Ckl1 + ξ
k l
1flat,
)
ξ1flat(k,l) − 2
ρ′0
(
2Bk1 + ξ
′
1flatk
)
δρ1,k
+2
δρ1
ρ′0
∇2
(
E ′1 + 4H∇2E1
)
− 2
ρ′20
δρ1,δρ
k
1, − 2∇2E1,kξk1flat .
Finally, from Eq. (6.58) we get for ζ2, the curvature perturbation on uniform
density hypersurfaces,
−ζ2 = ψ2 + H
ρ′0
[
δρ2 − δρ
′
1
ρ′0
δρ1 + ξ
k
1flatδρ1,k
]
− 1
4
X kδρ k +
1
4
∇−2X ijδρ ,ij .(7.69)
The second order tensor perturbation is in the uniform density gauge
h˜2δρij =h2ij + Xδρij + 1
2
(
∇−2X klδρ,kl − X kδρk
)
δij +
1
2
∇−2∇−2X klδρ,klij
+
1
2
∇−2X kδρk,ij −∇−2
(
X kδρik, j + X kδρjk, i
)
. (7.70)
The curvature perturbation on uniform density hypersurfaces, defined in Eq. (7.69),
simplifies considerably if we neglect first order vector and tensor perturbations,
i.e. setting F1i = S1i = h1ij = 0 and hence only considering scalar perturba-
tions,
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−ζ2 = ψ2 + H
ρ′0
δρ2 − H
ρ′0
[
2
δρ′1
ρ′0
δρ1 −H
(
1 + 3c2s
) δρ21
ρ′0
+ 2δρ1
(
ψ′1
H + 2ψ1
)]
−
(
5
2
H
ρ′0
δρ1 + ψ1
)
,k
E k1, + ψ1∇2E1 − E1,klE kl1, (7.71)
−1
2
[
δρ1
ρ′0
∇2E ′1 +∇2E1,kE k1, +
δρ k1,
ρ′0
(
2B1 − E ′1
δρ1
ρ′0
)
,k
]
+∇−2
{
2E ij1,
(
4ψ1 − δρ1
ρ′0
)
− 2E ijk1, E1,k − 4E ik1, E j1,k −
2δρ
(i
1,
ρ′0
(
2B1 −E ′1
δρ1
ρ′0
) j)
1,
}
,ij
.
This expression was first derived in Ref. [110], however with a different, in-
correct sub-horizon part [133]. On super-horizon scales, where gradient terms
can be neglected, we recover the expressions given in Ref. [105].
8 Dynamics
In this section we give the Einstein equations governing the evolution of the
FRW background and perturbations in general relativity. This will allow us to
derive some key properties of the perturbation variables, such as the conserva-
tion of the curvature perturbation ζ on super-horizon scales in the adiabatic
case.
In general relativity the Einstein equations relate the local spacetime curvature
to the local energy-momentum:
Gµν = 8πGTµν . (8.1)
In more general theories of gravity we can still equate the local spacetime
curvature, Gµν , with an effective energy-momentum, though this may not be
simply related to the energy-momentum tensor derived, say, from the matter
Lagrangian. Moreover, many modified gravity theories, including Brans-Dicke
gravity or higher-order theories, may be rewritten in terms of general relativity
plus non-minimally coupled matter fields through a conformal rescaling of
coordinates [102,173]. In this review we will restrict our analysis to general
relativity.
We can project the tensor equation (8.1) into components tangent to and
orthogonal to the timelike 4-vector field, nµ defined in Eq. (3.4), which defines
the coordinate system (see section 3). This gives two constraint equations for
the metric perturbations, which we will refer to as the energy and momentum
constraint equations. We also have two evolution equations driven by the trace
and trace-free parts of the pressure. Through the Bianchi identities,∇µGµν = 0,
the field equations (8.1) imply the local conservation the total energy and
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momentum,
∇µT µν = 0 . (8.2)
which can similarly be split into energy and momentum conservation equations
with respect to a given coordinate system.
In the case of multiple matter components the total energy-momentum ten-
sor is the sum of the energy-momentum tensors of the individual fluids, T µν(α),
given in Eq. (4.20). For each fluid the local energy-momentum “conservation”
equation (4.21), has an energy-momentum transfer 4-vector, Qν(α) on the right-
hand-side, which is zero only for non-interacting fluids. However local conser-
vation of the total energy-momentum imposes the constraint Eq. (4.22).
We also have at our disposal the equations of motion for specific matter fields,
such as the Klein-Gordon equation for canonical scalar fields, ϕI , with inter-
action potential energy U :
2ϕI =
dU
dϕI
. (8.3)
In the following we equate terms order by order in a perturbative expansion
about a homogeneous background spacetime.
8.1 Background
The Einstein equations (8.1) give the Friedmann constraint and evolution
equation for the background FRW universe
H2= 8πG
3
a2ρ , (8.4)
H′=−4πG
3
a2 (ρ+ 3P ) , (8.5)
and energy-momentum conservation, Eq. (8.2), gives the continuity equation
ρ′ = −3H (ρ+ P ) , (8.6)
where ρ and P are the total energy density and the total pressure, a prime
denotes a derivative with respect to conformal time, η, the scale factor is a,
and H ≡ a′/a is the conformal Hubble parameter.
The total density and the total pressure are related to the density and pressure
of the component fluids by∑
α
ρα = ρ ,
∑
α
Pα = P . (8.7)
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The continuity equation (4.21) for each individual fluid in the background is
[66]
ρ′α = −3H (ρα + Pα) + aQα , (8.8)
where the energy transfer to the α-fluid is given by the time component of the
energy-momentum transfer vector
Qα ≡ −uµQµ(α) . (8.9)
Equation (4.22) implies that the energy transfer obeys the constraint∑
α
Qα = 0 . (8.10)
Homogeneous scalar fields in the FRWmetric obey the Klein-Gordon equation
ϕ′′I + 2Hϕ′I + a2
dU
dϕI
= 0 . (8.11)
It is sometimes useful to identify the kinetic energy density and (isotropic)
pressure of each field as
ρI = PI =
1
2
a−2ϕ′2I (8.12)
The Klein-Gordon equation (8.11) then implies an energy transfer of the form
given by Eq. (8.8)
aQI = −ϕ′ dU
dϕI
. (8.13)
where this energy is transferred to the potential energy
ρU = −PU = U , (8.14)
and overall energy conservation (8.10) implies
QU = −
∑
I
QI = a
−1U ′ . (8.15)
8.2 First order scalar perturbations
In the following we discuss the linear constraint and evolution equations for in-
homogeneous perturbations at first order. We omit the subscript “1” denoting
the order of the perturbations to avoid unnecessary clutter.
8.2.1 Einstein equations
The scalar metric perturbations in an arbitrary gauge are related to matter
perturbations via the first-order energy and momentum constraints [66,123]
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3H (ψ′ +Hφ)−∇2 [ψ +Hσ] =−4πGa2δρ, (8.16)
ψ′ +Hφ=−4πGa2(ρ+ P )V (8.17)
where the total covariant velocity perturbation is given by
V ≡ v +B , (8.18)
and v is the total scalar velocity potential (4.5).
In a specific gauge, such as the spatially flat gauge these can be written in
terms of the corresponding gauge-invariant quantities. For instance, in the
spatially flat gauge we have
3H2φflat −H∇2σflat=−4πGa2δρflat, (8.19)
Hφflat=−4πGa2(ρ+ P )Vflat , (8.20)
which makes it straightforward to eliminate the metric variables φflat and
σflat = −Bflat in favour of the energy and momentum in the flat gauge.
Alternatively in the longitudinal gauge the shear terms are absent and we
obtain first order differential equations for the curvature perturbation
3H (Ψ′ +HΦ)−∇2Ψ=−4πGa2δρℓ, (8.21)
Ψ′ +HΦ=−4πGa2(ρ+ P )vℓ . (8.22)
Typically one then uses these equations to eliminate the density and velocity
perturbations, δρℓ and vℓ, in terms of the metric perturbations in the longitu-
dinal gauge.
The same energy and momentum constraints can be re-written in terms of
gauge invariant variables to give expressions for the curvature perturbation
in the uniform-density gauge (7.61) and the comoving curvature perturbation
(7.46), respectively, in terms of the longitudinal gauge metric perturbations
(7.1) and (7.2):
Ψ′ +HΦ− H
′ −H2
H Ψ−
1
3H∇
2Ψ =
H′ −H2
H ζ , (8.23)
Ψ′ +HΦ− H
′ −H2
H Ψ = −
H′ −H2
H R . (8.24)
These can be combined to give the gauge-invariant generalisation of the New-
tonian Poisson equation
∇2Ψ = −3
(
H′ −H2
)
(ζ +R) = 4πGa2δρcom , (8.25)
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relating the longitudinal gauge curvature perturbation (7.2) to the comoving
density perturbation (7.48). We see that the comoving density perturbation is
suppressed relative to the metric perturbation Ψ on large scales, and that ζ
and −R coincide in the large scale limit so long as Ψ is finite in this limit 4 .
The perturbed Einstein equations at first order also yield two evolution equa-
tions for the scalar metric perturbations
ψ′′ + 2Hψ′ +Hφ′ +
(
2H′ +H2
)
φ = 4πGa2
(
δP +
2
3
∇2Π
)
, (8.27)
σ′ + 2Hσ + ψ − φ = 8πGa2Π , (8.28)
where Π is the scalar part of the (tracefree) anisotropic stress, defined in
Eq. (4.10).
Equation (8.28) in a general gauge can be interpreted as the evolution equation
for the scalar shear, but in the longitudinal gauge it becomes a constraint
equation for the gauge-invariant perturbations Φ and Ψ, defined in Eqs. (7.1)
and (7.2),
Ψ− Φ = 8πGa2Π , (8.29)
and hence we have Ψ = Φ in the absence of anisotropic stresses.
Equation (8.27) then provides a second-order evolution equation for the metric
perturbation in the longitudinal gauge driven by isotropic pressure:
Ψ′′ + 3HΨ′ +
(
2H′ +H2
)
Ψ = 4πGa2δP . (8.30)
For adiabatic perturbations we can relate the pressure to the density, δP =
c2sδρ where c
2
s is the adiabatic sound speed, in which case (8.30) and (8.16)
yield a closed second-order differential equation [123]
Ψ′′ + 3(1 + c2s)HΨ′ + [2H′ + (1 + 3c2s)H2 − c2s∇2]Ψ = 0 . (8.31)
8.2.2 Energy and momentum conservation
Energy-momentum conservation gives evolution equations for the perturbed
energy and momentum
4 Note that Eq. (8.24) shows that the variable denoted ζ in the review by
Mukhanov, Feldman and Brandenberger:
ζMFB ≡ Φ− H(Φ
′ +HΦ)
H′ −H2 , (8.26)
coincides with the comoving curvature perturbation when Ψ = Φ.
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δρ′ + 3H (δρ+ δP )− 3 (ρ+ P )ψ′ + (ρ+ P )∇2 (V + σ) = 0 , (8.32)
V ′ + (1− 3c2s)HV + φ+
1
ρ+ P
(
δP +
2
3
∇2Π
)
= 0 , (8.33)
where c2s is the adiabatic speed of sound, defined as
c2s ≡
P ′
ρ′
. (8.34)
From the momentum conservation equation in the total matter gauge, such
that V = 0, we see that the acceleration is proportional to the pressure per-
turbation: (ρ + P )φ = δP + (2/3)∇2Π. Alternatively, for pressureless, non-
interacting dust we have (aV )′+aφ = 0 and hence the scalar velocity potential
redshifts as V ∝ 1/a in a synchronous gauge.
Re-writing the energy conservation equation (8.32) in terms of the curvature
perturbation on uniform-density hypersurfaces, ζ in (7.61), we obtain the im-
portant result
ζ ′ = −H δPnad
ρ+ P
− ΣV , (8.35)
where δPnad is the non-adiabatic pressure perturbation, defined in (9.5), and
Σ describes the divergence of the velocity in the longitudinal gauge, Eq. (7.8)
or, equivalently, the scalar shear along comoving worldlines [96]
ΣV ≡ 1
3
∇2 (V + σ) = 1
3
∇2v˜ℓ . (8.36)
Thus the curvature perturbation on uniform-density hypersurfaces is constant
for adiabatic perturbations on large scales when the shear of comoving world-
lines becomes negligible. This follows directly from local energy conservation
and holds independently of the gravitational field equations [176,159,22,33].
Using the definition of ζ and Ψ in Eqs. (7.61) and (7.2) and the constraint
equation for the comoving density perturbation (8.25), we have
ΣV
H =
∇2
3H2 (ζ +Ψ) +
2ρ
3(ρ+ P )
(∇2
H2
)2
Ψ . (8.37)
Thus we see that ζ is constant for adiabatic perturbations (δPnad = 0) on
super-Hubble scales (k/H ≪ 1), so long as Ψ remains finite. This makes
ζ a convenient variable to characterise the primordial density perturbation
on super-Hubble scales, either during a period of inflation in the very early
universe, or in the subsequent radiation dominated era. This is an excellent
approximation throughout reheating at the end of inflation and the subsequent
radiation era on scales relevant for observations of degree-scale anisotropies in
the cosmic microwave background and large-scale galaxy surveys [84].
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Conversely, local variations in the pressure leading to a non-adiabatic pressure
perturbation, δPnad, will lead to a change in the curvature perturbation ζ on
super-Hubble scales [116,50,89]. This mechanism is at the heart of the curvaton
scenario for the origin of large scale structure in the universe [48,95,118].
8.2.3 Multiple fluids
The perturbations in the total energy-momentum can be related to the per-
turbations of individual fluids by
∑
α
δρα = δρ ,
∑
α
δPα = δP ,
∑
α
Πα = Π , (8.38)
and
V =
∑
γ
ργ + Pγ
ρ+ P
Vγ , (8.39)
where δρα and δPα are the perturbed energy density and the perturbed pres-
sure of the α-fluid, respectively, and Vα is the covariant velocity perturbation
of the α-fluid defined as
Vα ≡ vα +B , (8.40)
where vα is the scalar velocity potential of the α-fluid.
The perturbed energy transfer 4-vector, Eq. (4.21), for individual fluids in-
cluding terms up to first order, is written as [66,113]
Q(α)0=−aQα(1 + φ)− aδQα ,
Q(α)i =(fα + aQαV ),i , (8.41)
and Eq. (4.22) implies that the perturbed energy and momentum transfer
obey the constraints ∑
α
δQα = 0 ,
∑
α
fα = 0 . (8.42)
Note that the momentum transfer, fα, is by convention [66,111] defined with
respect to the total momentum, V , so is non-zero only if the momentum
transfer vanishes in the total matter frame (V = 0).
The perturbed energy conservation equation for a particular fluid, including
energy transfer, is then obtained by the first-order part of the time-component
of the perturbed continuity equation (4.21) to give [66,104]
δρ′α+3H(δρα+ δPα)−3 (ρα + Pα)ψ′+(ρα+Pα)∇2 (Vα + σ) = aQαφ+aδQα ,
(8.43)
The momentum conservation equation of the α-fluid is
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V ′α+
[
aQα
ρα + Pα
(1 + c2α) + (1− 3c2α)H
]
Vα + φ
+
1
ρα + Pα
[
δPα +
2
3
∇2Πα − aQαV − fα
]
= 0 , (8.44)
where c2α ≡ P ′α/ρ′α is the adiabatic sound speed of the α-fluid and a2[Πα,ij −
(1/3)δij∇2Πα] is the scalar anisotropic stress of that fluid. The total adiabatic
sound speed, Eq. (8.34), is the weighted sum of the adiabatic sound speeds of
the individual fluids,
c2s =
∑
α
ρ′α
ρ′
c2α . (8.45)
We recover the evolution equation for the total density perturbation (8.32)
from Eq. (8.43) by summing over all fluids, using Eq. (8.38) and the constraint
(8.42).
Analogous to the curvature perturbation on uniform-total-density hypersur-
faces, ζ defined in Eq. (7.61), we can define a gauge-invariant perturbation on
the uniform-α-density hypersurfaces
ζα ≡ −ψ −Hδρα
ρ′α
. (8.46)
The perturbed energy conservation equation for each fluid can then be written
as
ζ ′α=3
H2
ρ′α
δPintr,α − Σα − ∇
2
3H
[
aQα
ρ′α
Rα
]
−
(H
a
)′ aQα
ρ′α
(
δρα
ρ′α
− δρ
ρ′
)
− H
ρ′α
(
δQα − Q
′
α
ρ′α
δρα
)
, (8.47)
where the intrinsic non-adiabatic pressure perturbation of each fluid is given
by
δPintr,α ≡ δPα − c2αδρα , (8.48)
the scalar shear along worldlines comoving with the α-fluid is
Σα ≡ 1
3
∇2 (σ + Vα) , (8.49)
and, extending Eq. (7.46), the curvature perturbation comoving with the α-
fluid is
Rα ≡ ψ +H(vα +B) . (8.50)
Thus we see that ζα is constant on large scales for adiabatic perturbations of
any perfect fluid, with δPintr,α = 0, whose energy is conserved, Qα = 0 [176].
In fact we shall show later that ζα is constant even in the presence of energy
transfer, Qα 6= 0, so long as that energy transfer is adiabatic [111].
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8.2.4 Multiple fields
If we consider N scalar fields with Lagrangian density
L = −U(ϕ1, · · · , ϕN)− 1
2
N∑
I=1
gµνϕI,µϕI,ν , (8.51)
and minimal coupling to gravity, then the total energy, pressure and momen-
tum perturbations are given by
δρ=
∑
I
[
a−2ϕ′I (δϕ
′
I − ϕ′Iφ1) + UIδϕI
]
, (8.52)
δP =
∑
I
[
a−2ϕ′I (δϕ
′
I − ϕ′Iφ1)− UIδϕI
]
, (8.53)
(ρ+ P )(v +B),i=−
∑
I
a−1ϕ′IδϕI,i , (8.54)
where UI ≡ ∂U/∂ϕI . These then give the gauge-invariant comoving density
perturbation (7.48)
δρm = a
−2
∑
I
[ϕ′I (δϕ
′
I − ϕ′Iφ1)− (ϕ′′I −Hϕ′I)δϕI ] . (8.55)
The comoving density is sometimes used to represent the total matter per-
turbation, but for a single scalar field it is proportional to the non-adiabatic
pressure (9.5):
δPnad = −2a
2U,ϕ
3Hϕ′ δρcom . (8.56)
From the Einstein constraint equation (8.25) this will vanish on large scales
(k/aH → 0) if Ψ remains finite, and hence single scalar field perturbations
become adiabatic in this large-scale limit, even without assuming slow-roll
[52,104].
The anisotropic stress, πij, vanishes to linear order for any number of scalar
fields minimally coupled to gravity.
The first-order scalar field perturbations obey the wave equation
δϕ′′I + 2Hδϕ′I −∇2δϕI + a2
∑
J
UIJδϕJ = −2a2UIφ1 + ϕ′I
[
φ1
′ + 3ψ′ −∇2σ
]
.
(8.57)
where the terms on the right-hand-side represent the effect of metric pertur-
bations at first-order (sometimes called the gravitational back-reaction).
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The scalar field wave equation in a perturbed FRW cosmology can most easily
be written in closed form in terms of the field perturbations in the spatially
flat gauge, defined in Eq. (7.23), which in the multi-field case have the gauge
invariant definitions
δϕflatI ≡ δϕI +
ϕ′I
H ψ . (8.58)
Note that since the scalar field can be thought of as a potential for the
4-velocity, this variable is a rescaling of the curvature perturbation on the
comoving-orthogonal hypersurface for each field
δϕflatI =
ϕ′I
HRI . (8.59)
Using the Einstein equations to eliminate the metric perturbations on the
right-hand-side of Eq. (8.57) yields [146,64,128,164]
δϕ′′flatI + 2Hδϕ′flatI −∇2δϕflatI + a2
[∑
J
UIJ − 8πG
a2
(
a2ϕ′Iϕ
′
J
H
)′]
δϕflatJ = 0 .
(8.60)
The effect of gravitational coupling is now evident due to the terms propor-
tional to Newton’s gravitational constant. It is also evident that this gravita-
tional coupling vanishes at first order for fields whose time derivative vanishes
in the background solution, which is why at lowest order in a slow-roll approx-
imation during inflation one can neglect the gravitational coupling.
In the next section we will discuss how the coupled equations for multiple fields
may be partially decoupled by identifying the adiabatic and isocurvature field
perturbations on large scales.
8.3 First order vector perturbations
The divergence-free part of the 3-momentum [see Eqs. (2.11), (4.5) and (4.13)]
δqi = (ρ+ P )(vveci − Si) , (8.61)
obeys the momentum conservation equation
δq′i + 4Hδqi = −∇2Πi , (8.62)
where the vector part of the anisotropic stress, Eq. (4.10), is given by a2∂(iΠj).
The gauge-invariant vector metric perturbation is then directly related to the
divergence-free part of the momentum via the constraint equation
∇2 (F ′i + Si) = −16πGa2δqi . (8.63)
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Thus the Einstein equations constrain the gauge-invariant vector metric per-
turbation, F ′i +Si, to vanish in the presence of only scalar fields, for which the
divergence-free momentum necessarily vanishes.
Equation (8.63) shows that vector metric perturbations can be supported only
by divergence-free momenta, but even then equation (8.62) shows that the
vector perturbations are redshifted away by the Hubble expansion on large
scales unless they are driven by an anisotropic stress.
8.4 First order tensor perturbations
There is no constraint equation for the tensor perturbations as these are the
free gravitational degrees of freedom (gravitational waves). The spatial part
of the Einstein equations yields a wave equation
h′′ij + 2Hh′ij −∇2hij = 8πGa2Πij , (8.64)
where Π
(TT )
ij is the transverse and tracefree part of the anisotropic stress (4.10).
We can decompose arbitrary tensor perturbations into eigenmodes of the spa-
tial Laplacian, ∇2eij = −(k2/a2)eij, with comoving wavenumber k, and scalar
amplitude h(t):
hij = h(t)e
(+,×)
ij (x) , (8.65)
with two possible polarisation states, + and ×. In the absence of any such
anisotropic stress, e.g., in the presence of scalar fields and perfect fluids, the
amplitude, defined in Eq. (8.65), of the tensor metric perturbation with co-
moving wavenumber, k, obeys the wave equation for a massless scalar field
(8.57) in an unperturbed FRW metric.
h′′ + 2Hh′ + k2h = 0 . (8.66)
9 Adiabatic and entropy perturbations
9.1 Multiple fluids
We will refer to primordial perturbations as the perturbations at the epoch
of primordial nucleosynthesis. The abundances of the light elements provide
constraints on the matter content and expansion rate of the universe at this
epoch, so we will assume that the material content of the universe is known
(photons, neutrinos, baryonic matter and cold dark matter) and the gravita-
tional laws are described by general relativity. This is expected to be some
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time after an early inflationary epoch when the perturbations originated as
vacuum fluctuations on much smaller scales. By the time of primordial nucle-
osynthesis, the scales responsible for the large scale structure of our observable
universe today were far outside the Hubble scale and well described by large
scale limit.
In the standard Hot Big Bang the entropy density of the universe is domi-
nated by the number of relativistic particles and for most of the history of
the universe it is proportional to the number of photons, s = 1.8gsnγ, where
gs is the effective number of light species [70]. In particular the perturbed
baryon-entropy ratio nB/s (assuming gs remains constant) is given by [116]
SB ≡ δ(nB/nγ)
nB/nγ
=
δnB
nB
− δnγ
nγ
. (9.1)
Written in terms of the energy density of photons, ργ ∝ n4/3γ , and baryons,
ρB ∝ nB, at the time of primordial nucleosynthesis this becomes
SB =
δρB
ρB
− 3
4
δργ
ργ
. (9.2)
More generally, density perturbations in an n-component system can be de-
composed into an overall density perturbation and n− 1 relative density per-
turbations between the different components. The overall density perturbation
is naturally gauge-dependent, however the gauge transformation rule for the
linear density perturbation (6.18) suggests a natural gauge-invariant definition
of the relative density perturbation at first-order,
δρIJ ∝ δρI − ρ
′
I
ρ′J
δρJ , (9.3)
corresponding to the density perturbation of fluid I on surfaces of uniform den-
sity of the fluid J . Comparing this expression with the conventional definition
of the primordial baryon-entropy perturbation (9.2) suggests a gauge-invariant
definition of the relative perturbation between any two fluids [113,111]
SIJ ≡ 3H
(
δρJ
ρ′J
− δρI
ρ′I
)
≡ 3 (ζI − ζJ) , (9.4)
which reduces to baryon-entropy perturbation (9.2) for SB ≡ SBγ . Hence we
refer to SIJ as the relative entropy perturbation for two fluids. It is the correct
generalisation of the the entropy perturbation defined in Ref. [66] to the case
of non-interacting fluids.
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The non-adiabatic pressure perturbation is given by
δPnad ≡ δP − P
′
ρ′
δρ . (9.5)
For a detailed recent discussion of the non-adiabatic pressure see Ref. [37].
In a system of more than one fluids the total non-adiabatic pressure pertur-
bation, δPnad, may be further split into two parts [66],
δPnad ≡ δPintr + δPrel . (9.6)
The first part is due to the intrinsic entropy perturbation of each fluid
δPintr =
∑
α
δPnad,α , (9.7)
where the intrinsic non-adiabatic pressure perturbation of each fluid was given
in Eq. (8.48). The second part of the non-adiabatic pressure perturbation (9.6)
is due to the relative entropy perturbation Sαβ between different fluids (9.4)
δPrel ≡ − 1
6Hρ′
∑
α,β
ρ′αρ
′
β
(
c2α − c2β
)
Sαβ . (9.8)
In analogy with the non-adiabatic pressure perturbation for each fluid (8.48),
we can identify an intrinsic non-adiabatic part of the energy transfer pertur-
bation [113,111] that appears in the perturbed energy conservation equation
for each fluid (8.43)
δQintr,α ≡ δQα − Q
′
α
ρ′α
δρα . (9.9)
This is automatically zero if the local energy transfer Qα is a function of
the local density ρα so that δQα = (dQα/dρα)δρα, just as the intrinsic non-
adiabatic pressure perturbation (8.48) vanishes when δPα = (dPα/dρα)δρα.
We can also identify in Eq. (8.43) a relative non-adiabatic energy transfer
δQrel,α=Qα
H′ −H2
H2
(
δρα
ρ′α
− δρ
ρ′
)
=− Qα
6Hρ
∑
β
ρ′βSαβ , (9.10)
due to the presence of relative entropy perturbations whenever the background
energy transfer is non-zero, Qα 6= 0.
The perturbed energy conservation Eq. (8.47) for each fluid can then be writ-
ten as
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ζ ′α=3
H2
ρ′α
δPintr,α − H
ρ′α
(δQintr,α + δQrel,α)− Σα − ∇
2
3H
[
aQα
ρ′α
Rα
]
(9.11)
where the non-adiabatic pressure perturbation of each fluid is given by Eq. (8.48)
and the non-adiabatic energy transfer is given by Eqs. (9.9) and (9.10). We
thus see that ζα is constant for adiabatic perturbations in the large scale limit
where the shear of comoving worldlines, Σα defined in Eq. (8.49), vanishes
[111].
More generally [96] one finds a conserved perturbation whenever there is a
local conservation equation of the form dy/dτ = −θf(y), where θ is the local
expansion rate and τ the proper time along comoving worldlines. When one
integrates this conservation equation one finds the local logarithmic expansion
as a function of y:
N˜ =
∫
θdτ =
∫
dy
f(y)
≡ F (y) . (9.12)
Thus the difference δF = F (yB)− F (yA) evaluated along different worldlines
remains a fixed constant of integration if one evaluates δF on constant time
hypersurfaces separated by a fixed expansion, and spatially flat hypersurfaces
provide a suitable time-slicing on large scales. The classic example of such a
conserved quantity is the curvature perturbation on uniform density hypersur-
faces, ζ defined in Eq. (7.61), which is conserved on large scales when P = P (ρ)
and thus the perturbations are adiabatic. But as we have seen the same result
holds for the curvature perturbation on uniform-density hypersurfaces for any
fluid whose pressure perturbation and energy transfer is adiabatic.
Thus the matter isocurvature perturbation (9.2) is constant on large scales if
there is negligible energy transfer between non-relativistic matter and radia-
tion. However at even higher energies we can still define a conserved pertur-
bation associated with conserved baryon number density [97]
ζ˜B =
δnB
nB
− ψ (9.13)
so long as we have a conserved quantum number associated with baryon num-
ber. The observed stability of the proton implies that baryon number is con-
served up to very high energy, possibly the GUT scale, and thus it should be
possible to relate any primordial baryon isocurvature perturbation to physics
at very high energies.
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9.2 Multiple fields
In the background FRW cosmology driven by multiple scalar fields it is possible
to identify an adiabatic direction along the background trajectory in field space
rˆI =
ϕ′I√
ϕ′2I
. (9.14)
The background solution, even in the presence of multiple fields, can then
be described in terms of an effective single field, r, obeying the usual Klein-
Gordon equation
r′′ + 2Hr′ + Ur = 0 . (9.15)
where r′ =
∑
I rˆIϕ
′
I and Ur =
∑
I rˆIUI . However field perturbations need
not follow this background trajectory and we encounter qualitatively different
behaviour from that in the single field case when we consider inhomogeneous
perturbations about the background trajectory.
In analogy with our treatment of fluid perturbations one can identify adiabatic
and isocurvature field perturbations in a cosmology with more than one scalar
field. Indeed even a single scalar field, ϕ, can support a non-adiabatic pressure
perturbation, given in Eq. (8.56). We refer to this as the intrinsic pressure
perturbation for the field. However this intrinsic non-adiabatic perturbation
for a single field is proportional to the comoving density perturbation and
thus vanishes in a scalar field dominated universe on large scales according to
Eq. (8.25), leaving effectively only adiabatic perturbations in this large scale
limit.
For multiple fields we can perform a local rotation in field space to identify
the adiabatic part of arbitrary perturbations along the background trajectory
[109,52]
δr ≡∑
I
rˆIδϕI . (9.16)
The generalisation to non-canonical fields with arbitrary metric in field space
is given in Refs. [55,41].
Field perturbations orthogonal to the adiabatic field are isocurvature field
perturbations, or entropy perturbations in analogy with the fluid density per-
turbations (9.2),
δsIJ ∝ δϕI
ϕ′I
− δϕJ
ϕ′J
. (9.17)
Note that the adiabatic field perturbation is naturally gauge-dependent, whereas
the isocurvature field perturbations are gauge-independent at first order. For
simplicity we will consider the case of two scalar fields where the direction in
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sθ
ϕ2
1ϕ
r
Fig. 1. r and s are used to denote the instantaneous adiabatic and entropy fields
respectively, along and orthogonal to the curved background solution in field space.
field space is given by the angle θ, see Figure 1, so that rˆ = (cos θ, sin θ). We
then have
δr = cos θδϕ1 + sin θδϕ2 , (9.18)
δs = − sin θδϕ1 + cos θδϕ2 (9.19)
and we will work with the adiabatic field perturbation in the spatially flat
gauge
δrflat = δr +
r′
Hψ , (9.20)
Note that δrflat is thus proportional to the total comoving curvature pertur-
bation
R = ψ + H
r′
δr =
H
r′
δrflat . (9.21)
since the adiabatic field, r, is the potential for the total velocity, uµ ∝ dr/dxµ.
The adiabatic and isocurvature field perturbations obey the coupled evolution
equations [52]
δr′′flat + 2Hδr′flat +
[
k2 + a2Urr − θ′2 − 8πG
a2
(
a2r′2
H
)′]
δrflat
= 2(θ′δs)′ − 2
(
a2Ur
r′
+
H′
H
)
θ′δs , (9.22)
δs′′ + 2Hδs′ +
(
k2 + a2Uss + 3θ
′2
)
δs =
θ′
r′
k2
2πG
Ψ , (9.23)
where
Urr≡ (cos2 θ)U11 + (sin 2θ)U12 + (sin2 θ)U22, (9.24)
Uss≡ (sin2 θ)U11 − (sin 2θ)U12 + (cos2 θ)U22. (9.25)
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We can identify a purely adiabatic mode where δs = 0 and remains zero
on large scales. However a non-zero isocurvature perturbation appears as a
source term in the perturbed inflaton equation (9.22) whenever θ′ 6= 0 and the
inflaton trajectory is curved in field space. Note that θ′ is given by [52]
θ′ = −a
2Us
r′
, (9.26)
where Us = (cos θ)U2−(sin θ)U1 is the potential gradient orthogonal to the in-
flaton trajectory in field space. In the slow-roll approximation the background
field always follows the potential gradient so the adiabatic-isocurvature cou-
pling is suppressed in this slow-roll limit the integrated effect of isocurvature
field perturbations on the adiabatic field perturbation cannot in general be
neglected.
Equation (9.22) shows that the isocurvature perturbation δs works as a source
term for the adiabatic curvature perturbation. This is in fact clearly seen if
we take the time derivative of the comoving curvature perturbation (9.21):
R′ = HH′ −H2k
2Ψ+
2H
r′
θ′δs . (9.27)
Therefore R (or equivalently ζ) is not conserved even in the large-scale limit
in the presence of an isocurvature field perturbation, δs, with a non-straight
trajectory in field space (θ′ 6= 0).
By contrast, the solution for the isocurvature field perturbation is independent
of any initial adiabatic perturbation on large-scales. The adiabatic perturba-
tion provides a source term for the isocurvature field only through the spatial
gradient of the longitudinal gauge metric potential, Ψ, which rapidly becomes
negligible on super-Hubble scales during slow-roll inflation.
10 Perturbations from inflation
The standard hot big bang model of cosmology has a major shortcoming in
that there is no causal explanation for the existence of primordial density per-
turbations on super-Hubble scales during the radiation dominated era. The
CMB, and in particular the acoustic peaks in the temperature and polari-
sation anisotropies seen by the WMAP satellite [74] provide strong evidence
that these primordial density perturbations do exist on scales much larger
than the causal horizon at early times. The detailed distribution of primordial
inhomogeneities is left as an unexplained initial condition in the standard hot
big bang.
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The primary success of inflation [155,56] is to give a model for the origin of the
primordial density perturbations from vacuum fluctuations during a period
of accelerated expansion at very early times. This relies on speculative and
uncertain physics - in particular it requires some form of energy density with
negative pressure in general relativity - but the unexpected discovery that the
universe is accelerating today appears to show that cosmological inflation does
happen. Zero-point vacuum fluctuations of any light, weakly-coupled scalar
field will be stretched up to super-Hubble scales during inflation and leave an
approximately scale-invariant and Gaussian distribution of perturbations on
large scales [122,58,156,57,9,119,145,120].
The simplest model for inflation is that it is driven by a vacuum (potential)
energy density which is a function of one or more scalar fields. We can describe
the homogeneous FRW solution using the inflaton field, r, which describes the
evolution along the trajectory, rˆ defined in Eq. (9.14), in a possibly multi-
dimensional field space. For a sufficiently flat potential the evolution can be
well-described by the slow-roll approximation which assumes that the energy
density is potential dominated
H2 ≃ 8πGa
2
3
U(r) . (10.1)
This is equivalent to requiring that the first slow-roll parameter is small:
ǫ ≡ − H˙
H2
= −H
′ −H2
H2 ≪ 1 . (10.2)
Note that the condition for accelerated expansion requires ǫ < 1. In terms of
the potential we have
ǫ ≃ 1
16πG
(
Ur
U
)2
, (10.3)
We also assume the universe is overdamped, such that
3Hr′ ≃ −a2Ur . (10.4)
This implies that we can neglect the decaying mode of the overdamped system
and we have a unique trajectory in field space for a single field. This is a self-
consistent approximation when the inflaton field is light compared with the
Hubble scale, which requires that the second slow-roll parameter is small:
|ηrr| ≪ 1 where ηrr ≡ Urr
3H2
. (10.5)
In the two-field model described in section 9.2, allowing for non-adiabatic
perturbations, we can define three parameters [175], ηrr, ηrs and ηss, describing
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the curvature of the potential, where in general we have
ηIJ ≡ 1
8πG
UIJ
U
. (10.6)
The background slow-roll solution is described in terms of the slow-roll pa-
rameters by
r˙2 ≃ 2
3
ǫU , H−1θ˙ ≃ −ηrs , (10.7)
while the perturbations on large scales (comoving wavenumber k ≪H) obey
H−1δ˙rflat≃ (2ǫ− ηrr) δrflat − 2ηrsδs ,
H−1δ˙s≃−ηssδs , (10.8)
where we neglect spatial gradients. Although Us ≃ 0 at lowest order in slow-
roll, this does not mean that the inflaton and entropy perturbations decouple.
θ˙ given by Eq. (10.7) is in general non-zero at first-order in slow-roll and
large-scale entropy perturbations do affect the evolution of the adiabatic per-
turbations when ησs 6= 0.
While the general solution to the two second-order perturbation equations
(9.22) and (9.23) has four independent modes, the two first-order slow-roll
equations (10.8) give the approximate form of the squeezed state on large
scales. This has only two modes which we can describe in terms of the dimen-
sionless comoving curvature and isocurvature perturbations:
R ≡ H
r′
δrflat , S ≡ H
r′
δs . (10.9)
The normalisation of R coincides with the standard definition of the comoving
curvature perturbation, Eq. (7.46). The normalisation of the dimensionless
entropy during inflation, S, is chosen here coincide with Ref. [175]. It can be
related to the non-adiabatic pressure perturbation (9.5) on large scales
δPnad ≃ −ǫηrs H
2
2πG
S . (10.10)
The slow-roll approximation can provide a useful approximation to the instan-
taneous evolution of the fields and their perturbations on large scales during
slow-roll inflation, but is not expected to remain accurate when integrated
over many Hubble times, where inaccuracies can accumulate. In single-field
inflation the constancy of the comoving curvature perturbation after Hubble
exit, which does not rely on the slow-roll approximation, is crucial in order to
make accurate predictions of the primordial perturbations using the slow-roll
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approximation only around Hubble crossing. In a two-field model we must
describe the evolution after Hubble exit in terms of a general transfer matrix:
R
S
 =
 1 TRS
0 TSS

R
S

∗
. (10.11)
On large scales the comoving curvature perturbation still remains constant
for the purely adiabatic mode, corresponding to S = 0, and adiabatic per-
turbations remain adiabatic. These general results are enough to fix two of
the coefficients in the transfer matrix, but TRS and TSS remain to be deter-
mined either within a given theoretical model, or from observations, or ideally
by both. The scale-dependence of the transfer functions depends upon the
inflaton-entropy coupling at Hubble exit during inflation and can be given in
terms of the slow-roll parameters as [175]
∂
∂ ln k
TRS =2ηrs + (2ǫ− ηrr + ηss)TRS ,
∂
∂ ln k
TSS = (2ǫ− ηrr + ηss)TSS . (10.12)
10.1 Initial power spectra
The expectation value of the fluctuations of a homogeneous field are given by
〈δϕI(k1)δϕI(k2)〉 = (2π)3δ3(k1 + k2)PδϕI (k1) , (10.13)
where angle brackets denote the ensemble average (i.e., the average over in-
finitely many realisations of the field, which is equivalent to taking the spatial
average in an infinite space). The dimensionless power spectrum of the field
(equivalently the variance of the field per logarithmic range of k) is given by
PδϕI (k) =
4πk3
(2π)3
PδϕI (k) . (10.14)
For weakly-coupled, light fields we can neglect interactions on wavelengths
below the Hubble scale, so that vacuum fluctuations correspond to [86]
PδϕI (k) =
1
2ka2
. (10.15)
This gives rise to the power spectrum of field fluctuations on the Hubble scale
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(k = H = aH) during inflation given by
PδϕI ≃
(
H
2π
)2
∗
, (10.16)
where we use a ∗ to denote quantities evaluated at Hubble-exit. If a field
has a mass comparable to the Hubble scale or larger then the vacuum fluc-
tuations on wavelengths greater than the effective Compton wavelength are
suppressed. In addition fluctuations in strongly interacting fields may develop
correlations before Hubble exit. But during slow-roll inflation the correlation
between vacuum fluctuations in weakly coupled, light fields at Hubble-exit is
suppressed by slow-roll parameters. This remains true under a local rotation
in fields space to another orthogonal basis such as the instantaneous inflaton
and entropy directions (9.18) and (9.19) in field space.
The curvature and isocurvature power spectra at Hubble-exit are given by
PR|∗ ≃ PS |∗ ≃
(
H2
2πσ˙
)2
∗
≃ 8
3
(
U
ǫM4Pl
)
∗
, (10.17)
while the cross-correlation is first-order in slow-roll [55,30],
CRS |∗ ≃ −2Cηrs PR|∗ , (10.18)
where C = 2− ln 2− γ ≈ 0.73 and γ is the Euler number. The normalisation
chosen for the dimensionless entropy perturbation in Eq. (10.9) ensures that
the curvature and isocurvature fluctuations have the same power at horizon
exit [175]. The spectral tilts at horizon-exit are also the same and are given
by
∆nR|∗ ≃ ∆nS |∗ ≃ −6ǫ+ 2ηrr . (10.19)
where ∆nX ≡ d lnPX/d ln k.
The tensor perturbations (8.64) are decoupled from scalar metric perturba-
tions at first-order and hence the power spectrum has the same form as in
single field inflation. Thus the power spectrum of gravitational waves on super-
Hubble scales during inflation is given by
PT|∗ ≃
16H2
πM2Pl
≃ 128
3
U∗
M4Pl
, (10.20)
and the spectral tilt is
∆nT|∗ ≃ −2ǫ . (10.21)
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10.2 Primordial power spectra
The resulting primordial power spectra on large scales can be obtained simply
by applying the general transfer matrix (10.11) to the initial scalar perturba-
tions. The scalar power spectra probed by astronomical observations are thus
given by [175]
PR= (1 + T 2RS)PR|∗ (10.22)
PS =T 2SSPR|∗ (10.23)
CRS =TRSTSSPR|∗ . (10.24)
Note that the primordial curvature and isocurvature perturbations from infla-
tion are in general correlated [76] (see also [28,168,4]). The cross-correlation
can be given in terms of a dimensionless correlation angle:
cosΘ ≡ CRS√PRPS
=
TRS√
1 + T 2RS
. (10.25)
We see that if we can determine the dimensionless correlation angle, Θ, from
observations, then this determines the off-diagonal term in the transfer matrix
TRS = cotΘ , (10.26)
and we can in effect measure the contribution of the entropy perturbation
during two-field inflation to the resultant curvature primordial perturbation.
In particular this allows us in principle to deduce from observations the power
spectrum of the curvature perturbation at Hubble-exit during two-field slow-
roll inflation [175]:
PR|∗ = PR sin2Θ . (10.27)
The scale-dependence of the resulting scalar power spectra depends both upon
the scale-dependence of the initial power spectra and of the transfer coeffi-
cients. The spectral tilts are given from Eqs. (10.22–10.24) by
∆nR=∆nR|∗ +H−1∗ (∂TRS/∂t∗) sin 2Θ ,
∆nS =∆nR|∗ + 2H−1∗ (∂ lnTSS/∂t∗) , (10.28)
∆nC =∆nR|∗ +H−1∗ [(∂TRS/∂t∗) tanΘ + (∂ lnTSS/∂t∗)] ,
where we have used Eq. (10.26) to eliminate TRS in favour of the observable
correlation angle Θ. Substituting Eq. (10.19) for the tilt at Hubble-exit, and
Eqs. (10.12) for the scale-dependence of the transfer functions, we obtain [175]
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∆nR≃−(6− 4 cos2Θ)ǫ
+2
(
ηrr sin
2Θ+ 2ηrs sinΘ cosΘ + ηss cos
2Θ
)
,
∆nS ≃−2ǫ+ 2ηss , (10.29)
∆nC ≃−2ǫ+ 2ηss + 2ηrs tanΘ .
Although the overall amplitude of the transfer functions are dependent upon
the evolution after Hubble-exit and through reheating into the radiation era,
the spectral tilts can be expressed solely in terms of the slow-roll parameters
at Hubble-exit during inflation and the correlation angle, Θ, which can in
principle be observed.
If the primordial curvature perturbation results solely from the adiabatic in-
flaton field fluctuations during inflation then we have TRS = 0 in Eq. (10.22)
and hence cosΘ = 0 in Eqs. (10.29), which yields the standard single field
result
∆nR ≃ −6ǫ+ 2ηrr . (10.30)
Any residual isocurvature perturbations must be uncorrelated with the adia-
batic curvature perturbation (at first-order in slow-roll) with spectral index
∆nS ≃ −2ǫ+ 2ηss . (10.31)
On the other hand, if the observed primordial curvature perturbation is pro-
duced due to some entropy field fluctuations during inflation, we have TRS ≫ 1
and sinΘ ≃ 0. In a two-field inflation model any residual primordial isocurva-
ture perturbations will then be completely correlated (or anti-correlated) with
the primordial curvature perturbation and we have
∆nR ≃ ∆nC ≃ ∆nS ≃ −2ǫ+ 2ηss . (10.32)
The gravitational wave power spectrum is frozen-in on large scales, indepen-
dent of the scalar perturbations, and hence
PT = PT|∗ . (10.33)
Thus we can derive a modified consistency relation [86] between observables
applicable in the case of two-field slow-roll inflation:
PT
PR ≃ −8∆nT sin
2Θ . (10.34)
This relation was first obtained in Ref. [10] at the end of two-field inflation,
and verified in Ref. [169] for slow-roll models. But it was realised in Ref. [175]
that this relation also applies to the primordial perturbation spectra in the
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radiation era long after two-field slow-roll inflation has ended and hence may
be tested observationally.
More generally, if there is any additional source of the scalar curvature per-
turbation, such as additional scalar fields during inflation, then this could give
an additional contribution to the primordial scalar curvature spectrum with-
out affecting the gravitational waves, and hence the more general result is the
inequality [158,146]:
PT
PR ≤ −8∆nT sin
2Θ . (10.35)
This leads to a fundamental difference when interpreting the observational
constraints on the amplitude of primordial tensor perturbations in multiple
inflation models. In single field inflation, observations directly constrain r =
[PT/PR]∗ and hence, from Eqs. (10.17) and (10.20), the slow-roll parameter ǫ.
However in multiple field inflation, non-adiabatic perturbations can enhance
the power of scalar perturbations after Hubble exit and hence observational
constraints on the amplitude of primordial tensor perturbations do not directly
constrain the slow-roll parameter ǫ.
Current CMB data alone require r < 0.55 (assuming power-law primordial
spectra) [74] which in single-field models is interpreted as requiring ǫ < 0.04.
But in multiple field models ǫ could be larger if the primordial density per-
turbation comes from non-adiabatic perturbations during inflation.
11 Non-linear evolution and non-Gaussianity
A powerful technique to calculate the primordial curvature perturbation re-
sulting from many inflation models, including multi-field models, is to note
that the curvature perturbation ζ defined in Eq. (7.61) can be interpreted as
a perturbation in the local expansion [156,157,146,98]
ζ = δN , (11.1)
where δN is the perturbed expansion to uniform-density hypersurfaces with
respect to spatially flat hypersurfaces, which is given to first-order by
ζ = −Hδρflat
ρ˙
, (11.2)
where δρflat must be evaluated on spatially flat (ψ = 0) hypersurfaces (see
Sections 3.2 and 7.6).
An important simplification arises on large scales where anisotropy and spa-
tial gradients can be neglected, and the local density, expansion, etc., obeys the
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same evolution equations as in a homogeneous FRW universe [144,146,147,176,96,136,98].
Thus we can use the homogeneous FRW solutions to describe the local evolu-
tion, which is known as the “separate universe” approach [144,146,147,176,136].
In particular we can evaluate the perturbed expansion in different parts of the
universe resulting from different initial values for the fields during inflation
using the homogeneous background solutions [146].
In the slow-roll approximation the integrated expansion on super-Hubble scales
from some initial spatially flat hypersurface up to a subsequent fixed density
hypersurface (say at the epoch of primordial nucleosynthesis) is some function
of the local field values on the initial hypersurface, N(ϕI |ψ). More generally
we expect this to hold whenever we can neglect the decaying mode for the field
perturbations on super-Hubble scales. The resulting primordial curvature per-
turbation on the uniform-density hypersurface is then
ζ =
∑
I
NIδϕIflat , (11.3)
where NI ≡ ∂N/∂ϕI and δϕIflat is the field perturbation on some initial
spatially-flat hypersurfaces during inflation (8.58). In particular the power
spectrum for the primordial density perturbation in a multi-field inflation can
be written (at leading order) in terms of the field perturbations after Hubble-
exit as
Pζ =
∑
I
N2IPδϕIflat . (11.4)
This approach is readily extended to estimate the non-linear effect of field per-
turbations on the metric perturbations [147,96,94,98]. We can take Eq. (11.1)
as our definition of the non-linear primordial curvature perturbation, ζ , so
that in the radiation dominated era the non-linear extension of Eq. (11.2) is
given by [98]
ζ =
1
4
ln
(
ρflat
ρ0
)
, (11.5)
where ρflat(t,x) is the perturbed (inhomogeneous) density evaluated on a spa-
tially flat hypersurface and ρ0(t) is the background (homogeneous) density. See
Refs. [136,138,139,78–80] for alternative approaches to define the non-linear
extension of ζ .
This non-linear curvature perturbation as a function of the initial field fluctu-
ations can simply be expanded as a Taylor expansion [94,150,31,151]
ζ ≃∑
I
NIδϕIflat+
1
2
∑
I,J
NIJδϕIflatδϕJflat+
1
6
∑
I,J,K
NIJKδϕIflatδϕJflatδϕKflat+. . . .
(11.6)
where we now identify (11.3) as the leading-order term.
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We expect the field perturbations at Hubble-exit to be close to Gaussian for
weakly coupled scalar fields during inflation [103,149,137,150,152]. In this case
the bispectrum of the primordial curvature perturbation at leading (fourth)
order, can be written as [49,73]
Bζ(k1,k2,k3)=
6
5
fNL [Pζ(k1)Pζ(k2) + Pζ(k2)Pζ(k3) + Pζ(k3)Pζ(k1)] .(11.7)
where Pζ(k) = 2π
2Pζ(k)/k3, and the dimensionless non-linearity parameter is
given, using the δN -formalism, by 5 [94]
fNL =
5
6
NANBN
AB
(NCNC)
2 . (11.8)
Similarly to the bispectrum, the connected part of the trispectrum in this case
can be written as [151,31]
Tζ(k1,k2,k3,k4)= τNL [Pζ(|k1 + k3|)Pζ(k3)Pζ(k4) + (11 perms)]
+
54
25
gNL [Pζ(k2)Pζ(k3)Pζ(k4) + (3 perms)] . (11.9)
where
τNL=
NABN
ACNBNC
(NDND)3
, (11.10)
gNL=
25
54
NABCN
ANBNC
(NDND)3
. (11.11)
The expression for τNL was first given in [2]. Note that we have factored out
products in the trispectrum with different k dependence in order to define
the two k independent non-linearity parameters τNL and gNL. This gives the
possibility that observations may be able to distinguish between the two pa-
rameters [130].
In many cases there is single direction in field-space, χ, which is responsible
for perturbing the local expansion, N(χ), and hence generating the primordial
curvature perturbation (11.6). For example this would be the inflaton field
in single field models of inflation, or it could be a late-decaying scalar field
[116,89,48] as in the curvaton scenario [95,118]. In this case the curvature
5 Note, that the factor “5/6” in Eq. (11.8) is a historical convention, due to the
original definition [73] which was given in terms of the Newtonian potential, which
on large scales in the matter era is given by Φ = −(3/5)ζ.
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perturbation (11.6) is given by
ζ ≃ N ′δχflat + 1
2
N ′′δχ2flat +
1
6
N ′′′δχ3flat + . . . , (11.12)
and the non-Gaussianity of the primordial perturbation has the simplest “lo-
cal” form
ζ = ζ1 +
3
5
fNLζ
2
1 +
9
25
gNLζ
3
1 + . . . (11.13)
where ζ1 = N
′δχflat is the leading-order Gaussian curvature perturbation and
the non-linearity parameters fNL and gNL, are given by [94,148]
fNL=
5
6
N ′′
(N ′)2
, (11.14)
gNL=
25
54
N ′′′
(N ′)3
, (11.15)
The primordial bispectrum and trispectrum are then given by Eqs. (11.7)
and (11.9), where the non-linearity parameters fNL and gNL, given in Eqs. (11.8)
and (11.11), reduce to Eqs. (11.14) and (11.15) respectively, and τNL given in
Eq.(11.10) reduces to
τNL=
(N ′′)2
(N ′)4
=
36
25
f 2NL . (11.16)
Thus τNL is proportional to f
2
NL (first shown in [130] using the Bardeen poten-
tial, and in [94] using this notation). However the trispectrum could be large
even when the bispectrum is small because of the gNL term [130,148].
In the case of where the primordial curvature perturbation is generated solely
by adiabatic fluctuations in the inflaton field, r, the curvature perturbation is
non-linearly conserved on large scales [96,98,79] and we can calculate N ′, N ′′,
N ′′′, etc, at Hubble-exit. In terms of the slow-roll parameters, we find
N ′ =
H
ϕ˙
≃ 1√
2
1
mPl
1√
ǫ
∼ O
(
ǫ−1/2
)
, (11.17)
N ′′≃−1
2
1
m2Pl
1
ǫ
(ηrr − 2ǫ) ∼ O (1) , (11.18)
N ′′′≃ 1√
2
1
m3Pl
1
ǫ
√
ǫ
(
ǫηrr − η2rr +
1
2
ξ2r
)
∼ O(ǫ1/2) , (11.19)
where we have used the reduced Planck mass m2Pl = (8πG)
−1 and introduced
the second-order slow-roll parameter ξ2σ = m
4
PlUrUrrr/U
2. Hence the non-
linearity parameters for single field inflation, (11.14) and (11.15), are given
by
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fNL=
5
6
(ηrr − 2ǫ) , (11.20)
gNL=
25
54
(
2ǫηrr − 2η2rr + ξ2r
)
. (11.21)
with τNL given by Eq. (11.16). Although there are additional contributions to
the primordial bispectrum and trispectrum coming from the intrinsic non-
Gaussianity of the field perturbations at Hubble-exit, these are also sup-
pressed by slow-roll parameters in slow-roll inflation. Thus the primordial
non-Gaussianity is likely to be too small to ever be observed in the conven-
tional inflaton scenario of single-field slow-roll inflation [1,103]. Indeed any
detection of primordial non-Gaussianity fNL > 1 would appear to rule out
this inflaton scenario.
However significant non-Gaussianity can be generated due to non-adiabatic
field fluctuations. Thus far it has proved difficult to generate detectable non-
Gaussianity in the curvature perturbation during conventional slow-roll in-
flation, even in multiple field models [140,171], though see Refs. [32,38]. But
detectable non-Gaussianity might be produced in non-slow-roll [36] or non-
canonical scalar field inflation [3,81], or when the curvature perturbation is
generated from isocurvature field perturbations at the end of inflation [20,93],
during inhomogeneous reheating [44,69,178,45,72,29], or some time after in-
flation has ended in the curvaton model [95,99,11,107,148].
12 Summary and outlook
Linear perturbations have become part of the standard toolbox of modern cos-
mology. Earlier confusion surrounding apparently different behaviour found in
different coordinate bases has largely been resolved through the use of vari-
ables which have gauge-invariant definitions. In Section 7 we have emphasised
the physical interpretation of these gauge-invariant variables.
The power spectrum of primordial perturbations revealed by the cosmic mi-
crowave background and large scale galaxy surveys is a powerful probe of
inflationary models of the very early universe, and a challenge for alternative
theories. Linear theory enables us to relate the primordial spectra to quantum
fluctuations in the metric and matter fields at much higher energies. In the
simplest single field inflation models, it is possible to equate the primordial
density perturbation with the curvature perturbation, ζ defined in Eq. (7.61),
during inflation which remains constant on large scales for adiabatic density
perturbations. More generally, if one allows for non-adiabatic perturbations
then it becomes necessary to allow for variation in the curvature perturbation,
even on super-Hubble scales. Nonetheless it is still possible in many cases to
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identify the primordial density perturbation with a perturbed expansion in
the δN approach described in Section 11 where the integrated expansion, N ,
is a function of the local field values on spatially flat slices during inflation.
As one goes beyond the textbook examples, it becomes necessary to have a
clear physical definition of the perturbation variables to consistently extend
the background FRW equations to the inhomogeneous perturbations.
The new frontier in the study of cosmological perturbations is the study of
non-linear primordial perturbations, at second-order and beyond. Many of
the familiar certainties of linear perturbation theory no longer apply. We have
shown in Section 6 that quantities that were automatically gauge-independent
at first order (including the non-adiabatic pressure perturbation, anisotropic
stress, and the tensor metric perturbation) become gauge dependent at second
order. We have shown in Section 7 that it is possible to use the same method-
ology to construct gauge-invariant variables at second (and higher) order. A
variable with an unambiguous physical meaning will have a gauge invariant
definition. The resulting gauge invariant definitions inevitably become more
complicated than those at first order and we have only presented explicit def-
initions at second order for a few cases. Likewise we have not attempted to
present the second order dynamical equations in a comprehensive manner as
was done at first order in Section 8. Our aim has been to provide an introduc-
tion to some of the issues that arise at higher order. Early works on non-linear
and second order perturbation theory include Refs. [166,131], more recently
see also Refs. [134,167,129,125–127].
Non-linearities allow additional information to be gleaned from the primordial
perturbations. Much effort is currently being devoted to the study of higher-
order correlations. Non-Gaussianity in the distribution of primordial density
perturbations would reveal interactions beyond the linear theory. Such in-
teractions are minimal (suppressed by slow-roll parameters) in the simplest
single field inflation model, so any detection of primordial non-Gaussianity
would cause a major upheaval in our thinking about the very early universe.
In principle the δN approach can be easily extended to higher-orders, simply
by extending the Taylor series for the integrated expansion as a function of the
field perturbations beyond linear order. This enables one to compute higher-
order correlation functions for ζ as shown in Section 11. The challenge is then
to develop transfer functions to relate the primordial ζ to observables be-
yond linear order [15,12–14], although large primordial non-Gaussianity (e.g.,
fNL ≫ 1) is expected to dominate over non-linearity in the transfer functions.
The Klein-Gordon equation in closed form at second order shows that at sec-
ond order scalar perturbations will also be sourced by terms quadratic in first
order field perturbations [106,112]. This and second order perturbation theory
in general, provides an alternative to using the δN formalism in calculating
the primordial non-gaussianity fNL [153]. The main advantage of perturbation
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theory is that it can also be extended to sub-horizon scales, whereas the δN
formalism is only valid on super-horizon scales, and in some cases it has been
shown to be numerically more efficient [107].
Typically non-linear effects are going to be small, given that scalar metric
perturbations are only of order 10−5. Primordial tensor modes are smaller,
and vector modes are effectively zero during scalar field driven inflation. But
the additional information available from higher-order correlations and the
use of optimised filters for specific forms of non-Gaussianity means that there
are already impressive constraints on the degree of primordial Gaussianity.
Qualitatively new effects appear beyond linear order. The non-linearity of the
field equations inevitably leads to mixing between scalar, vector and tensor
modes and the existence of primordial density perturbations then inevitably
generates vector and tensor modes [117,126,5,18,90]. As shown in Section 6, if
we continue studies of scalar perturbations to higher order then the distinction
between the different types of perturbations becomes gauge dependent and
consistent computation will require careful (gauge invariant) definition of the
variables being used.
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A Definitions and notation
A.1 Notation
The sign convention is (+++) in the classification of Misner, Thorne, and
Wheeler [115].
Tensor indices:
Greek indices, such as α, β, . . . , µ, ν, . . . , run from 0 to 3. Latin indices, such
as a, b, . . . , i, j, . . . , run from 1 to 3, that is only over spatial dimensions.
Spatial three-vectors are written in boldface, i.e. v ≡ vi, whenever convenient.
Throughout this work we use the units c = ~ = 1.
A.2 Definitions
The connection coefficient is defined as
Γγβµ =
1
2
gαγ (gαβ,µ + gαµ,β − gβµ,α) . (A.1)
The Riemann tensor is defined as
Rαβµν = Γ
α
βν,µ − Γαβµ,ν + ΓαλµΓλβν − ΓαλνΓλβµ . (A.2)
The Ricci tensor is a contraction of the Riemann tensor and given by
Rµν = R
α
µαν , (A.3)
and the Ricci scalar is given by contracting the Ricci tensor
R = Rµµ . (A.4)
The Einstein tensor is defined as
Gµν = Rµν − 1
2
gµνR . (A.5)
The covariant derivatives are denoted by
;µ≡ ∇µ Covariant differentiation with respect to gµν .
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Partial derivatives are denoted by
X,i ≡ ∂X
∂xi
. (A.6)
Symmetrisation and anti-symmetrisation are, as usual, defined as
V(i,j) ≡ 1
2
(Vi,j + Vj,i) , V[i,j] ≡ 1
2
(Vi,j − Vj,i) . (A.7)
A.3 Lie derivatives
The Lie derivatives with respect to a vector field ξµ of a scalar ϕ, a covariant
vector vµ, and a covariant tensor tµν are given by (see e.g. Ref. [160])
£ξϕ= ξ
λϕ,λ , (A.8)
£ξvµ= vµ,αξ
α + vαξ
α
, µ , (A.9)
£ξtµν = tµν,λξ
λ + tµλξ
λ
, ν + tλνξ
λ
, µ . (A.10)
A.4 Covariant derivatives
The covariant derivatives of a scalar ϕ, a covariant vector Vµ, and a covariant
tensor tµν are given by (e.g. [160])
ϕ;µ=ϕ,µ ,
Vµ;ν = Vµ,ν − ΓαµνVα ,
tµν;λ= tµν,λ − Γαµλtαν − Γβνλtβµ . (A.11)
B Components of connection coefficients and tensors
In the following no gauge is specified, and we leave quantities undecomposed
whenever convenient (the decomposition rules are given in Eqs. (2.4), (2.11),
and (2.12)).
B.1 Connection coefficients
The connection coefficients up to and including second order are
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Γ000=
a′
a
+ φ′1 +
1
2
φ′2 − 2φ1φ′1 +
a′
a
B1kB
1k +Bk1B
′
1k +B
k
1φ1,k , (B.1)
Γ00i=φ1,i +
1
2
φ2,i +
a′
a
(
B1i +
1
2
B2i
)
− 2φ1φ1,i − 2a
′
a
φ1B1i +B
k
1C
′
1ki
+
1
2
Bk1 (B1k,i − B1i,k) , (B.2)
Γi00=
a′
a
(
B i1 +
1
2
B i2
)
+
(
B i′1 +
1
2
B i′2
)
+ φ i1, +
1
2
φ i2, − φ′1B i1
−2a
′
a
Cik1 B1k − 2Cik1 B′1k − 2Cik1 φ1,k , (B.3)
Γij0=
a′
a
δij + C
i
1 j
′
+
1
2
Ci2j
′
+
1
2
(
B i1 ,j − B i1j,
)
+
1
4
(
B i2 ,j −B i2j,
)
−2Cik1 C ′1jk − B i1
(
a′
a
B1j + φ1,j
)
+ Cik1 (B1j,k − B1k,j) , (B.4)
Γ0ij =
[
a′
a
− 2a
′
a
(
φ1 +
1
2
φ2
)]
δij + C
′
1ij +
1
2
C ′2ij + 2
a′
a
Cij +
a′
a
C2ij
−1
2
(B1j,i +B1i,j)− 1
4
(B2j,i +B2i,j) +B
k
1 (C1jk,i + C1ik,j − C1ij,k)
+φ1
[
B1j,i +B1i,j − 4a
′
a
C1ij − 2C ′1ij
]
+ δij
a′
a
[
4φ21 − B k1 B1k
]
, (B.5)
Γijk=C
i
1k,j + C
i
1j,k − C i1jk, +
1
2
(
C i2k,j + C
i
2j,k − C i2jk,
)
− a
′
a
δkj
(
B i1 +
1
2
B i2
)
+
1
2
B i1 (B1k,j +B1j,k) +B
i
1
[
2
a′
a
φ1δkj − C ′1jk − 2
a′
a
C1jk
]
+ 2
a′
a
δkjB1lC
li
1
−2Cil1 (C1kl,j + C1jl,k − C1jk,l) , (B.6)
including scalar, vector, and tensor perturbations.
B.2 Energy-momentum tensor for N scalar fields
The energy-momentum tensor for N scalar fields with potential U(ϕI) is then
split into background, first, and second order perturbations, using Eq. (2.1),
as
T µν ≡ T µ(0)ν + δT µ(1)ν +
1
2
δT µ(2)ν , (B.7)
and we get for the components, from Eq. (5.10), at zeroth order
T 0(0)0 =−
(∑
K
1
2a2
ϕ′0K
2
+ U0
)
, T i(0)j =
(
1
2a2
∑
K
ϕ′0K
2 − U0
)
δij ,(B.8)
at first order
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δT 0(1)0=−
1
a2
∑
K
(
ϕ′0Kδϕ1K
′ − ϕ′0K2φ1
)
− δU1 ,
δT 0(1)i=−
1
a2
∑
K
(
ϕ′0Kδϕ1K,i
)
, (B.9)
δT i(1)j =
1
a2
[∑
K
(
ϕ′0Kδϕ1K
′ − ϕ′0K2φ1
)
− a2δU1
]
δij ,
and at second order in the perturbations
δT 0(2)0=−
1
a2
∑
K
[
ϕ′0Kδϕ2K
′ − 4ϕ′0Kφ1δϕ1K ′ − ϕ′0K2φ2 + 4ϕ′0K2φ12 + δϕ1K ′2 + a2δU2
+δϕ1K,lδϕ
l
1K, − ϕ′0K2B1kB k1
]
,
δT 0(2)i=−
1
a2
∑
K
(
ϕ′0Kδϕ2K,i − 4φ1ϕ′0Kδϕ1K,i + 2δϕ1K ′δϕ1K,i
)
, (B.10)
δT i(2)j =
1
a2
∑
K
[
ϕ′0Kδϕ2K
′ − 4ϕ′0Kφ1δϕ1K ′ − ϕ′0K2φ2 + 4ϕ′0K2φ12 + δϕ1K ′2 − δϕ1K,lδϕ l1K,
−ϕ′0K2B1kB k1 − 2ϕ′0Kδϕ1K,lB l1 − a2δU2
]
δij
+
2
a2
(
ϕ′0KB
i
1 + δϕ1K
i
,
)
δϕ1K,j .
B.3 Energy-momentum tensor for fluid
We get for the components of the stress energy tensor, indices down, in the
background
T00 = −a2ρ0 , T0i = 0 , Tij = a2P0 , (B.11)
at first order,
(1)δT00= a
2 (δρ1 + 2ρ0φ1) , (B.12)
(1)δT0i= a
2 [− (ρ0 + P0) v1i + ρ0B1i] , (B.13)
(1)δTij = a
2 [δP1δij + 2P0C1ij + π1ij ] , (B.14)
and at second order
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(2)δT00= a
2
[
δρ2 + 2ρ0φ2 + 4φ1δρ1 + 2 (ρ0 + P0) v1kv
k
1
]
, (B.15)
(2)δT0i=−a2
[
(ρ0 + P0)
(
v2i + 2φ1v1i + 4C1ikv
k
1
)
+ ρ0B2i + 2δρ1B1i
+2v1i (δρ1 + δP1) + 4π1ikv
k
1
]
, (B.16)
(2)δTij = a
2
[
δP2 δij + 2P0C2ij + 4δP1C1ij + (ρ0 + P0) (v1i +B1i) (v1j +B1j)
+π2ij
]
. (B.17)
C Geometry of spatial hypersurfaces
C.1 Components at first and second order of shear, expansion, and acceler-
ation
The calculation of the shear, defined above in Eq. (3.9), simplifies in case of
the unit normal vector field nµ, that is for ni ≡ 0,
σij = −n0Γ0ij −
1
3
θ gij , (C.1)
which gives (including vectors and tensors) at first order
δ(1)σ00=0 , δ
(1)σ0i = 0 , (C.2)
δ(1)σij = a
[
C ′1ij − B1(i,j) −
1
3
δij
(
C ′ k1k −B k1k,
) ]
, (C.3)
and at second order
δ(2)σ00=0 , (C.4)
δ(2)σ0i=2a
[
Bk1
(
C ′1ik − B1(1,k)
)
− 1
3
B1i
(
C ′ k1k −B k1k,
) ]
, (C.5)
δ(2)σij = a
[
C ′2ij − B2(i,j) + 2Bk1 (C1ki,j + C1kj,i − C1ij,k) + 2φ1
(
B1(i,j) − C ′1ij
)
−4
3
C1ij
(
C ′ k1k −B k1k,
)
+
1
3
δij
{
− C ′ k2k +B k2k, + 2φ1
(
C ′ k1k −B k1k,
)
+4Ckl1 (C
′
1kl − B1k,l)− 2Bl1
(
2C k1lk, − C k1 k,l
) }]
. (C.6)
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The expansion is given from Eq. (3.8) in the background as
θ0 =
3a′
a2
, (C.7)
at first order
δθ1 =
1
a
[
−3a
′
a
φ1 + C
k
1k
′ − B k1k,
]
, (C.8)
and at second order
δθ2 =
1
a
 −3a′
a
(
φ2 − 3φ12
)
+
(
C k2k
′ − B k2k,
)
+ 2φ1
(
B k1k, − C k1k
′
)
−3a
′
a
B1kB
k
1 − 4Ckl1 C ′1kl + 4Ckl1 B1l,k + 4Bl1C k1lk, − 2Bk1C l1 l,k
 .
(C.9)
The acceleration is given from Eq. (3.11) at first order as
a(1)0 = 0 , a(1)i = φ1,i , (C.10)
and at second order as
a(2)0 =2B
k
1φ1,k , a(2)i =
[
φ2,i +
(
B1kB
k
1 − 2φ12
)
,i
]
. (C.11)
C.2 Curvature of spatial three-hypersurfaces
The intrinsic curvature of spatial three-hypersurfaces is given at first and
second order, respectively, by
δ(3)R1=
4
a2
∇2ψ1 , (C.12)
δ(3)R2=
1
a2
[
4∇2ψ2 − 4C m1km, Ckn1 ,n + 3C k1mn,Cmn1 ,k − Ck1 k,nCm n1 m,
+4Cmn1
(
C k1mn, k + C
k
1 k,mn − C k1mk,n − C k1kn,m
)
+2
(
Ck1 k,jC
jn
1 ,n + C
j
1jk,C
m k
1 m, − Ck1 n,mCmn1 ,k
)
, (C.13)
where we used
2
(
Cmn,mn − Cm km, k
)
= 4∇2ψ . (C.14)
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D Governing equations
It is often convenient to have all relevant equations available “at a single
glance”. We therefore reproduce all governing equations given in previous sec-
tions in this appendix together. No gauge is specified, i.e. without choosing
a particular hypersurface or gauge restrictions, and we leave quantities unde-
composed whenever possible (the decomposition rules are given in Eqs. (2.4),
(2.11), and (2.12)).
D.1 Background
Energy conservation for the α-fluid in the background is given from Eq. (4.21)
as
ρ′0α = −3H (ρ0α + P0α) + aQ0α , (D.1)
and the total energy conservation is then given by summing over the individual
fluids and using Eq. (4.22) as
ρ′0 = −3H (ρ0 + P0) . (D.2)
The Friedmann constraint is given from the 0− 0 component Eq. (8.1) as
H2 =
8πG
3
ρ0 H2 = 8πG
3
a2ρ0 . (D.3)
The trace gives
a′2
a2
− 2a
′′
a
= 8πGa2P0 . (D.4)
D.2 First order
In this subsection we give the governing equations on large scales in the gen-
eral case without any gauge restrictions, i.e. without choosing a particular
hypersurface.
D.2.1 Field equations
The 0− 0 Einstein equation is given from Eq. (8.1) as
3H (Hφ1 + ψ′1)−∇2 (ψ1 +Hσ1) = −4πGa2δρ1 . (D.5)
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The 0− i Einstein equation is
Hφ1 + ψ′1 = −4πGa2 (ρ0 + P0) (v1 +B1) , (D.6)
the off-trace is
σ′1 + 2Hσ1 + ψ1 − φ1 = 8πGa2Π , (D.7)
and the trace is
ψ′′1 + 2Hψ′1 +Hφ′1 +
(
2
a′′
a
− a
′2
a2
)
φ1 = 4πGa
2
(
δP1 +
2
3
∇2Π
)
. (D.8)
D.2.2 Energy-momentum conservation
Energy and momentum conservation of the α-fluid is given from Eq. (4.21) at
first order as
δρ′α+3H(δρα+δPα)−3 (ρα + Pα)ψ′+a−1(ρα+Pα)∇2 (Vα + σ) = aQαφ+aδQα ,
(D.9)
The momentum conservation equation of the α-fluid is
V ′α+
[
aQα
ρα + Pα
(1 + c2α)− 3Hc2α
]
Vα+aφ+
a
ρα + Pα
[
δPα +
2
3
∇2Πα −QαV − fα
]
= 0 .
(D.10)
Total energy and momentum conservation follows from the above, by summing
over all individual fluids and using Eqs. (4.22), and is given by
δρ′1 + 3H (δρ1 + δP1)+ (ρ0 + P0)
[
∇2 (σ1 + v1 +B1)− 3ψ′1
]
= 0 , (D.11)
[(ρ0 + P0) (v1 +B1)]
′+ (ρ0 + P0) [4H (v1 +B1) + φ1] + δP1 + 2
3
∇2Π = 0 .
(D.12)
D.3 Second order
D.3.1 Energy-momentum conservation
In the multi-fluid case, energy conservation of the α-fluid is given from Eq. (4.21)
at second order as
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δρ′2α + 3H (δρ2α + δP2α) + (ρ0α + P0α)
(
−3ψ′2 +∇2E ′2 +∇2v2α
)
+2 (δρ1α + δP1α)
(
−3ψ′1 +∇2E ′1 +∇2v1α
)
+2 (δρ1α + δP1α),k v
k
1α + 2 (ρ
′
0α + P
′
0α) v
k
1α
(
v1(α)k +B1k
)
+2 (ρ0α + P0α)
[(
v′1(α)k +B
′
1k
) (
2v1(α)k +B1k
)
+ 4Hvk1(α)
(
v1(α)k +B1k
)]
−4 (ρ0α + P0α)C ′1ijCij1 + 2 (ρ0α + P0α)
(
2vk1αφ1,k + φ1∇2v1α
)
+2π1(α)ij
(
C ′ij1 − 2HCij1
)
+ 2πkl1(α)v1(α)k,l + 2v
k
1απ
l
1(α)kl,
+2 (ρ0α + P0α)
(
−3ψ1,l +∇2E1,l
)
vl1α
= a
{
δQ2α + 2φ1δQ1α +Q0α
(
φ2 − φ12 + v1kvk1
)
+
4
a
f1(α)kv
k
1
}
. (D.13)
For a single fluid we find by summing over the individual fluids and using
Eq. (4.22)
δρ′2 + 3H (δρ2 + δP2) + (ρ0 + P0)
(
−3ψ′2 +∇2E ′2 +∇2v2
)
+2 (δρ1 + δP1)
(
−3ψ′1 +∇2E ′1 +∇2v1
)
+ 2 (δρ1 + δP1),k v
k
1 + 2 (ρ
′
0 + P
′
0) v
k
1 (v1k +B1k)
+2 (ρ0 + P0)
[
(v′1k +B
′
1k) (2v1k +B1k) + 4Hvk1 (v1k +B1k)
]
− 4 (ρ0 + P0)C ′1ijCij1
+2 (ρ0 + P0)
(
2vk1φ1,k + φ1∇2v1
)
+ 2π1ij
(
C ′ij1 − 2HCij1
)
+ 2πkl1 v1k,l + 2v
k
1π
l
1kl,
+2 (ρ0 + P0)
(
−3ψ1,l +∇2E1,l
)
vl1 = 0 . (D.14)
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List of Symbols
a Scale factor
aµ Acceleration
cs Adiabatic sound speed
cα Adiabatic sound speed of the α component
f(J) Momentum transfer perturbation of Jth component
gµν Metric tensor
hij Tensor metric perturbation
Pµν Projection tensor, Pµν ≡ gµν + nµnν
ki Comoving wave-vector
k Comoving wavenumber k2 ≡ kiki
MPl Planck mass = G
−1
mPl Reduced Planck mass = (8πG)
−1
nµ Unit time-like vector field
ns Spectral index of curvature perturbations
∆nX Scale dependence of perturbation spectrum of a quantity X
qµ momentum current density (in rest frame)
qi Wave vector
ds Infinitesimal line element
t Coordinate time
uµ 4-velocity
v Scalar velocity perturbation
vα Scalar velocity perturbation of α-component
v¯J Rescaled perturbation in Jth orthogonal field, aδσ¯J
vi Vector velocity perturbation
xi Spatial coordinate
83
B Shift (scalar metric perturbation)
E Scalar spatial metric perturbation
Fi Vector spatial metric perturbation
G Newton’s constant
Gµν Einstein tensor
H Hubble parameter, H ≡ a˙
a
H(1)ν Hankel function of the first kind of degree ν
Kµν Extrinsic curvature
L Lagrangian
L Lagrangian density
N Number of e-folds (integrated expansion)
Pµν Projection tensor, Pµν ≡ gµν + nµnν
P Pressure
Pα Pressure of the α-component
Q(J) Energy transfer parameter of the Jth component
Qµ(J) Energy momentum four vector of the Jth component
PX Power spectrum of a quantity X
R Ricci scalar
Rµν Ricci tensor
(3)R Intrinsic spatial curvature of three-hypersurface
R Curvature perturbation in comoving gauge
S Action
Si Vector metric perturbation
SIJ Entropy perturbation
Tµν Energy momentum tensor
U(ϕ) Potential of scalar field
84
α Arbitrary scalar function (temporal gauge function)
β Arbitrary scalar function (spatial gauge function)
δµν Kronecker delta
η Conformal time, adη ≡ dt
ζ Curvature perturbation on uniform density hypersurface
γi Arbitrary divergence-free vector function (spatial gauge function)
γik Metric tensor on spatial 3-hypersurface
κ Curvature of background spacetime
λ comoving wave length k = 2π
k
λphys physical wave length λphys = aλ
ωµν Vorticity tensor
πi Anisotropic stress vector
πµν Anisotropic stress tensor
tensorπij Tensorial anisotropic stress tensor
ϕ Scalar field
ϕI one of multiple scalar fields
φ Lapse function (scalar metric perturbation)
ψ Curvature perturbation (scalar metric perturbation)
ρ Energy density
ρα Energy density of α-component
σ Shear scalar
σµν Shear tensor
τ proper time, dτ 2 = ds2
θ Expansion
ξ¯i Arbitrary vector valued function
Γ(x) Gamma function
Π Scalar anisotropic stress tensor
Φ Bardeen potential (lapse function in longitudinal gauge)
Ψ Bardeen potential (curvature perturbation in longitudinal gauge)
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Dimensions
It can be useful as a quick check of the validity of an equation or expression,
particularly for the large expressions at second order, to check that all terms
have the correct dimensions.
Quantity Dimension
[a] 1
[ϕ] T−1
[H ] T−1
[U ] T−4
[ϕ˙] T−2
[G] T 2
[η] T
[xi] T
[ξµ] T
[φ] 1
[ψ] 1
[B] T
[E] T 2
[Cij] 1
[R] 1
[ζ ] 1
[ρ] T−4
Note, in geometric units T ≡ L.
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