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A continuous age-structured population model with two population groups,
juveniles and adults, and with a dynamics for the resource, is considered. The only
density dependence is through a uniform increase of the death rates. A complete
description of the asymptotic behavior of the population dynamics system is
Žobtained showing under natural hypotheses the existence of a nontrivial ``ecologi-
.cal'' equilibrium which attracts any initial nonzero population with nonzero initial
amount of resources. Assuming that the offspring production rate is an increasing
function of the maturation age, the evolutionarily stable value of this variable is
briefly discussed. Q 1999 Academic Press
Key Words: age-structured population dynamics; asymptotic behavior; evolution-
arily stable strategies.
1. INTRODUCTION
Some mathematical models in ecology have the form
x9 s A l , r xŽ .
1Ž .
r 9 s F l , r , xŽ .
where 9 stands for the derivative with respect to time and x stands for the
Ž .population density or population vector of a predator or consumer
species feeding on a resource or a collection of resources whose amount is
given by the vector r. Often x takes values in an infinite dimensional space
X ; this is so when x represents the density of a population structured by a
continuous variable as age or size whereas one assumes that r is a
n-dimensional vector, each component being the total quantity of a given
resource.
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Ž .A l, r is a linear operator which is assumed to generate a positive
Ž .semigroup and to have a ``dominant'' simple real eigenvalue l l, r in the
Ž .sense that any other spectral value of A l, r has a real part less than some
Ž . Ž .number v - l l, r . The number l l, r is sometimes called the population
Ž .growth rate or the Malthusian parameter. Typically, l l, r is an increasing
function of each component of r. Moreover we assume that the corre-
Ž . Ž .sponding eigenvector w l, r is the only non-negative eigenvector of A l, r .
The real parameter l characterizes the individuals of the population and
summarizes the relevant features under study from an evolutionary point
of view. In general it is what is sometimes called an evolutionary continu-
Ž .ous variable, say, for instance, a physical measure body size or a physio-
Ž .logical feature or a life-history strategy like maturation age , genetically
Ž w x.fixed and submitted to evolution by mutation and selection see 10 .
On the other hand, the value of r, which for a given l determines the
Ž .population growth rate, is often called the environment observed felt by
the predator population.
We are mainly interested in nonzero predator population steady states.
Ž .Biological meaning non-negativity of densities obviously imposes that
these steady states are scalar multiples of the non-negative eigenvector
Ž .corresponding to 0 eigenvalue of A l, r . So the equilibrium equations
Ž .reduce to the n q 1 -dimensional system
l l , r s 0,Ž .
2Ž .
F l , r , cw l , r s 0,Ž .Ž .
Ž . Ž . Ž .for the n q 1 unknowns c l , r l , . . . , r l .1 n
Ž .A special case of system 1 which we will consider in the following is
obtained assuming that environmental conditions modify the growth rate
of the predator population in a uniform way. A mathematical formulation
of this hypothesis consists in taking the following special form of the
Ž .operator A l, r :
A l , r s A l y m r I , 3Ž . Ž . Ž . Ž .
Ž .where m r is a positive function and I is the identity operator. Then we
Ž . Ž . Ž . Ž .have for the population growth rate, l l, r s l l y m r where l l is
Ž . Ž .the dominant eigenvalue of A l and 2 reduces to
l l ym r s 0,Ž . Ž .
4Ž .
F l , r , cw l s 0.Ž .Ž .
Ž .On the other hand, the assumption 3 has another important advantage
Ž .related with the dynamics of problem 1 ; namely, it provides the solu-
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Ž . Ž Ž . Ž . .tion of the initial value problem for 1 x 0 s x , r 0 s r in the0 0
Ä ÄŽ Ž . Ž . Ž .. Ž .form c t S t x , r t where S t is the linear semigroup generated0
ÄŽ . Ž . Ž . Ž Ž . Ž ..by the operator A l s A l y l l I whereas c t , r t is the solution
Ž wof the following ordinary differential equations problem cf. 8, Part A,
x.Chap. IV. 5.2 :
c 9 s l l y m r c , c 0 s 1,Ž . Ž . Ž .Ž .
5Ž .
Är 9 s F l , r , c S t x , r 0 s r .Ž . Ž .Ž .0 0
ÄŽ . Ž .Moreover, the hypotheses on A l imply that 5 is an asymptotically
Ž .autonomous system and so, the asymptotic behavior of the solutions of 1
can be easily studied at least when r is one dimensional.
Let us now take up an example which was already considered by Mylius
w x Ž .and Diekmann in 10 , where x t is a population divided into two groups:
the juveniles, with a population structured by age, and the adults. The
evolutionary variable in this example is the maturation age which we call l
w .and we assume to take values in 0, ‘ . The juveniles have a death rate
Ž .m r , which is assumed to decrease with r, and adults have a fertility
Ž .modulus b l , assumed to increase with the maturation age and a death
Ž . Ž . Ž Ž .rate n q m r where n is a constant larger than ym ‘ m ‘ ) 0 is the
Ž .limit of m r when the amount of resources tends to infinity, i.e., in the
w x.virgin environment, see 10 . The model equations read as follows
u q u s ym r u a, t ,Ž . Ž .t a
¤ 9 s u l , t y n q m r ¤ ,Ž . Ž .Ž .
r 9 s g r y h L u , ¤ r ,Ž . Ž .Ž .
u 0, t s b l ¤ t ,Ž . Ž . Ž .
u a, 0 s u a , ¤ 0 s ¤ , r 0 s r ,Ž . Ž . Ž . Ž .0 0 0
Ž . w xfor a density of juveniles u a, t , a g 0, l and an adult population number
Ž . Ž .¤ t . Moreover we will assume in the following sections that g r decreases
Žand vanishes for some r which gives a logistic-like behavior of thec
.resources population in absence of predators , that h is an increasing and
unbounded function, vanishing at 0, and L is a positive continuous linear
Ž . Ž .functional which gives a simple predator term . In this situation l l is the
unique real solution of the equation
b l y l q n ell s 0 6Ž . Ž . Ž .
w Ž .xsee Eq. 9 .
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In the subsequent sections we describe the complete ``ecological'' dy-
namics of this model for given values of the maturation age l assuming one
dimensional resource and we prove that there is a unique nontrivial
Ž . Ž Ž . Ž ..equilibrium whenever l l g m r , m 0 , which is a global attractor ofc
any initial condition with predator and resource populations both nonzero.
Section 2 is devoted to proving the existence and uniqueness of a global
Ž .solution of the initial value problem. The problem is related to system 5
and the solution is obtained in the form mentioned above. In Section 3 we
analyze the asymptotic behavior of the solutions. The special form of the
solutions reduces the problem to the study of an asymptotically au-
w Ž .xtonomous system of two ordinary differential equations see system 11 .
Ž w x.This is done using results by Markus see 7, 9, 13 which under some
hypotheses relate the asymptotic behavior of the solutions to that of the
limit system. An important goal in this respect is to prove that the
Ž .solutions are bounded forward see Prop. 2 . The limit system behavior is
established by means of a standard application of the Poincare]BendixsonÂ
w x w xtheorem and of a Lyapunov function. More recently 13 and 9 generalize
Markus results to the case of asymptotically autonomous semiflows in
infinite dimensional spaces.
The main result of Section 3 is Theorem 9 where the existence of a
global attractor reduced to a coexistence equilibrium point is proved if the
Ž Ž . m1Ž rc. l Ž . m1Ž0. l.adult fertility b belongs to the interval m r e , m 0 e where2 c 2
m and m stand for the juvenile and adult death rates, respectively.1 2
Notice that the left endpoint of this interval is small if the death rates are
small when the amount of resources equals the environmental capacity r ,c
and that the right endpoint is large if the death rates are large when there
is no resource. The first condition is needed in order to avoid the
extinction of the consumer species whereas the second one has an obvious
biological meaning.
Finally, in Section 4, a brief discussion of the optimal maturation age
from the evolutionary point of view is given.
2. THE AGE-DEPENDENT MODEL: EXISTENCE
AND UNIQUENESS
w xLet a g 0, l , l - ‘ denote young individuals age and l denote the
Ž . Ž .maturation age. If u a, t represents the density of young individuals, ¤ t
Ž .is the number of the adult population, and r t is the quantity of available
resources at time t, then the dynamics of the age-dependent population
with uniform increase of mortality is governed by the system
u q u s ym r u a, t ,Ž . Ž .t a 1
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¤ 9 s u l , t y m r ¤ ,Ž . Ž .2
r 9 s g r y h L u , ¤ r ,Ž . Ž .Ž . 7Ž .
u 0, t s b¤ t ,Ž . Ž .
u a, 0 s u a , ¤ 0 s ¤ , r 0 s rŽ . Ž . Ž . Ž .0 0 0
Ž . Žwhere m the death rate of the young and m the death rate of the1 2
.adults are smooth decreasing functions, with strictly positive lower bounds,
b is the fertility of adults, g is a smooth decreasing function which
vanishes at r , L denotes a positive linear functional and h a smoothc
strictly increasing and unbounded function vanishing at 0. Finally,
Ž Ž ..h L u, ¤ stands for the quantity of the resources consumed by the
predator population per unit of time and of predators.
Ž . Ž . Ž .We consider in this paper a case where m r s n q m r and m r s1 1 2
Ž . Ž . Ž .n q m r where n and n are two constants. Let m r [ n q m r and2 1 2 1
Ž . Ž .n [ n y n ; then m r s n q m r . Consequently, we can write system2 1 2
Ž .7 in the following abstract form
9u u us A y m r ,Ž .ž / ž / ž /¤ ¤ ¤
r 9 s g r y h L u , ¤ r ,Ž . Ž .Ž . 8Ž .
u ?, 0 s u ? , ¤ 0 s ¤ , r 0 s r ,Ž . Ž . Ž . Ž .0 0 0
where
dy 0daA [
E ynl
1w xis an operator on the Banach space X [ L 0, l = R with the norm
< < < < 1 < < Ž . Ž . 1, 1w x[ q , and with domain D A s u, ¤ g W 0, l = R;X L w0, l x
Ž . 4 Ž .u 0 s b¤ , and E u [ u l is the evaluation of u at the age l.l
2.1. The Linear Problem
In this subsection, we show that A is the infinitesimal generator of a C 0
 Ž . 4semigroup S t , t G 0 in order to assert that our initial value problem
generates a dynamical system. After we give a characterization of the
spectrum of the operator A. The proof of the first result is based on the
following lemma whose proof is straightforward.
 Ž . 4LEMMA 1. Let S t , 0 F t F l be a family of bounded linear operators0
0 w xfrom X into X satisfying the properties of a C semigroup on 0, l . Then the
 Ž . 4operators S t , t G 0 such that
S t ; 0 F t F lŽ .0
S t sŽ . n½ S l S r ; t s nl q rŽ . Ž .0 0
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where n G 1 is a natural number and 0 F r - l is a real number, form a C 0
semigroup.
THEOREM 1. The linear operator A is the infinitesimal generator of a C 0
semigroup.
Ž .Proof. A formal solution of the linear part of system 7 by the method
of characteristics gives rise to the family of bounded linear operators on
 Ž . 4X, S t , 0 F t F l , such that0
S t u , ¤ aŽ . Ž . Ž .0 0 0
S t u , ¤Ž . Ž .1 0 0
[ aŽ .ž /S t u , ¤Ž . Ž .2 0 0
¡u a y t ; a ) tŽ .0~ tyayn Ž tya. yn Ž tyays.b¤ e q b e u l y s ds; a F tŽ .H¢ 0 0s .0
tyn t yn Ž tys. 0¤ e q e u l y s dsŽ .H0 0
0
A tedious, but not complicated, computation shows that this family has the
0 w xproperties of a C semigroup on 0, l .
 Ž . 4Now we define the operators S t , t G 0 in the form given by Lem-
ma 1. The result is that this family of operators forms a C 0 semigroup.
We still have to compute the infinitesimal generator of the C 0 semi-
 Ž . 4group S t , t G 0 . So for h ) 0 small enough, and applying Theorem
w x 1, 1VIII.2 in 1 and Fubini's theorem we obtain, assuming u g W ,0
1 S h u , ¤ y ¤ y u l q n ¤Ž . Ž . Ž .Ž .2 0 0 0 0 0h
h1 1yn h yn Žhys.s ¤ e y ¤ q n ¤ q e u l y s y u l dsŽ . Ž .Ž . Ž .H0 0 0 0 0h h
0
h1 1yn hF ¤ e y ¤ q n ¤ q u l y s y u l ds “ 0Ž . Ž .Ž .Ž . H0 0 0 0 0h h
0
as h “ 0q, i.e.,
1
lim S h u , ¤ y ¤ s u l y n ¤ .Ž . Ž . Ž .Ž .2 0 0 0 0 0q hh“0
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1w xFurthermore, a similar computation gives, in L 0, l ,
1 du0
lim S h u , ¤ y u s y .Ž . Ž .Ž .1 0 0 0q h dah“0
Ž . 1, 1w x Ž .Hence, if u , ¤ g W 0, l = R and u 0 s b¤ , we have0 0 0 0
1 u0lim S h u , ¤ y u , ¤ s A .Ž . Ž . Ž .Ž .0 0 0 0q ¤ž /h 0h“0
Ž Ž .Ž .On the other hand, assuming the existence of the limit of S h u , ¤ y0 0
Ž .. q 1, 1 Ž . Žu , ¤ rh as h “ 0 implies that u g W and u 0 s b¤ see the0 0 0 0 0
w x w x.proof of Theorem 3.2 in 15, p. 83 or 5, p. 535 .
Ž . Ž .Let s A denote the spectrum of the operator A and s A be the setp
of its eigenvalues.
Ž .THEOREM 2. s A has a unique real eigen¤alue l*, and there exists a
real number v - l* such that any other spectral ¤alue of A has a real part less
Ž . Ž .than v. Moreo¤er, s A s s A .p
Ž .Proof. l is an eigenvalue of A if there exists u, ¤ in the domain of A
Ž .and different from 0, 0 such that
u uA s l ,ž / ž /¤ ¤
i.e.,
yu9 s lu ,
u l s n q l ¤ ,Ž . Ž .
u 0 s b¤ .Ž .
Ž . yl aFrom this it follows that u a s b¤e and u and ¤ are both different
from 0. Hence
b s n q l ell \ f l . 9Ž . Ž . Ž .
Ž .Notice that f yn s 0 and that for l ) yn , f is monotonously increasing
Žand unbounded. So there is a unique real number l* which is larger than
. Ž . Žyn such that f l* s b. On the other hand, let l be any complex not
. Ž .real solution of 9 . As the real part of n q l is strictly less than its
modulus, we have
yl l < yl l < yl Re lRe l q n s Re be - be s beŽ .
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Ž .and therefore f Re l - b which implies Re l - l*. More precisely, Re l
is bounded above by a constant v - l*. Otherwise, there exists a sequence
Ž .l of eigenvalues of A such that Re l “ l*. But the l are then nG 0 n n
< < <zeros of an analytic function and therefore l “ ‘. Nevertheless, l qn n
< yl Re ln yl l*n s be “ be , a contradiction. Finally, it is easy to show that if l
is not an eigenvalue of A, then the operator A y lI is surjective and
Ž .y1 Ž . Ž .A y lI is continuous; hence s A s s A .p
2.2. Reduction to an Ordinary Differential System
Ž .In order to solve the initial value problem 8 , we will use a technique
based on the translation of the eigenvalues of the operator A to the left so
Äthat 0 will be an eigenvalue of another operator A which will generate the
0 Ä Ž . 4C semigroup S t , t G 0 such that
Ä yl*tS t s e S t .Ž . Ž .
Thus, we will prove using the method of ``variation of constants'' that there
exists a unique solution of the form
Äc t S t u , ¤ , r t ,Ž . Ž . Ž . Ž .Ž .0 0
where c is a real function. So, this will result in a nonautonomous system
of two ordinary differential equations.
uŽ .If we add and subtract l* to the second member of the first equation¤
Ž .of 8 , the initial value problem becomes
X
u u uÄs A y m r y l* ,Ž .ž / ž / ž /¤ ¤ ¤
r 9 s g r y h L u , ¤ r ,Ž . Ž .Ž .Ž . 10Ž .
u a, 0 s u a , ¤ 0 s ¤ , r 0 s r ,Ž . Ž . Ž . Ž .0 0 0
where
dy y l* 0daÄA [ .
E yn y l*l
ÄIt is easy to see that A is an operator in X, infinitesimal generator of the
0 Ä Ž . 4C semigroup S t , t G 0 .
Considering now the function
Ät “ c t S t u , ¤Ž . Ž . Ž .0 0
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ÄŽ .for fixed u , ¤ belonging to the domain of A, and substituting it into the0 0
Ž .equation 10 , we obtain1
c 9 s l* y m r cŽ .
Ž .with c 0 s 1. Therefore, we get the following nonautonomous ordinary
differential system
Är 9 s g r y h L c S t u , ¤ r ,Ž . Ž . Ž .Ž .ž /ž /0 0
c 9 s l* y m r c ,Ž .Ž . 11Ž .
r 0 s r , c 0 s 1.Ž . Ž .0
It follows that if this system has a unique solution, then our initial value
problem has also a solution of the form
Äc t S t u , ¤ , r t .Ž . Ž . Ž . Ž .Ž .0 0
w . 2 2Let F: 0, ‘ = R “ R be the function defined by
Äg r y h L c S t u , ¤ rŽ . Ž . Ž .Ž .ž /ž /0 0F t , r , c [ .Ž .Ž . ž /l* y m r cŽ .Ž .
Ž .THEOREM 3. For any u , ¤ in the domain of the operator A, the0 0
Ž .ordinary differential system 11 has a unique global solution. The initial ¤alue
Ž . Ž .problem 8 has also a global classical solution, i.e., a function u, ¤ , r g
1Žw . . Ž Ž . Ž .. Ž . Ž .C 0, q‘ , X = R such that u t , ¤ t g D A for any t G 0 and 8 is
w .satisfied on 0, q‘ . Furthermore, this solution is unique.
Proof. First, it is easy to show that F is a locally Lipschitz continuous
Ž .function, so that there exists t ) 0 such that system 11 has a uniquemax
Ž . w .solution r, c on the interval 0, t . If, furthermore, t - ‘, thenmax max
<Ž . < 2lim sup r, c s ‘. But it is clear that the function r is boundedRt “ tma x
since the function g is negative from r onward and furthermore we havec
c t s el*tyH t0 mŽ r Ž s.. d s .Ž .
<Ž . <So sup r, c does not tend to infinite as t tends to t - ‘. From this, itmax
Ž .follows that t s ‘, i.e., the initial value problem 8 has a globalmax
solution which is given by the formula
Äu t , ¤ t , r t s c t S t u , ¤ , r t .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .0 0
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Ž . Ž Ž ..Furthermore, this is the only solution of problem 10 or of problem 8 .
Ž Ž . Ž .. Ž . Ž .Indeed, let x t , r t g X = R be any solution of 10 and let f t satisfy
Ž Ž Ž ... Ž . Ž . Ž . Ž .f9 s l* y m r t f, f 0 s 1. Then y t [ x t rf t satisfies y9 s
u u0 0Ä Ä ÄŽ . Ž . Ž . Ž .Ž . Ž . Ž . Ž .Ž .Ay, y 0 s u , ¤ and therefore, y t s S t , i.e., x t s f t S t .¤ ¤0 0 0 0
Ž Ž . Ž .. Ž . Ž w xFrom this the statement follows because r t , f t solves 11 cf. 2 for
.a similar proof in a slightly different case .
3. ASYMPTOTIC BEHAVIOR
The present section is devoted to the study of the asymptotic behavior of
Ž .the solution of 10 . Since the solution of this problem is given, according
to the previous section, by
Äu t , ¤ t , r t s c t S t u , ¤ , r t ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .0 0
in order to simplify the task, it is better to study the dynamics of the
Ž .nonautonomous ordinary differential system limit of 11 as t goes to q‘.
Afterwards, we easily deduce the behavior of our initial value problem.
3.1. The Limit of the Ordinary Differential System
The goal of this paragraph is to find the limit, at infinity, of the
nonautonomous ordinary differential system. We will be able to apply
Ž w x.Markus's theorem see 7, 13 which allows us to determine the dynamics
of this nonautonomous ordinary differential system through the study of
the asymptotic behavior of the autonomous ordinary differential system.
We need the following results:
0  Ž . 4THEOREM 4. The C semigroup S t , t G 0 generated by the operator A
Ž .is e¤entually compact. More precisely, S t is compact for any t G l.
Ž . Ž . Ž .  Ž .Proof. For all t G l, we have S t s S t y l S l . The operators S t ,
4 Ž .t G 0 are all bounded, so we only have to prove that S l is compact in
order to show this result. We have
S l u , ¤ aŽ . Ž . Ž .1 0 0S l u , ¤ a sŽ . Ž . Ž .0 0 ž /S l u , ¤Ž . Ž .2 0 0
lyayn Ž lya. yn Ž lyays.b¤ e q b e u l y s dsŽ .H0 0
0s .
lyn l yn Ž lys.¤ e q e u l y s dsŽ . 0H0 0
0
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1w xLet now F be a bounded subset of L 0, l = R, and let us show that
Ž . Ž .S l F and S l F are precompact. The second set is obviously bounded in1 2
Ž . Ž .R, so S l F is precompact. We have, assuming that v s h, l y h ,2
0 - h - l, the following, for h sufficiently small,
lyh
S l u , ¤ a q h y S l u , ¤ a daŽ . Ž . Ž . Ž . Ž . Ž .H 1 0 0 1 0 0
h
lyh lyayhyn Ž lyayh. yn Ž lyayhys.s b¤ e q b e u l y s dsŽ .H H0 0
h 0
lyayn Ž lya. yn Ž lyays.y b¤ e y b e u l y s ds da “ 0Ž .H0 0
0
uniformly as h tends to 0. We also have
< <S l u , ¤ a daŽ . Ž . Ž .H 1 0 0
w x0, l _v
h lyayn Ž lya. yn Ž lyays.s b¤ e q b e u l y s ds daŽ .H H0 0
0 0
l lyayn Ž lya. yn Ž lyays.q b¤ e q b e u l y s ds daŽ .H H0 0
lyh 0
h lya
F hb¤ q b u l y s ds daŽ .H H0 0
0 0
l lya
< <qhb¤ q b u l y s ds daŽ .H H0 0
lyh 0
“ 0
Ž .as h tends to 0 uniformly for u , ¤ g F. Hence by a standard compact-0 0
p Ž w x. Ž .ness criterion in L -spaces see Corollary IV.26, p. 74 in 1 , S l F is
Ž .precompact, i.e., S l is compact.
Remark. From this theorem, it immediately follows that the a-growth
1 Ž . 4 Ž . Ž w Ž .x.bound of S t , t G 0 , v A [ lim log a S t , equals y‘, where1 t “‘ t
Ž w x.a is the measure of noncompactness see 14 .
1w xTHEOREM 5. Let F g L 0, l = R; then it follows that
lim eyl*tS t F s PF 12Ž . Ž .
t“‘
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where
1 F q H l eyl*Ž lys.F s dsŽ .2 0 1y1PF s l y A F dl s wŽ .H yl*l2p i 1 q bleG
\ c F , F wŽ .1 2
Ž . Ž yl*a .where w a s be , 1 is the eigen¤ector of the operator A associated to l*,
and G is a positi¤ely oriented closed cur¤e in C enclosing l*, but no other
Ž .point of s A .
ŽProof. This is an immediate application of the projection theorem see
w x.15 or 14, p. 180 . Now, from this, the following result easily follows.
COROLLARY 1. The limit of the nonautonomous ordinary differential
Ž .system 11 when t goes to infinity is
r 9 s g r y f c r ,Ž . Ž .Ž .
c 9 s l* y m r c ,Ž .Ž . 13Ž .
r 0 s r , c 0 s 1,Ž . Ž .0
Ž . Ž w Ž . x.where the real function f is defined as f c [ h L c c u , ¤ w .0 0
Notice that according to the hypotheses satisfied by the functions h and
L, the function f is strictly increasing, unbounded and vanishes at 0 if
Ž . Ž .u , ¤ / 0, 0 .0 0
3.2. The Dynamics of the Ordinary Differential System
In this section, we study the dynamics of the nonautonomous ordinary
Ž . Ždifferential system 11 applying the following Markus theorems see
w x.7, 9, 13 :
Ž .THEOREM 6 Markus . The v-limit set v of a forward bounded solution x
of an asymptotically autonomous ordinary differential equation is nonempty,
compact, and connected. Moreo¤er, v attracts x.
Ž .THEOREM 7 Markus . Let e be a locally asymptotically stable equilibrium
of an autonomous ordinary differential equation which is the limit of a
nonautonomous ordinary differential equation and v the v-limit set of a
forward bounded solution x of this last nonautonomous equation. If v
contains a point y such that the solution y of the autonomous ordinary0
Ž .  4differential equation, with y 0 s y , con¤erges to e for t “ q‘, then w s e ,0
Ž .i.e., x t “ e, t “ q‘.
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So, we first have to study the asymptotic behavior of the autonomous
Ž .ordinary system 13 . Its steady states are the solutions of the following
system:
g r y f c r s 0,Ž . Ž .Ž .
l* y m r c s 0.Ž .Ž .
Ž . Ž . Ž . Ž .It is clear that 0, 0 , r , 0 and, in the case that l* s m 0 , 0, c , ;c ) 0,c
are steady states. The remaining ones satisfy
g r s f c ,Ž . Ž .
m r s l*.Ž .
Ž .This system has a unique solution r , c not included among the pre-1 1
y1Ž Ž .. Ž .ceding ones and such that c s f g r , if and only if m r s l*1 1 1
and 0 - r - r .1 c
Using the Poincare]Bendixson theorem, it is easy to see that if l* FÂ
Ž .m r , then the asymptotic behavior is very simple: there are only twoc
Ž . Ž .steady states, the saddle point 0, 0 , and r , 0 which is the global attractorc
Ž . Ž .except for the half axis r s 0, c G 0. If l* ) m 0 , then 0, 0 becomes a
Ž .source and r , 0 becomes a saddle point, and all the trajectories arec
unbounded except those contained in the half axis c s 0, r G 0. And if
Ž .l* s m 0 , then a simple analysis of the vector field shows that all the
solutions are bounded. Furthermore, any solution with initial condition not
belonging to the half axis r G 0, c s 0, tends to an equilibrium point
Ž .0, c where c ) 0 depends on the initial condition.
Ž .Finally, we study the interesting case where l* s m r and 0 - r - r .1 1 c
Ž . Ž . Ž .There are, in this case, only three steady states 0, 0 , r , 0 and r , c ;c 1 1
y1Ž Ž .. Ž . Ž .c s f g r . First of all, we immediately see that 0, 0 and r , 0 are1 1 c
saddle points. Now we consider the function W: R = R “ R defined byq q
r m x f xŽ . Ž .c
W r , c s l* log r y dx y f c log c q dx.Ž . Ž .H H1x x1 1
So, we get
l* y m r f c y f cŽ . Ž . Ž .1ÇW r , c s ,Ž . ž /r c
? g r y f c r , l* y m r cŽ . Ž . Ž .Ž . Ž .Ž .
s l* y m r g r y f cŽ . Ž . Ž .Ž . Ž .1
s l* y m r g r y g r F 0.Ž . Ž . Ž .Ž . Ž .1
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Ž .The point r , c is the absolute minimum of W as can be easily checked.1 1
ÄŽ . Ž . Ž .Hence W r, c s W r, c y W r , c is a global Liapunov function.1 1
Ž .PROPOSITION 1. If l* s m r and r - r holds, then the steady state1 1 c
Ž . Ž . Ž .r , c of the system 13 is a global attractor for the solutions r, c such1 1
that r ) 0 and c ) 0.
Proof. It follows from a standard argument based on a theorem by
Ž w x.LaSalle see 6 .
Ž .PROPOSITION 2. Let us assume l* - m 0 . Then all the solutions of the
Ž .nonautonomous ordinary system 11 are bounded.
Ž .Proof. First, the result is obvious if l* - m r for all r. Else, let Cr , p2
Ž . Ž . Ž . Ž .be the convex envelope of vertices 0, 0 , r , 0 , r , c and 0, c , where2 1 2 2
Ž . y1Ž Ž ..r ) r , m r s l* and c ) f g 0 . Let n be the unitary vector2 1 1 2
Ž . Ž .orthogonal to the segment L of extremities r , 0 and r , c pointing to2 1 2
Ž .the exterior of C , and let ¤ t be the tangent vector to the trajectoriesr , p2
Ž . ŽŽ . Ž ..at time t. We have r, c g L if and only if r, c y r , 0 ? n s 0 and2
Ž . Ž . Ž .r - r - r , i.e., if n s n , n , then c s r y r n rn s r y r p where1 2 1 2 2 1 2 2
p s n rn . Now we will prove that for r ) r , C is positively invariant1 2 2 c r , p2
Ž . Žif p is large enough. It is sufficient to show that whenever c t s r y2
Ž .. Ž . Ž . Ž .r t p, r t g r , r , we have ¤ t ? n - 0 i.e., the trajectories do not go1 2
out when they touch L. We get
Ä¤ t ? n s g r y h L c S t u , ¤ rn q l* y m r c n ,Ž . Ž . Ž . Ž . Ž .Ž .Ž .ž /ž /0 0 1 2
Ž .so ¤ t ? n - 0 if and only if
Äh L c S t u , ¤ y g r rn ) l* y m r c n ,Ž . Ž . Ž . Ž .Ž .Ž .ž /ž /0 0 1 2
i.e., if and only if
y1 Äl* y m r h L c S t u , ¤ y g r rn rc nŽ . Ž . Ž . Ž .Ž . Ž .ž /ž /0 0 1 2
y1 y1 Äs l*ym r r y r h L p r y r S t u , ¤ yg r rŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .ž /ž /2 2 0 0
) 1.
Ž . Ž .Notice that if u , ¤ / 0, 0 , then Theorem 5 implies that there exists0 0
k ) 0 such that
ÄL S t u , ¤ G k .Ž . Ž .Ž .0 0
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Ž .Hence, it suffices to prove that, for r g r , r ,1 2
h p r y r k y g r rŽ . Ž .Ž .Ž .2
F r , p [ ) 1.Ž .
l* y m r r y rŽ . Ž .Ž . 2
Ž . Ž .It is obvious that there exists « r ) 0 such that for all r g r y « , r0 2 2 0 2
we have
h p r y r k y g r rŽ . Ž .Ž .Ž .2
) 1
l* y m r r y rŽ . Ž .Ž . 2
for any p ) 0.
Ž xFor r g r , r y « we get1 2 0
h p r y r k y g r G h p r y r k y g rŽ . Ž . Ž . Ž .Ž . Ž .2 2 1
because g is a decreasing function. Moreover there exists a constant
Ž . Ž Ž ..Ž . Ž . Ž xM r such that 0 - l* y m r r y r F M r , ; r g r , r y « .2 2 2 1 2 0
Therefore
h p« k y g rŽ . Ž .0 1
F r , p G r .Ž . 1M rŽ .2
ŽSince h is increasing and unbounded, there exists p ) 0 such that F r,
. Ž .p ) 1 for any r g r , r .1 2
Ž . Ž .THEOREM 8. If l* F m r then r , 0 is a global attractor, except for thec c
half axis r s 0, c G 0, of the nonautonomous ordinary differential system
Ž . Ž .11 ; if l* ) m 0 then all the solutions of this system are unbounded except
those lying on the half axis c s 0, r G 0 and finally when there exists
Ž . Ž . y1Ž Ž ..0 - r - r such that l* s m r , the point r , c where c s f g r is1 c 1 1 1 1 1
Ž .a global attractor except for the solutions r, c such that r s 0 or c s 0.
Proof. In the second case we have that c 9rc is larger than a constant
k ) 0 and r 9 is negative from r onward, hence the result. In the otherc
cases the solutions are all bounded. Furthermore, the autonomous-ordinary
Ž . Ž . Ž .differential system 13 has the global attractor r , 0 if l* - m r andc c
Ž .r , c in the last case; then the proof is now straightforward using1 1
Markus theorem.
3.3. Asymptotic Beha¤ior of the Age-dependent Model
The goal of this section is the study of the asymptotic behavior of the
age-dependent model, using the results of the two previous sections. We
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find all the steady states of our problem solving the following system:
u uA s m rŽ .ž / ž /¤ ¤
g r y h L u , ¤ r s 0.Ž . Ž .Ž .Ž .
Ž . Ž .It is obvious that 0, 0, 0 and 0, 0, r are two solutions of this system. Wec
Ž . Ž . Ž .now suppose that u, ¤ / 0, 0 , so m r is a real eigenvalue of A and
Ž . Ž . Ž .m r s l*. Therefore, if l* s m 0 , then for any a ) 0 we get that aw, 0
Ž .where w is the eigenvector corresponding to l* is a steady state. Else,
Ž .there exist a constant c ) 0 and a value r ) 0 such that l* s m r and1 1
Ž . Ž . Ž . Ž Ž ..u, ¤ s cw. In order for cw, r to be a steady state, g r s h L cw1 1
Ã Ãw . w . Ž . Ž .must hold. Since the function h: 0, ‘ “ 0, ‘ given by h c s h cLw is
increasing, unbounded, and vanishes at 0, then it is a bijection. Conse-
Ž . Ž .quently if r - r , there exists a unique c ) 0 such that g r s h c Lw ,1 c 0 1 0
Ž .hence c w, r is a steady state. To sum up, the stationary solutions of the0 1
Ž . Ž . Ž . Ž . Ž .problem 8 are 0, 0, 0 , 0, 0, r and aw, 0 , ;a ) 0 if l* s m 0 orc
Ž . Ž . Ž Ž .. Ž .c w,r where g r s h c Lw in case that m r s l* and 0 - r - r .0 1 1 0 1 1 c
Ž . Ž .THEOREM 9. If l* F m r and r ) 0, then 0, 0, r is a global attractorc 0 c
Ž . Ž .of the initial ¤alue problem 8 ; if l* ) m 0 then all the solutions, except
Ž . Ž .those such that u , ¤ s 0, 0 , r G 0, are unbounded. Finally, if there0 0 0
Ž .exists 0 - r - r such that l* s m r , then there is c ) 0 such that1 c 1 0
Ž . Ž . Ž .g r s h c Lw and c w, r is an attractor of the solutions of the initial1 0 0 1
Ž . Ž . Ž .¤alue problem with initial conditions u , ¤ , r such that u , ¤ / 0, 00 0 0 0 0
and r ) 0.0
Proof. We recall that the solutions of the initial value problem are
given by the formula
u t , ¤ t , r t s c t eyl*tS t u , ¤ , r t .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .0 0
Then, the proofs of the first case and of the second case are straightfor-
ward using Theorem 8. In the last case, Theorem 5 implies that the
Ž Ž . .solution tends, as t “ q‘, to c c u , ¤ w, r , where1 0 0 1
¤ q Haeyl*Ž lys.u x dxŽ .0 0 0
c u , ¤ s .Ž .0 0 yl*l1 q ble
Ž . Ž .Finally, using the definition of c and f we have g r s f c s1 1 1
Ž Ž . Ž .. Ž .h c c u , ¤ L w . As h is monotonous, and c is such that g r s1 0 0 0 1
Ž .. Ž .h c Lw then c c u , ¤ s c , independently of the initial conditions.0 1 0 0 0
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4. DISCUSSION
Ž .Theorem 9 describes completely the dynamics of system 7 in the case
of uniform increase of mortality, i.e., when the death rates of juveniles and
Ž . Ž .adults differ by a constant: m r s n q m r . This has been possible2 1
Ž .because system 7 can be written in an abstract form in such a way that
Ž .the infinite dimensional part of it the equations for u and ¤ takes the
form:
x9 s Ax y m r xŽ .
w Ž .xsee system 8 which permits a reduction to a nonautonomous two
dimensional system, which in its turn is studied analyzing its limit system
by classical methods.
The results depend on the number l* which is the dominant eigenvalue
of the operator A. This number can be thought of as a measure of the
fitness of the population when there is no restriction for food.
Ž .In particular, if l* F m r , which is equivalent to the adult fertility b1 c
Ž . m1Ž rc. lbeing less than or equal to m r e , then there is no coexistence2 c
equilibrium and the consumer population becomes extinct whereas the
resource amount tends to the environmental capacity r . On the otherc
Ž . Ž . m1Ž0. lhand, if l* G m 0 , i.e., if b G m 0 e , then there is neither a1 2
coexistence equilibrium but now the solutions are unbounded.
Ž .Finally, the most biologically significant case arises if m r - l* -1 c
Ž . Ž Ž . m1Ž rc. lm 0 , i.e., if the adult fertility b belongs to the interval m r e ,1 2 c
Ž . m1Ž0. l.m 0 e . In this case a coexistence equilibrium exists which is a global2
attractor.
Removing the hypothesis of the uniform increase of mortality destroys
the algebraic structure of the system in the sense that the right hand
side of the equation for u and ¤ is no longer a linear operator plus a
scalar multiple of the identity operator. This prevents one from obtain-
ing the solutions in the form of a real function times a linear semigroup.
Ž . Ž .So the general case with death rates m a, r and m r must be treated in1 2
Ž w x .the standard semilinear frame see 11, 12 for instance and the knowl-
edge of the global dynamics seems to be very difficult. Nevertheless, a
perturbation study starting from the ``uniform increase of mortality'' case
is still possible and will be undertaken by the authors in a forthcoming
paper.
Finally, let us make some comments about the maturation age l from
the evolutionary point of view. The simplest biologically significant hypoth-
esis is to assume that the adult fertility is an increasing function of the
Ž .maturation age, i.e., b s b l , vanishing at 0.
Ž .An evolutionarily stable value an evolutionarily stable strategy, E.S.S.
is defined as a value of l such that a population adopting it and remaining
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at the equilibrium point cannot be invaded by a small population of
individuals adopting another value of l. In the case of uniform increase of
Ž .mortality, the E.S.S. coincides with the maximum point of the function l l
Ž . Ž Ž . .implicitly defined by Eq. 6 see also Eq. 9 where it is called l* . This
Žw x. Žw x. Ž .result can be found in 3, Corollary 2 or 10, Result 2 , where l l is
called the intrinsic growth rate or the Malthusian parameter in ``virgin''
environmental conditions.
Ž .For the sake of simplicity, let us assume that b l is larger than
Ž . m1Ž rc. l Ž .m r e only in some interval l , l and that it is smaller than2 c 0 1
Ž . m1Ž0. l Ž .m 0 e for any l G 0. In this case the ``ecological'' system 7 has a2
Ž .nontrivial global attractor reduced to an equilibrium point whenever l
Ž . Ž . Ž .belongs to the interval l , l , l* s l l takes the value m r at both0 1 1 c
endpoints of the interval and it is larger in its interior. So an easy
application of the implicit derivation gives that the E.S.S. value of the
Ž .maturation age is a solution in l , l of the equation0 1
b9 l b9 lŽ . Ž .
b l s n q exp l .Ž . ž / ž /b l b lŽ . Ž .
Ž .For instance if b l s al for some constant a, one explicitly obtains
2en en e
l s q q .(ESS ž /2 a 2 a a
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