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SCOPE: Building and Testing an Integrated Manual-Automated Event
Extraction Tool for Online Text-Based Media Sources
by Matthew CRITTENDEN
Building on insights from two years of manually extracting events informa-
tion from online news media, an interactive information extraction environment
(IIEE) was developed. SCOPE, the Scientific Collection of Open-source Policy
Evidence, is a Python Django-based tool divided across specialized modules for
extracting structured events data from unstructured text. These modules are
grouped into a flexible framework which enables the user to tailor the tool to
meet their needs. Following principles of user-oriented learning for information
extraction (IE), SCOPE offers an alternative approach to developing AI-assisted
IE systems. In this piece, we detail the ongoing development of the SCOPE tool,
present methods and results of tests of the efficacy of SCOPE relative to past
methods, and provide a novel framework for future tests of AI-assisted IE tasks.
Information gathered from a four-week period of use was analyzed to evaluate
the initial utility of the tool and establish baseline accuracy metrics. Using the
SCOPE tool, 15 users extracted 529 summaries and 362 structured events from
207 news articles achieving an accuracy of 31.8% holding time constant at 4 min-
utes per source. To demonstrate how fully or partially-automated AI processes
can be integrated into SCOPE, a baseline AI was implemented and achieved
4.8% accuracy at 3.25 seconds per source. These results illustrate the ability of
SCOPE to present the relative strengths and weaknesses of manual users and
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The amount of online text-based data continues to increase at a rate which ex-
ceeds our processing capabilities - both human and, today, computational (Wang,
2017). The creation of global events datasets such as GDELT and ACLED show-
cases the value and utility of artificial intelligence (AI) for developing efficient
methods of extracting information from these massive online sources.1 Au-
tomated extraction of specific information from open-source texts has become
a popular area of research (Wang, 2017; Naughton, Kushmerick, and Carthy,
2006; Tong et al., 2020; Goswami and Kumar, 2016; Ritter, Etzioni, and Clark,
2012; Salam et al., 2018). Event extraction (EE), a field of information extraction
(IE), seeks to “detect event instance(s) in texts, and if existing, identify the event
type as well as all of its participants and attributes” (Xiang and Wang, 2019, 2).
Through event extraction, we are able to trim down pages and paragraphs of
details to the key 5W1H (who, what, when, where, why, and how) facts of an
event (Xiang and Wang, 2019; Chan et al., 2019). For the purposes of this the-
sis, we define an event as a “specific occurrence of something that happens in a
certain time and a certain place involving one or more participants, which can
frequently be described as a change of state” (Xiang and Wang, 2019, 2).
While existing global events datasets are valuable for identifying trends at
aggregate, they are often either domain-specific (e.g., ACLED) or too broad (e.g.,
1GDELT is a realtime, open-source network and database of global human society which
monitors the world’s print, broadcast, and web news in over 100 languages. https://www.
gdeltproject.org/; ACLED collects real-time data on the locations, dates, actors, fatalities,
and types of all reported political violence and protest events in most regions of the world.
https://acleddata.com/.
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GDELT) to be of use in smaller-scope projects. Furthermore, the construction of
an events dataset using AI traditionally requires expertise in natural language
processing (NLP) methods and domain-specific linguistic patterns (Cardie and
Pierce, 1998). As such, existing events datasets do not always meet the needs of
researchers and the barriers to entry for creating novel events datasets are high.
On the other hand, constructing novel events datasets by hand is also a te-
dious and time-intensive process (Chen et al., 2017; Halterman et al., 2017; Duan,
He, and Zhao, 2017). This thesis was conducted in the context of construct-
ing events datasets on Chinese Belt and Road Initiative development projects in
Latin America and the Caribbean and Russian foreign relations in the Central
African region. The team of students collecting this data - geoParsing - follows
a three-step process of identifying sources of relevant information, parsing that
information into spreadsheets, and quality assuring both stages. Figure 1.1 pro-
vides an example of event extraction from an online news article, in which text
describing an event - the building of a new hospital block - is used to inform the
coding of fields for the structured data (i.e., what took place, who was involved,
where and when did the event happen, and so on).2
FIGURE 1.1: Event Extraction from an Online News Article
2https://www.guardian.co.tt/news/chinese-firm-to-build-new-pos-hospital-block-6.
2.775571.0e767b4a5f
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Over a two-year period, geoParsing has amassed about 400 observations
parsed from over 1,200 online sources (primarily news articles).3 These observa-
tions possess meticulous attention to detail and have been subjected to several
rounds of quality assurance, but their quantity is nonetheless alarmingly low,
and reflective of the unsustainable time costs of purely manual approaches to
event extraction.
Recognizing these challenges, this paper presents the Scientific Collection
of Open-source Policy Evidence (SCOPE), an interactive information extraction
environment (IIEE) which enables researchers to develop their own structured
events datasets from unstructured text data. Section 1.1 provides an overview
of existing IEs and their respective strengths and weaknesses. Section 1.2 dis-
cusses how existing information extraction technologies measure the efficacy of
their methods. Section 2 details the design and implementation of the SCOPE
tool, methods for comparing the efficacy between different information extrac-
tion methods within SCOPE, and a case example establishing a baseline for com-
parisons between manual and preliminary automated methods of event extrac-
tion. Section 3 provides a discussion and conclusion, including the results of the
case example and plans for future improvements.
1.1 Literature Review Part 1: Existing IIEEs and Other IE Sys-
tems
Cardie and Pierce first proposed the development of an interactive information
extraction environment (IIEE) in 1998 to allow end-users the ability to create and
use information extraction methods without the need for specialized knowledge
in NLP and computational linguistics (Cardie and Pierce, 1998). In their words,
an IE system is more broadly “a natural language processing system that pro-
duces structured data summaries of input text” (Cardie and Pierce, 1998, 1).
IE systems are used in many domains – from counter-terrorism to medicine –
3The author founded the geoParsing Team in October 2018 and assembled a group of 4 other
undergraduate students to begin working in January 2019. Since then, the team has trained
about 30 researchers, with between 10-15 researchers working each semester on data collection
in addition to other tasks, such as analyzing the data and writing reports. The team’s work is
hosted on http://www.scopedata.org/ for free, public, open-source use. This data has gone on
to be used in multiple publications on our website, http://www.scopedata.org/Reports.php,
and with partner organizations in the U.S. Government at https://www.tearline.mil/.
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to perform tasks including identifying source documents, presenting their in-
formation in easily digestible ways, and automatically filtering and structur-
ing information (ACLED, 2019; GDELT, 2015; Pafilis et al., 2016; Cejuela et al.,
2014). The traditional methods for developing an IE involve the annotation of
hundreds of documents in a large training corpus, domain-specific knowledge
engineering, and expertise in NLP system design (Cardie and Pierce, 1998; Hal-
terman et al., 2017; Sarawagi, 2007). An IIEE is proposed to mitigate these costly
and highly technical barriers.
In an IIEE, a user would interact directly with the IE system to extract what-
ever information they want, code it to a schema of their own design, and train
a machine over time to replicate this process (Pierce and Cardie, 2001; Culotta
et al., 2006). This process is described as user-oriented learning, a “method of
developing IE systems which recognizes the complementary strengths of the hu-
man user and the IE system” (Pierce and Cardie, 2001, 1-2). This process is also
described as corrective feedback and persistent learning, where a user makes
corrections to an automated machine-learned output and the model continu-
ally learns from these corrections (Culotta et al., 2006). The more efficient the
corrective feedback mechanisms are, the more effective persistent learning will
be. This method of user-oriented learning could be even more efficacious for IE
today given the invention of deep learning techniques which could grow along-
side users’ interactions with the extraction environment (Chan et al., 2019). In
the following sections, I will introduce how IEs – interactive and not – have been
utilized since Cardie and Pierce’s proposal more than two decades ago. This
discussion will enable us to situate the development and use of the SCOPE tool
within the context of other existing IE technologies, many of which are found in
the social sciences and biomedical field. Table 1.1 provides examples of different
types of IE systems.
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Type of IE System Example
Manual IE geoParsing, ACLED (ACLED, 2019;
ACLED, 2020)
Automated IE GDELT (GDELT, 2015; National Statistics,
2020; Wang, 2017), Biryani (Halterman et al.,
2017), Proteus BIO (Grishman, Huttunen,
and Yangarber, 2002)
Interactive IE Egos (Campos et al., 2014), EXTRACT
(Pafilis et al., 2016)
User-oriented Learning IIEE tagtog (Cejuela et al., 2014), SCOPE
TABLE 1.1: Different IE Systems
1.1.1 Manual IE Systems
Today, many manual IE workflows are contained with spreadsheets functioning
as manual event extraction environments. In a spreadsheet, the 5W1H infor-
mation of an event makes up the columns and each event observation is a row.
As an example from our own substantive work, this information would relate to
the domains of Chinese and Russian foreign policy events. Fields include source
information, the names and types of actors, actions, dates, geocoded locations,
and other details describing the event, which we refer to synonymously as the
activity (see Figure 1.2)). The information collected is consistent with that of
other political events datasets (Halterman et al., 2017; Salam et al., 2018; ACLED,
2019). See Appendix A for larger images of the geoParsing Google Sheets.
A spreadsheet-based approach to data entry is widely used and can be adapted
to event extraction (Broman and Woo, 2018; Taylor et al., 2020). Most spread-
sheet programs, such as Google Sheets or Excel, allow users to create separate
worksheets for each step in the event extraction workflow (e.g., finding sources,
parsing them for events, geocoding the events) and perform the basic tasks for
data entry, storage, analysis, and visualization (Broman and Woo, 2018; Tay-
lor et al., 2020). However, current spreadsheet programs are error prone and
do not offer a robustness to user errors (e.g., typos, working simultaneously on
the same row, accidentally deleting cell contents) which is vital to user-oriented
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FIGURE 1.2: Images of geoParsing’s Google Sheets IE Setup
learning IEs, given the value of manually created training data to develop au-
tomated components (Broman and Woo, 2018; Taylor et al., 2020). Spreadsheet
programs also do not offer the necessary infrastructure to develop and imple-
ment machine learning models to integrate into the event extraction process –
experts recommend that spreadsheets are best suited for data entry and storage,
and analysis should be conducted separately (Broman and Woo, 2018). As such,
the methodological improvements attainable in a spreadsheet-based IE system
are limited.
Another known manual IE system is the methodology which underlies ACLED,
the Armed Conflict Location & Event Data Project (ACLED, 2019). ACLED is a
“disaggregated data collection, analysis, and crisis mapping project” which col-
lects “real-time data on the locations, dates, actors, fatalities, and types of all
reported political violence and protest events” in several regions of the world
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(ACLED, 2021). ACLED describes its methodology as one in which every week
researchers manually assess thousands of sources to extract relevant information
following rules on who, what, when, where, and when (ACLED, 2019; ACLED,
2020). Extracted information undergoes at least three rounds of review to en-
sure validity through intra- and inter-coder checks as well as correcting other
user errors in coding (ACLED, 2019).
1.1.2 Automated IE Systems
GDELT, the Global Dataset of Events Location and Tone Project, publishes events
data automatically extracted from online news media around the world (GDELT,
2015). GDELT is supported by Google Jigsaw and Google BigQuery to use ma-
chine learning to extract information from sources every 15 minutes, resulting
in hundreds of thousands of rows per day (GDELT, 2015). Overall, there is lim-
ited public documentation of the steps in the automated process GDELT uses
to extract and aggregate information from individual news articles into events,
making it difficult to reconstruct here (National Statistics, 2020; Wang, 2017).
It is also unclear whether specific quality assurance mechanisms are built into
GDELT, as they are in the much smaller-scope projects such as ACLED (ACLED,
2019). Wang identifies two weaknesses of GDELT in the abundance of duplicate
events and overrepresentation of a few domains across the majority of events
(Wang, 2017). Further, in an assessment of a random sample of 3,000 articles
from GDELT between March and May 2014, Wang found that GDELT achieved
an average event coding accuracy of 16.2% when compared with at least one hu-
man coder (Wang, 2017). As such, given the scale and speed of GDELT, it seems
that it follows a completely automated process which does not incorporate man-
ual user elements and should still be regarded as experimental given significant
concerns about the data quality (National Statistics, 2020; Wang, 2017). Wang
suggests that introducing some human supervision could improve accuracy, al-
beit at a slight loss to the speed of a fully automated IE system (Wang, 2017).
Other automated IE systems include Biryani, a scalable system for extracting
political events data, and Proteus BIO, which was designed to maintain a real-
time database of infectious disease outbreaks (Halterman et al., 2017; Grishman,
Huttunen, and Yangarber, 2002). Biryani is a modular, containerized system
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using a Spark architecture for distributed CoreNLP processing and event ex-
traction which allows social scientists to rapidly process sources across one or
more machines (Halterman et al., 2017). Though Biryani is not interactive, it was
still designed to be easily usable by social scientists, with its architecture built
on Docker containers allowing dependencies and software to be self-contained
(Halterman et al., 2017). Proteus BIO is also a modular system, but the IE tasks
- not the processing capability - are split across modules (Grishman, Huttunen,
and Yangarber, 2002). The first module is a crawler which identifies sources
of information from the web (Grishman, Huttunen, and Yangarber, 2002). The
second is an automated extraction engine which begins with tokenization and
lexical look-up, then pattern matching to recognize actor and location names
before adding observations to a database (Grishman, Huttunen, and Yangarber,
2002). The database is viewable through the third module, a web-based interface
which displays the data as a spreadsheet, but is not editable given the system’s
automated design (Grishman, Huttunen, and Yangarber, 2002).
1.1.3 Interactive IE Systems
Interactive IE (IIE) systems are common in the biomedical field since curating
some genomic resources could take decades and automated processes are lim-
ited by the complexity of the field (Campos et al., 2014). IIE systems offer a com-
promise between speed and accuracy. One IIE system which stands out is Egos,
a web-based platform for text mining and curation which allows users to man-
ually and automatically annotate documents (Campos et al., 2014). Although
it does not integrate user-oriented learning elements, Egos was developed with
focus on usability and simplicity, with features to establish annotation guide-
lines and user accesses, import documents, annotate interactively, and export
documents. (Campos et al., 2014). The automated annotating function utilizes a
REST API from the existing literature, the BeCASE REST API, to identify genes,
proteins, species, chemicals, and other features of interest (Campos et al., 2014).
Another IIE system in the biomedical fields is EXTRACT, an interactive an-
notation tool which helps researchers identify scientific terms for annotation
(Pafilis et al., 2016). EXTRACT works primarily as a browser bookmark which
users click to classify text into scientific terms using named entity recognition
(NER). Four previously published NER systems are integrated on the server’s
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backend to do flexible matching of a dictionary of millions of names against
thousands of abstracts per second (Pafilis et al., 2016). A supervised approach
has the user select a section or all of the text in a web page or document to be
classified and annotated (Pafilis et al., 2016). All of the annotations are collected
in tabular form with references to the location of the original text in the source
document (Pafilis et al., 2016). There does not appear to be a user-oriented learn-
ing component to EXTRACT; rather, it is a tool which is meant to aid researchers
and any improvements to its annotating ability would need to be made either to
its user interface or to the NER systems which it references.
1.1.4 User-oriented Learning IIEEs
Similar to the Egos and EXTRACT systems described above, the “tagtog” sys-
tem is a web-based annotation framework used to mark up entities and concepts
in full-text articles (Cejuela et al., 2014). The main difference is that tagtog in-
tegrated user-oriented learning to improve its results over time (Cejuela et al.,
2014). tagtog leverages manual user annotation and machine-learned annota-
tion to identify and extract gene symbols and names. The system uses a general-
purpose named entity recognizer implemented with conditional random fields
which result in a slightly lower performance than similar methods but have the
benefit of increased speed, which is vital to a user-interactive application (Ce-
juela et al., 2014). Initially, the tool is trained with a small set of manually anno-
tated documents. Then, as researchers work in the tagtog environment, sets of
documents are automatically annotated for the researchers to review and vali-
date. The interaction between the automated machine learning system and user
feedback within tagtog allows for continuous and iterative retraining of the ma-
chine learning methods which can lead to an ever-improving performance in
automatic prediction (Culotta et al., 2006).
Chan et al present a method for improving event detection by improving
triggers and event types through user-oriented learning (Chan et al., 2019). They
demonstrate that with less than 10 minutes of human effort per event type, their
system achieved better performance for 67 novel event types when building
from the basic ACE annotation dataset (Chan et al., 2019). Since machine learn-
ing algorithms are rarely perfect, they must be compensated for by interacting
effectively with the user and the environment (Culotta et al., 2006).
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1.2 Literature Review Part 2: Measuring Efficacy of IE Tech-
nologies
Measuring the efficacy of an IE system differs based on the design and methods
of the system. For example, a user-oriented learning IIEE will consider metrics
which differ, even if slightly, from those of a traditional IE system built using
a corpus of annotated documents. In this section, a wide range of metrics are
presented to later be implemented in the SCOPE tool.
There are three measurements of performance considered in the majority of
event extraction literature: precision, recall, and F1 Score (Ahn, 2006; Campos et
al., 2014; Culotta et al., 2006; Hogenboom et al., 2016; Pafilis et al., 2016). These
metrics vary based on the task they are describing, which is in turn dependent
on the IE system design. Most systems follow either pipeline classification or
joint classification. Pipeline classification describes a process in which a set of
independent classifiers are “each trained to complete one subtask and the output
of one classifier can also serve as a part of the input to its successive classifier”
(Xiang and Wang, 2019, 9). Joint classification describes a process in which the
acts of identifying and parsing events are handled simultaneously (Xiang and
Wang, 2019). As such, in joint classification, precision refers to the number of
events which were properly extracted divided by the sum of the events which
were properly extracted and the events which were extracted but should not
have been (See Equation 1.1). The latter may not even constitute events. I.e.,
precision is the fraction of properly retrieved events which are relevant (Hogen-
boom et al., 2016). Recall is the number of events which were properly extracted
divided by the sum of the events which were properly extracted and the events
which were not extracted but should have been (See Equation 1.2). I.e., the
fraction of relevant events that are properly retrieved (Hogenboom et al., 2016).
Conversely, in pipeline classification, each of these measures refers to one step
in the event extraction process, such as identifying event triggers (See Equations
1.3 and 1.4). F1 Score, the harmonic mean, is a balance of precision and recall
(See Equation 1.5). It is more difficult to achieve a high recall, which requires
knowledge of all the missed events, than a higher precision, which only requires
knowledge of which extracted events should not be included (Sarawagi, 2007).












Events triggers properly identified
Event triggers properly identified+Event triggers identified which should not have been
(1.3)
Recall =
Events triggers properly identified
Event triggers properly identified+Event triggers not identified which should have been
(1.4)
F1 Score:
F1 = 2 × Precision × Recall
Precision + Recall
(1.5)
Yet, these metrics only consider accuracy – not the other dimensions of per-
formance in an IE system. Most event extraction literature – user-oriented learning-
based and not – also tracks the time required to execute a task, either in part
(pipeline classification) or fully (joint classification) (Campos et al., 2014; Cu-
lotta et al., 2006; Hogenboom et al., 2016; Pafilis et al., 2016). For example, Pafilis
et al. find that their EXTRACT tool sped up the annotation process by some
15-25% (Pafilis et al., 2016). Campos et al. similarly find that their Egos tool
reduced curation times by some 1.5 to 4 times (Campos et al., 2014). Culotta et
al. also consider measures of confidence in event extraction using a variant of
the sum-product, or forward-backward, algorithm (Culotta et al., 2006). Among
metrics, Sarawagi identifies confidence as especially difficult to estimate from
typical extraction models (Sarawagi, 2007). In any IE system, improvements to
the system are understood as increases in precision, recall, F1 Score, and confi-
dence or decreases in performance time (Ahn, 2006; Campos et al., 2014; Culotta
et al., 2006; Hogenboom et al., 2016; Pafilis et al., 2016). This is not any different
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from comparing the performance of different machine learning algorithms.
There are additional metrics, though, for interactive IE systems. In their dis-
cussion of EXTRACT, Pafilis et al. go on to evaluate their system by usability
(Pafilis et al., 2016). Usability includes considerations of how easily navigable
the tool or environment is and whether the user can accomplish the task (Pafilis
et al., 2016). Campos et al. define usability for a system as having “easy-to-
understand interfaces, and simple installation and configuration steps” (Cam-
pos et al., 2014, 3). Usability is usually a qualitative metric, and is transformed
into a quantitative metric via a binary (e.g., “Yes, the system was helpful and
easy to navigate” = 1 and “No, the system was not helpful” = 0) or a scale (e.g.,
“rate the system’s helpfulness from 1 to 5, with 5 being the most helpful”) (Pafilis
et al., 2016; Campos et al., 2014). Huttunen et al. propose to measure the rel-
evance of an extracted event to the user regardless of whether the event was
properly extracted or not (Huttunen et al., 2013). In other words, if the user is
constructing a dataset on Chinese Belt and Road Initiative activities, an event
describing the occurrence of a Christmas Day parade in San Jose would not be
relevant even if the actors, action, location, time, and all other fields were de-
scribed accurately. This note on relevance, though introduced in a discussion on
IIE systems, could apply to all IE systems.
There are also additional metrics for user-oriented learning-based IIEEs. Pierce
and Cardie conceptualize the efficacy of a system in two parts: coverage and
responsiveness (Pierce and Cardie, 2001). Coverage is “the system’s ability to
extract all desired information for the user, i.e. to completely cover the task”
(Pierce and Cardie, 2001, 1). Coverage could be measured by precision, recall,
or F1 Score; it is describing accuracy. Responsiveness is “the system’s ability
to achieve a reasonable level of performance without undue burden upon the
user” (Pierce and Cardie, 2001, 1). When considered within the logic of user-
oriented learning, coverage encourages more training examples from the user
whereas responsiveness encourages less. Culotta et al. describes a similar con-
cept through corrective feedback, as the ability to solicit corrections from the
user, and persistent learning, as the ability of the system to continually update
its prediction model(s) (Culotta et al., 2006). Corrective feedback is dependent
on the usability and utility of the IE system, as they determine the quantity and
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quality of output data which will in turn become training data for the next iter-
ation of the prediction model (Culotta et al., 2006).
So far, the discussion of metrics has been limited to the assessment of one
IE task at a time. This is sufficient for a joint classification approach, but not a
pipeline classification approach in which multiple steps exist. In pipeline clas-
sification, we must understand how the performance of an upstream module
influences – for better or worse – the performance of a downstream module,
and how any changes to upstream modules may affect downstream modules
(Xiang and Wang, 2019, 11; Liu, Luo, and Huang, 2018; Du and Cardie, 2020).
Ahn presents a method for evaluating the effect of changing individual modules
on overall performance as measured by ACE value in a traditional automated
IE system (Ahn, 2006). However, this procedure for a default pipeline classifi-
cation, user-oriented learning-based IIEE remains as a gap in the literature com-
pared to the much heavier documented topics of joint classification and fully
automated IE systems. The following sections of this paper attempt to address
this gap through a discussion of the development of the SCOPE tool and the im-
plementation of metrics for coverage and responsiveness to assess the efficacy
within and across the tools’ modules.
2 Methods
The core goal of this paper is to implement a test of the efficacy of the SCOPE
interactive information extraction environment (IIEE), relative to fully manual
workflows. The results of this test will demonstrate the ability of SCOPE to
present the relative strengths and weaknesses of manual users and AI through
the establishment of baselines for future comparison, as well as provide prece-
dent and methods for integrating the two. In this section, I first introduce the
broad design strategy for SCOPE, as well as the tool’s existing and proposed
infrastructure, insofar as it is necessary to enable a discussion of the findings of
my analysis. Second, I outline the approach used to assess the efficacy of the IE
methods implemented within the SCOPE tool, and how this approach could be
extended to future AI improvements to IIEEs.
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2.1 Introducing the SCOPE Method
In this brief section, I provide a broad overview of the design decisions of SCOPE
as they pertain to the efficacy assessment methods described later in Section
2.2. A full discussion of the design rationales and decisions for SCOPE is pro-
vided in Appendix B. A complete visual documentation of the SCOPE tool and
its parts is provided in Appendix C. All of the code is accessible at https:
//github.com/wmgeolab/scope.
As a user-oriented learning-based IIEE, the efficacy of the SCOPE tool is
a function of its ability to maximize coverage and responsiveness (Pierce and
Cardie, 2001). This ability starts with eliminating the need for the creation of
a corpus of hundreds of annotated training documents by instead learning as
the user manually completes their work. The machine learns through consis-
tent interaction with the user in the form of training data and quality assurance
(Culotta et al., 2006). Figure 1.3 below illustrates how the SCOPE tool works to
maximize coverage and responsiveness in each of its modules. Users operate the
tool to manually complete the information extraction task and the output of their
work is used as the training data for machine-assisted information extraction. A
sample of the data (denoted by the dotted lines) from both the manual and auto-
mated workflows is quality assured by manual users before being added to the
training data. A deeper explanation is provided in Appendix B.
FIGURE 1.3: SCOPE’s User-oriented Learning-based System
The SCOPE tool itself is developed in Python’s Django web framework, which
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uses a system of models, views, and templates to define how data is stored, pro-
cessed, and interacted with in various parts of the tool. To maximize flexibility
while benefiting from user-oriented learning, the SCOPE tool is developed in
independent, optional “modules” which are linked together by their expected
inputs and outputs. Each module is a grouping of functionalities which enable
users to process or interact with the data in some specific, predetermined man-
ner. All modules also belong to one of four “classes”: Administration, Pipelines,
Workflows, or Analytics. Administration modules enable a user to set up all the
basic infrastructure of their version of the SCOPE tool; connecting to a database,
adding user credentials, selecting modules to include, and so on. Pipeline mod-
ules bring in massive amounts of online source data into the database. Workflow
modules cover the entirety of the traditional IE task; importing sources from
the database into the tool’s manual and automated workflows, and extracting
and parsing information from those sources. Analytics modules offer additional
tasks, such as geocoding event locations or analyzing sentiment in text. A fuller
discussion of each module is provided in Appendices B and C, including a list
of which modules have already been constructed and which are proposed to be
developed next.
Across its modules, the SCOPE tool follows by default a pipeline classifi-
cation approach to information extraction, as opposed to a joint classification
approach. In a pipeline classification approach, each classifier - which we call
modules - is designed to accomplish a specific subtask (Xiang and Wang, 2019;
Riedel and McCallum, 2011). For example, one module identifies relevant infor-
mation and extracts it from source documents (Extracting) while another codes
that information into a structured data observation (Parsing). As detailed in Ap-
pendix B, following a pipeline approach enables the SCOPE tool to be tailored
to user-oriented learning situations which do not require the full EE process of
transforming unstructured source text into structured events data, whereas a
joint classification approach would be limited here as it handles the entire EE
process simultaneously. In other words, pipeline classification enables users to
decide for themselves which modules to include in their version of the SCOPE
tool. A user-oriented learning approach also overcomes the heavy feature en-
gineering and linguistic knowledge usually required in each stage of a pipeline
approach (Cardie and Pierce, 1998; Du and Cardie, 2020).
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It is relevant to note that there is substantial literature which indicates that
a pipeline approach to information extraction can be particularly susceptible to
error propagation, “where errors in an upstream classifier are easily propagated
to those downstream classifiers and could degrade their performance” (Xiang
and Wang, 2019, 11; Liu, Luo, and Huang, 2018; Du and Cardie, 2020). A sep-
arate set of literature indicates that this weakness can be overcome, and there
are at least two solutions to this problem to maintain SCOPE’s coverage without
sacrificing responsiveness (Riedel and McCallum, 2011; Venugopal et al., 2014).
First, the inclusion of modules for quality assuring the outputs of each suite
(e.g., Extracting (QA) Module, Parsing (QA) Module) can mitigate the effects of
error propagation by subjecting each step of the information extraction process
to one or more rounds of quality assurance by multiple manual or automated
coders. Second, it is within the capabilities of the SCOPE tool to simply create
a single suite of modules which contains the entire IE system (a joint classifi-
cation approach). In this suite, one module would be dedicated to manually
parsing structured events data from unstructured source text. Another module
would house the machine learning model which automatically completes this
same process. A third module would offer the ability to quality assure the out-
puts of the suite.
Another potential weakness of the pipeline approach might be that a down-
stream module cannot impact upstream modules’ decisions, and the various
interdependencies of different IE subtasks cannot be well utilized (Ahn, 2006;
Xiang and Wang, 2019; Venugopal et al., 2014). This is a recognized limitation of
the SCOPE tool as it is presently designed and is accepted by other scholars as
well (Ahn, 2006; Agerri et al., 2016; Riedel and McCallum, 2011). Currently, the
best method for ensuring efficacy of all modules is to maximize the efficacy of
upstream modules, including the acquisition and storage of any data which may
be valuable downstream. The coverage and responsiveness of upstream mod-
ules indirectly impacts those downstream, so optimizing the methods – manual
and/or automated – of each module is critical.
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2.2 Proceduralizing the Assessment of the Efficacy of IE Meth-
ods in SCOPE
In this section, I build on existing literature to propose a design for assessing
the efficacy of the methods applied in the SCOPE tool. These methods can be
applied to a fully manual, automated, or hybrid SCOPE workflow.
To begin, I separate efficacy into two systematized concepts: coverage and
responsiveness (Pierce and Cardie, 2001). Coverage describes the tool’s accu-
racy, or ability to accomplish the IE task. Responsiveness describes the tool’s
ability to achieve a certain level of accuracy given a set schema and interaction
with users. Next, I deconstruct each of these concepts into operational measures.
Following precedent in IE literature, I measure accuracy by precision, recall, and
F1 Score (Ahn, 2006; Campos et al., 2014; Culotta et al., 2006; Hogenboom et al.,
2016; Pafilis et al., 2016). I use time as the measure for interaction with users
(Campos et al., 2014; Culotta et al., 2006; Hogenboom et al., 2016; Pafilis et al.,
2016).
In a pipeline classification approach, efficacy can be measured for the en-
tire IE pipeline as well as for individual modules (Xiang and Wang, 2019). The
efficacy of each module will impact the overall efficacy of the pipeline, with
upstream modules being especially influential on downstream modules (Xiang
and Wang, 2019, 11; Liu, Luo, and Huang, 2018; Du and Cardie, 2020; Riedel and
McCallum, 2011; Ahn, 2006). As such, a change in the efficacy of one module can
change the efficacy of subsequent modules and the entire pipeline. Further, the
methods used for measuring precision, recall, and F1 Score are dependent on the
unit being examined (i.e., a specific module or the entire pipeline). For example,
assessing an Extracting module requires determining whether all the relevant in-
formation describing an event and no irrelevant information is included within
each extract. On the other hand, assessing a Parsing module requires determin-
ing whether each field (e.g., event type, actors, location, date) was properly clas-
sified based on the information in the input extract data. Of course, assessing
a joint classification approach would require determining whether each event
was properly identified, extracted, and parsed in one step from the source text.
For the purposes of this paper, I focus on assessing the SCOPE tool’s Ex-
tracting module. While the methods for measuring accuracy are unique to the
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Extracting module, the overall process can be applied to any module or the en-
tire workflow of the SCOPE tool. I choose to focus on the Extracting module as
it is one which we could establish a baseline for both the manual and prototype
automated methods.
To measure the accuracy of the Extracting module, I begin by setting criteria
for an event and an extract. An event is an occurrence of something at a certain
time and place involving one or more participants (Xiang and Wang, 2019). An
extract is an unstructured text string composed of unaltered sentences extracted
from the source which should include information on one event, or multiple
events when they are listed together and difficult to separate without losing
information (Liu, Luo, and Huang, 2018). Accordingly, precision is the fraction
of extracts which properly describe relevant events and recall is the fraction of
properly described relevant events that are retrieved (Hogenboom et al., 2016).
Figure 1.4 presents a confusion matrix for the Extracting modules.
FIGURE 1.4: Confusion Matrix for the Extracting Module
To calculate these requires assessing the event information which should be
extracted as well as the events and other information which should not be ex-
tracted. In other words, evaluating a properly extracted event from an improp-
erly extracted event. For the purposes of this paper, I set the rules that – after
removing stop words, repeated words, and punctuation – at least 67% of the
extract must be necessary text describing the event, no more than 20% can be
text which is irrelevant to the event, and no more than 33% of the necessary
text can be missing from the extract. Sources with only irrelevant information
should have no extracts. This method loosely follows that of Jaccard similarity
and cosine similarity in information retrieval and text mining literature, where
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the similarity between the contents of documents is calculated (Chahal, 2014;
Gomaa and Fahmy, 2013). The method put forth in this paper is stricter than
Jaccard similarity because it differentiates between appropriate, inappropriate,
and missing text, whereas Jaccard similarity is only a measure of overlap and
does not assess text differently. I argue that this method is appropriate because
the inclusion/exclusion of appropriate/inappropriate information can impose
different effects on the IE process.
A challenge to this approach is that different human and automated coders
will likely not create the same number of extracts for a source, and their extracts
may describe different combinations of events. The order of the extracts could be
identified and corrected through calculating the similarity between each combi-
nation of extracts, but – to the best of the author’s knowledge – there is no doc-
umented method of accurately assessing which extracts are describing which
events if the number of extracts differs between the two datasets. This may
not be an issue, though, given that some extracts may already contain multiple
events and some events may possess the same descriptive information and in-
terdependencies. Further, event information could still be parsed correctly if a
“Deduplicating” module is included prior to the Parsing module to merge to-
gether extracts which describe the same event(s) but were incorrectly extracted
separately. As such, I propose to evaluate the content of the extracts together (as
opposed to individually) to mitigate this challenge. Whether a penalty should
be imposed for when the number of extracts is different from the key (i.e., val-
idation data) should be a focus of future research, especially with regard to its
potential impact on the Parsing module.
Now that we have a standardized method for measuring the accuracy of a
module, we are able to contrast this with the time it takes to complete the IE task
to determine the efficacy of the module. The first run of the manual version of
the module (or fully manual workflow) is the baseline for comparison. When
changes to the SCOPE tool are made, any resulting increase in accuracy or de-
crease in completion time constitutes an improvement of the tool’s efficacy. This
includes user interface changes, development of machine learning models, or
even improvements to the processing capabilities of the database infrastructure.
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2.3 Case Example: Developing a Comparative Efficacy Metric
for Manual and Machine-Automated Event Extraction
In the remainder of this paper, we implement the SCOPE tool with a first run of
its manual workflow to establish a baseline for future comparison. We construct
a prototype function to illustrate a comparison between human and automated
methods. It is important to note that the majority of the tool is still in ongoing
development, especially the automated components, and the version we present
here represents the basic infrastructure of the tool. Nonetheless, establishing
methods for how to assess and compare the results of the tool is a vital step to
take as we begin to develop the more advanced automated components.
2.3.1 Establishing a Baseline Using SCOPE for Manual Event Extracting and
Parsing
Upon completion of the initial version of the SCOPE tool presented in this pa-
per, we set out to begin integrating the tool into the existing operations of the
author’s research team, geoParsing. Over the course of six weeks in March and
early April 2021, the team transitioned from their previous spreadsheet-based
manual IE system described in section 1.1.1 to using the SCOPE tool for extract-
ing events on topics of Chinese Belt and Road Initiative development projects
in Latin America and the Caribbean and Russian foreign relations in the Central
African region. This transition took place at weekly team meetings.
For the first two weeks, the researchers were introduced to the tool by the
author and practiced navigating its different pages and functionalities for thirty
minutes each week. During this time, the researchers also provided construc-
tive feedback about the tool’s design, adjustments which would improve nav-
igation and usability, and any error messages they encountered. For example,
one researcher suggested that we add an asterisk (*) next to the required fields
in the Manual Parsing module. Another researcher was experiencing difficulties
when formatting their event dates, so we included a calendar widget for easier
use. Many researchers ran into error messages after forgetting to log into their
GitHub account or attempting to checkout multiple tasks at the same time, so
we implemented protections to protect against these errors.
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For the remaining four weeks, the researchers used the SCOPE tool to extract
and parse events from a prepared dataset of online news sources. The author
provided a quick recap tutorial at the first of these four weekly meetings and
was present each week to troubleshoot any potential errors. The expectation was
for each of the 15 researchers to complete the manual workflow for 4 sources
each week for a total of 240 sources. These sources were from a mix of news
outlets and curated based on the domain of the researchers, with 112 on topics
related to China and 128 on topics related to Russia. Some of the sources were
purposefully irrelevant and it was the responsibility of the researchers to assess
whether each source had relevant event information to extract and parse. Due
to scheduling constraints of team members, we decided to hold time constant
so each researcher spent 4 minutes on extracting and 4 minutes of parsing for a
total of 8 minutes.
By integrating SCOPE into the existing manual methods, we were able to
develop a reasonable standard for future comparisons. For the purposes of this
paper, we continue to focus our assessment of efficacy on the Extracting mod-
ule. Human researchers are not 100% accurate all the time when extracting in-
formation. One cannot expect a machine to be 100% accurate either. To develop
the answer key, 30 sources were randomly selected to be extracted by the au-
thor. Rather than holding time constant again, the author spent as much time
as was necessary to properly extract all relevant event information from each
of the sources. The average of these times is the time required to achieve 100%
in precision and recall. We then plot this point against the results of the time-
constrained researchers to establish a baseline to compare future improvements
against.
2.3.2 Constructing Prototype Machine-Automated Functions
We also developed a prototype “auto-assist” function to demonstrate a compar-
ison between human and automated methods. For illustrative purposes more
than productivity, the function is incredibly simple. Given a predetermined list
of trigger words, it scans each of the 30 sources, detects every time a trigger is
present, and extracts the three sentences including and following the trigger’s
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location in the source. Those three sentences constitute its extract.4 We had no
expectation that this function would outperform the 15 researchers with regard
to accuracy, but it should possess a massive advantage in performance time. The
results of the function are plotted against the manual results.
3 Results and Discussion
In the remainder of this paper, I provide the results of the two tests to establish
baselines for manual and automated IE tasks. I discuss the meaning of these re-
sults, address remaining limitations, and conclude with remarks on future work.
The focus is again on the overall process through which we are able to assess the
efficacy of the SCOPE tool, rather than the actual performance of this largely il-
lustrative exercise using the initial version of SCOPE.
Of the 240 sources meant to be processed by the 15 researchers, only 207 were
processed. 12 of these were excluded because researchers had to be absent from
a weekly meeting. The remaining 21 were not processed due to various inef-
ficiencies (e.g., error messages) during the first two weeks of using the SCOPE
tool on one of geoParsing’s subteams. Given scheduling constraints of the re-
searchers, these sources could not be made up and were excluded from the test-
ing. They are not represented in the results. Another 45 sources were excluded
from the random analysis because their websites did not allow the SCOPE tool’s
built-in import function to automatically scrape their source text. The prototype
“auto-assist” function uses this scraped source text as an input. The subset of 30
sources was randomly selected from a pool of 162 sources.5
Manual Manual (SW) Auto-Assist Auto-Assist (SW)
Precision 0.269 0.269 0.034 0
Recall 0.388 0.318 0.077 0
F1-Score 0.318 0.292 0.048 0
TABLE 1.2: Accuracy Statistics for Each Method
4The function relies on the requests and biolerpy3 packages to retrieve the source text. It uses
the find and sent_tokenize modules from the nltk package to extract the sentences.
5All data and code for this section can be found at https://github.com/wmgeolab/scope/
tree/master/resources/scope_testing_results_IMPORTANT.
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Table 1.2 provides the precision, recall, and F1 Score attained by the researchers
for the random subset of 30 sources. These statistics were achieved by grouping
extracts from the same source together, tokenizing them, removing duplicate
words, removing stop words (SW), and finally calculating the percentages of
token counts which met each criteria. Overall, the precision was 26.9%, recall
was 38.8%, and F1 Score was 31.8%; when stop words were removed, the results
changed as such – 26.9%, 31.8%, and 29.2%. The answer key took an average of
3 minutes and 16 seconds per source to extract; the median time was 2 minutes
and 54 seconds. The times for each source are shown in Figure A.7. Surpris-
ingly, both the researchers and the key extracted a total of 88 extracts from the
30 randomly selected sources, though the number of extracts does not remain
consistent for every source. The number of extracts by source can be seen in
Table A.1. Clearly, the low performance of the researchers despite taking more
time than the answer key required illustrates the need for improvement using
the SCOPE tool to integrate more advanced machine learning-based methods.
As expected, the auto-assist function performed far below the manual re-
searchers in terms of accuracy with a precision of 3.4%, recall of 7.7%, and F1
Score of 4.8%; these dropped to 0 when stop words were removed. It strug-
gled especially with websites which loaded their content dynamically using
javascript and websites which were originally in a foreign language, such as
French. The function also could not distinguish between events which were ir-
relevant to the project and should not have been extracted. Both the manual re-
searchers and the prototype function achieved markedly higher recall than pre-
cision within the subset of 30 sources, suggesting a tendency to extract more in-
formation from the source than was appropriate and thus increasing the number
of events extracted at the expense of always extracting the appropriate amount
of information. The 67-20-33 percentage rule is especially strict when grading
the precision of the method, as 67% of the text must be appropriate and no more
than 20% can be inappropriate. On the other hand, up to 33% of appropriate text
could be missing from the extract when grading recall. The prototype function
performed incredibly quickly. The average time was 3.25 seconds; the median
time was 3.11 seconds. As it was not our intention to judge the prospect of auto-
assisted event extraction by the performance of the basic function here, it should
instead be viewed as a baseline and an example of how one could assess a more
Chapter 1. Thesis 24
sophisticated machine learning model in the future.
An improvement can be increased accuracy (i.e., precision, recall, or F1 Score)
or decreased completion time. For example, the baseline F1 Score results for
each method can be seen in Figure 1.5. Decreasing the amount of time required
for manual researchers to achieve the same level of accuracy could be achieved
through the implementation of a more robust version of the prototype function
to detect event information from source text. Likewise, the level of accuracy
achieved by the automated method could be improved by integrating the feed-
back of manual researchers, even if it results in a slightly slower completion
time. Similar figures for each of the measures of accuracy can be seen in Ap-
pendix A. These results suggest that with some effort, an automated method
could readily benefit EE tasks as training data is amassed for the development of
advanced machine learning-based models and fully automated modules. These
methods can be evaluated using the same measures presented here. The wide
gaps between the key, the manually extractions, and the automated extractions
illustrates the high potential value of the SCOPE tool going forward as its re-
maining components are developed.
FIGURE 1.5: Plot of F1 Score and Speed Attained by Each Method
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3.1 Conclusion
There are several areas of improvement for SCOPE in future work. These areas
can be split into structural, methodological, and measurement improvements.
Structurally, a limitation of the current SCOPE tool is that workflows are im-
mutable once created. In this paper, we demonstrate how different functions
and models can be improved. However, the tool is not yet able to accommodate
changes to schemas or which modules are included. The next iteration of SCOPE
should resolve this limitation by enabling users to retroactively make changes
and have the data either be preserved or automatically adjusted. Further, not all
the proposed modules have been developed. Future work should prioritize the
development of remaining Administration modules and early-stage Auto Work-
flow modules, as they collectively comprise the most necessary functionalities
for the event extraction task.
Methodologically, there is clear room for improvement with regard to the
machine learning models. The prototype auto-assist function applied here was
for the demonstrative purpose of establishing a baseline for comparison rather
than achieving practical and accurate results. The development of superior ma-
chine learning models was outside of the scope of this thesis to accomplish,
but they are integral to the success of SCOPE, particularly as a user-oriented
learning-based IIEE. Future work should prioritize the development of these
models – to be situated within the Auto Workflow modules – and study their ef-
ficacy over time as quality assured data accumulated through users’ interactions
with the SCOPE tool is iteratively introduced as training data.
With regard to measurement improvements, currently we can only assess the
predicted change in efficacy of a module or workflow following an improve-
ment, but mapping the exact way a module-level change impacts succeeding
modules or the entire workflow is more ambiguous. Further exploration of
these intermodular interactions would make a meaningful contribution to the
literature. Lastly, future work might consider integrating additional measures
for interaction with users beyond time. These measures could strengthen our
conceptualization of responsiveness by integrating structured insights of how
user-friendly and operable the SCOPE tool is whenever a user-facing update is
made and by tracking how many observations are required to reach a certain
level of accuracy based on user-oriented learning. Any update which makes the
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tool more user-friendly or less observation-dependent will improve the tool’s
responsiveness.
We set out in this paper to present the ongoing development of a novel user-
oriented learning-based IIEE which encompasses all the tasks involved in oper-
ating an IE project and integrates manual and automated IE methods to optimize
efficacy. SCOPE, a Python Django-based tool divided across specialized mod-
ules accomplishes this goal. Though only the manual workflow is operational
thus far, SCOPE poses to have high potential in the field of IE, specifically for
the creation of events datasets. To the best of the author’s knowledge, SCOPE
is uniquely situated among IE technologies as a system which is flexibly built
to enable manual, automated, and/or interactive workflows while also incor-
porating a user-oriented learning approach to iteratively improving the tool’s
automated components over time. These capabilities are made possible by the
tool’s modular design, in which modules are developed independently and their
inclusion in the tool can be tailored to specific project needs. We demonstrate the
SCOPE tool’s potential through the proceduralization of assessing efficacy of its
methods, whether applied at the module or workflow level. In doing so, we lay
the foundation for integrating and testing the results of future improvements
to the tool, whether they be updates to the user interface, advancements in the
machine learning models, or any other changes. We then put this proceduraliza-
tion into practice by establishing baselines for future comparison for the manual
and automated versions of the Extracting modules, achieving 31.8% and 4.8% F1
Score accuracy within 240 seconds and 3.25 seconds respectively. These results
highlight the comparative advantages of both methods and suggest the value of
an integrated approach to IE. Lastly, the proposed inclusion of Analytics mod-
ules to handle additional tasks such as geocoding event locations, identifying
misinformation, or analyzing sentiment in text situates the SCOPE tool to in the
future be able to accomplish many innovative tasks beyond the central goal of
extracting events information from text.
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Test ID Researchers Key Auto-Assist
1 3 2 4
2 2 2 10
3 3 1 4
4 3 1 5
5 4 1 3
6 2 3 16
7 7 10 1
8 5 1 1
9 2 5 6
10 8 8 10
11 4 1 12
12 3 4 14
13 2 2 10
14 3 6 7
15 2 3 8
16 1 2 1
17 4 6 23
18 5 1 8
19 1 1 11
20 3 2 9
21 2 4 8
22 0 0 14
23 1 0 17
24 1 1 2
25 1 2 4
26 1 1 0
27 4 5 23
28 3 5 8
29 1 1 8
30 1 1 8
TABLE A.1: Extract Counts by Source
Manual Manual (SW) Auto-Assist Auto-Assist (SW)
FP 19 19 28 29
FN 11 15 12 14
TP 7 7 1 0
TN 1 1 0 0
TABLE A.2: Accuracy Statistics in Terms of False Positives, False
Negatives, True Positives, and True Negatives
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Manual Manual (SW) Auto-Assist Auto-Assist (SW)
Precision 0.269 0.269 0.034 0
Recall 0.388 0.318 0.077 0
F1-Score 0.318 0.292 0.048 0
TABLE A.3: Accuracy Statistics for Each Method (repeat)
FIGURE A.8: Plot of Precision and Speed Attained by Each Method
FIGURE A.9: Plot of Precision and Speed Attained by Each Method
(Stop Words)
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FIGURE A.10: Plot of Recall and Speed Attained by Each Method
FIGURE A.11: Plot of Recall and Speed Attained by Each Method
(Stop Words)
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FIGURE A.12: Plot of F1-Score and Speed Attained by Each
Method




Designing the Scope Tool
B.1 User-Oriented Learning-based System
The SCOPE tool was designed to provide project-tailored IE technology without
need for expertise in NLP, computational linguistics, and data engineering. It
follows the fundamentals of user-oriented learning, in which the machine learns
through consistent interaction with the user in the form of training data and
quality assurance (Pierce and Cardie, 2001; Culotta et al., 2006). Figure B.1 below
illustrates the logic of the SCOPE tool, with each part described below.
FIGURE B.1: SCOPE’s User-oriented Learning-based System (re-
peat)
• User Training: Users of the SCOPE tool are trained to extract information
based on the rules and needs of their project. For example, on the geoP-
arsing Team at William & Mary, an undergraduate researcher might be
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trained to identify and parse events of Chinese government-related infras-
tructure investment or development in Latin America and the Caribbean
from open-source news articles.
• Manual Information Extraction: Based on their training, users then begin
working manually to extract and parse information using the SCOPE tool.
• Training Dataset: The output of the Manual Information Extraction then
forms the training dataset from which the model will learn. Some projects
may retain a number of researchers working manually to collect data even
after a machine learning model achieves high accuracy levels, so this dataset
continually grows to fine tune the model. As with other methods of ma-
chine learning, the model will not be in danger of becoming hypertuned
unless the researchers provide it with unrepresentative input data (Culotta
et al., 2006). And since most projects will be domain-specific, a hypertuned
model may not present limitations.
• Machine Training: The model(s) is continuously trained based on the data
collected by and quality assured by the manual users.
• Machine Assisted Information Extraction: Based on the training dataset and
any other parameters, the model(s) automatically extracts and parses in-
formation in a similar fashion to the manual users.
• Quality Assurance: A subsection of the data (between 0-100%) is subjected
to one or more rounds of quality assurance. Here, any inaccuracies per-
formed by the previous researcher(s) is corrected. If the data originated
from the machine assisted side of the framework, then the model is cor-
rected. The quality assured data then joins the training dataset.
• Output Dataset: All of the data processed in the SCOPE tool can then be
exported for use.
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B.2 Modules, Classes, Suites, and Frameworks
The SCOPE tool is developed in Python’s Django web framework, which uses
a system of models, views, and templates to define how data is stored, pro-
cessed, and interacted with in various parts of the tool. Django proved to be
especially useful for developing the tool as it allows for the easy organization
and development of functionalities independently of each other. It also wraps
database setup and management, data retrieval and editing, and other tasks
into the same programmatic environment. All of the code is accessible at https:
//github.com/wmgeolab/scope.
To maximize flexibility while benefiting from user-oriented learning, the SCOPE
tool is developed in independent, optional “modules” which are linked together
by their expected inputs and outputs. Each module is a grouping of function-
alities which enable users to process or interact with the data in some specific,
predetermined manner. All modules also belong to one of four “classes”: Ad-
ministration, Pipelines, Workflows, or Analytics. Modules which serve similar
purposes are grouped together as “suites.” The collection of modules that some-
one chooses to include in their SCOPE tool is called a “framework” (i.e., the
modules necessary to operate a specific project). One can think of the SCOPE
tool as a massive factory in which administration modules are the contracts
which establish the factory, pipelines are the trucks which bring in building ma-
terials and resources, workflows are the machines which transform those ma-
terials into products, and analytics are the finishing touches which add further
customizations to those products. Figure B.2 illustrates the modular structure of
the SCOPE tool. Existing modules are denoted with an asterisk (*). Images of ex-
isting modules and concept art of modules to be developed in the next iteration
of the SCOPE tool can be found in Appendix C.
The flexibility offered through SCOPE’s modularized approach enables users
to tailor their framework to only include the modules which their project re-
quires (Ahn, 2006). Whereas geoParsing requires an IE system which will trans-
form unstructured text into structured events data (both Extracting and Pars-
ing), another project may only need to identify relevant information and store it
as unstructured events data (only Extracting). Some projects, such as our own
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FIGURE B.2: Diagram of SCOPE’s Modules in a Comprehensive
Framework
coding efforts at William & Mary, may also benefit from insights into the in-
termediary stages of the IE process, as understanding which chunks of source
text evidence which structured events can be incredibly valuable to the mission
of identifying Chinese and Russian foreign activities and separating them from
misinformation.
Aside from the Administration modules which must be included, a frame-
work is highly flexible and can include different combinations of Pipelines, Work-
flows, and Analytics modules. The only requirement for which modules are in-
cluded in a framework is that the inputs and outputs of modules are compatible.
For Pipelines modules, data needs to match the format in the database which
will then be queried for processing in Workflows modules. In Workflows mod-
ules, the Extracting Modules expect a source document from the Sourcing Mod-
ules, and the Parsing Modules expect an unstructured text extract from the Ex-
tracting Modules. In Analytics modules, expected inputs will also differ based
Appendix B. Designing the Scope Tool 41
on whether it is expecting a source document, a shorter extract, or structured
events data.
Administration modules are grouped into two suites, “Establishing mod-
ules” (Database, User, Workflow, and Domain), which set up the core function-
alities of the SCOPE tool, and “Managing modules” (Download and Progress
Tracking), which aid users in tracking the progress of their tasks. While these
modules do not handle IE functionalities, each tackles an otherwise difficult ob-
stacle for a user who might not be familiar with designing a database or creating
user authorities from scratch. A tenet of user-oriented learning-based IIEEs is
that they decrease the computational and data engineering expertise needed to
create novel IE systems (Cardie and Pierce, 1998). These models can be explicitly
defined as:
• Database Module: The first step is to establish a place where and define how
all project data will be stored. In this module, a project manager is able
to define the necessary databases and models for their SCOPE workflow.
They can connect to an existing empty database or create a new database,
either locally or hosted elsewhere to suit their project’s storage needs. They
simply pass a local file path or URL/credentials. The project manager
can either use the default SCOPE workflow models if they are creating
an events dataset or design models tailored to their project’s needs. They
can also store connection credentials for any other databases which their
workflow will need to access, such as a database of sources which is grown
outside of their SCOPE framework.
• User Module: After establishing the database, users need to be added to the
project. In this module, a project manager is able to set up the responsibil-
ities (modules each user has access to) and authorities (tasks each user can
perform in a given module). Users are added by their GitHub usernames.
• Workflow Module: In this module, a project manager is able to set up the
modules included in their SCOPE workflow, and the specifications of each.
All administration modules are required. Pipelines, Workflows, and An-
alytics modules can be added based on the project’s needs. In Workflows
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and Analytics modules (which are further distributed across Auto, Man-
ual, and Quality Assurance) the percentage of data that is processed man-
ually or with machine assistance can be set, as well as the percentage of
data which is quality assured.
• *Domain Module: In this module, a project manager is able to set up the
domain-specific fields and codes for their information extraction schema.
EE systems built around event trigger detection could incorporate a user-
oriented system for developing event triggers and types (Tong et al., 2020).
• *Download Module: Here, a project manager is able to export data from the
SCOPE tool.
• Progress Tracking Module: Here, users with access can track the progress of
the project, including breakdowns of work efficiency and statistics describ-
ing the data collected so far.
Another class of modules - Pipeline modules - are those which bring data
into the database. They currently all belong to one suite, Scraping modules,
which enable users to call REST APIs to query and import data from various
sources. These modules are also supplemented by auxiliary programs we are
developing outside of the SCOPE tool to constantly pull sources of information
from Twitter and GDELT. These modules currently include:
• *Auto Twitter Scraping Module: Through this module, any user with appro-
priate access is able to run a function which scrapes Twitter using its REST
API to pull Tweets which match search criteria into an existing database
model for sources. There is substantial literature which indicates the value
of scraping online social networks for event extraction (Goswami and Ku-
mar, 2016; Ritter, Etzioni, and Clark, 2012).
Workflow modules are those which make up the core of the information ex-
traction functionalities of the SCOPE tool, whereas the other modules perform
tasks which are in support of the information extraction task. Workflow mod-
ules transform one form of text-based data extracted from some online source
into another form of text-based data. Most commonly, this will transform un-
structured text from online news articles into structured observations in a dataset.
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Workflows modules belong to several suites: Sourcing, Extracting, Deduplicat-
ing, Parsing, Triangulating, and Deconflicting. Each of these suites possesses
Auto, Manual, and Quality Assurance modules to benefit from the compara-
tive advantages of human and automated processes. In this first iteration of the
SCOPE tool, only the Sourcing, Extracting, and Parsing classes are developed
for basic within-source event extraction:
• *Sourcing (Manual): Through this module, any user with appropriate ac-
cess is able to manually import sources into the respective sourcing model
of their workflow database. Sources can be added individually via URL or
by importing a CSV file with source information.
• *Sourcing (Auto): Here, any user with appropriate access is able to run a
function which queries their database of sources and pulls the results into
the respective sourcing model of their workflow database.1 This function-
ality was developed independently of the Sourcing (Manual) Module as it
may not be the case that every project has or needs access to an auxiliary
database of sources.
• *Extracting (Manual): Users are able to manually process a percentage of
sources (currently 100%) for event detection and relevant text for each
event is sent as extracts to the next module. What constitutes a relevant
event is based on the schema of the project and users’ training. For ex-
ample, a relevant event for geoParsing might be the signing of an agree-
ment to build a new Chinese hydroelectric dam in Ecuador in 2018. All
non-redundant descriptive text related to this event in the online article is
grouped together, unaltered, to create an extract. The inclusion of Extract-
ing modules recognizes the findings of abundant literature at the across-
sentence level and document level of event extraction (Duan, He, and
Zhao, 2017; Naughton, Kushmerick, and Carthy, 2006; Thompson et al.,
2017; Du and Cardie, 2020; Du, Rush, and Cardie, 2020; Huang and Peng,
2020). The Extracting module enables users to bundle together all of the
5W1H information and meta-knowledge of an event into a single chunk of
text. Multiple extracts allow for the extraction of multiple events from the
1For now, this module is not as “automatic” as the naming convention would suggest, as it
still requires interaction from the user.
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same document, or even the same sentence (Liu, Luo, and Huang, 2018;
Li et al., 2019). An “Auto Assist” button enables users to run the same
machine learning model used in the Auto module here and immediately
make edits to the output. The current “Auto Assist” button calls a ba-
sic function which simply returns the few sentences before and after each
occurrence of a predefined trigger word. If a source has no relevant infor-
mation, then it will have nothing sent forward - creating a Sourcing (QA)
Module would have been redundant for this reason.
• Extracting (Auto): This module would serve as the housing infrastructure
for a machine learning model to replicate the process of the Extracting
(Manual) Module without direct interaction with the user. Here, a project
manager would select which model(s) to use to perform the extraction
task.
• *Extracting (QA): Users with appropriate access are able to quality assure
a percentage (currently 100%) of the extracts produced in the Manual and
Auto modules. Once an extract has been quality assured by a number of
independent users (currently 1), it can either be sent forward to the next
module if accurate, or sent back to the Manual module. Future iterations
of the SCOPE tool might design quality assurance differently to preserve
the machine learning principles of user-oriented learning while preserving
the user friendliness of the tool.
• *Parsing (Manual): Users are able to manually parse a percentage of ex-
tracts (currently 100%) into structured events data with fields established
in the Database and Domain Modules. This is where the 5W1H (who,
what, when, where, why, and how) topics of the event are addressed and
the data is transformed into a format which is more accessible to most com-
puter software once exported from the SCOPE tool (e.g., a CSV file to be
examined in Microsoft Excel). Recognizing that some extracts may con-
tain details on several events, multiple can be parsed from a single event
(Liu, Luo, and Huang, 2018). For example, a sentence may contain a list
which references a dam, a highway, and a school all being built by China
in Ecuador. This would not be easily separable in the current Extracting
modules. An “Auto Assist” button would enable users to run the same
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machine learning model used in the Auto module here and immediately
make edits to the output.
• Parsing (Auto): This module would serve as the housing infrastructure for
a machine learning model to replicate the process of the Parsing (Manual)
Module without direct interaction with the user. Here, a project manager
would select which model(s) to use to perform the parsing task.
• *Parsing (QA): Users with appropriate access are able to quality assure a
percentage (currently 100%) of the structured events produced in the Man-
ual and Auto modules. Once an extract has been quality assured by a
number of independent users (currently 1), it can either be sent forward
to the next module if accurate, or sent back to the Manual module. Future
iterations of the SCOPE tool might design quality assurance differently to
preserve the machine learning principles of user-oriented learning while
preserving the user friendliness of the tool.
There are additional Workflow modules which were considered for devel-
opment but not included in the first iteration of the SCOPE tool. A Dedupli-
cating Module was considered for resolving situations when information on
one event is incorrectly grouped into two separate extracts instead of a sin-
gle one. In most cases, this functionality seems unnecessary if the Extracting
modules are efficacious, though, may be valuable for extracting information
from documents which are very long. There is substantial literature which in-
dicates that document-level EE outperforms sentence-level EE given the avail-
ability of more contextual details scattered beyond a single sentence, but doc-
ument length sometimes constrains computational feasibility Du and Cardie,
2020; Duan, He, and Zhao, 2017; Huang and Peng, 2020; Thompson et al., 2017;
Yang and Mitchell, 2016). A Triangulating Module was considered for linking
related information which has been extracted from several sources, or an across-
document level of analysis. Most IE literature focuses on either sentence-level
or document-level extraction processes, and this would be the first user-oriented
learning IIEE to systematically approach across-document-level extraction to the
best of the author’s knowledge (Naughton, Kushmerick, and Carthy, 2006; Du,
Rush, and Cardie, 2020; Wan and Yang, 2008). Such a module would be espe-
cially useful for IE processes which may be susceptible to misinformation, such
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as geoParsing’s work tracking Chinese and Russian foreign activities. A De-
conflicting Module was considered for resolving conflicting data describing the
same event at the across-document level (Naughton, Kushmerick, and Carthy,
2006; Agerri et al., 2016).
Analytics modules are those which perform additional tasks for the data de-
liverables which are included in the information extraction workflow. Modules
which were considered for development include Dependency Grouping Mod-
ules, which would group and rank events based on how they relate to each other,
and Geocoding Modules, which would assign coordinate data to the events. De-
pendency Grouping would address nested event structures where, for example
a “crime” event can cause an “investigation” event and eventually an “arrest”
event (McClosky, Surdeanu, and Manning, 2011; Li et al., 2019). Another Ana-
lytics module which was considered was a Misinformation Identifying Module,
which would assess the information in source documents for potential misinfor-
mation. Similarly, a Sentiment Analysis Module would be developed to assess
the type of words used to describe events in various online news sources.
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Database Module *concept art for next iteration of SCOPE
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User Module *concept art for next iteration of SCOPE
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Workflow Module *concept art for next iteration of SCOPE
Specifications for the above concept art:
• Send 5% of Manual Sources to QA Sourcing
• Send 20% of Auto Extracting to QA Extracting
• Send 10% of Manual Extracting to QA Extracting
• Send 20% of Auto Parsing to QA Parsing
• Send 10% of Manual Parsing to QA Parsing
• Send 10% of Auto Geocoding to QA Geocoding
• Send 80% of Manual Sourcing to Auto Extracting
• Send 20% of Manual Sourcing to Manual Extracting
• Send 80% of Auto Extracting to Auto Parsing
• Send 20% of Auto Extracting to Manual Parsing
• Send 80% of Manual Extracting to Auto Parsing
• Send 20% of Manual Extracting to Manual Parsing
• Send 100% of Auto Parsing to Auto Geocoding
• Send 100% of Manual Parsing to Auto Geocoding
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Domain Module
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Download Module
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Auto Twitter Scraping Module *concept art for next iteration of SCOPE
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Manual Sourcing Module
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Auto Sourcing Module *concept art for next iteration of SCOPE
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Manual Extracting Module
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Quality Assurance Extracting Module
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Manual Parsing Module
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Quality Assurance Parsing Module
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