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Abstract—We study networked control of non-linear systems where
system states and tentative plant input sequences are transmitted over
unreliable communication channels. The sequences are calculated re-
cursively by using a pre-designed nominally stabilizing state-feedback
control mapping to plant state predictions. The controller does not require
receipt acknowledgments or knowledge of delay or dropout distributions.
For the i.i.d. case, in which case the numbers of consecutive dropouts
are geometrically distributed, we show how the resulting closed loop
system can be modeled as a Markov non-linear jump system and establish
sufficient conditions for stochastic stability.
I. INTRODUCTION
There exists significant interest in implementing closed loop con-
trol systems using wireless communication networks. Such Net-
worked Control Systems (NCSs) are easier to install and to maintain
than their traditional counterparts equipped with dedicated hardwired
links. However, using off-the-shelf network technology for closed-
loop control gives rise to various challenges. In particular, practical
communication channels are commonly affected by packet dropouts
and time-delays (for example, due to fading and congestion) [1].
A variety of interesting approaches have been proposed for the
analysis and design of NCSs. One class of design methods takes
advantage of the fact that in many communication protocols data
is sent in large time-stamped packets. This opens the possibility
to conceive Sequence-based Control (SBC) formulations, where,
through buffering at the receiver, time delays and packet dropouts are
to some extent compensated for. Recent works on SBC for network
models with bounded packet loss and/or bounded time delays include
[2]–[8], which adopt worst-case methods for stability analysis. As
shown in the above works, the (somewhat artificial) assumption
that network artifacts are bounded is required in order to be able
to establish deterministic stability guarantees of SBC. Given the
widespread adoption of stochastic models with unbounded support in
both the communications and also in the systems control community
(see, e.g., [9]–[14]), it is surprising that stochastic models with
unbounded support have only recently been taken into account when
studying stability of SBC. In particular, [15] investigates quantized
control of LTI systems with independent and identically distributed
(i.i.d.) dropouts and establishes sufficient condition for mean-square
stability of the NCS, whereas [16] focuses on stochastic stability of
nonlinear plant models in the presence of Markovian dropouts. The
work [17] studies an SBC formulation for LTI systems, where the
network introduces possibly unbounded dropouts and delays, under
the assumption that acknowledgments of receipt are always available.
In the present work, we study an SBC formulation for discrete-
time non-linear plant models, where plant states and tentative input
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Fig. 1. NCS architecture with buffer at the actuator node
sequences are transmitted over an unreliable communication chan-
nel, see Fig. 1. As in our previous works [15], [16], the control
scheme studied does not require acknowledgments of receipts or
any knowledge of the packet delay/dropout distributions. Instead,
control sequences are designed by applying a pre-designed nominally
stabilizing state-feedback control mapping to predicted plant states.
Thus, control values are calculated sequentially, reutilizing the al-
ready computed values. This is computationally attractive and differs
from our previous works [15], [16], which examine the design of
packetized optimization-based model predictive controllers. Through
the development of a Markovian model of the NCS at hand, we
show how our recent results in [18] can be adapted to the present
situation and establish sufficient conditions for stochastic stability
of the NCS class considered. Our current results are applicable to
input-constrained open-loop unstable plants and to networks which
introduce i.i.d. time-delays and i.i.d. packet dropouts, in which case
the number of consecutive dropouts have a geometric distribution.
Notation: We write R≥0 for [0,∞), N for {1, 2, . . .}, and N0
for N ∪ {0}. The p × p identity matrix is denoted Ip. For the all
zeroes matrix in Rp×q , we write 0p×q . The unit column vector in
Rp is 1p = [1 0 . . . 0]T , whereas 0p = 0 · 1p. The norm of a
vector x is denoted |x|. A function ϕ : R≥0 → R≥0 is of class-K∞
(ϕ ∈ K∞), if it is continuous, zero at zero, strictly increasing, and
unbounded. Pr{·} refers to probability and E{·}, to expectation.
II. NCS ARCHITECTURE
We consider (possibly unstable) plant models with state x ∈ Rn
and constrained input u ∈ U ⊆ Rp, with 0p ∈ U. The plant state
trajectory obeys the recursion:
x(k + 1) = f(x(k), u(k)), k ∈ N0, (1)
where f(0n,0p) = 0n. The initial state x(0) is arbitrarily dis-
tributed. Throughout this work, we will assume that the nominal
plant model (1) is globally stabilizable via state feedback. We adopt
an emulation-based approach (cf., [19]), for a pre-designed controller
κ, which is nominally stabilizing in the absence of network effects
(see Section VI for a specific example):
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2Assumption 1: There exist κ : Rn → U, V : Rn → R≥0, ϕ1, ϕ2 ∈
K∞, ρ ∈ [0, 1), such that
ϕ1(|x|) ≤ V (x) ≤ ϕ2(|x|),
V
(
f(x, κ(x))
) ≤ ρV (x), ∀x ∈ Rn. (2)
1) Network Effects and Buffering: We focus on a situation where
transmissions from the sensor to the actuator are over a wireless
channel. Due to fading and interference from other users, random
dropouts will occur [20]–[23]. For our purposes, their effect is
described by introducing the binary transmission success process
{γ(k)}k∈N0 , where (see Fig. 1)
γ(k) =
{
1 if the controller receives x(k) at time k,
0 otherwise.
(3)
The controller calculates control commands ~u(k) only at the times
when data arrives, i.e., when γ(k) = 1. Transmissions from controller
to actuator use a shared network. Fading, interference and medium
access effects introduce random time-delays and dropouts in the
controller-actuator link [24]. Here, we introduce {τ(k)}k∈N0 , where
τ(k) =

i if γ(k) = 1 and ~u(k) is received at time k + i
at the actuator node,
∞ otherwise.
(4)
As foreshadowed in the introduction, we are interested in SBC,
where ~u(k) contains tentative plant inputs for a finite, and fixed,
number of N current and future time steps. To make the predictive
nature of the controller explicit, we write
~u(k) =

u(k; k)
u(k + 1; k)
...
u(k +N − 1; k)
 ∈ UN ⊆ RpN , (5)
where the values u(k + `; k) are tentative controls for time k + `,
calculated at time k. At the actuator side, the received packets are
buffered, see Fig. 1. The buffer uses the time-stamps to only store
(parts of) the most recently generated packets received; older packets
are discarded. The most recently generated packet contained in the
buffer at time k is ~u(T (k)), where
T (k) , max{` ∈ N0 : `+ τ(`) ≤ k}. (6)
If T (k) > k −N , then the buffer state at time k contains elements
of ~u(T (k)) as per
b(k) =

u(k;T (k))
u(k + 1;T (k))
...
u(T (k) +N − 1;T (k))
 (7)
and the plant input is set to u(k) = u(k;T (k)). If T (k) ≤ k −N ,
then the buffer is empty, b(k) = ∅, and the plant input is set to zero.1
We will assume that the buffer is initially empty:
b(0) = ∅, u(0) = 0p. (8)
2) Sequence-Based Controller: Throughout this work, we will
focus on the challenging UDP-like case where the network provides
no acknowledgments of receipt. Therefore, the buffer contents are not
available for control calculations. The control sequences ~u(k) in (5)
1Alternatively, one could also hold the previous control input; cf., [25].
are obtained by applying the mapping κ of (2) on predicted nominal
plant states, say x(k + j; k), see (1):
u(k + j; k) = κ(x(k + j; k)), j ∈ {0, 1, . . . , N − 1},
x(k + j + 1; k) = f(x(k + j; k), u(k + j; k)), x(k; k) = x(k).
(9)
With SBC, it can be expected that larger horizon lengths N will
give better performance, since more delay and dropout scenarios can
be compensated for. This will become apparent in our subsequent
results, in particular, those included in Section VI.
III. NCS DESIGN MODEL
Due to the presence of time delays and the buffering procedure
adopted, future plant states depend not only upon the current plant
state x(k), but also on delay realizations and control packets trans-
mitted after T (k) ≤ k. To model the situation, we introduce the
overall NCS state θ(k) ,
[
x(k)T U(k)T
]T , where
U(k) ,

C1~u(k − 1)
C2~u(k − 2)
...
CN¯−1~u(k − N¯ + 1)
∈ Rνp,
Ci ,
[
0(N−i)p×ip I(N−i)p
]
,
ν , (N¯ − 1)N¯/2,
(10)
with N¯ , max{Γ ∩ {0, 1, . . . , N}} and where Γ , {i ∈
N0 : Pr{τ(k) = i} > 0}.
Our subsequent analysis makes use of the buffer length process
{λ(k)}k∈N0 , defined via,
λ(k) ,
{
max(0, T (k) +N − k) if k ∈ N,
0 if k = 0,
(11)
where T (k) is as in (6). In view of (7), if λ(k) > 0, then we have
b(k) ∈ Uλ(k), whereas λ(k) = 0 refers to an empty buffer, b(k) = ∅.
The plant inputs are given by:
u(k) =
{
u(k;λ(k) + k −N) if λ(k) > 0,
0p if λ(k) = 0.
(12)
Note that λ(k) also serves to describe the age of the buffer content;
cf., [7].
Expression (12) now gives that, if λ(k) > 0, then T (k) = λ(k) +
k −N , thus
u(k) = u(k;λ(k) + k −N) = Gλ(k)U(k) + Eλ(k)~u(k)
where
Gλ(k) =
{
0p×νp if λ(k) = N ,[
0p×ηp Ip 0p×(ν−1−η)p
]
if λ(k) < N ,
Eλ(k) =
{[
Ip 0p×(N−1)p
]
if λ(k) = N ,
0p×Np if λ(k) < N ,
η = N − λ(k) + (N − λ(k)− 1)N¯
− (N − λ(k))(N − λ(k)− 1)/2.
On the other hand, irrespective of λ(k), we have
U(k + 1) = SU(k) +
[
Ip
0(ν−1)p×p
]
~u(k),
S ,
[
0p×νp[
I(ν−1)p 0(ν−1)p×p
]] .
3The above expressions lead to the jump non-linear NCS model:
θ(k + 1) = Fλ(k)(θ(k), ~u(k)), k ∈ N0,
Fλ(θ, ~u) ,
 f(x,GλU + Eλ~u)
SU +
[
Ip
0(νp−p)×p
]
~u
 , θ = [x
U
]
.
(13)
In the following section, we will study a particular instance of
the NCS model obtained. Section V then incorporates the control
sequences ~u(k), designed as in (9), to study stability of the NCS.
IV. THE I.I.D. CASE
In the sequel, we focus on networks, where delays and dropouts
are uncorrelated and make the following two assumptions.
Assumption 2: The transmission success process {γ(k)}k∈N0 is
i.i.d., with
Pr{γ(k) = 1} = q.
The process {τ(k)}k∈N0 is conditionally i.i.d., with delay distribution
Pr{τ(k) = i | γ(k) = 1} = pi, i ∈ N0,
and dropout probability Pr{τ(k) =∞| γ(k) = 1} = p∞. 
A direct consequence of our model is that the unconditional distri-
bution of {τ(k)}k∈N0 satisfies, for all i ∈ N0,
Pr{τ(k) = i} = Pr{γ(k) = 1}Pr{τ(k) = i | γ(k) = 1} = qpi,
Pr{τ(k) =∞} = qp∞ +Pr{γ(k) = 0}Pr{τ(k) =∞| γ(k) = 0}
= q · p∞ + (1− q)
(14)
Note that, if p∞ > 0 or q < 1, then the number of consecutive packet
dropouts in the loop has unbounded support. Thus, even though the
controller transmits sequences, with non-zero probability the plant
will be left in open loop during intervals of infinite length. This begs
the question of stability of this NCS architecture, which we address
in Section V.
Remark 1 (Special cases): A particular case of our model results
when q = 1 and pi = 0 for all i ∈ N, in which case the controller
to actuator network reduces to an erasure channel with dropout rate
p∞ = 1−p0. The latter model was adopted for examining SBC over
bit-rate limited channels in [15]. Another instance studied in previous
literature is where q = 1 and time-delays have a bounded support,
i.e., there exists τmax ∈ N0, such that
pi = 0, ∀i > τmax, i 6=∞, (15)
in which case the dropout rate is given by
p∞ = 1−
τmax∑
i=0
pi.
For the special case of (15) with no dropouts, we have
∑τmax
i=0 pi = 1
as considered, for example, in [2], [8], [26]. 
A key property of the NCS model obtained is that, for delays
and dropouts satisfying Assumption 2, the process {λ(k)}k∈N0
introduced in (11) constitutes a homogeneous (finite) Markov Chain.
Its transition probabilities
pij , Pr{λ(k + 1) = j |λ(k) = i}
are as follows:2
2A related characterization can also be found in parallel work documented
in [17].
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Fig. 2. Transition graph of {λ(k)}k∈N in (17). Here, p10 = p00 = 1 −
p0 − p1 − p2 and p21 = 1− p0 − p1.
Lemma 1: If Assumption 2 holds, then the transition probabilities
of {λ(k)}k∈N0 satisfy:
pij =

q · pN−j if 1 ≤ i ≤ j
1− q∑N−i`=0 p` if i = j + 1
0 if i ≥ j + 2
p1j if i = 0,
(16)
where i, j ∈ {0, 1, . . . , N}.
Proof: See Appendix A.
Example 1: With horizon length N = 3 and q = 1, expres-
sion (16) yields the transition matrix
[pij ] =

1− p0 − p1 − p2 p2 p1 p0
1− p0 − p1 − p2 p2 p1 p0
0 1− p0 − p1 p1 p0
0 0 1− p0 p0
 . (17)
Fig. 2 illustrates the associated transition graph. 
We will next adapt ideas, which were used in [18] for the
analysis of control loops without time-delays or dropouts, but where
processor availability is random. Our analysis differentiates between
time steps where λ(k) = 0 and, thus, the buffer is empty, and those
time instances where the buffer contains plant inputs which were
calculated by the controller. For future reference, we denote the times
when b(k) = ∅ via K = {ki}i∈N0 , where k0 = 0, see (8), and
ki+1 = inf
{
k ∈ N : k > ki, λ(k) = 0
}
, i ∈ N0. (18)
We also introduce the process {∆i}i∈N0 , where
∆i , ki+1 − ki, ∀(ki+1, ki) ∈ K×K
are the number of time steps between consecutive instants in K. This
process thereby amounts to the first return times of {λ(k)}k∈N0 to
state 0 and is i.i.d. [27]; see also Fig. 2. The distribution of {∆i}i∈N0
can be characterised as follows:
Lemma 2: Suppose that Assumption 2 holds and define
σT , q
[
pN−1 . . . p1 p0
]
, P ,
p11 p12 . . . p1N... ... ...
pN1 pN2 . . . pNN
 ,
(19)
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Fig. 3. Ω as a function of N . The horizontal line depicts the stability
condition, Ω ≤ 1/α ≈ 0.618.
with pij as in (16). Then
Pr{∆i = j} =
{
1− q∑N−1`=0 p` if j = 1,(
1− q∑N−1`=0 p`)σTPj−21N if j ≥ 2. (20)
Proof: See Appendix B.
It is intuitively clear that, to achieve good control performance, ∆i
should be “large”. This observation will be confirmed by the results
established in the following section.
V. STABILITY ANALYSIS
Due to the occurrence of random time-delays and dropouts, the
plant input is also random. In particular, at all instants where λ(k) <
N , the plant is unavoidably left in open-loop; if λ(k) = 0, then
u(k) = 0p. This observation motivates us to study stochastic stability
of the NCS model.
Definition 1 (Stochastic Stability): The NCS is stochastically sta-
ble, if for some ϕ ∈ K∞, the plant state trajectory {x(k)}k∈N0
satisfies
∑∞
k=0 E
{
ϕ(|x(k)|)} <∞. 
Assumption 3 bounds the rate of increase of V in (2), when the
plant input is zero. It also imposes a restriction on the distribution of
the initial plant state, see Section VI for an example.
Assumption 3: There exists α ∈ R≥0 such that
V (f(x,0p)) ≤ αV (x), ∀x ∈ Rn, (21)
and E
{
ϕ2(|x(0)|)
}
<∞, where V and ϕ2 are as in (2).3 
The results of Section IV allow one to adopt a stochastic Lyapunov
function approach to study stability of the NCS described by (1), (9)
and (12). We begin by stating the following lemma:
Lemma 3: Suppose that Assumptions 1 to 3 hold and consider
k0, k1 ∈ K, see (18). Then
E
{
V (x(k1))
∣∣ θ(k0) = ϑ} ≤ α∑
j∈N
Pr{∆i = j}ρj−1V (χ),
∀ϑ =
[
χ
U
]
∈ Rn+νp,
where the distribution of {∆i}i∈N0 is given in (20).
Proof: See Appendix C.
Whilst, in general, {θ(k)}k∈N0 is not Markovian, {θ(ki)}ki∈K is
Markovian and we can use Lemma 3 to derive the following sufficient
condition for stochastic stability of the NCS:
3If α cannot be found for given V , then the current results are non-
informative and the question of controller-redesign arises.
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Fig. 4. Empirical expectation of J , (1/50)
∑49
k=0 |x(k)|2, as a function
of the buffer length N .
Theorem 1: Suppose that Assumptions 1 to 3 hold and define
Ω ,
(
1− q
N−1∑
`=0
p`
)(
1 + ρσT
∑
j∈N0
(
ρP)j1N) <∞, (22)
see (19). If Ω < 1/α, then the NCS described by (1), (9) and (12)
is stochastically stable.
Proof: See Appendix D.
The above result establishes conditions on the network, plant and
controller, which guarantee that the closed loop in the presence of
dropouts and delays will be stochastically stable. It is worth noting
that with SBC, control packets which are delayed longer than N − 1
time-steps are discarded. This is reflected in (22) by the fact that Ω
depends on p0, . . . , pN−1, q and ρ only. We also emphasize that the
condition Ωα < 1 does not require contractiveness for each step k ∈
N. Instead, it only amounts contractiveness of the process sampled
at k ∈ K.
Remark 2 (Disturbances): The present work focuses on control-
ling a disturbance-free system model of the form (1). Our current
results can be extended to encompass non-zero disturbances, provided
that continuity assumptions are imposed on the plant model and
the feedback law κ. Such an analysis was carried out for a related
problem in our recent paper [16]. By constraining sample-path
differences between the nominal and the perturbed model to be close
in a sample path sense, [16] established the boundedness of moments
for the plant state process. Such an approach can be adopted for the
present control formulation as well. 
VI. SIMULATION STUDY
Consider an open-loop unstable constrained plant model of the
form (1), where
f(x, u) =
[
x2 + u1
−sat(x1 + x2) + u2
]
, (23)
with
x =
[
x1
x2
]
, u =
[
u1
u2
]
, sat(µ) =

−1, if µ < −1,
µ if µ ∈ [−1, 1],
1, if µ > 1,
see [28, Example 2.3] and [16]. The initial state is taken from a
Gaussian distribution with zero mean and variance I2. We fix | · |
as the Euclidean norm. The second component of the plant input is
constrained via |u2(k)| ≤ 0.8, ∀k ∈ N0, thus, U = R× [−0.8, 0.8].
The model (23) can be globally stabilized (in the absence of
network effects) by the constrained control law κ : R2 → U, where
κ(x) =
[−x2 0.8sat(x1 + x2)]T .
5In fact, with V (x) = 2|x|, direct calculations give
V
(
f(x, κ(x))
)
= 0.4|sat(x1 + x2)| ≤ 0.4|x1 + x2|
≤ 0.8 max{|x1|, |x2|} −max{|x1|, |x2|}+ |x| ≤ |x|.
Thus, Assumption 1 holds with ρ = 1/2, and ϕ1(s) = ϕ2(s) = 2s.
Furthermore, by proceeding as in [28, p.73], it can be shown that (21)
holds with α = 1.618.
The network introduces i.i.d. delays and dropouts satisfying As-
sumption 2, with q = 0.9, p0 = 0.2, p1 = p2 = 0.25,
p3 = p4 = 0.1, p5 = p∞ = 0.05. Fig. 3 depicts the associated
quantity Ω, see (22), as a function of the horizon length (buffer size)
N . By recalling Theorem 1, the figure illustrates that using larger
horizons is beneficial for guaranteeing stability. In particular, the NCS
is stochastically stable for horizon lengths N ≥ 3.
Fig. 4 compares the empirical expectation of |x(k)|2 as a function
of N ; results are averaged out over 100 realizations of the initial
state and transmission outcome realizations. It can be seen that
performance improves monotonically with the buffer length.
VII. CONCLUSIONS
We have studied a control formulation for non-linear constrained
plant models where communications between controller and plant
are affected by random dropouts and delays. To compensate for
transmission effects, the controller transmits sequences of tentative
plant inputs to a buffer at the actuator node. By developing a NCS
model which makes the size of the buffer contents explicit, we have
established sufficient conditions for stochastic stability when dropouts
and delays are i.i.d. Future work of interest includes studying tem-
porally and spatially correlated time-delays and dropouts. For that
purpose, we foresee that the models developed in [22], [23] could
serve as a starting point.
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APPENDIX
A. Proof of Lemma 1
We first note that transitions corresponding to i ≥ j+2 will never
occur, since the buffer can only loose, at most, one control value in
one transition, thus, pij = 0, for i ≥ j + 2.
For the cases 1 ≤ i ≤ j, the buffer is never empty and some control
sequence generated after T (k) is received at instant k + 1. Since
λ(k) = N−` > 0 if and only if τ(k−`) ≤ ` and τ(k−`+i) > `−i
for all i ∈ {1, 2, . . . , `}, a careful case-by-case analysis considering
all the possibilities and taking into account that the size of the buffer
6is N reveals that
pij = Pr{λ(k + 1) = j |λ(k) = i}
= Pr
{
τ(j −N + k + 1) ≤ N − j∣∣ τ(j −N + k + 1) > N − j − 1}
×
N+1−j∏
`=2
Pr
{
τ(j −N + k + `) > N − j − `+ 1
∣∣ τ(j −N + k + `) > N − j − `}
=
Pr{τ(j −N + k + 1) = N − j}
Pr{τ(j −N + k + 1) > N − j − 1}
N+1−j∏
`=2
Pr{τ(j −N + k + `) > N − j − `+ 1}
Pr{τ(j −N + k + `) > N − j − `} = q · pN−j
since {τ(k)}k∈N0 is i.i.d.
The case j = i − 1 refers to the event that no “fresh” control
sequence arrives to the buffer at the instant k + 1. The associated
transition probabilities satisfy:
pij = Pr{λ(k + 1) = j |λ(k) = i}
= Pr
{
τ(k −N + 1 + j) ≤ −N + 2 + j∣∣ τ(k −N + 1 + j) ≤ −N + 1 + j}
×
N−1−j∏
`=0
Pr{τ(k + 1− `) > ` | τ(k + 1− `) > `− 1}
=
N−1−j∏
`=0
Pr{τ(k + 1− `) > ` ∧ τ(k + 1− `) > `− 1}
Pr{τ(k + 1− `) > `− 1}
=
N−1−j∏
`=0
Pr{τ(k + 1− `) > `}
Pr{τ(k + 1− `) > `− 1}
=
N−1−j∏
`=0
1− q∑`m=0 pm
1− q∑`−1m=0 pm = 1− q
N−1−j∑
`=0
p` = 1− q
N−i∑
`=0
p`.
Finally, for the case i = 0, we consider two different events, namely,
j = 0 and j > 0. Direct calculations give that
p00 = Pr{λ(k + 1) = 0 |λ(k) = 0}
=
N−1∏
`=0
Pr{τ(k + 1− `) > ` | τ(k + 1− `) > `− 1}
=
N−1∏
`=0
Pr{τ(k + 1− `) > `}
Pr{τ(k + 1− `) > `− 1} = p10.
On the other hand, for j > 0, we obtain
p0j = Pr{λ(k + 1) = j |λ(k) = 0}
=
Pr{τ(j −N + k + 1) = N − j}
Pr{τ(j −N + k + 1) > N − j − 1}
×
N+1−j∏
`=2
Pr{τ(j −N + k + `) > N − j − `+ 1}
Pr{τ(j −N + k + `) > N − j − `} = p1j ,
which proves the result.
B. Proof of Lemma 2
The proof is akin to that of Lemma 2 of [18]. The case j = 1 is
immediate, since
Pr{∆i = 1} = Pr{λ(k + 1) = 0 |λ(k) = 0} = p00,
see (16). For j ≥ 2, we analyze the state trajectory of the Markov
Chain {λ(k)}k∈N0 and proceed as follows: For all m ∈ {1, . . . , N},
denote by δm the first passage time of the state m to state 0. Thus,
δm are discrete random variables, where δm = j, if {λ(k)}k∈N0
enters the state 0 from m for the first time in exactly j steps. Since,
with exception of state 0, only the state 1 can reach 0 in one step, it
is easy to see that
Pr{δm = 1} = pm0 =
{
1− q∑N−1`=0 p` if m = 1
0 if m > 1,
(24)
where we have used (16). For j ≥ 2, paths from m 6= 0 to 0 go
through intermediate states ` 6= 0, providing the recursions
Pr{δm = j} =
N∑
`=1
pm`Pr{δ` = j − 1}, ∀m.
Therefore,Pr{δ1 = j}...
Pr{δN = j}
 = P
Pr{δ1 = j − 1}...
Pr{δN = j − 1}
 , ∀j ≥ 2,
yielding the explicit formula:Pr{δ1 = j}...
Pr{δN = j}
 = Pj−1
Pr{δ1 = 1}...
Pr{δN = 1}
 = (1−q N−1∑
`=0
p`
)
Pj−11N ,
(25)
which by virtue of (24) holds, not only for j ≥ 2, but also for j = 1.
Thus, the distribution of {∆i} can be obtained from those of {δm}
by considering the transitions away from 0:
Pr{∆i = j} =
N∑
`=1
p0`Pr{δ` = j − 1} = σT
Pr{δ1 = j − 1}...
Pr{δN = j − 1}

=
(
1− q
N−1∑
`=0
p`
)
σTPj−21N ,
for all j ≥ 2, where we have used (16) and (25). 
C. Proof of Lemma 3
Assumption 3 gives that
V (x(k0 + 1)) ≤ αV (x(k0)), ∀x(k0) ∈ Rn. (26)
On the other hand, if k 6∈ K, then λ(k) > 0 and the plant input
stems from current or previously calculated control sequences. Since
the control input sequences are constructed following (9), in the
disturbance-free case considered, x(k) = x(k;T (k)), where T (k)
is as in (6). Therefore, (2) gives that V (x(k + 1)) ≤ ρV (x(k)),
∀k 6∈ K. Thus,
E
{
V (x(k1))
∣∣ θ(k0) = ϑ,∆0 = j} ≤ ρj−1αV (χ),
∀ϑ =
[
χ
U
]
∈ Rn+νp.
Since {∆i}i∈N0 is i.i.d., the result follows directly from the law of
total expectation. 
D. Proof of Theorem 1
We first note that
Ω =
∑
j∈N
Pr{∆i = j}ρj−1.
Since ρ ∈ [0, 1), we have Ω < ∞. Furthermore, {θ(ki)}ki∈K is
Markovian. Thus, Lemma 3 and [29, Chapter 8.4.2, Theorem 2]
yield exponential stability at instants ki ∈ K, i.e.,
E{V (x(ki)) | θ(k0) = ϑ} ≤
(
αΩ
)i
V (χ), ∀ϑ =
[
χ
U
]
∈ Rn+νp.
7For the time instants k ∈ N\K, i.e., where λ(k) > 0, the plant
inputs stem from previously calculated control sequences. Thus, we
can use (2) and (26) to bound
E
{ ki+1−1∑
k=ki
V (x(k))
∣∣∣∣x(ki) = χi,∆i = j
}
≤
(
1 + α
j−2∑
l=0
ρl
)
V (χi)
≤
(
1 +
α
1− ρ
)
V (χi),
so that, by the law of total expectation,
E
{ ki+1−1∑
k=ki
V (x(k))
∣∣∣∣ θ(ki) = ϑi
}
≤ 1 + α− ρ
1− ρ V (χi), ∀ϑi =
[
χi
Ui
]
.
The result follows from taking conditional expectation E{ · | θ(k0)},
use of the Markovian property of {θ(ki)}ki∈K, and proceeding,
mutatis mutandis, as in the proof of [18, Thm.1].
