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ABSTRACT
We present molecular-frame measurements of the recombination dipole matrix element (RDME) in CO2, N2O, and carbonyl sulfide (OCS)
molecules using high-harmonic spectroscopy. Both the amplitudes and phases of the RDMEs exhibit clear imprints of a two-center interfer-
ence minimum, which moves in energy with the molecular alignment angle relative to the laser polarization. We find that whereas the angle
dependence of this minimum is consistent with the molecular geometry in CO2 and N2O, it behaves very differently in OCS; in particular, the
phase shift which accompanies the two-center minimum changes sign for different alignment angles. Our results suggest that two interfering
structural features contribute to the OCS RDME, namely, (i) the geometrical two-center minimum and (ii) a Cooper-like, electronic-structure
minimum associated with the sulfur end of the molecule. We compare our results to ab initio calculations using time-dependent density func-
tional theory and present an empirical model that captures both the two-center and the Cooper-like interferences. We also show that the
yield from unaligned samples of two-center molecules is, in general, reduced at high photon energies compared to aligned samples, due to the
destructive interference between molecules with different alignments.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5086036
I. INTRODUCTION
Recent years have seen rapid development in the use of high-
harmonic spectroscopy (HHS) as a means to study molecular struc-
ture and dynamics at the space and time scales of the electron.1–6
HHS relies on the process of high-harmonic generation (HHG)
in which a natural attosecond time scale is defined by the peri-
odic motion of an electron in a molecule through tunnel ionization
and subsequent recombination in each half cycle of a driving
infrared/optical field.7–10 Based on the idea that both molecular
structure and dynamics may render the inverse-photoionization
process of recombination time- and space-dependent, HHS attempts
to characterize the complex recombination dipole matrix element
(RDME) via detailed measurement of the spectral properties of
the emitted extreme ultraviolet (XUV) radiation.3,11,12 While it is
only the combined measurement of both the spectral intensity
and phase, in the molecular frame, which can fully characterize
the RDME, most HHS studies have characterized only the spec-
tral intensity, with only a few also including the spectral phase
measurements.2,13–15
A purely structural effect that can be characterized using HHS,
and that manifests in both the spectral intensity and phase, is the so-
called two-center interference (TCI). TCI occurs in small molecules
where the highest-occupied molecular orbital (HOMO) is predom-
inantly composed of two centers of charge density. The spectral
minimum that results from destructive interference between recom-
bination to both sites has been experimentally and theoretically stud-
ied in a number of systems.1,2,4,16–18 Conceptually, thinking of the
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recolliding electron as a plane wave scattering on either center, the
TCI condition reads19
keR cos θ + ∆Φ(ke, θ) = (2m + 1)π, (1)
for any integer m, as illustrated in Fig. 1. Here, ke = 2π/λe is the elec-
tron wave number, λe is the de Broglie wavelength, R is the effective
distance between the two centers of electron density (the lobes in
Fig. 1), and θ is the rescattering angle with respect to the molecular
axis. The structural contribution ∆Φ is constant (π) for the sym-
metric CO2 molecule where the two charge centers have opposite
phase, and its variation with energy and angle accounts for asym-
metric contributions, e.g., due to an imbalance between the two
centers like in carbonyl sulfide (OCS), or the effect of a permanent
dipole moment like in N2O.20 Although Eq. (1) is only approximate
because additional terms as well as amplitude variations can yield
additional contributions to the RDME, it provides a useful qualita-
tive approach to the behavior of the TCI minimum. In particular, for
symmetric molecules, Eq. (1) predicts the “geometrical” expectation
for the location of the TCI minimum. Because the TCI minimum
relies heavily on the destructive interference from the two centers,
it is a highly sensitive probe of the RDME in the vicinity of the
minimum.
For a molecule in which ∆Φ(ke, θ) is nontrivial, however, the
interplay between the geometric keR cos(θ) term and the ∆Φ(ke, θ)
term is more complex. One such molecule is OCS. The HOMO of
OCS can be thought of, in the linear combination of atomic orbitals
(LCAO) representation, as the combination of a sulfur 3p orbital and
an oxygen 2p orbital.21 It is known that molecules that retain atomic
3p character, such as sulfur- and chlorine-containing molecules,
demonstrate features analogous to a Cooper minimum,15,22–24 i.e., a
minimum in the spectral intensity accompanied by a spectral phase
jump. Indeed, it has been shown that the photoionization cross sec-
tion of the OCS HOMO drops significantly above 35 eV and stays
low until at least 100 eV.25 The only previous HHS study of OCS
was unable to characterize this phenomenon due to their reduced
harmonic energy cutoff at near-infrared (NIR) wavelengths and the
very small absorption cross section of OCS above 35 eV.26
In this article, we present multidimensional, molecular-frame
measurements of the spectral intensity and group delay (GD) of TCI
FIG. 1. Molecular two-center interference (TCI) occurs when an electron with de
Broglie wavelength λe is incident on a molecule with lobe separation R and sat-
isfies the criterion of Eq. (1). Isosurfaces of the HOMO orbitals for each molecule
are represented with red and blue indicating opposite phases, together with their
dominating LCAO composition.
in CO2, N2O, and OCS, over a broad range of energies, using tun-
able midinfrared (MIR) drivers for HHG and impulsive molecular
alignment to fix the molecular frame. We compare the experimen-
tal measurements to results of time-dependent density functional
theory (TDDFT) simulations for CO2 and OCS and interpret our
results using a conceptual model that includes both TCI and Cooper-
like features. We demonstrate that the OCS spectral intensity and
GD features in the vicinity of the TCI minima differ significantly
from those of CO2 and N2O. In particular, whereas CO2 and N2O
exhibit primarily geometric TCIs, OCS also exhibits clear signs of
the Cooper-like feature which adds to and interferes with the geo-
metric contribution. We also show that the harmonic yields from
unaligned samples of all three molecules are reduced at high energies
compared to the aligned samples. We interpret this general feature in
terms of destructive interference between the signals from molecules
at different angles which have a TCI phase jump in different energy
regions.
The calculations in this paper represent the first large-scale
exploration of TDDFT as a means to identify structural features in
molecular HHG, in particular, through the combination of ampli-
tude and phase studies.27–30 We find, in general, that the TDDFT cal-
culations capture the geometric TCI feature well but not the Cooper-
like feature in OCS, the location of which is extremely sensitive to the
details of the short-range molecular potential.31 TDDFT is among
the few ab initio methods that can handle the full subcycle dynam-
ics of a multielectron system exposed to a strong field (for others,
see Refs. 32 and 33) and represents a different approach to HHS cal-
culations than those based on stepwise combinations of ionization,
electron dynamics, and rescattering.3,5,12,34–37 Recent work showing
that TDDFT gives a good description of attosecond charge migra-
tion as long as the initial condition is well defined,38,39 combined
with our finding here that TDDFT recovers the geometric TCI fea-
tures, bodes well for TDDFT as a potential tool to explore charge
migration through HHS.
This article is structured as follows: Section II details the exper-
imental apparatus and procedures used to measure HHG spectral
intensities and GD. Additionally, this section describes the TDDFT
methods and a physical model used to explain the experimental
observations. Section III describes our experimental and theoretical




In these measurements, we utilize a commercial tunable, 1 kHz,
MIR optical parametric amplifier (OPA) (HE-TOPAS by Light Con-
version), pumped by a 785 nm, 55 fs pump pulse. We use this OPA
for two purposes. First, we use the MIR OPA to generate 75 fs pulses
centered around 1300 nm, each with 1 mJ of pulse energy for HHG.
Second, we employ the depleted pump, which has 2 mJ of available
pulse energy after the OPA, for molecular alignment. Using MIR
wavelengths for HHG produces an extended cutoff when compared
to the previous NIR measurements,26 critical for these low ioniza-
tion potential (Ip) molecules where ground state depletion limits
the maximum driving intensity. Additionally, longer driving wave-
lengths provide finer sampling in our GD measurements. Using the
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depleted pump for molecular alignment allows us to keep nearly
constant alignment conditions while tuning the HHG wavelength,
important for our GD measurement method to be described shortly.
The power and spot sizes of each beam can be adjusted with variable
apertures.
The measurement apparatus consists of a Mach-Zehnder inter-
ferometer and a 1 m magnetic bottle electron spectrometer (MBES),
all of which is entirely contained in vacuum. The majority of the
MIR is split to be focused with an f = 400 mm focal mirror
into the HHG gas source, leading to an intensity of approximately
(1 ± 0.2) × 1014 W/cm2 for all molecules. A small portion of the
MIR driver is retained to be recombined with the XUV light. Due
to the low vapor pressure of OCS, we seed it at 10% in a helium
buffer gas in order to minimize the effects of clustering while also
achieving gas densities required for proper phase-matching. Doing
so requires the use of a 200-µm-nozzle-diameter Even-Lavie pulsed
gas valve. Backing pressures between 15 and 20 bars were used
with opening times between 23 and 30 µs, depending on day-
to-day pulsed valve operation. We have confirmed that no sig-
nificant XUV light is generated from the helium carrier gas, by
testing a neat (undiluted) helium sample under the same gener-
ating conditions. CO2 and N2O, however, are delivered neat and
with a continuous 200-µm diameter gas nozzle, using typical back-
ing pressures of 0.5 bar. The light emerging from the generated
gas is propagated through a 200 nm aluminum filter in order to
remove the remaining IR field, and then, the XUV is refocused
by an f = 750 mm toroidal mirror into the MBES using a 2f-2f
configuration.
The remaining MIR light is recombined with the XUV on a
hole mirror and then spatiotemporally overlapped, with variable
delay, in a neon gas jet in the MBES for photoelectron time-of-flight
spectroscopy. With this apparatus, we are able to record photoelec-
tron spectral intensities that are proportional to the XUV spectral
intensities, and using the reconstruction of attosecond beating by
interference of two-photon transitions (RABBITT) method, we are
able to measure the XUV GD.40 After retrieving the GD, the delays
from the aluminum filter, neon detection gas, and HHG attochirp
are removed. This retrieval process, which is discussed in more detail
by Scarborough et al.,15 works well in the energy range of 28–60 eV.
Below ≈28 eV, the neon detection gas atomic delay calculation intro-
duces systematic artifacts, and above 60 eV, the signal-to-noise ratio
is too low to retrieve accurate GD results.
RABBITT provides a discrete sampling of the XUV GD with
data points separated by 2 ̵hω in energy, where ω is the frequency
of the IR driving field; for wavelengths near 1300 nm, the sam-
pling is approximately every 2 eV. This means that features that
are on the order of or smaller than this become difficult to accu-
rately characterize. To this end, we have developed a wavelength-
scanning technique in which we tune the HHG driving wavelength
(and thus the harmonic comb) and record RABBITT traces for each
wavelength. We then combine the different measurements to pro-
duce a finely sampled measurement of the XUV GD. A more in-
depth explanation of the method and its applicability is provided in
Appendix A.
For molecular-frame measurements, the alignment, or “kick”
pulse, was propagated coparallel with the HHG driver and focused
into the HHG gas source. The HHG pulse was then delayed
relative to the kick pulse so that it was temporally overlapped with
the half-revival of each molecule. For fine-tuning, a half waveplate
was inserted into the kick beam at a fixed temporal delay to control
the polarization of the kick relative to the HHG beam for angle-
resolved amplitude and GD measurements. We are unable to com-
ment quantitatively on the degree of molecular alignment, as the
measurement through HHG is not strictly linearly proportional to
the degree of alignment. For our purposes, the shape of the dis-
tribution is narrow enough to discern significant changes in the
amplitudes and group delays with 22.5○ steps.
B. Theoretical methods
We calculate the angle-dependent harmonic spectral intensity
and phase for CO2 and OCS molecules using TDDFT as imple-
mented in the software package Octopus.41 As described in more
detail below, the driving laser field is linearly polarized and the
molecular axis is oriented at angle θ relative to the laser polariza-
tion. We integrate the Kohn-Sham equations on a spatial grid and
apply the local density approximation with average density self-
interaction correction (LDA-ADSIC) for the exchange-correlation
potential.42 The calculations are converged using a time step of 0.05
a.u. and a grid spacing of 0.4 a.u., and the grid spans a rectan-
gular box with dimensions of 390 × 60 × 60 a.u. centered on the
molecule and with the longest dimension along the laser polariza-
tion direction. In our simulations, we find Ip = 14.55 eV for CO2 and
Ip = 11.67 eV for OCS (experimental values are 13.77 eV and
11.17 eV, respectively43).
A computational challenge for all single-molecule calculations
is the inherent interference between the contribution of multiple
quantum paths in the HHG process.44 In experiments, macroscopic
effects naturally select short trajectories.45–47 In the calculations, this
interference is particularly detrimental when trying to extract target-
specific information from the spectral intensity and phase. To this
end, we use an ionization seed in combination with the intense
MIR field, in the form of an attosecond pulse train (APT) synthe-
sized from odd harmonics of the MIR laser (harmonics 9–17 for
CO2 and 7–15 for OCS). The APT dominates the ionization step
in the HHG process and its subcycle timing is such that it strongly
enhances the short quantum path contribution, thereby suppress-
ing effects of multipath interferences. The calculations shown in
this paper are all performed with a 6 × 1013 W/cm2, 1500 nm
MIR field, and APT intensities of 1.2 × 1012 W/cm2 for CO2 and
6 × 1011 W/cm2 for OCS. The MIR and APT intensities and wave-
lengths are chosen such that, although the APT dominates the ion-
ization step, it has as small of an effect as possible on the subse-
quent electron dynamics, and the calculations span a similar range
of harmonics energies to experimental results. The pulse intensity
is ramped up with a sin2 shape over 2 laser cycles. The carrier
phase is such that the instantaneous field is zero at the end of the
ramp-up.
We calculated the harmonic spectral intensity and phase from
the Fourier transform F of the time-dependent acceleration signal
a(t), after applying a window function W(t). The window func-
tion helps us to further clean up the signal and suppress contribu-
tions from quantum paths longer than one cycle. W(t) has a cos4(t)
shape and selects the emission from the first half-cycle after the laser
reaches its maximum intensity. For the spectral intensity, we include
components oscillating both parallel and perpendicular to the laser
J. Chem. Phys. 150, 184308 (2019); doi: 10.1063/1.5086036 150, 184308-3
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polarization and thus show
∣F[a∥W](ν; θ)∣
2 + ∣F[a⊥W](ν; θ)∣2, (2)
where ν is the harmonic frequency. To calculate HHG spectra from
aligned rather than oriented OCS, we average the dipole-acceleration
signal over angles θ and θ + π. This is not necessary for the signal
from the symmetric CO2 molecule.
To extract the target-specific spectral GD, similar to what is
done in quantitative rescattering theory, we factorize the harmonic







×HHGref (ν) × σ(ν; θ)e
i(ν;θ), (3)
where Γ is the energy-independent ionization yield, the “ref ” sub-
scripts label a generic “reference” system, and σ and  are the
target-specific scattering cross section amplitude and phase, respec-
tively. From Eq. (3), we extract the target-specific phase and GD,
respectively, as
(ν; θ) = arg(
HHG(ν; θ)
HHGref (ν)




For all TDDFT spectral analyses reported in this paper, our reference
consists of a single-active-electron time-dependent Schrödinger
equation calculation for a one-dimensional atom with a matching
Ip interacting with an identical laser field, including the APT seed.
Similar results were obtained using a matching two-dimensional
reference. The reference calculations thus include both (i) generic
features associated with the long-range tail of the Coulomb potential
and (ii) systematic features associated with the seed. In the total GD,
contributions from the parallel and perpendicular contributions are
weighted by their spectral intensity.
III. RESULTS AND DISCUSSION
A. Molecular-frame measurements—Spectral intensity
We start by considering the angle dependence of the TCI min-
ima in the spectral intensity, as shown for all three molecules in
Fig. 2. Each spectrogram shows the results of a delay scan between
the HHG and kick pulses across the half revival, allowing us to
record the HHG spectrum as the molecular angle evolves from −90○
to 0○ to +90○. Asymmetries between positive and negative angles
are attributed to the evolution of rotational wave packets at different
probe delays. The delay scans have been smoothed with a Savitzky-
Golay filter along the delay dimension to remove step-to-step noise,
and the aluminum filter transmission and neon detection gas cross
section have been removed. For CO2 and N2O, we observe simi-
lar TCI features, namely, that the interference minimum reaches its
lowest energies at 0○ and moves to higher energies as θ is increased.
This is qualitatively consistent with the geometric expectation from
Eq. (1), which predicts an evolution following Ip + α/ cos2θ, where
α is a constant of proportionality. Remember that Eq. (1) explicitly
states that ke ∝ 1/ cos θ, whereas the results in Fig. 2 are plotted as
a function of emitted photon energy, which is proportional to k2e ;
hence, the experimental results are expected to be proportional to
1/ cos2θ. The 0○ location of the minimum is slightly higher in N2O
than in CO2. This is consistent with a smaller effective lobe separa-
tion in N2O for which the lobes are centered on the oxygen and the
N–N bond, whereas in CO2, they are centered on the two oxygen
ends. A similar geometric TCI behavior is also present for OCS in
Fig. 2(c), with a weak minimum starting at 35 eV at 0○ and mov-
ing to higher energies as θ increases [see also Fig. 3(c)]. However,
this behavior is much harder to recognize in OCS since the spec-
trum is dominated by a deep minimum near 43 eV for angles up to
about 45○.
The different angle dependence of the spectral yields for the
three molecules is explored further in Figs. 3(a)–3(c). These spec-
tra were recorded at a fixed delay corresponding to 0○ while rotating
the polarization of the kick pulse to different values of θ. This is a
different method of rotating the molecules compared to that used in
Fig. 2, which acts as a point of comparison and allows us to iden-
tify systematic errors in either of the spectral intensity measurement
methods. All yields have been normalized by the near-featureless
90○ values. Figure 3 shows, in agreement with the observations in
Fig. 2, that CO2 (a) and N2O (b) experience their deepest minima at
0○, with the minimum moving to higher energies for larger angles.
Conversely, the minimum in OCS is largely constrained to the
30–50 eV region, with a weak double minimum for angle 0○ at 35 eV
and 43 eV, and the deepest minimum found for angles 22.5○ and
FIG. 2. Delay scans around the half revivals taken at 1300 nm. Photoelectron spectra were recorded as a function of time delay between the alignment and high harmonic
generation pulses, shown here after removal of the aluminum transmission and neon photoionization cross sections. The molecules can be thought of as smoothly evolving
from 0○ at shorter delays to 90○ at longer delays, both of which are approximately marked with vertical, dashed white lines and labeled on the top axis.
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FIG. 3. [(a)–(c)] Enhancement of spectral yield relative to 90○ signal. [(d)–(f)] Group delay for different alignment angles for CO2, N2O, and OCS, respectively. Amplitude and
group delay contributions from the aluminum filter, the neon detection gas, and the attochirp have been removed. See text for further discussion. Group delay data above
60 eV were omitted due to low count rates resulting in poor statistics.
45○, at 43 eV. Our results for CO2 and N2O are in agreement with
those of earlier studies.16,17 In addition, in Appendix B, we show
that the 0○ minimum positions are robust against changes in the
laser intensity for all three molecules. All of the above support our
interpretation that the interferences measured here are structural in
nature and furthermore that the measured angular-variation of the
TCI minimum in CO2 and N2O is primarily due to the geometric
keR cos(θ) term of Eq. (1). Furthermore, we do not find signifi-
cant effects of the permanent dipole moment in N2O, which, in
principle, would give rise to intensity-dependent shifts via the Stark
effect.
We interpret the different behavior of the OCS angular depen-
dence compared to CO2 and N2O in the context of the chemi-
cal structure of the three molecular HOMOs. As shown in Fig. 1,
the HOMO of CO2 is, by construction, symmetric, and N2O is
nearly so, with little difference in electronic structure from swapping
C–O to N–N; both HOMOs are dominated by atomic 2p charac-
ter in the LCAO basis.49 OCS, however, is much more asymmetric,
with the sulphur atom contributing a 3p orbital character to the
HOMO. Following the qualitative framework of Eq. (1), the imbal-
ance of the HOMO would be accounted for in the ∆Φ term. The
most prominent structure which imprints itself on the OCS HOMO
comes from the sulphur 3p orbital. The C–S bond can be thought to
electronically fill the shell, making it isoelectronic with argon, which
has a minimum in the photoionization cross section at a specific
photon energy caused by a sign change in the RDME characteriz-
ing the transition between the ground state and a particular angular
momentum channel; this manifests as a minimum in the total outgo-
ing radial wavefunction.50,51 Using photoelectron spectroscopy, this
minimum has been seen to extend to molecules that have 3p char-
acter in the HOMO, including OCS.21 Because the molecular axis
breaks the rotational symmetry of a Cooper minimum, the mini-
mum is attributed as a “Cooper-like” minimum in the molecular
case. Carlson et al.21 also justifies the use of the LCAO basis through
charge density analysis, which attributes 97% of the atomic contri-
bution to the HOMO to the 2p shell of oxygen and 3p shell of sulfur.
As we will argue in further detail below, we believe we are seeing the
combined effects of a Cooper-like minimum, which is nearly angle
independent in its location, and a geometric TCI minimum which
moves upward in energy as the angle increases.
As a final note on the angle-dependent yields, we, in gen-
eral, observe a slower evolution of the energy of the TCI minimum
with angle than that predicted by Eq. (1), for all three molecules.
Empirically, we find a better match with




with β ≈ 1. This deviation from the prediction of Eq. (1) is generally
consistent with previous findings that plane-wave approximation of
RDME often give poor quantitative predictions.12,37,52
B. Molecular-frame measurements—Spectral
group delay
We next focus on the angle-dependent GD measurements
shown in Figs. 3(d)–3(f). The angle is varied in the same way as for
the yield measurements in panels [(a)–(c)], thus allowing us to track
the TCI behavior simultaneously in both the amplitude and phase.
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As a first observation from this comparison, we find that the angle-
dependent GD of all three molecules indeed exhibits a TCI feature
which mimics that of their angle-dependent yields. CO2 and N2O,
for example, both exhibit a minimum in the GD at the location of
the amplitude minimum for all angles at which the two features can
be discerned. The measured minima in the GD for CO2 and N2O
correspond to a negative shift of the spectral phase of ∼1.5 (CO2)
and ∼2 radians (N2O) at 0○. Interestingly, even though N2O is not
perfectly symmetric and has a permanent dipole moment, we do not
observe any meaningful difference between its TCI behavior and that
of CO2. However, the OCS behavior is again starkly different from
that of CO2 and N2O. While the location of the OCS GD feature also
matches that of the TCI minimum in the sense that it is strongly
localized between 40 and 45 eV, its angle dependence is very differ-
ent from the other two molecules: the OCS GD exhibits a maximum
at angles of 0○ and 22.5○, which changes to a (shallower) minimum
at 45○ and 67.5○. The 0○ GD maximum of OCS corresponds to a
positive phase jump of ∼3 radians.
Because OCS deviates in such a drastic manner from the other
two molecules at 0○, it is important to perform a careful characteri-
zation of the GD feature with wavelength scanning for finer energy
sampling. Shown in Fig. 4 are three wavelengths scans from 1270 to
1330 nm in 10 nm steps at 0○ for all three molecules. The results for
OCS have been shifted by +300 as for clarity. With the combined
results of the wavelength scans, it is clear that OCS has a smoothly
varying maximum in the GD at 0○, whereas CO2 and N2O both have
minima.
All of the results shown in Figs. 2–4 suggest that the Cooper-
like minimum in OCS strongly influences the amplitude and phase
of the molecular RDME through its interplay with the geometric
TCI feature. We propose that the OCS results can in fact be inter-
preted in terms of a coherent sum of two structural features: (i)
A geometric TCI minimum in the amplitude, accompanied by a
maximum in the GD, which moves upward in energy with angle,
similar to the prediction in Eq. (5), and (ii) a Cooper-like minimum
in the amplitude, accompanied by a minimum in the GD, which is
nearly angle-independent. As the TCI minimum “moves through”
FIG. 4. Group delays at 0○ for all three molecules. The high harmonic driving wave-
length was scanned from 1270 to 1330 nm for 0○ GD measurements, and datasets
were concatenated after attochirp removal. OCS has a +300 as shift added to it for
clarity.
the Cooper-like minimum, the two features can either add destruc-
tively or constructively, thereby increasing or decreasing the depth
of the minimum. Similarly, the sum of the two features with oppo-
site phase behavior can give rise to the observed sign change in
the phase shift, from positive at small angles to negative at larger
angles. We will discuss this interpretation in more detail in Sec. III E,
where we present a conceptual model for the observed OCS
behavior.
Finally, we note that prior to this paper, the only other
molecular-frame GD measurements of TCI were performed in CO2
by Boutu et al.2 In that study, they measured the sign of the two-
center phase shift to be positive at 0○, in contrast to our measure-
ments shown above. However, other measurements4,17 have indi-
cated that for NIR wavelengths the interference effect observed by
Boutu et al. is due to multiple orbital contributions to the HHG spec-
trum and as such cannot be directly compared to our measurement.
A more comprehensive study comparing GD measurements in CO2
between NIR and MIR driving wavelengths will be the subject of a
future paper.
C. Unaligned measurements
Because we ascribe the deviation of OCS from the patterns of
CO2 and N2O to the overlapping of geometric TCI with the Cooper-
like structure, it is instructive to confirm that the Cooper-like min-
imum survives in the unaligned molecular sample. In contrast, a
purely geometric TCI minimum is expected to average out in both
the amplitude and the phase when measuring harmonics from an
unaligned sample. Figure 5(a) shows the spectral yields from the
three unaligned samples, generated at 1300 nm. Each spectrum is
normalized to unity after correcting for the aluminum filter trans-
mission and the neon detector photoionization cross section. The
spectra for CO2 and N2O are relatively featureless until the cutoff of
N2O is reached and until the aluminum filter L2,3 edge (≈72 eV) is
reached for CO2. On the other hand, OCS departs from the spectra
of the other two around 30 eV and descends rapidly until a “kink” at
≈43 eV, indicated by a vertical dashed line. After this point, the spec-
trum exhibits a flat plateaulike structure until the cutoff is reached.
We have found that the location of this feature in unaligned OCS is
independent of the driving laser intensity at 1300 nm and the wave-
length when measured at 1500 nm, 1700 nm, and 2000 nm (not
shown in the figure). Across the 40–50 eV region, the unaligned
OCS spectral yield decreases by approximately two orders of magni-
tude compared to that of the other two molecules. The suppression
at high energies is in large part due to the Cooper-like minimum
in the OCS RDME amplitude and is in qualitative agreement with
the results of photoionization experiments performed in all three
molecules.21,25,53,54
Figure 5(b) shows the combined results of GD wavelength scans
for all three unaligned samples. Driving wavelengths in the range
1270–1330 nm with 10 nm steps were used. The OCS results demon-
strate a broad minimum of ≈−150 as in GD around 43 eV, coincident
with the spectral kink in the unaligned OCS spectral intensity. Over
the same spectral region, the unaligned CO2 and N2O samples are
featureless.55
The fact that OCS retains a minimum in both the amplitude
and the GD even in the unaligned sample is another indication
that we are observing a relatively angle-independent Cooper-like
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FIG. 5. Spectral intensities (a) and GD (B) for unaligned samples of CO2, N2O,
and OCS. In (b), the GD is recorded every 10 nm using a driving wavelength
of 1270–1330 nm, and concatenated into a single dataset as described in the
text.
minimum in the RDME. It is also interesting to note that the loca-
tion and size of the OCS GD minimum is in agreement with previous
measurements of Ar and CH3Cl, which exhibit 3p valence charac-
ter, where Cooper-like minimum positions were previously found
to be between 40 and 50 eV with GD minima between −100 and
−200 as.15,51
D. TDDFT simulations
We next consider the TDDFT-calculated results for the HHG
spectral intensity and GD for CO2 and OCS, displayed in Fig. 6. Pan-
els (a) and (b) show the harmonic spectral yields for CO2 and OCS,
respectively. These calculated yields are comparable to the experi-
mental angle-dependent yields shown in Figs. 2(a) and 2(c). Each
angle-dependent spectrum has been divided by a smoothed, feature-
less, incoherent average over all calculated angles, which allows us
to follow the TCI minimum at energies beyond the cutoff. For com-
parison, the dotted line labels the empirical prediction of Eq. (5),
with values for α and β given in the caption. Generally speaking,
when there is a minimum, we observe a good qualitative agree-
ment between TDDFT results and the empirical prediction. For
CO2, this also means we have good agreement with the experi-
mental results shown in Figs. 2(a) and 3(a). Comparing TDDFT
results for CO2 and OCS, we also observe a lower energy TCI
feature at 0○ in the latter, again in agreement with experiments,
and consistent with a larger distance between the two centers in
Eq. (1).
FIG. 6. Alignment-angle dependent spectral intensity [(a) and (b)] and group delay
[(c) and (d)] obtained from TDDFT simulations in CO2 [(a) and (c)] and OCS [(b)
and (d)]. In all panels, the dotted curve labels the empirical TCI minimum of Eq. (5)
with α = 44 eV − Ip and β = 1 for CO2 and α = 33 eV − Ip and β = 0.7 for
OCS. Spectral intensities are normalized with a smoothed (featureless) incoher-
ent average over computed angles, to reveal the TCI minimum beyond cut-off
energies.
However, in general, the OCS results exhibit qualitative and
quantitative differences with the experiments. As we have discussed
above, the experimental TCI minimum around 43 eV remains visible
at most angles and is most prominent around 30○. In the simu-
lation, while we match the relative absence of a minimum below
20○, the minimum for larger angles behaves like a TCI minimum,
although the energy increases somewhat slower with angle than for
CO2. Second, and consistent with the first observation, the calcula-
tions do not exhibit clear signs of the Cooper-like minimum seen in
the experimental results (the shallow minimum from 40 to 50 eV
at small angles cannot be conclusively assigned to a Cooper-like
minimum). It is not entirely surprising that the TDDFT calcula-
tions do not reproduce the Cooper-like minimum, as especially
the location of such a minimum is notoriously difficult to predict
and requires a very accurate description of the continuum wave
functions.31 The absence of this Cooper minimum in the calcu-
lated OCS response means that aligned OCS behaves somewhat
generically like CO2 in terms of the location of the TCI minimum,
except with a slightly larger effective center-to-center separation
leading to the lower energy of the 0○ minimum. It is worth not-
ing that for oriented OCS, we see a clear difference in the har-
monic response from consecutive half-cycles as the continuum elec-
tron wave packet has been released from and scatters on opposite
ends of the molecule. In particular, both the overall yield and the
location of the TCI minimum are different from half-cycle to half-
cycle. Since the current experiment only addresses aligned, but not
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oriented, OCS, we will leave discussions of oriented OCS for a future
study.56
Finally, we discuss the calculated angle-dependent GDs as
shown in Fig. 6(c) for CO2 and Fig. 6(d) for OCS. The solid curves
show the same empirical geometric expectation as that in pan-
els (a) and (b), respectively. For small alignment angles, compar-
ison of panels [(a) and (b)] and [(c) and (d)] shows the GD also
approximately follows the geometric expectation: the CO2 (OCS)
GD exhibits a minimum near 44 eV (33 eV) for angles up to about
30○. For larger angles, though, the GD does not exhibit clear min-
ima that can be associated with structural features. In fact, we find
that it is, in general, much more difficult to extract the GDs than
the yields from the TDDFT computations and that the details of
the APT and its timing have a greater influence on the extracted
GD than the yields. This will be explored in more detail in future
studies.56 We note that, again, since calculated OCS does not have
a Cooper minimum, the two molecules behave quite similarly, both
exhibiting an approximate −250 as decrease in the GD across the
minimum. This is in contrast to the experimental results, where the
CO2 GD decreases and the OCS GD increases across the minimum
at 0○.
E. Conceptual model
To further understand the experimental results, and, in par-
ticular, to study the interplay between the geometric TCI and a
Cooper-like features in OCS, we build a conceptual model for the
harmonic spectral amplitude and phase, guided by the experimen-
tal measurements and parameters. The overall results, compared to
experimental measurements, are shown in Fig. 7 for CO2 and Fig. 8
for OCS. The conceptual model is built from the factorization in
Eq. (3), where the reference is taken as a featureless spectral ampli-
tude that has been fit to the 90○ experimental signal [see the insets in
panel (a) of Figs. 7 and 8]. We include an angle-dependent ioniza-
tion yield Γ(θ) that gives a slight preference to 90○ vs 0○, consistent
with the measured relative spectral intensities for HHG energies
below the TCI minimum. To match experimental conditions, we
also include and average over an alignment distribution in angle-
resolved data. Further technical details about the model and choice
of parameters are given in Appendix C.
For CO2, the key elements of TCI are angle-dependent features
in the amplitude “σ” and phase “” of Eq. (3). We model them
with Gaussian shapes that move geometrically as the molecule is
rotated following the empirical formula of Eq. (5) (see Appendix C
for details). Figure 7 shows that this model captures all the main
elements of the experimental data we have discussed so far: (i)
the TCI minimum barely moves in energy between 0○ and 22.5○,
and (ii) the minimum and the GD feature both start out nar-
row and deep and become broader and shallower at larger angles.
We use a geometric feature with constant depth and width in our
model (see Appendix C) and this broadening is the result of the
molecular-alignment distribution: the TCI gets more spread out at
larger θ, where the minimum moves faster with the alignment angle.
The agreement between this simple model and the experimental
results means that it is a good approximation to think of TCI as
a generic and robust structural interference feature. Although the
angle dependence of the location of the minimum is, in general, dif-
ferent from the simplest plane-wave-based geometric expectation of
FIG. 7. Comparison between our conceptual model with a geometric TCI feature
(solid lines—see Sec. III E) and experimental measurements (circles with dotted
curves) for CO2. Spectral intensities are shown in panel (a) and target-specific
group delays for aligned and unaligned samples are shown in panels (b) and (c),
respectively.
Eq. (1), the effect of the TCI on the amplitude and phase is generic
across many alignment angles.
The simple model also allows us to approximately calculate the
yield and GD from the unaligned sample, as shown in Fig. 7 [panel
(a) inset and panel (c)], respectively, along with the corresponding
experimental results. On smaller scales, the apparent reminiscence
of a structural feature above 50 eV in the unaligned spectral intensity
is a result of the qualitative conceptual model we use here and does
not carry further information on the TCI influence on unaligned
signals. Figure 7 [(a), inset] shows that compared to the reference,
the unaligned yield is dampened above the TCI minimum, and (c)
the GD in the unaligned signal is almost completely washed out.
The dampened yield at high energies is the only remaining trace
of TCI in unaligned targets. It can be understood as a macroscopic
or ensemble effect, where the HHG contributions from molecules
at different alignment angles are out of phase over a large range
of energies because of the phase shift which moves in energy. This
means that for energies above the 0○ minimum, there will be a num-
ber of molecules which has undergone the phase shift and a number
which has not. We note that while, in principle, we also could cal-
culate an “unaligned” signal using the coherent average over the
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FIG. 8. Similar comparison between the conceptual model and experiments for
OCS as in Fig. 7 (solid curves/circles for theory/experiments). Here, the geometric
TCI feature is augmented with an angle-independent Cooper-like contribution; in
the inset of (a), the 90○ spectra are shown with and without the Cooper-like feature
(solid and dashed curves, respectively).
TDDFT calculations at different angles, in practice, the TDDFT
results have too much variability from angle to angle to get a mean-
ingful average. This can be seen from Fig. 6, for which the geometric
expectation is only followed on average; for individual angles, the
calculated minimum does not, in general, overlap exactly with the
expectation.
We build on the success of the conceptual model for CO2 to
consider the more complex case of OCS. For OCS, we include both
a similar angle-dependent TCI feature as described above, in this
case with a positive phase shift, and an angle-independent nega-
tive phase-shift feature associated with the Cooper-like contribution.
The results are displayed in Fig. 8 (see Appendix C for technical
details). Here as well, the results reproduce key features of exper-
imental measurements and help us shed additional light on them:
(i) the features in the spectral intensity and GD barely move with
the alignment angle and are most prominent when the two com-
ponents align in energy. We attribute this to the TCI and Cooper-
like contributions compensating each other when they are separated
in energy. (ii) The GD rapidly changes sign with increasing align-
ment angle. This is fostered by interference between the TCI and
Cooper-like contributions around energies where they have similar
amplitude. (iii) In the unaligned signals, shown in panel (a) inset
and panel (c), we now retain signatures of the Cooper-like mini-
mum in both spectral intensity and phase; the inset shows the 90○
intensities both with (solid curve) and without (dashed curve) the
Cooper-like contribution. The unaligned amplitude both exhibits
the Cooper-like minimum itself and, similar to the case in CO2,
is damped at high energies relative to the 90○ signal. In the GD,
the angle-dependent geometric phase feature has been averaged out,
leaving only the Cooper-like negative phase shift. The good agree-
ment between this model and the experimental results, again, sup-
ports our interpretation of the OCS behavior as resulting from the
interference between a generic TCI feature that moves through a
nearly angle-independent Cooper-like feature as the alignment angle
changes.
IV. SUMMARY
We have investigated structural quantum interferences in CO2,
N2O, and OCS molecular samples through amplitude- and phase-
resolved HHS. In all three molecules, we see evidence of a geo-
metric TCI effect for which the interference minimum increases in
energy with the alignment angle. In OCS we, in addition, observe a
nearly angle-independent Cooper-like feature which interferes with
the TCI feature in different ways at different angles. Our results
validate the qualitative picture of Eq. (1) which provides a frame-
work for the symmetric and near-symmetric cases of CO2 and N2O,
although we find that the TCI location increases more slowly with
angle than predicted by Eq. (1). Our measurements in N2O, along
with the intensity independence of the minima, confirm that the
∆Φ(ke, θ) term is not strongly affected by the laser field, suggest-
ing that the difference between CO2 and OCS is dominantly struc-
tural. Investigation of the high-harmonic spectral intensities shows
a strong suppression in OCS in both unaligned spectra and all
angles of molecular-frame spectra relative to the other molecules,
consistent with the Cooper-like mechanism mentioned above. Mea-
surements of the GD further show the uniqueness of OCS in this
work. This is manifested in the sign change of the GD feature for
different angles, as the TCI minimum moves through the Cooper-
like minimum and changes the interference. The interpretation of
the observed results as an interference between TCI and Cooper-
like features is supported by our conceptual model, which used
generic spectral behaviors for both features and led to good qualita-
tive and semiquantitative agreement with the experimental results.
Finally, we presented TDDFT calculations in good qualitative agree-
ment with the CO2 measurements, including reproducing the neg-
ative GD feature. In OCS, the TDDFT calculations also predict an
angle-dependent TCI feature which can be recognized in the exper-
imental results; however, we do not recover the Cooper-like fea-
ture which means that we found less overall agreement with the
experimental results. Overall, our finding here that TDDFT calcu-
lations recover structural features such as the TCI minimum, com-
bined with recent work showing that ultrafast charge migration
can also be well represented by TDDFT,38,39 suggests that TDDFT
calculations may be able to explore charge migration through
HHS.
These results emphasize the importance of multidimensional
measurements when investigating structural, and by extension
dynamical, behavior: only through measurements of both spectral
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intensity and GD are the TCI and Cooper-like mechanisms fully
characterized in OCS, and even then, only by comparison to other
molecules are these characterizations validated. As future studies
of molecular HHS examine larger, more complex molecules, such
thorough characterizations may become increasingly important to
elucidate the mechanisms involved.
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APPENDIX A: WAVELENGTH SCANNING
A critical parameter for wavelength tuning in resonance spec-
troscopy is the harmonic separation 2ω0 relative to the energetic
width ∆E. This complication arises due to the fact that, in RAB-
BITT, only changes in phase are directly measured. In order to inter-









If 2̵hω0 ≫ ∆E such that only a single harmonic can be incident
on the resonance in each RABBITT scan, then the discrete deriva-
tive is a poor approximation, and the phase (not the GD) is more
directly probed. In the other extreme where 2̵hω0 ≪ ∆ER, multiple
harmonics can sample the resonance at once and the discrete deriva-
tive approximation to the GD is accurate, meaning that the shape of
the reconstructed GD will reflect the shape of the GD of the resonant
structure.
In this work, we operate on the border of these regimes. In
Fig. 3(a), we sample the TCI of CO2 with only 2–3 points, mak-
ing the interpretation unclear; in Fig. 3(b), the structure in N2O is
broader, and more representative of GD. For the purposes of pre-
cisely, quantitatively probing GD, our color scans in this regard may
require additional convolution. However, toward the goal of provid-
ing finer sampling to confirm a smoothly varying positive or negative
feature in the GD, the scans serve the intended purpose.
APPENDIX B: INTENSITY DEPENDENCE
OF 0○ MINIMA
Figure 9 shows the spectral yield at 0○ at different driving
laser intensities. Because the absolute spectral intensities vary con-
siderably with changing intensity, all the spectra shown in Fig. 9
have been normalized to the unaligned intensities such that their
enhancements relative to unaligned caused by the TCI is presented.
These plots show that there is no obvious intensity-dependence to
FIG. 9. Intensity independence of the interference position. Enhancement curves
at 0○ relative to unaligned signals for all three molecules are essentially unchanged
as the laser intensity is varied.
the minima positions. At the lowest intensity for N2O, a slight shift
is observed but this is more than likely due to the normalization
procedure. As discussed above, the 0○ spectrum experiences a cutoff
extension relative to unaligned, which means that the cutoff region
at 0○ does not have a high-statistics region to normalize against. So as
J. Chem. Phys. 150, 184308 (2019); doi: 10.1063/1.5086036 150, 184308-10
Published under license by AIP Publishing
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp
the cutoff approaches the interference, normalizing to the unaligned
spectrum obscures the resonant feature. This problem is not seen in
the other two molecules because their interferences are farther from
the cutoff. All of the above results for CO2 and N2O are in agree-
ment with those of earlier studies;16,17 therefore, it is reasonable to
conclude that the measured angular variation of the interferences in
CO2 and N2O is primarily due to the keR cos(θ) term of Eq. (1). In
contrast, the localized nature of the OCS interference enhancement
indicates a structural interference in OCS that has additional angu-
lar variation from the phase difference ∆Φ: not inconsistent with a
Cooper-like minimum.
APPENDIX C: CONCEPTUAL MODEL
Looking back at Eq. (3), from the reference signal HHGref (ν),
we see that the angle-resolved HHG spectral amplitude and GD are
completely determined by the ionization yield Γ(θ), and the target-
specific amplitude σ(ν; θ) and phase (ν; θ). Similar to Fig. 3, we
calibrate the reference against the 90○ signal. More specifically, we
define HHGref as a featureless—both in amplitude and phase—fit
against 90○ experimental results (see the insets of Fig. 7) and normal-
ize it by its yield Γ(90○). For the angle-dependent ionization yield,
we use a trigonometric expansion57
Γ(θ) = a0 + a1 sin2 θ,
where the coefficients a0 and a1 were selected to match relative spec-
tral intensities at 0○ and 90○ below the TCI. For CO2 (OCS), we
use a ratio a20 : a21 = 1 : 0.3 (1:0.2). The angle dependence of
the ionization yields plays a minor role in our results and is kept
mostly for consistency with the full factorization of Eq. (3) and
for adaptability to other compounds with a strong ionization angle
dependence.
For CO2, TCI is modeled as a generic feature in σ and  that
moves geometrically as the molecule is rotated following the empir-
ical equation (5) with α = 44 eV − Ip and β = 1, and consistent with
experimental observations (see discussions in Secs. III A and III B).
More specifically, for the spectral amplitude, we choose




where the depth σmin =
√
4 × 10−2 and width σa = 5 eV. For the
spectral GD, we choose




and the phase is recovered by integration over harmonic energies.
Here ̃tot is set to obtain a total phase variation of −0.7 × π radians
and σp = 0.9 eV. The total phase variation is determined from
the damping in the unaligned signal above the TCI [see the inset
of Fig. 7(a)], while all other parameters are determined from the
measurements at 0○. Finally, to account for imperfect alignment
in experimental measurements, results are averaged over a cos2
distribution with a 40○ FWHM spread.
For OCS, in addition to the geometric TCI, an angle-
independent electronic-structure feature is coherently added to
account for the Cooper-like component. The relative weight
between the two components is determined from the HOMO asym-
metry between the two ends of the molecules, which we set to
0.35:1 (TCI:Cooper-like) ratio. Because they overlap, and inter-
fere, in energy, it is hard to precisely calibrate each component
independently. Instead, we choose to use the same parameter for
OCS TCI as in CO2, with only the total phase variation sign
(+0.7 × π rad) and minimum energy at 0○ (α = 31 eV − Ip) adjusted
to reflect the experimental data. For the Cooper-like component,
we use similar generic features in amplitude and GD fixed at 41 eV
with σmin =
√
5 × 10−2, σa = 5 eV, and ̃tot = −0.35 × π rad. These
parameters were set to match experimental results in unaligned sam-
ples and the sharp variations in the GD of aligned samples. Finally,
like in CO2, a cos2 40○-FWHM distribution is used to describe the
alignment distribution.
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P. Breger, M. Kovačev, R. Taïeb, B. Carré, H. Muller, P. Agostini, and P. Salières,
Science 302, 1540 (2003).
47P. Antoine, A. L’Huillier, and M. Lewenstein, Phys. Rev. Lett. 77, 1234 (1996).
48M. Frolov, N. Manakov, T. Sarantseva, and A. Starace, J. Phys. B: At., Mol. Opt.
Phys. 42, 035601 (2009).
49R. Mulliken, J. Chem. Phys. 3, 720 (1935).
50J. Cooper, Phys. Rev. 128, 681 (1962).
51S. B. Schoun, R. Chirla, J. Wheeler, C. Roedig, P. Agostini, L. F. DiMauro,
K. J. Schafer, and M. B. Gaarde, Phys. Rev. Lett. 112, 153001 (2014).
52H. J. Wörner, H. Niikura, J. B. Bertrand, P. B. Corkum, and D. M. Villeneuve,
Phys. Rev. Lett. 102, 103901 (2009).
53C. E. Brion and K. H. Tan, Chem. Phys. 34, 141 (1978).
54A. Hitchcock, C. Brion, and M. van der Wiel, Chem. Phys. 45, 461 (1980).
55For the consistent decrease in GD for N2O near the cut off, this feature’s ener-
getic position was found to scale with the laser intensity, indicating that it is not a
structural feature that fits within the scope of this paper.
56F. Mauger, P. M. Abanador, T. D. Scarborough, T. T. Gorman, P. Agostini,
L. F. DiMauro, K. Lopata, K. J. Schafer, and M. B. Gaarde, “High-harmonic
spectroscopy of transient two-center interference calculated with time-dependent
density-functional theory” (unpublished).
57P. Sándor, A. Sissay, F. Mauger, P. M. Abanador, T. T. Gorman, T. D.
Scarborough, M. B. Gaarde, K. Lopata, K. J. Schafer, and R. R. Jones, Phys. Rev. A
98, 043425 (2018).
J. Chem. Phys. 150, 184308 (2019); doi: 10.1063/1.5086036 150, 184308-12
Published under license by AIP Publishing
