Abstract-Nonnegative matrix factorization (NMF) has been widely exploited in many computational intelligence and pattern recognition problems. In particular, it can be used to extract latent features from data. However, previous NMF models often assume a fixed number of features, which are normally tuned and searched using a trial and error approach. Learning binary features is also difficult, since the binary matrix posits a more challenging optimization problem. In this paper, we propose a new Bayesian model, termed the infinite nonnegative binary matrix trifactorization (iNBMT) model. This can automatically learn both latent binary features and feature numbers, based on the Indian buffet process (IBP). It exploits a trifactorization process that decomposes the nonnegative matrix into a product of three components: two binary matrices and a nonnegative real matrix. In contrast to traditional bifactorization, trifactorization can better reveal latent structures among samples and features. Specifically, an IBP prior is imposed on two infinite binary matrices, while a truncated Gaussian distribution is assumed on the weight matrix. 
widely applied in data analysis,computational intelligence and machine learning [3] . Essentially, NMF decomposes the observation data to learn a base vector, which contains information on the latent features of the object. The human brain also recognises objects based on high-level latent features and structures. In other words, NMF can be exploited to reveal latent structures from observations, similar to the brains cognitive capability [4] . Consequently, traditional algorithms are designed for feature extraction or one-sided clustering. For instance, Ding et al. [5] proposed a relaxed K-means clustering approach based on NMF. In many real-world applications, people are interested in addressing objects of multiple types with features of much richer structures, also termed dyadic data analysis [6] . To cope with such data, it becomes important to learn the interaction among features and leverage the interrelation between data and features. This is particularly the case in co-clustering or collaborative filtering [7] [8] [9] . In such cases, the NMF with two factors can be restrictive and often provides poor low-rank matrix approximation. Thus, a new factor is needed to absorb the additional scale.
To this end, an emerging technique based on Non-negative Matrix Tri-factorization (NMTF) has recently gained much attention [10] . For instance, Zhang et al. [11] introduced NMTF for biclustering structures, whilst Wang et al. [12] developed a Fast NMTF (FNMTF) method for large-scale data co-clustering. More recently, Wang et al. [13] proposed a Penalty NMTF (PNMT) based approach by introducing three penalty constraints. However, in all these feature-based models, a fixed number of latent features or clusters is generally assumed. Optimisation of results usually requires this number to be tuned or searched by trial and error. Further, in practice, factor matrices are often required in binary form, since binary features are cheaper to compute and more compact to store. Binary features can also appear in various types of data, such as binary images, and number of words occurring in an article [14] , [15] . In this scenario, effective NMF or NMTF formulations become more challenging, since binary matrices usually pose multiple optimization demands.
To address the above problems, in this paper, we extend the standard NMF to learn binary features with a novel Bayesian model, termed infinite non-negative binary matrix trifactorization (iNBMT). In contrast to the traditional NMF, the novel iNBMT model can automatically select an optimal feature set from infinite latent features, by applying the Indian Buffet Process (IBP) prior to factor matrices. Further, we decompose the input sample matrix Y into triple matrix factors Comparison of different models. Y is the observed data, and W is the real matrix (or non-negative matrix in the iNBMT and the ME-IBP). Z and X are binary matrices (similar to U and V in the IBP-IBP). θ, α, λ, μ, σ are fixed parameters. (a) ME-IBP: Bi-factorization with a non-negative matrix and a binary matrix. (b) Our proposed iNBMF method: Tri-factorization with a non-negative real matrix and two binary matrices. (c) IBP-IBP: Hierarchical structure includes a real matrix and two binary matrices (with constraints).
i.e., Y = ZWX T , where Z and X are two binary matrices, and the non-negative matrix W can be considered a weight matrix. In comparison with bi-factorization, which is typically involved in NMF, tri-factorization can better capture latent features and reveal hidden structures underlying the samples [10] . For illustration, we plot our proposed novel iNBMT method as a graphic model in Fig. 1(b) . Compared to the basic IBP based model which involves two factors (bi-factorization) Z and W in Fig. 1(a) , the proposed model employs one more binary matrix X with the IBP prior. The binary matrix Z can be considered to learn latent features, whilst the other binary matrix X extracts hidden structures of objects. Furthermore, the interrelation is leveraged by a non-negative weight matrix W which is also used to adjust the intensity of the features. Another well-known IBP-based method, termed correlated IBP-IBP (or IBP-IBP) is shown in Fig. 1(c) . This model is also a tri-factorization based method, which reveals relationships between categories and features by defining a category assignment matrix U, and a set of category-feature relations V. However, this approach requires a number of constraints and is consequently less flexible. More details are outlined in Section IV.
Approximation of the posterior in IBP is usually realised using Gibbs sampling. However, for large-scale matrices, variational methods can attain better performance than Gibbs sampling. This is due to use of samplers in the latter, that often lead to mixing problems with growth in dimensionality [16] . Further, uncollapsed Gibbs samplers can easily get stuck in local optima. To circumvent this, we propose an efficient, modified variational-Bayes (VB) algorithm to fit the massive matrix decomposition, which can be thought of as a maximizationexpectation algorithm (ME-algorithm) [17] . More importantly, the time complexity of our proposed ME-algorithm is proved to be one order lower than other state-of-the-art models, such as the Maximization-Expectation-IBP (ME-IBP) [1] and the IBP-IBP model [2] .
There are a number of other related methods reported in the literature for learning latent binary features. For example, Zhang et al. extended the standard NMF to Binary Matrix Factorization (BMF) for producing biclustering structures [11] ; the correlated IBP-IBP model [2] is also able to generate binary features. However, both these two models are limited. The BMF requires input data to be strictly binary, which is too strong an assumption in real cases. The IBP-IBP model [2] enforces a product of two binary matrices to be binary, such assumption being invalid in general. Another recently-proposed ME-IBP model [1] is a bi-factorization approach, which does not consider relational entities.
In summary, the contributions of this paper can be outlined below:
r An IBP based infinite NMF model is proposed, which is able to automatically determine an optimal number of features.
r The proposed model offers tri-factorization and is able to deliver latent binary features, addressing a more challenging optimization problem.
r No extra constraints are enforced, presenting more appealing features when compared with other models used to generate binary features, such as the BMF model [11] and IBP-IBP model [2] .
r The iteration complexity is one order lower than competitive IBP-based models. r The proposed model outperforms state-of-the-art methods (such as the ME-IBP, correlated IBP-IBP, and PNMT) on both synthetic and real data. r This paper is an extension of [18] , with a reorganised and detailed method formulation, redesigned experiments, application to additional benchmark datasets, and comparative evaluation with more state-of-the-art methods. The rest of this paper is organized as follows. The Indian buffet process and maximization-expectation algorithm are introduced as preliminaries in Section II. A detailed description of our proposed iNBMT model is presented in Section III. In Section IV, related work is briefly reviewed. In particular, the difference between our proposed method and other relevant work is emphasised. In Section V, the experimental setup is presented, including visualization and quantitative results on seven datasets including a synthetic dataset, and six real-world datasets. A complexity analysis is carried out and compared with two related IBP-based methods in Section VI. Finally, concluding remarks, limitations and future work suggestions are presented in Section VII.
II. BACKGROUND
This section presents an overview of latent feature learning through matrix factorization, the infinite IBP prior and ME algorithm, as well as notations used throughout the paper.
A. Learning Latent Feature via Matrix Factorization
A latent feature model refers to a model where each object is associated with a subset of possible latent features. In this family of methods, each latent feature can influence the observations. Moreover, multiple latent features can be activated simultaneously. In a probabilistic latent feature model, the marginal distribution is written as follows:
where Y represents real-valued observed objects, the matrix F is used to indicate latent features, p(Y|F) determines the probability of objects conditioned on these features, and p(F) is the probability that objects are associated with each feature. In methods based on matrix factorization, the latent features F are decomposed to F = Z W, where denotes elementwise product, Z determines which features are assigned to each object, and W indicates the value of each latent feature for each object. By specifying priors for Z and W, the prior on F can be defined as p(F) = p(Z)p(W) when these two components are independent. Therefore, the focus becomes how to identify a prior on Z, and hence determine the effective dimensionality of latent features. IBP is often used as the prior on infinite binary matrices. An IBP prior on Z can make the limit of number of features close to infinity. In the next subsection, we introduce the concepts of IBP as well as IBP prior.
B. Indian Buffet Process
IBP is termed a sequential process used to represent an infinitely exchangeable distribution of a stochastic process [19] . IBP can be simply described as N customers orderly entering a buffet restaurant which arranges infinite dishes. A customer can take a P oisson(α) number of dishes. The ith entered customer chooses the dish k with probability m k i , where m k is the number of customers selecting this dish previously, and can take P oisson( α i ) new dishes after the end of all previously sampled dishes. Note that the order of customers is exchangeable. Further, this process reveals that IBP assumes an unbounded number of features, but the observed objects represent only a finite subset of features. IBP can be considered a prior for infinite binary matrices defined in these models. It is typically used to infer the number of latent features each observation possesses. We assume observed objects (N objects with D attributes) Y ∈ R N ×D are generated by linear combination of an assignment matrix Z ∈ R N ×K and a matrix W ∈ R K ×D (containing K latent factors). As a consequence, a latent feature model is portrayed as Y = ZW + . is zero-mean, independently distributed Gaussian noise.
Assume an element of the binary matrix z nk = 1 indicates that the object n has the latent feature k, k = 1, . . . , K. Each column of binary feature matrix Z is assumed to be over an IBP prior, derived independently by placing Beta priors from a Bernoulli distribution. The feature k is assigned to each object with probability π k , which is generated independently from a Bernoulli distribution and the bias π k is independently generated by a Beta prior, over each column
Here Γ denotes the gamma function, α is the IBP strength parameter, and m k = N n =1 z nk is used to count the number of objects possessing feature k.
For infinite models, several classic matrix factorization models have been developed as IBP inspired infinite-limit versions, for instance, infinite ICA models [20] . Intuitively, an infinite limit implies that the probability of Z will be specified in the infinite classes. To this end, Griffiths et al. made the number of attributes unbounded by proposing equivalence classes over binary matrices, in order to take the IBP prior into the infinite limit [21] . More importantly, since customers and dishes are exchangeable, following the principle of IBP, equivalence classes can be used to permutate the order of columns by eliminating all the null columns. Consequently, the infinite number of active features K + means K is unbounded, which is learned from data, while remaining finite with probability one. By rearranging the non-zero columns of Z, we can specify K → ∞ and modify Eq. (2) as follows:
where
j denotes the N th harmonic number and K h represents the number of non-zero rows. Moreover, K h and m k are both irrelevant to the objects sequence, which proves that p( [Z] ) is an infinitely exchangeable distribution. In line with this property, IBP has been shown to be useful for binary factor analysis, such as modeling protein interactions, and similarity judgments [22] , [23] . It has also been applied in other fields such as choice behavior modeling, link prediction, and dictionary learning for correlated observations [24] [25] [26] [27] .
C. Maximization-Expectation Algorithm
The variational Bayesian (VB) paradigm, as the basis of our proposed algorithm, has the ability to automatically select an optimal number of clusters from observations [28] , [29] . The approximation process is an Expectation-Maximization (EM)-like method, alternating between estimations of cluster assignments and stochastic parameters. Kurihara at al. further modified VBclustering with a fast implementation, termed the MaximizationExpectation (ME) algorithm [17] . The ME algorithm simply reverses the roles of two steps in the classical EM algorithm, by maximizing over hidden variables and marginalizing over random parameters. be computed analytically. Therefore, by assuming independent variational distributions, the posterior distribution can be factorized to variational distributions: p(Z, W|Y) ≈ q(Z)q(W) [30] . These results are then iteratively updated as follows:
Here, the symbol ↔ implies q(Z) and q(W) are updated iteratively. The VB approximation is based on minimizing the
As a special case of MFVB, the ME algorithm maximizes latent variables and then applies expectations over parameters. The results are close-formed with updates as follows:
III. INFINITE NON-NEGATIVE BINARY MATRIX TRI-FACTORIZATION
In this section, we present our proposed iNBMT model which exploits IBP priors to associate an item and attributes with more than one cluster. We first describe the model and its formulation, and then show how to employ a modified, efficient MEalgorithm to perform approximate MAP inference.
A. Model Description
The iNBMT model is applied to real-valued observation data Y ∈ R N ×D with exchangeable rows and columns. Considering a probabilistic latent feature model in Eq. (1), our focus is on latent features p(F), the difference being that these are further decomposed into three components: F = Z W X. In this feature-based model, for case of L latent features, X is an L × D binary feature matrix. Furthermore, the Kth potential binary vector z i denotes the feature vector corresponding to entity i, and the K × L interactive weight matrix W represents the primary parameters. Assuming the three components of F are independent, the priors of the features are defined by: Fig. 2 , the iNBMT model is illustrated pictorially, where the observations Y are represented by ZWX T depending on a fixed observation distribution f (·). This process is equivalent to factorization or approximation of the data.
where θ are hyperparameters specific to the model variant.
Our focus is to learn the latent features automatically by placing Bayesian non-parametric priors on binary matrices. Unlike the matrix factorization method, our tri-factorization method does not need to place an upper bound on the number of features, or on the number of clusters. In infinite models, both the binary matrices Z and X are assumed to be matrices with an unbounded number of columns. Specifically, the IBP priors are imposed over infinite binary matrices with the property that, a finite number of entities will only have a finite number of nonzero features, with a probability of 1. Thus, the binary matrix always has a positive probability under the IBP prior. Our basic generative model can then be shown as below:
Here, any non-negative prior F (e.g., exponential and truncated Gaussian) is assumed on the weight matrix W. The IBP prior is stated in Eq. (2), and the hyperparameters θ conjugate gamma priors on inference parameters. In our iNBMT model, each object possesses multiple latent features, and each latent feature is also assigned to numerous latent classes by using two IBP priors. Moreover, both latent features and latent classes are associated with a distribution over attributes. Thus, our proposed method can be used for discovering fundamental hidden structures in complex data.
B. Linear-Gaussian iNBMT Model: Formulation
In this section, we derive linear-Gaussian as an observation distribution, with mean ZWX T and covariance (1/θ)I for capturing the latent features.
The Gaussian distribution of Y given A = {Z, W, X} and σ 2 Y is shown as below:
T . The linear-Gaussian iNBMT model can be considered a two-sided version of the linear-Gaussian model. The truncated Gaussian (T N) prior is placed on the nonnegative interactive matrix W, with mean zero and covariance matrix σ
According to Eq. (3), the marginal probabilities p([Z]) and p([X])
are specified with the infinite IBP prior:
Here, m k = N n =1 z nk , the p(X|λ) follows the same formula structure with
From the Bayesian theorem, the likelihood can be written as follows:
We assume the hyperparameters θ = {α, λ, σ Y , σ W } are estimated from the data. By placing conjugate gamma hyper-priors on these parameters, we can employ a straightforward extension to infer their values [29] . Formally,
In the above, G denotes the Gamma prior, and IG refers to the inverse Gamma prior.
C. Linear-Gaussian iNBMT Model: Variational Inference Procedure
Here, the variational inference procedure is presented for the linear-Gaussian iNBMT model. Consider a model with observations Y, hidden variables A = {Z, W, X}, and hyperparameters θ. In the optimization stage, these variables often work with the log-marginal likelihood of the observations:
However, the log-marginal probability is difficult to compute, which implies the true log-posterior calculation is also intractable. In order to approximate the true posterior, the mean field variational method is developed with a variational distribution q ν (A) (where ν is the variational parameter). Inference is then applied on the variational distribution, by optimizing the KL divergence. In particular, the aim is to minimize the KL divergence D(q p) between q ν (A) and p(A|Y, θ).
Alternatively, this is equivalent to maximizing a lower bound on the log-marginal likelihood:
where H[q] is the entropy of q. Importantly, the approximate MAP inference is derived from the ME framework by following Eq. (4), i.e., maximizing the latent variables and taking expectations over variational parameters. In the linear-Gaussian iNBMT model, the lower bound of evidence, T , is written as follows The variational parameters updating is described in the next subsection.
D. Linear-Gaussian iNBMT Model: Parameter Updating
Our proposed modified ME-algorithm adopts VB evidence to iteratively optimise a lower bound on the model marginal likelihood. This optimization algorithm is particularly tailored to tri-factorization, which has not been exploited previously in the literature. Specifically, the major improvement over the previous ME algorithm is that we design two loops in each iteration with a guaranteed convergence, which enables the algorithm to update two different binary matrices. Note that the previous ME algorithm can merely be used for bi-factorization. In addition, compared with other popular Gibbs-sampler optimization algorithms [21] , our proposed algorithm engages VB evidence for inference. The latter is theoretically more rigorous than Gibbs-sampler based algorithms and usually leads to better performance [16] . Algorithm 1 enumerates the steps of our proposed modified ME algorithm. Specifically, parameters associated with the two infinite variables Z and X are updated, in turn. For completeness, these VB update equations are provided in Appendix.
IV. RELATED WORK IBP is frequently used by computational intelligence and machine learning communities. In particular, several feature-based models have been reported that exploit the IBP [20] , [31] . In the following, we mainly introduce factorization methods utilizing IBP, that are closely related to our proposed model.
The first benchmark, infinite latent-feature model based on IBP priors, was proposed by Griffiths et al. [32] . Reed et al. introduced the linear-Gaussian IBP model by employing a maximization-expectation framework to approximate the MAP inference (ME-IBP) [1] , [17] . This particular model can be regarded as a latent factor model in which the binary matrix Z linearly combines the latent factors W. The graphic structure of ME-IBP can be seen in Fig. 1(a) . As can be seen, the ME-IBP model draws Z from an IBP prior, with the strength parameter α z . The full IBP model is shown in Eq. (2). The prior over the non-negative matrix W is an independent, identicallydistributed, truncated-Gaussian with zero mean and covariance σ 2 W . Further, Z can be optimized by maximizing a submodule cost function:
The ME-IBP is known to be significantly slower than many other methods reported in the literature, and is apparently unable to learn binary features in bi-factorization settings.
Some researchers [33] , [34] have attempted to extend the basic IBP model, by considering the correlation between latent features and observations. In particular, the correlated IBP-IBP model employs a correlation framework for feature-based models [2] . This model is perhaps the most relevant for benchmarking our proposed method. The tri-factorization of this model is illustrated using a hierarchical structure in Fig. 1(c) . As can be seen from this hierarchical structure, the feature assignments matrix Z is further decomposed into two binary matrices. Further, in this IBP-IBP model, the IBP prior is drawn on both binary variables, and the Bernoulli function is set as the link function. The latent feature matrix W follows an exponential prior, as below:
Here, α u , and α v are the strength parameters, and q ∈ [0, 1] is the noise parameter. In the IBP-IBP model, u n is the nth row of the binary category matrix U, and v k is the kth column of the binary matrix V, which denotes the category-feature relations. z nk = 1 means the feature k is presented in observation n. It is worth noting that, U, V, and Z are all considered as the binary matrix, forcing observations to be associated with only one category. This constraint limits the model's flexibility. Thus, the weakness of the IBP-IBP model is on identifiability issues commonly associated with feature-based models.
There are also other NMTF methods that do not adopt IBP. These models are usually based on a discriminative model [10] aiming to minimize the following objective:
Here, Y is a D × N observation matrix; l and k represent the number of object clusters and feature clusters separately. For addressing co-clustering, this method was further developed by constraining the factors Z and X [12] . More recently, PNMT further decomposed each of the factors with three penalty-term constraints [13] .
V. EXPERIMENTS
In this section, we experimentally evaluate our proposed iNBMT model on five datasets for tasks of feature extraction, reconstruction and pre-image restoration. We compare the performance of iNBMT with three state-of-art algorithms: Maximization-Expectation-IBP (ME-IBP), correlated IBP-IBP (IBP-IBP) and Penalty NMTF (PNMT). In addition, the clustering performance of our proposed method is evaluated on two benchmark datasets and compared with four related methods, including K-means, ME-IBP, PNMT and Fast NMTF (FNMTF).
A. Datasets
We first evaluate our method on a synthetic dataset and then conduct experiments on six datasets obtained from real tasks. For the synthetic data, we modify the one used in Griffiths [21] . For the remaining six datasets, Com-USPS, Pre-USPS, Com-NIST, and Pre-NIST are reused from the well-known USPS and NIST datasets respectively, whereas Coil-20 and UMIST are two widely used, benchmark clustering datasets. Information on these seven datasets is given in Table I , where Y denotes the observations and σ Y indicates the variance of the Gaussian noise. The first three datasets, i.e., Syn, Com-USPS, and Com-NIST, are used for evaluating the performance of different methods for feature extraction and reconstruction tasks, while the Pre-USPS and Pre-NIST are used to validate various models for the pre-image restoration task. All the five data sets are available online at: https://github.com/zzy8989/Data-iNBMT. Finally, the Coil-20 and UMIST are used to evaluate the clustering performance.
1) Synthetic Data:
The synthetic dataset was generated by modifying the dataset used in Griffiths [21] . Specifically, our dataset comprises 6 × 6 grey images adapted via three different luminance levels, as illustrated in Fig. 6(a) . Each row of the observations Y is generated using Z to linearly combine a subset of four binary factors X [see Fig. 3(a) ]. In addition, W loads different luminance combinations. The modified dataset presents a more challenging problem and appears more appropriate for evaluating the different methods.
2) Com-USPS and Pre-USPS Data:
We generated two datasets from USPS: the Com-USPS and the Pre-USPS. The digits, used in these two datasets, are sampled randomly from the USPS. Moreover, our generated datasets are scaled to [0, 1]. Each row of the Com-USPS dataset is built up with 32 × 32 grey images. Various kinds of digits 0, 1, 2, 3 are combined into each sample, as illustrated in Fig. 7(a) . The Pre-USPS dataset contains merely a single handwritten digit, which is also chosen randomly from 0, 1, 2, 3. In the training set, each digit has 100 samples. Furthermore, in order to see if the various methods can restore an image, the test samples are bottom-halved from the original images [see Fig. 10(b) ].
3) Com-NIST and Pre-NIST Data: The rest two datasets were both generated from NIST handprinted forms and characters database. It is worth mentioning that all the images are binary in this database. In the way same as generating Com-USPS, we generated the Com-NIST dataset so that each sample of the Com-NIST consists of 64 × 64 binary images combined 
4) Coil-20-Product and UMIST:
Coil-20-product is an object recognition benchmark dataset consisting of grayscaling images from 20 objects. These objects have diversified reflection properties and complex geometric. Each object was rotated 360 degrees by the turntable, and 72 images were taken per object (rotated once every 5 degrees) [35] .
UMIST is a face recognition benchmark dataset containing 575 images from 20 different subjects. Each subject is with the different view. Each image is rescaled to 28 × 23. 
B. Feature Extraction
The three datasets Syn, Com-USPS, and Com-NIST are used to evaluate if different methods can extract the latent features. Fig. 3 shows the results on the Syn dataset. Fig. 3(a) provides the groundtruth latent features. Fig. 3(c) shows the inferred features by the ME-IBP, which matches well the truth features. It is however noted that each feature is repeated twice with certain noises. Compared with the ME-IBP, the learning features of the IBP-IBP are shown in Fig. 3(d) , where the features are also repeated. In Fig. 3(e) , the inferred features by the PNMT 3 https://www.sheffield.ac.uk/eee/research/iel/research/face match the truth features, but with a lot of noise. In Fig. 3(b) , it is evident that the iNBMT outperforms the above three. It perfectly matches the truth features as well as identifying the feature number automatically.
We next report the performance on the Com-USPS. The results are shown in Fig. 4 . We presented the 9 input images as examples without noise for comparison [see Fig. 4(a) ]. It is interesting to see from Fig. 4(b) , our proposed iNBMT not only captures the latent features, i.e., each of the clean digits, but also captures their image contours. In Fig. 4(e) , PNMT also captures the single digits, but the learned features have more noise. On the other hand, the inferred features of the ME-IBP seem good, but these features are repeated many times, as shown in Fig. 4(c) . In Fig. 4(d) , the learned features of the IBP-IBP are provided. Apparently, its performance is not as good as our proposed iNBMT, and it is also incapable of obtaining the feature of digit 1.
We then present the evaluation results on the Com-NIST data in Fig. 5 . It is evident that all the algorithms cannot filter noise perfectly. Nonetheless, iNBMT still learned the underlying feature (the single letter) as clearly observed in Fig. 5(b) . The ME-IBP and PNMT also extracted clear letters, but their results contained merely combinations of letters [see Fig. 5(c) and (e) ]. It is usually tricky to cover all the possible combinations. Consequently, its performance is often much worse than the proposed iNBMT model. In summary, from the three groups of results, iNBMT demonstrates the best performance and outperforms the ME-IBP, IBP-IBP, and PNMT on feature extraction.
C. Reconstruction
In this section, we report experiments to compare the reconstruction performance of different methods.
In the experimental setup, all three groups of observations are corrupted with σ Y = 0.8 Gaussian noise. Examples of randomly generated images and their corrupted versions are illustrated in (a) and (b) respectively, of each figure (Figs. 6-8 ). The reconstructed images by four algorithms are shown in (c), (d), (e), (f) respectively, in each figure. We can clearly see that the images reconstructed from the iNBMT are more similar to the groundtruth. In particular, on the Com-USPS dataset, the iNBMT almost perfectly recovers the images. Significantly, the iNBMT denoising ability is also superior to that of other algorithms. Although several repeated features are extracted by iNBMT in the Com-NIST data (as seen in the feature extraction section), it does not prevent the iNBMT from producing reasonably good reconstructions of the data. In comparison, ME-IBP, IBP-IBP, and PNMT cannot clearly extract single digits or letters, on account of the latent features, and their reconstruction results being worse than those of the iNBMT. Moreover, exploiting the iNBMT framework, W × X T can be considered as a set of basis images which can be added together with binary coefficients Z to recover images. It is apparent that all digit combinations are correctly detected. By adjusting features that are non-zero in each row of Z, reconstructed images are composed by adding basis images together.
In order to quantitatively evaluate the reconstruction performance of different algorithms, we exploit Von-Neumann divergence as a criterion to measure the similarity between the reconstructed and groundtruth images without noise [36] [37] [38] [39] . The von-Neumann divergence is defined as:
Here, the A 1 and A 2 are two matrices. The von-Neumann divergence (NvD) has been shown to preserve the geometry information better when two images or matrices are compared. It is considered a closer measure to human visual perception [37] , [38] . To verify this, we provide an illustrative example to explain the difference between the Mean Square Error (MSE), the Mean Absolute Error (MAE), and NvD.
Specifically, we use the MSE and MAE to measure the discrepancy of two images (as shown in Fig. 9 ). The image I can be seen to be more similar to image A than image B. In Table II , we report von-Neumann divergence produced by the various methods. The proposed iNBMT model clearly leads to significantly smaller values than the other methods, showing that the iNBMT reconstructed images are more similar to the groundtruth. This result coincides with our intuition. as observed in Figs. 6-8.
D. Pre-Image Restoration
In this section, we compare the performance of different algorithms for pre-image restoration. Latent features are first obtained for each model using the training set and the various features then evaluated in terms of their ability to restore test pre-images. The latter are intentionally halved.
On the second row of Figs. 10 and 11, we again illustrate the ability of the four models to extract hidden features. Unlike previous experiments, here, each sample or an image consists of one single digit or letter rather than four combined digits or letters.
The various methods are first used to learn latent features, which are then exploited to restore incomplete images in the test set. Specifically, the features are learned from the training set, and binary matrix Z's updated with the test set. The new binary matrix Z contains z nk = 1 if the nth testing element is recognized as the kth row feature. 20 incomplete digits are used in testing [see Fig. 10(b) ], and each row is the same number (0 − 3). The recovered images are illustrated on the bottom row in Fig. 10 . The sub-figures with red boxes are incorrectly restored. Similarly, for the Pre-NIST, each row of the test images denotes the same letter in Fig. 11(b) . To evaluate the result, we only need to determine whether the number (letter) of each row is the label of the test image. From the results in both Pre-NIST and Pre-USPS, the iNBMT can be seen to have almost restored all the images correctly (except two errors in Pre-USPS and one error in Pre-NIST), while ME-IBP, IBP-IBP, and PNMT could not restore many of the images. This experiment demonstrates the advantages of our proposed iNBMT method.
Note that the above restorations were judged perceptually. Though subjective, it is sufficiently clear (to the naked eye) that images restored by our iNBMT model are much closer to the groundtruth images.
E. Clustering
In this section, we evaluate the clustering performance of the proposed iNBMT method on benchmark datasets, Coil-20 and Umist, compared with five related approaches, specifically, the classical clustering k-mean method, one-side clustering ME-IBP method, and state-of-the-art NMFT methods: PNMT and FNMTF. 4 The evaluation has been performed on the basis of three standard clustering criteria. c and c have been set to true labels and resulting cluster labels respectively, and N is the total number of samples. In the following, we describe the considered 
where c and c have been set to true labels and resulting cluster labels, N is the total number of samples, and δ(·) denotes the Delta function, δ(x, y) = 1 if x = y and δ(x, y) = 0 otherwise. We also map each cluster to an original label. This is used to measure the percentage of correctly clustered samples. The normalized mutual information (NMI) is used to measure the mutual information between two sets of clusters c and c . It is also employed as an evaluation criterion.
Here, H[c] = − N i=1 p i log 2 p i and p ij = n ij /N refers to the probability that a member in the cluster j belongs to class i, where n ij is the number of members in cluster j belonging to class i. The purity measures percentage of total number of data points that were classified correctly:
where n j is the number of all members in cluster j and p j = 1 n j max i (n ij ) [40] . The clustering experiment reports the results obtained by our method and four related approaches. The K-means and ME-IBP are one-sided clustering methods. The FNMTF and the PNMF are all co-clustering methods, but with the limitation that the number of clusters has to be specified. The FNMTF and PNMF set the number of clusters as the true number of classes and report the best average result. Results obtained in Tables III show that accuracy is significantly increased when co-clustering methods are applied. Based on the results of three criteria, the proposed method iNBMT can be seen to dramatically outperform the other benchmark methods.
VI. COMPLEXITY ANALYSIS
For measuring the inference efficiency, the time complexity per iteration will be calculated on a linear-Gaussian likelihood model. We show that the per-iteration complexity of our IBP based model outperforms other recently-proposed latent feature models [1] , [2] . 
Methods
Per-iteration complexity
The Per-Iteration Time Complexity of Our Proposed iNBMT is One Order Lower Than the Other Two Models.
In the ME framework, updating p(Y|Z) and p(Y|X) are independent of remaining observations and only require the computation of T (·). Therefore, the T (Z) updating need N ) ). In practice, N and D are usually sufficiently larger than K and L. Hence, the per-iteration complexity of the proposed iNBMT can be written in a simple form: O(αN + βD), while that of ME-IBP model is simplified to O(γN D) and IBP-IBP is simplified to O(δN D), where α, β, γ, and δ are small coefficients. Clearly, our proposed iNBMT has the per-iteration complexity one order lower than that of the competitive models. For better comparison with the other feature-based models, we list the per-iteration complexity in Table IV. VII. CONCLUSION In this paper, we propose a new Bayesian model, termed infinite Non-negative Binary Matrix Tri-factorization (iNBMT). The proposed model is proven to be capable of automatically learning latent binary features along with feature numbers, based on the Indian Buffet Process (IBP). The proposed iNBMT engages a tri-factorization process that decomposes a nonnegative matrix into the product of three components, including two binary matrices and a non-negative real matrix. We impose an IBP prior on the two infinite binary matrices, while a truncated Gaussian distribution is assumed on the weight matrix. To optimize the model, we develop an efficient modified, variational Bayesian algorithm, with the iteration complexity one order lower than recently-proposed IBP-based models. We have carried out a series of experiments which demonstrate that our proposed iNBMT model significantly outperforms state-of-theart algorithms on both benchmark and real-world data.
Despite the remarkable performance of our model, some limitations still need addressed. First, while our IBP based method is faster than most other approaches, it is not as fast as the traditional NMF. Second, as observed in experiments, repetitive binary features can sometimes be extracted. Both these issues will be addressed in future work, to further optimise our iN-MBT model. Finally, as with many factorization methods, the proposed model can be applied to a range of future applications, including gene expression clustering [41] , [42] , graph matching [43] , and zero-shot learning [44] .
APPENDIX A OPTIMIZING LATENT FEATURES
We introduce latent features optimisation in this subsection. Updating Z and X is relatively straightforward by computing Eq. (6). Similar to variational IBP methods, we split the expectation in Eq. (4) into terms depending on each of the latent variables [16] , with the benefit that binary variables updates are not affected by inactive features. Thus, we decompose the relevant terms of X in Eq. (5) . Similarly, we also decompose the terms depending on Z during updating. First, to decompose ln 
APPENDIX B UPDATING VARIATIONAL PARAMETERS
The updating of variational parameters for the non-negative matrix W, over a truncated Gaussian distribution, is outlined below: 
