Abstract. We study the relation 
Introduction.
For x, y ∈ R n + := [0, ∞) n = { t ∈ R n | t i ≥ 0, i = 1, . . . , n }, x is said to majorize y (x ≻ y)
y * i for k = 1, . . . , n − 1, where x * 1 ≥ · · · ≥ x * n denotes the decreasing rearrangement of the entries x i of a vector x. A real-valued function F on R n + is called Schur-concave if x ≻ y ⇒ F (x) ≤ F (y), and Schur-convex if x ≻ y ⇒ F (x) ≥ F (y). The relation ("preordering") x ≻ y is equivalent to the property that
for all convex ϕ : [0, ∞) → R. Several other characterizations are known [19, p. 9-12] . In particular one can restrict ϕ to all nondecreasing convex ϕ : [0, ∞) → [0, ∞) with ϕ(0) = 0, or even to all ϕ of the form ϕ(s) = (s − λ) + for λ > 0. For x, y ∈ R n + with sums not necessarily equal, we will denote by x ≺ w y the relation defined by n i=k x * i ≤ n i=k y * i for k = 1, . . . , n. (In [19] this is denoted by y ≺ w x. We prefer x ≺ w y because when n = 1 this relation reduces to the usual order x ≤ y on R + .)
The relation x ≺ w y is equivalent to Given any index set Λ and a family of real-valued functions {Φ λ } λ∈Λ defined on a subset X ⊂ R n , the relation defined for x, y ∈ X by the condition Φ λ (x) ≤ Φ λ (y) ∀λ ∈ Λ will be called the relation induced by {Φ λ } λ∈Λ on X . In this paper we study two specific examples of such relations on R n + , denoted by ≺ L and ≺ F and defined below in (2) and (13) , which are both weaker than ≺ w . In particular, ≺ L is induced by a certain subset of the family of functions n i=1 ϕ(x i ) used above in (1) , and ≺ F is induced by a certain subset (11) of the family of all Schur-concave symmetric polynomials with positive coefficients. The relations originate from a problem in harmonic analysis involving sharp p-norm relations of the form ||x|| p ≤ ||y|| p for various intervals of p (the sharp Littlewood conjecture) [14] . This problem will be summarized in §2.2, but it is not the main concern in this paper. Instead, we will be concerned with understanding or characterizing the inequalities that define ≺ L and ≺ F from various points of view. A particular problem is to determine the relation between the two relations ≺ L and ≺ F . (In the application to the sharp Littlewood conjecture, ≺ F was introduced for the specific purpose of understanding ≺ L in a more computationally accessible manner.) We suspect that ≺ L and ≺ F are equivalent and we give a proof of the implication x ≺ F y ⇒ x ≺ L y (Theorem 9). Regarding the converse, we give "local" results involving gradients (Lemmas 12 and 13), analogous to the SchurOstrowski criterion concerning ≺ w . We also discuss a general conjecture (Conjecture 16) which in particular would allow one to deduce the full converse "x ≺ L y ⇒ x ≺ F y" from our local results.
Theorems 1, 7, 9 and Proposition 3 were previously reported in [15] .
Results and background.
2.1. Define the relation x ≺ L y on R n + by
for all ψ : [0, ∞) → [0, ∞) of the form
for some nondecreasing concave ϕ : [0, ∞) → [0, ∞). This definition does not change if we restrict ϕ to just those ϕ of the form ϕ(s) = ϕ λ (s) := min(s, λ), λ > 0 (by the same argument that justifies this restriction in (1)). Integrating shows that this choice of ϕ gives ψ(s) = ψ λ (s) := min(s, λ) + λ log + (s/λ). Thus x ≺ L y ⇔ Ψ λ (x) ≤ Ψ λ (y) ∀λ > 0, where
min(x i , λ) + λ log + (x i /λ) ,
It can be checked that any ψ of the form (3) is concave, whence x ≺ w y ⇒ x ≺ L y. (The converse does not hold when n ≥ 2 ; see §7.) seen using the identity (t − λ) + = t − min(t, λ)). In this case, we can also view the relation x ≺ L y as an example of "tensor-product-assisted majorization" (or the "trumping relation") [13] , [23] , [5] , except that here the "catalyst" is a function on a measure space instead of a vector in some R d + . We explain this briefly in §8.
We want to study ≺ L because it implies the following l p inequalities in R n + :
x ≺ L y ⇒ ||x|| p ≤ ||y|| p , 0 ≤ p ≤ 1 (p ∈ R).
x ≺ L y ,
These follow immediately by the above remarks and the fact that ϕ(s) = s p is concave in s when We now summarize a problem from [14] in order to further explain our interest in ≺ L and to motivate the relation ≺ F to be defined in §2.3.
2.2.
For any fixed N ≥ 1, Hardy, Littlewood, and Gabriel [10] , [25, Ch. 2] proved the sharp L 2p inequalities ||D N || 2p ≥ ||f || 2p , p = 1, 2, 3, . . . ,
where f (z) = c 0 + c 1 z n 1 + · · · + c N −1 z n N−1 ( 0 < n 1 < · · · < n N −1 ) is any N -term trigonometric polynomial on the circle {z = e iθ } whose coefficients are complex and satisfy |c i | = 1, and where D N is the special case D N (z) := 1 + z + · · · + z N −1 . This led to the conjectures that (a) ||D N || 2p ≥ ||f || 2p , ∀p ∈ [1, ∞] (p ∈ R), and (b) McGehee et al. [22] .) The inequalities in (8)((a) and (b)) would certainly follow from the majorization relation |D N | 2 ≻ |f | 2 for these functions on the circle, but unfortunately |D N | 2 ≻ |f | 2 does not actually hold in all cases. This was in effect remarked by Domar and Pichorides [25, Ch. 3, p. 42] , who noted that counter-examples to |D N | 2 ≻ |f | 2 can be found simply by looking for an f having a double root on the unit circle. D N has only simple roots. Thus f (z) = (1−z)(1−z 2 ) = 1−z−z 2 +z 3 provides a counterexample for N = 4. Similar multiple-root examples also show that (8)(b) cannot be extended to any p < 0, where ||f || 2p for negative p would still be defined by the formula ||f || 2p := (
The motivation for the present paper is the possibility that, in light of the Domar-Pichorides remark, there may exist some other, weaker, distribution-function relation between |D N | 2 and |f | 2 which still implies (8), but which is somehow more basic than just (8) . It was conjectured in [14] that (5) and (6) . Let us also note that it is natural to extend the conjecture (8)(b), as well as the conjecture |D N | 2 ≺ L |f | 2 , to f with coefficients satisfying |c i | ≥ 1. In this case one does not
Because of this, we have not included the sum condition
We now discuss some of the motivation and evidence for the conjecture
One reason for ≺ L stems from a weaker relation proved in [14, Theorem 1.2] , to the effect that
whenever f has the special form f (z) = N −1 i=0 ±z i . This relation was originally defined by means of a certain "extremum functional" (26) . When that functional is generalized, it leads in a natural way to consideration of the stronger relation ≺ L . These functionals will be discussed in §5. (The question as to whether the relation ≺ L holds between |D N | 2 and |f | 2 , even for these special f 's, is still open and will not be pursued.)
A second reason concerns the above N = 4 counter-examples to the majorization relation, of the type f (z) = (1 − z)(1 − z 2 ). A proof of the conjectured L 2p inequalities (8) for these examples had been found a number of years before the conjecture |D N | 2 ≺ L |f | 2 was proposed. When this proof was re-examined in view of the conjecture, it was found that the proof already yields the conjecture for these examples [14, §3] .
Thirdly, it was further conjectured in [14] that the relation |D N | 2 ≺ L |f | 2 actually results as a limiting case of the discrete version x ≺ L y, where x = − → λ (A) := (λ 1 (A), . . . , λ n (A)) and y = − → λ (B) = (λ 1 (B), . . . , λ n (B)) are the eigenvalues of the n × n Toeplitz matrices A and B generated by |D N | 2 and |f | 2 respectively. As n → ∞, the relation |D N | 2 ≺ L |f | 2 would follow by a limit theorem of Szegö.
Then in [15] it was noted that the discrete relation x ≺ L y arises in a way that seems very natural for the matrix context, in the sense that it is equivalent to the following (see Theorem 7 (b)):
If x = − → λ (A) and y = − → λ (B) for some n × n Hermitian A, B ≥ 0, the relation x ≺ L y can be further restated as just
where Z runs over all n × n Hermitian Z ≥ 0 (see (42)). Moreover, when n = 3 and
the relation x ≺ L y is equivalent to the two simple conditions x i ≤ y i and max(x i ) ≥ max(y i ) (as mentioned in [14, §3.3] ; see Corollary 18 below). Thus, one could argue that this "simplicity" of ≺ L , which seems to be emerging in the discrete case, is itself a good reason to consider the conjecture |D N | 2 ≺ L |f | 2 and the discrete approach to it.
On the other hand, the simplicity of (10) is perhaps only an appearance of simplicity. To make (10) more "computable", we consider instead of (10) a family of symmetric polynomials {F k,r (x)} that extends the family of elementary symmetric polynomials. This idea is an extension of the strategy in [14] of using elementary symmetric polynomials to prove the discrete version of (9) . We now introduce the family {F k,r (x)} and the new relation x ≺ F y based on it.
Consider the relation ≺
. . , n, where
is the elementary symmetric polynomial of degree k, i.e. the coefficient of t k in the generating function
The relation x ≺ E y clearly implies that i log(1 + x i t) ≤ i log(1 + y i t), ∀t ≥ 0. This implies some of the l p inequalities seen in (5) and (6), but not all of them. It implies ||x|| p ≤ ||y|| p , 0 ≤ p ≤ 1, and if
one may put r = 1 in the proof of Theorem 1 below.) The restriction p ≤ 2 in the latter implication is sharp when n ≥ 3, as is the restriction p ≥ 0 in the former [14, §2] . These remarks were used in [14] in connection with the result (9), and they have been used earlier in other applications as well [8, p. 211-212, Lemma 11.1, Ch. 4], [21, Theorem 4] . We now define the larger family of symmetric polynomials {F k,r (x)} as follows.
Definition 1 For k, r ≥ 1, let F k,r denote the polynomial of degree k in n variables given by
where it is understood that the k i range over the nonnegative integers. Also, put F 0,r = 1.
The F k,r (x) are given by a generating function f r (x, t) which generalizes the above generating function
. Let P r be the rth degree Taylor polynomial of exp, that is P r (s) =
We have
Here n is the number of variables; we may also view x as an infinite sequence of the form x = (x 1 , x 2 , . . . , x n , 0, 0, . . . ).
Definition 2
The relation ≺ F is defined on R n + by
The F k,r belong to an even larger family of symmetric polynomials {H S } that were all proved to be Schur-concave on R n + by Proschan and Sethuraman. Thus 
The family {G k,r } and the latter proposition arise naturally from the trivial remark that for any integer r ≥ 1 and x ∈ R n + we have
A similar device for computing the supremum in (10) leads us to the family {F k,r } (see §2.4).
But, in contrast to the family {G k,r }, the relation induced by the family {F k,r } is strictly weaker: For n ≥ 3, x ≺ F y does not imply x ≻ y when x i = y i (by Corollary 18 applied to, for example, x = (15, 2, 2), y = (9, 9, 1)). However, in Theorem 1 we will prove that x ≺ F y is strong enough to imply all of the l p inequalities in (5) and (6) . Hence, if x i = y i , then ≺ F overcomes the restriction p ≤ 2 mentioned above in connection with ≺ E . Furthermore, Theorem 1 shows that the sharp restriction "p ≤ 2" can be progressively weakened to "p ≤ (r + 1)" for any integer r = 1, 2, 3, . . .
by using progressively larger subsets of the family {F k,r }. Then in Theorem 9 we prove that the full family {F k,r } gives even more than all of the p-norm inequalities in (5) and (6): we prove the stronger
As mentioned in §1, we suspect that the converse holds as well, and we give a fairly compelling local result on this (Corollary 14). Let us outline some of the details.
2.4.
The proof of x ≺ F y ⇒ x ≺ L y (Theorem 9) has three main ingredients. The first is to prove that x ≺ L y is equivalent to the above supremum relation (10) (Theorem 7 (b)). The second is to observe that
The third is the following alternative "generating function" for the F k,r (x) (Lemma 8):
where the C n,k,r are some positive constants (C n,k,r = (r!) n (nr+n−k)! ). It was this generating function, rather than (12) , which originally led the author to consider the family {F k,r }.
Regarding the conjectured converse direction, x ≺ L y ⇒ x ≺ F y, our "local" result (Corollary 14) is analogous to the use of gradients and Jacobians in the paper of Marshall et al. [20, Corollaries 7, 8] , except that we have not yet succeeded in "globalizing" our conclusions. To motivate the statement of the local result, let us state the Schur-Ostrowski criterion [19, Theorem 3.A.7] , [20, Example 1] in the following way: A C 1 symmetric function Φ : R n + → R has the order-preserving property
is totally positive whenever i ≤ j and x ∈ D n := {x ∈ R n | x 1 ≥ · · · ≥ x n ≥ 0}. (A matrix is said to be totally positive if all of its subdeterminants are nonnegative). The criterion is "local" in the sense that only derivatives are involved, yet the result is global in the sense that x and y can be arbitrarily far apart. The criterion is equivalent to saying that at any point x ∈ D n , ∇Φ(x) belongs to the positive cone generated by the ∇(
(The positive cone is the closure of the set of finite linear combinations using positive coefficients.) Recall from §1 that
We prove an analogous gradient property regarding the functions Ψ λ (x) (4) that induce the relation x ≺ L y (Lemma 12). The property states that for a fixed x ∈ D n with say x n > 0, a vector B ∈ R n is in the positive cone generated by the {∇Ψ λ (x)} λ>0 if and only if the
is totally positive whenever i ≤ j ≤ k. We then verify that this holds when B = ∇F k,r (x) (Lemma 13). This local result would give the full global result "x ≺ L y ⇒ x ≺ F y" if it was known that ≺ L has a certain path-connectedness property (Theorem 15), which we suspect it does have. Conjectures on the latter can be found near the end of §6, where we speculate that such a connectedness property may be just a general consequence of the total positivity of certain gradient matrices, i.e. Jacobians (Conjecture 16). The methods of [7] may be applicable to this conjecture. It is however also possible that the global result x ≺ L y ⇒ x ≺ F y follows from the local one (Corollary 14) by some other general argument (or that it is false!).
2.5.
Be that as it may, the truth of the implication x ≺ L y ⇒ x ≺ F y is not really of concern in the context of the conjecture that
2, although it would still be interesting to settle the issue. Instead, it is the result x ≺ F y ⇒ x ≺ L y (Theorem 9) that should be the more useful one, if one first proves that
seems to be more tractable than the problem
only depends on computing polynomials in the entries of A and B. (In that sense, it is also a return to the spirit of the original results (7), which involve polynomials in the coefficients of Fourier series.) For example, the author has proved that
) for some of the 4 × 4 Toeplitz matrices A, B related to the conjectures in §2.2. The proof begins with the identity F 4,2 = (E 2 2 − 2E 4 )/4, and, after some Binet-Cauchy expansions, reduces to determinant inequalities similar to the Alexandrov inequalities used in [16] (where it was proved that F n,1 (
some cases of A and B). The details will not be discussed in this paper.
3. The l p inequalities.
and, if in addition
Proof Fix the integer r ≥ 1. Observe that log(
when s → +∞. Thus, the integrals
are finite (and positive) for all real p in the interval 0 < p < 1. Replacing s by at for any positive a
gives the identity
If now x, y ∈ R n + and
Taking logarithms of the f r and integrating with respect to t −p dt
Taking pth roots, we obtain the first case of the theorem, since the inequalities ||x|| p ≤ ||y|| p extend to the endpoint cases p = 0, 1 automatically by continuity in p. Next, if in addition i x i = i y i ,
Subtracting from this the inequality log f r (x, t) ≤ log f r (y, t), one
Consider the function δ r (s) :
It follows that the integrals
are finite (and positive) for all real p in the interval 1 < p < r + 1. Replacing s by at gives the new
Thus, when 1 < p < r + 1 we may integrate (16) with respect to t −p dt t 1
Jr(p) and use (17) to obtain
By continuity in p, we obtain ||x|| p ≥ ||y|| p for 1 ≤ p ≤ r + 1.
2) The endpoint cases p = 0, 1, r + 1 can also be deduced directly from the hypotheses instead of by continuity in p. To see this note that ||x|| nr
4. Schur-concavity of the F k,r (x) and related polynomials.
For a symmetric polynomial Φ with positive coefficients, Schur-concavity on R n + is equivalent to the property x ≺ w y ⇒ Φ(x) ≤ Φ(y) [19, Theorem 3.A.8] , and by (14) reduces to checking that
To see that this is true for each Φ = F k,r , one can consider at once the whole generating function f r (x, t) (12) and compute
. One easily obtains (x j − x i ) times a new polynomial in (x, t) with positive coefficients . This shows simultaneously that all the coefficients F k,r (x) of the generating function f r (x, t) satisfy (18) 
A subset S ⊂ I k is said to be Schur-concave if its indicator function 1 S is Schur-concave on
Proposition 2 (Proschan and Sethuraman) . Let k, n ≥ 1 and let S ⊂ I k be Schur-concave.
Define the polynomial H S by
Then for all x, y ∈ R n
To prove just this proposition, the proof of the general theorem of Proschan and Sethuraman [19, Theorem 3.J.2] can be simplified slightly by directly computing (18) with Φ = H S ; one obtains a polynomial with positive coefficients. One example of a Schur-concave S ⊂ I k is the set S = S k,r :=
as is easily verified. By definition (11) we have F k,r = H S with S = S k,r , so that the Schur concavity of F k,r is a special case of the proposition. Another example is the set S = T k,r defined by
Hence, the corresponding polynomials H S = H T k,r =: G k,r are Schur-concave. This example can be used to characterize the majorization relation on R n + as follows.
(Combining this with the fact that the G k,r (x) are Schur-concave, we have the
Proof Given x ∈ R n + and a fixed 1 ≤ r ≤ n, we may "compute" the sum s r (x) := r i=1 x * i by first noting that it is the maximum of all possible sums of r entries of x, and then computing this maximum by using integer k-norms as k → ∞ :
This leads us to consider the symmetric polynomials
By the preceding remarks, the conditions M k,r (x) ≥ M k,r (y) ∀k, r imply x ≻ y, for any x, y ∈ R n + with x i = y i . It now remains to relate the polynomials M k,r (x) to the G k,r (x) of the proposition.
Consider the polynomials G k,r defined by
which may be thought of as the sum of all monomial terms in the expansion of
containing less than r distinct x i as factors. To prove the proposition, it suffices to show that when k ≥ r, each M k,r is a linear combination, with positive coefficients, of some of the G k,r . Let
i.e. the sum of all terms containing exactly r distinct x i as factors. An expansion of each power in M k,r by the multinomial theorem gives
Since these binomial coefficients are increasing from left to right, the result follows after a summation by parts. In fact, by Pascal's identity we obtain the explicit formula
Remark: The polynomials M = M k,r (20) used in the proof are Schur-convex, as is easily verified by checking that
Hence, majorization can be characterized using these polynomials as well. That is, for x, y ∈ R n + with
In contrast to the G k,r , as noted in §2.3, the conditions
are not strong enough to imply majorization when
shown that x ≺ F y is strong enough to imply x ≺ L y (Theorem 9 in the next section).
5.
The relation x ≺ L y and sup ||z|| 1 =1 i (z i + tx i ).
Functionals related to majorization.
We will discuss certain functionals which lead naturally to the relation ≺ L , in several equivalent forms. These functionals were introduced in [14, §3.2] in connection with the conjectures of §2.2, in an attempt to formulate a weaker version of the majorization relation suited to those conjectures. We begin in the context of positive functions X, Y on [0, 2π], which in the application to the questions of §2.2 would be given by X = |D N | 2 and Y = |f | 2 . This is not significant and we will soon switch to analogous considerations with vectors x, y ∈ R n + . The initial idea is that the majorization relation itself can be stated in terms of a functional J as follows. If
where the norm is defined by ||g|| 1 := 2π 0 |g(θ)|dθ/2π. It is easily seen that
where X * is the decreasing rearrangement of X. Hence, for two functions X, Y ≥ 0, the relation
is equivalent to the property
The latter is thus also equivalent to the usual majorization relation X ≻ Y when
Moreover, if one examines the "standard" proofs [11] of the equivalence
(assuming 
It is well known that such a transform can be inverted by another similar transform, in this case
if, for instance, the input function J(X, t) is a convex, nonincreasing and nonegative function of t (24) and (25) it follows that condition (22) (i.e. the relation
We remark that in the theory of interpolation of norms [2] , such Legendre transforms occur implicitly in various duality results, as is well known. For example, the K-functional and the E-functional are Once the majorization relation has been reformulated as above, it is natural to look for variants of it by modifying (21) in some simple way, such as changing the form of the integrand or the constraints on g. The following modification was studied in [14, §3.2]:
where P ranges over all complex polynomials with P (0) = 0, and ||P || 2 := ( 
Using the above method of Legendre transforms [14, Proposition 3.2.3], it can be shown that
(We review the proof in Lemma 5 and Theorem 6, in the discrete case.) This shows that X ≺ 1 Y is weaker than the weak version of majorization X ≺ w Y (see §1), and that, as noted in §2.3, it only im-
Thus we arrive at the problem of how to further modify our functional (26) so that the latter interval of L p relations becomes 1 ≤ p ≤ ∞ instead of 1 ≤ p ≤ 2, but so that the relation induced by the functional is still weaker than majorization. (More precisely, weak enough so that it does not imply ||X|| p ≤ ||Y || p for some p < 0, in view of the multiple-root counter-examples of §2.2.) We give such a modification below in (30) and (32). The main idea will be that the "cause" of the latter restriction p ≤ 2 can be traced back to the use of "2" in the constraint condition ||P || 2 ≤ t appearing in (26) , and that consequently one needs to try a different kind of constraint condition. We will then switch to the discrete setting and prove several equivalent forms of the relation induced by (32) (Theorem 7), one of which is the relation ≺ L defined by (2).
5.2.
A modification of I 1 (X, t) ; the functional I ∞ (X, t).
We first give a purely "measure theoretic" formula for I 1 (X, t), in the following lemma. That is, there will be no mention of polynomials or other analytic functions.
Lemma 4 For any bounded measurable X ≥ 0 we have
where h runs over L 2 functions and ||h|| 0 := exp 
where Q runs over polynomials. Next, we may restrict Q to polynomials having no roots in the open unit disc |z| < 1. This can be seen by using Blaschke factors, as follows. Given any polynomial Q satisfying the constraints (||Q|| 2 2 ≤ 1+ t 2 , Q(0) = 1), we may factor it as Q(z) = (1− r 1 z) . . . (1− r m z).
If some factor, say (1 − r 1 z), has |r 1 | > 1, then we replace Q by the new polynomial
which still has Q 1 (0) = 1 and on the unit circle satisfies |Q 1 (e iθ )| = 
Proceeding this way, we can move all of the undesirable roots of Q to the complement of the open unit disc, which proves the claim. Now observe that if a polynomial Q has no roots in |z| < 1, the condition Q(0) = 1 implies that ||Q|| 0 = 1. So, if α denotes the infimum on the right hand side of (28), we have shown that I 1 (X, t) ≥ α.
To
is an "outer function" f ∈ H 2 with |f | = h on the unit circle whose constant Fourier coefficient iŝ
Taking Q n (e iθ ) to be the polynomials defined by truncating the Fourier series of f (e iθ ) at the integers n, we have Q n (0) = 1, ||Q n || 2 2 ≤ ||f || 2 2 = ||h|| 2 2 ≤ 1 + t 2 .
Moreover, as n → ∞ , 2π 0 |Q n (e iθ )| 2 X(θ) dθ/2π → 2π 0 |h(e iθ )| 2 X(θ) dθ/2π since X is bounded and
From (28) it is evident that the squares serve no further purpose. In other words,
Moreover, since we are always interested in defining our relations by conditions of the form I 1 (X, t) ≤ I 1 (Y, t) over all t ≥ 0, then a change of parameter such as t → √ t will not affect the relation thus defined. Therefore, let us change notation at this point by re-defining
If we now wish to modify I 1 (X, t) such that the above mentioned p ≤ 2 restriction becomes p ≤ ∞ (see §5.1), a natural choice would seem to be the functional defined by
This functional is essentially the G(t, X) defined in [14, eq. (37)], except for a slight re-parametrization.
The present discussion makes its relation to I 1 (X, t) more transparent. From this point on we will continue the discussion for the discrete versions of I 1 and I ∞ defined for x ∈ R n + by
and
where the l p norms are with respect to normalized counting measure; thus
5.3. Equivalence of x ≺ ∞ y and x ≺ L y.
Lemma 5
For any x ∈ R n + ,
Proof Exercise.
We now give the following characterization of ≺ 1 for later comparison with ≺ ∞ . This is just the discrete version of the result (27) already mentioned, and the proof will be similar.
Theorem 6 Let x, y ∈ R n + . Then
Proof It is easy to check that I 1 (x, t) is a convex, nonincreasing and nonegative function of t on [0, ∞). Hence, as above in (24) and (25) , the Legendre transform defined by
can be inverted via
Next, it is clear from (35) and (36) that
It thus remains to compute L(x, λ) explicitly. In the following it is understood that h ∈ R n + .
To see the last equality (that a = b) note first that clearly a ≥ b, since we may make the substitution t ≥ ||h|| 1 − 1. On the other hand, given any h ∈ R n + with ||h|| 0 = 1, note that ||h|| 0 ≤ ||h|| 1 , so defining s := ||h|| 1 − 1 gives s ≥ 0, ||h|| 1 ≤ 1 + s, and thus
by definition of inf . Hence b ≥ a, and thus a = b. Continuing the above computation, we have
by Lemma 5. The theorem follows.
Theorem 6 provides a connection between ≺ 1 and the partial order ≺ E of §2.3 : We have immediately that x ≺ E y implies x ≺ 1 y. There is an analogous connection between ≺ ∞ and ≺ F : In Theorem 9 we will see that x ≺ F y implies x ≺ ∞ y. But first let us connect ≺ ∞ with ≺ L .
Theorem 7 Let x, y ∈ R n + . The following three conditions are equivalent.
(b) sup
Proof We first prove that (a) and (b) are equivalent. The method is the same as in the proof of Theorem 6. It is easily checked that I ∞ (x, t) is a convex, nonincreasing and nonegative function of t on [0, ∞). Hence, if we define a Legendre transform of I ∞ by
it can be inverted as before in (36):
Thus we immediately have the equivalence
We now compute L(x, λ). As before, vectors such as h, x, y, z are assumed to be in R n + .
where the proof that a = b is similar to the corresponding step in the proof of Theorem 6. Next one can easily evaluate the supremum in (b), as well as find explicitly the saddle point in the latter min-max problem, and thus avoid appealing to a min-max theorem in the proof that a ′ = b ′ . This will be discussed in Remarks (7.1) and (7.2) after the proof.)
We now prove (b) ⇔ (c). First note that (b) may be stated in the form
It is easy to check that the function
is concave and nondecreasing in λ. Thus the following Legendre transform
is well defined and may be inverted via
To compute the latter supremum, we simply choose each z i to maximize the expression log(x i +z i )−tz i .
For t > 0, this is easily seen to occur when z i = (
Hence, the relation L(x, t) ≤ L(y, t) ∀t > 0 is equivalent to the condition
which is seen to be equivalent to (c) of the theorem upon identifying 1 t with the parameter λ in (4).
This completes the proof of (b) ⇔ (c).
Remark (7.1) The supremum problem in (b) of Theorem 7 is equivalent to the problem
and can be solved explicitly by a simple construction that may be called the "rising water lemma", by analogy with the "rising sun lemma" of real analysis [12, p. 293, Lemma A]. Fix x ∈ R n + and consider any λ ≥ 0. We claim that the supremum (39) is achieved for z = z where z has the form
water volume = λ describe the graphical construction that justifies calling it the "rising water lemma" (see Fig. 1 ):
Without loss of generality, assume x 1 ≤ · · · ≤ x n and identify the vector x ∈ R n + with a step function
whose graph (ω, f x (ω)), 0 ≤ ω ≤ 1 is to be thought of as the profile of a mountain or water basin.
(We assume that the vertical drops are also part of the graph). We now imagine a volume of water λ To prove the claim (40), observe that for any vector z ∈ R n + with ||z|| 1 = λ we have the majorization
, since log is a concave function.
(Corollary: The same z gives the solution to any problem of the form sup ||z|| 1 =λ F (x + z) where F is a Schur-concave function.) Remark (7.2) Remark (7.1) leads to an alternative and direct proof that a ′ = b ′ in the proof of Theorem 7 above. That is, for fixed x ∈ R n + , λ > 0 we can give a direct proof that
where
and where the vectors h, z ∈ R n + . As is well known, this follows immediately if we can exhibit a pair h, z ∈ R n + with || h|| 0 = 1, || z|| 1 = λ, having the "saddle point" property,
To do this, let z be the vector defined by (40) in Remark (7.1) above, and define h by
Since λ > 0, it follows that x i + z i > 0 for all i, so that h is well defined. It is easy to check that || h|| 0 = 1 and T ( h, z) = ||x + z|| 0 . For any h ∈ R n + with ||h|| 0 = 1 we have by the arithmetic-geometric mean inequality
where v · w denotes the coordinate-wise product of vectors; (v · w) i := v i w i . As for the other inequality in (41), first observe that
(This is because the minimum of (x i + z i ) is the constant c in (40), and z i lives on those i where this minimum is achieved, that is, where (x i + z i ) = c.) Therefore, for any z ∈ R n + with ||z|| 1 = λ,
Remark (7.3) Let A be an n × n nonegative (semidefinite) Hermitian matrix and let x 1 ≥ · · · ≥ x n be its eigenvalues. Then
where Z runs over all n × n Hermitian Z ≥ 0 with trace(Z) ≤ 1. To prove this, we invoke the result that adding a nonegative matrix to another one has the effect of "increasing" each of its eigenvalues 
The reverse inequality is obvious.
5.4.
The functional sup ||z|| 1 =1 i (z i + tx i ) and the polynomials F k,r (x).
We now relate ≺ ∞ (and thus ≺ L ) to the symmetric polynomials F k,r (x) (11) . The link will be provided by the expression i (z i + tx i ) in (b) of Theorem 7, just as i (x i + λ) was the link between ≺ 1 and the elementary symmetric polynomials (see Theorem 6) .
Proof It is well known that
for any integers a i ≥ 0 [9, p. 621, eq. 4.635.3] . (This can be proved by induction on n. Alternatively, one may note that the Laplace transform of t m /m! is 1/s m+1 and use the convolution theorem.) Next, by the binomial theorem,
Thus p(z, x, t) is of degree nr in t and the coefficient c(z, x, k) of t k in p(z, x, t) for a fixed k is
Note that the conditions under the summation give
integrating over T n and using (44) gives
which is the desired result with the constants C n,k,r = (r!) n (nr+n−k)! .
Remark. There is an integral identity similar to (43) but having the generating function (12) on the right side as follows:
This can be seen immediately by factoring the integral in (45) and using the fact that
r! =: P r (s) (the "incomplete gamma integral"). We have however not found any uses for the identity (45) in the present paper.
For the next result, recall the definitions of x ≺ F y (13), x ≺ ∞ y (34) , and x ≺ L y (2).
an integer. Lemma 8 shows that
where the L r -norm is taken with respect to dz := dz 1 . . . dz n , over the set T n = { z i ≤ 1} ∩ R n + used in Lemma 8. Letting r → ∞ gives the same inequality for the L ∞ -norm. This gives (b) of Theorem 7, since the suprema over z ∈ T n are achieved on z i = 1.
6. Some results on the conjecture " x ≺ L y ⇒ x ≺ F y ".
The next easy lemma is one possible approach to proving statements of the type " x ≺ L y ⇒ x ≺ F y ". (Although it shifts the problem to the existence of a certain path γ.) Given a family Φ := {Φ λ } λ∈Λ of real-valued functions on R n differentiable at a point p ∈ R n , define
The closure C Φ (p) will be called the "positive cone" generated by the gradients {∇Φ λ (p)} λ∈Λ .
Lemma 10 Let Λ be any index set, let Φ := {Φ λ } λ∈Λ be a family of C 1 real-valued functions on R n , and let x, y ∈ R n be two points such that ∀λ ∈ Λ, Φ λ (x) ≤ Φ λ (y). Suppose there exists a C 1 path
Proof Given the hypotheses, it suffices to verify that ∀t ∈ [0, 1],
for all λ and all t. Thus ∇Φ λ (γ(t)) · γ ′ (t) ≥ 0, by the chain rule. Hence, for a fixed
) and thus also for all v in the closure of C Φ (γ(t)).
So,
Remark (10.1) Conversely, the property ∇F (p) ∈ C Φ (p) is necessary in the following sense. If F and {Φ λ } λ∈Λ are sufficiently regular on some open set U (e.g. if the gradients ∇Φ λ are nonzero and the ∇Φ λ /||∇Φ λ || are equicontinuous on U ), and the implication ∀λ ∈ Λ,
is known to hold for all x, y ∈ U, then for all p ∈ U, ∇F (p) ∈ C Φ (p). Proof: If this does not hold at some p ∈ U , then we can find a vector h ∈ R n and a fixed δ > 0 such that ∇F (p) · h < 0 and v · h ≥ δ for all unit vectors v ∈ C Φ (p), by a basic separation theorem of convex analysis. It follows that there
Remark (10.2) In the special case when Λ = {1, . . . , n} and Φ :
morphism of an open set U onto a convex set in R n , Marshall et al. [20, Corollary 8] shows that the condition ∀p ∈ U, ∇F (p) ∈ C Φ (p) is necessary and sufficient for F to have the order-preserving
Under these hypotheses, a path γ (in U ) satisfying (a) and (b) of Lemma 10 exists automatically; take γ(t) := Φ −1 ((1 − t)Φ(x) + tΦ(y)).
We now consider the example Λ := (0, ∞) and Φ λ := Ψ λ given by (4), extended if necessary to all
and by convention log + (s) := 0 for all s ∈ (−∞, 1] and log + (s) := log s for all s ≥ 1. Clearly, the ψ λ 's are C 1 in s on all of R, and thus the Ψ λ are C 1 on R n . We have
Our goal is to derive a simple criterion for a vector B to belong to the positive cone C Ψ (x) of such gradients (see (46)) at a fixed x ∈ D n . For convenience, consider the case
Multiplying each gradient by 1 λ , we may consider our cone C Ψ (x) to be generated by the (uncountable) collection of vectors
But it suffices to keep just the n vectors
since it is clear that the other vectors are on the line segments between the R k and R k+1 . This shows
. Let R be the n × n matrix whose columns are the transposes of the R k , k = 1, . . . , n. (Clearly R = R T .) The linear system RC = B T (where
. . , B n )) can be row-reduced to diagonal form in an obvious way, which we now illustrate for n = 4 without loss of generality. Put
The augmented matrix of the system
Subtracting row 3 from row 4, then row 2 from row 3, and finally row 1 from row 2 gives  
This shows that a vector B = (B 1 , . . . , B n ) belongs to C Ψ (x) if and only if
. . , n − 1 and b n ≥ 0, in the above notation. Note that each of these inequalities involves at most 3 consecutive A k and B k . Hence, B ∈ C Ψ (x) if and only if each 3-vector (B k , B k+1 , B k+2 ) is in the projection of C Ψ (x) on these same 3 coordinates, which is just the positive cone in R 3 generated by the three
We may also observe that, if B ∈ C Ψ (x), then for any 3 coordinates 1 ≤ i < j < k ≤ n (not necessarily consecutive), the same situation holds -that is, (B i , B j , B k ) must be in the positive cone generated by ( 
not just g = 3.) Summarizing, we have: (4) and (46)] if and only if
Conditions (a), (b), (c) may be stated more concisely by saying that the matrix  
Lemma 13 Let n ≥ 1 and let F = F k,r for some k, r ≥ 1. Then ∀i
≥ 0 on R n + , and
for all x ∈ R n + and i, j such that
and 
Proof It is clear that ∀i (48) is the Schur-concavity condition, which was already discussed for the more general class of polynomials (19) . We proceed to condition (49). This actually holds for any symmetric polynomial F with positive coefficients. In fact, by linearity, it will suffice to prove (49) when n = 2, (x i , x j ) = (x 1 , x 2 ) :=: (x, y) with x ≥ y ≥ 0, and
for some integers a, b ≥ 0. We get
The latter inequality is easy to verify, and is a special case of the fact that the kernel K(s, p) = s p is totally positive on R + × R [19, Example 18.A.6.a]. We now prove (50) for F = F k,r . By symmetry and linearity, it suffices to prove (50) when n = 3, (
Recalling the generating function (12) f r (x, y, z, t) By definition, f r (x, y, z, t) = P r (xt)P r (yt)P r (zt) where P r is the polynomial in one variable given by
The P r have the nice properties P r (s) = P r−1 (s) + s r r! , and d ds P r (s) = P r−1 (s) , (r ≥ 0)
where P −1 = 0 for convenience. It follows that 
xP r−1 (xt)t yP r−1 (yt)t zP r−1 (zt)t
.
Introducing the row vectors
we may write the latter determinant as
In the latter, the coefficient of each t r+a+b is nonnegative, since r + 1 > a > b ≥ 0, x ≥ y ≥ z ≥ 0, and since the kernel K(s, p) = s p is totally positive. Hence, after collecting the like powers among the t r+a+b , the final coefficient of each t k will be nonnegative also. Exercise. Consider F = H S where S ⊂ I k is a Schur-concave index set (see (19) ). Show that: (a)
There exist n, k and S such that F does not satisfy (50) of Lemma 13. (b) However, if p i ≤ 2 for all i and all p ∈ S, then F does satisfy (50). (c) Hence there exists an F of the form F = H S which is not of the form F = F k,r but satisfies (50) and all of the other conditions of Lemma 13. .
for all k, r ≥ 1, where C Ψ (x) is the positive cone generated by
Proof Since both the Ψ λ (x) and the F k,r (x) are symmetric functions, it suffices to consider x such that x 1 ≥ x 2 ≥ · · · ≥ x n ≥ 0. Let B := ∇F k,r (x). By the symmetry of F k,r we have B i = B j whenever
This together with Lemma 13 shows that B satisfies all the conditions of Lemma 12, thus giving (51).
Corollary 14 and Lemma 10 yield the following partial converse of Theorem 9:
Proof By hypothesis, we have a path γ with (a) and (b) of Lemma 10 for Φ λ := Ψ λ (see (4) ). Part (c) of Lemma 10 holds for each F = F k,r by Corollary 14, since the path γ is in R n + . Thus Lemma 10
implies that F k,r (x) ≤ F k,r (y) for all k, r ≥ 1.
It seems intuitively plausible that the path γ in the hypothesis of Theorem 15 does exist when both x and y are in 
The following examples are possible cases of Conjecture 16. The existence of the path γ appears to be a non-trivial problem in all of them except 1b and 2. The methods of [7] may be applicable to this problem. In Example 3, both the existence of γ and the total positivity hypothesis of Conjecture 16 seem to be non-trivial to verify. considering the matrix of gradients of the generating functions, ∇f r (x, t 1 ), . . . , ∇f r (x, t n ).)
7. The relations ≺ L and ≺ F when n ≤ 3.
When n = 1, it is clear that if x, y ∈ R n + then each one of the relations x ≺ L y and x ≺ F y is equivalent to the usual order x ≤ y. When n = 2, it can be shown that each of x ≺ L y and x ≺ F y is equivalent to the two inequalities x 1 x 2 ≤ y 1 y 2 , x 1 + x 2 ≤ y 1 + y 2 ; we leave this as an exercise.
When n ≥ 3, we suspect that there is no simple, finite set of inequalities equivalent to either x ≺ L y or x ≺ F y. (Similar remarks have been made in [23, p. 44, Open Problem 6.5] regarding the "trumping relation" ( §8).) As seen in the proof of Lemma 11, at each fixed point x ∈ R n + , the positive cone of the gradients ∇Ψ λ (x), λ > 0 is generated by just n of these gradients. However, the choice of these n gradients varies with x in a way which does not seem to be "integrable" to yield n simple inequalities. In the remainder of this section we will discuss the n = 3 case under the extra condition x 1 + x 2 + x 3 = y 1 + y 2 + y 3 . This condition effectively brings us back down to 2 dimensions and enables us to find a finite set of (two) inequalities characterizing x ≺ L y and x ≺ F y, as in the case n = 2.
Consider the family {Φ λ } λ∈Λ on D 3 = {x ∈ R 3 | x 1 ≥ x 2 ≥ x 3 ≥ 0} given by Λ := {1, 2, 3} with Φ 1 (x) = x 1 + x 2 + x 3 , Φ 2 (x) = x 2 + x 3 , Φ 3 (x) = x 1 x 2 x 3 . The gradients are We claim that ∇F k,r (z) ∈ {c 1 ∇Φ 1 (z) + c 2 ∇Φ 2 (z) + c 3 ∇Φ 3 (z) | c 1 , c 2 , c 3 ≥ 0} for all F k,r . By Corollary 8. The relation x ≺ L y and "tensor-product-assisted majorization".
Let x, y ∈ R n + with x i = y i . The "trumping relation" x ≻ T y [13] , [23] , [5] is defined by the condition that there exist d ∈ N and 0 = z ∈ R d + (depending on x and y) such that x ⊗ z ≻ y ⊗ z, where x ⊗ z ∈ R nd + denotes the vector with entries (x ⊗ z) i,j := x i z j , 1 ≤ i ≤ n; 1 ≤ j ≤ d, and ≻ is the usual majorization relation (see §1). (The vector z is called the "catalyst" which "assists" the majorization.) If p is a real number, it is easily seen that x ≻ T y implies ||x|| p ≤ ||y|| p for −∞ < p ≤ 1, and ||x|| p ≥ ||y|| p for 1 ≤ p ≤ ∞ (by factoring out the p-norm of the catalyst). Thus it seems natural to look for connections between the relations x ≻ T y and x ≺ L y, in view of (5) and (6) . We may first of all remark that x ≺ L y, ||x|| 1 = ||y|| 1 does not imply x ≻ T y, by the example x = (15, 2, 2), y = (9, 9, 1) mentioned in §2.3. Clearly x ≻ T y fails, since x ≻ T y would imply that min x ≤ min y. Another connection is the following. It was noted in §2.1 that, when x i = y i , the relation x ≺ L y may be defined by the condition By the present discussion, one could say that this example and the above example concern similar phenomena.
