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Abstract—In this paper, a method of prediction on continuous
time series variables from the production or flow - an LSTM
algorithm based on multivariate tuning - is proposed. The
algorithm improves the traditional LSTM algorithm and converts
the time series data into supervised learning sequences regarding
industrial data’s features. The main innovation of this paper
consists in introducing the concepts of periodic measurement
and time window in the industrial prediction problem, espe-
cially considering industrial data with time series characteristics.
Experiments using real-world datasets show that the prediction
accuracy is improved, 54.05% higher than that of traditional
LSTM algorithm.
I. INTRODUCTION
In industry, with the high-speed functioning of the enterprise
product line, data are generated continuously. Malfunctions
and abnormality often take place, which incur a great deal of
money and resources, and even advanced equipment cannot
avoid these problems[1]. Industrial companies have to pay a
lot to maintain and ensure the normal operation of the manu-
facturing process. According to the statistics, the maintenance
costs of all kinds of industrial enterprises account for about
15%-70% of total production costs[2].
Flow prediction is motivated by such industrial conundrums
faced by many factories. Implementing flow prediction to fore-
cast the output of the machine and to detect the problems in
time via prediction, not only can production increase, but also
a large number of workforce and resources for troubleshooting
can be saved. Thus, engineers and scholars have focused their
attention on how to detect the failure of the manufacturing
process and predict the production or flow to ensure the well-
functioning of the equipment.
However, challenges are met, especially that industrial time
series data diverge from conventional ones. First, these data
are most collected by sensors with high sampling rate, so
pieces of information is obtained with in a second, namely
these data have short intervals. Therefore, the problem of long-
term dependencies is more likely to be exposed and not all
deep learning methods are able to solve it. Besides, various
types of sensors are used at the same time, by which the data
collected can be correlated rather than independent. For exam-
ple, pressure depends on temperature in hermetic space. Thus,
many dependent dimensions should be considered. Moreover,
industrial data also have an opaque periodicity so that such a
characteristic is hard to detect and usually neglected, which
diminishes the accuracy of predictive algorithms. Lastly, a big
amount of data in industry require effective and high-speed
processing.
Attempting to address the challenges, traditional time series
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prediction methods that will be mentioned in Section II are
useful but not accurate enough. Besides, efficiency should also
be taken into consideration. Thereby, our work aims to predict
production or flow more accurately, from the aspect of indus-
trial time series data with those aforementioned attributes. Our
main contribution consist in improving the traditional LSTM
algorithm for higher accuracy mainly in two aspects. First, we
firstly consider the periodicity of industrial data, so that the
data can fit the model better and thus promoting the accuracy.
Second, we consider high dependencies involving multiple
variables by transforming data. We evaluate the ameliorated
algorithm by analyzing theoretically and do comparison ex-
periment as well.
Outline: The remainder of this article is organized as
follows. Section II presents related work. Section III gives an
account of how the problem is defined. Section IV describes
the modules that constitute the proposed algorithm. Section V
overview the algorithm and analyze it with respect to time
and spatial complexity. Then, our results are evaluated with
experiments in Section VI. Finally, Section VII draws the
conclusions.
II. RELATED WORK
a) Time Series Prediction: The time series prediction[3],
[4] analyzes and uses the features of data from specific past
time periods to predict the characteristics of future data. The
construction of the time series models is closely related to
the order that the happening time of events follows, and it is
more complicated than that of normal regression predictions.
Time series problems can be partitioned into several types
according to the following factors: whether the time series is
repetitive, whether the change factors are independent, whether
the dimensionality reduction or the dimensionality ascending
is used, whether there are complex historical dependencies,
and so on.
Since 1991, the backpropagation neural network[5], [6] has
already been applied to time series prediction models. With
the development in this field, the improved neural network
algorithms have been more widely used to forecast time series.
The most common tool of all these models is the recurrent
neural network (RNN)[7], which with memories, can preserve
the results of previous calculations. The hidden layer in the
RNN considers both the current input and the results of the
last hidden layer, unlike traditional neural networks in which
there is no dependency between the calculation results. How-
ever, in order to achieve long-term memory, the RNN model
requires a significant amount of model training time. Thus,
the long short-term memory network (LSTM) is proposed
to shorten the training time[8]. Besides, various time series
prediction algorithms based on support vector machines[9]
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2have also been put forward to deal with different time series
prediction problems. In industry, time series predictions are
also increasingly used to predict problems, such as renewable
energy prediction[10], financial time series prediction[11],
and clinical medical data prediction[12], and have achieved
outstanding results.
Among all these algorithms for predicting time series,
the random forest, the backpropagation neural network, the
convolutional neural network (CNN), and the long short-term
memory (LSTM) are common, which thus will be compared
with the algorithm proposed later in the paper.
b) Long Short-term Memory: RNN is a general term for
time recurrent neural networks and structural recurrent neural
networks including LSTM. In this paper, what we focus on is
the former one. Unlike common feedforward neural networks
that accept specific structural inputs, RNN passes the state of
the past to its own network iteratively, so the input of the RNN
can be a time series structure.
The RNN has several steps. First, denote the input as
x = (xt, · · · , x2, x1) and the hidden state as ht = f(xt, ht−1).
The hidden state updates with time. Then, after inputting the
new data, the hidden state ht−1 is transformed to ht with
respect to xt. In every update, the weights of the previous
series are weakened, so that the time correlation is presented.
Note that the hidden state f(x, h) is a nonlinear function.
The LSTM can learn and memorize long-term information,
with its structure resembling that of the RNN. Yet the main
difference lies in that the RNN has a single neural network
layer, while the LSTM has 4 in every unit. Besides, the LSTM
interacts in a special way, as is shown in Figure 1.
The core idea of the LSTM revolves around the state of
Fig. 1. LSTM Neuron
the unit, which is designed with a structure called a gate to
modify the state by adding or removing certain information.
Besides, the gate can filter the input and contains layers such
as sigmoid pointwise. Sigmoid controls the amount of the
input data allowed to pass, whose value is between 0 and
1. Obviously, 0 blocks all information, while 1 allows any
amount to pass. The LSTM uses a three-door structure in each
unit to maintain the state of the unit.
The LSTM first determines what information will be ex-
cluded from the state of the unit. This operation is imple-
mented by a sigmoid layer called a forget gate. The forget
gate read the last hidden state ht−1t and the current input xt,
and output a value ft between 0 and 1. Then, it determines
what information is reserved in the current unit. This operation
includes two parts. The first part uses the sigmoid layer to
decide the updating target and then set the current data xt as
the input. The second part uses the tanh layer to construct the
vector C′t. xt and C
′
t will play a role in the subsequent unit
status updates.
The Ct−1 updated in the forget gate will take part in the
following calculation to attain the current state Ct:
Ct = Ct−1 × ft + it ×C′t (1)
Lastly, the LSTM determines the output for the next
moment. The Ct calculated by the previous step will have
two output directions, one of which is directly connected to
the unit at the next moment as its input data, and the other
requires a filtering process. The process first pass the current
data xt and the hidden state from last moment ht−1 into the
sigmoid layer as the input, and we have the output vp. Then,
the result of the tanh layer after passing the unit state Ct
is multiplied with vp, and we get the current hidden state.
Finally, the product is passed in the unit of the next moment.
III. PROBLEM DEFINITION
In this section, we define our problem as to find a model
with the relevant parameters of the device as input. For a
certain input together with predictive values, there exists a
function that can map the input to the predictive values in
the model. In practice, the input, production or flow, is
industrial time series data X = [x1 x2 . . . xm] ∈ Rd×m,
and the output is the flow predictive model M . To formalize
this problem, given the time series data acquired from an
industrial device X = [x1 x2 . . . xm] ∈ Rd×m, the true
values Y = [y1 y2 . . . yn]T , for any column vector of which
the correlations between data t− 1, t, t+ 1 are unknown, and
f(·) is a function in M that calculates the predicted value.
Thus, the problem is to find:
argmin
M
RSME(M(X, f(·)),Y ) (2)
Our model is chosen according to the characters of time
series data due to the data type of matrix X . As the prediction
target is serial data with complex mechanisms and nonlinear
dependency relationship, rendering the model more sensitive
to the prediction accuracy, a well-predicting neural network
algorithm is needed. For example, the backpropagation and
the long short-term memory (LSTM) are both available in this
situation.
In this paper, LSTM, a special recurrent neural network
(RNN), is adopted, considering the fact that industrial data
have a problem of long-term dependencies and LSTM is
capable of solving it. Although its training processing is
relatively slow and training dimensions high, the merits of
LSTM that it is powerful in sequence modeling, able to store
previous information and to fit nonlinearities, make LSTM
suitable for predicting time series data.
However, concerning industrial data, using LSTM directly is
difficult to acquire the step size in each iteration according to
simple inferences, because industrial data have imperceptible
periodicity. Besides, the real value of production or flow
3not only fluctuates with time, but it has high correlations
with varying parameters. Therefore, according to such data
traits, we propose an LSTM algorithm based on multi-variable
tuning.
IV. LSTM BASED ON MULTIVARIATE TUNING
A. Overview
The LSTM algorithm based on multivariate tuning has
three modules, including a data conversion module, an LSTM
modeling module, and a tuning module, as is shown in Figure
2. The data conversion module changes time series data into
supervised learning sequences and finds the variable sets with
which the predictive value Y has the highest regression coeffi-
cient. The LSTM modeling module forms an LSTM network,
connecting multiple LSTM perceptrons. The tuning module
adjusts parameters according to root-mean-square deviations
(RMSE) in each iteration and then pass the altered data to
the data conversion model for training again so that after
continuous iterations, the approximate optimal solution can
be found.
Fig. 2. LSTM based on multivariate tuning
B. Data Conversion Module
The data conversion module, aiming at converting time
series data to supervised learning sequences for later use,
and it solves the multivariate problem with high dimensions
by utilizing periodicity of the data and transforming rows of
data to one row. This module includes two operations, data
preprocessing and data converting.
The first data preprocessing operation reduces the dimen-
sionality of the input data to approach its goal, with three steps.
First, according to the input variable X = [x1 x2 . . . xm] ∈
Rd×m, using the method of random decision forests, the
correlation coefficients C = [c1 c2 . . . cm] can be calculated.
Second, the correlation coefficients are ranked in order c1 ≥
c2 ≥ c3 ≥ . . . ≥ cm. Third, the result of this step is variables
X′ = [x′1 x′2 . . . x′m] ∈ Rd×m, whose sum of correlation
coefficients are greater than 95%, namely
∑
i ci ≥ 95%. In this
way, based on random forest analysis of the data, the weight
of each variable is estimated, and the data’s dimensionality is
reduced.
The second data converting operation is aimed at merging
several rows to one, changing time series data into supervised
learning sequences according the periodicity of the data. Thus,
the problem defined in this operation is, given a positive
integer n and X′ = [x′1 x′2 . . . x′m] ∈ Rd×m, to select all
data from the (i−n)th, (i−n+1)th, . . . , (i−1)th row where
i > n, select the first m−1 data in the ith row as independent
variables X and the mth datum as the dependent variable Y,
namely the predictive value.
Algorithm 1 outlines the process to transform time series
data. In the first step, weights or importance are attained using
random forest trees (lines1 to 3). Subsequently, the data with
the sum of weights greater than 95% are selected (lines 4
to 12). Finally, n rows of data are transformed into one row
(lines 13 to 17). For example, when n = 3, every three rows
of data are merged into a new row, the last value of which is
the predictive value Y , as presented in Figure 3.
Algorithm 1 data transform(dataD, n) in Data Conversion
Module
Input: the input dataset dataD, a positive integer n
Output: the output dataset
dataT
1: forest← randomforestregressor(dataD)
2: importances← importance(forest)
3: sort(importances)
4: threshold← 0
5: colSet← NULL
6: for each p ∈ importances do
7: colSet← colSet.add(p.name)
8: threshold← threshold+ p.importance
9: if threshold > 0.95 then
10: break
11: end if
12: end for
13: dataD ← dataD[colSet]
14: row size← shape(dataD)
15: new row siez ← int(row size/n)
16: dataT ← dataD.ix[0 : new row size ∗ n, :]
17: reshape(dataT )
18: return dataT
Fig. 3. Data Transforming
C. LSTM Modeling Module
The LSTM modeling module connects multiple LSTM
perceptrons to form an LSTM network, aiming to preserve
the impact of early emerging information and connect it to
the present task. LSTM perceptrons control output states, using
forget gates and input gates, where forget gates determine how
4many output states from previous units are retained, while
output gates determine how many current states are retained.
Thereby, LSTM perceptrons can achieve its goal.
A single-layer LSTM network is implemented in this mod-
ule to reduce the modeling time and guarantee the predictive
effect, given the timeliness of industrial time series data and
the fact that the model needs multiple iterations to find the
optimal parameters. The model adopts the traditional 3-layer
LSTM network structure. The first layer is the input layer, in
which the number of neurons is equal to the data dimension
of each input. The second layer is the hidden layer, whose
number of neurons is determined by experimental results. The
third layer is the output layer. Because the problem solved is a
single-valued prediction problem, the output layer is a single
neuron.
For example, when the input vector has 3 variables, LSTM
has 4 nuerons, as depicted in Figure 4.
Fig. 4. Single-Layer LSTM Network Structure
D. Tuning Module
The tuning module is an essential part, where time peri-
odicity is taken into consideration, even though this trait in
industry is difficult to observe. By analyzing the cycles, the
accuracy can be greatly promoted. This module is composed
of two parts, periodic analysis and iterative tuning.
The first periodic analysis part calculates the periodic law
of the predictive value Y . First, in order to increase the
accuracy of calculating the period value, the predicted values
should be normalized, that is, the data should be converted
into the (0, 1) interval. Because the definition of periodicity
indicates that the data change following a cyclical law, the
features of data fluctuation can be utilized to record the point
where each value changes from negative to positive and vice
versa. In other words, it is the position of the data passing
through the zero point in the time series data that is recorded.
Then, the differences of the recorded positions are set as the
representative period value, and the first 5 periods with the
smallest period value are taken as the number of iterations.
The algorithm in this part is implemented leveraging the
minimum heap. Algorithm 2 outlines the process more specif-
ically. In the first step, the data is regularized (line 1), and then
in the second step, the period counter count and the heap are
initialized (line 2 to 3). Each iterative operation of the third
step (line 4 to 18) increases count by 1 if the positive or
negative of the value y does not change, or stores the counter
count in the heap if it changes. Note that the size of the
minimum heap is set to 5.
The second iterative tuning part is based on the training
Algorithm 2 cycle(dataD.y) in Tuning Module
Input: the predictive column dataD.y of the dataset dataD
Output: the period value
stepSet
1: ySet← regular(dataD.y)
2: count← 0
3: stepSet← heap()
4: for each y ∈ ySet do
5: if y > 0 then
6: count← count+ 1
7: else
8: if count = 0 then
9: continue
10: else
11: stepSet← stepSet.push(count)
12: count← 0
13: if size(stepSet) > 5 then
14: stepSet← stepSet.pop()
15: end if
16: end if
17: end if
18: end for
19: return stepSet
to obtain the training model M and the root mean square
error RMSE to determine whether to continue the iteration
until the minimum RMSE is found by changing the size
of n in data transform(dataD, n). Given the uncertainty of
the optimal solution of n (n < m2 ), and the fact that n and
RSME do not satisfy the linear relationship, the periodic value
sequence obtained by the periodic analysis part is used as
the input of n for iterative calculation. After the iterations,
the minimal RSME calculated is the approximate optimal
solution of the algorithm. It can be inferred that there is
no overfitting from the fact that the result in the algorithm
is the calculation result of the fitting model of the first
5 periods. Although we obtained the approximate optimal
solution instead of the global solution, the risk of overfitting
is therefore reduced to some extent.
V. ALGORITHM DESCRIPTION AND ANALYSIS
A. Description
After sorting the above modules, the calculation flow of
the algorithm is obtained, the LSTM based on multivariate
tuning is represented in Algorithm 3 as a whole. First, we
need to process the data to obtain the periodic value of the
predictive value y. Second, the data is transformed according
to the periodic value. Third, the LSTM algorithm is then used
to model. This third process is iterated until the first 5 minimal
periods are trained.
First, the cycle sequence is acquired (line 1). Second,
5Algorithm 3 optimizedLSTM(dataD)
Input: the dataset dataD
Output: the optimal model Mf
1: stepSet[] ← cycle(dataD.y)
2: count← 0
3: dataT ← data transform(dataD.stepSet[count])
4: m←∞
5: while count < 5 do
6: M ← LSTM(dataT )
7: if m > M.RSME then
8: m←M.RSME
9: Mf ←M
10: end if
11: count← count+ 1
12: end while
13: return Mf
the iteration parameter is initialized (line 2). Then, the data
conversion module transforms the data (line 3). Last, after
iterations of training with the revised LSTM model, the final
optimized model Mf is obtained. For better understanding, the
algorithm flow chart is shown in Figure 5.
Fig. 5. LSTM Based on Multivariate TuningFlow Chart
B. Analysis
The analysis toward the LSTM based on multivariate tuning
lies in time and spatial complexity in the training process. It
shows that out work is superior to some other algorithms.
a) Time Complexity: The LSTM based on multivariate
tuning leverages its periodicity to iterate. To start with, let us
assume that the size of the training data is N . Because the
operation of obtaining the periodic value only goes through
one iteration, its time complexity is O(N). Let us assume that
there are L iterations in the iterative tuning part, each of which
generates an LSTM network. For each LSTM network, let us
assume it has C iterations, a sequence in each iteration has
a length of S, and the size of the input data is W . First,
the process of calculating hidden states of the input data
and forward propagation has a time complexity of S · W .
Then, the adjustment of coefficients according to the Adam
algorithm[13] has a time complexity of S · 1. Thus, the time
complexity of going through an S-long sequence is S ·(W+1).
Lastly, because there are C iterations within which there are
dNS e S-long sequences, the time complexity of training an
LSTM network is O(S · (W +1) · dNS e ·C) = O(C ·N ·W ).
In conclusion, for the overall training with L iterations, the
total time complexity is O(N) + L · O(C · N · W ) =
O(N + L · C ·N ·W ).
b) Spatial Complexity: The size of the data involved is
N . In the training, the input data has I dimensions; the hidden
layer has H nodes, and the output data is O-dimensional.
Thereby, the cost of the transformation from the input layer to
the hidden layer is H ·I; the spatial cost of the states changing
in the hidden layer is H2; the cost of the transformation from
the hidden layer to the output layer is O · H . Besides, the
parameters in the hidden layer costs H ·1, and the parameters in
the output layer costs O·1, which is used to store the parameter
of the optimal model. Let us assume that a sequence in each
iteration has a length of S, and thus the forward propagation
of an S-long sequence when going through the input layer,
hidden layer and the output layer costs S · I · 1, S ·H · 1 and
S · O · 1 respectively. Moreover, the backpropagation, using
the Adam algorithm to adjust coefficience, the spatial costs
are respectively, H · I , H2, O ·H , H · 1, and O · 1. Therefore,
the overall spatial cost of a single LSTM modeling is:
2HI + 2H2 + 2OH + 2H + 2O + SI + SH + SO (3)
Considering there are L iterations, in each of which an
LSTM network is generated and one LSTM network has dNS e
sequences with a length of S to train, the total spatial cost is:
LN + L(2dNS e+ 1)(HI +H2 +OJ +H +O) +
LdNS e(SI + SH + 2SO)
In conclusion, the spatial complexity is:
O(LN + LdN
S
eH2) (4)
VI. EXPERIMENTAL EVALUATION
A. Evaluation Method for Prediction Problem
We select the root-mean-square error (RSME) to appraise
effects of the algorithms. First of all, two methods have to
be explicitly pointed out. Both RSME and R-squared (R2)
are effective to measure the prediction result. Differnt from
RSME, a quantitative evaluation, R2 compares the prediction
value with the situation where only the mean is used, and
then identify how much better is the prediction. Besides, R2
generally lies in the (0, 1) interval. However, RSME is more
sensitive to outliers. When some prediction value and the
true value differ greatly, the RSME will increase. Therefore,
RSME is more suitable for a circumstance demanding high
precision measurements where industrial big data are included,
and RSME is chosen to evaluate the algorithm:
RSME(X, f(·)) =
√√√√ 1
m
m∑
i=1
(f(xi)− yi)2 (5)
6B. Experimental Condition
Table 1 shows the experimental condition. The data used
in the experiments is from the industrial boiler dataset of the
supervisor information system(SIS) in a Harbin electric power
plant. The data include time, flow, pressure, and temperature,
adding up to 70 dimensions and more than 400,000 pieces.
The experimental condition is shown in the table.
The experiment reduces the experimental error by multiple
TABLE I
ENVIRONMENTAL CONDITION
Machine Configuratio
2.7GHz Intel Core i5,
8GB 1867 MHz DDR3
Environment Python 3.6.0, Tensorflow
Dataset Industrial Boiler Dataset
measurements and averaging. Here, the holdout method is used
to verify the algorithm, that is, the data set is randomly divided
into a training set and a test set. In this experiment, the training
set accounts for 2/3 of the data set, and the test set accounts
for 1/3 of the data set for verification.
The experiment optimizes the parameters of the LSTM
based on multivariate tuning and then compares the result of
the optimized LSTM with other algorithms shown in Table 2.
TABLE II
COMPARISON EXPERIMENT DESIGN
Experiment Label Adopted Algorithm
Comparative Experiment I Random Forest
Comparative Experiment II Backropagation
Comparative Experiment III CNN
Comparative Experiment IV LSTM
Experiment Optimized LSTM
C. Tuning Process
The experiment was conducted using the TensorFlow, a
comprehensive and extensible framework. Through neural
network theory analysis, it can be found that the parameters
affecting the performance of the prediction method mainly
include the number of iterations, the learning rate, the length
of the iterative sequence, and the number of nodes in the
hidden layer. Since the experiment uses the Adam algorithm to
adaptively adjust the learning rate, the algorithm is optimized
from the number of iterations, the length of the iterative
sequence, and the number of nodes in the hidden layer.
To optimize the length of the iterative sequence, the per-
formances of the prediction models are recorded at sequence
lengths of 10, 50, 100, 250, 500, and 1000. The experiments
shown in Table 3 were designed. In the experiments, the
numbers of hidden layer nodes are all 50, and the preset
numbers of iterations are all 50. It can be seen by comparison
that the length of the sequence has some but small influence
on the experimental results. However, an iterative sequence
length of 500 is regarded as performing well.
To optimize the number of hidden layer nodes, the perfor-
TABLE III
PARAMETERS FOR OPTIMAL ITERATIVE LENGTH
Exprmnt
Label
Sequence
Length
# of Hdn Lyr
Nodes
# of
Iterations
RSME
1 10 50 50 22.83
2 50 50 50 17.95
3 100 50 50 19.20
4 250 50 50 14.64
5 500 50 50 11.49
6 1000 50 50 13.85
mances of the prediction models with the number of hidden
layer nodes set to 10, 20, 50, and 100 are recorded. The experi-
ments are designed based on the result of the optimal sequence
experiment, and thus in these experiments, the lengths of the
iterative sequence are all set to 500, and the preset number
of iterations is 50. It can be seen from Table 4 and Figure 6
that the RMSE is the smallest when the number of the hidden
layer nodes is 200, which means that for a single-layer LSTM
network, the more the number of hidden layer nodes is, the
better the experimental result is. However, when the number
of hidden layer nodes reaches 200, the optimization rate of
the experimental results is slowed down. Therefore, when the
number of hidden layer nodes is 100, it can achieve a better
experimental result, so the number of hidden layer nodes is
tentatively set to 100.
To optimize the number of iterations, the experimental
TABLE IV
PARAMETERS FOR NUMBER OF HIDDEN LAYER NODES
Exprmnt
Label
Sequence
Length
# of Hdn Lyr
Nodes
# of
Iterations
RSME
7 500 10 50 79.85
8 500 20 50 18.98
5 500 50 50 11.49
9 500 100 50 9.13
10 500 200 50 8.69
results of different iterations of 10, 50, 100, and 500 are
recorded. The following experimental results are designed
based on the above experimental results. In this set of ex-
periments, the lengths of each iteration sequence are 500, and
the numbers of hidden layers are 100. It can be seen from
Table 5 and Figure 7 that when the number of iterations is
50, 100 and 500 respectively, the final experimental results
are equivalent, but the smaller the number of iterations is, the
less time it takes, so the number of iterations will be It is
tentatively set to 50 times.
Based on the above experiments, the experimental param-
eters of the optimal results are determined. From the experi-
mental results, when the length of each iteration is 500, the
number of hidden layers is 100, and the number of iterations
7(a) #Hidenodes VS. RSME (b) #Iterations VS. RSME (c) Prediction Values VS. Actual Values
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Fig. 6. Experimental Results
TABLE V
PARAMETERS FOR NUMBER OF ITERATIONS
Exprmnt
Label
Sequence
Length
# of Hdn Lyr
Nodes
# of
Iterations
RSME
11 500 100 10 31.93
9 500 100 50 9.13
12 500 100 100 9.47
13 500 100 500 9.96
is 50, the experimental results are optimal, as shown in Table
6. Due to the limitations of parameter tuning, it does not rule
out the emergence of more optimized experimental results.
The prediction results under optimal parameters are shown in
Figure 8.
TABLE VI
PARAMETERS FOR OPTIMAL RESULTS
Exprmnt
Label
Sequence
Length
# of Hdn Lyr
Nodes
# of
Iterations
RSME
9 500 100 50 9.13
The algorithm is analyzed when the parameters are optimal.
The iterative process of the LSTM based on multivariate
tuning is shown in Figure 9. The first five values with the
smallest period value are selected for iteration. It can be
found that the RMSE does not increase with the increase of
n, and it exhibits a nonlinear trend. When n is 3, the local
minimum value of 9.13 is obtained which currently the best
training results.
It can be proved that the model is not overfitting. When n
is 3, the loss rate curve of the LSTM based on multivariate
tuning is shown in Figure 10. Comparing the loss rate curve
after training the training set and test set, we can find that the
loss rate of the two tends to be consistent after a period of
time, and the test set loss rate is not higher than the training
set loss rate, which proves that the model is not overfitting.
D. Comparison Experiment Result
According to the comparison of the control experiments in
Section 5.2, the experimental results of the random forest,
the backpropagation neural network, the convolutional neural
network (CNN), the long short-term memory (LSTM), and
the LSTM based on multivariate tuning are compared. The
experimental results are shown in Table 7. From the values
of RMSE, the results of the random forest experiment are
larger than those of backpropagation neural network. The
experimental results of the backpropagation neural network
and convolutional neural network are nearly the same. The
original LSTM algorithm is better than the experimental
results of the above three algorithms. In Experiment I to IV,
the results of the LSTM algorithm are the best. Thus, it is
valuable to choose the LSTM algorithm for optimization. The
experimental results prove that the LSTM algorithm is more
suitable for time series prediction. Compared with the random
forest with an RMSE of 40.2, the original LSTM algorithm
8has an RMSE of 19.87, which is 50% less.
Compared with the LSTM algorithm before and after op-
timization, the LSTM algorithm with multivariate tuning is
the best prediction algorithm whose RMSE is 9.13. However,
that of the original LSTM is 19.87, and thereby the LSTM
based on multivariate tuning is optimized by 54.05%. Among
them, the LSTM algorithm can effectively target time series
data mainly because of its long-term and short-term memory,
and the improved LSTM algorithm can make the model more
optimized, which is the best experimental algorithm. The
comparison results are shown in Figure 11.
TABLE VII
COMPARISON EXPERIMENT DESIGN
Experiment Label Adopted Algorithm RSME
Comparison Exp. I Random Forest 40.21
Comparison Exp. II Backropagation 20.90
Comparison Exp. III CNN 21.97
Comparison Exp. IV LSTM 19.87
Experiment Optimized LSTM 9.13
VII. CONCLUSIONS
Based on the analysis of the characteristics of industrial big
data, this paper improves the existing time series prediction
algorithm, proposes the LSTM based on multivariate tuning,
considering the characteristics of industrial data, especially
its periodicity and multiple dimensions. It explains this new
algorithm from multiple angles, including the structure and
module design of the algorithm, pseudo code and the tuning
process of the algorithm. Experiments with continuous data
prediction algorithms show that the algorithm can effectively
improve the accuracy of prediction.
Acknowledgement: This paper was partially supported by
NSFC grant U1509216, U1866602,61602129 and Microsoft
Research Asia.
REFERENCES
[1] A. K. Jardine, D. Lin, and D. Banjevic, “A review on machinery di-
agnostics and prognostics implementing condition-based maintenance,”
Mechanical systems and signal processing, vol. 20, no. 7, pp. 1483–
1510, 2006.
[2] M. Bevilacqua and M. Braglia, “The analytic hierarchy process applied
to maintenance strategy selection,” Reliability Engineering & System
Safety, vol. 70, no. 1, pp. 71–83, 2000.
[3] T. M. Martinetz, S. G. Berkovich, K. J. Schulten, et al., “’neural-gas’
network for vector quantization and its application to time-series predic-
tion,” IEEE transactions on neural networks, vol. 4, no. 4, pp. 558–569,
1993.
[4] P. J. Brockwell, R. A. Davis, and M. V. Calder, Introduction to time
series and forecasting, vol. 2. Springer, 2002.
[5] A. S. Weigend, D. E. Rumelhart, and B. A. Huberman, “Back-
propagation, weight-elimination and time series prediction,” in Connec-
tionist models, pp. 105–116, Elsevier, 1991.
[6] F. S. Wong, “Time series forecasting using backpropagation neural
networks,” Neurocomputing, vol. 2, no. 4, pp. 147–159, 1991.
[7] X. Cai, N. Zhang, G. K. Venayagamoorthy, and D. C. Wunsch II, “Time
series prediction with recurrent neural networks trained by a hybrid
pso–ea algorithm,” Neurocomputing, vol. 70, no. 13-15, pp. 2342–2353,
2007.
[8] X. Ma, Z. Tao, Y. Wang, H. Yu, and Y. Wang, “Long short-term memory
neural network for traffic speed prediction using remote microwave
sensor data,” Transportation Research Part C: Emerging Technologies,
vol. 54, pp. 187–197, 2015.
[9] N. I. Sapankevych and R. Sankar, “Time series prediction using support
vector machines: a survey,” IEEE Computational Intelligence Magazine,
vol. 4, no. 2, 2009.
[10] B. Doucoure, K. Agbossou, and A. Cardenas, “Time series prediction
using artificial wavelet neural network and multi-resolution analysis:
Application to wind speed data,” Renewable Energy, vol. 92, pp. 202–
211, 2016.
[11] P. Tenti, “Forecasting foreign exchange rates using recurrent neural
networks,” Applied Artificial Intelligence, vol. 10, no. 6, pp. 567–582,
1996.
[12] Z. Che, S. Purushotham, K. Cho, D. Sontag, and Y. Liu, “Recurrent
neural networks for multivariate time series with missing values,”
Scientific reports, vol. 8, no. 1, p. 6085, 2018.
[13] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.
