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Applications of quantum simulation algorithms to obtain electronic energies of molecules on noisy intermediate-scale
quantum (NISQ) devices require careful consideration of resources describing the complex electron correlation effects.
In modeling second-quantized problems, the biggest challenge confronted is that the number of qubits scales linearly
with the size of molecular basis. This poses a significant limitation on the size of the basis sets and the number of
correlated electrons included in quantum simulations of chemical processes. To address this issue and to enable more
realistic simulations on NISQ computers, we employ the double unitary coupled-cluster (DUCC) method to effectively
downfold correlation effects into the reduced-size orbital space, commonly referred to as the active space. Using
downfolding techniques, we demonstrate that properly constructed effective Hamiltonians can capture the effect of
the whole orbital space in small-size active spaces. Combining the downfolding pre-processing technique with the
Variational Quantum Eigensolver, we solve for the ground-state energy of H2 and Li2 in the cc-pVTZ basis using the
DUCC-reduced active spaces. We compare these results to full configuration-interaction and high-level coupled-cluster
reference calculations.
I. INTRODUCTION
Quantum computing is an exciting prospect for simulating
quantum systems on quantum devices1–3. This is a natural
consequence of the fact that fermionic creation and annihila-
tion operators along with second-quantized molecular Hamil-
tonians used in theoretical and computational chemistry can
be mapped to qubits.4,5 Chemistry applications using quan-
tum computers will likely yield the most benefit for molecules
characterized by the presence of strong correlations, where
perturbative techniques fail due to convergence problems
and consequently are not capable to provide sufficient level
of accuracy in calculated ground-state energies. Tradi-
tional active-space diagonalization techniques such as multi-
configurational self-consistent field methods (MCSCF) or
density matrix renormalization group approaches (DMRG)6–8
can capture only the so-called static correlation, leaving
an important class of dynamical correlation effects unac-
counted. Dynamical correlation can be captured through full
configuration-interaction (FCI). From the perspective of quan-
tum computing, a major limitation to solving relevant chem-
istry problems with MCSCF or FCI is the availability of re-
liable qubits.9 Near-term quantum computers contain 10’s to
100’s of noisy qubits, and only limited numbers of operations
can be performed. This begs the question, how can quantum
chemistry’s Hamiltonians be defined and solved within the
current and near-term resource limitations and still capture the
accuracy of the full configuration-interaction (FCI) solution in
the complete basis? One approach is to downfold the higher
unoccupied orbitals such that the correlation from the these
a)Electronic mail: mmetcalf@lbl.gov; https://crd.lbl.gov/departments/
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orbitals is captured in a reduced active space. As discussed
in Refs.10,11, these formalisms provide a new class of algo-
rithms for dimensionality-reduction of many-body Hamilto-
nians based on the concept of an active space.
The correlation effects in strongly correlated molecular sys-
tems has been intensively studied over the last few decades.12
For example, there are several families of multi-reference
perturbative (see Refs. 13–15 and references therein) and
multi-reference coupled-cluster methods16–31 that provide a
many-body form of the effective Hamiltonians in the ac-
tive space. In our studies, we follow a different strategy
based on recent studies of the sub-system embedding sub-
algebras coupled-cluster formalism (SES-CC)32, where ef-
fective Hamiltonians are natural consequences of the CC
wave function parametrization. From this point of view, the
SES-CC and closely related double unitary coupled-cluster
(DUCC) formalisms can be viewed as natural system renor-
malization procedures.
The DUCC operator leads to a rigorous mathematical al-
gorithm for integrating out fermionic degrees of freedom not
included in the active space. In applications discussed in
Ref. 10, the choice of the active spaces was driven by en-
ergy criteria, which led to the decoupling of two sets of de-
grees of freedom associated with low- and high-energy com-
ponents that define the electronic wave function of interest.
In computational chemistry terms, these two subsets can be
identified with static and dynamical correlation effects. How-
ever, other scenarios were envisioned for the DUCC formal-
ism where different types of effects – for example, short- vs
long-range correlations effects—are decoupled using an ap-
propriate form of the local DUCC ansatz or an adequate def-
inition of the active space. The resulting second-quantized
downfolded (or effective) Hamiltonians open up the possi-
bility of performing quantum simulations for larger molecu-
lar orbital spaces using limited computational resources. Re-
cently, these ideas have also been extended to the time-domain
paving the road for a imaginary-time evolution of down-
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FIG. 1. VQE-DUCC Algorithm for discrete molecular Hamiltonians.
folded Hamiltonians.33 Simple approximations have been de-
veloped and implemented to construct downfolded Hamilto-
nians, which have been integrated with the Quantum Phase
Estimator (QPE) algorithm.34–40 Preliminary results indicate
that this strategy can efficiently encapsulate dynamical corre-
lation in low-rank downfolded Hamiltonians.
We extend the DUCC formalism to variational quantum al-
gorithms41. These hybrid quantum-classical algorithms pre-
pare trial wavefunctions on a quantum computer with the en-
ergy evaluation coupled to a classical optimizer. The varia-
tional principal ensures the global minimum yielded by the
classical optimizer is the ground-state energy, provided the
wave-function ansatz is sufficient in capturing correct the
ground state wave function. Variational algorithms require
considerably fewer operations (have shallower circuit or gate
depth) than algorithms like QPE. Algorithmic tools like di-
mensionality reduction using DUCC coupled with shallow
circuits from chemistry inspired ansatzes are expected to pro-
vide a possible pathway to obtain accurate chemistry solutions
with large basis sets on near-term quantum computing hard-
ware. To validate these expectations we benchmark the per-
formance of VQE-DUCC on chemically-relevant molecules.
This paper is organized as follows: In Section II we in-
troduce the quantum simulation methods employed for chem-
istry Hamiltonians and the Variational Quantum Eigensolver
(VQE) algorithm.41–48 In Section III the DUCC formalism is
discussed in detail. Section IV presents the performance of
the VQE-DUCC algorithms in practice using quantum circuit
simulation.
II. QUANTUM SIMULATION OF MOLECULAR
HAMILTONIANS
Properties of a molecule are quantified using the electronic
structure Hamiltonian under the Born-Oppenheimer approxi-
mation describing electron motion in a field of nuclei
H =−1
2
N
∑
i=1
∇2i −
N
∑
i=1
M
∑
A=1
ZA
riA
+
N
∑
i=1
N
∑
j>i
1
ri j
(1)
for N electrons and M fixed, point-charge nuclei in contin-
uous space. A central objective is to determine the energy
eigenstates of the Hamiltonian in a particular basis {φ(xi)}
by solving the Schrödinger equation
H |Ψ〉= E |Ψ〉 (2)
where |Ψ〉 represents ground state electronic wave function.
An alternative representation of the electronic Hamiltonian,
known as second quantization, is formed using electron cre-
ation a†i |0〉 = |1〉 and annihilation ai |1〉 = |0〉 field operators
with fermion occupation defined as |1〉(|0〉) for occupied (un-
occupied) orbitals. The Hamiltonian is the recast giving
H =∑
i j
hi ja
†
i a j +
1
2∑i jkl
hi jkla
†
i a
†
kala j, (3a)
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)
φ j(x), (3b)
hi jkl =
∫
dx1dx2φ ∗i (x1)φ
∗
k (x2)
1
ri j
φl(x2)φ j(x1) (3c)
where φi (x) represent one-electron spin-orbital basis and xi =
(ri,σi) represents electron spatial and spin coordinates. Wave
function anti-symmetry, originating from the Pauli exclu-
sion principle, is enforced through the standard fermion anti-
commutation relations {ai,a†j}= δi j and {ai,a j}= {a†i ,a†j}=
0.
3The second-quantized Hamiltonian represents indistin-
guishable electrons in molecules. However, quantum de-
vices are composed of distinguishable spin systems. Mapping
fermion field operators with raising and lowering Pauli oper-
ators will not generate a wave function satisfying the Pauli
exclusion principle. Several methods have been developed to
map fermion operators to spin systems4,5,49,50. Here, we will
use the well-established Jordan-Wigner mapping method51.
Jordan-Wigner mapping represents the electron orbital occu-
pation directly in the qubit state qi = fi ∈ {0,1}, meaning
the fermion basis directly maps to the qubit system. Anti-
symmetry of the fermion operators results in a multiplicative
phase factor upon the exchange of particles between orbitals
that needs to be recovered in the mapping to spin operators. In
Jordan Wigner mapping, raising σ+ = 1/2(σx+ iσy) and low-
ing operators σ− = 1/2(σx− iσy) change the occupation, and
the phase factor is recovered by strings of Pauli σz operators.
The fermion operators become
a†i = σ
−
i ⊗σ zi ⊗ ...⊗σ z0 (4a)
a†i = σ
+
i ⊗σ zi ⊗ ...⊗σ z0. (4b)
Mapping the electronic Hamiltonian to a spin system using
Jordan-Wigner enables the Hamiltonian to be simulated on
the quantum computer. It is worth noting there are disadvan-
tages to this mapping method; for instance, the non-locality of
fermionic operators requires long strings of σz operators when
mapped to spins. This non-locality results in a larger number
of entangling operations, which are the most error-prone op-
erations on quantum hardware.
For any fermion mapping method, the number of qubits
scales with the number of orbitals, and coherent qubits are
a limited resource on NISQ hardware. Previous quantum sim-
ulation demonstrations account for limited qubit resources by
representing atomic orbitals in a minimal basis46,48,52–54. In
electronic structure theory, a minimal basis can not properly
capture the correlation effects, and utilizing a more complete
basis set, like a correlation-consistent basis55, leads to more
accurate energies. Working with large basis sets in the near-
term will prove difficult since the resources are limited. By in-
troducing methods to downfold select correlation effects into
an effective Hamiltonian, it is possible to capture the correla-
tion energy in a reduced space with variational quantum algo-
rithms.
A. Variational Quantum Eigensolver
A seminal demonstration of molecular Hamiltonian simu-
lation on quantum hardware compared two quantum simula-
tion algorithms: Iterative Quantum Phase Estimation (IQPE)
and the Variational Quantum Eigensolver (VQE)52. The first
method is a fully quantum routine that captures the energy
eigenvalue in the phase of an auxiliary qubit after applying
a unitary approximation of the Hamiltonian with algorithmic
complexity bounds that suggest efficient solutions on a univer-
sal, fault-tolerant quantum computer. NISQ devices are not
fault-tolerant, have limited coherence times, and are prone to
error. VQE is a heuristic, hybrid classical-quantum algorithm
developed to compensate for these limitations and is more ro-
bust to error than the fully quantum IQPE algorithm. We im-
plement the VQE algorithm using quantum circuit simulators
to simulate molecular Hamiltonians in a downfolded active
space.
Consider a wave function |ψ(θ)〉 parameterized by a set
{θi} of independent parameters. The variational principle
states that
〈ψ(θ) |H|ψ(θ)〉 ≥ Eg (5)
where Eg is the ground-state energy of the Hamiltonian. The
ground-state energy can be determined by optimizing the pa-
rameter set to find values that yield a minimum energy. The
wave function ansatz can be generated on a quantum computer
by applying a parameterized unitary operator
|ψ(θ)〉=U(θ) |ψ0〉 (6)
to a simple trial wave function |ψ0〉 that has good overlap
to the genuine wave function. We assume that the Hartree-
Fock wave function in the molecular-orbital basis is a good
|ψ0〉 for the chemically inspired ansatz56. After generating the
wave function ansatz the expectation value of the Hamiltonian
is needed to calculate the energy. A molecular Hamiltonian
mapped to spin operators has the form
H =∑
n
hn∏
m
σm (7)
and
〈ψ(θ) |H|ψ(θ)〉=∑
n
hn〈ψ(θ)|∏
m
σm|ψ(θ)〉 (8)
so the energy can be directly calculated from a series of inde-
pendent measurements measuring the expectation values for
each term in the Hamiltonian. The cost of measuring many
terms of molecular Hamiltonians with large active spaces is a
significant computational cost. In VQE, the optimization of
the parameters happens on a classical computer. The quantum
computer serves as an expectation value and total energy eval-
uation engine for the classical stochastic optimizer searching
for the optimal set of parameters to generate the wave func-
tion ansatz. VQE simulations require many evaluations on the
quantum device, due to the large number of parameters and
the complexity of the parameter landscape.
Critical to the success of VQE is an ansatz that captures the
complexity of the wave-function and encapsulates the gen-
uine ground state energy in the parameter space. Currently,
there exist two classes of ansatz for VQE: hardware efficient
and chemically inspired. Hardware efficient ansatz are com-
posed of circuits with short depth with a limited number of
gates, however, when used for molecular simulation have dif-
ficulties converging to a minimum46. We therefore use a
chemically-inspired UCCSD ansatz proposed in the original
quantum simulation for chemistry research42. The UCCSD
ansatz is defined using coupled-cluster theory and does not
4suffer from the convergence problems of the hardware effi-
cient ansatz. The coupled-cluster wave function
|ψCC〉= eT |φ〉 (9)
is determined from the electron excitations from occupied to
unoccupied orbitals within the active space. In the above
equation the so-called reference function |φ〉 is usually cho-
sen as a Hartree-Fock determinant |φHF〉. If all excitations are
included, the coupled-cluster wave function is equivalent to
the exact configuration interaction wave function. Normally,
the excitation operator T is truncated at single and double ex-
citations (CCSD)
T ' TSD = T1+T2, (10a)
T1 =∑
ia
tiaa†aai, (10b)
and
T2 = ∑
i jab
ti jaba†aa
†
ba jai (10c)
where i, j, . . . (a,b, . . .) subscripts represent occupied (virtual)
orbitals. Unfortunately, these operators are non-unitary. Non-
unitary operators are unfit to perform on a quantum computer,
generating wave functions that violate the variational princi-
ple. An alternative us the more computationally difficult uni-
tary coupled-cluster (UCC) theory
|ψUCC〉= eT−T † |φHF〉 (11)
to parameterize the wave function. A first-order Trotter ap-
proximation of the time-evolution UCCSD operator57
U(t) = e−i(T−T
†)t/h¯ (12)
is used to construct the quantum circuit with h¯ = t = 1.
Though the trotterized time-evolution UCCSD operator is not
formally proven to be equivalent to the full UCCSD operator,
in practice it is a sufficient operator to capture the correlation
needed to converge to the ground-state energy variationally.
The UCCSD time-evolved operator becomes computationally
expensive for larger numbers of orbitals even when truncated
to single and double excitations because the depth increases
(rather significantly) with each additional excitation. Further
improvements have recently been made on the UCCSD ansatz
to capture correlation with shorter gate depth by carefully
choosing the double excitations included in the ansatz58,59. In-
spired by the use of second-order Møller-Plesset perturbation
theory (MP2) coefficients as initial amplitudes in Ref.56, we
further employ MP2 to get the most-important double excita-
tions for a UCCS(D) operator, eliminating excitations with a
MP2 amplitude below a certain threshold. To our knowledge,
this is the first demonstration using MP2 for double excitation
importance evaluations to construct an approximate UCCSD
ansatz coupled with the amplitudes as initial optimization pa-
rameters. Running an algorithm for a larger active space on
a quantum computer requires approximations in order to re-
duce the circuit complexity to within the coherence time of
the device.
III. RESOURCE REDUCTION WITH DUCC
The DUCC formalism is predicated on the explicit decou-
pling excitations describing correlation effect in and outside
of active space, i.e.,
|ΨDUCC〉= eσext eσint |φHF〉 , (13)
where σint and σext are anti-Hermitian cluster operators de-
fined as
σint = Tint−T †int , (14)
σext = Text−T †ext . (15)
In the above formulas, Tint and Text CC-like cluster operators
producing excited configurations within and outside of the ac-
tive space when acting on the reference function |φHF〉, which
in this case is the Hartree-Fock determinant.
The many-body analysis of the DUCC equations leads to
the conclusion that for σint and σext satisfying DUCC equa-
tions:
Qe−σint e−σextHeσexteσint |φHF〉= 0 , (16)
where Q represent the projection operator onto space orthog-
onal to the reference function |φHF〉, the energy E, in contrast
to standard expression
E = 〈φHF |e−σint e−σextHeσexteσint |φHF〉 , (17)
can be obtained by diagonalizing effective Hamiltonian
H¯eff(DUCC)ext in the corresponding active space (defined by pro-
jection operator P+Qint, where P and Qint are projection oper-
ators onto the reference function and orthogonal determinants
in the active space, respectively)
H¯eff(DUCC)ext e
σint |φHF〉= Eeσint |φHF〉 (18)
where
H¯eff(DUCC)ext = (P+Qint)H¯
DUCC
ext (P+Qint) (19)
and
H¯DUCCext = e
−σextHeσext . (20)
Formula (18) forms a foundation for the DUCC downfold-
ing formalism, where one constructs approximate many-body
form of H¯eff(DUCC)ext using approximate form of σext (Text).
Since, the Text operator contains higher-energy excitations,
they can be approximated using various perturbative tech-
niques.
The process of approximating H¯eff(DUCC)ext involves three
critical issues: (1) length of the commutator expansion
for e−σextHeσext , (2) rank of many-body effects included in
H¯eff(DUCC)ext , and (3) approximate representation of Text. In
this paper, we will follow the rudimentary approximation pro-
cedure explored in Ref. 10, where it was assumed that the
second-order consistent form of e−σextHeσext is used
e−σextHeσext ' H +[HN ,σext]+ 12! [[FN ,σext],σext] , (21)
5where FN and HN represent Fock and Hamiltonian operators
in normal product form. Text operator is expressed in terms of
external part of the standard CCSD cluster operator, and one-
and two-many-body terms are included in H¯eff(DUCC)ext , i.e.,
H¯eff(DUCC)ext →∑
PQ
χPQa
†
PaQ+
1
4 ∑P,Q,R,S
χPQRS a
†
Pa
†
QaSaR , (22)
where all summations run over active spin orbitals (designated
here by P,Q, . . .) and χPQRS represent anti-symmetrized dressed
two-electron integrals. This work utilizes the full form of the
one- and two-electron integrals, in contrast to Refs. 10 and 11,
which employed an orbital approximation of the spin-orbital
χ tensor, where it was assumed that Mulliken orbital-type
dressed integrals (PQ|RS) are obtained from χPαQβRαSβ .
As mentioned earlier, the H¯eff(DUCC)ext depends only on the
correlation effects related to the σext operator and the fact that
it operates only in the active space reduces the dimension of
the problem compared to the full electronic Hamiltonian space
involving whole spin-orbital space. As in Ref. 60, we will
study the downfolding procedures for virtual orbitals only. In
this way, active spaces employed in this paper will contain all
occupied orbitals and small fractions of virtual orbitals.
The dominating factors controlling the cost of calculating
the downfolded Hamiltonian are the method used to provide
information about the cluster operator and the size of the ac-
tive space used to represent the downfolded Hamiltonian. In
this study, we use the CCSD method as a source of ampli-
tudes, which scales as n2on
4
v on the classical computer, where
no and nv refer to the total number of occupied and virtual
orbitals. The classical CCSD calculation is the most compu-
tationally demanding step because if we follow the truncation
outlined in Eq. 21, then many of tensor contractions defining
the active-space representation of the downfolded Hamilto-
nian involve summations over a small set of virtual active or-
bitals. The associated cost of forming the downfolded Hamil-
tonian is significantly smaller than n2on
4
v and scales roughly as
n4on
2
v , assuming that the number of active virtual orbitals is sig-
nificantly smaller than the total number of occupied orbitals.
In the following part of this paper, we will invoke the VQE
algorithms to minimize the functional
〈ψ(θ)
∣∣∣H¯eff(DUCC)ext ∣∣∣ψ(θ)〉 (23)
in the active space. This approach allows one to significantly
reduce the number of parameters involded in the VQE min-
imization procedure and focus on these which are critical to
describe static correlation effects stemming from a given ac-
tive space. In this situation the set of {θi} independent param-
eters corresponds to the subset of excitations within the active
space.
IV. DUCC BENCHMARKING USING QUANTUM
CIRCUIT SIMULATIONS
The ability to capture dynamical correlation effects in a
downfolded active space with DUCC is evaluated using quan-
tum circuit simulation for H2 and Li2 using the cc-pVTZ
Rz (θ)
FIG. 2. Circuit for operator U = exp(−iθσ1z σ2z /2)
basis61. Qiskit62 quantum simulation software is used to en-
code the molecular orbitals onto the spin operators using the
Jordan-Wigner transform and construct a circuit that, in prin-
ciple, can be executed on a quantum processing unit (QPU).
For our simulations we used the state-vector simulator avail-
able in Qiskit, as the circuit depth and qubit count exceeds
what is available experimentally. Essentially, quantum cir-
cuit simulators execute the algorithm and are a tool for de-
termining sources of algorithmic error such as device noise,
shot noise or error from trotter decomposition on the varia-
tional ansatz. Numerous quantum circuit simulators becom-
ing available as open-source computational libraries, and we
found Qiskit to be an accessible and complete software library
to simulate the VQE algorithm for molecular Hamiltonians.
When constructing a quantum algorithm for molecular
Hamiltonians, there are two resources to consider: the num-
ber of qubits and the number of quantum operations or gates
that need to be performed. Using standard fermionic to spin
mapping techniques, the number of qubits Nq is equal to the
number of spin orbitals M, and quantum circuit simulation
scales 2M . Working in a reduced active space where the
external excitations are downfolded into an effective Hamil-
tonian reduces the number of qubits needed to encode the
molecular Hamiltonian. An additional, considerable compo-
nent of quantum algorithm simulation is the number of op-
erations (gates) applied to the quantum devices. These op-
erations are classified into single-qubit gates and multi-qubit
(entangling) gates. Circuit synthesis for spin operators in the
Hamiltonian, exponentiated in the unitary time-evolution op-
erator, consists of single-qubit rotations and an entangling op-
eration known as a CNOT63. For example a two-spin Hamil-
tonian H = Jσ1z σ2z that can be encoded as a unitary opera-
tion for a quantum computer using the time-evolution operator
U = exp(−iθ/2σ1z σ2z ) = exp(−iJtσ1z σ2z /h¯) where h¯ = t = 1
for a simplistic demonstration. The unitary is encoded by en-
tangling two qubits with a CNOT, performing a z-rotation, and
applying an additional CNOT shown in Fig 2. Hamiltonians
with σx and σy operators are treated in the same way, after
applying a single-qubit rotation into the x or y basis accord-
ingly. The circuit structure is important when working with
the UCCSD ansatz since the operator takes the form of a spin
Hamiltonian after the qubit mapping is applied. Each addi-
tional excitation in the ansatz comes with a significant over-
head of gates that need to be applied to the qubits. For large
active spaces, the computational cost of running our circuits
on a QPU is high due to the large circuit volume V = Nq ∗D,
where D is the circuit depth. For this reason, it is worth un-
derstanding the computational cost, from a practical perspec-
tive, for quantum circuit simulation of increasingly large ac-
6TABLE I. Resource requirements for simulation: number of qubits, number of single and double excitations for molecule in the active space,
and gate depth for UCCSD circuit. MP2 excitations calculated with a cutoff threshold of 10−5.
Molecule Number of Orbitals Nq All Excitations Depth UCCSD MP2 Excitations Depth UCCS(D)
H2 4 8 15 1,021 11 605
5 10 24 2,049 16 1,089
6 12 35 3,581 19 1,341
7 14 48 5,713 22 1,633
8 16 63 8,541 25 1,965
9 18 80 12,161 28 2,337
10 20 99 16,669 35 3,613
Li2 7 14 204 25,537 56 5,153
8 16 315 44,061 89 10,125
9 18 450 69,361 124 15,873
10 20 609 102,397 141 19,229
11 22 792 144,129 206 32,305
12 24 999 195,517 265 45,965
13 26 1,230 257,521 324 60,577
14 28 1,485 331,101 383 76,845
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FIG. 3. Ground state energy of H2 with the cc-pvtz basis. The errors
(inset), ε , of the VQE-DUCC and the active-space FCI calculations
are with respect to the all-orbital FCI energies.
tive spaces. The resource requirements for the quantum circuit
and optimization problem are included in Table I. Consider
the difference between H2 with 4 orbitals and H2 with 10 or-
bitals, each additional virtual orbital requires 2 qubits and the
number of excitations grows polynomially with added virtual
orbitals. Additional excitations require more layers of gates.
Additional virtual orbitals have a significant effect on the cir-
cuit volume as well as the dimensionality of the optimization
problem. As such, downfolding higher virtual orbitals using
DUCC coupled with our perturbative doubles approach pro-
vides a significant computational advantage.
A starting point to benchmark the VQE-DUCC method is
with a popular molecule for near-term quantum computers
H2. Energy evaluation of H2, in a minimum basis, has been
conducted on QPUs with variational algorithms48,52–54. We
employ the cc-pVTZ basis set with Cartesian angular func-
tions and consider an active space of only four orbitals when
constructing the DUCC Hamiltonian, a significant reduction
compared to the 30 orbitals required for the full calculation
with the bare Hamiltonian. The one and two-body integrals
of the effective DUCC Hamiltonian are provided in the Ap-
pendix. We compute the energy of the DUCC Hamiltonian
using VQE. The UCCSD ansatz for VQE includes all single
and double excitations within the active space, and the cir-
cuit is simulated using a state-vector simulator on a classi-
cal computer. We employ the non-gradient based COBYLA64
optimizer for constrained optimization problems as the clas-
sical outer loop for the hybrid-variational quantum algorithm.
The energy converged after O(102) calls to the optimizer and
agreed with the exact diagonalization of the effective Hamil-
tonian to a tiny fraction of a millihartree. Energies from the
active-space FCI calculation with the bare Hamiltonian and
VQE with the DUCC Hamiltonian are compared to the all-
orbital FCI results in Figure 3. For the H2 case, the VQE-
DUCC approach is able to recover most of the correlation en-
ergy downfolding the higher virtuals into the 4 orbitals used
in the active space, accurately recovering the FCI potential
energy surface.
Lithium is a crucial element at the center of current battery
research. We investigate the diatomic lithium molecule Li2
to test DUCC and VQE in larger active spaces. For the Li2
system, we considered two active spaces consisting of seven
and ten orbitals to construct the DUCC Hamiltonian while uti-
lizing the cc-pVTZ basis set with spherical-harmonic angular
functions. For comparison, 60-orbital and analogous active-
space CCSDTQ calculations were run with the bare Hamil-
tonian since CCSDTQ is effectively exact for Li2. Since the
DUCC is not exact in practice, we have to be mindful of the
choice of the active space. Too small of an active space can
result in nonphysical barriers, as seen in Figure 4. An active
space of 10 orbitals is found to be sufficient to recover enough
of the correlation such that these barriers vanish. In Figure 5
we show the dissociation energies. While downfolding im-
proves the dissociation energy, it is not able to recover the full
60-orbital CCSDTQ value. The dissociation energy seems to
be less sensitive to the number of orbitals utilized in the active
space. We will discuss the reasons for this later in this section.
Constructing the circuit in these active spaces starts to be-
come a challenging computational task as the number of in-
cluded excitations, and thus optimization parameters begin to
7grow Table I. First, simulating a circuits with a large volume
is computationally difficult and time-consuming. Second, a
larger number of optimization parameters requires substan-
tially more iterations to converge to minimum energy, and the
computationally expensive circuit needs to be simulated many
times to converge to a minimum energy within chemical accu-
racy for a well-behaved optimization surface. The number of
iterations or runs needed for an ansatz with a ridged or barren
optimization landscape is even greater. Thus, even the vari-
ational quantum algorithm succumbs to the balance between
accuracy and complexity.
To make the VQE simulation more tractable in larger ac-
tive spaces, we make an approximation to the UCCSD ansatz.
We compute the MP2 coefficients for the double excitations
within the active space. Double excitations with MP2 am-
plitudes below a threshold of 10−5 are discarded, and we
construct the UCCS(D) ansatz with the remaining perturba-
tive excitations. This approximation decreases the number
of optimization parameters and the gate depth significantly,
therefore, the computational time for each circuit simulation
is reduced by orders of magnitude Table I. The UCCS(D)
ansatz yields energies within chemical accuracy when com-
pared to the values obtained from the exact diagonalization
of the Hamiltonian. Using the UCCS(D) ansatz is also ben-
eficial for running on QPU since it can significantly decrease
the number of gates needed to construct the ansatz. The opti-
mizer made O(103) calls to converge for both the 7 orbital
case and 10 orbital diatomic lithium with the MP2 ampli-
tudes as an initial guess. Using these amplitudes as a pre-
liminary guess for the optimizer reduces the number of calls
to the quantum computer by orders of magnitude56. In the
case where there was no initial guess, the optimizer required
O(104) calls to converge, which substantiates the importance
of the initial guess for hybrid quantum algorithms. Using per-
turbation theory like MP2 for the ansatz and initial guess re-
duces the number of gates needed to construct the variational
quantum circuit, leads to better optimizer performance with
reduced hyper-surface dimensionality, and reduces the num-
ber of evaluations needed for to find the minimum energy.
How well the DUCC method performs relies on how well
the approximations made in defining the downfolded Hamilto-
nian describe the dynamical correlation effects. It is important
to emphasize that if the exact form of the downfolded Hamil-
tonian is utilized, then the exact energy would be obtained by
diagonalizing the downfolded Hamiltonian in the active space,
independent of the size of the active space. Although the ex-
act form is unobtainable, the approximations laid out in Sec-
tion III provide a reliable procedure for incorporating, mainly
dynamical, correlation effects into a dimensionality reduced
effective Hamiltonian. It is apparent the DUCC Hamiltonian
improves the agreement with FCI energies at each point along
a potential energy curve compared to the bare Hamiltonian
in the same active space, but best performs at stretch bond
lengths (strongly correlated regime). This is rationalized by
considering perturbative energy denominators,
1
εi+ ε j + . . .− εb− εa , (24)
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where ε’s are Hartree-Fock orbital energies. When these de-
nominators become relatively large, as in the case of external
excitations in instances of strong correlation, then perturbative
expansions or low-rank CC methods (CCSD) should be suffi-
cient to provide an accurate description of these excitations.
In the case of H2, stretched bond lengths are characterized
by larger energy gaps between the highest energy orbital in
the active space and the lowest-energy orbital outside of the
active space, as seen in Figure 6. In addition, the overall
range of orbital energies in the active space is smaller than in
the case of the equilibrium bond length. Therefore, the inter-
nal and external excitations are well disjointed, and the active
space ought to be more appropriate for the stretch bond length,
which is indeed the case as confirmed by examining the lead-
ing cluster amplitudes in Table II. At 10 a.u., the active space
encapsulates the dominant excitations, and the external exci-
tation manifold is relatively small and well described by the
DUCC Hamiltonian, reproducing the FCI energy to a fraction
of a millihartree, an order of magnitude smaller than the bare
Hamiltonian is the same active space. The DUCC Hamilto-
nian at equilibrium provides significant improvement to the
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FIG. 6. Hartree-Fock orbital energies corresponding to the equilib-
rium (1.4008 a.u.) and stretch (10 a.u.) bond lengths for H2.
TABLE II. The five largest cluster amplitudes for the equilibrium
(1.4008 a.u.) and stretch (10 a.u.) bond lengths of H2 from the cor-
responding CCSD calculations.
Excitation Character |Amplitude|
1.4008 a.u.
1α 1β → 4α 4β 0.055
1α 1β → 2α 4β / 4α 2β 0.044
1α 1β → 5α 5β / 6α 6β 0.042
1α 1β → 2α 2β 0.039
1α 1β → 3α 3β 0.035
10 a.u.
1α 1β → 2α 2β 0.997
1α / 1β → 3α / 3β 0.152
1α 1β → 2α 4β / 4α 2β 0.146
1α / 1β → 11α / 11β 0.027
1α 1β → 2α 12β / 12α 2β 0.026
bare Hamiltonian in the same active space, reducing the error
compared to FCI by a factor of about 5. This is accomplished
despite the internal and external excitations not being well dis-
jointed, as seen in Figure 6 and reinforced by the leading clus-
ter amplitudes in Table II, which is why the error is larger near
the equilibrium than the stretch bond lengths. Longer commu-
tator expansions and the consideration of higher-order compo-
nents of the DUCC Hamiltonian will further reduce this error.
For Li2, the DUCC Hamiltonian provides a significant im-
provement at each point along the potential energy curve over
the CCSDTQ calculation in the 7 and 10 orbital representa-
tions, and DUCC captures enough correlation in the reduced
active space needed to improve the dissociation energy despite
the somewhat undesirable conditions for utilizing the down-
folding procedure, as shown in Figures 4 and 5. As seen in
Figure 7, the overall orbital energy range varies less than the
case of H2 as almost the entire set of virtual orbitals is below 1
Hartree in energy. Consequently, it is hard to define an active
-3
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FIG. 7. Hartree-Fock orbital energies corresponding to the equilib-
rium (2.673 Å) and stretch (13.365 Å) bond lengths for Li2 from the
corresponding CCSD calculations.
space where there is a good division between internal and ex-
ternal excitations as seen in Table IV. Even excitations from
the HOMO to the highest-energy unoccupied orbital are non-
negligible. Still, the DUCC Hamiltonian provides improve-
ment over the bare Hamiltonian in the same active space with
a reduction of error in total energies by a factor of 2 at the
shorter bond lengths and up to a factor of 3.5 at the longer
bond lengths, as well as a reduction of error in the dissocia-
tion energy from 19–22 milliHartree to 12–14 milliHartree for
the two active spaces (see Fig. 5). The DUCC Hamiltonian
performs best at the stretched bond lengths for the same ratio-
nalization as with H2. The inadequacy of the active spaces to
capture important correlation effects at shorter bond lengths
is also reflected in the equilibrium bond lengths of the dif-
ferent methods. The DUCC Hamiltonians provide a better
agreement of the equilibrium bond length with the full CCS-
DTQ value than the active-space CCSDTQ calculations with
the bare Hamiltonian in their respective active spaces, how-
ever they are still 0.1–0.15 Å longer than the full CCSDTQ
results. A longer commutator expansion that leads to more
accurate DUCC Hamiltonians will play a significant role in
further reducing the errors, which will be explored in future
studies.
V. CONCLUSION
We have demonstrated the efficacy of using active-space
DUCC downfolded Hamiltonians given by second-order con-
sistent commutator expansion (Eq.(21) with the Variational
Quantum Eigensolver (VQE) to model the potential energy
surfaces of molecules on a quantum computer using the full
molecular orbital basis. In all calculations, only one and two
many-body components of DUCC downfolded Hamiltonians
were considered. We used the VQE algorithms to minimize
DUCC Hamiltonians using unitary CC expansion with singles
9TABLE III. The five largest cluster amplitudes for the equilibrium
(2.673 Å) and stretch (13.365 Å) bond lengths of Li2.
Excitation Character |Amplitude|
2.673 Å
3α 3β → 5α 5β / 6α 6β 0.095
3α 3β → 5α 13β / 6α 12β / 13α 5β / 12α 6β 0.081
3α 3β → 12α 12β / 13α 13β 0.074
3α 3β → 11α 11β 0.072
3α 3β → 4α 4β 0.069
13.365 Å
3α 3β → 4α 4β 0.984
3α / 3β → 17α / 17β 0.137
3α 3β → 4α 18β / 18α 4β 0.133
3α / 3β → 5α / 5β 0.028
3α 3β → 4α 10β / 10α 4β 0.019
and doubles acting in the active space. This procedure was
applied to two types of systems: (1) the active space is well
defined and external amplitudes can be obtained with high ac-
curacy (the H2 system) and (2) the ideal active space is too
large and only its sub-spaces can be considered in practical
calculations (the Li2 molecule).
In the case of the H2 molecule, we were able to obtain a
very good agreement of VQE-DUCC energies with FCI ones
for all internuclear geometries of H2 considered here. For
the Li2 case, the HF molecular basis does not lend itself to
easily define an active space as practically all virtual orbitals
should be deemed active. Despite this obstacle, the DUCC
Hamiltonian provides sufficient improvement (especially for
the active space consisting of ten active orbitals) over the bare
Hamiltonian in the same size active spaces when compared to
the all-orbital benchmark CCSDTQ calculations. The DUCC
Hamiltonian best performs at large internuclear Li-Li separa-
tions where the active spaces encapsulate the most important
correlation effects as supported by examining the leading ex-
citations. The discrepencies between the VQE-DUCC and the
benchmark CCSDTQ calculations can be largely attributed to
the truncation of the commutator expansion used to define the
DUCC Hamiltonian. Another important factor contributing to
the performance of the UCCSD formalism is the choice of the
orbitals.
These observations give us a strong motivation towards fur-
ther improving the approximations used to define the DUCC
Hamiltonian, including incorporating higher-order terms and
excitations in the commutator expansions. The utilization of
natural orbitals will additionally provide a natural way of sep-
arating static and dynamical correlation effects and more reli-
able definitions of active spaces.
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TABLE IV. DUCC Integrals for H2.a
i j k l 0.8 a.u. 1.4008 a.u. 4 a.u. 10 a.u.
1 1 - - -1.5133089437 -1.2528398693 -0.7774913856 -0.5884671771
2 2 - - -0.4038274345 -0.4695131026 -0.6613171035 -0.5879007924
3 1 - - -0.1435962544 -0.1311715782 -0.0825865887 -0.0754739366
3 3 - - -0.3974760145 -0.3575220896 -0.1967048543 -0.1005238389
4 2 - - -0.1953866501 -0.2102172352 -0.1254423710 -0.0744086544
4 4 - - -0.1764021745 -0.2484788837 -0.1733529055 -0.0830028510
1 1 1 1 0.7724268885 0.6378951380 0.3931534153 0.3149555522
1 1 1 3 0.1389552980 0.1249166955 0.0792039077 0.0736003818
1 2 1 2 0.0173294476 0.0379391632 0.1510484416 0.2150501447
1 2 1 4 0.0312395566 0.0538042833 0.0669877909 0.0741307752
1 3 1 3 0.0509714461 0.0525096611 0.0427308654 0.0451139499
1 4 1 4 0.0672304776 0.0916251037 0.0456196352 0.0452088106
1 1 2 2 0.3084029922 0.3375192457 0.3787534458 0.3154484987
1 1 2 4 0.1140154595 0.1333117072 0.0959646324 0.0750813643
1 2 2 1 0.0179792300 0.0404576306 0.1543354457 0.2152992614
1 2 2 3 -0.0196992413 0.0216228218 0.0525936784 0.0763401704
1 3 2 2 0.0105520419 0.0225835506 0.0758172817 0.0770005829
1 3 2 4 0.0185507905 0.0341108797 0.0480893106 0.0466232945
1 4 2 1 0.0321407532 0.0559186698 0.0677152847 0.0742649617
1 4 2 3 -0.0210203222 0.0098161740 0.0412122702 0.0465235061
1 1 3 3 0.3488131162 0.3440317944 0.3044062264 0.2480816635
1 2 3 2 -0.0193269488 0.0209721806 0.0534761516 0.0763652312
1 2 3 4 0.0043553793 0.0251429464 0.0983731536 0.1483575642
1 3 3 1 0.0444155483 0.0489499190 0.0453031421 0.0474929818
1 3 3 3 0.0229055027 0.0301200420 0.0395054275 0.0416682630
1 4 3 2 -0.0198678734 0.0084614128 0.0419772903 0.0474484327
1 4 3 4 0.0081514280 0.0343892750 0.0350286932 0.0409012271
1 1 4 4 0.4693710195 0.4796377358 0.3012543120 0.2483925640
1 2 4 3 0.0034195825 0.0239347316 0.0979099327 0.1482143806
1 3 4 2 0.0187674424 0.0342574260 0.0483911099 0.0474050376
1 3 4 4 0.0451667198 0.0695945403 0.0453344341 0.0420494471
1 4 4 1 0.0662576180 0.0928641097 0.0479282470 0.0468829748
1 4 4 3 0.0057348752 0.0321351355 0.0347261691 0.0407449880
2 2 2 2 0.2741917775 0.2903110488 0.3703764515 0.3145786150
2 2 2 4 0.0291801314 0.0434143395 0.0846518034 0.0733936961
2 3 2 3 0.0491679076 0.0393026982 0.0360618956 0.0459572261
2 4 2 4 0.0369961165 0.0523031625 0.0549684077 0.0453123001
2 2 3 3 0.2536160173 0.2614638476 0.2901670066 0.2473719020
2 3 3 4 -0.0075230699 0.0181076777 0.0244436264 0.0418925938
2 4 3 3 0.0354488082 0.0394947099 0.0492995405 0.0406881984
2 2 4 4 0.2894064380 0.3146952951 0.2945494072 0.2475110205
2 3 4 3 -0.0075230699 0.0181076777 0.0244436264 0.0418925938
2 4 4 4 0.0725280665 0.0942192106 0.0488131745 0.0408456219
3 3 3 3 0.2671135355 0.2661184719 0.2585481275 0.2125686827
3 4 3 4 0.0076848386 0.0216780341 0.0724820536 0.1123997215
3 3 4 4 0.2863619808 0.2923360211 0.2502475280 0.2123756056
4 4 4 4 0.3740766949 0.4049606919 0.2549328171 0.2123359658
a Only unique integrals are listed. The full set of integrals can be obtained by exploiting the symmetry of the integrals: (i|j) = (j|i) and (ij|kl) = (ji|lk) = (kl|ij) =
(lk|ji).
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TABLE V. Optimal Coefficients for H2
Excitation 0.8 a.u. 1.4008 a.u. 4 a.u. 10 a.u.
t1α2α -0.00169188 0.00021634 0.0117512 -0.05214657
t1α3α 0.00123214 0.00672613 0.0704723 0.10784842
t1α4α -0.00073229 0.00010555 0.00216901 -0.00748003
t1β2β 0.00065677 0.00004992 -0.01133357 0.05239833
t1β3β 0.00087783 0.00694961 0.06994873 0.01074307
t1β4β 0.00074183 -0.00039769 -0.00241246 0.00747299
t1α1β2α2β -0.01179497 -0.039163 -0.48799278 -0.77241219
t1α1β2α3β -0.00039156 0.00015069 0.000216463 -0.00283207
t1α1β2α4β -0.01812841 -0.0438853 -0.12975184 -0.14512297
t1α1β3α2β -0.00031383 -0.00052074 -0.00085024 0.00259242
t1α1β3α3β -0.0294424 -0.03458878 -0.0117965 0.00736854
t1α1β3α4β -0.00046086 0.000494 0.00071524 0.00102053
t1α1β4α2β -0.01874083 -0.04455011 -0.13145439 -0.14748198
t1α1β4α3β -0.00016563 0.00001072 0.00024277 -0.00042897
t1α1β4α4β -0.0311721 -0.05625665 -0.03546193 -0.02136681
