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Abstract
An isogeometric approach for solving the Laplace–Beltrami equation on a two-dimensional manifold embedded in three-
dimensional space using a Galerkin method based on Catmull–Clark subdivision surfaces is presented and assessed. The
scalar-valued Laplace–Beltrami equation requires only C0 continuity and is adopted to elucidate key features and properties
of the isogeometric method using Catmull–Clark subdivision surfaces. Catmull–Clark subdivision bases are used to discretise
both the geometry and the physical field. A fitting method generates control meshes to approximate any given geometry
with Catmull–Clark subdivision surfaces. The performance of the Catmull–Clark subdivision method is compared to the
conventional finite element method. Subdivision surfaces without extraordinary vertices show the optimal convergence rate.
However, extraordinary vertices introduce error, which decreases the convergence rate. A comparative study shows the effect
of the number and valences of the extraordinary vertices on accuracy and convergence. An adaptive quadrature scheme is
shown to reduce the error.
Keywords Isogeometric analysis · Finite element method · Catmull–Clark subdivision surfaces · Laplace–Beltrami equation
1 Introduction
Hughes et al. [33] proposed the concept of isogeometric
analysis (IGA) in 2005. The early works on IGA [10,18,47]
focussed on geometries modelled using Non-Uniform Ratio-
nal B-Splines (NURBS) as these arewidely used in computer
aided design (CAD). NURBS can be used to model free-
form, two-dimensional curves. However, a NURBS surface
is a tensor product surface generated by two NURBS curves,
thereby imposing limitations for modelling complex geome-
tries with arbitrary topologies. Complex CAD models are
always composed of a number of NURBS patches. These
patches are often poorly connected in the design stage.
When such models are used for analysis, the unmatched
patches must be treated carefully to ensure the geometries
are watertight. Furthermore, because NURBS can not be
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locally refined, adaptive mesh refinement method cannot be
employed. A number of alternative CAD techniques were
developed and adopted in IGA to overcome these limitations,
including Hierarchical B-splines [29,52], T-splines [11,49],
PHT-splines [23,42], THB-splines [13,30] and LRB-splines
[24,34]. Some of these recent techniques are being adopted
by the engineering design market. However, the majority
are the subject of academic research and not widely used in
the CAD community. Moreover, computing the basis func-
tions for analysis using these alternative approaches can be
expensive. Catmull and Clark [14] developed a bicubic B-
spline patch subdivision algorithm for describing smooth
three dimensional objects. Theuse ofCatmull–Clark subdivi-
sion surfaces to model complex geometries in the animation
and gaming industries dates back to 1978. Catmull–Clark
subdivision surfaces can be considered as uniform bi-cubic
splineswhich can be efficiently evaluated using polynomials.
In CAD, distortion of regular parametrizations are
inevitable and indeed vital when modelling complex geome-
tries.Allowing ‘extraordinaryvertices’ ensures thatCatmull–
Clark subdivision surfaces can be used for modelling com-
plex geometries with arbitrary topology. Cirak et al. [17]
implemented Loop subdivision surfaces for solving the
Kirchhoff–Love shell formulation. This was the first appli-
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cation of subdivision surfaces to engineering problems.
Subdivision surfaces have subsequently been used in electro-
magnetics [19], shape optimisation [6,7] , acoustics [15,38]
and lattice-skin structures [56].
Catmull–Clark subdivision surfaces face a number of
challenges when used for analysis. Many of these have been
discussed in the literature, however a unified assessment is
lacking. This manuscript provides a clear and concise dis-
cussion of the challenges and limitations of Catmull–Clark
subdivision surfaces.
Engineeringdesigns often require exact geometries includ-
ing circles, spheres, tori and cones. However, subdivision
surfaces can not capture these geometries exactly. Moreover,
there are always offsets between the control meshes and the
surfaces. Fitting subdivision surfaces [37] aim to overcome
this limitation. Although the fitting subdivision surfaces still
can not model arbitrary geometries exactly as they are inter-
polated using cubic splines, they can approximate the given
geometries closely through least-squarefitting.Another chal-
lenge of subdivision surfaces is that they can model smooth
closed manifolds easily but require special treatment to
model manifolds with boundaries. A common solution is
to introduce ‘ghost’ control vertices to provide bases for
interpolating. From the perspective of analysis, the shape
functionswill span into ‘ghost’ elements [17]. In addition, the
spline basis functions do not possess an interpolating prop-
erty. Thus it is difficult to directly impose Dirichlet boundary
conditions. Meshless methods and extended finite element
methods have developed strategies to overcome this prob-
lem [28,39]. A common strategy is to modify the weak form
of the governing equation. Methods include the Lagrangian
multiplier method [5], the penalty method [3] and Nitsche’s
method [32,43].
Conventional Catmull–Clark subdivision surfaces can not
be locally refined. Truncated hierarchical Catmull–Clark
subdivision surfaces (THCCS), developed byWei et al. [54],
overcome this limitation. They generalise truncated hier-
archical B-splines (THB-splines) to meshes with arbitrary
topology.Wei et al. [55] subsequently improved their method
using a new basis function insertion scheme and thereby
enhanced the efficiency of local refinement. The extraordi-
nary vertices introduce singularities in the parametrisation
[41,51]. Catmull–Clark subdivision surfaces have C2 con-
tinuity everywhere except at the surface points related to
extraordinary vertices where, as demonstrated by Peters and
Reif [45], they possess C1 continuity. Stam [50] devel-
oped a method to evaluate Catmull–Clark subdivision sur-
faces directly without explicitly subdividing, thus allowing
one to evaluate elements containing extraordinary vertices.
Although the surface gradients can not be evaluated at
the extraordinary vertices, they can be evaluated at nearby
quadrature points. Thus, subdivision surfaces can be used as
C1 elements as required, for example, in thin shell theory
[17]. Nevertheless, the evaluation of points around extraor-
dinary vertices of Catmull–Clark surfaces introduces error.
The conventional evaluation method repeatedly subdivides
the element patch until the target point fall into a regu-
lar patch allowing a uniform bi-cubic B-spline patch to be
mapped the subdivided element patch. The extraordinary
vertex also introduces approximation errors because of the
singular parameterisations at extraordinary vertices [40,44].
Stam’s natural parametrisation only can achieve C0 con-
tinuity at extraordinary vertices. Recently Wawrzinek and
Polthier [53] introduced a characteristic subdivision finite
element scheme that adopted a characteristic reparameterisa-
tion for elements with extraordinary vertices. The evaluated
limiting surface is at least C1 everywhere and the numerical
accuracy is improved. Zhang et al. [57] optimised the subdi-
vision scheme to improve its approximation properties when
used for thin-shell theory.
Using the finite element method to solve the partial dif-
ferential equations (PDEs) on surfaces dates back to the
seminal work by Dziuk [25], which developed a variational
formulation to approximate the solution of the Laplace–
Beltrami problemson twodimensional surfaces. Thismethod
was extended to solve nonlinear and higher-order equa-
tions on surfaces by Dziuk and Elliott [26]. Dziuk and
Elliott [27] also provided a thorough review on finite ele-
ment methods for approximating the solution of PDEs
on surfaces. Dedner et al. [22] proposed a discontinuous
Galerkin (DG) method for solving a elliptic problem with
the Laplace–Beltrami operator on surfaces. Adaptive DG
[21] and high-order DG [1] methods were also developed
for solving PDEs on surfaces. However, the accuracy of
these methods depends on the approximation of the mean
curvatures of the surfaces. The geometrical error is dom-
inant when conventional Lagrangian discretisation is used
to approximate solutions on complex surfaces. Isogeometric
discretisation maintains the exact geometry and overcomes
this limitation. Dedè and Quarteroni [20] proposed an isoge-
ometric approach for approximating several surface PDEs
involving the Laplace–Beltrami operator on NURBS sur-
faces. Bartezzaghi et al. [9] solved PDEs with high order
Laplace–Beltrami operators on surfaces usingNURBSbased
isogeometric Galerkin method. More accurate results are
obtained using an IGA approach over the conventional finite
element method. Langer et al. [36] present an isogeometric
DG method with non-matching NURBS patches allowing
the approximation of PDEs on more complex surfaces.
This work presents a thorough and unified discussion of
several major issues related to isogeometric Galerkin for-
mulation based on Catmull–Clark subdivision surfaces. The
difficulties associatedwith imposingDirichlet boundary con-
ditions, the reduction of the approximation power around
extraordinary vertices, and the problem of sufficient numer-
ical integration in the element with extraordinary vertices
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will be examined and discussed. Previous studies [16,17] on
Catmull–Clark subdivision surfaces for analysis introduce
ghost degrees of freedoms for constructing basis functions
in elements at boundaries. We propose a method which mod-
ifies the basis functions at boundaries to ensure they are
only associated with given control vertices. No additional
ghost degrees of freedom are involved. A penalty method
is employed to impose Dirichlet boundary conditions. This
does not change the size or symmetry of the system matrix
and is straightforward to implement. An adaptive quadrature
scheme inspired by [35] is presented to increase the inte-
gration accuracy for elements with extraordinary vertices.
The proposed method can perform isogeometric analysis on
complex geometries using Catmull–Clark subdivision dis-
cretisations. A test for approximating Poisson’s problem on
a square plate is conducted to demonstrate the properties of
the method in a simplified setting so as to distill the key
features. The approach is also used for solving the Laplace–
Beltrami equation which is a benchmark problem for curved
manifolds [35,41]. A comparative convergence study is con-
ducted between the Catmull–Clark subdivision method and
the conventional finite element method. The effects of the
extraordinary vertices and modified bases at boundaries
on convergence are examined. Catmull–Clark subdivision
surfaces are limiting surfaces generated by successively
subdividing given control meshes. They are identical to
uniform bi-cubic B-splines. Thus, they have difficulty to rep-
resent desiredgeometries exactly.Here, a least-squaresfitting
method is used tofit anygivengeometry usingCatmull–Clark
subdivision surfaces.
This manuscript first summarises the subdivision algo-
rithm and the evaluation method for Catmull–Clark subdivi-
sion surfaces. Then, techniques for using Catmull–Clark for
numerical analysis and improving accuracy are presented in
Sect. 3. Section 4 presents theLaplace–Beltrami problemand
Sect. 5 shows a Galerkin method with Catmull–Clark sub-
division surface bases. Section 6 showcases the numerical
results.
2 Catmull–Clark subdivision surfaces
There exist a variety of subdivision schemes, but the basic
idea is to use a subdivision scheme to generate a smooth
surface through a limiting procedure of repeated refinement
steps starting from an initial polygonal grid. The Catmull–
Clark algorithm can generate curves and surfaces which
are identical to cubic B-splines. The algorithms for curves
and surfaces are shown in Appendices A.1 and A.2, respec-
tively. This section will briefly introduce the methods for
interpolating and evaluating curves and surfaces using the
Catmull–Clark subdivision algorithm.
Fig. 1 A subdivision curve is interpolated using basis splines and its
control polygon
2.1 Curve interpolation and evaluation based on the
subdivision algorithm
Figure 1 shows a curve generated using a subdivision algo-
rithm. The interpolated curve is identical to a cubic B-spline
curve. The limiting curve can be interpolated using cubic
basis splines and associated control points. With a control
polygon containing n control points, the curve is naturally
divided into n − 1 elements. Each element in the curve is
associated with one segment of the control polygon. To inter-
polate on the target element, four control points including the
neighbouring control points are required. For example, if one
aims to evaluate the geometry of element 2 in Fig. 1, the four
control points P1,P2,P3 and P4 are required and the curve
point is evaluated as
x(ξ) =
4∑
A=1
NA(ξ)PA, (1)
where ξ ∈ [0, 1] is the parametric coordinate within an ele-
ment. The basis functions for element 2 are defined by
N1(ξ) = 1
6
[1 − 3ξ + 3ξ2 − ξ3],
N2(ξ) = 1
6
[4 − 6ξ2 + 3ξ3],
N3(ξ) = 1
6
[1 + 3ξ + 3ξ2 − 3ξ3], N4(ξ) = 1
6
ξ3. (2)
The bases are visualised in Fig. 2a. They are C2 continuous
across element boundaries. Element 1 in Fig. 1 contains the
end of the curve, which has an end curve point that coincides
with the control point. In order to evaluate this curve, one
needs to mirror the point P2 to P0 as
P0 = 2P1 − P2. (3)
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Fig. 2 a Basis splines for interpolating element I as a Catmull–Clark curve. b The construction of mirroring ghost point to maintain the location of
the end point. Basis splines are reconstructed for interpolating an end-element in a Catmull–Clark curve. c Global basis functions for interpolating
a curve
The curve point can now be evaluated using basis splines
with a set of control points shown in Fig. 2b. However, if one
adopts a spline discretisation for analysis, this strategy of
end element treatment will introduce additional ‘ghost-like’
degrees of freedom. To avoid this problem, the expression for
P0 (3) is substituted into the interpolating equation yielding
x(ξ) =
3∑
A=0
NA+1(ξ)PA =
3∑
B=1
N ′B(ξ)PB . (4)
Hence only three control points are required to evaluate a
curve point and themodified basis functions for interpolating
end elements are defined by
N ′1(ξ) =
1
6
[6 − 6ξ + ξ3], N ′2(ξ) =
1
6
[6ξ − 2ξ3],
N ′3(ξ) =
1
6
ξ3. (5)
Figure 2b illustrates the modified basis functions. It achieves
the same basis functions as the cubic B-Spline with p + 1
multiple knots at the two end points. The new basis functions
do not possess the Kronecker delta property but do have the
interpolating property at the boundary. The performance of
modified bases in analysis will be discussed in Sect. 6.1.
The global basis functions for interpolating the curve in
Fig. 1 are shown in Fig. 2c. It is worth noting that this subdi-
vision curve is a cubic B-spline curve and represents a special
case of Lane–Riesenfeld subdivision it can not model coni-
cal shapes exactly. This property is significantly different to
NURBS and motivates Sect. 3.1 on geometry fitting.
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Fig. 3 Element patches for
evaluating a Catmull–Clark
subdivision element. a A regular
element. b An element with a
face on the boundary. c An
element with two faces on the
boundary
(a)
(b) (c)
2.2 Interpolating and evaluating Catmull–Clark
subdivision surfaces
One defines the number of elements connected with the ver-
tex as the valence. A regular vertex in a Catmull–Clark
surface mesh has a valence of 4. A vertex with a valence
not equal to 4 is called an extraordinary vertex. This allows
subdivision surfaces to handle arbitrary topologies. In their
seminal paper [14], Catmull and Clark proposed a way to
modify the weight distributions for extraordinary vertices
in order to describe complex geometries. With this simple
solution, Catmull–Clark surfaces can use a single mesh to
present surfaces of arbitrary geometries while other spline-
based CAD tools, such as NURBS surfaces, need to link
multiple patches. The limiting surface of the Catmull–Clark
subdivision algorithm has C2 continuity over the surface
except at the extraordinary vertices where they have C1 con-
tinuity as proven by Peters and Reif [45]. This section will
illustrate the methods of interpolating and evaluating both
regular element and element with an extraordinary vertex in
Catmull–Clark subdivision surfaces.
Element in a regular patch
Figure 3a shows a subdivision surface element (dashed)
which does not contain an extraordinary vertex. In order to
evaluate a point in this Catmull–Clark element, an element
patch must be formed. The patch consists of the element
itself and the elements which share vertices with it. A regu-
lar element patch has 9 elementswith 16 control vertices. The
surface point can be evaluated using the 16 basis functions
associated with these control points as
x(ξ) =
15∑
A=0
NA(ξ)PA, (6)
where ξ := (ξ, η) is the parametric coordinate of a Catmull–
Clark subdivision surface element. A Catmull–Clark surface
is obtained as the tensor product of two Catmull–Clark
curves. The basis functions are defined by
Ni (ξ) = Ni%4(ξ)Ni/4(η), i = 0, 1, . . . , 15, (7)
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Fig. 4 a An irregular patch for a
Catmull–Clark subdivision
element with an extraordinary
vertex. b One level of
subdivision of the element patch
divides the element into four
sub-elements; three of them are
in regular patches. c Successive
subdivisions of the element until
the evaluated point falls into a
sub-element with a regular
patch. d Adaptive Gauss
quadrature scheme for the
element with an extraordinary
vertex
(a) (b)
(c) (d)
where N (ξ) or N (η) are the basis functions defined in Eq. (2)
and presented in Fig. 3a. • is the modulus operator and %
denotes the remainder operator which gives the remainder of
the integer division.
Figure 3b shows the element patch of a subdivision surface
element (shaded) that has an edge on the physical boundary.
This type of element has only 5 neighbour elements so that it
belongs to an element patch which has 12 control vertices. To
evaluate this element, a common solution is to generate a set
of ‘ghost’ vertices outside the domain to form a full element
patch [17]. However, this method involves additional degrees
of freedom in numerical analysis. Instead, the curve basis
functions in Eq. (5) are adapted to deal with the element on
the boundary. The same strategy is used for elements which
have two edges on the physical boundary as shown in Fig. 3c.
Element in a patch with an extraordinary vertex
Extraordinary vertices are a key advantage of Catmull–Clark
subdivision surfaces which allows them to model complex
geometries with arbitrary topologies. However, it increases
the difficulty of evaluating the surfaces. Figure 4a shows
a Catmull–Clark subdivision element which contains one
extraordinary vertex.
In order to evaluate this element, one needs to re-numerate
the control points as shown in Fig. 4a. After applying one
level of subdivision, new control points are generated and
this element is subdivided into four sub-elements, as shown
in Fig. 4b. The sub-elements Ω1, Ω2 and Ω3 are now in a
regular patch. However, the last sub-element (grey) still has
an extraordinary vertex. If the target point to be evaluated
is in this region, we must repeatedly subdivide the element
until the point falls into a sub-element with a regular patch.
Then, the point can be evaluated within the sub-element with
the new set of control pointsPn,k , where n is the number of
subdivision required and k = 1, 2, 3 is the sub-element index
shown in Fig. 4b. The new control point set is computed as
Pn,k = DkAĀn−1P0, (8)
whereDk is a selection operator to pick control points for the
sub-elements.A and Ā are two types of subdivision operators.
P0 is the initial set of control points. The detailed approach
is given in [50] and also can be found in Appendix A.3.
Pn,k contains 16 control points. Then, a surface point in the
element with an extraordinary vertex can be computed as
x(ξ) =
15∑
A=0
NA(ξ̄)P
n,k
A , (9)
where ξ̄ is the parametric coordinates of the evaluated point
in the sub-element, which can be mapped from ξ as
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ξ̄ =
⎧
⎨
⎩
(2nξ − 1, 2nη) if k = 1
(2nξ − 1, 2nη − 1) if k = 2
(2nξ, 2nη − 1) if k = 3
. (10)
Equation (9) can thus be rewritten as
x(ξ) =
2κ+7∑
A=0
N̂A(ξ)P0A, (11)
where N̂ is the Catmull–Clark subdivision surfaces basis
function. Define N̂ as a set of 2κ + 8 basis functions in an
element with an extraordinary vertex andN is a set of 16 reg-
ular basis functions defined in Eq. (7). N̂ can be calculated
in a vector form as
N̂(ξ) = [DkAĀn−1]TN(ξ̄). (12)
The derivatives of the Catmull–Clark subdivision surfaces
basis functions for elements containing extraordinary ver-
tices are expressed as
∂N̂(ξ)
∂ξ
=
⎡
⎢⎢⎢⎢⎢⎣
∂ N̂0
∂ξ
∂ N̂0
∂η
∂ N̂1
∂ξ
∂ N̂1
∂η
...
...
∂ N̂2κ+7
∂ξ
∂ N̂2κ+7
∂η
⎤
⎥⎥⎥⎥⎥⎦
, (13)
and can be computed by
∂N̂(ξ)
∂ξ
= [DkAĀn−1]T ∂N(ξ̄)
∂ ξ̄
∂ ξ̄
∂ξ
, (14)
where ∂ ξ̄
∂ξ
can be considered as a mapping matrix defined by
∂ ξ̄
∂ξ
=
[
2n 0
0 2n
]
. (15)
Remark 1 The calculation of the basis functions N̂ at a phys-
ical point x involves two mappings. The first is from the
physical domain to the parametric domain of an element with
an irregular patch, x → ξ . Because the irregular patch does
not have the tensor-product nature, n levels of subdivisions
are required and the point ismapped to the parametric domain
of a sub-element, ξ → ξ̄ . This second mapping is defined in
Eq. (10). The value of n approaches positive infinity when ξ
approaches the extraordinary vertexwhich has the parametric
coordinate (0, 0). Hence the diagonal terms in the mapping
matrix (15) tend to positive infinity as n → ∞. This results
in the basis functions N̂ not being differentiable at ξ = 0.
This problem is termed singular configuration in [35], and
singular parameterisation in [41,51].
3 Techniques for analysis and improving
accuracy
This section presents three techniques which are essential
for using Catmull–Clark subdivision surfaces in numerical
analysis. A geometry fitting method using Catmull–Clark
surfaces is introduced in Sect. 3.1. Section 3.2 illustrates an
adaptive quadrature scheme for integrating element with an
extraordinary vertex to improve accuracy. Section 3.3 intro-
duces the penalty method for applying essential boundary
conditions.
3.1 Geometry fitting
Catmull–Clark subdivision surfaces are CAD tools which
can construct limiting surfaces from control polygons and
meshes. However, in a number of engineering problems,
the geometry is given as an industry design and a limit
surface that is a “best approximation” of this desired geom-
etry required. Litke et al. [37] introduced a method for
fitting a Catmull–Clark subdivision surface to a given shape.
They employed, both a least-squares fitting method and a
quasi-interpolation method to determine a set of control
points for a given surface. The least-square fitting method
is used here. One first chooses a set of sample points S =
{s1, s2, . . . , sns } ∈ Γ , where Γ is the geometry, ns is the
number of sample points. Each sample point should be eval-
uated using Catmull–Clark subdivision bases with control
points as
s(ξ) =
nb∑
A=1
NA(ξ)PA, (16)
where nb = 2κ + 8 is the number of local basis functions.
Then the set of sample points can be evaluated as
S = LP, (17)
whereP = {P1,P2, . . . ,Pnc } is a set of control points with
nc control points. L is an evaluation operator of Catmull–
Clark curves or surfaces. Set ξ = (0, 0) to ensure the sample
points correspond to the control vertices and ns ≡ nc, then
L is a square matrix. The control points can be calculated as
P = L−1S . (18)
If more sampling points ns are chosen than the required num-
ber of control points nc, then L is invertible, a least-squares
method is used to obtain a set of control points P̂ that min-
imises ‖S − LP‖2 as
P̂ = [LT L]−1LTS . (19)
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Fig. 5 The process of
constructing cubic B-spline
curves to approximate a given
curve
(a)
(b) (c)
Figure 5 shows an example of fitting a geometry using cubic
B-spline curves based on the Catmull–Clark subdivision
algorithm. The given curve is defined as y = sin(4πx). Fig-
ure 5a shows that 6 sample points are chosen from the given
curve and one assembles the evaluation operator for these
sampling points. The control points can be obtained by solv-
ing (18). Using these control points, the limit curve can be
interpolated. Since 6 sample points is not sufficient to cap-
ture the given curve, the limit curve is significantly different
to the given curve. Figures 5b and c show the curve fitting
with 11 and 21 sample points, respectively. Increasing the
number of samples points, the limit curve converges to the
given curve.
3.2 Adaptive quadrature rule for element with an
extraordinary vertex
In numerical analysis, a Gauss quadrature rule is applied
to integrate over Catmull–Clark subdivision elements. A one
dimensional quadrature rulewith nq Gauss points can exactly
evaluate the integrals for polynomials of degree up to 2nq−1.
The polynomial degree of a cubic B-spline function is 3.
Because the basis functions of a Catmull–Clark subdivision
element in regular element patch are generated as the tensor
product of two cubic splines, 2×2Gauss points can be used in
this case. However, if a Catmull–Clark subdivision element
has an extraordinary vertex, the basis functions are generated
by Eq. (12). In this case, basis functions are not polynomi-
als and the derivatives of the basis functions suffer from the
singular parametrisation problem, see Remark 1. Thus, the
standardGauss quadrature can not be used to evaluate the ele-
ment integral. Inspired by [35], an adaptive quadrature rule,
well suited to Catmull–Clark subdivision surfaces is adopted
by integration at a number of levels of subdivided elements.
With nd levels of subdivisions, the element is subdivided into
3nd +1 sub-elements as shown in Fig. 4d. The sub-elements
can be evaluated using cubic B-splines with new control ver-
tices except for the ones having an extraordinary vertex. Thus
the Gauss quadrature rule can be used to evaluate the inte-
grals in 3nd sub-elements. With a number of subdivisions,
the integration error can be reduced. In this work, nd = 7 is
chosen in order to obtain sufficiently accurate values of the
integrals.
3.3 Penalty method for applying boundary
condition
The basis functions do not have the Kronecker delta and
interpolating properties, so boundary conditions can not be
directly applied using conventional methods. The method
used here is a penaltymethodwhich uses a penalty parameter
and boundary mass matrix to apply the boundary condi-
tions approximately. It preserves the symmetry of the system
matrix and does not increase its size. However, the penalty
parameter should be carefully selected. If fine meshes with
more degrees of freedom are adopted, a larger penalty param-
eter must be chosen. The Dirichlet boundary condition is
defined as
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u = ū on ∂Γ . (20)
An L2 projection is used for applying the Dirichlet boundary
condition, where for test function v, one obtains
∫
∂Γ
vu dL =
∫
∂Γ
vū dL, ∀v ∈ H10 (∂Γ ). (21)
Using the cubic B-spline functions in Eq. (2) to discretise
u and v and the same strategy for formulating the system
matrix, one introduces a boundary mass matrix as
Mb =
nbe
A
e=1
nq∑
i=1
Ge(ξ i )|J j (x(ξ i ))|wi , (22)
where nbe is the number of boundary elements, and
Ge(ξ)=
⎡
⎢⎢⎢⎣
N1(ξ)N1(ξ) N1(ξ)N2(ξ) · · · N1(ξ)Nnb(ξ)
N2(ξ)N1(ξ) N2(ξ)N2(ξ) · · · N2(ξ)Nnb(ξ)
...
...
. . .
...
Nnb (ξ)N1(ξ) Nnb(ξ)N2(ξ) · · · Nnb(ξ)Nnb(ξ)
⎤
⎥⎥⎥⎦ .
(23)
The right hand side vector for applying the boundary condi-
tions is thus
fb =
nbe
A
j=1
nq∑
i=1
ū(x(ξ i ))N
j (ξ i )|J j (x(ξ i ))|wi . (24)
Then the discrete system of equations arising from (21) is
Mbu = fb. (25)
We note that the elements for applying boundary conditions
are the discretisation of the surface boundary which are one
dimensional cubic B-spline curves and only one-dimensional
Gauss quadrature rule is used for integration. However, one
uses the global degrees of freedom indices to assemble Mb
and fb, so that they have the same size as the system matrix
and global right-hand side vector, respectively. Assume the
system of equations is expressed as Ku = f, where K is the
systemmatrix, u is the global coefficients vector to be solved
for, and f is global right-hand side vector. Then, we scaleMb
and fb using a penalty factor β and combine them with the
systems of equations as
[K + βMb]u = f + βfb. (26)
TheDirichlet boundary condition (20) is hereweakly applied
to the system of equations. A relatively large penalty factor
β = 108 is selected for all numerical examples. It is suffi-
ciently large to ensure good satisfaction of the constraint but
not too large so as to significantly impact the conditioning of
the system.
4 Laplace–Beltrami problem
The governing partial differential equation which we want
to solve to illustrate fundamental features of subdivision sur-
faces is given by
− ΔΓ u = f on Γ , (27)
where Γ is a two dimensional manifold (with outward
unit normal vector n) in three dimensional space R3 and
ΔΓ (•) is the Laplace–Beltrami operator (also called sur-
face Laplacian operator). The Dirichlet boundary condition
is expressed in (20). We will use a manufactured solution
to compute against the approximate solution. The Laplace–
Beltrami operator is defined by
ΔΓ (•) = ∇Γ · ∇Γ (•), (28)
where ∇Γ (•) is the surface gradient operator defined by
∇Γ (•) = [I − n ⊗ n] · ∇(•). (29)
Hence the surface gradient of a scalar function v can be
calculated as the spatial gradient subtracted by its normal part
as
∇Γ v = ∇v − n[n · ∇v], (30)
where∇(•) is the spatial gradient operator. Hence the surface
Laplacian of v is given by
ΔΓ v = Δv − n · [∇2v · n] − [n · ∇v]
[∇ · n − n · [∇n · n]] , (31)
where ∇2v is the Hessian matrix of v, and ∇n is the gradient
of the normal vector, which is arranged in a matrix as
∇n =
⎡
⎢⎣
∂n1
∂x1
∂n2
∂x1
∂n3
∂x1
∂n1
∂x2
∂n2
∂x2
∂n3
∂x2
∂n1
∂x3
∂n2
∂x3
∂n3
∂x3
⎤
⎥⎦ . (32)
We define the total curvature at a surface point x ∈ Γ as
the surface divergence of the normal, that is c(x) := ∇Γ · n.
For a given manufactured solution um , the right hand side of
Eq. (27) can thus be computed as
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f (x) = −Δum(x) + n(x) · [∇2um(x) · n(x)]
+ c(x)[n(x) · ∇um(x)], x ∈ Γ . (33)
5 Galerkin formulation
The weak formulation of problem (27) is
∫
Γ
∇Γ u · ∇Γ v dΓ =
∫
Γ
f v dΓ , ∀v ∈ H10 (Γ ), (34)
where v is an admissible test function. The weak formulation
is partitioned into ne number of elements, as
ne∑
k=1
∫
Γe
∇Γ u · ∇Γ v dΓ =
ne∑
k=1
∫
Γe
f v dΓ . (35)
Discretising v, ∇u and ∇v using the Catmull–Clark basis
functions N given in Eq. (7) produces
v =
nb∑
A=1
NAvA,
∇Γ u =
nb∑
A=1
∇Γ NAuA =
nb∑
A=1
∂NA
∂ξ
· J−1uA,
∇Γ v =
nb∑
A=1
∇Γ NAvA =
nb∑
A=1
∂NA
∂ξ
· J−1vA, (36)
where J is the surface Jacobian for the manifold, given in a
matrix form as
J = ∂x
∂ξ
=
⎡
⎢⎣
∂x1
∂ξ
∂x1
∂η
∂x2
∂ξ
∂x2
∂η
∂x3
∂ξ
∂x3
∂η
⎤
⎥⎦ . (37)
For details on the computation of J−1 see [46] and for a
discussion of superficial tensors such as J in the context of
Laplace–Beltrami equation, see [31]. If the element contains
an extraordinary vertex, the shape functions NA are replaced
by N̂A in Eq. (12). The surface gradient of the shape functions
is computed as
∇Γ N̂A = ∂ N̂A
∂ ξ̄
· ∂ ξ̄
∂ξ
· J−1 (38)
and
J = ∂x
∂ ξ̄
· ∂ ξ̄
∂ξ
=
2κ+7∑
A=0
∂ N̂A
∂ ξ̄
PA · ∂ ξ̄
∂ξ
. (39)
Integrating the discrete problem using Gauss quadrature, the
system of Eq. 34 becomes
[ ne
A
e=1
nq∑
i=1
De(ξ i )|J(x(ξ i ))|wi
]
︸ ︷︷ ︸
K
u
=
ne
A
e=1
nq∑
i=1
f (x(ξ i ))Ne(ξ i )|J(x(ξ i ))|wi
︸ ︷︷ ︸
f
, (40)
where A is the assembly operator and
De(ξ) =
⎡
⎢⎢⎢⎣
∇Γ N1(ξ) · ∇Γ N1(ξ) ∇Γ N1(ξ) · ∇Γ N2(ξ) · · · ∇Γ N1(ξ) · ∇Γ Nnb(ξ)
∇Γ N2(ξ) · ∇Γ N1(ξ) ∇Γ N2(ξ) · ∇Γ N2(ξ) · · · ∇Γ N2(ξ) · ∇Γ Nnb (ξ)
...
...
. . .
...
∇Γ Nnb (ξ) · ∇Γ N1(ξ) ∇Γ Nnb (ξ) · ∇Γ N2(ξ) · · · ∇Γ Nnb (ξ) · ∇Γ Nnb (ξ)
⎤
⎥⎥⎥⎦ . (41)
nq is the number of quadrature points in each element, wi is
the weight for i th quadrature point, ne is the number of ele-
ments and nb is the number of basis functions of the element.
The basis functions Ne are replaced by N̂
e
if the element e
contains an extraordinary vertex. In this case, the basis func-
tions are not differentiable and their derivatives approach
positive infinity when points are close to the extraordinary
vertex (see Remark 1). Thus |J| approaches positive infin-
ity at extraordinary vertices. Errors result if quadrature is
adopted to integrate the contributions from element contain-
ing extraordinary vertices.
The discrete system of equations to solve is thus given by
Ku = f. (42)
6 Numerical results
A ‘patch test’ [58] on a two-dimensional plate is first
presented to assess the consistency and stability of the
proposed formulation in a simplified setting. Then, the
Laplace–Beltrami equation is solved on both cylindrical and
hemispherical surfaces. Convergence studies are conducted.
The influence of extraordinary vertices is also investigated.
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Fig. 6 Schematic of the patch
test on a plate
(a)
(b)
(c)
All numerical results are computed using an open source
finite element library: deal.II [2,8].
6.1 ‘Patch test’
The ‘patch test’ is performed on a two dimensional flat plate
where the Laplace–Beltrami operator reduces to the Laplace
operator. The problem proposed in Sect. 4 reduces to the
Poisson problem expressed given by
− Δu = f on Γ ∈ R2. (43)
This partial differential equation is solved on the square plate
shown in Fig. 6a with the essential boundary conditions
{
u = 0 for x2 = 0 (∂Γu1)
u = 4 for x2 = 2 (∂Γu2)
. (44)
The essential boundary conditions are imposed using the
penalty method. Natural homogeneous boundary conditions
are applied on the remaining two edges of the plate. Four
different manufactured functions for f are used. The func-
tions, analytical solutions for u and their gradients ∂u
∂x2
are
given in Table 1. We investigate both a regular and an irregu-
lar mesh. The regular mesh is a 4× 4 element patch without
extraordinary vertices as shown in Fig. 6b. In all of the tests,
a geometry error is absent.
For Test 1, the right hand side f = 0 so that ∂u
∂x2
= 2.
Solving the equation using the proposed Catmull–Clark
subdivision method, the numerical result uh is exactly 2
everywhere as shown in Fig. 7b. Thus passes the consis-
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Table 1 Four test case functions for the plate problem
Test no. f u ∂u
∂x2
1 0 2x2 2
2 1 − 12 x22 + 3x2 −x2 + 3
3 x2 − 16 x23 + 83 x2 − 12 x22 + 83
4 π sin(πx2) 1π sin(πx2) + 2x2 cos(πx2) + 2
Test 1 has no right-hand side term, thus the analytical solution u is linear
and its gradient is a constant. The analytical solutions for Tests 2 and
3 are quadratic and cubic, respectively, and their gradients are linear
and quadratic, respectively. Test 4 has a sine function as the right-hand
side term which gives a cosine function as the gradient of the analytical
solution
tency test and the eigenvalue of the system matrix are all
positive andnon-zero after application of the essential bound-
ary conditions. The gradient ∂u
∂x2
for Test 2 and 3 are linear
and quadratic respectively. Recall that when interpolating
functions in elements with edges on physical boundaries,
the basis functions are modified, see Eqs. (3) and (4). In
other words, the gradients of the function u are expected
to be constant at boundaries. Figure 7a, c and e show the
numerical results for these tests. The results are smooth and
capture the analytical solutions well. Figure 7d and f com-
pare the numerical results of ∂u
∂x2
to the analytical solution
for Tests 2 and 3. The Catmull–Clark subdivision method is
also compared to linear and quadratic Lagrangian finite ele-
ment methods. There is a substantial error in both boundary
regions in Test 2 for Catmull–Clark subdivisionmethod. This
is because the method imposes the gradient to be constant
at both boundaries. The numerical result of the Catmull–
Clark subdivision method in Test 3 has a substantial error
in the region close to the top boundary (x2 = 2) but cap-
tures the gradient in the region close to the bottom boundary
(x2 = 0) well because the analytic solution for the gradi-
ent in the bottom boundary region is near-constant. These
errors at the boundaries will pollute the numerical result in
the interior of the domain, whichwill reduce the convergence
rate. The gradients approximated by the linear and quadratic
Lagrangian finite elements are piecewise constant and piece-
wise linear, respectively. The results of the Catmull–Clark
subdivision methods for these two tests lies between the lin-
ear and quadratic Lagrangian elements. The gradient ∂u
∂x2
in
Test 4 is a cosine function which is non-polynomial and it
behaves as a constant in both boundary regions shown in
Fig. 7h. The Lagrangian elements only possess C0 conti-
nuity across elements and their gradients hence have jumps
between elements. The Catmull–Clark subdivision elements
capture the gradients of the given function better as they are
C1 smooth.
Figure 8 shows the plots of normalised global L2 and H1
errors against the element size. The normalised global L2
error is defined by
eL2 =
‖u − uh‖L2
‖u‖L2
, (45)
where ‖ • ‖L2 is the L2 norm defined as ‖ • ‖L2 =√∫
Γ
| • |2dΓ . The normalised global H1 error is computed
as
eH1 =
‖u − uh‖H1
‖u‖H1
, (46)
where ‖ • ‖H1 is the H1 norm defined as ‖ • ‖H1 =√∫
Γ
| • |2dΓ + ∫
Γ
|∇(•)|2dΓ . We set the element size of
the coarsest mesh as 1. Then, the normalised element size
for the refined meshes are 12 ,
1
4 , . . .. The convergence rate
of Tests 2 and 3 are sub-optimal at 2.5 (L2 error) and 1.5
(H1 error). The optimal convergence rate for cubic elements
should be p + 1 = 4 (L2 error) and p = 3 (H1 error),
where p is the polynomial degree of the basis functions. The
numerical result captures the analytical solution well and the
convergence rate for Test 4 is optimal. The same conver-
gence study is now repeated starting from a mesh containing
extraordinary vertices as shown in Fig. 6c. Figure 8a and b
show the plots of normalised element sizes against the L2
and H1 errors, respectively. The same convergence rates are
obtained for Tests 2 and 3. However, the convergence rate of
Test 4 is also reduced to 2.5 (L2 error) and 1.5 (H1 error).
Figure 8c and d show the plots of normalised element sizes
against L2 and H1 errors, respectively, for the mesh with an
extraordinary vertex.
TheCatmull–Clark subdivisionmethod can pass the patch
test when the function gradient is a constant but has difficul-
ties to capture the gradients in boundary regions when they
do not behave like a constant.When the gradient behaves like
a constant in the boundary regions, the optimal convergence
rate can be obtained. If this is not the case, a reduction of the
convergence rate is observed. The presence of the extraordi-
nary vertex in the patch also reduces the convergence rate.
It is also important to note that the Catmull–Clark subdivi-
sion elements have advantages in describing non-polynomial
functions since their basis functions are cubic and C2 con-
tinuous.
Comparison with NURBS and Lagrangian elements
We now compare the convergence rate associated with
Catmull–Clark elements against conventional Lagrangian
elements and NURBS. Bézier extraction [12] is adopted to
decompose a NURBS surfaces into C0 Bézier elements to
provide an element structure for the isogeometric Galerkin
method. This is a widely-used method for isogeometric anal-
ysis using T-splines [48]. As the Lagrangian and Bézier
elements can fully pass the ‘patch test’, they both have no
approximation error for Tests 1, 2 and 3. Figure 9 compares
their behaviour in approximating non-polynomial solution
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Fig. 7 Solution u and the
gradient ∂u
∂x2
plotted along the
line x1 = 1 for the plate test.
The numerical results are
compared to the analytical
solutions for tests 2, 3 and 4.
Mesh 1 is used for all tests
(a) (b)
(c) (d)
(e) (f)
(g) (h)
in Test 4. Mesh 1 is used for all methods. All methods
exhibit an optimal convergence rate. Since no geometry
error is involved in the ‘patch test’, the Bézier element
provides the same performance as the Lagrangian element
without the advantages of exact geometry representation. The
Catmull–Clark element is slightly more accurate than other
two methods for this specific test.
6.2 The Laplace–Beltrami equation
The following sections will solve the Laplace–Beltrami
Eq. (27) on different two dimensional Catmull–Clark sub-
division manifolds. An analytical solution of function um is
manufactured as
um(x) = sin(πx1) cos(πx2)ex3, (47)
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Fig. 8 Convergence study for
Tests 2, 3 and 4 using the
regular mesh (Mesh 1) and the
mesh with an extraordinary
vertex (Mesh 2)
(a) (b)
(c) (d)
Fig. 9 Convergence studies for
Test 4 using Mesh 1. The
Catmull–Clark elements are
compared with Lagrangian
elements and NURBS (Bézier
elements). p = 3 for all cases
(a) (b)
where x(x1, x2, x3) is a point on the two dimensional man-
ifold in three dimensional space. Applying the Laplacian
operator on um gives
Δuu(x) = −2π2 sin(πx1) cos(πx2)ex3
+ sin(πx1) cos(πx2)ex3 . (48)
Then, the Hessian matrix ∇2u(x) is computed as
∇2um(x) =
⎡
⎣
−π2 sin(πx1) cos(πx2)ex3 −π2 cos(πx1) sin(πx2)ex3 π cos(πx1) cos(πx2)ex3
−π2 cos(πx1) sin(πx2)ex3 −π2 sin(πx1) cos(πx2)ex3 −π sin(πx1) sin(πx2)ex3
π cos(πx1) cos(πx2)ex3 −π sin(πx1) sin(πx2)ex3 sin(πx1) cos(πx2)ex3
⎤
⎦ (49)
The second term in (33) includes the normal vector n(x)
and its gradient which can not be computed analytically. In
the present work, an L2 projection is used to compute the
coefficients of normal vectors associated with control points,
denoted by n̂, in order to numerically interpolate the normal
vector derivatives at any surface points, thus
∂n
∂x
=
nb∑
A=1
∂NA
∂x
n̂A. (50)
6.2.1 Cylindrical surface example
The first numerical example considered is a cylindrical sur-
face. The analysis domain of the problem is the cylindrical
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Fig. 10 The geometry is given
in (a) and (b) is the control
mesh which constructs the best
approximating Catmull–Clark
subdivision surface of the given
geometry. The control mesh is
generated using least-squares
fitting. c Shows the numerical
result uh on the cylindrical
surface
L =
6
r
=
0.
5
z
x
y
Γ
∂Γ
(a) Geometry
z
x
y
(b) Control mesh
uh
(c) Numerical result.
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(a) Global L2 error against number of degrees of
freedom.
normalised element size
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(b) Global L2 error against normalised element
size.
Fig. 11 Convergence study for cylindrical example: comparison of the Catmull–Clark elements to the quadratic and cubic Lagrangian elements
surface shown in Fig. 10a. Surfaces fitting methods are used
to construct the control mesh, see Sect. 3.1. The first level
control mesh is shown in Fig. 10b. This has no extraordinary
vertices. The Laplace–Beltrami problem on this manifold
domain is solved using the Galerkin formulation presented
in Sect. 5. Essential boundary conditions are applied on ∂Γ .
The right-hand side function f is computed using the def-
inition in Eq. (33). Figure 10c shows the numerical result
uh which matches the manufactured analytical solution (47)
very well.
A convergence study is now conducted for this geom-
etry. The refined control meshes are constructed using the
least-squares fitting method described in Sect. 3.1. Figure 11
compares the convergence rates between Catmull–Clark
subdivision surfaces with two different order Lagrangian
elements. In this example, the shortcoming causedbyextraor-
dinary vertices and boundary gradients are not present, and
the Catmull–Clark subdivision surfaces have the same con-
vergence rate p + 1 as cubic Lagrangian elements.
6.2.2 Hemispherical surface example
The second geometry investigated is a hemispherical sur-
face with radius equal to 1 as shown in Fig. 12a. We use
the same strategy to fit the Catmull–Clark subdivision sur-
faces to the hemispherical surface. The control mesh shown
in Fig. 12b is generated to discretise the surface into a num-
ber of Catmull–Clark elements. The control mesh has four
extraordinary vertices. Figure 12e shows the solution uh .
Convergence study with an isogeometric approach
In engineering, designers usually do not know the geom-
etry of the product in advance. The geometry information
is purely from the CAD model. Catmull–Clark subdivision
surfaces, as a design tool, provide the geometry which is the
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Fig. 12 a is a hemispherical
surface. b is the control mesh
for constructing subdivision
surfaces to fit the hemispherical
surface. c is 1-Level refined
mesh for the hemispherical
surface. d is 2-level refined
mesh for the hemispherical
surface. e shows the numerical
result uh on this surface x1
x2
x3
Γ
∂Γ
Limit surface
(a) (b)
(c) (d)
(e)
x1
x2
x3
extraordinary vertextraordinary vertex
design of the engineering product. In this case, engineers do
not need to approximate the given geometry with Catmull–
Clark elements. They can directly adopt the discretisation
from the CAD model for analysis. For example, we adopt
the control mesh shown in Fig. 12b as the initial control
mesh. It can be used to generate a limit surface approximat-
ing a hemisphere, as shown in Fig. 12a, with Catmull–Clark
subdivision bases. It is important to note the limit surface
is not an exact hemisphere since it is evaluated using cubic
basis spline functions. However, this surface is the domain of
our problem and it will stay exact the same during the entire
analysis (isogeometric) and h-refinement with subdivision
algorithm will not change the geometry.
The same problem is solved on the subdivision surfaces.
A convergence study is done with another two levels of sub-
division control mesh as shown in Fig. 12c and d. Note,
refinement does not change the number of extraordinary
vertices. The two new meshes still have four extraordinary
vertices. The two control meshes can be used to evaluate the
same limit surface shown in Fig. 12a. The Catmull–Clark
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(a) (b)
Fig. 13 Convergence study: comparison of the Catmull–Clark elements with the quadratic and cubic Lagrangian elements
Fig. 14 Comparison of sparsity
patterns between the
Catmull–Clark elements and the
Lagrangian elements
(a) (b) (c)
subdivision surfaces are compared with quadratic and cubic
Lagrangian elements. Generally, Catmull–Clark subdivision
elements can achieve higher accuracy per degree of free-
dom than Lagrangian elements. From the initial to the second
level of mesh refinement, the Catmull–Clark subdivision ele-
ments have a similar convergence rate to cubic Lagrangian
elements. After that, the convergence rate is equivalent to
quadratic Lagrangian elements as shown in Fig. 13.
Sparsity patterns
Figure 14a shows the sparsity pattern of the system matrix
K for the Catmull–Clark subdivision discretisation. The size
of the matrix is the same as the system matrix assembled
using a linear Lagrange discretisation. However, because the
Catmull–Clark subdivision discretisation uses cubic basis
functions with non-local support and there are 16 shape func-
tions in a subdivision element with no extraordinary vertex,
the number of non-zero entries in columns and rows is more
than the linear Lagrange discretisation (i.e. the sparsity is
decreased and the bandwidth increased). Thus, the system
matrix of a Catmull–Clark subdivision discretisation has the
same size but is denser than the linear Lagrange discreti-
sation shown in 14b. Figure 14c is the sparsity patterns of
cubic Lagrange discretisations. p-refinement increase the
number of degrees of freedom as well as the number of
non-zero entries in rows and columns. Thus there is no sig-
nificant change in the density of the system matrices. The
Catmull–Clark subdivision discretisation has the same num-
ber of non-zero entries in each row or column as the cubic
Lagrangian discretisation but has a much smaller size.
6.3 Investigation of extraordinary vertices
Quadrature error
The presence of extraordinary vertices leads to difficulties in
integration as described in Sect. 3.2. Figure 15a, c and e show
the point-wise errors at surface points for three levels ofmesh
refinement using the standard Gauss quadrature rule. The
number of extraordinary vertices remains 4 after refinement.
For the analysis using the initial mesh, the error in the regions
around extraordinary vertices have similar magnitudes to the
other regions. However, after a level of refinement, the error
in the other regions is reduced more than the area around the
four extraordinary vertices. After the second refinement, the
error is concentrated in the areas around the four extraordi-
nary vertices. Figure 15b, d and f plot the point-wise errors
on the same mesh analysed with the adaptive quadrature rule
shown in Sect. 3.2. The errors around extraordinary vertices
are now decreased.
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Fig. 15 Point-wise error
|u − uh | plots over spherical
surfaces
(a) (b)
(c) (d)
(e) (f)
Approximation error
The presence of extraordinary vertices introduces approxi-
mation errors. Then we investigate the effect of the number
and valence of extraordinary vertices on numerical accuracy.
Figure 16a, b and c are three control meshes with different
numbers of extraordinary vertices. Figure 16a shows a con-
trolmeshwithout an extraordinary vertex. Figure 16b shows a
control mesh with four extraordinary vertices, including two
vertices with a valence of 3 and two vertices with a valence of
5. The control mesh in Fig. 16c has seven extraordinary ver-
tices, including four vertices with a valence of 4, two vertices
with a valence of 5 and one vertex with a valence of 6. It is
important to note the three different control meshes construct
different but similar geometries. TheLaplace–Beltrami prob-
lem is solved using the Galerkin formulation with the same
right-hand side function f computed in (33). Both standard
and adaptive Gauss quadrature rules are used for all cases.
Figure 17a, c and e show the solution of u on the surfaces con-
structed using the three meshes. Because of the similarity of
the geometries and solutions, the three cases are used to inves-
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Fig. 16 Three control meshes
with different number of
extraordinary vertices
(a)
(c)
(b)
tigate the effects of the number of extraordinary vertices in
numerical results. The point-wise errors on the three surfaces
are shown in Fig. 17b, d and f. Meshes with extraordinary
vertices have larger maximum point-wise errors close to the
extraordinary vertices, while the mesh without extraordinary
vertices has increased uniform point-wise error. Figure 18
shows the convergence rates for the three cases. Meshes
without extraordinary vertices can achieve the optimal p+1
convergence rate and p = 3. In general, the more extraor-
dinary vertices a mesh contains, the more error results. The
extraordinary vertices increase the global errors in the results
and reduce the convergence rate. Since the global errors also
include quadrature errors, the adaptive quadrature rule serves
to reduce the quadrature errors. With the adaptive quadra-
ture rule, the convergence rates are improved for the 4 and
7 extraordinary vertices cases but the results still agree with
our assumption that increasing the number and valence of
extraordinary vertices will produce higher error.
Computational cost
Table 2 compares the computational cost for assembling
the system matrix for the standard and adaptive quadrature
rules. Because the number of extraordinary vertices remains
constant after subdivision, the difference in computational
time between the standard and adaptive quadrature schemes
diminishes.
6.4 Complex geometry
This final example considers the ability of the Catmull–Clark
method to provide high-order discretisations of complex
geometry. The model considered is that of a racing car from
CAD and imported into Autodesk Maya [4] for removal
of extraneous geometry and the generation of the surface
mesh shown in Fig. 19a. Modelling such geometry using
NURBS surfaces would require a number of patches to be
spliced together. A model based on Catmull–Clark subdivi-
sion surface can directly evaluate the smooth limit surface in
Fig. 19b using the controlmesh containing extraordinary ver-
tices. The minimum bounding box for this model is defined
by [xmini , xmaxi ]3 = [−1.047, 1.122] × [0.097, 0.692] ×[−0.460, 0.460]. The control mesh has 9154 vertices. The
physical domain is naturally discretised into a number of
elements expressed as
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Fig. 17 Numerical results and
point-wise errors on the
cylindrical surfaces constructed
by thee different meshes. The
white grids are used to indicate
the locations of extraordinary
vertices
(a)
(b)
(c)
(d)
(e)
(f)
Γ =
ne⋃
e=1
Γe, (51)
where ne = 9152 for this example. Figure 19c indicates the
domainwhere essential (Dirichlet) andnatural boundary con-
ditions are applied. The essential boundary Γd is composed
of two parts as
Γd = Γ 1d + Γ 1d , (52)
where
Γ 1d = {Γe | x2 < −0.9 ∀x ∈ Γe}, (53)
0.1 1
10 -6
0.00001
0.0001
0.001
0.01
normalised element size
4
1
1
2.6
4 extraordinary vertices (standard quadrature)
7 extraordinary vertices (standard quadrature)
4 extraordinary vertices (adaptive quadrature)
7 extraordinary vertices (adaptive quadrature)
no extraordinary vertex
e L
2
Fig. 18 Convergence study: comparison of the Catmull–Clark subdi-
visions with different number of extraordinary vertices. The adaptive
Gauss quadrature achieves better convergence rates over the standard
Gauss quadrature rule
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Table 2 The computational
times for assembling the system
matrix are recorded for tests on
cylindrical meshes with different
number of extraordinary vertices
Number of extraordinary vertices ne nd L2 error Assembly time (s)
4 260 0 6.55e−3 2.46
3 6.71e−3 3.98
7 6.72e−3 6.39
1040 0 5.93e−4 9.39
3 3.48e−4 10.16
7 3.49e−4 13.87
4160 0 1.80e−4 34.9
3 5.24e−5 35.51
7 5.31e−5 37.02
7 264 7 8.49e−3 9.59
1056 7 5.54e−4 16.03
4224 7 8.60e−5 40.24
Standard quadrature (nd = 0) is compared with adaptive quadratures with nd = 3 and 7
Fig. 19 The Laplace–Beltrami
problem is solved on a complex
car geometry
x1
x2
x3
(a) A control mesh with 9154 vertices.
x1
x2
x3
(b) Limit surface.
Γd
Γn
Γ = Γd ∪ Γnx1
x2
(c) Domains defined for applying
boundary conditions.
x1
x2
x3
(d) Numerical results on the car surface.
x1
x2
(e) Numerical results on Γn.
x1
x2
(f ) Pointwise error on Γn.
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Γ 2d = {Γe | x2 > 0.9 ∀x ∈ Γe}. (54)
The natural boundary conditions is applied to the rest of the
domain Γn = Γ \Γd . The numerical result matches the ana-
lytical solution well as shown in Fig. 19d. Figure 19e shows
the results on Γn and a maximum point-wise error 2.8% is
observed in Fig. 19f.
7 Conclusions
A thorough study of the isogeometric Galerkin method with
Catmull–Clark subdivision surfaces has been presented. The
same bases have been used for both geometry and the
Galerkin discretisation. The method has been used to solve
the Laplace–Beltrami equation on curved two-dimensional
manifold embedded in three dimensional space using the
Catmull–Clark subdivision surfaces. An approach to fit given
geometries using Catmull–Clark subdivision scheme has
been outlined. A method to model open boundary geome-
tries without involving ‘ghost’ control vertices, but involving
errors in function gradients close to boundary regions, has
also been described. The penalty method has been adopted
to impose the Dirichlet boundary conditions. The optimal
convergence rate of p + 1 has been obtained when using
a cylindrical control mesh without extraordinary vertices.
A reduction of convergence rates has been observed when
the function gradients at the boundaries do not behave like
constant, or control meshes contain extraordinary vertices.
The adaptive quadrature scheme significantly improves the
accuracy. The effect of the number and valence of the extraor-
dinary vertices in convergence rates has been investigated and
an adaptive quadrature rule implemented. This successfully
improved the convergence rates for the proposed method.
The convergence rate of the proposed method is not worse
than 2.5 (L2 error) and 1.5 (H1 error).
In future work, this methodwill be investigated with prob-
lems requiringC1 continuity such as the deformations of thin
shells.
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A Appendix
A.1 Lane–Riesenfeld subdivision algorithm for
curves
The Lane–Riesenfeld algorithm successively refines a curve
starting from an initial control polygon. After a number of
subdivisions, the curve is limited to a B-spline. Figure 20
illustrates a special case of this subdivision algorithm. The
control point Pi2 j in the i
th level of refinement is computed
from the upper level control points as
Pi2 j =
1
2
Pi−1j +
1
2
Pi−1j+1. (55)
Point Pi2 j is the mid- point of P
i−1
j –P
i−1
j+1, and is called an
‘edge point’. The control point Pi2 j+1 is computed as
Pi2 j+1 =
1
8
Pi−1j +
3
4
Pi−1j+1 +
1
8
Pi−1j+2. (56)
To compute this point, one needs to connect the mid-points
of Pi2 j–P
i−1
j+1 and P
i−1
j+1–P
i
2 j+2. The point P
i
2 j+1 is the mid-
point of the connecting line. This type of point is called
‘vertex point’. Each ‘vertex point’ is associatedwith an upper
level control point. Figure 21 shows two levels of refinements
using the Lane–Riesenfeld algorithm and the limiting result
which is a cubic B-spline curve.
A.2 Catmull–Clark subdivision algorithm for
surfaces
The application of the subdivision algorithm to surfaces fol-
lows in a similar manner to curves. One face in the original
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Fig. 21 Schematics of the Lane–Riesenfeld Algorithm
Fig. 22 Catmull–Clark subdivision algorithm for surfaces
control mesh is split into four new faces. For a closed surface,
the numbers of faces and control vertices are doubled. Fig-
ure 22 shows an example of generating a new control mesh
through the Catmull–Clark algorithm.
Similar to the one-dimensional curve, the new refined con-
trol points can be classified into three types: face points, edge
points and vertex points. The face points in the i th refinement
are computed as
Pi2 j,2k =
1
4
[
Pi−1j,k + Pi−1j,k+1 + Pi−1j+1,k + Pi−1j+1,k+1
]
, (57)
where j and k are indices of control points for orthogonal
directions. The face point is the central point of the original
face. The edge point is computed as
Pi2 j+1,2k =
1
16
[
Pi−1j,k + 6Pi−1j,k+1 + Pi−1j,k+2 + Pi−1j+1,k
+ 6Pi−1j+1,k+1 + Pi−1j+1,k+2
]
, (58)
or likewise
Pi2 j,2k+1 =
1
16
[
Pi−1j,k + Pi−1j,k+1 + 6Pi−1j+1,k
+ 6Pi−1j+1,k+1 + Pi−1j+2,k + Pi−1j+2,k+1
]
. (59)
The ‘vertex point’ is computed as
Pi2 j+1,2k+1 =
1
64
[
Pi−1j,k + 6Pi−1j,k+1 + Pi−1j,k+2
+ 6Pi−1j+1,k + 36Pi−1j+1,k+1 + 6Pi−1j+1,k+2
+ Pi−1j+2,k + 6Pi−1j+2,k+1 + Pi−1j+2,k+2
]
.
(60)
Equipped with these formulae, the new control points on the
i th level of refinement P i can be computed as:
P i = SP i−1, (61)
S is a subdivision operator – a matrix consisting of a set of
weights. Each weight is associated with a control point in
P i−1. The weight distributions for different types of control
points are shown in Fig. 23. The weight distributions for
extraordinary point are shown in Fig. 24. After successive
levels of refinements, a smooth B-spline surfaces is obtained.
A.3 Computing control point set for sub-elements
Wedenote the control points of an irregular patch in Fig. 4a as
a setP . The initial control points of the patch are expressed
as
P0 =
{
P00,P
0
1, . . . ,P
0
2κ+6,P02κ+7
}
. (62)
Through one level of subdivision we generate 2κ + 17 new
control points (κ is the valence), as shown in Fig. 4b, denoted
by
P1 =
{
P10,P
1
1, . . . ,P
1
2κ+15,P12κ+16
}
. (63)
The subdivision step is represented as
P1 = AP0, (64)
where A is the subdivision operator given by
A =
⎡
⎣
S 0
S11 S12
S21 S22
⎤
⎦ . (65)
The terms S, S11, S12, S21 and S22 are defined in [50] and S
is given in Eq. 61. To evaluate the sub-element Ω1, Ω2 and
Ω3 in Fig. 4b, one needs to pick 2κ + 8 control points out
of the new 2κ + 17 control point patch. A selection operator
D + κ for sub-element Ωk and k = 1, 2, 3 is used to select
the necessary control points fromP1, that is
P1,k = DkP1. (66)
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Fig. 23 The weight distribution
for computing different types of
new control points
(a) (b)
(c) (d)
Then a surface point can be evaluated with the cubic spline
basis functions as
x(ξ) =
15∑
A=0
NA(ξ)P
1,k
A . (67)
As shown in Fig. 4c, after successive subdivisions, the non-
evaluable element can be limited to a negligible region.
Assume the target point has parametric coordinates ξ =
(ξ, η). One first determines how many subdivisions are
required for this point by:
n = ⌊min (− log2(ξ),− log2(η)
) + 1⌋ . (68)
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Fig. 24 Weight distributions for computing an extraordinary point with
valence κ
The sub-element index k is determined as
k =
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1 if ξ ∈
[
1
2n
,
1
2n−1
]
×
[
0,
1
2n
]
,
2 if ξ ∈
[
1
2n
,
1
2n−1
]
×
[
1
2n
,
1
2n−1
]
,
3 if ξ ∈
[
0,
1
2n
]
×
[
1
2n
,
1
2n−1
]
.
(69)
The surface point x is located in the regular sub-element k
after the nth refinement. The patch for this element is picked
with the selection operator Dk as
Pn,k = DkPn . (70)
The enlarged setPn contains 2κ+17 control vertices, which
is generated from the subdivision of P∗n−1 as
Pn = AP∗n−1. (71)
The setP∗n−1 has 2κ +8 control vertices. It is successively
refined from the initial set P0 as
P∗n−1 = Ān−1P0, (72)
where Ā is a square matrix operator which subdivides the
patch for computing the new patch for the irregular element,
and is defined by
Ā =
[
S 0
S11 S12
]
. (73)
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