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Abstract Mixed datasets consist of both numeric and categorical attributes. Var-
ious K-means-based clustering algorithms have been developed to cluster these
datasets. Generally, these algorithms use random partition as a starting point,
which tend to produce different clustering results in different runs. This incon-
sistency of clustering results may lead to unreliable inferences from the data. A
few initialization algorithms have been developed to compute initial partition for
mixed datasets; however, they are either computationally expensive or they do not
produce consistent clustering results in different runs. In this paper, we propose,
initKmix, a novel approach to find initial partition for K-means-based clustering
algorithms for mixed datasets. The initKmix is based on the experimental obser-
vations that (i) some data points in a dataset remain in the same clusters created
by k-means-based clustering algorithm irrespective of the choice of initial clusters,
and (ii) individual attribute information can be used to create initial clusters. In
initKmix method, a k-means-based clustering algorithm is run many times, in each
run one of the attribute is used to produce initial partition. The clustering results
of various runs are combined to produce initial partition. This initial partition is
then be used as a seed to a k-means-based clustering algorithm to cluster mixed
data. The initial partitions produced by initKmix are always fixed, do not change
over different runs or by changing the order of the data objects. Experiments with
various categorical and mixed datasets showed that initKmix produced accurate
and consistent results, and outperformed random initialization and other state-
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of-the-art initialization methods. Experiments also showed that K-means-based
clustering for mixed datasets with initKmix outperformed many state-of-the-art
clustering algorithms for categorical and mixed datasets.
Keywords Mixed data · Clustering · K-means · Initialization · Random
1 Introduction
Clustering is a process in which similar data points are grouped in the same clus-
ters whereas dissimilar data points are grouped is different clusters based on some
notion of ‘similarity’ [21]. Many datasets only contain numeric or categorical at-
tributes, whereas majority of real-world datasets contain both kinds of attributes,
which are called mixed datasets [7,40]. Most of the clustering algorithms that are
developed to handle only numeric or categorical datasets cannot be directly used
to cluster mixed datasets because the calculation of ‘similarity’ is not straight
forward when dealing with mixed datasets.
Various types of clustering algorithms have been developed to cluster mixed
datasets [6]; the most prominent being the partitional, hierarchical, model-based
and neural network-based methods [4]. The partitional clustering methods are
more popular among the research community because they are (i) simpler in in-
terpretation and implementation, (ii) linear time complexity in the number of data
objects, and (iii) easily adaptable to parallel architectures. K-means clustering is
an approach to perform partitional clustering. The traditional K-means algorithm
is developed to cluster datasets with only numeric attributes. The objective func-
tion uses a distance metric (e.g. Euclidean distance) that can only be defined for
numeric attributes. This type of clustering method is further extended by modi-
fying the distance metric to cluster mixed datasets [1, 4, 17].
There are two approaches to initialize the k-means clustering algorithm. In
the first approach; random initial cluster centers, k data points are randomly
selected and these point act as the initial cluster centers. In the second method;
random initial partition, the data points are randomly assigned to k clusters, in
this case the initial cluster centers are the center of these random clusters. With
different initialization, k-means clustering algorithm generally leads to different
final clusters. Hence, it is difficult to get reliable and consistent clustering results.
Similar to k-means clustering algorithm, k-means-based clustering for mixed
datasets (KMCMD) algorithms suffers from random initialization problem. Some
initialization methods have been developed for KMCMD algorithms, with these
initialization methods, the clustering results do not change in different runs [3, 9,
22,23,39]. However, these methods are either computationally expensive or do not
produce consistent clustering results.
In this paper, we present initKmix, a novel method to compute initial partition
for a KMCMD algorithm. The initial partition is then fed to a KMCMD algorithm
to cluster mixed datasets. The initial clusters produced by initKmix do not change
on different runs of the algorithm or by changing the order of the data points. This
ensures consistent and reliable clustering results. Moreover, the time complexity
of initKmix is linear w.r.t. the number of data points; thus, it can be used with
large datasets.
The paper is organized in the following way. Section 2 presents related work on
methods to calculate initial partition for KMCMD algorithms for mixed datasets.
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The proposed initial partition method is presented in Section 3. Results are pre-
sented in Section 4, followed by conclusions and future research directions in Sec-
tion 5.
2 Related Work
K-means clustering algorithm is a popular clustering algorithm for datasets con-
sisting of numeric attributes because of its low computational complexity [32].
The complexity is linear with respect to the number of data points and scales well
for large datasets. It minimizes the optimization function presented in Equation 1
iteratively,
n∑
i=1
ξ(di, Ci) (1)
where n is the number of data points in the dataset, Ci is the nearest cluster
centre of data point di. ξ is a chosen distance measure between di and Ci. Generally,
Euclidean distance is used as the distance measure.
Algorithm 1 A K-means-based clustering for mixed dataset (KMCMD) algorithm
for mixed datasets with the random partition.
Input- T – Mixed dataset, n – number of data points, m – number of attributes, k – number
of clusters.
Begin
1- Assign all data points to k clusters randomly
2- Repeat steps A and B
(A) Calculate the centres of clusters.
(B) Each data point is assigned to its nearest cluster by using the user defined distance
measure.
Until no data point changes cluster membership or predefined number of iterations are
reached.
End
It is an iterative algorithm which computes cluster centres and cluster mem-
berships in each iteration. The algorithm starts with user-defined initial clusters.
Generally, random initial partition is selected which produces different clustering
results in different runs. To overcome this problem various methods have been pro-
posed to compute the initial partition [5, 8, 12, 27]. k-means clustering algorithm
can only handle pure numeric datasets. For pure categorical datasets, k-modes
clustering algorithm is proposed [18], in which the cluster centre is represented by
the mode of attribute values of data points presented in that cluster and Hamming
distance is used to compute the distance between a data point and a cluster centre.
Similar to k-means algorithm, this clustering algorithm also has the problem of
random initial partition. Various methods have been proposed to find appropriate
initial partition [14, 28, 41]. Various KMCMD algorithms have been developed to
extend k-means clustering algorithm for mixed datasets [1, 17]. New definitions
for cluster centres and distances are proposed to handle mixed datasets [1, 17].
The steps of a KMCMD algorithm are presented in Algorithm 1. A comprehensive
review of KMCMD is given in the work of Ahmad and Khan [4].
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As these algorithms are conceptually similar to k-means clustering algorithm,
they have the same limitations as k-means for numeric datasets, namely random
initialization and finding appropriate number of clusters (K). The focus of this
paper is to find initial partition for a KMCMD algorithm. Therefore, in this section,
we restrict our literature survey to the research works that attempt to initialize
KMCMD algorithms.
Ji et al. [22] suggest a method to find out initial clusters; in this method, they
compute density and the distances between data points. Ji et al. [23] propose the
concept of centrality on the basis of neighbour points and combine it with the
distances between data points to compute the initial clusters. However, these al-
gorithms have quadratic complexity which makes them inappropriate for KMCMD
algorithms, which have linear time complexity. Using density peaks [35], Chen et
al. [9] propose a novel algorithm to determine the initial cluster centres for mixed
datasets. Higher density points are used to identify cluster centres. This algorithm
also has quadratic complexity. Wangchamhan et al. [39] combine a search algo-
rithm, League Championship Algorithm [26], with k-means clustering algorithm
to identify the initial cluster centres. This algorithm has many parameters that
make final clustering results dependent on parameter settings Different parame-
ters may lead to different clustering results. Zheng et a. [44] combine evolutionary
algorithm (EA) with k-prototypes clustering algorithm [19]. The global searching
ability of EA makes the proposed algorithm stable to cluster initialization. How-
ever, clustering results are dependent upon the parameters and not consistent in
different runs.
k-Harmonic means clustering algorithm addresses the random initial clus-
ters problem by using a different cost function [43] for numeric datasets. K-
Harmonic means clustering algorithm clusters create more stable clusters as com-
pared to K-means clustering algorithm with random initial clusters. Ahmad and
Hashmi [3] combine the distance measure and the definition of cluster centres for
mixed datasets suggested by Ahmad and Dey [1] with k-Harmonic clustering al-
gorithm [43] to develop the k-Harmonic clustering algorithm for mixed datasets.
Their method is less sensitive to the choice of initial cluster centres. The standard
deviation of clustering accuracy of this method is small as compared to the ran-
dom initialization method. However, it does not give the same clustering results
in different runs with different initial partitions.
The literature review suggests that the present initialization methods for KM-
CMD algorithms are either computationally expensive or do not produce consistent
clustering results. This further limits the use of existing methods in real world sit-
uations where an algorithm’s execution time and reliability of results are the key
factors for their adoption. In the next section, we present our proposed algorithm
initKmix to compute initial partition for KHMCD algorithms.
3 Initial Clusters for Mixed Dataset
The proposed method to compute initial cluster centers for mixed datasets is based
on two experimental observations noted in previous research in this field [27,28]:
(i) Some data points in a given dataset have similar final cluster member-
ship irrespective of initial partition [27, 28]. This observation has been used
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to find out initial partition for k-means clustering algorithm (for pure nu-
meric datasets) [27] and k-modes clustering algorithm (for pure categorical
datasets) [28]. We extend this approach to find out initial partition for KM-
CMD algorithms.
(ii) A dataset consists of many attributes, in final clustering, each attribute con-
tributes. Therefore, individual attribute may be used to find out initial clus-
ters [27,28].
Multiple-view clustering [34, 42] deals with producing different clustering re-
sults for datasets generated from different sources or observed from different views.
These clustering results are combined to generate a clustering result. Diversity of
different views are important aspect of this clustering approach. It is suggested
that multiple views should be used to present data points more comprehensively
and accurately. Our proposed algorithm is similar to this approach that it creates
multiple clustering and for each clustering different view is used to create initial
partition.
As discussed earlier, a mixed dataset contains two kinds of attributes; categor-
ical and numeric. We use each of these m attributes to create initial partition in
one of the runs of a KMCMD algorithm. m clustering results are generated. Then,
a clustering ensemble method [37] is used to combine these m clustering results.
The clustering result is used as the initial partition for KMCMD algorithms. In
one run, one attribute is used to create initial partition which can be considered
as one view of the data. Multi-views of the data are used to create multiple clus-
terings. These views are diverse as they use different attributes to create initial
partition. Hence, we expect that combining these different clustering results will
generate accurate clustering which can be used as initial partition for a KMCMD
algorithm.
The specific steps are presented in Algorithm 2. We will discuss each step of
the proposed method in detail below.
Algorithm 2 The proposed initKmix algorithm for creating initial partition for a
KMCMD algorithm.
Input- Mixed dataset T, the number of attributes is m, the number of numeric attributes
is mr and the number of categorical attribute is mc (m = mr + mc), k is the number of
the desired clusters.
Begin
1- For numeric attributes
for i=1...mr do
Create a clustering result by using KHMCD Initial Numeric algorithm (Algorithm 3).
end for
2- For categorical attributes
for i=1...mc do
Create a clustering result by using KHMCD Initial Categorical algorithm (Algorithm
4).
end for
/*We will have m clustering results as presented in Table 1 */
3- Combine these m clustering results by using a clustering ensemble method discussed in
Section 3.3 to get k clusters.
/*These k clusters will be treated as initial partition for a KMCMD algorithm.*/
End
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Algorithm 3 KHMCD Initial Numeric algorithm for creating clusters by using
a KMCMD algorithm with initial partition created by using a numeric attribute.
Input- Mixed dataset T, a KMCMD algorithm, k is the number of the desired clusters.
Begin
For ith numeric attribute
/*Assume that the ith attribute is normally distributed*/
1- Convert it to the standard normal distribution by using following steps
(i)- Calculate the mean µ for the ith numeric attribute
(ii)- Calculate the standard variation σ for the ith numeric attribute.
(iii)- Calculate z-score of each value (x) of the ith attribute by using the formula x−µ
σ
.
2- Find out k-1 values of z that area between each range is equal to 1
k
. We use -∞ and +∞
as the boundaries of extreme ranges.
3- Divide the dataset T into k clusters, depending upon the range in which the attribute
value falls.
4- Use these clusters as initial partition for a KMCMD algorithm and cluster the mixed data
T with the KMCMD algorithm.
5- Save the cluster labels.
End
Algorithm 4 KHMCD Initial Categorical algorithm for creating clusters by us-
ing a KMCMD algorithm with initial partition created by using a categorical
attribute.
Input- Mixed dataset T, a K-means-based clustering algorithm for mixed datasets.
Begin
For ith categorical attribute
1- Find X unique attribute values,
2- Create X clusters on the basis of attribute values such that data points having the same
attribute value for ith categorical attribute will be in the same cluster.
3- Use the output of the last step as the initial partition for a KMCMD algorithm and cluster
the mixed dataset T.
4- Save the clustering results.
/*As the number of categorical values may be different from the number of the desired
clusters.*/
End
3.1 Initial Partition with Numeric Attributes
Each numeric attribute is used to create initial clusters for one of the runs of
the proposed method. A numeric attribute is assumed to have a normal distribu-
tion [27]. Initial clusters are created such that probability distributions of attribute
values are equal in each cluster. For k clusters, k-1 boundaries in normal distri-
bution graph are created such that the area between two adjacent boundaries is
1
k . The extreme points -∞ and +∞ will also be used as boundaries along with
K−1 boundaries. For example, if we want to create three clusters from a numeric
attribute, two points z1 and z2 are selected such that the area between -∞ and z1,
z1 and z2, and z2 and +∞ is 13 . The data points are distributed in three clusters
depending upon the range in which the attribute value of a data point lies. Our
proposed method of creating is different from the method proposed by Khan and
Ahmad [27] to compute initial partition for k-means clustering algorithm as that
method computes initial cluster centres by selecting a point in a given range such
that the area under the curve in that range is divided equally. These centres are
used to create initial clusters for a run of k-means clustering algorithm. However,
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as the normal distribution curve is not a straight line parallel to z axis, probabil-
ity distributions of attribute values in the clusters are not equal. However, in the
proposed method boundaries are computed in a way that the probability distribu-
tions of attribute values in the clusters are equal. Here, we would like to point out
that our discussion is based on the assumption that the attribute is normally dis-
tributed. However, the result suggests that this assumption works well for finding
initial clusters for numeric datasets [27].
A KMCMD algorithm is run on the complete mixed dataset with the initial
partition created by the numeric attribute to get a clustering result. The algorithm
for creating clusters by using a KMCMD algorithm with initial partition created
by using a numeric attribute is presented in Algorithm 3.
3.2 Initial partition with Categorical Attributes
A categorical attribute has two or more categories (values). It has been shown
that these attribute values can be used to create clusters [15,20,28]. Following the
similar methodology, we will use attribute values of a categorical attribute to create
initial partition. For example, if an attribute has three attribute values α, β and
γ, the points can be distributed in the three clusters on the basis of the attribute
value (α, β and γ). Each attribute is used to create initial clusters for one of the
runs. Khan and Ahmad [28] use a similar approach to find out initial partition for
pure categorical datasets. Our approach is different in a sense that they generally
use only those attributes which have attribute values equal to or less then the
number of desired clusters so that a large number of distinct clustering strings are
not created. (a clustering string is a combination of all cluster labels for a data
point, see Table 1). Whereas the proposed approach has no such constraint and all
the categorical attributes are used to create initial partition. The proposed method
is for mixed data which have two kinds of attributes; numeric and categorical. It
is important that both kinds of attributes should be treated equally. As we are
taking each numeric attribute for creating initial partition in one of runs of the
K-means type clustering algorithm for mixed datasets, each categorical attribute
should also be used in one of the runs of KMCMD algorithm.
A KMCMD algorithm is run on the complete mixed dataset with the initial
partition created by the categorical attribute to get a clustering result. The method
for creating clusters by using a K-means-based clustering algorithm for mixed
datasets with initial clusters created by using a categorical attribute is presented
in Algorithm 4.
3.3 Combining different clustering results
In the proposed method, a KMCMD algorithm is run m times to get m clustering
results. An example of clustering results in different runs is given in Table 1. These
m clustering results are combined to get the initial partition. The similar approach
has been used by Khan and Ahmad [27, 28], however, the method used by them
to combine m clustering results can be quadratic with respect to the number of
data points in the worst case.
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Table 1: An example of clustering results after step 2 of Algorithm 2. For a dataset
with four attributes and five data points. A column represents a clustering result
in a run. Four cluster labels will be created for each data point. The first, second,
third and fourth run, the first data point is given a cluster label a, b, b, and a
respectively.
Data First Second Third Fourth
point run run run run
1 a b b a
2 b a b a
3 b a b a
4 b b a b
5 a b a b
Several cluster ensemble methods have been developed to combine the results
of different clustering results [13, 37, 38]. These methods have shown excellent
results on various datasets. Clustering ensemble approaches proposed by [37] have
linear time complexity with respect to he number of data points. We use following
clustering ensemble methods to combine the clustering results to get the initial
clusters.
HyperGraph Partitioning Algorithm In this algorithm, the clustering ensemble prob-
lem is defined as partitioning problem of a hypergraph where hyperedges (a hyper-
edge is a generalization of an edge that can connect any set of vertices) represents
clusters. The complexity of this method is O(nkr) where r is the number of runs
of a clustering algorithm .
Meta-CLustering Algorithm In this algorithm, the cluster ensemble problem is con-
sidered as a cluster correspondence problem. Groups of similar clusters are iden-
tified and combined. The complexity of this method is O(nk2r2).
3.4 A KMCMD algorithm
As mentioned in Section 1, k-means algorithm cannot be directly used to cluster
mixed data due to the distance function in objective function it optimizes. Ahmad
and Dey [1] propose a KMCMD algorithm that modifies the distance function of
the standard K-means algorithm. In this paper, we use this algorithm in initKmix
to get initial partition. This initial partition will then be used with this clustering
algorithm to produce final clustering.
In this algorithm, they propose a distance measure for categorical attribute
values. The weight of a numeric attribute, which represents the significance of the
attribute, is also incorporated in the distance function to highlights its significance.
A novel frequency-based definition of cluster centre for categorical attributes is also
proposed for a better representation of clusters. Their modified distance function
[1] to compute the distance (ψ(di, Cj)) between i
th data point (di) and j
th cluster
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center (Cj) is given as
ψ(di, Cj) =
mr∑
t=1
(wrt (d
r
it − Crjt))2︸ ︷︷ ︸
numeric
+
mc∑
t=1
(Ω(dcit, C
c
jt))
2
︸ ︷︷ ︸
categorical
(2)
where wt is the weight of the t
th numeric attribute; drit is the value of t
th numeric
attribute of ith data point. Crjt is the value of t
th numeric attribute of jth cluster
centre. dcit is the value of t
th categorical attribute of ith data point. Ccjt is the centre
representation of jth centre for tth categorical attribute. Ω is the distance between
a cluster centre and a data point for a categorical attribute. As shown in Equation
2, there are two terms, one each for computing the distance for the numeric and
categorical attributes. For numeric attributes, Euclidean distance with the weight
of each numeric attribute is used. For categorical attributes, the frequency based
definition for centre and co-occurrence based method to compute the distance
between two attribute values are used to compute the distance.
This distance measure does not take the distance between two attribute val-
ues of a categorical attribute as 0 or 1 (Hamming distance) but it computes the
distance between two attribute values of an attribute from the dataset. The dis-
tance between two attribute values α and β with respect to the other attribute is
computed by using the following formula
max | p(w|α) + p(∼w|β) | −1 (3)
p(w|α) represents the probability of data points with attribute value α hav-
ing other attribute values belonging to a set w, whereas p(∼w|β) represents the
probability of data points with attribute value β having other attribute values not
belonging to set w. Out of many subsets of attribute values, the subset is selected
which maximizes the value in Equation 3. The distance between two values of an
attribute is computed with respect to all the other attributes and the average is
taken as the distance between these two attribute values.
The distance algorithm does not take the significance of the numeric attributes
as equal but computes the significance of a numeric attribute from the data. A
numeric attribute is discretized; the new attribute is treated as a categorical at-
tribute. The average of the distances of all the pairs of attribute values is taken
as the weight of the numeric attribute. The discretization of numeric attributes is
done only to compute weight of numeric attributes. The clustering is done with
numeric attributes. The complete clustering algorithm is presented in Algorithm
5.
3.5 Computational Complexity
The proposed method initKmeans run Ahmad and Dey’s K-mean-based algo-
rithm [1] m times for a dataset (with n data points) to create m clustering re-
sults corresponding to each m attributes. The complexity of Ahmad and Dey’s
algorithm is O(m2n + m2S3 + pn(Kmr + KmcS)) where p is the number of iter-
ations and S is the average number of distinct categorical values. Hence, for m
number of runs, the complexity is O(m(m2n+m2S3 + pn(Kmr +KmcS))). Then
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Algorithm 5 A KMCMD algorithm [1].
Input- Mixed dataset T, the number of attributes m, the number of numeric attributes mn
and the number of categorical attribute mc. K the number of clusters.
Begin
For all numeric attributes
for i=1...mr do
1- Normalize all numeric attributes.
2- Discretize all numeric attributes.
It will be considered as categorical attribute.*
end for
For all categorical attributes
for i=1...mc do
1- Compute the distance between every pair of attribute values by using the co-occurrence
of the pair with respect to other attributes (categorical attributes and discretized numeric
attributes) (Equation 3).
end for
For all numeric attributes
for i=1...mr do
1- Compute the distance between every pair of discretized attribute values.
2- The average of all the distances (between each pair of attribute values) is taken as the
weight of the numeric attribute.
end for
Take the original dataset which has normalized numeric attributes and categorical attributes,
assign the data points to K clusters randomly.
Repeat steps A and B
(A) Calculate the centres of clusters. For a numeric attribute, the mean is used to define
a cluster centre whereas for a categorical attribute; A frequency-based measure is used to
define a cluster centre.
(B) Each data point is assigned to its nearest cluster by using the distance measure defined
in Equation 2.
Until no data point changes cluster membership or predefined number of iterations are
reached.
End
these m clustering results are combined to get a clustering result. These results are
combined by using HyperGraph Partitioning Algorithm (complexity O(nkm) ) or
Meta-CLustering Algorithm (complexity O(nk2m2)) [37]. This clustering result is
used as an initial partition to run Ahmad and Dey’s algorithm to obtain final clus-
tering results. Hence, the total complexity when clustering results are combined
with HyperGraph Partitioning Algorithm is
O(((m+ 1)(m2n+m2S3 + pn(Kmr +KmcS))) +O(nkm))
=⇒ O((m(m2n+m2S3 + pn(Kmr +KmcS))) + (nkm))
When the m clustering results are combined by the Meta-CLustering Algorithm,
the complexity of the proposed method is
O(m(m2n+m2S3 + pn(Kmr +KmcS)) +O(nk
2m2))
In both the cases, the time complexity is linear with respect to the number
of data points. In the experiment, both ensemble algorithms are run and the
better clustering results is selected. As both the ensemble algorithms are linear
with respect to the number of data points, the total complexity of the clustering
algorithm will remain linear with respect to number of data points.
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4 Experiments and Results
We implemented the initKmeans in Java (JDK 1.8). For performing cluster ensem-
ble, the Octave implementations of the cluster ensemble algorithms were used [36].
A minor modification was made in the clustering ensemble implementation such
that the method considered only HyperGraph Partitioning Algorithm and Meta-
CLustering Algorithm based on the maximum average normalized mutual informa-
tion [37] (the third algorithm Cluster-based Similarity Partitioning Algorithm [37]
was not considered as it has quadratic complexity with respect to number of data
points). The proposed algorithm was tested on four pure categorical datasets and
five mixed datasets. All the datasets had predefined classes. Those class labels were
taken as ground truth. The number of the desired clusters was set to the number
of the classes. The clustering accuracy was computed against the ground truth.
Each cluster was mapped to a distinct class such that the following expression [1]
had the maximum value;
AC =
K∑
i=1
Gi
n
(4)
Where Gi is the number of data points correctly assigned to a class.
This measure is called Clustering Accuracy (AC) and has been used to compare
the clustering results [1]. Two other measures, AC (for average clustering accuracy)
and SD (for standard deviation of clustering results), were also used to present the
results of clustering methods with random initial clusters; The average clustering
accuracy for T number of runs is defined in the following way;
AC =
T∑
i=1
ACi
T
(5)
Where ACi is the clustering accuracy in i
th run.
The standard deviation of clustering accuracy for T number of runs is computed
in the following way;
SD = (
T∑
i=1
(ACi −AC)2
T
)0.5 (6)
Where ACi is the clustering accuracy in i
th run.
The higher values of AC suggest better clustering results. The maximum value
of AC can be 1. For a KMCMD algorithm with different initial partitions, a high
value of AC is desired. The low value of SD suggested the robustness of the
algorithm for different initial partitions.
We carried out the two kinds of studies. First, we compared the proposed
initKmix algorithm against the random initial partition method. A KMCMD al-
gorithm [1] was run 50 times with random initial partition method and AC and
SD results were computed. We ran initKmix algorithm only once for a dataset to
get initial partition, a KMCMD clgorithm is applied with this initial partition to
get the clustering result. As it gives same results every time, the SD of clustering
results with the proposed initKmix method was 0 for all the datasets.
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Second, the proposed clustering approach was also compared with the other
clustering algorithms. Results for the other clustering algorithms were taken from
the published papers. We first present the results of categorical datasets then the
results of mixed datasets are presented.
4.1 Categorical Datasets
We carried out experiment with four categorical datasets; Soybean-small, Vote,
Breast cancer and Mushroom. The information about these datasets is provided
in Table 2. The clustering results (AC and SD) by a KMCMD algorithm with
initKmix and a KMCMD algorithm with random partition method are presented
Table 3. Results suggest that for all the datasets initKmix algorithm performed
better than random partition method.
The performance of KMCMD algorithm with initKmix algorithm was also com-
pared with different state of the art initialization methods; Wu’s initialization [41],
Cao’s initialization [14], Khan and Ahmad’s initialization [28] and Ini Entropy
[31]. KMCMD with initKmix algorithm is also compared with recently published
CRAFTER [30] algorithm. The results of various clustering methods are presented
in Table 4. The results for the other clustering algorithms were taken from the pa-
pers [28,30,31]. Except for Soybean-small dataset, KMCMD algorithm with initK-
mix outperformed other clustering methods. For Soynbean-small dataset, KM-
CMD with initKmix performed similar to or better than other clustering methods.
Table 2: Description of the categorical datasets used in the experiments
Dataset Number of Number of Number of
data points attributes classes
Soybean-small 47 35 4
Vote 435 16 2
Breast cancer 699 9 2
Mushroom 8124 22 2
Table 3: The clustering results of the KMCMD with initKmix and KMCMD with
random partition method for categorical datasets. The better clustering result is
shown in bold.
Dataset
KMCMD with initKmix KMCMD with random initial partition
AC SD AC SD
Soybean-small 1 0 0.967 0.079
Vote 0.873 0 0.871 0.002
Breast cancer 0.974 0 0.965 0.014
Mushroom 0.894 0 0.822 0.124
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Table 4: Clustering results for various clustering algorithms for categorical
datasets.“-” shows that the results for that algorithm could not be obtained from
the literature. The best clustering result is shown in bold. The best clustering
results are shown in bold.
Dataset KMCMD
with initK-
mix
K-
modes [18]
with ran-
dom ini-
tialization
K-
modes [18]
with Wu’s
initializa-
tion [41]
K-
modes [18]
with Cao’s
initializa-
tion [14]
K-
modes [18]
with Khan
and Ah-
mad’s
initializa-
tion [28]
K-modes
[18] with
Ini Entropy
initializa-
tion [31]
CRAFTER
[30]
Soybean-
small
1 0.864 1 1 0.957 1 1
Vote 0.873 0.497 - - 0.850 0.869 0.856
Breast can-
cer
0.974 0.836 0.911 0.911 0.913 0.933 -
Mushroom 0.894 0.875 0.875 0.875 0.882 0.888 0.774
4.2 Mixed Datasets
Five mixed datasets (Acute Inflammations, Heart (Statlog), Heart (Cleveland),
Australian credit and German credit) were used in the experiments. Table 5 has the
information about these datasets. The clustering results (AC and SD) by KMCMD
with initKmix and KMCMD with random partition method are presented Table 3.
For all the datasets, initKmix algorithm outperformed random partition method.
KMCMD algorithm with initKmix also compared with K-prototypes [17] with
random initialization, K-prototypes [17] with Ji et al. [24] initialization method,
Similarity-based Agglomerative clustering (SBAC) [29] and Object-cluster simi-
larity metric (OCIL) algorithm [10]. The results of various clustering methods are
presented in Table 7. Results for the other clustering algorithms were taken from
the published papers [10, 11, 25]. Except for German credit dataset, KMCMD al-
gorithm with initKmix performed better than the other clustering algorithms. For
German credit dataset, the OCIL algorithm performed better than KMCMD with
initKmix.
Table 5: Description of the mixed datasets used in the experiments
Dataset Number of Number of Number of Number of
data points categorical numeric classes
attributes attributes
Acute Inflammations 120 5 1 2
Heart (Statlog) 270 7 6 2
Heart (Cleveland) 303 6 7 2
Australian credit 6904 8 6 2
German credit 1000 13 7 2
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Table 6: The clustering results of the KMCMD algorithm with initKmix and the
KMCMD algorithm with random initial partition method for mixed datasets. The
better clustering result is shown in bold.
Dataset
KMCMD with initKmix KMCMD with random initial partition
AC SD AC SD
Acute infam-
mation
0.823 0 0.762 0.125
Heart (Statlog) 0.817 0 0.802 0.010
Heart (Cleve-
land)
0.841 0 0.834 0.005
Australian
credit
0.858 0 0.829 0.118
German credit 0.683 0 0.678 0.004
Table 7: The clustering results of the KMCMD with initKmix and KMCMD with
random partition method for mixed datasets. “-” shows that the results for that
algorithm could not be obtained from the literature. The best clustering result is
shown in bold.
Dataset KMCMD with
initKmix
K-prototypes
[17] with
random initial-
ization
K-prototypes
[17] with Ji
et al. [24]
initialization
method
Similarity-
based Ag-
glomerative
clustering
(SBAC) [29]
Object-cluster
similarity met-
ric (OCIL)
algorithm [10]
Acute infam-
mation
0.823 0.610 - 0.508 -
Heart (Statlog) 0.817 0.770 - - 0.814
Heart (Cleve-
land)
0.841 0.772 0.808 0.752 0.831
Australian
credit
0.858 0.738 0.800 0.600 0.757
German credit 0.683 0.671 0.678- - 0.695
4.3 Discussion
The results suggest that KMCMD algorithm with initKmix produce accurate clus-
tering results. Results show that KMCMD algorithm with initKmix can cluster
both categorical mixed datasets well. initKmix algorithm produced better clus-
tering results than random partition method. initKmix algorithm generates initial
partition, this initial partition is helping KMCMD algorithm produce clustering
results. KMCMD with initKmix generally outperformed other state of the art
clustering algorithms for categorical datasets. Some of these clustering methods
use different initialization methods [14, 28, 41], the better clustering results with
initKmix method suggests that initKmix algorithm produces excellent initial par-
tition. The similar behaviour was observed for mixed datasets. The proposed ap-
proach had the best performance among the different clustering methods for mixed
datasets for four out of five datasets. One of those clustering method [24] uses an
initialization method, better clustering results indicates the superiority of initKmix
method in creating initial partition.
In summary, the finding suggests that the proposed clustering approach pro-
duces accurate and stable clustering results.
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4.4 Analysis of individual clustering results
In KMCMD with initKmix clustering method, we run a KMCMD algorithm m
times to produce m clustering results. These m clustering results are combined
to get the initial partition and then KMCMD is run with this initial partition
to get the final clustering results. Therefore, we perform an analysis to compare
the accuracy of individual clustering results of m clustering results and the final
clustering result.
We selected two categorical datasets Vote and Mushroom and two mixed
datasets, Heart (Statlog) and Australian Credit, for this analysis. For categor-
ical datasets, we selected those datasets which had some attributes having the
same number of attribute values as the number of the desired number of clusters.
Similarly, for mixed datasets, we selected those datasets that had some categor-
ical attributes having the same number of attribute values as the number of the
desired clusters. Using categorical attributes having different numbers of attribute
values to create initial clusters do not produce the desired number of clusters,
the clustering accuracy (the clustering accuracy measure assumes the number of
classes is equal to the number of the desired clusters) in those cases was not the
appropriate measure. Hence, the clustering results obtained by using the values of
those attributes as the initial partitions were not considered in the study.
For Vote dataset, the individual clustering results for 16 categorical attributes
as initial clusters in different runs are presented in Figure 1. We did not observe
large differences in individual clustering results (the minimum clustering accuracy
- 0.8709, the maximum clustering accuracy - 0.8732). The final clustering (0.8732)
was equal to the maximum clustering accuracy. For Mushroom dataset, only 4
attributes had 2 values (same as the number of desired clusters), the results for
these 4 attributes are presented in Figure 2. There was a large variation in indi-
vidual clustering results (the minimum clustering accuracy - 0.682 , the maximum
clustering accuracy - 0.893). The final clustering result (0.894) was slightly bet-
ter than the best individual clustering (0.893). Figure 3 has individual clustering
results for Heart (Statlog) dataset (the minimum clustering accuracy - 0.795, the
maximum clustering accuracy - 0.807), the final clustering accuracy was 0.817
which was slightly better than the best individual accuracy (0.807). The individ-
ual clustering results for Australia credit dataset (for 6 numeric and 4 categorical)
are presented in Figure 4 (the minimum clustering accuracy - 0.554 , the maximum
clustering accuracy - 0.858). There was a large variation in individual clustering re-
sults. The final clustering result (0.858) was equal to the best individual clustering
result(0.858).
The analysis suggests that individual clustering results for various datasets
had small or large variations; however, the final clustering results were equal to
or better than the best individual clustering results. This shows that combining
clustering results is a good approach to obtain better initial clusters, which when
fed to a KMCMD algorithm results in better clustering accuracy for the studied
categorical and mixed datasets.
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Fig. 1: Clustering results for Vote dataset. A circular dot shows the performance
for K-means-based clustering by using that attribute for computing initial clusters.
The straight line is the final clustering result obtained by the proposed method.
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Fig. 2: Clustering results for Mushroom dataset. A circular dot shows the perfor-
mance for K-means-based clustering by using that attribute for computing initial
clusters. The straight line is the final clustering result obtained by the proposed
method.
5 Conclusion
KMCMD algorithms suffer from the random initial partition problem which may
lead to different clustering results in different runs thus limiting the reliability of
results. In this paper, we presented initKmix, method to find initial partition for
KMCMD algorithms. The algorithm uses an individual attribute to create initial
partition in a run of a KMCMD algorithm. Multiple clustering results created by
this procedure are combined to get initial partition. The clustering results obtained
by using initial partition created by initKmix were accurate and consistent, and
outperformed the random partition method in terms of clustering accuracy on
multiple datasets. The proposed clustering approach also performed better than
other state-of-the-art clustering algorithms on multiple datasets. The study also
suggests that KMCMD with initKmix performed similar to or better than the
individual clustering results of m runs of KMCMD.
In future, other KMCMD algorithms [16, 17, 33] with initKmix will also be
studied. KMCMD algorithms have been suggested for fuzzy clustering [25] and
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Fig. 3: Clustering results for Heart (statlog) dataset. A circular dot shows the
performance for K-means-based clustering by using that attribute for computing
initial clusters. The straight line is the final clustering result obtained by the
proposed method.
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Fig. 4: Clustering results for Australian credit dataset. A circular dot shows the
performance for K-mean type clustering by using that attribute for computing
initial clusters. The straight line is the final clustering result obtained by the
proposed method.
subspace clustering [2], in future, we will explore the possibility of applying the
proposed method to these kinds of clustering algorithms.
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