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These applications were previously either too large or too complex to be easily implemented on distributed memory parallel systems. Parallelizing these applications was made possible by the cooperative use of many existing general-purpose computers over high-speed networks, and by an implementation methodology based on a clean separation between applicatiionspecific and system-specific code.
We illustrate these points using our experience with parallelizing three real-world applications.
The success in these applications clearly points out a new direction in parallel processing.
Introduction
Parallelizing large applications is a key concern for researchers in parallel processing. 
Results and further work
To evaluate the performance of Nectar-COSMOS, we simulated a 30x30 maze routing chip implemented using dynamic CMOS, and consisting of 17CII,000
transistor. use a large number of nodes reliably, although the master would of course remain a single point of failure.
In the current implementation, we have not yet implemented this robust scheme, although the master does ignore nodes that do not respond during initialization. As in the case of COSMOS, NOODLES was mapped onto Nectar by running a version of the sequential program on every node. Again, very few changes had to be made to the existing code, thus simplifying the porting of this relatively large application, which has about 12,000 lines of code. Almost all the code that is specific to the parallel implementation is in a separate module.
Results
Because of the complexity of the data structures, the data could not be p-dtioned, but had to be replicated, thus loosing one of the benefits of using a multicomputer (more memory). The low communication latency on Nectar made dynamic load balancing very effective, even for relatively small task sizes.
Building a load baIancing package
We are currently in the process of implementing the load balancing code that was developed for Ncctar-NOODLES as a separate package. As a demonstration of the usefulness of using such an applicationindependent package, a second application, ray tracing, has been ported very quickly to Nectar using this package. This application allows us to evaluate the load balancing packet whh smaller packet sizes. Using more nodes will require a coarser partitioning of the problem and a larger problem. 
