Objective: The aim of this work was to build an asynchronous brain-computer interface (BCI) system based on steady-state visual evoked potentials (SSVEPs) that outputs continuous, stable and smooth control commands in the up, down, left and right directions. Real-time feedback is presented on the computer screen to enhance collaborative participation in the human-computer interaction. Methods: Four stimulus sources flickering at different frequencies were sequentially fixed around the computer monitor to allow for subjects to complete control tasks by gazing at different stimulus sources. The subjects autonomously switched between the idle and working states by controlling the alpha amplitude. A sliding window voting discrimination (SWVD) strategy was incorporated into the canonical correlation analysis (CCA) algorithm for asynchronous classification. Results: Experiments were performed with 18 subjects using both the synchronous and asynchronous paradigms. The average accuracy was 95.42±3.35% with a data length of 3 s for synchronous operation; in addition, most subjects were able to successfully control a target to move precisely and smoothly with a 1 s sliding window during asynchronous operation. Conclusion: The proposed design scheme is feasible for our online asynchronous BCI system. Significance: By applying the SWVD strategy and optimizing the experimental paradigm, the classical CCA algorithm was successfully applied for continuous control in an asynchronous BCI system. With the developed system, obvious improvements in the information transmission rate (ITR) and sensitivity were achieved, which will be beneficial for the development of practical BCI systems.
I. INTRODUCTION
A brain-computer interface (BCI) is a specialized type of technology for human-computer interaction characterized by the use of electroencephalography (EEG) signals as information carriers to allow the human brain to exert direct control over external equipment [1] . Research on BCI technology has important theoretical significance and broad application prospects [2] . Among the various methods available for monitoring brain activity, the most favored is EEG. EEG, which is based on scalp measurements, is noninvasive and has the advantages of a low cost and ease of operation; consequently, this method is the most widely used monitoring method in current BCI research [3] . Various brain signals
The associate editor coordinating the review of this manuscript and approving it for publication was Zehong Cao . have been employed in EEG-based BCIs, such as visual evoked potentials (VEPs), sensorimotor mu/beta rhythms and event-related potentials (ERPs). There are four main types of EEG-based BCI systems: systems using steady-state visual evoked potentials (SSVEPs) based on visual stimuli; systems using mu and beta rhythm event-related desynchronization/ synchronization (ERD/ERS) caused by mental tasks such as motor imagery; systems using the P300 ERP component; and systems using slow cortical potentials (SCPs) [4] . SSVEPbased BCI systems have many advantages, including the ability to support many control commands, a high information transmission rate (ITR), a short training time, small differences among individual users and strong versatility. However, their disadvantage is that long-term stimulation can easily lead to visual fatigue [5] - [7] . As an alternative, motor imagery-based BCI systems do not require external VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ stimuli and thus support a completely spontaneous EEG mode; therefore, they are easy to use [8] - [10] . However, these systems provide fewer available targets, require long training times, and exhibit relatively large differences among individuals. Moreover, many studies have reported that 20-30% of BCI users achieve less than 70% accuracy in twoclass motor imagery experiments, i.e., they exhibit BCI illiteracy, making it impossible for some people to use systems of this type. This proportion of BCI illiteracy is significantly higher than that for SSVEP-based BCI systems [11] , [12] . BCIs based on ERP, especially those based on P300, usually have high precision and a large number of commands but tend to take longer as the number of choices increases, and P300 is triggered by infrequent (oddball) stimuli [13] , [14] . An advantage of BCI systems based on SCPs is that these systems make use of spontaneous EEG signals; some disadvantages are the small number of targets that can be selected and the extensive training that is required [15] . In summary, different BCI systems have different advantages and disadvantages. A traditional BCI system usually uses signals from only one of the EEG modes discussed above.
The disadvantage of using a specific single mode is that each mode is subject to a bottleneck that restricts further improvement to the BCI performance. Over the past ten years, researchers have attempted to compensate for the various shortcomings of each mode by combining two or more of the traditional BCI modes to develop integrated BCI systems with greater robustness and better performance and practicability; this is known as the hybrid BCI approach [16] , [17] . The reported hybrid BCI systems mainly adopt one of two types of hybrid input: (1) a combination of multiple brain activity modes, such as ERD/SSVEP [18] - [20] , P300/SSVEP [21] - [23] , or ERD/P300 [24] , [25] , or (2) a combination of brain and nonbrain activity modes. For example, electrooculography (EOG), electromyography (EMG), or functional near-infrared spectroscopy (fNIRS) signals may be integrated into the control model for the EEG signals [26] - [28] . To a certain extent, multimodal BCI systems can solve the problems encountered in traditional single-mode BCI systems through various fusion methods, enabling further improvements in system performance. Accordingly, research in this field has become extremely popular in recent years. However, as the number of feature dimensions increases, the complexity of the corresponding signal processing algorithms also increases, and there is still a need for online system implementation. Moreover, the available fusion methods for multimodal biomedical signals have some shortcomings, and there is space to improve the corresponding algorithms [29] .
Notably, according to the input data processing modality, BCI systems can be classified as synchronous or asynchronous. Synchronous BCI systems analyze brain signals during predefined time windows. In the asynchronous paradigm, users independently control their brain activities, and continuous EEG signals are systematically recorded and analyzed to realize the real-time control of peripherals [30] , [31] . There are two kinds of states in an asynchronous BCI: intentional control (IC) and noncontrol (NC). Asynchronous BCI systems need to continuously detect users' intentions and effectively distinguish between the active and idle states [32] , [33] . Since EEG signals are nonlinear and nonstationary and have a low signal-to-noise ratio (SNR) and dynamic complexity, in practice, it is quite difficult to identify subjects' intentions quickly and accurately [34] - [36] . Thus, most BCI systems that have been implemented are synchronous in nature, and there have been relatively few reports on asynchronous BCI systems with strong practicability. In recent years, due to the rapid development of computer technology, some asynchronous BCI systems with good performance have emerged. The main literature on asynchronous SSVEP-based BCI systems, the focus of this paper, can be summarized as follows. In 2002, Cheng et al. used the power spectral density (PSD) method to identify 12 targets in an SSVEP-based telephone dialing system. In addition to the target task, a stimulus module was added for switching between the NC and IC states [37] . Pablo et al. used high-frequency visual stimuli and PSD analysis to control the free movement of a target in a two-dimensional interface [38] . Allison et al. used a hybrid strategy combining ERD and SSVEP signals to realize two-dimensional cursor movement [39] . Xia et al. calculated the correlation coefficients for all stimulus frequencies by using the canonical correlation analysis (CCA) method and comparing the ratio of the maximum to the second largest correlation coefficient against a set threshold to identify the idle or working state [40] . In 2013, Pan et al. improved the accuracy of an asynchronous brain switch by using pseudo keys, which also reduced the false-positive rate [41] . In 2015, Zhang et al. used a maximum evoked response spatial filter to detect the idle state in an SSVEPbased BCI. In the offline control state, the classification accuracy reached 88.0±11.1%. This algorithm is superior to the traditional PSD detection method [42] . In 2018, Kaori et al. used a mixed coding visual stimulus paradigm and multiset canonical correlation analysis (MCCA) to implement an asynchronous BCI. The proposed strategy could distinguish the 28 IC classes and NC states more quickly and determine commands more accurately. The recognition accuracy with a data length of 3 s was 91.08±13.97%, and the corresponding ITR reached 67.7 bit/min [43] . Recently, Nagel et al. developed an asynchronous BCI speller that achieved an average ITR of 122.7 bit/min using a 32 target matrix-keyboard and a p-value threshold parameter [44] . It is the fastest asynchronous system to date. However, since the BCI in [43] is based on mixed-coded visual stimuli and the speller in [44] is code-modulated VEP, multiple rounds of data acquisition are required before training the test model. In addition, there is an intertrial between two adjacent asynchronous trials in [43] and [44] . The abovementioned literature describes NC state detection achieved through various strategies such as threshold or classifier methods, which have continuously improved the operation and performance of asynchronous BCI systems. Although the existing asynchronous BCI systems have made great progress, there is still a large gap in achieving the real-life applications, so it is necessary to improve the performance to move BCI applications out of the lab and into real life through different methods.
Based on a comparison of the advantages and disadvantages of traditional single-mode BCI systems and the existing hybrid BCI systems, the goal of this study is to build an online and asynchronous SSVEP-based BCI system that outputs continuous, stable and smooth control commands. However, in achieving continuous system control outputs, we encountered the following problems. The CCA algorithm is recognized as the classic recognition algorithm in the field of SSVEP because of its high recognition accuracy and computational efficiency as well as relatively short recognition time. However, when the CCA algorithm is extended to the asynchronous SSVEP-based BCI system, one shortcoming is that, even if the subject no longer gazes at the stimulus source, the system will still output a stimulus target corresponding to the maximum correlation coefficient [45] . Therefore, this BCI system gives a random output if a user is taking a break to rest or does not want to control the BCI for other reasons. This paper presents a new experimental paradigm, namely, an asynchronous hybrid BCI system, that combines spontaneous EEG alpha waves with evoked EEG SSVEPs in series. Alpha waves can be generated by closing the eyes to achieve state switching, and the SSVEP signals offer more diverse recognition targets. The two modes complement each other, retaining the advantages of each single-mode system and compensating for the shortcomings of each mode. In the algorithm processing stage, we adopt a sliding window voting discrimination (SWVD) strategy to solve the asynchronous classification problem. The SWVD strategy presented in this paper is as follows. First, autonomous switching between the idle and active states is achieved through independent control of the alpha amplitude. When the subject feels visual fatigue, they can enter the idle state by controlling the alpha amplitude. After a short rest, the subject can return to the active state. Second, in the active state, a sliding window recognition algorithm with a self-adaptive window length is adopted; the data are updated, recognition is performed every 40 ms, and voting on the last 25 recognition results is performed every second using a probability model to overcome the deficiencies of single instances of recognition. Furthermore, the continuous output of precise control commands has high sensitivity and a short delay time, satisfying the high computational efficiency requirements of an online asynchronous BCI system.
Due to the need for continuous flickering stimulus sources to induce EEG signals that can eventually be converted to continuous control signals for directional movement, an independent stimulus module was designed. The stimulus sources consist of light-emitting diodes (LEDs) distributed around the screen at four points, and the flicker frequency is controlled by the circuit board of a field-programmable gate array (FPGA). The computer screen is used to present real-time feedback effects to enhance collaborative participation in the human-computer interaction. In this optimized design, the user can gaze at the stimulus sources around the computer screen to induce the control signal and can observe real-time feedback displayed on the screen. The stimulus and feedback functions are independent and have no conflicts in time. This scheme is quite suitable for our online asynchronous BCI system.
The rest of the paper is organized as follows. Section II describes the methods, including the experiment conducted under synchronous and asynchronous paradigms, focusing on the SWVD strategy to implement an asynchronous BCI system based on the alpha rhythm and SSVEP; Section III summarizes and demonstrates the experimental results; Section IV describes the comprehensive evaluation of the performance of the proposed BCI system, discusses several factors that affect the performance of the BCI and suggests future work; and Section V concludes the paper.
II. METHOD A. SYSTEM FRAMEWORK
Typical BCI systems are generally composed of units for signal acquisition, feature extraction, classification and command output [46] , [47] . The structured flowchart of the BCI designed in this paper is shown in Fig. 1 . First, EEG signals reflecting brain activity are measured from the scalp through EEG electrodes. The signals are extracted, amplified and filtered through an EEG amplifier. Then, the signals are transmitted to a computer through a data acquisition card for complex signal processing and pattern recognition, and the signal characteristics related to the user's intention are extracted, such as the amplitude of the evoked potential, the EEG rhythm and other information. These features are converted into corresponding control commands by a classification (or recognition) algorithm and are then used to control the external environment or a device. To optimize the system performance, some BCI systems also have feedback functions that allow for instructions on how to operate the BCI system to be provided to users and help users optimize the system performance in accordance with the presented feedback information [48] . The BCI system designed in this paper can be operated under two paradigms: the synchronous paradigm and the asynchronous paradigm. The former was used to verify the rationality of our proposed scheme and obtain optimal parameters through data analysis to provide theoretical support for the implementation of the asynchronous paradigm. Two sets of experiments were performed. First, the synchronous operation mode of the BCI was designed, and the experimental results achieved by the subjects in this mode were evaluated. Then, the asynchronous performance of the BCI system was tested for the subjects with better performance. During asynchronous operation of the BCI system, two main types of EEG measurements are collected: spontaneous EEG alpha waves, which are used to control the switching of the operation state of the system, and SSVEP signals, which are used to realize multitarget control commands. Next, we introduce the design method.
B. EXPERIMENTAL SETUP AND DATA ACQUISITION 1) DESIGN OF THE VISUAL STIMULATOR
There are two main ways to design a visual stimulator: to design multiple stimulator modules by using a computer monitor or to design a separate LED stimulus. The advantage of using a computer monitor is that it can be driven by control software to generate stable stimulus sources, so it can be used to realize complex visual stimuli for multiple tasks. Therefore, most research institutes use computer monitors as stimulators [49] , [50] . An independently designed stimulus source requires an additional control circuit module to realize the continuous flickering of multiple target stimulus sources at different fixed frequencies. The advantages of an external stimulus source are that its location can be customized in accordance with the application scenario and that it can produce stable stimuli that are less disturbed by environmental changes. The disadvantage is that it requires additional hardware costs. Most schemes based on computer monitors for signal generation are realized using the MATLAB-based Psychophysics Toolbox (PTB), which can produce accurate and stable stimuli [51] . However, one disadvantage is that PTB needs exclusive access to the graphics memory of the computer when it runs. In our BCI system, it is necessary to use the computer display to provide feedback on the recognition results in real time. Therefore, a separate continuously flickering external stimulus source must be designed to induce SSVEP signals and convert them into continuous control commands. For this purpose, we placed four stimulus sources flickering at different fixed frequencies on the four sides of a computer monitor. By gazing at the stimulus sources distributed around the screen, the subject can issue movement commands corresponding to each of the four directions. In this system, the visual stimuli are realized by using an FPGA module to control the LEDs; thus, accurate stimulus frequencies are produced with a low hardware cost and high detection accuracy. The implementation method has previously been described in detail in [52] . Moreover, most subjects can produce obvious SSVEP responses with such a stimulus configuration. Therefore, we fixed four LEDs around the screen of the computer monitor (in the up, down, left and right positions), as shown in Fig. 2 . Each LED flickers continuously at a fixed frequency. The corresponding To reduce visual fatigue caused by the LEDs, we tested the use of six different materials in the visual stimulator. We chose to place a piece of white expandable polyethylene over each LED to make the light distribution more uniform and to reduce the brightness, making it more difficult for light signals from different LEDs to diverge and interfere with each other. This strategy increased the accuracy and effectively reduced visual fatigue.
2) EEG DATA RECORDING
The subjects were 18 healthy students, 10 males and 8 females, aged 20 to 35 years. Each participant signed an informed consent form before the experiment and was paid after the experiment. The subjects were not required to undergo a long period of specialized training before the experiment. They were familiarized with the experimental process and paradigm by watching a previously recorded demonstration video. They were seated approximately 70 cm in front of the monitor. After 20 trials of self-adaptive testing between each subject and the system, the formal experiment in the synchronous paradigm was begun. During the data acquisition process, the measurement environment remained quiet to allow for the subjects to concentrate on the test. In addition, the background light intensity was relatively soft. To allow for the gradual improvement in system function over time, each of the 18 subjects first performed the synchronous experiment and then performed the asynchronous experiment. During the experiments, EEG data were acquired using a 40-lead NuAmps amplifier (Neuroscan, Inc.) operating at a sampling rate of 1000 Hz. Nine electrodes over parietal and occipital areas (CPz, P7, P3, Pz, P4, P8, O1, Oz and O2) were used to record the EEG data. Electrode placement positions were based on the standard International 10-20 lead distribution, as shown in Fig. 3 .
The reference electrode was located at the Cz position on the top of the head, which is far from the eyes or ears, thus minimizing the EMG disturbance of the measured EEG signals. The ground electrode was located at AFz to reduce common-mode signal interference. To reduce the interference with the power frequency signal and shorten the processing time of the subsequent algorithms, the EEG amplifier was equipped with a hardware bandpass filter to capture a frequency range of 1-45 Hz, and a notch filter at 50 Hz was added.
3) HARDWARE & SOFTWARE
The BCI hardware consists of a NuAmps amplifier, selfdeveloped LED visual stimulator, and a personal computer with an LCD monitor (LG24EA53). The BCI software includes the Windows 7 operating system, MATLAB R2015b platform, PTB and Scan4.5 acquisition software. In the early stage of system debugging, to facilitate observation of the quality of the EEG data collected during the experimental process, a client and server architecture was adopted for the working platform of the system, which comprised two computers. The first was connected to the EEG amplifier and acted as the server; it performed online data acquisition and transmission by running Scan4.5 software. The other acted as the client; it ran the BCI system software, synchronized the data with the acquisition computer through the network protocol, and sent control commands to the EEG amplifier. The second computer was running MATLAB R2015b on the Microsoft Windows 7 operating system (OS). The timer function was used to send an acquisition command to the amplifier every 20 ms and would then wait for the EEG amplifier to send data every 40 ms. In this way, we could ensure that the data were not lost and realize continuous and realtime data acquisition. For the later testing stage, we reduced the number of computers from two to one. In the software, the IP address for data transmission was set to 127.0.0.1. That is, the BCI software (still running on the MATLAB R2015b platform) and the Scan4.5 acquisition software were run simultaneously on the same computer. As the number of computers decreases, the system setup becomes more straightforward, enabling more potential application scenarios. However, one disadvantage is that the computer hardware requirements become more stringent. If the hardware performance is low, interruptions may occur when running the stimulator software. The current platform runs on the 32-bit Windows 7 OS and has the following hardware parameters: an Intel Core2 i7-4790 3.6 GB CPU, 4 GB of memory, and an NVIDIA GeForce GT 620 graphics card. With this platform, we achieved results comparable to those obtained in the previous test with two computers. The MATLAB development environment was adopted for the software platform. We used the PTB suite to design the synchronous experimental paradigm, including the label cues, task categories, and start and end times of a single task. First, the system is initialized, and relevant parameters are set; then, multiple trials are completed in cycles. In the asynchronous stage, the MATLAB software provides real-time feedback through a graphical user interface (GUI).
C. DESIGN OF THE SYNCHRONOUS EXPERIMENTAL PARADIGM
To test the performance of the system, the synchronous paradigm was designed first. In this paradigm, the subject performs experimental tasks in accordance with preset label prompts presented before each task. Within the MATLAB platform, the PTB software suite was used to design the experimental flow. The duration of a single trial was set to 4 s. The design of the experimental paradigm is shown in Fig. 4 . Fig. 4 shows that the length of each trial was 4 s. First, a 0.3 s audio cue was presented, and then an arrow indicating one of the four directions was displayed on the computer screen, instructing the subject to gaze at the corresponding stimulus source for 3 s. Subsequently, the indicator label disappeared, the screen was set to the black state, and the subject terminated their gaze. The system then entered the recognition phase and presented the real-time recognition result on the screen to provide feedback. The duration of this recognition and feedback phase was 0.7 s; then, the system entered the next trial. We defined four types of labels in advance, i.e., four arrows indicating the stimuli flashing at four different frequencies. The online BCI experiment consisted of four blocks, each consisting of 20 trials. To alleviate visual fatigue and enhance the subject's experimental comfort, a pause state was inserted into every interval between blocks, allowing for the subject to rest for 20 s. Among the 20 trials of each block, a random function was used to perturb the order of presentation of the task categories in order to randomize the task distribution and prevent the subject from predicting the next prompt. Before each subject began this 80-trial test, they performed 20 trials with an equal number of trials in each category. During these initial trials, the recognition result was not displayed after every trial; instead, the accuracy was assessed after all trials were completed. Then, based on the recognition results, the time window and other related parameters were adjusted to optimize the system performance for the 80-trial online test. In addition, we later conducted an online BCI test in the asynchronous paradigm with the subjects who showed good performance in the synchronous stage.
D. DESIGN OF THE ASYNCHRONOUS EXPERIMENTAL PARADIGM
The transition from the synchronous paradigm to the asynchronous paradigm requires two key capabilities: the ability to switch between the idle and working states of the system and the ability to output continuous, smooth and accurate control commands in the working state. In this paper, we use the alpha amplitude for state switching and the SSVEP signals for direction control. To enable the conflict-free integration of alpha waves and SSVEPs, the following details must be considered: (1) In a sequential design, the tasks associated with each signal mode do not overlap. The alpha wave signal is mainly generated in the closed-eye state, whereas SSVEPs are generated when the eyes are open. (2) Different feature extraction strategies are used for the two types of signals. Alpha wave recognition relies on calculation of the PSD in a specific frequency band, and the detection status is determined by setting an appropriate threshold. Effective SSVEP recognition typically relies on the CCA algorithm. The main challenge in an asynchronous BCI system is the difficulty of distinguishing the working state from the idle state during continuous EEG signal acquisition. When a subject's eyes are open, the alpha waves are generally not obvious, but when their eyes are closed, the alpha waves are very evident. Therefore, by using this neurophysiological feature, a user can control the alpha wave amplitude to realize switching between the working and idle states in our BCI system. The algorithm for implementation of the asynchronous BCI paradigm is shown in Fig. 5 .
1) STEP 1: STATE SWITCHING
In this system, the subject achieves state switching by means of signals generated by autonomously controlling the alpha wave rhythm. The experimental process corresponding to the experimental results shown in Fig. 6 is as follows. EEG data collection lasted approximately 60 s. During this period, the four stimulus sources around the computer monitor flashed continuously, and the subject performed an experiment consisting of four consecutive events, each composed of three time periods. The details of these events are shown in TABLE 1. For all four events, during the first time period, the subject's eyes gazed at the center of the computer screen for approximately 5 s; during the second time period, the subject's eyes gazed at one of the four stimulus sources for approximately 5 s; and during the third time period, the subject's eyes were closed for 1, 2, 3 or 5 s. The purpose of this experiment was to determine the eye closure duration necessary to control state switching. The timing was controlled silently by the subject; for example, the subject was asked to mentally count from 1 to 5 to represent 5 s. After this sequence of four events, the subject randomly scanned with their eyes for approximately 5 s. The corresponding experimental process is shown in Fig. 6 .
The data were collected from the single EEG channel at the Oz position. Fig. 6 shows various transformations of the EEG signal from this lead. In Fig. 6 , the first and third rows show the signal waveform in the time domain before and after filtering, respectively. For bandpass filtering, the fir1 and filtfilt functions in MATLAB were used, corresponding to the range from 8 to 13 Hz with 192 orders. The second and fourth rows show the variance calculated every 200 ms over a sliding window of 1000 ms before and after filtering, respectively. With this calculation approach, there is 800 ms of overlap in the data contained in adjacent windows, and five results are calculated per second. The calculation steps performed to obtain the results shown in the fourth row of Calculate the mean square deviation as the threshold for state switching. The average calculation time for a single window was 1.2 ms, and the data update time was less than 40 ms, satisfying the requirements for online calculation.
The results shown in Fig. 6 indicate that the alpha waveform is easier to observe after bandpass filtering and that the threshold coefficient for state switching can be better distinguished using the sliding window algorithm. Second, with an increase in the eye closure time, the maximum amplitude gradually increases. Once it has increased to a certain value, the amplitude becomes approximately constant. The fourth row of Fig. 6 shows that the magnitudes of the eigenvalues extracted for Time 1 and Time 2 are not much different; however, they are significantly smaller than those for Time 3.
Various eye closure durations were tested during Time 3. The signal amplitude gradually increases with increasing eye closure time. Once the eye closure time exceeds 4 s, the amplitude gradually stabilizes. Thus, a subject can independently switch the system state by means of alpha waves generated by closing their eyes. The system state is represented by values of 0 and 1 (0 represents the idle state, and 1 represents the working state). The initial state is set to 0. When the alpha threshold is exceeded at five consecutive time points, state switching is triggered. At this time, the system suspends alpha threshold detection for 10 s and sends sound feedback to the subject as a reminder to exit the closed-eye state and enter the working state. Additionally, during our experimental procedure, an option to switch from the working state to the idle state was provided. The logic is expressed as follows: control command output = system state & control command. The system can issue nonzero control commands to control the four-directional movement of the task target only when it is in the working state. When the control command is 0, the task target remains stationary; that is, its position remains unchanged.
2) STEP 2: SMOOTH COMMAND OUTPUT
For the online asynchronous paradigm, because data transmission is carried out in blocks, that is, the EEG amplifier sends data once every 40 ms (i.e., 25 times per second), a point-by-point operation strategy would not be compatible with the system requirements. Instead, in the system described in this paper, we use a sliding window mechanism and a voting strategy, as shown in Fig. 7 . For a sliding-window BCI system, the selections of the window length and step size greatly influence the online performance. The window length is defined as the length of the data sample used to extract EEG features. The step length is the window length minus the amount of data overlap between two adjacent windows, that is, the time elapsed between consecutive data updates. The design principle is to shorten the sliding time window as much as possible while ensuring that EEG features can be extracted effectively. According to an analysis of the measured data and based on the consideration of multiple factors, the sliding time window length for most subjects should be 1 s, and the step length should be 40 ms; thus, the amount of overlap between one window and the next is 960 ms. The data are updated every 40 ms, and recognition is performed once with each update; thus, 25 results are obtained per second. To avoid frequent changes in the recognition results per unit time and improve the accuracy of the final judgment, a voting strategy was applied to the 25 recognition results obtained within the 1 s period prior to the current moment. Finally, the category label with the largest number of votes is identified as the direction control command, as long as that number of votes is greater than a certain threshold; otherwise, the output result will be 0. Hence, instructions are sent to the external control system, not every 40 ms but every second, making the external output control smoother and more accurate.
Notably, the average time per recognition in the current system is 4 ms, which is less than 40 ms. This ensures that the system will not suffer from data overflow if the recognition process takes longer than usual and satisfies the requirements for online operation. Setting appropriate threshold conditions is a key requirement for the sliding window-based probabilistic voting algorithm designed in this paper. If the threshold is too high, the false alarm rate of the system will be low, fewer directional control instructions will be issued per unit time, and the sensitivity will be reduced. If the threshold is too low, the number of directional control instructions issued per unit time will be high, and the sensitivity will be improved, but the false alarm rate of the system will increase accordingly. The default probability threshold parameter is set to 0.5, meaning that when the same direction category is recognized more than 12 times in a 1 s time window, a nonzero recognition result will be output to the feedback link. This parameter can also be dynamically adjusted depending on the needs of the application. Although the CCA algorithm offers high efficiency, one shortcoming is that when a subject is not gazing at a particular stimulus target, they may still achieve a maximum correlation coefficient, leading to incorrect recognition results. The probabilistic judgment strategy prevents this undesirable behavior. Due to the relatively random distribution of the results of CCA recognition when the subject is not gazing at a target, it is difficult for the threshold to be exceeded for any particular category during voting in this case. When the threshold is not exceeded, zero instructions are sent to the external device. In contrast, in the working state, the subject will continuously gaze at a stimulus source; consequently, 25 recognition results will be generated within 1 s. These results may not be identical, but they have the highest probability of corresponding to the stimulus source being gazed at by the subject. The SWVD strategy overcomes the inaccuracy of single measurements and ensures the output of relatively accurate, continuous control commands.
E. RECOGNITION ALGORITHMS AND PERFORMANCE EVALUATION
Feature extraction and classification algorithms are key aspects of the implementation of a BCI system that determine the system performance [53] - [56] . The CCA algorithm is a multivariate statistical analysis method that measures the underlying correlation between two multidimensional variables [57] . There are two input variables: the first is the observed signal X after preprocessing, and the other is the reference variable Y related to the stimulus frequency. The larger the correlation coefficient is, the closer the relationship between the two data sets. First, we wish to find the appropriate vectors W X and W Y to achieve the maximum correlation coefficient between x = X T W X and y = Y T W Y . This problem can be expressed as:
Here, ρ(x, y) is the correlation coefficient between x and y. E[·] denotes the expectation operation. Notably, SSVEPs exhibit obvious periodicity, and there is a rhythm assimilation phenomenon, meaning that there is a frequency component in the spectrum of the induced EEG signal that is a multiple of the stimulation frequency. Evoked potentials exist at the fundamental frequency, at twice the fundamental frequency and at three times the fundamental frequency [58] . Therefore, when the frequency for the recognition task is f , the corresponding reference vector is set to Y f :
. . .
In this equation, N is the number of sampled data points, Nh is the number of harmonics, and fs is the sampling frequency. In our system, the frequencies for recognition are defined as f = [8 Hz, 9 Hz, 10 Hz, 11 Hz]. Therefore, the data are bandpass filtered to the range of 5-45 Hz. Then, standard CCA recognition is performed. We calculate the correlation coefficients between the observed signal and each of the four stimulating frequencies, and the maximum value is used to determine which LED the user is gazing at. The target frequency is computed as follows:
In recent years, improved variants of the CCA algorithm have been developed. Among them, filter bank canonical correlation analysis (FBCCA) is one of the more effective classification algorithms [59] . The core idea of the FBCCA algorithm is illustrated in Fig. 8 . It consists of three steps: (a) division of the filter components into N subbands, (b) CCA-based analysis of the SSVEP subbands and sine-cosine reference signals, and (c) target recognition. First, each subband component (n = 1, 2, . . . , N) is extracted from the original EEG signal X by a zero-phase Chebyshev I-type infinite impulse response (IIR) filter. A typical correlation coefficient with a sinusoidal reference signal corresponding to each stimulation frequency is determined. For the kth stimulus frequency, the correlation vector consists of N correlation coefficients:
The correlation coefficient corresponding to each subband component is squared and then multiplied by a corresponding weight coefficient, and the results are summed to obtain the feature for target recognition:
where n is the subband index. Since the SNRs of the SSVEP harmonic components decrease as the response frequency increases, the weight coefficients for the subband components are defined as follows: w = [1:10]^(−1.25)+0. 25 . The reference signal frequency corresponding to the maximum correlation coefficient is identified as the target. Since the different harmonic SSVEP components have different spectral characteristics, the filter bank method has great potential to improve the accuracy of CCA-based frequency identification.
In the design of a BCI system, the first step is to ensure that accurate control commands can be output; therefore, the recognition accuracy is the primary evaluation criterion. In addition, the ITR is an important indicator for evaluating the performance of current BCI systems; it is defined as follows:
where N is the number of targets, P is the recognition accuracy, and T is the single-target recognition time. More details about (6) can be found in [1] . From this formula, we can see that we can take the following approaches to improve the ITR: increase the number of targets, improve the recognition accuracy, or shorten the target recognition time. However, these three objectives restrict and influence each other. Therefore, we should balance the trade-off among these three parameters in accordance with the application scenario. In this study, for the experiment in the synchronous paradigm, we set the stimulation time for a single trial to 3 s, plus 1 s for the task prompt and result feedback, to ensure that most subjects would achieve good accuracy.
III. EXPERIMENTAL RESULTS

A. SYNCHRONOUS PARADIGM: BCI SYSTEM
All 18 participants participated in the synchronous test. For each subject, data were collected from 80 trials, each with a sampling frequency of 1000 Hz and a duration of 3 s. To reduce the computation and memory costs, all data epochs were downsampled to 250 Hz. All 9 electrode channels were selected, and all channels were re-referenced. Then, the standard CCA algorithm was applied, with the number of harmonics set to 3. The average recognition accuracy for all subjects was 95.42±3.35% (standard deviation, STD), and the corresponding ITR value was 33.65±4.31 (bits/min). Most of the subjects achieved high accuracy in the synchronous mode. These findings verify the effectiveness of our system design and were used to support the development of the asynchronous BCI algorithm. Note that although the accuracy was high, because the time length of a single trial was 3 s, the time taken to achieve these results was relatively long, which affected the ITR parameter.
B. INFLUENCE OF THE STIMULATION TIME WINDOW ON THE RECOGNITION ACCURACY
In a practical BCI system, as long as the desired recognition accuracy is guaranteed, the stimulation time of the system should be as short as possible to achieve high sensitivity.
Therefore, we analyzed the data collected from all subjects to investigate the influence of the stimulation duration. First, we observed the effect of increasing the duration of the stimulus window on the accuracy. The first strategy was to fix the starting point and gradually increase the termination point of the window, the second strategy was to fix the termination point and gradually move the starting point forward, and the third strategy was to fix the window length and move the starting and termination points forward simultaneously. In strategy 1, the starting point of the data window was set to 0 s, and the window length was increased in increments of 0.3 s, corresponding to windows of 0.3-3 s in duration. The purpose was to observe the effect of an increase in the length of the time window on the accuracy. The recognition results are shown in Fig. 9 . The abscissa represents the termination point of the stimulation time window, and the ordinate represents the recognition accuracy. Fig. 9 shows that the accuracy for all subjects increased as the length of the stimulation time window increased. For fifteen of the subjects, an accuracy of greater than 90% could be achieved with a window length of 3 s; for a few subjects, similarly high accuracies could also be achieved for window lengths of 2 s or 1.5 s. When the length of the stimulus window was less than 0.6 s, the recognition accuracy was approximately 25%, which is close to the uniform random probability for 4 recognition targets. With a window size of greater than 0.8 s, the accuracy began to gradually increase. Compared with the evoked response time of 0.14 s and the gaze shifting time of 0.5 s in [60] , the delay time reported in this paper is longer. To analyze the reasons for this difference, we considered the influence of the time window length from a different perspective.
For comparison, strategy 2 was designed as the opposite of strategy 1: the termination point of the data window was fixed, and the starting point was gradually moved to later time points, causing the window length to decrease. The initial time window duration was set to 3 s, and the starting time point was varied from 0 to 2.7 s in increments of 0.3 s, resulting in stimulation time windows varying from 3 to 0.3 s. The corresponding accuracy results are shown in Fig. 10 . Fig. 10 shows that, for starting times earlier than 1.5 s, the accuracy for most subjects was higher than 90% and was basically stable with little change. Once the starting point was shifted to 1.5 s, the accuracy slowly declined with a further decrease in the window length. The accuracy for most subjects was approximately 85% when the starting point was at 2.1 s, corresponding to a window length of 0.9 s. For starting points later than 2.4 s, when the data window length was less than 0.6 s, the accuracy decreased significantly to approximately 70%. Fig. 9 shows that the accuracy increased gradually as the termination point was shifted to later times with a fixed starting point of 0 s. Once the stimulation time duration increased to more than 1 s, the accuracy began to increase rapidly. In contrast, if the data in Fig. 10 were to be reversed to represent a shift in the starting time from later to earlier times with the termination point fixed at 3 s, corresponding to a gradual increase in the stimulation time, these data would suggest that the accuracy markedly increases once the stimulation time is longer than 0.4 s. There is a considerable difference between these findings. To analyze the reasons for this difference, we analyzed the influence of the third strategy.
This strategy was to observe the recognition effect for different stimulus periods with a fixed time window length to facilitate more accurate analysis. The length of the time window was fixed to 0.6 s, and the starting and termination points were simultaneously shifted in increments of 0.2 s; the termination points were varied from 0.6 to 3 s in increments of 0.2 s, and the starting points were gradually increased from 0.0 s to 2.4 s accordingly. The corresponding recognition results are shown in Fig. 11 , where the abscissa represents the termination point of the sliding window and the ordinate represents the recognition accuracy. With a fixed time window length of 0.6 s, the accuracy gradually increases and then stabilizes as the sliding window moves toward later times. Initially, the accuracy is close to 0.25, i.e., the uniform random probability. When the termination point reaches 0.8 s, the accuracy begins to increase slightly; thus, it can be concluded that for most of the subjects, effective evoked potential features can be extracted only from EEG data collected after 0.8 s or later. Once the termination point was increased to 1.6 s, the accuracy tended to be stable, and there is no obvious change trend. Second, there are obvious differences among different subjects. When the window was shifted to later times, an accuracy of 90% or greater could be maintained for five subjects. However, the accuracy for most subjects was approximately 70%, which is relatively low; for a small number of subjects, the accuracy was unstable. Therefore, for most subjects, a sliding window duration of 0.6 s is slightly too short, indicating that the duration should be increased appropriately.
The results obtained by applying the above three strategies show that the initial recognition effects are not ideal. This finding may be attributed to the following two factors. Since the four targets are placed on the four sides of the computer screen, it may take a long time for a subject's eyes to shift from the center of the screen to its edge to focus on the designated stimulus target. Second, there are individual differences among subjects. The response times of different subjects to stimulus tasks differ, the times elapsed between receiving the task prompt and generating the evoked EEG signal are different, and the degrees of the evoked effect differ among the different subjects.
C. SETTING THE LENGTH OF THE ASYNCHRONOUS SLIDING WINDOW
For asynchronous BCI operation, there is a need to assess how the stimulation time under a stable stimulation source affects the performance and to shorten the stimulation time as much as possible while ensuring the desired recognition accuracy to improve the sensitivity of the system. The previous results indicate that, for our SSVEP-based BCI system operating in the synchronous stimulation mode, the collected EEG signals of the evoked potentials are relatively stable in the later stage of each experiment. However, in the earlier stage, the recognition results are relatively poor due to the transmission delay. For the asynchronous operation of the SSVEP-based BCI system, because there is no marker to mark the starting point, the subject simply continuously gazes at the target, and the target and time are controlled by the subject in accordance with the application scenario. Moreover, different subjects show individual differences in the response time and in the evoked amplitude and frequency band when presented with a stimulus task. Therefore, in the design of the asynchronous BCI paradigm, the window length and step size for the sliding window should be suitable for the subjects. For comparison with the previous window length of 0.6 s, we increased the length of the sliding window to 1 s, and the corresponding recognition results are shown in Fig. 12 . The experimental results presented above show that for most subjects, with stable evoked EEG signals, a recognition accuracy of approximately 85% can be achieved for a stimulation period of 1 s. Obviously, increasing the stimulus duration can effectively improve the recognition accuracy.
The disadvantage is that, with the corresponding increase in the data buffering time, the time delay increases and the sensitivity decreases. Fig. 11 shows that when the sliding window length is set to 0.6 s, the accuracy is relatively low. Based on a comparison with the results in Fig. 12 and after careful consideration, the initial sliding window length was set to 1 s for most subjects. During the test, if a subject could not successfully control the movement of the moving target, the sliding window length could be increased appropriately; thus, personalized parameters could be set for individual subjects to improve the system performance.
D. PERFORMANCE DEMONSTRATION OF THE BCI SYSTEM OPERATING IN THE ASYNCHRONOUS PARADIGM
To demonstrate the results achieved through asynchronous control, once the development of the system had sufficiently progressed, 6 subjects participated in a single-objective experiment, and 12 subjects participated in a multiobjective asynchronous experiment. Asynchronous BCI systems are very suitable for application scenarios such as wheelchair or vehicle control. By means of continuous output commands, a target can be controlled to move smoothly. To visualize the recognition results, we simulated a corresponding application scenario and displayed the results on the screen; in the GUI of the MATLAB software platform, a green ball was used to simulate the moving target, and a blue ball was used to simulate the terminal position. By gazing at the four stimulus modules distributed around the computer monitor, the subjects converted EEG signals into control commands corresponding to four directions and thus controlled the green ball to move into the target area. Once the moving target succeeded in reaching the terminal position, the blue ball turned into a red ball at a scale close to that of the computer monitor. We set the maximum horizontal and vertical scales to 80 and 50, respectively, with a resolution of 1.
The feedback results shown in Fig. 13 show that the initial positions for subjects S1 and S2 were set at the center of the screen, and the ending points were determined by a random function. Both S1 and S2 completed their tasks effectively. However, for S2, the path planning had some shortcomings; the starting and ending points were close to each other, and the task was too simple. Therefore, in the path initialization stage for subsequent trials, the starting and ending positions were both set using a random function. To prevent the distance between the center points of the two locations from being too close to one another, a limiting condition was set in the random function used to generate the two locations, ensuring a minimum distance of 40 between the two points. Moreover, to prevent the ending point from being too close to the boundary, in which case it would be too easy for the moving target to exit the defined field of movement, a minimum distance of 4 between the ending point and the boundary was enforced. If these two conditions were not met, then the initialization process was repeated. This strategy was applied in the trials performed by subjects S3-S6. Subjects S3, S4 and S5 effectively accomplished their experimental tasks, whereas S6 showed relatively poor performance.
To more clearly demonstrate how the system can be used to control the free movement of a target in four directions while enhancing the enjoyment of brain-computer interaction, we also designed a GUI for a multiobjective mode in which the computer screen is divided into four areas, a target ending point is designated in every area, and the locations of these targets are determined by a random function. Again, the ranges of the ending points were limited based on boundary considerations to prevent the moving ball from coming too close to the edge and easily escape the boundary. In this mode, the starting point of the moving ball was fixed at the midpoint of the screen. The starting and ending points were represented by green and blue balls, respectively. The moving ball and the four target positions each have a radius of 2. An example of a corresponding test schematic is shown in Fig. 14. When the linear distance between the starting point and the ending point is less than 3.2, the system considers that the target area has been reached, and the colors of the target and the moving ball change to red; when all the targets turn red, it indicates that the task has been successfully completed. For the whole experiment, the longest time permitted to complete the task was 4 minutes. If this maximum time was exceeded, the experiment was terminated early. During each experiment, we recorded the EEG data and the motion trajectory of the target ball for playback and data analysis. For the interface scenario described above, an example of the corresponding experimental results fed back to subject S7 is shown in Fig. 15 . Each ''+'' symbol corresponds to a point on the path traveled by the ball. The distance between two adjacent ''+'' symbols is defined as the step length, which can be adjusted to control the movement speed. In this system, this parameter is set to 2 by default. Four lines with arrows were later added to the graph to show the general movement direction of the target. Subjects S7-S18 participated in the multitask experiment, and the corresponding movement trajectories recorded in the asynchronous control mode are shown in Fig. 16 . All subjects successfully completed their experimental tasks. Most of the subjects achieved good results and completed their experimental tasks within the specified time. However, S17 and S18 showed some deviations in terms of accurate position control. Throughout the course of the experiment, these subjects bypassed many superior routes, and their test results were slightly worse than those of the other subjects. Nonetheless, when the time parameter of the sliding window was adjusted to 1.5 s, S17 and S18 finally accomplished their tasks. Each subject participated in our questionnaire after the end of the experiment. We asked them to comment on the stimulus model and give some suggestions for system optimization.
The responses indicated that most subjects thought that this asynchronous paradigm was user-friendly and intuitive to operate. All subjects were able to accept this type of stimulation mode, visual stimulation fatigue was not obvious during the experiment, and no one expressed discomfort. They also felt that participating in this experiment was an interesting and meaningful experience.
IV. DISCUSSION
In this section, we describe the problems encountered in the implementation of the system and how to solve them and discuss several factors that affect the performance of the BCI. In addition, we summarize the advantages and shortcomings of our existing system and discuss some possibilities for improvement.
A. INFLUENCE OF STIMULUS MATERIAL SELECTION ON THE RECOGNITION RESULTS
The experimental paradigm designed in this paper requires a stable stimulus source; therefore, an external stimulus source that can exhibit continuous flickering is needed. To build the BCI system designed in this paper, the first key step is to find a stable and effective stimulus source that can replace the computer monitor. The SSVEP amplitudes in the lowfrequency region are obviously larger than those in the highfrequency region, and a stimulation frequency near 10 Hz corresponds to the fundamental SSVEP frequency with the highest amplitude. If visual fatigue at low frequencies could be reduced, it would have significant positive implications for practical engineering [61] , [62] . However, there have been relatively few studies on the effect of material selection for visual evoking stimuli. We made a variety of attempts to reduce visual fatigue by selecting different types of stimuli. To ensure that the experimental environments were similar, we collected synchronous EEG data from the same subjects under the same background illumination conditions with six different stimulus types: a high-brightness LED, a luminous LED covered with 3 mm of expandable polyethylene (EPE), a luminous LED covered with 15 mm of EPE, an LED backlight with a small area, an LED backlight with a large area and an LCD monitor. The parameters of the stimulus material are described in TABLE 2, and the effect comparison diagram from the corresponding test is shown in Fig. 17 . The experimental process was as follows. Initially, we wanted to induce EEG signals directly using ST1. However, during the actual measurement process, we found that the brightness of the LED was too intense and that the subjects could not gaze directly at this stimulus source for too long; therefore, ST1 is unacceptable as a long-term stimulus source. To address this problem, we adopted a strategy of covering the bright LED with 3 mm of EPE, which is a highly dense foam product generated from low-density polyethylene as the main raw material. When light passes through this medium, the brightness decreases, thus making the stimulus source more suitable for the subjects. In ST3, the thickness of the EPE layer is increased, further decreasing the brightness intensity of the stimulus, blurring the distinct center point, increasing the range of distribution of the light source and making the brightness more uniform. The results show that with ST2 and ST3, the accuracy did not decrease with the decrease in stimulus brightness, as might have been expected; instead, it increased significantly. There are two possible reasons: first, the decreased brightness of ST2 and ST3 allows for subjects to gaze directly at them for a longer time, second, the diffusive layer distributes the light more uniformly and makes it less likely to spill out beyond the edges of the light fixture, thus reducing the crosstalk among the four stimulus sources. To verify this hypothesis, we tested LED backlights with even more uniform light distributions, i.e., ST4 and ST5, with two different stimulation areas. The stimulating effect of these backlights was comparable to that of ST2 and ST3, and the effect improved with an increase in the stimulation area. For ST6, the LCD computer monitor was used as the stimulator, with the four targets located inside the screen.
Each target was square with a side length of 4 cm. Compared with the previous stimulus materials ST1 to ST5, the light distribution of ST6 is the most uniform and closest to the center of the screen. In addition, the time needed for the subjects to shift from the center of the screen to the task target was the shortest. The experimental results show that a stimulus source with a uniform distribution and moderate area can provide higher accuracy than an LED while producing relatively soft light, effectively reducing visual fatigue and enabling the generation of continuous control commands in the online asynchronous BCI system. Notably, the fact that ST6 produced the best effect among the tested stimulus types provides further support for the widespread use of stimulus sources based on computer monitors in BCI research.
B. ATTEMPTS TO IMPROVE THE RECOGNITION ALGORITHM
More than two decades ago, the classical SSVEP recognition algorithm was developed. This algorithm functions primarily by detecting the peak amplitude of the EEG signal spectrum. First, the discrete-time Fourier transform is applied to the collected EEG data, and PSD analysis is carried out; the frequency corresponding to the highest peak is identified as the stimulus frequency [37] . Friman Ola et al. applied the minimum energy combination (MEC) strategy for different channels and achieved an average accuracy of 84% with 6 different visual stimulus frequencies and 1 s signal segments [63] . In 2007, Lin et al. first used the CCA method in an SSVEP-based BCI system. This algorithm has the advantages of a shorter time window for data collection, higher computational efficiency, higher accuracy and stronger robustness than previous algorithms. It has gradually become the most widely used algorithm in SSVEP research [64] . Since SSVEPs contain various frequency band characteristics, Chen et al. introduced a filter bank strategy into the CCA algorithm, developing the FBCCA algorithm to further improve the accuracy and ITR [59] . A comprehensive comparison of the various improved SSVEP recognition methods discussed above shows that frequency band coding is the main method used for evoked EEG signals. Therefore, the filter type and frequency band selection are very important aspects of a recognition algorithm [65] . A CCA-based algorithm is adopted as the sliding window-based recognition algorithm used in this paper because of its advantages in terms of accuracy and efficiency. To demonstrate these advantages, we considered 6 algorithms for comparison. The detailed descriptions and parameter settings of these algorithms are shown in TABLE 3.  TABLE 3 shows that the traditional CCA algorithm is adopted for CCA1 to CCA4, with differences in the selected filter type. The FBCCA1 and FBCCA2 algorithms differ in their frequency band selection strategies. In the former, the starting frequencies of the filter bands gradually increase, and the cut-off frequency is fixed; in the latter, the starting frequency is fixed, and the cut-off frequencies gradually decrease. With the application of the sliding window algorithm, the data stream was updated every 40 ms. The previously presented data analysis results for the sliding window algorithm show that the performance in the later period is better for each trial. Based on this finding, we fixed the termination point of data collection and varied the starting point from later times to earlier times, selecting 6 time periods corresponding to gradual increases in the time window length from 0.5 s to 1.0, 1.5, 2.0, 2.5 and 3 s. The average recognition results obtained with the above six classification algorithms for all subjects are compared in Fig. 18 . Fig. 18 shows that the CCA1 algorithm, with no prefiltering, has the highest accuracy in the different time segments. After filtering with three different types of filters, the accuracies of the CCA2, CCA3 and CCA4 algorithms are not significantly improved; in fact, they are lower than that of the CCA1 algorithm. When the data length is short, such as 0.5 s, the accuracies of the six algorithms are significantly different. Once the data collection time increases to 1.5 s, the recognition results of the six algorithms show little difference. According to [59] , the FBCCA algorithm usually achieves a higher classification accuracy than that of singlefrequency-band filters; however, in this paper, the accuracy of FBCCA1 is lower than those of the previous four algorithms. Nevertheless, when the filtering strategy is changed to that adopted in the FBCCA2 algorithm, the accuracy is significantly higher than that of FBCCA1 and close to the recognition results of the previous 4 algorithms. There are several possible reasons for these findings. First, when we collected the EEG data, the hardware filter of the EEG amplifier was set as a bandpass filter with a band of 0.5∼45 Hz, which is relatively narrow in scope. Therefore, the CCA1 algorithm (without filtering) could still achieve very high accuracy. Second, the classification accuracies of different algorithms for different classification tasks are not completely similar. In addition, the number of categories considered in this paper is 4, which is relatively few. At the time of the development of this experimental paradigm, some of the subjects who participated in the experiments had previously performed character spelling experiments involving 40 tasks. When the bandpass filter range of the EEG amplifier was set to 0.5∼100 Hz, the classification accuracy of the FBCCA algorithm was better than that of the CCA algorithm, consistent with the previous report [59] .
The ITR is also an important index for evaluating a BCI system. Although the recognition accuracy of our system for a data length of 3 s is high, the ITR value is not high due to the relatively long recognition time for the data from a single trial. Using the sliding window recognition algorithm, we converted the accuracy results shown in Fig. 18 and the corresponding stimulus times into ITR values; the results are shown in Fig. 19 . Figs. 19 and 20 reveal that when the recognition time in the sliding window algorithm is approximately 1 s, the accuracy is 85% to 90%, and the corresponding ITR value is the highest-more than 80 bit/min-which is significantly improved compared with the previous results for the 3 s window length in the synchronous paradigm. When the sliding window time duration is increased to 1.5 s, the accuracy is improved, but the ITR also decreases. To achieve a trade-off between accuracy and sensitivity, the default window length of the system was set to 1 s because we apply the SWVD strategy to the control command output, thus improving the accuracy. In addition, there are individual differences among different subjects, and better recognition effects can be achieved with personalized parameter settings. When the recognition accuracy is poor for an individual subject, we can increase the sliding window length to 1.5 s, thereby improving the accuracy and reducing the sensitivity, allowing for the subject to autonomously control the asynchronous BCI system.
An online system needs to be able to detect the system state in real time and output commands with a small time delay; therefore, the execution efficiency is also an important evaluation index. For the same hardware environment described above, we selected the data collected from subject S1 in the synchronous experiment, divided the data into various time segments for testing, and calculated the execution times for each of the above six algorithms. Finally, the results for all 80 trials were averaged to obtain the typical calculation time for a single trial, and the experimental results are shown in Fig. 20 . The results of the execution efficiency test show that, as the window length increases, the execution times of all six algorithms increase slightly, but this increase is not obvious. Among all the algorithms, CCA1 has the highest execution efficiency, with an average execution time per trial of approximately 4 ms. The execution times of CCA2 to CCA4 are slightly greater than those of CCA1. Nevertheless, the single-trial execution times of the first four methods are mostly less than 10 ms, whereas the latter two algorithms have execution times of approximately 70 ms, representing a significant increase.
The CCA2 and CCA4 algorithms use IIR filters whereas CCA3 uses a finite impulse response (FIR) filter. Compared with an FIR filter, the advantage of an IIR filter is that it can satisfy the same filtering requirements with a smaller order. Although an IIR filter has a nonlinear phase, the data processing mode in MATLAB is discrete, meaning that all data sequences are used for filtering. This allows for the existence of a zero-phase filtering method, which can be implemented by using the filtfilt function to eliminate the nonlinear phase offset of the IIR filter. The computation time of the CCA2 and CCA4 algorithms is similar whereas that of CCA3 is slightly increased.
In addition to the selection of the filter frequency bands, the number of harmonic frequencies considered, which is closely related to the range of the filter frequency bands, also affects performance. We applied the CCA1 algorithm with different numbers of harmonics (1 to 6). After experimental verification, three harmonics was found to be the optimal number for our recognition algorithm.
C. DISCUSSION OF CHANNEL SELECTION AND OPTIMIZATION
A practical BCI should use as few electrodes as possible because reducing the number of electrodes can reduce the hardware cost and the time and effort needed for experimental preparation. We analyzed the 3 s duration EEG data collected under the synchronous paradigm. First, single channels were selected for individual analysis. The distributions of the accuracy for all subjects are shown in Fig. 21 . The position of a single electrode greatly influences the accuracy, and the EEG data collected from Oz offer the highest accuracy. In addition, in accordance with the weight coefficients and electrode positions, we tested combinations of various numbers and observed the effect of an increasing number of channels on the recognition accuracy. Notably, the EEG signals are not spatially filtered with a common average reference. The combinations are shown in TABLE 4.
The recognition results corresponding to the selected EEG electrode combinations discussed above are represented as boxplots in Fig. 22 .
As seen from Fig. 22 , the number of channels greatly influences the recognition accuracy. The Oz electrode contributes the most to the accuracy, and the accuracy can be improved by adding auxiliary electrodes. The results in TABLE 4 and Fig. 22 show that, even if fewer electrodes are selected, a high accuracy can still be achieved as long as the main electrode is included. After a certain number of electrodes are added, the accuracy gradually stabilizes and stops increasing. Even when some electrodes experience large disturbances, high accuracy can still be maintained, indicating that the CCA algorithm provides good robustness in an SSVEP-based system. Our results are basically consistent with previously published SSVEP data [66] .
D. COMPARISON WITH EXISTING SYSTEMS' PERFORMANCE
The existing multiple asynchronous BCI systems have different advantages and disadvantages due to different types of EEG and application strategies, and application in many different scenarios. Therefore, it is difficult to evaluate the performance of these systems with a uniform standard. Commonly used evaluation indicators include the accuracy, ITR, sensitivity, convenience, and false-positive rate (FPR). Therefore, we need to comprehensively evaluate different systems. In [38] , an asynchronous BCI system was implemented, which could effectively reduce visual fatigue by high-frequency SSVEP. However, the algorithm was based on PSD, its sliding window time was 1.5∼2 s, and the recognition accuracies of 6 subjects changed from 65% to 100%. The CCA algorithm used in this paper is recognized as having higher accuracy and better robustness in a shorter time window than those of the PSD algorithm [45] , [64] , [65] . In our asynchronous paradigm, the data length of the sliding window is shortened to 1 s, and the CCA algorithm has high execution efficiency, with an average execution time per trial of approximately 4 ms. In the asynchronous working state, an adaptive sliding window algorithm is adopted, in which the data are updated and recognition is performed every 40 ms, and voting-based judgment is performed on the last 25 recognition results every second. Accurate control commands can be continuously output with high sensitivity and a short delay time, satisfying the requirements for the online operation of an asynchronous BCI system. In [40] , Xia et al. demonstrated the potential of the CCA algorithm for asynchronous SSVEP-BCI applications, but the asynchronous method was different from that in this paper and used a threshold of CCA coefficients to distinguish IC from NC states. However, this system was prone to poor performance in a small number of subjects when there was an imbalance between the IC and NC states. For the recently developed asynchronous BCI speller systems in [43] and [44] , the stimulation time of a single trial was further shortened, but the number of optional targets exceeds 28. Thus, they are the fastest two asynchronous BCI systems to date. The BCI in [43] is based on mixed-coded visual stimuli and the BCI in [44] is based on code-modulated VEP, both of which require some additional laborious training. Compared with the two systems, our system requires no training, which can reduce the burden on the user. In addition, there is no time interval between two adjacent trials, and the system is completely asynchronous and continuous.
In summary, the contributions of this article are as follows. First, the proposed system can output continuous and smooth control commands based on SSVEP with the SWVD CCA algorithm. The algorithm adopted in this paper has high recognition accuracy and execution efficiency, meeting the requirements for real-time transmission of asynchronous online systems. Second, the subjects autonomously switched between the idle and working states by controlling the alpha amplitude, so this mode is user-friendly. The questionnaires showed that this hybrid mode was easily accepted by the participants and could reduce visual fatigue to some extent. In addition, four optimized LED-based stimulus sources were distributed around the computer screen; in this design, the user can gaze at the stimulus sources to induce the precise and stable control commands and can observe real-time feedback displayed on the screen. Therefore, the related research work in this paper has positive significance for the online development of BCI systems in some special scenarios.
E. SHORTCOMINGS OF THE EXISTING SYSTEM AND FUTURE IMPROVEMENT OBJECTIVES
In addition to achieving better human-machine interaction and coordination, the inherent functionalities of a practical BCI system should be improved as much as possible. However, limited by the current level of scientific and technological development, there is a considerable gap between the existing BCI technology and practical needs in terms of stability, applicability and controllability. The solution to these problems will require innovations and breakthroughs in key technologies [67] . The BCI system designed in this paper also has some shortcomings. In the future, we will attempt to further improve the system performance in the following respects.
Stimulus type: Currently, only four stimulus targets are provided, enabling the generation of control commands corresponding to four directions. In the future, 4 additional stimulus sources will be added at the four corners of the computer monitor to enable the output of 8-directional control commands. The ITR value can be further improved by increasing the number of commands that can be recognized. Related research reported in [68] indicates that with highfrequency stimulation, users are less likely to observe changes in frequency than with low-frequency stimulation, which can reduce the visual fatigue caused by SSVEP evocation. Therefore, in the future, we will also test stimulation in the high-frequency range to reduce the ease with which subjects become fatigued and allow for them to spend a longer time in the working state.
Hardware cost: A practical BCI system is preferably lowcost or wearable, using as few EEG channels as possible [69] , [70] . For the system reported in this paper, the cost of the EEG acquisition equipment is rather high. It is necessary to record multichannel EEG signals using standard equipment, optimize the selection of the EEG electrodes, and provide personalized parameter settings for individual subjects. To make our BCI system more practical, specific low-channel amplifiers will be designed with flexible and adjustable amplification, and we will implement the ability to set the filter frequency range, thus facilitating the construction of a low-cost online BCI system. In our early work [71] , a single-channel acquisition circuit was designed; the current work represents the next step of expanding to multichannel acquisition.
Asynchronous mode fusion strategy: Hybrid BCI systems represent a new direction of BCI research in recent years and offer the possibility of further improving BCI performance. In addition to combining EEG signals to enable different functions, hybrid BCI systems can use bioelectrical signals other than EEG signals to expand the system functions. Inspired by a previous study [72] , in addition to using the alpha wave amplitude for state switching, as described in this paper, another channel can be added to synchronously record the EOG signal and count the number of blinks in a sliding window. Because the EOG signal has larger amplitude than the EEG alpha signal, the recognition time can be shorter [73] . According to recent reports in the literature, state switching can also be achieved by integrating signals in other modes, such as video or language modes, expanding the system functions and enabling more natural human-computer interaction.
V. CONCLUSION
In this paper, we described the design and implementation of an online SSVEP-based BCI system that can be operated in both synchronous and asynchronous paradigms. For this purpose, we fixed 4 external stimulus sources flashing at different frequencies in 4 positions around a computer monitor, which were used to induce EEG signal conversion into continuous direction control commands. In the synchronous paradigm, 18 subjects participated in data collection and performed 80 trials each, for which an average accuracy of 95% was achieved. In the asynchronous paradigm, the user could switch between the idle and working states through independent control of the alpha rhythm. In the working state, the SWVD strategy overcomes the low accuracy achieved in single instances of recognition by accounting for probabilistic effects, effectively reducing the recognition time. This strategy increased the ITR of our SSVEP-based BCI system from approximately 30 bit/min for a data length of 3 s to over 80 bit/min for a data length of 1 s. In a two-dimensional continuous control GUI, 16 subjects could autonomously control the movement of a target with a sliding window length of 1 s, and two other subjects showed slightly worse performance. However, when the sliding window length was increased to 1.5 s, these two subjects also completed the task within the prescribed time. In the implementation of this system, we tested the effects of various types of stimulus materials, recognition algorithms, channel combinations and background light intensities on the system performance. The research findings are of great significance for the development of practical BCI systems. In future work, we aim to extend this continuously controlled asynchronous system to other application scenarios, such as wheelchair driving or robotic arm control.
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