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The Weyl-gauge (Aa0 = 0) QCD Hamiltonian is unitarily transformed to a representation in
which it is expressed entirely in terms of gauge-invariant quark and gluon fields. In a subspace
of gauge-invariant states we have constructed that implement the non-Abelian Gauss’s law, this
unitarily transformed Weyl-gauge Hamiltonian can be further transformed and, under appropriate
circumstances, can be identified with the QCD Hamiltonian in the Coulomb gauge. We demonstrate
an isomorphism that materially facilitates the application of this Hamiltonian to a variety of physical
processes, including the evaluation of S-matrix elements. This isomorphism relates the gauge-
invariant representation of the Hamiltonian and the required set of gauge-invariant states to a
Hamiltonian of the same functional form but dependent on ordinary unconstrained Weyl-gauge
fields operating within a space of “standard” perturbative states. The fact that the gauge-invariant
chromoelectric field is not hermitian has important implications for the functional form of the
Hamiltonian finally obtained. When this nonhermiticity is taken into account, the “extra” vertices
in Christ and Lee’s Coulomb-gauge Hamiltonian are natural outgrowths of the formalism. When
this nonhermiticity is neglected, the Hamiltonian used in the earlier work of Gribov and others
results.
I. INTRODUCTION
In earlier work on QCD in the Weyl gauge (Aa0 = 0), we have constructed gauge-invariant operator-valued quark
and gluon fields;[1] these include the gauge-invariant quark field
ψGI(r) = VC(r)ψ(r) and ψ
†
GI
(r) = ψ†(r)V −1C (r) , (1)
where
VC(r) = exp
(−igYα(r)λα2 ) exp(−igX β(r)λβ2 ) , (2)
V −1C (r) = exp
(
igX β(r)λβ2
)
exp
(
igYα(r)λα2
)
, (3)
and where the λa designate the Gell-Mann matrices. In these expressions Xα(r) = [ ∂j
∂2
Aαj (r)], so that ∂iXα(r) is the
i-th component of the longitudinal gauge field, [2] and Yα(r) is defined as Yα(r) = [ ∂j
∂2
Aαj (r)]. Aαj (r), which we refer
to as the “resolvent field”, is an operator-valued functional of the gauge field, and is represented in Refs. [1] and [3]
as the solution of an integral equation. Constructing a gauge-invariant quark field by attaching VC(r) to the quark
field ψ represents an extension, into the non-Abelian domain, of a method of creating gauge-invariant charged fields
originated by Dirac for QED; [4] and, like Dirac’s procedure, this non-Abelian construction is free of path-dependent
integrals. An explicit demonstration that ψGI(r) is invariant to non-Abelian gauge transformations has been given
by implementing gauge transformations with the generator exp{−i∫ dyGˆa(y)ωa(y)} where Gˆa is the non-Abelian
“Gauss’s law operator”
Gˆa = ∂iΠai + gfabcAbiΠci + gψ†(r)λ
a
2 ψ(r) , (4)
and ωa is a number-valued gauge function. With the use of this generator, under which
ψ(r) → ψ′(r) = exp (−iωα(r) λα2 ) ψ(r) (5)
and
Abi (r)
λb
2 → exp
(−iωα(r)λα2 ) (Abi(r)λb2 + ig∂i) exp (iωα(r)λα2 ) , (6)
it has been shown that VC(r) also gauge-transforms as
VC(r)→ VC(r) exp
(
iωα(r) λ
α
2
)
and V −1C (r)→ exp
(−iωα(r) λα2 )V −1C (r) (7)
2so that ψGI(r) remains gauge-invariant.[1] The resolvent field Abj also has an important role in the gauge-invariant
gauge field
AGI i(r) = [A
b
GI i(r)
λb
2 ] = VC(r) [A
b
i (r)
λb
2 ]V
−1
C (r) +
i
g
VC(r) ∂iV
−1
C (r) , (8)
which can be shown to be the transverse field [1]
AbGI i(r) = A
bT
i (r) +
[
δij − ∂i∂j∂2
]
Abj(r) =
[
δij − ∂i∂j∂2
] (
Abj(r) +Abj(r)
)
. (9)
Eq. (8), as well as the fact that Ab
GI i(r) and Gˆc(x) commute, demonstrate that AbGI i(r) is gauge-invariant — more
precisely, invariant to “small” gauge transformations. We can also define a gauge-invariant chromoelectric field
Ea
GI i = −ΠaGI i. [5] A natural definition of ΠaGI i in this formulation is
ΠGI i(r) = [Π
b
GI i(r)
λb
2 ] = VC(r)
λb
2 V
−1
C (r)Π
b
i (r) (10)
or, equivalently,
ΠaGI i = RabΠ
b
i where Rab =
1
2Tr[λ
aVCλ
bV −1C ] , (11)
where Πai is the momentum conjugate to the gauge field A
a
i in the Weyl gauge. With the use of the commutator[
Gˆc(x), Rab(y)
]
= igf cbqRaq(y)δ(x − y), (12)
obtained in Ref. [5], it is easy to verify that Πa
GI i(y) commutes with Gˆc(x) and therefore also is gauge-invariant.
In this work we will use a representation, which we discuss in Section II, in which the Weyl-gauge QCD Hamiltonian
is expressed entirely in terms of gauge-invariant fields. Since the gauge-invariant gauge field is transverse, it is of
interest to relate this gauge-invariant formulation to the Coulomb gauge. We address this question in Section II B. In
Section II we also show that the Weyl-gauge QCD Hamiltonian in this representation — in which all operator-valued
fields are gauge-invariant — must be applied to a set of gauge-invariant states that are solutions of the non-Abelian
Gauss’s law. In Section III, we address the problem that these states, which solve Gauss’s law in QCD, are complicated
constructions that are difficult to use. We demonstrate an isomorphism in this section between this Hamiltonian,
which operates on gauge-invariant states, and a corresponding Hamiltonian that is a functional of gauge-dependent
Weyl-gauge fields and that operates on a set of “standard” perturbative states. Also, in Section III, we relate these
Hamiltonians to those obtained from Coulomb-gauge formulations of QCD. We discuss the implications of our work
in Section IV.
II. RELATION OF THE GAUGE-INVARIANT REPRESENTATION OF THE WEYL GAUGE TO THE
COULOMB GAUGE.
The QCD Hamiltonian in the Weyl gauge has been expressed in terms of gauge-invariant operator-valued fields. [5, 6]
In this work, extensive use has been made of the unitary equivalence of Gˆa — the “Gauss’s law operator” given in
Eq. (4), which imposes the non-Abelian Gauss’s law — to the “pure glue” version of that operator
Ga = ∂iΠai + gfabcAbiΠci (13)
as shown by
Ga = UC−1GˆaUC (14)
where
UC = exp
[
i
∫
drX a(r)ja0 (r)
]
exp
[
i
∫
dr′ Yc(r′)jc0(r′)
]
. (15)
This unitary equivalence has been used to establish a new representation — the N representation in which Ga
represents the complete Gauss’s law operator Gˆa, and ψ represents the gauge-invariant quark field because it commutes
with Ga. TheN representation is unitarily equivalent to the C representation in which Gˆa and ψGI designate the Gauss’s
law operator and the gauge-invariant spinor (quark) field respectively. In the N representation, ja0 (r) = gψ†(r)λ
a
2 ψ(r)
3and jai (r) = gψ
†(r)αi
λa
2 ψ(r) are the gauge-invariant quark color charge and quark color current densities respectively.
The Weyl-gauge QCD Hamiltonian can be transformed from its familiar C-representation form
H =
∫
dr
{
1
2Π
a
i (r)Π
a
i (r) +
1
4F
a
ij(r)F
a
ij(r) + ψ
†(r)
[
βm− iαi
(
∂i − igAai (r)λ
α
2
) ]
ψ(r)
}
(16)
to the N representation, as shown by
HˆGI = UC−1HUC . (17)
This similarity transformation leaves the gauge field untransformed, but it transforms the quark field and the negative
chromoelectric field as shown by [7]
UC−1(x)ψ(x)UC(x) = V −1C (x)ψ(x) (18)
and
UC−1(x)Πai (x)UC(x) = Πai (x)−Rba(x)∂(x)i
∫
dyD bc(x,y)jc0(y) . (19)
The transformed, N -representation Hamiltonian Hˆ can be expressed entirely in terms of gauge-invariant variables by
making use of the identities
RaqRbq = δab, f
duvRuaRvb = f
abqRdq, and ∂iRba = −fuvbRuaPvi where Pvi = −iTr[λvVC ∂iV −1C ] .
The QCD Hamiltonian in the N representation, expressed in terms of gauge-invariant fields, is
HˆGI =
∫
dr
[
1
2Π
a †
GI i(r)Π
a
GI i(r) +
1
4F
a
GI ij(r)F
a
GI ij(r)− ψ†(r) (βm− iαi∂i)ψ(r)
]
+
1
2
∫
dxdy
(
J
a †
0 (GI)(x)D ab(x,y)jb0(y) + jb0(y)
←−
D ba (y,x)Ja0 (GI)(x)
)
−
1
2
∫
drdxdyjc0(y)
←−
D ca (y, r)∂2D ab(r,x)jb0(x)−
∫
drjai (r)A
a
GI i(r) +HG . (20)
where
F a
GI ij(r) = ∂jA
a
GI i(r)− ∂iAaGI j(r)− gfabcAbGI i(r)AcGI j(r) , (21)
from which it follows that
F aGI ij(r) = Raq(r)F
q
ij(r) . (22)
Because HˆGI is in the N representation, ψ and ψ† denote the gauge-invariant quark fields. D ab(x,y) is the inverse
Faddeev-Popov operator, which we will discuss in Section IIA, and Ja0 (GI)(r) is the gauge-invariant gluon color charge
density, defined as
Ja0 (GI)(r) = gf
abcAb
GI i(r)Π
c
GI i(r) . (23)
Although HˆGI is hermitian, Π
a
GI i is not, because, as can be seen from Eq. (11), Π
a †
GI i = Π
b
iRab, and Π
b
i does not commute
with Rab. Similarly, J
a
0 (GI) is not hermitian, and J
a †
0 (GI) = gf
abcΠc †
GI iA
b
GI i . The last part of the QCD Hamiltonian is
HG = − 12
∫
dxdy
[Ga
GI
(x)D ab(x,y)jb0(y) + jb0(y)D ba(y,x)GaGI(x)
]
(24)
where Ga
GI
is the gauge-invariant Gauss’s law operator [5]
Ga
GI
= ∂iΠ
a
GI i + gf
abcAb
GI iΠ
c
GI i = RabGb
which consists solely of gauge-invariant fields, every one of which commutes with Ga, the Gauss’s law operator in the
N representation; Ga
GI
is hermitian because Rab and Gb commute. [5].
Eq. (20) resembles the QCD Hamiltonian in the Coulomb gauge. The only direct interaction between color currents
jai and the gauge field involve the transverse current only. The other interactions in which quarks participate are
nonlocal, involve the quark color-charge density ja0 , and are mediated by Green’s functions that are the non-Abelian
generalizations of the Abelian ∂−2. These interactions still involve the longitudinal component of the gauge-invariant
chromoelectric field, but we will show how this can be eliminated in Section II B.
4A. The inverse Faddeev-Popov operator.
The Faddeev-Popov operator in the gauge-invariant representation of the Weyl gauge is
∂·Dab(x) =
∂
∂xi
(
∂
∂xi
δab + gf
aqbA
q
GI i(x)
)
=
(
∂
∂xi
δab + gf
aqbA
q
GI i(x)
)
∂
∂xi
; (25)
∂i and Di commute because A
q
GI i is transverse. The Faddeev-Popov operator has a formal inverse, which can be
represented as the series
D bh(y,x) =
∞∑
n=0
f
~δbh
(n) (−1)n+1gn
1
∂2
(
T ~δ(n)(y)δ(y − x)
)
, (26)
where f ~αbh(n) represents the chain of SU(3) structure constants
f ~αbh(n) = f
α1bs1 f s1α2s2 f s2α3s3 · · · f s(n−2)α(n−1)s(n−1)f s(n−1)αnh , (27)
and where repeated superscripted indices are summed from 1→8; for n = 1; the chain reduces to f ~αbh1 = fαbh; and
for n = 0, f ~αbh0 = −δbh. T ~α(n)(r)jh0 (r) is a special case of a general form T ~α(n)(r)ϕh(r) for an arbitrary ϕh(r) given by
T ~α(n)(r)ϕh(r) = Aα(1)GI j(1)(r)
∂j(1)
∂2
(
A
α(2)
GI j(2)(r)
∂j(2)
∂2
(
· · ·
(
A
α(n)
GI j(n)(r)
∂j(n)
∂2
(
ϕh(r)
))))
, (28)
with
T ~α(0)(r)ϕh(r) = ϕh(r) and T ~α(1)(r)ϕh(r) = AαGI i(r) ∂i∂2ϕh(r). (29)
By expanding D bh(y,x) and combining terms of the same order in g, it can be observed that, as will be proven in
Appendix A,
∂·Dah(y)D hb(y,x) = δabδ(y − x) (30)
where Dah = ∂iδah + gf
aγhA
γ
GI i and that
D bh(y,x)
⇐=
∂·Dha(x)= δbaδ(y − x) , (31)
where
⇐=
D
hb
i =
(
←
∂i δhb − gfhqbAqGI i
)
(32)
and
⇐=
∂·Dhb=
(
←
∂2 δhb − gfhqb
←
∂i A
q
GI i
)
(33)
and the ← symbol indicates that ∂2 and ∂i differentiate to the left. In demonstrating Eqs. (30) and (31), it can be
helpful to use the expanded form of the n-th order term of the inverse Faddeev-Popov operator series
D ah(n)(y,x) = gnf δ1as1f s1δ2s2 · · ·f s(n−1)δnh
∫
dz(1)
4π|y − z(1)|A
δ1
GI l1
(z(1))
∂
∂z(1)l1
∫
dz(2)
4π|z(1)− z(2)|×
Aδ2
GI l2
(z(2))
∂
∂z(2)l2
· · ·
∫
dz(n)
4π|z(n−1))− z(n)|A
δn
GI ln
(z(n))
∂
∂z(n)ln
1
4π|z(n)− x| (34)
with
D ah(0)(y,x) =
−δah
4π|y − x| (35)
5and
D ah(1)(y,x) = gf δ1ah
∫
dz
4π|y − z|A
δ1
GI k(z)
∂
∂zk
(
1
4π|z− x|
)
. (36)
Integration by parts with respect to the z(i) and the identity f ~αah(n) = (−1)nf ~αha(n) demonstrate that
D ah(y,x) = D ha(x,y). (37)
It is apparent from Eqs. (34)-(36) that D bh(y,x) obeys the integral equation [8]
D bh(y,x) = −
(
δbh
4π|y − x| + gf
δbs
∫
dz
4π|y − z|A
δ
GI k(z)
∂
∂zk
D sh(z,x)
)
, (38)
which has these equations as an iterative solution.
Eq. (26) enables us to express the commutator of the gauge-invariant gauge field and the negative gauge-invariant
chromoelectric field as
[
ΠbGI j(y) , A
a
GI i(x)
]
= −i
(
δabδijδ(x− y)) + ∂
∂yj
D bh(y,x)
⇐=
Dhai (x)
)
. (39)
Eq. (39) and the commutator, obtained in Ref. [5],
[
Πa
GI i(x) ,Π
b
GI j(y)
]
= ig
{
∂
∂xi
Dah(x,y)fhcbΠc
GI j(y) −
∂
∂yj
Dbh(y,x)fhcaΠc
GI i(x)
}
, (40)
are in agreement with those given by Schwinger for the Coulomb gauge, [9] except for some differences in operator order.
This fact suggests that the gauge-invariant Weyl-gauge field and the Coulomb-gauge field discussed by Schwinger are
very similar. The differences in operator-order should be expected because, in Ref. [9], ambiguities in operator order in
the Coulomb gauge are resolved by symmetrizing noncommuting operator-valued quantities so that Coulomb-gauge
operators are kept hermitian. In our work in the gauge-invariant formulation of the Weyl gauge, ambiguities in
operator order do not arise. When, because of a non-symmetric ordering of gauge fields and chromoelectric fields,
some gauge-invariant operator-valued quantities turn out not to be hermitian, we leave them that way in order to
avoid ad hoc changes in operator order.
Eq. (40) leads to the commutation rule for the transverse parts of Πb
GI j(y), [10][
ΠaTGI i(x) ,Π
bT
GI j(y)
]
= 0 . (41)
Eq. (39) leads to the commutator of the transverse part of Πb
GI j(y) and A
a
GI i(x) (which is transverse)
[
ΠbTGI j(y) , A
a
GI i(x)
]
= −iδab
(
δij − ∂i∂j
∂2
)
δ(x− y) ; (42)
Eq. (39) can be shown to be consistent with ∂iA
a
GI i = 0 because
∂
∂xi
[
ΠbGI j(y) , A
a
GI i(x)
]
= −i
(
δabδij
∂
∂xj
δ(x− y) + ∂
∂yj
D bh(y,x)
⇐=
∂·Dha(x)
)
= −iδabδij
(
∂
∂xj
δ(x− y) + ∂
∂yj
δ(x− y)
)
= 0 , (43)
and with DjΠ
b
GI j≈0 because
Dbcj (y)
[
ΠcGI j(y) , A
a
GI i(x)
]
= 0 (44)
trivially.
The Faddeev-Popov operator has a well-documented importance in non-Abelian gauge theories. Gribov has shown
that gauge fields that have been gauge-fixed to have a vanishing divergence can differ from each other, [11, 12] and
that the Faddeev-Popov operator does not have a unique inverse. In that same work, Gribov makes the suggestion
that the zeros of the Faddeev-Popov operator ∂2δac + gf
abcAbi∂i might so intensify the interaction between color
6charges that the effect could account for confinement. Subsequent authors have reiterated this suggestion, [13, 14]
and connections between the zeros of the Faddeev-Popov operator and color confinement have been discussed by other
authors as well. [15, 16, 17]
Eqs. (30) and (31) are based on a series representation of the operator-valued D bh(y,x); they are obtained by
combining all terms of equal order in g and noting cancellations within each order. They do not, however, establish
that D bh(y,x) is the unique inverse of the Faddeev-Popov operator. Questions about uniqueness can readily be
formulated about number-valued functions, but are very difficult to address for operator-valued quantities. Eqs. (30)
and (31) establish that D bh(y,x) is an operator-valued inverse of ∂·Dah(y) (acting on the left) and of
⇐=
∂·Dha(x) (acting on
the right) without addressing the question of its uniqueness. However, although Aa
GI i is an operator-valued quantity,
the SU(2) versions of its constituents — the Weyl-gauge field Aai and the resolvent field Aai — can be, and often
have been, represented by number-valued realizations as functions of spatial variables. Such realizations have been
used extensively to study the topology of gauge fields. [11, 12, 18] When the integral equation for the resolvent field
referred to in Section I is expressed in terms of a number-valued hedgehog representation, it can be transformed into
a nonlinear differential equation that was shown to have multiple solutions. [3] Moreover, this nonlinear differential
equation was shown to be very nearly identical in form to the one used by Gribov as a specific illustration of the
fact that the Faddeev-Popov operator for the transverse SU(2) gauge field does not have a unique inverse. With this
number-valued realization we were able to establish that the gauge-invariant field, which is transverse, has a Gribov
ambiguity, [3] even though there are no Gribov copies of the gauge-dependent Weyl-gauge field. [19, 20, 21]
In the context of the quantized theory — for example, in HˆGI — we will represent D bh(y,x) as the operator-valued
series described in Eqs. (26) and (34). Since each term in this series has unambiguous and self-consistent commutation
relations with all other operator-valued quantities, the series representation of D bh(y,x) is entirely satisfactory for
determining the commutators of HˆGI with other gauge-invariant operators — and therefore determining their time
dependence — even though number-valued realizations of the gauge-invariant gauge field lead to nonlinear integral
equations that do not have unique solutions.
It may seem surprising that, starting in the Weyl gauge and expressing the QCD Hamiltonian in that gauge in
terms of gauge-invariant variables can lead to a form of the Hamiltonian that, while never actually having been gauge-
transformed, has the same dynamical effect as the QCD Hamiltonian in the Coulomb gauge. But a remarkably similar
state of affairs obtains in QED. When QED is formulated in the temporal gauge, and a unitary transformation is carried
out that is the Abelian analog of the one that leads to the Hamiltonian described in Eqs. (20)-(24), the following result
is obtained:[22, 23] The QED Hamiltonian in the temporal gauge, unitarily transformed by exp
[
i
∫
1
∂2
∂iAi(r)j0(r)dr
]
— the Abelian analog of the transformation UC described in Eq. (15) — takes the form
HˆQED =
∫
dr
[
1
2Πi(r)Πi(r) +
1
4Fij(r)Fij(r) + ψ
†(r) (βm− iαi∂i)ψ(r)
]
−
∫
dr ji(r)A
T
i (r) +
∫
drdr′
j0(r)j0(r
′)
8π|r− r′| +Hg ; (45)
ATi designates the transverse Abelian gauge field — which, in Abelian theories, is also the gauge-invariant field —
and Hg can be expressed as
Hg = − 12
∫
dr
(
∂iΠi(r)
1
∂2
j0(r) + j0(r)
1
∂2
∂iΠi(r)
)
. (46)
Hg is the Abelian analog of HG , described in Eq. (24). The Abelian Gauss’s law operator, Gˆ = ∂iΠi + j0, transforms
into ∂iΠi in the representation in which ψ represents the gauge-invariant electron field; and the states that implement
Gauss’s law, which originally are selected by G(r) |Ψ(r)〉 = 0, are given by ∂iΠi(r)|Φ〉 = 0 in the transformed
representation (or, as is more appropriate for Abelian gauge theories, by G(+)(r) |Ψ〉 = 0 and ∂iΠ(+)i (r)|Φ〉 = 0
respectively, where (+) designates the positive-frequency parts of operators). [22, 24] As can be seen, HˆQED also
consists of two parts: the Hamiltonian for QED in the Coulomb gauge; and Hg , which has no effect on the time
evolution of states that implement Gauss’s law, but which “remembers” the fact that HˆQED is the transformed
Weyl-gauge Hamiltonian by preserving the field equations for that gauge. An identical transformation applies to
covariant-gauge QED, the sole difference being in the form of the Hg produced by the transformation.
As we can see from Eqs. (20), (24), (45) and (46), and as will become even more evident in Eq. (60), QCD and QED
are strikingly similar in the relation between their Hamiltonians in different gauges when these are represented in terms
of gauge-invariant fields. Nevertheless, there are important differences between QED and QCD in the significance of
this relationship. One such difference is that, in QED, we may safely use the original untransformed Weyl-gauge or
7covariant-gauge Hamiltonian in a space of perturbative states when evaluating S-matrix elements, even though these
gauge-dependent perturbative states fail to implement Gauss’s law. This means that, for perturbative calculations in
QED, we can safely use the Lagrangian
L = − 14FµνFµν − jµAµ + ψ¯(iγµ∂µ −m)ψ + Lg (47)
with Lg = −A0G for the Weyl gauge and Lg = −G∂µAµ + 12 (1 − γ)G2 for the covariant gauge, without paying any
attention to Gauss’s law whatsoever. A corresponding practice in Weyl-gauge QCD is the use of the Weyl-gauge
Hamiltonian H in a Fock space of perturbative states that are not annihilated by Ga. There is, however, the following
important difference between QED and QCD. The use of perturbative states in QED without implementing Gauss’s
law is permissible because, in QED, a unitary equivalence can be established between ∂iΠi and ∂iΠi + j0, so that
∂iΠi can be interpreted as ∂iΠi + j0 in a new representation. [22, 23] In this way, it can be shown that perturbative
states that implement only ∂iΠi(r) ≈ 0 instead of ∂iΠi+ j0(r) ≈ 0 may be used when evaluating S-matrix elements in
QED; the only effect on S-matrix elements from this substitution consists of changes to the renormalization constants,
which are unobservable. [25] But this dispensation to ignore Gauss’s law in perturbative calculations has not been
shown to extend to QCD, because DiΠ
a
i + j0(r) is unitarily equivalent only to DiΠ
a
i , but not to ∂iΠ
a
i ; and states that
implement the Gauss’s law DiΠ
a
i ≈ 0 cannot be perturbative states. In particular, the use of HˆGI for perturbative
calculations using a space of perturbative states does not enjoy the same protection that the corresponding practice
has in QED. In Section III, we will establish an isomorphism between the gauge-invariant states that implement the
non-Abelian Gauss’s law and perturbative states. This isomorphism enables us to substitute “standard” calculations
with perturbative states for prohibitively difficult ones with gauge-invariant states. By this means, we provide for
QCD a substitution rule, similar to the one available in QED, that permits the use of perturbative Fock states in
scattering calculations with the assurance that the results of these calculations will agree with what would have been
obtained if gauge-invariant operators and states had been used.
Another difference between QCD and QED is related to the fact that states that obey the condition
Ga(r)|Ψ〉 = 0 (48)
are not normalizable. We can see this easily by constructing, for example, the commutator of G8(r) and an integral
operator I = ∫ dr′A8j (r′)χj(r′) where χj(r′) is an arbitrary c-number-valued function. Since[I ,G8(r)] = i∂iχi(r) , and 〈Ψ| [I ,G8(r)] |Ψ〉 = i∂iχi(r)〈Ψ|Ψ〉 ,
and since G8(r) is hermitian so that 〈Ψ|G8(r) = 0 as well as G8(r)|Ψ〉 = 0, this leads to 〈Ψ|Ψ〉 = 0, in contradiction
to the assumption that |Ψ〉 is normalizable. This argument is a simple extension of one that was applied to the
Fermi subsidiary condition for QED. [26] In the case of QED, however, this difficulty can be remedied because the
non-normalizability of the states that are annihilated by the Abelian Gauss’s law operator is entirely caused by the
unobservable longitudinal nonpropagating photon “ghost” modes, which coincide exactly with the pure gauge degrees
of freedom, and which can be kept separate from the gauge-invariant transversely polarized propagating photons in a
variety of ways. In QCD, however, transverse modes can be pure gauge, and we do not know of a similarly satisfactory
resolution of the non-normalizability of the state vectors that satisfy Eq. (48). [27, 28] The previously-mentioned
isomorphism, which will be demonstrated in Section III, mitigates this difficulty by establishing an equivalence between
matrix elements evaluated with gauge-invariant states that are not normalizable, and corresponding ones evaluated
with perturbative states.
B. Relation to QCD in the Coulomb gauge.
Unlike the Weyl-gauge formulation of QCD, in which one can simply set Aa0 = 0 and impose canonical quantization
rules on the remaining fields, [29, 30] the quantization of Coulomb-gauge QCD requires that constraints be explicitly
taken into account. In constrained quantization — one procedure for implementing consistency with constraints —
this consistency is maintained by means of the so-called “Dirac-brackets”, which replace the canonical equal-time
commutation rules. When constrained quantization, such as the Dirac-Bergmann procedure,[31] is applied to the
Coulomb gauge, the generator of infinitesimal gauge transformations becomes a constraint; it then must commute
with all fields, which therefore are invariant to small gauge transformations. Under these circumstances, the gauge
field would automatically be invariant to small gauge transformations, although it might have discrete numbers of
gauge copies.
However, carrying out the constrained quantization of QCD in the Coulomb gauge is problematical; one impediment
stems from operator-ordering ambiguities of multilinear operator products. For example, in constrained quantization,
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best problematical to keep track of operator order in the process of finding this inverse. As a result, the Dirac brackets
of some operators are not unambiguously specified. Because of the difficulties associated with the quantization of
QCD in the Coulomb gauge, a number of workers have avoided the direct quantization of Coulomb-gauge QCD, and
have proceeded by treating the Aa0 = 0 gauge fields as a set of Cartesian coordinates and the Coulomb-gauge fields as
a set of curvilinear coordinates, and have transformed from the former to the latter by using the familiar apparatus
for such coordinate transformations. [32, 33, 34, 35]
In our work, we transform from the Weyl gauge to a representation in terms of gauge-invariant operator-valued
fields. Our purpose is to implement gauge invariance, not to carry out a gauge transformation. We do not impose
transversality on the the gauge-invariant Ab
GI i; in our work, A
b
GI i is transverse, but the transversality is not imposed
as a condition — it emerges as a consequence of its gauge invariance. And the Gauss’s law operator Ga does not
vanish identically; in our work, Gauss’s law is a condition on a set of states (the implementation of Gauss’s law by
imposing it on a set of states is also discussed in Refs. [32, 34, 36, 37]).
Because our formulation of QCD in terms of gauge-invariant fields differs significantly from those whose purpose is to
construct the QCDHamiltonian in the Coulomb gauge, it is of interest to inquire how closely the resulting Hamiltonians
resemble each other. In order to examine this question further, we will make some additional transformations of HˆGI
that assume that the Hamiltonian acts only on states that implement Gauss’s law. When HˆGI appears in a matrix
element between two states |Ψα〉 and 〈Ψβ | that obey Gc(x) |Ψα〉 = 0 and 〈Ψβ |Gc(x) = 0, further transformations that
eliminate the longitudinal component of Πa
GI i are possible. For the case that Π
c L
GI i appears adjacent to and directly to
the left of such a state |Ψ〉, we can make the replacement
Πc LGI i|Ψ〉 = − ∂i∂2 Jc0 (GI)|Ψ〉 (49)
and, therefore, also
Ja0 (GI)|Ψ〉 = gfabcAbGI i
(
ΠcT
GI i +Π
c L
GI i
) |Ψ〉 = {JaT0 (GI) − gfabcAbGI i ∂i∂2Jc0 (GI)} |Ψ〉 , (50)
where JaT0 (GI) is defined as J
aT
0 (GI)≡gfabcAbGI iΠcTGI i . Eq. (50) can be iterated, leading to
Jb0 (GI) ≈ −
∞∑
n=0
(−1)ngnf ~αbh
(
T ~α(n)JhT0 (GI)
)
(51)
where ≈ indicates that the replacement is valid only when the operators act on states |Ψ〉 that implement Gauss’s
law. When Ja †0 (GI) stands directly to the right of 〈Ψ| states, we can similarly make the replacement
J
b †
0 (GI) ≈ −
∞∑
n=0
(−1)ngnf ~αbh
(
T ~α(n)JhT0 (GI)
)†
(52)
where
{
T ~α(n)(r)JhT0 (GI)(r)
}†
=
((((
J
hT †
0 (GI)(r)
) ←−
∂j(n)
∂2
A
α(n)
GI j(n)(r)
)
· · ·
←−
∂j(2)
∂2
A
α(2)
GI j(2)(r)
)
←−
∂j(1)
∂2
A
α(1)
GI j(1)(r)
)
(53)
and where the arrows indicate that differentiation is applied to the left. Similarly, Πa
GI i(r) and Π
a †
GI i(r) can be expressed
as
ΠbGI j ≈ ΠbTGI j + ∂j∂2
(
∞∑
n=0
(−1)ngnf ~αbh
(
T ~α(n)JhT0 (GI)
))
(54)
and
Πb †
GI j ≈ ΠbT †GI j + ∂j∂2
(
∞∑
n=0
(−1)ngnf ~αbh
(
T ~α(n)JhT0 (GI)
))†
(55)
respectively. We can combine Eqs. (26) with (51) and (52) to obtain
Jb0 (GI)(y) ≈ ∂2
∫
dxD ba(y,x)Ja T0 (GI)(x) (56)
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J
b †
0 (GI)(y) ≈ ∂2
∫
dxJ
aT †
0 (GI)(x)
←−
D ab (x,y) ; (57)
Eqs. (54) and (55) can be expressed as
Πb
GI j(y) ≈ ΠbTGI j(y)− ∂j
∫
dxD ba(y,x)Ja T0 (GI)(x) (58)
and
Πb †
GI j(y) ≈ ΠbT †GI j (y) − ∂j
∫
dxJ
aT †
0 (GI)(x)
←−
D ab (x,y) (59)
respectively, where JaT †0 (GI)(x) represents the hermitian adjoint of J
aT
0 (GI)(x).
We can define an “effective” Hamiltonian (HˆGI)phys, which is obtained by making the replacements described by
Eqs. (56) - (59)) in HˆGI and excluding HG , since the latter will not contribute to any matrix elements in the physical
space in which Gauss’s law is implemented. With these replacements, we obtain
(HˆGI)phys =
∫
dr
[
1
2Π
aT †
GI i (r)Π
aT
GI i(r) +
1
4F
a
GI ij(r)F
a
GI ij(r) + ψ
†(r) (βm− iαi∂i)ψ(r)
]
−
∫
drjai (r)A
a
GI i(r)
− 12
∫
drdxdy
(
jb0(x)) + J
bT †
0 (GI)(x)
) ←−
D ba (x, r)∂2D ac(r,y)
(
jc0(y)) + J
cT
0 (GI)(y)
)
. (60)
(HˆGI)phys is not identical to HˆGI. But (HˆGI)phys can substitute for HˆGI as the generator of time-evolution when we
embed the theory within a space of states |Ψν〉 that satisfy the non-Abelian Gauss’s law, Ga(x)|Ψν〉 = 0. Because
Ga(x) is hermitian, the same state |Ψν〉 that obeys Eq. (48) also obeys 〈Ψν |Ga(x) = 0. Eq. (20) demonstrates that
when HˆGI appears in any “allowed” matrix element, Π
a
GI i and J
a
0 (GI) always are situated where they abut a “ket”
state vector |Ψα〉 to their right; and Πa †GI i and Ja †0 (GI) always are situated where they abut a “bra” state vector 〈Ψβ|
to their left. Since HˆGI will always be bracketed between two states 〈Ψβ | and |Ψα〉 that implement Gauss’s law, ΠaGI i
and Πa †
GI i can be replaced by their “soft” equivalents shown in Eqs. (58) and (59) respectively; and J
b
0 (GI) and J
b †
0 (GI)
can similarly be replaced as shown in Eqs. (56) and (57) respectively. (HˆGI)phys can therefore always be substituted
for HˆGI in matrix elements, as long as attention is paid to the need to restrict the space of state vectors to those that
implement Gauss’s law. For example, exp(−iHˆGIt)|Ψα〉 can be replaced by exp
(
−i(HˆGI)physt
)
|Ψα〉, since both will
be required to project onto states that implement Gauss’s law, as shown by
exp(−i(HˆGI)t)|Ψα〉 = |Ψν〉〈Ψν | exp(−i(HˆGI)t)|Ψα〉 , (61)
and
〈Ψν | exp(−i(HˆGI)t)|Ψα〉 = δνα − it〈Ψν |HˆGI)|Ψα〉+ · · ·+ (−it)
n
n!
〈Ψν |HˆGI)|Ψµ1〉 ×
〈Ψµ1 |HˆGI)|Ψµ2〉〈Ψµ2 |HˆGI)|Ψµ3〉 · · · 〈Ψµn−1 |HˆGI)|Ψα〉+ · · · . (62)
Each matrix element 〈Ψµi |HˆGI)|Ψµj 〉 in Eq. (62) can be replaced by 〈Ψµi |(HˆGI)phys|Ψµj 〉, so that exp(−i(HˆGI)t)|Ψα〉
can safely be replaced by exp
(
−i(HˆGI)physt
)
|Ψα〉. The time evolution imposed by HˆGI on a state vector |Ψα〉 for
which Gc(x)|Ψα〉 = 0 takes place entirely within the space of states that implement Gauss’s law. In the case of a state
vector |χ〉 for which Gc(x)|χ〉 = |χ′〉 where |χ′〉 is nonvanishing,
〈χ|
[
Gc(x) , exp(−iHˆGIt)
]
|Ψα〉 = 〈χ′| exp(−iHˆGIt)|Ψα〉 = 0 (63)
because Gc(x) and HˆGI commute. This requires the part of χ that fails to implement Gauss’s law to be orthogonal
to exp(−iHˆGIt)|Ψα〉. The only limitation on the validity of this argument is the non-normalizability of the states
that implement Gauss’s law, which complicates the algebraic properties of the {|Ψα〉} vector space. Nevertheless,
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Eqs. (61)-(63) show that we can restrict the space in which time evolution takes place to state vectors that implement
Gauss’s law without compromising the unitarity of the time-evolved |Ψα(t)〉 or of the S-matrix evaluated with such
states. These considerations are also instrumental in allowing us to replace exp(−iHˆGIt) with exp(−i(HˆGI)physt). HˆGI
and (HˆGI)phys both commute with Ga(x) for all values of a, so that
Ga(x) exp(−i(HˆGI)physt)|Ψα〉 = exp(−i(HˆGI)physt)Ga(x)|Ψα〉 = 0 (64)
as well as
Ga(x) exp(−i(HˆGI)t)|Ψα〉 = exp(−i(HˆGI)t)Ga(x)|Ψα〉 = 0 . (65)
The state vectors exp(−i(HˆGI)t)|Ψα〉 and exp(−i(HˆGI)physt)|Ψα〉 therefore are gauge-invariant and implement Gauss’s
law just as |Ψα〉 does.
In comparing (HˆGI)phys with expressions for the Coulomb-gauge Hamiltonian in the literature, we note that the
only significant difference between (HˆGI)phys and the Coulomb-gauge Hamiltonian reported in Ref. [32] is that Π
bT †
GI j ,
the hermitian adjoint of the transverse gauge-invariant chromoelectric field, appears in Eq. (60) where the expression
J −1ΠbT
GI jJ appears in Ref. [32], where J = det[∂i·Di]. We will prove in Appendix B that
ΠbT †
GI j = J−1ΠbTGI jJ , (66)
by using Eq. (11) and the identity
δ
δA
q
i (x)
lnJ = Tr
[
(∂·D)−1 δ
δA
q
i (x)
∂·D
]
(67)
where the trace in Eq. (67) extends to the coordinates and the color indices. With this demonstration, we see that
Eq. (60) and the Coulomb-gauge Hamiltonian described in Eq. (4.65) in Ref. [32] are identical. It is also of interest to
compare Eq. (60) with the Coulomb-gauge Hamiltonian in Ref. [11] as well as in the work of a number of other authors
who used the same form of the Hamiltonian. The Hamiltonian in Ref. [11] differs from the Hamiltonian described by
Eq. (4.65) in Ref. [32] in the fact that ΠbT
GI j rather than Π
bT †
GI j appears in Ref. [11] in place of J −1ΠbTGI jJ in Ref. [32];
there is also the trivial difference that Ref. [11] deals with “pure glue” QCD so that the quark field is not included.
This discrepancy raises the question of the hermiticity of the operator-valued transverse gauge-invariant chromo-
electric field ΠbT
GI j , which is of considerable importance for determining the dynamical effects of (HˆGI)phys. One way
of addressing this question is to use Eq. (11) and Eq. (65) in Ref. [5] to obtain
Πb †
GI j(y) −ΠbGI j(y) =
[
Πqj(y) , Rbq(y)
]
= igfhcb
∂
∂yj
D ch(y,y) (68)
where the partial derivative acts on only the first y argument in D ch(y,y). We might have expected that the
transverse parts of Πb †
GI j(y) and Π
b
GI j(y) would be identical since any functionals of the form (δi,j − ∂i∂j∂2 )∂jξ(y) would
necessarily vanish. Such a conclusion would not, however, be correct in this case, because in ∂
∂yj
D qh(y,y), the partial
derivative differentiates only the first y in D qh(y,y). We can make use of Eq. (38) and the fact that fhcbδhc = 0 to
express Eq. (68) as
Πb †
GI j(y) −ΠbGI j(y) = ig2fhcbf δcs
∫
dz
∂
∂yj
(
1
4π|y − z|
)
Aδ
GI k(z)
∂
∂zk
D sh(z,y) (69)
and we can extract the transverse parts to obtain
ΠbT †
GI j (y) −ΠbTGI j(y) = ig2fhcbf δcs
(
δj,ℓ −
∂
(y)
j ∂
(y)
ℓ
∂2
)∫
dz
∂
∂yℓ
(
1
4π|y − z|
)
Aδ
GI k(z)
∂
∂zk
D sh(z,y) . (70)
Eq. (70) makes it clear that ΠbT †
GI j (y)−ΠbTGI j(y) is not the transverse projection of a gradient and therefore cannot be
presumed to vanish.
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Equally compelling evidence that ΠbT
GI j is not identical to its hermitian adjoint is provided by the observation that
the commutators
[
ΠaT
GI i(x) ,Π
bT †
GI j (y)
]
and
[
ΠaT
GI i(x) ,Π
b T
GI j(y)
]
differ. The latter vanishes, as is shown by Eqs. (40)-(41).
However, use of Eq. (11) and the commutation rules for the underlying Weyl-gauge fields lead to
[
ΠaTGI i(x) ,Π
bT †
GI j (y)
]
= g2fhcafpdb
(
δik − ∂
(x)
i
∂
(x)
k
∂2
)(
δjl − ∂
(y)
j
∂
(y)
l
∂2
)
∂
∂yl
D dh(y,x) ∂
∂xk
D cp(x,y) , (71)
and an alternate derivation based on Eqs. (42) and (68) confirms that result. Similarly to what we observed in
connection with Eq. (68), the derivatives ∂
∂yj
and ∂
∂xi
each differentiate part, but not all of the y and x dependence,
respectively, of the product D dh(y,x)D cp(x,y) in Eq. (71). The transverse projections of ∂
∂yl
D dh(y,x) ∂
∂xk
D cp(x,y)
therefore will not vanish, and
[
ΠaT
GI i(x) ,Π
bT †
GI j (y)
]
6= 0. Since
[
ΠaT
GI i(x) ,Π
b T
GI j(y)
]
and
[
ΠaT
GI i(x) ,Π
bT †
GI j (y)
]
differ
ΠbT
GI j(y) and Π
bT †
GI j (y) cannot be identical.
III. ISOMORPHISM AND ITS IMPLICATION FOR THE SCATTERING AMPLITUDE.
In the preceding sections we have obtained a description of QCD that took the Weyl-gauge formulation as its point
of departure, and arrived at a Hamiltonian in which all operator-valued fields — the gauge field, the chromoelectric
field, as well as the quark field — are gauge-invariant, and only the transverse components of the chromoelectric fields
appear in the Hamiltonian (HˆGI)phys. It was necessary, however, to restrict use of this Hamiltonian to a space in
which all state vectors implement the non-Abelian Gauss’s law; and these state vectors are complicated constructions
that are not easy to use. In this section, we will show how isomorphisms can be established that enable us to identify
(HˆGI)phys with a Hamiltonian that can be used in a space of ordinary, conventional perturbative states.
To review the relation between gauge-invariant and perturbative states: In Ref. [1], a set of states was constructed
in the form
|Ψi〉 = Ψ|φi〉 (72)
where the operator-valued Ψ was given as
Ψ =
∑
n=0
in
n!
Ψn (73)
with
Ψn =
∫
dr1 · · · drnAq(1)k(1)(r1) · · · Aq(n)k(n)(rn)Πq(1)k(1)(r1) · · ·Πq(n)k(n)(rn) . (74)
|φi〉 designates one of a set of states that is annihilated by ∂jΠbj . These |φi〉 states — the so-called “Fermi” states —
are related to “standard” perturbative states |pi〉 by
|φi〉 = Ξ|pi〉 ; (75)
Ξ was given in Ref. [38], where it was also shown that ∂jΠ
b
j(r) Ξ|pi〉 = 0, where |pi〉 designates one of a set of “standard”
perturbative states annihilated by all annihilation operators for fermion and transverse gauge field excitations. This
set of perturbative states will be described more fully later in this section, and will turn out to be identical to
perturbative states in QED, except for the fact that the gluon operators carry a Lie group index, while the photons do
not. Since ∂jΠ
b
j annihilates any |φi〉 state, we can see that, in |Ψi〉 states, the negative chromoelectric field Πq(ℓ)k(ℓ)(rℓ)
in Ψ can be replaced by its transverse part Π
q(ℓ)T
k(ℓ) (rℓ), because the longitudinal parts vanish when acting on a |φi〉
state. Furthermore, in Eq. (74), every transverse Π
q(ℓ)T
k(ℓ) (rℓ) is integrated with an Aq(ℓ)k(ℓ)(rℓ) in each variable, rℓ, and
only the transverse components Aq(ℓ)T
k(ℓ) (rℓ) will survive this integration in the |Ψi〉 states, which become
|Ψi〉 =
∑
n=1
in
n!
∫
dr1 · · · drnAq(1)Tk(1) (r1) · · · Aq(n)Tk(n) (rn)Πq(1)Tk(1) (r1) · · ·Πq(n)Tk(n) (rn)|φi〉 . (76)
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In Ref. [1], it was shown that
Aa
GI j(r)Ψ |φi〉 = ΨAaTj (r)|φi〉 . (77)
In Appendix D, we will use Eq. (76) to show that
ΠcTGI j(r)Ψ |φi〉 = ΨΠcTj (r)|φi〉 . (78)
Since the Hamiltonian (HˆGI)phys consists of transverse fields only, Eqs. (77) and (78) afford us an opportunity to shift
(HˆGI)phys from the left-hand side of Ψ to the right, with a concomitant substitution of transverse Weyl-gauge fields
for the corresponding gauge-invariant fields. The one impediment to this process is that ΠbT †
GI j , the hermitian adjoint
of ΠbT
GI j , also appears in (HˆGI)phys, and Eq. (78) only applies to Π
bT
GI j and not to Π
bT †
GI j . To remove that impediment,
we use Eq. (66) to substitute J−1ΠbT
GI jJ for ΠbT †GI j , and express (HˆGI)phys as
(HˆGI)phys =
∫
dr
{
1
2J−1ΠbTGI j(r)JΠaTGI i(r) + 14F aGI ij(r)F aGI ij(r) + ψ†(r) (βm− iαi∂i)ψ(r) −
jai (r)A
a
GI i(r)} − 12
∫
drdxdy
(
jb0(x) + J
bT †
0 (GI)(x)
) ←−
D ba (x, r)∂2D ac(r,y)
(
jc0(y) + J
cT
0 (GI)(y)
)
(79)
with
J
aT †
0 (GI) = gf
abcJ −1ΠcT
GI iJAbGI i .
We can define a “hermitized” transverse gauge-invariant negative chromoelectric field PbTj
PbTj (r) = J −
1
2ΠbT
GI j(r)J
1
2 . (80)
As can be seen from Eq. (66), PbTj is hermitian, since
PbT †j (r) = J
1
2ΠbT †
GI j (r)J −
1
2 = J − 12
(
JΠbT †
GI j (r)J −1
)
J 12 = PbTj (r) . (81)
An important consideration for this argument is the fact that J 12 is hermitian, which is proven in Appendix C. In
the same appendix, we also prove that the canonical commutation relations between ΠbTj ’s and A
a
GIj ’s and that among
ΠbTj ’s remain unmodified with Π
bT
j ’s replaced by PbTGIj ’s. We then find that
ΠbTGI j(r) = J
1
2PbTj (r)J −
1
2 and ΠbT †
GI j (r) = J −
1
2PbTj (r)J
1
2 . (82)
Eq. (82) transforms from the nonhermitian ΠbT
GI j and Π
bT †
GI j to the hermitian PbTj (not, however, unitarily, since J
1
2 is
hermitian and not the hermitian adjoint of J − 12 ). Transformations of this kind have previously been used by other
workers; [32, 39] It would be possible to make a compensating transformation on the states, but we prefer to leave
the states untransformed and to extract
[H]0 =
∫
dr
[
1
2PbTj (r)PbTj (r) + 14 Fˆ aGI ij(r)Fˆ aGI ij(r) + ψ†(r) (βm− iαi∂i)ψ(r)
]
, (83)
from Eq. (79) in order to obtain a non-interacting part of (HˆGI)phys that consists of hermitian gauge-invariant fields
and that can define interaction picture operators. As we will show in Appendix E, this process leads to the expression
(HˆGI)phys = [H]0 + [H]1 + [H]2 (84)
where
[H]1 =
∫
dr
{
gfabc∂iA
a
GI j(r)A
b
GI i(r)A
c
GI j(r) +
1
4g
2fabcfab
′c′Ab
GI i(r)A
c
GI j(r)A
b′
GI i(r)A
c′
GI j(r)
− jai (r)AaGI i(r)} − 12
∫
drdxdy
(
jb0(x) + J¯
bT
0 (GI)(x)
) ←−
D ba (x, r)∂2D ac(r,y)
(
jc0(y) + J¯
cT
0 (GI)(y)
)
(85)
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and
[H]2 = U + V + 12
∫
drdxdy
{
ikb0(x)
←−
D ba (x, r)∂2D ac(r,y)
(
jc0(y) + J¯
cT
0 (GI)(y))
)
−
(
jb0(x) + J¯
bT
0 (GI)(x)
) ←−
D ba (x, r)∂2D ac(r,y)ikc0(y) + kb0(x)
←−
D ba (x, r)∂2D ac(r,y)kc0(y)
}
, (86)
where U and V as well as kb0(x) and J¯bT0 (GI) are defined in Appendix E in Eqs. (E7), (E11), (E16), and (E15) respectively.
[H]0, [H]1, and [H]2 are hermitian, and all consist entirely of gauge-invariant, hermitian, transverse gauge fields and
gauge invariant quark fields, which all obey “standard” commutation rules. Since PbTj (y) and ΠbT †GI j (y) have the same
commutator with Aa
GI i(x), Eq. (42) also determines the commutation rule[
Ab
GI j(y) , A
a
GI i(x)
]
=
[PbTj (y) ,PaTi (x)] = 0,[PbTj (y) , AaGI i(x)] = −iδab
(
δij − ∂i∂j
∂2
)
δ(x− y) . (87)
The sum [H]0 + [H]1 is identical in form to the Coulomb-gauge QCD Hamiltonian used by Gribov [11, 12], as well
as by numerous other authors who have followed him in using this Hamiltonian. [H]2 consists of additional terms
that are required because the transverse gauge-invariant negative chromoelectric field ΠbT
GI j is not hermitian. The
elimination of ΠbT
GI j and Π
bT †
GI j in favor of the hermitian PbTj is essential for the establishment of the isomorphism
between (HˆGI)phys and a Hamiltonian that can be used in a Fock space of perturbative states. We now proceed to
the demonstration of this isomorphism.
Since both Aa
GI i(r) and PbTj (r) are hermitian and obey the commutation rule displayed in Eq. (87), we can represent
them as
Ac
GI i(r) =
∑
k, n
ǫi
n(k)√
2k
[
αcn(k)e
ik·r + αc †n (k)e
−ik·r
]
(88)
and
PcTi (r) = −i
∑
k, n
ǫi
n(k)
√
k
2
[
αcn(k)e
ik·r − αc †n (k)e−ik·r
]
(89)
where n is summed over two transverse helicity modes and[
αan(k) , α
b †
ℓ (q)
]
= δn,ℓ δa,b δk,q and
[
αan(k) , α
b
ℓ(q)
]
=
[
αa †n (k) , α
b †
ℓ (q)
]
= 0 . (90)
Eqs. (88) and (89) can be inverted, leading to
αcn(k) =
√
k
2
ǫi
n(k)
∫
dr
(
Ac
GI i(r) +
i
k
PcTi (r)
)
e−ik·r (91)
and
αc †n (k) =
√
k
2
ǫi
n(k)
∫
dr
(
AcGI i(r)−
i
k
PcTi (r)
)
eik·r . (92)
Eqs. (91) and (92) show that αcn(k) and α
c †
n (k) are gauge-invariant and commute with the Gauss’s law operator Ga(r).
Eqs. (77), (78) and (80) demonstrate that any functional F (Aa
GI i ,PbTj
)
will have the transformation property
F (Aa
GI i ,PbTj
)J− 12Ψ|φℓ〉 = J − 12ΨF (AaTi ,ΠbTj ) |φℓ〉 (93)
leading to
αcn(k)J −
1
2Ψ|φℓ〉 = J− 12Ψ
{√
k
2
ǫi
n(k)
∫
dr
(
AcTi (r) +
i
k
ΠcTi (r)
)
e−ik·r
}
|φℓ〉 , (94)
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and
αc †n (k)J −
1
2Ψ|φℓ〉 = J − 12Ψ
{√
k
2
ǫi
n(k)
∫
dr
(
AcTi (r) −
i
k
ΠcTi (r)
)
e−ik·r
}
|φℓ〉 , (95)
so that the isomorphism established in Eq. (93) between the gauge-invariant fields Aa
GI i, PbTj and the gauge-dependent
Weyl-gauge fields AaTi , Π
bT
j respectively is transferred to a similar relation between the gauge-invariant creation and
annihilation operators for transverse gluons, αc †n (k) and α
c
n(k), and corresponding “standard” perturbative creation
and annihilation operators ac †n (k) and a
c
n(k). We can proceed by using the standard representation for the transverse
part of the Weyl-gauge fields,
AcTi (r) =
∑
k, n
ǫi
n(k)√
2k
[
acn(k)e
ik·r + ac †n (k)e
−ik·r
]
(96)
and
ΠcTi (r) = −i
∑
k, n
ǫi
n(k)
√
k
2
[
acn(k)e
ik·r − ac †n (k)e−ik·r
]
, (97)
which demonstrate that
αc †n (k)J −
1
2Ψ|φi〉 = J − 12Ψ ac †n (k)|φi〉 and
αcn(k)J −
1
2Ψ|φi〉 = J − 12Ψ acn(k)|φi〉 . (98)
Any αcn(k) will annihilate the gauge-invariant vacuum state J−
1
2ΨΞ|0〉, because the transverse excitation operators
acn(k) and a
c †
n (k) trivially commute with Ξ.
At this point, we can establish an isomorphism between two Fock spaces: The “standard” Weyl-gauge Fock space
consists of
|k〉 = ac †n (k)|0〉 (99)
· · ·
|k1 · · ·ki · · ·kN 〉 = K
[
ac1 †n1 (k1) · · · aci †ni (ki) · · · acN †nN (kN )
] |0〉 ; (100)
with K the normalization constant and the gauge-invariant states that implement the non-Abelian Gauss’s law can
be represented as
|k¯〉 = 1
C
αc †n (k)J −
1
2ΨΞ|0〉 (101)
· · ·
|k¯1 · · · k¯i · · · k¯N 〉 = KC
[
αc1 †n1 (k1) · · ·αci †ni (ki) · · ·αcN †nN (kN )
]J− 12ΨΞ|0〉 (102)
where |0〉 designates the perturbative vacuum annihilated by acn(k) as well as by the annihilation operators for
quarks and antiquarks, qp,s and q¯p,s respectively. The additional normalization constant C
−1 must be introduced to
compensate for the fact that |C|2 = |J − 12ΨΞ|0〉|2 = 〈0|Ξ⋆Ψ⋆J −1ΨΞ|0〉, which formally is a universal positive constant,
is not finite; and the state J− 12ΨΞ|0〉 is not normalizable. However, once C is introduced, the |k¯1 · · · k¯i · · · k¯N 〉 states
form a satisfactory Fock space that is gauge-invariant as well as isomorphic to the space of |k1 · · ·ki · · ·kN 〉 states.
We can now use Eqs. (88), and (89) to express [H]0 as
[H]0 =
∑
k,c
kαc †n (k)α
c
n(k) +
∑
p,s
Ep
(
q†p,sqp,s + q¯
†
p,sq¯p,s
)
(103)
with the subscript s labeling the color, flavor and herlicity of the quarks. In this form, [H]0 can be seen to describe
the energy of non-interacting gauge-invariant transverse gluons of energy k and quarks and anti-quarks respectively
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of energy Ep =
√
m2 + |p|2. We can also define another Hamiltonian, H = H0 +H1 +H2, in which each component
part is identical in form to [H]0 + [H]1 + [H]2 respectively, but with the substitutions
PbTj → ΠbTj and AaGI i→AaTi
everywhere — including the replacement of Aa
GI i by A
aT
i in the inverse Faddeev-Popov operator D ab(x,y) — so that
H is characteristic of the Coulomb gauge, but nevertheless is a functional of transverse Weyl-gauge unconstrained
fields. For example, H0 is
H0 =
∫
dr
[
1
2Π
aT
i (r)Π
aT
i (r) +
1
4 Fˆ
a
ij(r)Fˆ
a
ij(r) + ψ
†(r) ( βm− iαi∂i)ψ(r)
]
(104)
where Fˆ aij = ∂jA
a
i − ∂iAaj . Using Eqs. (96), and (97), we can express H0 in the form
H0 =
∑
k,c
kac †n (k)a
c
n(k) +
∑
p,s
Ep
(
q†p,sqp,s + q¯
†
p,sq¯p,s
)
. (105)
We can then use Eq. (93) to establish that
[H]0J − 12ΨΞ|n〉 = J − 12ΨΞH0|n〉 (106)
as well as
[H]1J − 12ΨΞ|n〉 = J − 12ΨΞH1|n〉 (107)
and
[H]2J − 12ΨΞ|n〉 = J − 12ΨΞH2|n〉 (108)
The state vector |n〉 represents one of the |k1 · · ·ki · · ·kN 〉, the “standard” perturbative eigenstates of H0.
We can use the relations between Weyl-gauge and gauge-invariant states we have established in the preceding
discussion to extend the isomorphism we have demonstrated to include scattering transition amplitudes. For this
purpose, we define
Hint = H1 +H2 and [H]int = [H]1 + [H]2 . (109)
The transition amplitude between gauge-invariant states is given by
Tf,i =
1
C2
〈f |Ξ⋆Ψ⋆J − 12

[H]int + [H]int 1(Ei − (HˆGI)phys + iǫ) [H]int

J − 12ΨΞ|i〉 , (110)
where |i〉 and |f〉 each designate one of the |n〉 states; |i〉 represents an incident and |f〉 a final state in a scattering
process. With the results of the preceding discussion, we can express this as
Tf,i =
1
C2
〈f |Ξ⋆Ψ⋆J−1ΨΞ|n〉〈n|
{
Hint +Hint 1
(Ei −H0 −Hint + iǫ)Hint
}
|i〉
=
1
C2
〈0|Ξ⋆Ψ⋆J−1ΨΞ|0〉〈f |
{
Hint +Hint 1
(Ei −H0 −Hint + iǫ)Hint
}
|i〉 (111)
where we sum over the complete set of perturbative states |n〉〈n|. The second line of Eq. (111) follows from
1
C2
〈f |Ξ⋆Ψ⋆J−1ΨΞ|n〉 = 1
C2
〈0|af (kf )Ξ⋆Ψ⋆J−1ΨΞa†n(kn)|0〉 =
1
C2
〈0|Ξ⋆Ψ⋆J− 12αf (kf )α†n(kn)J −
1
2ΨΞ|0〉 =
δf,nδ(kf − kn) 1
C2
〈0|Ξ⋆Ψ⋆J −1ΨΞ|0〉 − 1
C2
〈0|Ξ⋆Ψ⋆J− 12α†n(kn)αf (kf )J −
1
2ΨΞ|0〉 (112)
and the observation that the last term on the second line of Eq. (112) vanishes trivially. With the isomorphism of the
states |k1 · · ·ki · · ·kN 〉 and |k¯1 · · · k¯i · · · k¯N〉 that we have established,
Tf,i = Tf,i (113)
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where
Tf,i = 〈f |
{
Hint +Hint 1
(Ei −H0 −Hint + iǫ)Hint
}
|i〉 (114)
is a transition amplitude that can be evaluated with Feynman graphs and rules, because it is based on “standard”
perturbative states that are not required to implement Gauss’s law and need not be gauge-invariant.
In the remainder of this section, we will discuss the relation of our formulation of the scattering transition amplitude
to approaches to this problem in Coulomb-gauge formulations of QCD. As was pointed out in section IIB, the effective
Hamiltonian (HˆGI)phys described in Eq. (60) is identical to one obtained by Christ and Lee, [32] who treated gauge
fields as coordinates and applied the apparatus of transformations from Cartesian to curvilinear coordinates to the
problem of formulating Coulomb-gauge QCD. Here, we will show that HˆGI — the precursor of (HˆGI)phys , described in
Eq. (20) — is identical in form to the Hamiltonian given in Eq. (6.15) in Ref. [32], which leads to the Coulomb-gauge
perturbative rules formulated by Christ and Lee. For this purpose, HˆGI will be expressed in terms of PbTj and AaGI i,
and then Weyl-ordered. The equivalence of Christ and Lee’s results with Schwinger’s [36] was already confirmed in
Ref. [32].
Eq. (82) demonstrates that the functional dependence of HˆGI on PbTj and AaGI i is the same as the functional
dependence of
H¯ ≡ J 12 HˆGIJ − 12 (115)
on ΠbTj and A
a
GI i. H¯ was used by Christ and Lee to generate the path integral representation of the Coulomb
gauge, [32] and they showed that
H¯ = HˆW
GI
+ V1 + V2 (116)
where the superscript W designates Weyl-ordering with respect to ΠbT
GI j and A
a
GI i. The additional terms V1 and V2
are given by
V1 = 1
8
g2f lbcf lad
∫
dr∂jDab(r, r)∂jDcd(r, r) (117)
and
V2 = 1
8
g2f lnafkbm
∫
dxdydz
(
δknδjiδ(y − x) +DjDkn(y,x)
←
∂ i
)
×
Dac(x, z)∂2Dcb(z,y))
(
δlmδijδ(x− y) +DiDlm(x,y)
←
∂ j
)
(118)
where the partial derivative ∂j to the left of Dab(r, r) acts only on its first argument. When a partial derivative with
a left arrow on top appears to the right of Dab with two identical arguments, it acts only on its second argument.
The case of of two identical arguments of D is understood as ∂jDab(x,x) ≡ limy→x ∂∂xjDab(x,y) and Dab(x,x)
←
∂ j≡
limy→x
∂
∂xj
Dab(y,x), where the limit is taken after the partial derivative has been evaluated. This convention will be
followed consistently in the following discussions. Since the commutator of PbTj and AaGI i is identical to that of ΠbTGI j
and Aa
GI i , an equation parallel to Eq. (116),
HˆGI = Hˆ
W
GI + V1 + V2 (119)
will be proven below. The superscript W designates Weyl-ordering, but in this case with respect to PbTj and AaGI i .
The parallel structure refers to the fact that, as was pointed out above, HˆGI has the same functional dependence on
PbTj and AaGI i as H¯ has on ΠbTGI j and AaGI i. Since the fermion variables commute with PbTj and AaGI i, we may drop
them for the proof of Eq. (119); we will also drop HG , since it makes no contributions in the space of gauge-invariant
states. It follows from Eq. (58) that for a physical state |Ψ〉,
ΠbGI j(r)|Ψ〉 = −Ebj (r)|Ψ〉 (120)
with
Ebj (r) = J
1
2
[
− PbTj (r) +
∫
dx∂jDbq(r,x)Di(x)Pq Ti (x)
]
J− 12 . (121)
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In terms of the Weyl-ordered chromoelectric field operator of Schwinger, [9]
Ebj (r) = −PbTj (r) + 12
∫
dx
[
∂jDbq(r,x)Di(x)Pq Ti (x) +Di(x)Pq Ti (x)∂jDbq(r,x)
]
, (122)
we have
Ebj (r) = Ebj (r) + ∆bj(r) and
Ebj (r)† = Ebj (r)−∆bj(r). (123)
The Hamiltonian HˆGI, in the absence of the fermion field and without HG , can be written as
HˆGI = K +
1
4
∫
drF aGIij(r)F
a
GIij(r) (124)
where the kinetic energy
K =
1
2
∫
drEbj (r)†Ebj (r)
=
1
2
∫
dr[Ebj (r)E
b
j (r) + v(r)] (125)
with
v(r) = −∆bj(r)∆bj(r) +
[
Ebj (r),∆
b
j(r)
]
. (126)
To evaluate ∆bj(r), we observe that
Ebj (r) = −PbTj (r)+ 12
[PbTj (r) , ln(J )]+
∫
dx∂jDbq(r,x)Di(x)Pq Ti (x)− 12
∫
dx∂jDbq(r,x)Di
[
PqTi (x) , ln(J )
]
(127)
and
Ebj (r)† = −PbTj (r)− 12
[PbTj (r) , ln(J )]+
∫
dxDi(x)Pq Ti (x)∂jDbq(r,x) + 12
∫
dx∂jDbq(r,x)Di
[
PqTi (x) , ln(J )
]
(128)
so that
1
2
(Ebj (r) + Ebj (r)†) = Ebj (r) (129)
and, therefore, that
1
2
(Ebj (r)− Ebj (r)†) = ∆bj(r) . (130)
With Eqs. (120) and (68), this leads to
∆bj(r) = −
i
2
gf bch
∂
∂rj
D ch(r, r) (131)
In Appendix F, we shall prove that
1
2
∫
drv(r) = V1. (132)
In the form given in Eq. (124) with K as described in Eq. (125), the effective Hamiltonian (HˆGI) is identified with
that of Schwinger. [36] The next step towards the proof of (119) follows from the operator identity given in Ref. [32]
1
2
∫
drEbj (r)E
b
j (r) =
1
2
∫
dr
[
Ebj (r)E
b
j (r)
]W
− 1
8
∫
dxdydz
[
PaTi (x), DkDbc(x, z)
←−
∂j
][
PbTk (y), DiDac(y, z)
←−
∂j
]
.
(133)
Using the commutation relation (E10), we can show that the second term on the right hand side of Eq. (133) is the
same as V2 (the same proof is also given in Ref. [32]) and Eq. (119) is established.
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IV. DISCUSSION
In this work, we have used earlier results [1, 5, 6] to express the Weyl-gauge Hamiltonian entirely in terms of
operator-valued fields that are gauge-invariant as well as path-independent. These gauge-invariant fields have many
features in common with Coulomb-gauge fields: Their commutation rules agree with those given by Schwinger in his
Coulomb-gauge formulation of QCD, [9, 36] except for differences in operator order; these differences can be ascribed
to the fact that Schwinger imposed Weyl order in his work while we do not make any ad hoc changes in operator order.
The gauge-invariant gauge field is transverse and hermitian; but the gauge-invariant chromoelectric field is neither
transverse nor hermitian. Even the transverse part of the gauge-invariant chromoelectric field is not hermitian. That
fact is important for relating the Hamiltonian we obtained in Eq. (84) with those given by Gribov, [11] Schwinger, [36]
and Christ and Lee. [32]
The relation between the Coulomb-gauge Hamiltonian for QCD and the Weyl-gauge Hamiltonian expressed in
terms of gauge-invariant fields closely parallels the relation between the two corresponding QED Hamiltonians. The
Weyl-gauge Hamiltonian for QCD is represented entirely in terms of gauge-invariant fields in Eqs. (20) and (24).
When formulated in terms of gauge-invariant fields, QCD must be embedded in a space of gauge-invariant states
that obey the non-Abelian Gauss’s law. Within such a space of gauge-invariant states, further transformation of the
QCD Hamiltonian we have constructed can be effected. Thus transformed, the Hamiltonian consists of two parts.
One part, (HˆGI)phys — displayed in Eq. (60) — is identical to the Coulomb-gauge Hamiltonian. It is a functional of
transverse gauge-invariant chromoelectric fields, gauge-invariant gauge fields (which are inherently transverse), as well
as gauge-invariant quark fields. The other part, HG — displayed in Eq. (24) — makes only vanishing contributions to
matrix elements within the space of gauge-invariant states that is required for the Hamiltonian to act consistently as
the time-evolution operator. HG does affect the field equations and “remembers” that the formulation is for the Weyl,
and not the Coulomb gauge. This situation is precisely the same as in QED, in which the Weyl-gauge Hamiltonian,
expressed in terms of the gauge-invariant field (in that case, simply the transverse part of the gauge field), is the sum
of two terms, given in Eqs. (45) and (46); the former is the Coulomb-gauge Hamiltonian, and the latter makes only
vanishing contributions to matrix elements within the space of gauge-invariant states, but is necessary for reproducing
the Euler-Lagrange equations for Weyl-gauge QED.
In spite of the similarity between QCD and QED in the relation between the Weyl and Coulomb gauges summarized
in the preceding paragraph, there is an important difference between the gauge-invariant states for the two theories:
Gauge-invariant and perturbative states in QED are unitarily equivalent; and in a Hamiltonian formulation, this
unitary equivalence permits us to use perturbative states in evaluating scattering amplitudes in QED in algebraic
and covariant gauges without compromising the implementation of Gauss’s law. [22, 23] But there can be no unitary
equivalence between gauge-invariant states and perturbative states in QCD. And the gauge-invariant states in QCD
are complicated, not normalizable, and very cumbersome to use. In order to make effective use of the Weyl-gauge
QCD Hamiltonian represented in terms of gauge-invariant fields, some relation is required that allows us to circumvent
the absence of the unitary equivalence between gauge-invariant and perturbative states that afflicts non-Abelian gauge
theories. In Section III we establish such a relation in the form of an isomorphism that enables us to consistently
carry out calculations in QCD with an equivalent Hamiltonian that is a functional of the original gauge-dependent
Weyl-gauge fields and that is used with standard perturbative states. In the case of QCD, this isomorphism has
been demonstrated for the Weyl gauge only. An extension to a somewhat larger class of algebraic gauges defined
by A0 + γA3 = 0 with γ≥0 should not be difficult; [40] but, in contrast to QED, there is no indication that further
extensions — to covariant gauges, for example — are possible. Finally, in Section III, we show that the effective
Hamiltonian (HˆGI)phys — and therefore also H = H0 +H1 +H2 — can be expressed in appropriately Weyl-ordered
forms and shown to be equivalent to results obtained by Schwinger [36] and by Christ and Lee [32]. The Hamiltonian
used by Gribov in Ref. [11] is equivalent to only H = H0 + H1. H2 does not appear in that work, because the
nonhermiticity of the transverse chromoelectric field was not taken into account.
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APPENDIX A
In this section, we will prove Eqs. (31) and (30). We use Eqs. (34)-(36) and expand the product Dah(y,x)
⇐=
∂·Dhb(x)
in Eq. (31) as a series in powers of g, and observe that O(n) terms originate from Dah(n)(y,x)
(
δhb
←−
∂2 (x)
)
and from
Dah(n−1)(y,x)
(
−gfhqb
←
∂i A
q
GI i
)
. For example, the first part of the n = 0 term of Eq. (31) originates from the δhb
←−
∂2
part of
⇐=
∂·Dhb (x) and is
−δah
4π|y − x|
(
δhb
←−
∂2 (x)
)
= ∂2(x)
−δab
4π|x− y| = δabδ(x − y) (A1)
and the second part of the n = 0 term of Eq. (31), which stems from the −gfhqb
←
∂i A
q
GI i in
⇐=
∂·Dhb (x), is
−δah
4π|y − x|
(
−gfhqb
←
∂i A
q
GI i(x)
)
= −gfaqb∂i (y) 1
4π|y − x|A
q
GI i(x) . (A2)
The first part of the n = 1 term of Eq. (31){
gf qah
∫
dz
4π|y − z|A
q
GI j(z)
∂
∂z j
(
1
4π|z− x|
)}
δhb
←−
∂2 (x)= gf
aqb∂i (y)
1
4π|y − x|A
q
GI i(x) (A3)
exactly cancels the second part of the n = 0 term, and this pattern of cancellation can easily be seen to hold in general
— the first part of the n+ 1 term cancelling the second part of the n-th term. For the general term,
Dah(n)(y,x)δhb
←−
∂2(x)= −fα1as1f s1α2s2 · · ·f sn−1αnbgn
∫
dz(1)
4π|y − z(1)|A
α1
GI l1
(z(1))
∂
∂z(1)l1
×∫
dz(2)
4π|z(1)− z(2)| · · ·A
α(n−1)
GI l (z((n−1)))
∂
∂z(n−1)l
∂
∂z((n−1))k
1
4π|z(n−1)− x|A
αn
GI k(x) (A4)
and {Dah(n−1)(y,x)}{−gfhqb
←
∂ i A
b
GI i(x)} is
−Dah(n−1)(y,x)gfhqb
←−
∂ i A
b
GI i(x) = f
α1as1f s1α2s2 · · ·f sn−2αn−1hfhqbgn
∫
dz(1)
4π|y − z(1)|A
α1
GI l1
(z(1))
∂
∂z(1)l1
×∫
dz(2)
4π|z(1)− z(2)|A
α2
GI l2
(z(2))
∂
∂z(2)l2
· · ·Aαn
GI l(z(n−1))
∂
∂z(n−1)l
∂
∂z(n−1)k
1
4π|z(n−1)− x|A
q
GI k(x) (A5)
so that, relabeling dummy indices h→sn−1 and q → αn, we obtain
Dah(n)(y,x)
←−
∂2(x) −Dah(n−1)(y,x)gfhqb
←
∂ i A
b
GI i(x) = 0
and a consistent pattern of cancellations is established with δabδ(y − x) remaining as the only surviving term in
Dah(y,x)
⇐=
∂·Dhb (x). A similar argument can be used to demonstrate Eq. (30).
APPENDIX B
In this section, we shall prove the identity given in Eq. (66). By definition — Eq. (11) — we have
J−1Πb
GIj(x)J = ΠbGIj(x) + Ibj (x) (B1)
with
Ibj (x) = J−1
[
Πb
GIj(x) ,J
]
= Rbc(x)J −1
[
Πcj(x) ,J
]
(B2)
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so that
Ibj (x) = −iRbc(x)
δ lnJ
δAcj(x)
= −iRbc(x)
∫
dy
∫
dzDmn(y, z) δ
δAcj(x)
∂ ·Dnm(z)δ(z − y)
= igf lnmRbc(x)
∫
dy
∫
dzDmn(y, z)δA
l
GIi(z)
δAcj(x)
∂
∂zi
δ(z− y)
= −gf lnmRbc(x)
∫
dy
∫
dzDmn(y, z) [Πcj(x), AlGIi(z)] ∂∂zi δ(z− y) (B3)
where we have used Eq. (67). Substituting Eq. (39) and using
Πcj(x) = Rbc(x)Π
b
GIj(x) , (B4)
we obtain that
Ibj (x) = igf
bca ∂
∂xj
Dac(x,x) + ∂
∂xj
φb(x) (B5)
where the gradient acts only on the first argument of Dac and the longitudinal term comes from the second term of
Eq. (39),
φb(x) = igf bca
∫
dy
∂
∂yj
Dac(y,y)Dmn(x,y)
⇐=
Dnmj (y) (B6)
with ∂
∂yi
acting on the first argument of Dac(y,y). Comparing the transverse part of Eq. (B5) with that of Eq. (68),
Eq. (66) is proved.
APPENDIX C
To prove the hermiticity of the Faddeev-Popov determinant J as an operator in the Hilbert space of states, we
recall the criterion that an operator is hermitian if its expectation values with respect to all states are real. In the
coordinate representation of states for which AGI is diagonalized and corresponds to a c-number field configuration,
the expectation value of an operator which is a functional of the operator AGI is equal to the same functional of the
c-number field configuration AGI. For each c-number field configuration, the Faddeev-Popov operator, ∂jDj , with Dj
denoting the covariant derivative, Dabj = δ
ab∂j − gfabcAcGIj , becomes an operator with respect to space coordinates
and group indices. We have
∂
†
j = −∂j (C1)
and
D
†
j = −Dj, (C2)
with the dagger referring to space coordinates and group indices. Therefore
(∂jDj)
† = Dj∂j = ∂jDj , (C3)
where the last step follows from the transversality of AGI. Therefore the Faddeev-Popov operator is hermitian with
space coordinates and group indices for any field configuration. Its determinant, J must be real. The hermiticity
of J in the Hilbert space of states is established according to our criterion, and the hermiticity of J 12 is an obvious
corollary.
To derive the commutation relations among P lj(x)’s and AlGIj(x)’s, we notice that
P lj(x) = ΠlTGIj(x) +
1
2
[
ΠlTGIj(x), lnJ
]
(C4)
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with the second term a functional of Al
GIj(x) only. Then we have[Pai (x), AbGIj(y)] = [ΠaTGIi(x), AbGIj(y)] . (C5)
Furthermore [Pai (x),Pbj (y)] = [ΠaTGIi(x),ΠbTGIj(y)]
+
1
2
[
ΠaTGIi(x),
[
ΠbTGIj(y), lnJ
]]
+
1
2
[[
ΠaTGIi(x), lnJ
]
,ΠbTGIj(y)
]
=
[
ΠaTGIi(x),Π
bT
GIj(y)
]
= 0, (C6)
where the Jacobian identity [
ΠaTGIi(x),
[
ΠbTGIj(y), lnJ
]]
+
[[
ΠaTGIi(x), lnJ
]
,ΠbTGIj(y)
]
= − [lnJ , [ΠaTGIi(x),ΠbTGIj(y)]] = 0. (C7)
has been employed. Therefore the commutation relations among P lj(x)’s and AlGIj(x)’s remain canonical.
APPENDIX D
In this section, we shall prove Eq. (78). Using Eq. (76), we define
ΨTn =
∫
dr1...drnAb1Tj1 (r1)...AbnTjn (rn)Πb1Tj1 (r1)...ΠbnTjn (rn) , (D1)
from which it follows that
[
Πai (x),Ψ
T
n
]
= n
∫
dy
[
Πai (x),AbTj (y)
]
ΨTn−1Π
b
j(y). (D2)
This leads to
Πai (x)Ψ
T = ΨTΠai (x) + i
∫
dy
[
Πai (x),AbTj (y)
]
ΨTΠbj(y). (D3)
The commutator involved can be calculated from the relation
AbTj (x) = AbGIj(x) −AbTj (x), (D4)
which implies that
[
Πai (x),Ab Tj (y)
]
= −i δA
b
GIj(y)
δAai (x)
+ iδabδ
T
ij(x− y). (D5)
The functional derivative was calculated in Ref. [32] and the commutator in Ref. [5], and the result can also be
deduced from Eq. (39) with the aid of Eq. (11), which gives rise to
[
Πai (x) , A
b
GIj(y)
]
= −i
(
Rba(x)δijδ(x− y) +Rla(x) ∂
∂xi
D lk(x,y)
⇐=
Dkbj (y)
)
(D6)
Substituting this into Eq. (D3) and using Eq. (11), we find that
Πa
GIi(x)Ψ|φ >= ΨΠaTi (x)|φ > −
∂
∂xi
∫
dyD al(x,y)
⇐=
Dlbj (y)ΨΠ
bT
j (y)|φ > . (D7)
Taking the transverse part of both side, we end up with
ΠaT
GIi(x)Ψ|φ >= ΨΠaTi (x)|φ > . (D8)
The identity Eq. (78) is proved.
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APPENDIX E
In this Appendix, we will show how to obtain Eq. (84) from Eq. (79). In order to obtain the bilinear product
PbTj (r)PbTj (r) for inclusion in a non-interacting part of (HˆGI)phys that can define interaction picture operators, we
now express J − 12PbTj (r)JPbTj (r)J −
1
2 as
J − 12PbTj (r)JPbTj (r)J −
1
2 = PbTj (r)PbTj (r) + PbTj (r)J
1
2
[
PbTj (r) ,J −
1
2
]
−[
PbTj (r) ,J −
1
2
]
J 12PbTj (r)−
[
PbTj (r) ,J −
1
2
]
J
[
PbTj (r) ,J −
1
2
]
(E1)
and make use of the formula[
PbTj (r) ,J −
1
2
]
= − 12J −
3
2
[PbTj (r) ,J ] = − 12J − 12 [PbTj (r) , ln(J )] . (E2)
We also observe that the commutator of PbTj (r) and any functional of AaGI i(r′) commutes with any other functional
of Aa
GI i(r
′), and that, in fact,
[PbTj (y) , AaGI i(x)] = [ΠbTGI j(y) , AaGI i(x)] = −iδab
(
δij − ∂i∂j
∂2
)
δ(x − y) . (E3)
With these observations, we obtain
J − 12PbTj (r)JPbTj (r)J −
1
2 = PbTj (r)PbTj (r)− 12
[PbTj (r) , [PbTj (r) , ln(J )] ]
− 14
[PbTj (r) , ln(J )] [PbTj (r) , ln(J )] . (E4)
Eqs. (66) and (68) show that
[PbTj (y) , ln(J )] = [ΠbTGI j(y) , ln(J )] = igfhcbδTj,k(y) lim
x→y
∂
∂yk
D ch(y,x) . (E5)
With Eq. (38), this can be rewritten in the form
[
ΠbTGI j(y) , ln(J )
]
= ig2f bdhf δdsδTj,k(y)
∫
dz
∂
∂yk
(
1
4π|y − z|
)
AδGI l(z)
∂
∂zl
D sh(z,y) (E6)
where δTj,k(y) =
(
δjk − ∂
(y)
j
∂
(y)
k
∂2
)
δ(y). In this form, it is clear that, to leading order,
[
ΠbT
GI j(y) , ln(J )
]
is a g2 term
and that the limit x → y has already been carried out. We can use Eqs. (E4) and (E6) to obtain an expression for
U ≡ − 14
∫
dr
[PbTj (r) , ln(J )] [PbTj (r) , ln(J )], which becomes an interaction term in (HˆGI)phys, given by
U = 18 g4f bdhf δdsf bd
′h′f δ
′d′s′
∫
dydzdz′
{
δTj,k(y)δ
T
j,k′ (y)
∂
∂yk
(
1
4π|y − z|
)
AδGI l(z) ×
∂
∂zl
D sh(z,y) ∂
∂yk′
(
1
4π|y − z′|
)
Aδ
′
GI l′(z
′)
∂
∂z′l′
D s′h′(z′,y)
}
. (E7)
Similarly, from Eq. (E5), we see that
[PbTj (y) , [PbTj (y) , ln(J )] ] = igfhdb
[
PbTj (y) , δTj,k(y) lim
x→y
∂
∂yk
D dh(y,x)
]
(E8)
in which we represent PbTj (y) as limr→y PbTj (r) so that[PbTj (y) , [PbTj (y) , ln(J )] ] = igfhdb lim
r→y
δTj,k(y) lim
x→y
∂
∂yk
[PbTj (r) ,D dh(y,x)] . (E9)
Using Eq. (34), we obtain
[PbTj (r) ,D dh(y,x)]= −gf sαt
∫
dzD ds(y, z) [PbTj (r) , AαGI ℓ(z)] ∂(z)ℓ D th(z,x) =
−igf sbt
∫
dzD ds(y, z)
(
δj,ℓ −
∂
(z)
j ∂
(z)
ℓ
∂2
)
δ(z− r)∂(z)ℓ D th(z,x) . (E10)
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After integration over all of space,
∫
dy
[PbTj (y) , [PbTj (y) , ln(J )] ] becomes another interaction term in (HˆGI)phys,
given by
V = 14g2fhdbf sbt
∫
dy lim
r→y
{
δTj,k(y)δ
T
j,ℓ(r)
[
∂
(y)
k D ds(y, r)∂(r)ℓ D th(r,y)
]}
. (E11)
V is singular since the leading terms in D ds(y, r) and D th(r,y), (−δds (4π|y − r|)−1 and −δth (4π|y − r|)−1 respec-
tively), are not eliminated by the structure constants in V . Christ and Lee called attention to such singularities in
their work, [32] and conjectured that they might be useful in cancelling unresolved divergences in Coulomb-gauge
QCD. The same remark applies to V . We continue by eliminating the nonhermitian chromoelectric fields from JaT0 (GI)
and JaT †0 (GI), obtaining
JcT0 (GI)(y) = gf
cqpA
q
GI j(y)Π
p T
GI j(y) = gf
cqpA
q
GI j(y)
(
PpTj (y) − 12
[
PpTj (y) , ln(J )
])
(E12)
and
J
cT †
0 (GI)(y) = gf
cqpA
q
GI j(y)Π
p T †
GI j (y) = gf
cqpA
q
GI j(y)
(
PpTj (y) + 12
[
PpTj (y) , ln(J )
])
, (E13)
and
JcT0 (GI)(y) = J¯
cT
0 (GI)(y) + ik
c
0(y) and J
cT †
0 (GI)(y) = J¯
cT
0 (GI)(y) − ikc0(y) (E14)
where
J¯cT0 (GI) = gf
cqpA
q
GI jPpTj (E15)
and, using Eq. (38), ikc0 can be identified as an additional, auxiliary gluon color-charge density in which
kc0(y) = − 12g3f cqpfhdpfγdsAqGI i(y)δTi,j(y)
∫
dz
∂
∂yj
(
1
4π|y − z|
)
A
γ
GI k(z)
∂
∂zk
D sh(z,y) . (E16)
This representation enables us to express HC — the nonlocal interaction involving quark and gluon color-charge
densities in Eq. (79) — in the manifestly hermitian form
HC = − 12
∫
drdxdy
(
jb0(x) + J¯
bT
0 (GI)(x) − ikb0(x)
) ←−
D ab (r,x)∂2D ac(r,y)
(
jc0(y) + J¯
cT
0 (GI)(y) + ik
c
0(y)
)
(E17)
in which all operator-valued fields are hermitian as well as gauge-invariant. When we have eliminated all the ΠpT
GI j
and ΠpT †
GI j from (HˆGI)phys and replaced them with PpTj and the other expressions obtained in this process, we obtain
Eq. (84).
APPENDIX F
To establish Eq. (132), we quote an identity in [32],
fabc
∫
dr
[
Damj X
m(r)Y b(r)Zc(r) +Xa(r)Dbmj Y
m(r)Zc(r) +Xa(r)Y b(r)Dcmj Z
m(r)
]
= 0. (F1)
The proof follows from the observation that the ordinary derivative terms of the covariant derivatives, Dj ’s, in Eq. (F1)
add up to a total derivative and the structure constant terms of Dj ’s add up to zero on account of the Jacobian identity
f labf lmc + f lbcf lma + f lcaf lmb = 0. (F2)
Notice that, the functionsX , Y and Z may carry other color or vector indices and the dependence on other coordinates.
According to Eq. (E10),
[
Πcj(r),Dab(x,y)
]
= −
∫
dzdz′Dam(x, z) [Πcj(x), (∂ ·D)mn] δ(z− z′)Dnb(z′,y) (F3)
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and, with Eq. (D6), we have[
Ebj (r),∆
b
j(r)
]
= −
[
Πb
GI,j(r),∆
b
j(r)
]
= −Rba(r)
[
Πaj (r),∆
b
j(r)
]
=
1
2
g2f labf lmn∂jDam(r, r)∂jDnb(r, r) + g
2
2
f labf cmn
∫
dxDcki Dkl(x, r)
←
∂ j Dma(x, r)
←
∂ j ∂iDnb(x, r), (F4)
where the symmetry property Eq. (37) is employed to obtain the second term on the right hand side. Upon relabeling
the dummy color indices, we have
The 2nd term of r. h. s. of Eq. (F4) =
g2
4
f labf cmn
∫
dxDcki Dkl(x, r)
←
∂ j Dma(x, r)
←
∂ j ∂iDnb(x, r)
+
g2
4
f labf cmn
∫
dxDcl(x, r) ←∂ j Dmki Dka(x, r)
←
∂ j ∂iDnb(x, r)
= −g
2
4
f labf cmb∂jDlc(r, r)∂jDam(r, r), (F5)
where the last step follows from the identities Eqs. (F1) and (30). We have, then
[
Ebj (r),∆
b
j(r)
]
=
1
4
g2(2f lbmf lan − f lamf lbn)∂jDab(r, r)∂jDmn(r, r) . (F6)
Combining it with
−∆bj(r)∆bj(r) =
1
4
g2f labf lmn∂jDab(r, r)∂jDmn(r, r) (F7)
according to Eq. (126) and using the Jacobian identity Eq. (F2), we end up with Eq. (132).
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