ABSTRACT Traditionally, approaches based on neural networks to solve the problem of disambiguation of the meaning of words (WSD) use a set of classifiers at the end, which results in a specialization in a single set of words-those for which they were trained. This makes impossible to apply the learned models to words not previously seen in the training corpus. This paper seeks to address a generalization of the problem of WSD in order to solve it through deep neural networks without limiting the method to a fixed set of words, with a performance close to the state-of-the-art, and an acceptable computational cost. We explore different architectures based on multilayer perceptrons, recurrent cells (Long Short-Term Memory-LSTM and Gated Recurrent Units-GRU), and a classifier model. Different sources and dimensions of embeddings were tested as well. The main evaluation was performed on the Senseval 3 English Lexical Sample. To evaluate the application to an unseen set of words, learned models are evaluated in the completely unseen words of a different corpus (Senseval 2 English Lexical Sample), overcoming the random baseline.
I. INTRODUCTION
One of the important tasks in the area of computational linguistics is word sense disambiguation (WSD). This is the name given to the task of automatically identifying, given its context, the meaning of a word.
This research focuses on the problem of word sense disambiguation using deep neural networks. Several works within this approach have been proposed to tackle this task, for example [1] - [3] . However, previous work focuses exclusively on a dataset of learned words and contexts, that is, it cannot be extended to disambiguate unseen words, even if a dictionary of their representation is available. This work proposes a general disambiguation method based on a word embedding representation of words and contexts, along with diverse comparison methods between them to select a specific meaning.
To this purpose, we use the Senseval 3 English Lexical Sample [4] evaluation test and then additional tests on the The associate editor coordinating the review of this manuscript and approving it for publication was Yucong Duan. unseen words of Senseval 2 English Lexical Sample [5] test are performed (i.e., Senseval 2 -Senseval 3 words), in order to verify the degree to which it is possible to apply the knowledge learned from a corpus, in a completely different one.
The structure of this paper is as follows: Section II gives details on works related to WSD using neural networks; Section III describes our proposed models; In Section IV our experiments and results are explained; and finally, in Section V conclusions are drawn.
II. RELATED WORK
One of the first attempts to tackle the task through neural networks dates from 1990 [6] . In this work a scheme is proposed where each word is represented by a neuron; these neurons are interconnected to each other. It is through stimulating certain chains of neurons that it is possible to associate a word to a particular meaning. In this work the authors mention that until large networks can be created it would not be possible to go beyond a few words; of course this work was not evaluated with a standard test like Senseval.
A. USE OF A MULTILAYER PERCEPTRON
It is not until the beginning of the decade of 2010, that there is an increased interest on experiments using deep learning and its application to the problem of WSD, in particular with Senseval 3 tasks and Senseval.
The work presented in [1] proposes using a multilayer perceptron to address the task of WSD through classification. The presented perceptron is a variant where, unlike the classical perceptron where weights and bias are modified to adjust classification of misclassified data, in this model if a data point is in the boundary of hyperplane decision, weights and bias are modified to move that point outside that border.
To model the system inputs, the following natural language processing methods were used:
• Unigrams were extracted (indicating as null those entries where there are no words any more, which happens when the word is located at the beginning or at the end of a sentence)
• Stop words were filtered • Part-of-Speech (PoS) tagging was applied both to context words and the ambiguous word The total number for analyzed word was seven: 3 words to the left of the ambiguous word, the ambiguous word itself, and 3 words to its right.
As in other works, this proposal consisted in using as many classifiers as words to disambiguate are in the data, selecting a particular sense with a strategy of ''1 vs. rest''. The implemented cost function was cross-entropy, and a sigmoid activation function was applied. Results of this proposal are shown in Table 1 . 
B. DEEP BELIEF NETWORKS FOR WSD
The work of Wiriyathammabhum [2] presented in 2012, points out that despite the emerging advances in deep learning in many tasks of natural language processing, there have been no works on WSD, so that a system is implemented with the idea that it can surpass other algorithms in this task.
For modeling network entries, a combination of three schemes was used, namely Topical Features, Local Features, and PoS tagging.
1) TOPICAL FEATURES
This is a bag of words scheme. First a window of size n is defined around the target word by discarding stop words (words like disjunctions, conjunctions, etc.)
It uses the stemming algorithms to reduce the number of words. Entries are encoded in a one-hot vector. 
2) LOCAL FEATURES
This scheme specifies the window size around a target word target w using n-grams (unigrams, bigrams and trigrams) to represent information. Word segmentation techniques are used to simplify the n-grams, and then they are encoded in a one-hot scheme.
3) PoS TAGGING
In this model unigrams are PoS tagged and then feature vectors are created. These vectors are formed in groups of 4. For example, for PoS tag sequence <NN, VB, ADJ, DT>, the sentence cross the river creates the following vector: <0,1,0,0,0,0,0,1,1, 0,0,0>. This vector is the concatenation of the vectors <0,1,0,0> for cross, <0,0,0,1> for the, and <1,0,0,0> for river.
The system based on a Deep Belief Network was compared with other traditional algorithms:
is a kind of neural network whose training method consists of two stages. In the first stage, it is trained from back to front using Random Markov Fields. A feedfoward is applied to an input, and once the error is calculated, weights are adjusted from the first layer to the next until the end. The second stage of the training uses the backpropagation algorithm.
The architecture of the network consists of 3 hidden layers, each composed of 100 nodes. Modeled outputs are the labels of the senses assigned to each test item. Table 2 presents the best results of this model evaluated on Senseval 2 English Lexical Sample [5] . The authors compare with other implementations of machine learning algorithms. Recall is the only measure reported.
Although this method was evaluated on Senseval 2, it is still relevant to our purposes, since it is one of the first attempts to use deep learning techniques for this problem. Note that this VOLUME 7, 2019 method requires several preprocessing resources to model inputs.
C. LSTM NETWORKS FOR WSD
One of the first works based on LSTM-based neural networks successfully reaching the state of the art in Senseval 2 English English Sample is [3] . In that work, Kågebäck and Salomonsson calculate similarity between a context and precalculated sense embeddings, directly classifying synsets.
The authors in [7] aim to model the joint disambiguation of the target text as a whole in terms of a sequence labeling problem, handling multiple target words at the same time, and disambiguating them jointly, thus, focusing on a single allwords model. The output is tied directly to sense labels from a closed inventory.
Reference [8] implements an LSTM that is able to classify a word in context by finding the sense vector which has maximum cosine similarity to the context vector. Sense vectors are found by averaging context vectors of all training sentences of the same sense. This work is evaluated using Senseval 3 English All-Words task. Described model mainly works by replacing the focus word with a special symbol, and predicting its representation at the end of the sentence.
Based on the intuition that the same sense is mentioned in contexts which are very similar to each other, the authors in [9] follow a similar strategy: a word is omitted, and then a layer is added to the LSTM to predict the omitted word. They evaluate using the Senseva 2 English All-Words Task. In this work, an external corpus (English Gigaword Fifth Edition LDC2011T07) is used to extend the language model of the LSTM.
The previous two works [8] , [9] are able to disambiguate previously seen ambiguous words with state of the art performance; however, as models are trained to predict a specific set of words, although flexible in terms of contexts, they cannot be used to predict the sense of a previously unseen word, which is our main goal in this work.
Differently to Kågebäck and Salomonsson [3] , Popov [10] designs a Bi-LSTM-based network to perform disambiguation for all open-class words given a single context. Although Popov proposes several modifications that allow to incorporate other sources of information following a similar idea to context2vec [11] , the proposed network still relies on a final layer in which a cross entropy loss is calculated between the vector of probability distribution over the word sense lexicon and the gold label, making it necessary to retrain this network in order to work on a different word sense inventory.
In our model, the target of the network is set to a vector representing the gloss of the definition that better matches the input works along with its context. What we are looking for, is a model in which new predictions can be done by substituting only the sense inventory (as long as glosses of for each sense are provided), using the knowledge learned by the network.
We aim to answer the question regarding whether there is a generalizable knowledge inherent in the relations that are established between certain contexts and the vector representation of the target as a concept, i.e., it is considered not only as a target word, but an approximation of the class of wordgiven as a point in the vector space-that can be used to select the closest sense given a set of senses for an ambiguous word. The models proposed in the following section aim to provide a preliminary answer to this question.
III. PROPOSED MODELS
The proposal of this work is to build a model that in its design is not limited to a fixed number of possible words, and that is not limited to the set of words that have been seen during training, but can produce answers to previously unseen words, aided by a dictionary.
Particularly, the information of word sense glosses in a dictionary can be used by the proposed models, so that these proposal can be classified as a hybrid between the knowledgebased and the supervised approaches.
In this section, four different proposed models are described. The initial model (Section III-A) considers only one element of the embedding as the most important. Then, an architecture with improved definition modeling is presented in Section III-B. A model based on multilayer perceptron is proposed in Section III-C; and finally a model based on a single classifier is described in Section III-D.
The size of the layers of neurons of the fully connected multilayer perceptron (MLP) used as the output of each model goes hand in hand with the size of the embeddings used k. The following models present different ways of assembling the input vector, in such a way that the input to the MLP consists in 3 · k, 3 · k, 5 · k and 7 · k respectively. For the 3 · k models (R-MT, RB-LSTM and RB-GRU, sections III-A and III-B), there will be four hidden layers of 3 · k, 4 · k, 3 · k, 2 · k neurons, to finally yield an output with k neurons, corresponding to the size of the embeddings. In a similar way, for a 5 · k input (MP-05, Section III-C), hidden layers are designed to have 5·k, 4·k, 3·k, 2·k, and k neurons, connected to a final output layer of k neurons. In the particular case of the Recurrent Classifier model (R-C, Section III-D, hidden layers are designed to handle an input of 7 · k neurons, which are subsequently reduced to 5 · k, 2 · k, k, 0.5 · k connected to a final output of 2 neurons, corresponding to a binary response corresponding to the sense being associated with the context.
A. RECURRENT NEURAL NETWORK-BASED MODEL R-MT
This model is based on the proposal by [3] , but for this proposal the use of classifiers in the final phase of selection for the task was avoided in order not to limit this network to a specific set of words. Instead of classifiers, a multilayer perceptron with a single output vector having the same dimensions of the input vectors (k) is used. The ''R'' in R-MT is for the recurrent neural networks used at the input processing stage (See Section III-A1), and MT refers to the MaxTopic codification for definitions, explained in Section III-A2. The architecture of this model is detailed in Section III-A3. 
1) INPUT MODELING
The network consists of two recurring cells, which are fed by sequences, one is formed by the words before the ambiguous word and the other by the words after the ambiguous word.
These two sequences of words are each introduced into a recurrent network (LSTM), the left context is traversed from left to right, while the right context is traversed from right to left, i.e. it goes from the ends of the sequences towards center (the Figure 1 , shows how the sentence is read).
Two sources of embeddings were used, one is Google that presents embeddings whose size is 300 dimensions, and the other source is [12] , that generated embeddings of 100 and 500 dimensions.
Once the word sequences have been obtained, the word embeddings (vectors) that represent it are retrieved, so a sequence of vectors is obtained. For this procedure, the Gensim [13] libraries were used. These libraries implement functions for a practical management of embeddings files. In case the word to be processed does not directly have a vector that represents it, a procedure is applied to try to find a word with a corresponding vector to represents it, for this the libraries of NLTK [14] in Python were used. The following process was used:
1) Search a vector for the raw word. If not found: 2) Convert it to lowercase if the first letter is lowercase and repeat search. 3) Apply stemming to find the root of the word (Porter and SnowBall algorithms) and repeat search. 4) Apply stemming (with Wordnet) 1 and repeat search. 5) If, after these modifications still a vector could not be found, the word is discarded from the sequence. The first tests did not yield any significant results, so it was decided that the neural network had a third input: this input is the word to disambiguate, which after passing through a layer is concatenated as the center of three vectors, each of k dimensions, where k is the size of the embedding (100, 300 or 500). The other two vectors are those obtained once the recurrent networks have processed the sequences of the left context and the right context.
2) DEFINITION MODELING
Definitions are incorporated as objectives to which the network should approximate, unlike other schemes that only use definitions as a label. Training is designed so that output of the network selects the representation of one of the senses of the input word.
1 nltk.stem.wordnet In order to build a sense representation, embeddings for each sense must be constructed. We opt to use words in the gloss of each sense, adding up the representation of each word in the gloss. Following [15] , doing algebraic operations allows to form more complex concepts, so that a vector sum scheme was implemented to model the definitions. Definitions in most cases are short texts (in this data set, although the longest is 26 words, the average is 9 words), and it is assumed that all words provide information. Reference [16] shows that this is one of the models with better results.
The process to form the resulting vector consists in recovering the vector of each word that forms the definition (including stop words), and adding them. Once this was done, the highest component was considered to be the one that indicated the main topic to which the context referred. This component of the resulting vector was set to 100, leaving the rest at 0. See Figure 2 . This encoding will be referred as MaxTopic throughout of this paper, and hence the name of this model: R-MT.
The value of 100 was used instead of 1 because experimentally it was observed that for the network it was very difficult to approximate a vector composed of zeros except for a 1, so the value of 1 was changed to 100. See Figure 3 . This is done under the hypothesis that each sense will have a different predominant topic. This may not always happen, and we will explore the degree to which definitions comply with this in the experiments section (Section IV-A1). See for example 
3) NETWORK ARCHITECTURE
The input section of this model consists of three inputs: one is the left context; another the ambiguous word, which passes through a feed-forward layer; and finally the right context. Context words are passed in sequence through an LSTM unit before integrating the final state (vector) into a single vector V 3k of size 3 × k, where k is the size of the embeddings.
Then, this vector V 3k passes through four feed-forward layers (perceptron). Each layer is reduced geometrically, with each layer having 3k, 2k, k, and k neurons, respectively. For example, with embeddings of k = 100 dimensions, the layers would consist of 300, 200, 100 and 100 neurons at the exit. For a embeddings of size k = 500, layers have 1500, 1000, 500 and 500 neurons, respectively). The architecture of this network is shown in Figure 5 . The cost function used was Mean Square Error (MSE).
Once the network provides an output, it is compared with the MaxTopic representation of all senses for the ambiguous word. The closest one is chosen. A simple example is shown in Figure 6 .
B. BILATERAL RECURRENT NETWORK MODELS (RB-LSTM AND RB-GRU) 1) INPUT MODELING
This model is based on the schema of the previous network (R-MT) (Section III-A), with changes mainly in the modeling of the definitions.
2) DEFINITION MODELING
The same ideas were taken from Section III-A1 to form the definitions; however, and knowing the limits that the MaxTopic could provide, we decided to look for an alternative that would avoid discarding all the additional information included in the embeddings. The scheme chosen for this was the application of a normalization between 0 and 1 of the components, so once the sum of the definition vectors is done, a softmax function is applied, which maintains the components of the embeddings that have the highest value, and that those of negative value or zero, have a very low value, but are not discarded. Therefore, this problem became a regression problem since the network should approximate a numeric vector in a way that, later on, when choosing the answer, this numeric vector would be compared with the vectors of the definitions. The one with the smallest Euclidean distance would be chosen.
This model does not requires any type of additional data or label (v. gr. syntactic or part of speech labeling), so its construction is very straightforward. To exemplify the values of distance between different definitions, consider the following definitions of the word begin.
It can be seen that the definitions begin-1 and begin-3 are very similar. begin-2 and begin-4 are very similar too. Table 3 reflects this: the distance between begin-3 and begin-1 is 0.0382, while the distance between begin-2 and begin-4 is 0.0242. Compare this with the distance between begin-1 and begin-2 (0.09147) or begin-3 and begin-4 (0.0751).
3) NETWORK ARCHITECTURE
As shown in Section III-B1, the network has 3 inputs, two sequences and one vector, which enter into two recurring layers and one feed-forward layer. The output of these three layers are concatenated and form a vector of 300 dimensions (the output of the recurring layers have a dimension of 100, the same as the feed-forward layer where the vector of the ambiguous vector is passed).
After forming the 300-dimensional vector, it passes through a series of feed-forward layers of 300, 400, 300, 200 and 100 neurons respectively, expecting the resulting vector from this layer (100-dimensional) to be the vector that represents the desired definition.
All layers use the activation function textit softplus (except recurrent layers, and the ambiguous word layer, which use a linear activation function).
Two types of cells were tested for the recurrent layers: LSTM and GRU. In Figure 7 the architectures of these networks are shown. They were tested with two different cost functions: the Poisson function (P) and the mean square error (M).
The idea of implementing a GRU cell instead of an LSTM arises from observing that, in some scenarios this type of cells are able to equal, or even improve the performance of the LSTM [17] .
C. MULTILAYER PERCEPTRON MODELS: MP-05M AND MP-05P
This model was proposed considering the idea of directly encoding contexts as part of the network inputs. In this model, a context size of 4 (two words to the left, and two words to the right) is proposed, although larger contexts could be modeled in the same way. The total number of input words to this model is 5, hence the 05 in the name of this model. M and P correspond to the cost function used, as detailed in Section III-C2
1) INPUT MODELING
For definition modeling, a same scheme based on that described in Section III-B2 was used. The network has 5 words as input-2 words from the left context w n−1 , w n−2 , the ambiguous word w n , and 2 words from the right context w n+1 , w n+2 . This is concatenated in a resulting input vector of 5 · k dimensions. 
2) NETWORK ARCHITECTURE
The objective to be approximated is a vector that corresponds to the gloss of the correct sense of the word w n to be disambiguated. The architecture of the network consists of an input of 5k (5 words, each of k dimensions), after which there are layers of 5k, 4k, 3k, 2k and k neurons. See Figure 8 .
The output of this model is a k-dimensional vector. This is compared with the vectors of definitions of all senses of the ambiguous word. Vectors are compared with Euclidean distance. The closest vector to the network's output selects the corresponding sense.
This model can be used with two cost functions: the mean square error function and the Poisson function, referring to these model variants such as MP-05M and MP-05P respectively.
D. RECURRENT-CLASSIFIER MODEL (R-C)
The R-C model was designed having in mind that representation of glosses could be improved by processing them through RNNs instead of adding up the word embeddings of each word. This is why this model has two additional inputs that sequentially process the words that conform the gloss of the corresponding sense. For each ambiguous word, both the correct gloss and the incorrect ones should be used during training.
The first output y 0 will be activated when it detects an association between the ambiguous word and its context words, and the glosses of each sense of the ambiguous word. y 1 will be activated otherwise.
1) INPUT MODELING
This network initially shares the same design of the perceptron inputs of the MP-05 model described in Section III-C1, which is conceptually simpler than a model based on recurrent units (Section III-A1).
In this model, along with the 5 input vectors of model MP, two more vectors are added, which are created from the glosses of the ambiguous word. These vectors are created by passing the words that form the correct gloss of the ambiguous word through recurrent units. These recurrent units are made up of bilateral GRU units. 2 The term bilateral is used to mean that the definition is read from left to right and from right to left, effectively considering each word in the definition twice.
The length of the sequences of words for the definitions must be fixed; for this reason, a sequence size is chosen considering the average of the length of the definitions (9 words), so that sequence size is 10.
2) OUTPUT MODELING
Differently to previously described models, in this model the idea of approximating a numerical vector is changed. In this model two outputs are established, one as correct sense and the other as incorrect sense. Now during the training stage, in addition to training with the correct definitions, it is also necessary to train with incorrect definitions.
This scheme also allows new information to be incorporated into the model, since it is possible to select more than The output of these units is concatenated with the 5 context words of w 0 and w 0 itself (w −2 , w −1 , w 0 , w +1 , w +2 ) to form a 700-dimensional vector V 7 00. This model was implemented for a fixed embedding size of k = 100. V 7 00 is then fed into a multilayer perceptron of 6 layers, which have 700, 500, 200, 100, 50, 2 neurons each. All activation functions are softplus.
IV. EXPERIMENTS AND RESULTS
In this section we present results obtained with the different models described in previous section, as well as a brief analysis and discussion.
To implement all neural network models the Keras framework, 3 
A. R-MT MODEL
In this section we present results of experiments with the different word representations available (Section IV-A1, then we present the results of this model (Section IV-A2) and discuss some of the limitations of this model.
1) ON MAXTOPIC REPRESENTATION
In order to determine if this representation was able to produce relevant results, several experiments were performed; once the definitions were formed, the highest components in each case were computed for each word, and then it was checked if they were repeated or not, regardless of whether this component was also the same maximum component in the definition of another word.
We tested with different sizes of embeddings (100 and 500 of [12] , and 300 of Google), with the premise that the greater the number of dimensions, the greater distribution of information and therefore greater ease to separate data.
This procedure was also carried out with the GloVe vectors [18] ; however, we observed that it was not very common for the maximum component to be unique for different definitions of the same word, so further tests were not carried out with this embeddings model. Table 4 shows how much it is possible to separate the definitions of different senses of a word, based on the MaxTopic representation. 
2) RESULTS OF R-MT MODEL
The method to evaluate the output of this model consisted in, once the output was obtained, compare with MaxTopic representations of all word senses of the ambiguous word in question. In case the MaxTopic representation was full of zeros, or there was no matching word sense definition, the output was noted as unknown (U).
First, the context size was explored for a fixed embeddings size of 300. Results are shown in Table 5 . Best results were obtained with a context of 15 words. Fixing this context to this value, tests were performed for different embeddings. See  table 6 .
At the end, this model was effectively limited due to all information discarded in the MaxTopic representation, as probably the rest of components contained information that could help the network to identify the response, or at least to approximate it numerically. This, in addition to the fact that for some cases the different senses of an ambiguous word shared the maximum component (i.e., they had the same MaxTopic representation.)
B. MODELS OF BILATERAL RECURRENT NETWORKS (RB-LSTM AND RB-GRU)
As mentioned in Section III-B, this model considers the left context and right context of the ambiguous word, as well as the ambiguous word itself, all encoded as vector embeddings. The final output has the same size as the dimensions of the embeddings with which the network is fed, with the idea of numerically approximating the vector of the corresponding definition.
Once the network output is obtained, the Euclidean distance is calculated with the possible definitions of that word, and the closest definition is chosen.
Regarding the size of the embeddings, we performed experiments with different sizes (100, 300 and 500, besides the use of PCA to reduce the dimensions), being the embeddings of 100 dimensions presented in [12] those with which best results were obtained.
We explored the number of perceptron layers by testing with 4-6 layer architectures, finding that 5 layers is the most suitable value, along with a configuration of 300-400-300-200-100 neurons in each layer. The activation function that gave the best result was softplus, which was used in all the layers except the recurrent ones and the ambiguous word layer, which is linear.
Two models were developed, the RB-LSTM and the RB-GRU, each one referring to the type of recurrent cell used for the processing of the sequences, with the letter at the end the cost function used (P for Poisson and M for mean square error).
The tested cost functions (Poisson function, and the mean square error) provided very similar results, the main difference being that with the Poisson function the best results are obtained in less epochs than with mean square error. Table 7 summarizes the best results obtained by RB-LSTM and RB-GRU networks. The parameters with which the networks were trained were exactly the same for both architectures, these are shown in Table 8 .
As stated before, our main motivation is to evaluate the performance of universal neural network-based word sense disambiguation, that is, to explore the possibility of training in a corpus of ambiguous words tagged with their correct sense in a specific context, to disambiguate a completely different set of words and senses. This is why we were interested to evaluate these models on the Senseval 2 English Lexical Sample (ELS) test, without having trained the neural network specifically for the task, i.e., using the networks trained for the Senseval 3 ELS test.
For Senseval 2 ELS the test set was filtered to ensure that no ambiguous words of Senseval 3 ELS were included. Verbs were not considered. The final test set consisted of 44 words and 2,522 test items.
Specifically the evaluation was done using the parameters that allowed to obtain the model's best performance in Senseval 3. Results are shown in Table 9 .
Although results seem low, they exceed the baseline of random selection (14%), which is a hint that there is certain amount of transferable knowledge from one task (Senseval 3) to another (Senseval 2). Considering the small amount of training examples, the ability to disambiguate unknown words suggest positive evidence towards universal word sense disambiguation.
C. MULTILAYER PERCEPTRON MODEL (MP-05)
After finding that the best results were obtained using sequences of only two words (in the right context and in the left context), we considered to try a multilayer perceptron model that analyzes a similar context. Considering also that the best results were obtained with embeddings of 100 dimensions, a perceptron with a 500-dimensional input was created (derived from the fact that 5 vectors of 100 dimensions are concatenated).
This model has two variants, since two different cost functions were explored: the mean square error (MP-05M) and the Poisson error (MP-05P); the architecture is the same in both cases. Parameters used for training this network are shown in Table 10 . Results of using both cost functions are shown in Table 11 .
The same as before, we evaluated the performance of neural networks on the Senseval 2 English Lexical Sample test, without having trained the neural network specifically for the task. Results are shown in Table 12 . Although closer to the baseline of random selection (14%), this model was also able to improve random word sense disambiguation performance. The system parameters appear in Table 10 .
D. RECURRENT-CLASSIFIER MODEL (R-C)
The activation functions used are softplus (except for the activation functions of the recurrent cells), and the cost function used was the mean square error (MSE). Although experiments were done with the Poisson function as a cost function, no significant results were obtained in terms of performance. Parameters of this network are listed in Table 13 . This model has a series of layers of 7 · k, 5 · k, 2 · k, k, 0.5 · k, and 2 neurons. The best system results appear in Table 14 . Although this model was also tested on the Senseval 2 ELS, it was not able to overcome the random baseline; however several modifications to this model can be explored in the future.
E. DISCUSSION OF RESULTS
A summary of the main results of this work is shown in Table 15 . Best results were obtained by the bilateral recurrent network based on GRU cells using the mean square error function, followed by the multilayer perceptron using the Poisson error cost function; however the recurrent-classifier network was able to obtain better precision than the other models. Differently to other models, the recurrent-classifier network has different values of precision and recall because, while in the other models the definition was selected by the smallest Euclidean distance-and thus a response is always obtained-, it is not guaranteed that R-C can always associate a definition with the provided context. By these means, it is said that the R-C network is able to point when it does not know the answer.
In general the RB models achieve better results probably because the number of context words is relatively small, which is adequate for this model, while other models contain recurrent neural networks, which tend to perform better with longer sequences.
Some works-v. gr. [3] -use GloVe embeddings. We explored with those embeddings as well, but results were not satisfactory. This is why we used Word2Vec for 300 dimensions embeddings, and 100 and 500 dimensions embededings from [12] . It is important to note that these embeddings are built from the same source that the Senseval tests use (British National Corpus), and that might be why the best results are achieved with these embeddings.
All models were evaluated on Senseval 2. RB-GRU-P had the best performance overcoming the random baseline of 14.18%, reaching 19.5% of precision and recall, [3] with their corresponding variants on senseval 2 and 3 ELS.
despite having never seen the ambiguous words nor contexts of these words. Only the glosses for the senses of ambiguous words were used-the inventory of senses.
The R-C model was not able to overcome the Senseval 2 ELS baseline; however, there are many variants that remain unexplored. Modeling definitions in a more sophisticated way than just adding up the embeddings corresponding to their words, may be promising.
1) COMPARISON WITH OTHER WORKS
In order to compare our results with the state of the art, we can directly refer to the work of Kågebäck and Salomonsson [3] , since this work is evaluated on Senseval 3 ELS, while all other works mentioned in Section II-C are evaluated using Senseval 2 or 3 English All-Words, amongst other corpora for WSD. Despite being able to overcome all methods presented in Table 2 , our results are approximately 10 points below with regard to the previously mentioned state of the art (73.4% F1, see Table 17 ); however, it is important to note that in our work no external resources to the test were used-the embeddings were generated from the same corpus from which the Senseval 3 ELS test was extracted. In this sense, our results could be more fairly compared with an intermediate performance between the BLSTM without GloVe and the complete BLSTM reported in [3] .
V. CONCLUSIONS AND FUTURE WORK
The task of word sense disambiguation consists in determining the sense of a word with multiple senses according to the context in which it is present. In this work a method was presented, that can be considered as a hybrid between a knowledge-based (since a dictionary of sense has been used) and a supervised approach ( [19] shows a classification of the approaches of the systems for this task). 6 [3] modified to operate without using individual classifiers.
We defined a neural model that seeks to approximate an embedding that represents the meaning or definition, which was constructed from the dictionary, or a model that seeks to associate contexts and definitions, no longer as vectors, but as vector sequences.
If the neural model performs a numerical approximation, then the error must be calculated by means of cost functions indicated for regression, along with a size of batch close to 70. On the other hand, while looking for an association between context and definition, it is advisable to use mean square error, and a larger batch (v.gr. 200), since the task grows in complexity and it requires to be shown both positive and negative examples.
The performance of the models presented in this paper was evaluated on Senseval 3 ELS, not being able to overcome the highest performance currently reported in the state of the art [3] ; however, it is important to note that in this work presented models have several advantages: 1) They require only a definition dictionary and a embeddings representation to return an answer corresponding to the selected sense 2) They are not bound to a specific set of words, in a way that they are easier to scale to handle a large number of ambiguous words 3) They avoid the use of individual classifiers specialized on a single word See Table 16 for a summary of advantages and disadvantages of each particular model.
Finally, but not less important, regarding to our main goal of transferring the knowledge acquired from one task to another (Senseval 3 ELS to Senseval 2 ELS), performance tests were carried out on Senseval 2 ELS, surpassing the baseline of random selection according to the literature, which provides indication that some generalization towards universal WSD can be achieved for this task.
Regarding the models presented in this work, to improve the results it would be worthwhile to incorporate syntactic analysis information, either by attaching it to the input vectors of the neural networks, or during the sequence's traversal, in order to travel the sequences in syntactic order, and not in word order.
Additionally, to experiment with the creation of embeddings of different size (50 or 200, for example) and thoroughly examining the behavior of different models with different embedding sizes.
A point that would contribute much to the task and others related, is to explore further models of construction of meanings or definitions. One of the models used was the sum of words and perhaps it is insufficient to perform the task of constructing meanings or definitions (although in its current state it yielded the best results, some of its problems were pointed out). An alternative is to continue exploring the idea under which the recurrent-classifier model (R-C) was created, changing some configurations such as the use of bilateral networks to analyze the context as well; modify the length of the sequences (both in the definitions and in the contexts), or to propose another architecture or model that carries out this process under the same idea, to associate positively or negatively a definition with a context.
Although there are limitations regarding the training of a neural network via labeled data, it is possible to explore how to implement unsupervised learning mechanisms for this task, since to the extent that more cases to learn from are available, the ability to generalize improves. Continuing to explore the idea of a general disambiguation system, looking for larger corpora for training and testing, Semcor [21] could be the next step to continue this research.
