For a new axiomatization, with fewer and weaker assumptions, of binary rank-dependent expected utility of gambles the solution of the functional equation
Introduction
Marley and Luce [4] considered the following problem concerning preferences among binary gambles. Let C denote the set of consequences, and let E E be an algebra of subsets of E, the universal set of a chance experiment. Let (x, C; y) denote a binary, uncertain alternative, also called a binary gamble, in which x ∈ C is the consequence to the decision maker if event C ∈ E E occurs and y is the consequence if C = E\C occurs. They also considered compound gambles of the form (ξ, D; η), where ξ = (x, C; y), η = (x , C ; y ) and the events D, C, and C arise from independent realizations of the underlying chance experiment. Let e ∈ C denote a distinguished element called the status quo. Let be a preference order over the set G of all such first-and second-order binary gambles and consequences from C, where x e for all x ∈ C. Thus, all the consequences under consideration, and so gambles, are perceived as gains. Let G * denote the subset of gambles with y = e.
They assume sufficient structure on the restriction of to G * so that over G * there is a "separable", order-preserving representation uw with surjective u : G * −→I, where I is dense in a real interval [0, d[, u (e) = 0, and surjective w : E E −→J, where J is a dense subset of [0, 1] that includes 0 and 1. The conditions needed are well known (see e.g. [4] ) and we do not go into them here. They were able, using elementary axioms, to extend these maps (and the preservation of order) onto [0, d[ and [0, 1] , respectively. With that in hand, they attacked the problem of finding conditions so that this representation uw can be extended to G as
where, for some k > 0, U = u k and W = w k .
They impose two additional, necessary conditions. The first, called gains partition, asserts the following. There exists a bijection M of E E onto itself that inverts the order E (induced on E E by ) such that, for first-order gambles ξ, ξ , η, η with ξ η, ξ η and for events C,
The second, called event commutativity, is
Their proof that separability plus (2) and (3) are sufficient to yield (1) entails the following major steps: Hypothesis (2) is recast as a statement on a numerical function R such that, for first-order gambles ξ η,
Using (3) and (4), Marley and Luce show in [4] also that H (there G) satisfies the usual permutability functional equation (see [1, pp. 270-273] ) and so for some strictly increasing ϕ : ]0, 1[ → R + (R + is the set of positive reals) and strictly decreasing ψ : ]0,
In view of this, we exclude z = 0, z = 1, and p = 1 in what follows. This does no harm, since equation (5 ) below is satisfied also for z = 0, z = 1 or p = 1 if γ(1) = 0, ϕ(0) = 0, ϕ(1) = ∞, and ψ(1) = 1, which conforms with our final result (see Section 5). Marley and Luce ([4] ) prove also that γ : ]0, 1[ → R + is onto (surjective), strictly decreasing, and that Thus, they were interested in solutions with the above properties of the following functional equation in three unknown functions:
Finding that solution is the purpose of the present paper. Marley and Luce show from our solution that their desired result follows.
Reduction to a "linear" equation
We prefer to write equation (5) in the form
because it shows that all values of ϕ(z)ψ(p) are also values of the function ϕ (that is, ϕ(z)ψ(p) is in the codomain of ϕ). Since we had supposed and will continue to suppose that ϕ is strictly monotonic, we can indeed take its inverse and write (5 ) as (5) .
On the other hand, we will not presuppose either the direction of monotonicity (increasing or decreasing) of ϕ and ψ or the exact codomains of ϕ and ψ (we will only suppose that they map ]0, 1[ into R + ). These will turn out to be consequences of (5 ) and of the other conditions. 
and
furthermore Φ, F are strictly monotonic and G is strictly increasing.
Proof. The strict monotonicity of Φ and F is obvious. Substituting (6), (7) and (8) into (5 ) 
Therefore G is indeed strictly increasing and, applying ϕ and then ln to both sides of (10), we get (9).
3. Differentiability and a differential-functional equation
R strictly increasing solutions of (9). Then Φ, G and F are differentiable and G is either everywhere strictly convex on R or everywhere strictly concave on R. Furthermore
We prove this proposition through several steps:
Step 1. The function G is either strictly convex or strictly concave everywhere.
Proof. Indeed, if Φ and F are both strictly increasing, then (9) implies, for all
that is,
Thus G is strictly Jensen convex. The same is true if Φ and F are both strictly decreasing, while the inequality in (15) reverses if one of Φ, F strictly increases, the other strictly decreases: then G is strictly Jensen concave.
Since G is monotonic, thus locally bounded, G is everywhere strictly convex or concave, respectively. (See Roberts-Varberg [6, p. 219] and Kuczma [3, p. 145 ].)
Thus (see also [6, pp. 4-7] and [3, p. 156]) (i) G has left and right derivatives at every point, (ii) G is differentiable at all but at most countably many points, and, since G is both strictly increasing and convex (concave),
Step 2. The function Φ is everywhere differentiable on its domain.
is positive (because G is strictly increasing) continuous and strictly monotonic. The last two are consequences of the strict convexity or concavity of G. For continuity, see [6, pp. 4-7] . As to the strict monotonicity of (16), let G be, say, strictly concave. Then the difference quotients with constant span strictly decrease:
i.e., (16) indeed strictly decreases. Therefore the codomain of the function v →
is an interval of positive length.
Since Φ is monotonic, by Lebesgue's theorem ([5, pp. 5-9], [2, p. 264]) it is differentiable at almost every point of this interval. On the other hand (cf. (ii)), G is differentiable everywhere with the possible exception of countably many points.
Thus, by (9) and by the chain rule of differentiation, Φ is indeed differentiable at every u ∈ R + .
Step 3. The function G is everywhere differentiable with positive derivative; Φ is nowhere zero.
Proof. Differentiate (9) with respect to u from the right or left to obtain (remember, by Step 2, Φ is already differentiable everywhere)
respectively. This will give the desired G + = G − ; we have only to exclude that Φ could be somewhere 0. Suppose, on the contrary, that there exists a u 0 > 0 with Φ (u 0 ) = 0. Then, by (iii) and (17) Φ would be zero on the proper interval
so Φ could not be strictly monotonic, contradicting the supposition. Thus (11) holds (Φ is nowhere zero) and G + = G − , i.e., G is differentiable everywhere on R. Furthermore, from (iii) we have G > 0 everywhere, that is, (12) holds.
Step 4. The function F is everywhere differentiable with nonzero derivative and (14) holds.
Proof. By
Step 3, (17) becomes
On the other hand, (9) and the differentiability of Φ and G imply also that of F . So, differentiating (9) with respect to v we get 
A general functional equation and its solution
As a generalization of (14), we consider now the functional equation
In view of (11), (12), (13), we look for solutions without zeros and thus not changing sign. We use the notation R − := ] − ∞, 0[. 
where µ is an arbitrary nonnegative constant while a, b, λ are arbitrary nonzero constants.
Proof. Writing (20) in the form
we see that h(u 0 ) = f (v 0 ) would imply h(u 0 ) = 0 or g(v 0 ) = 0 but, by supposition, g and h have no zeros. So
and (24) can be written as
In particular, for v = 0,
and so (25) becomes, by dividing both sides by g(0)h(u)h(v) and taking reciprocals,
We look now for a functional equation for h alone. We use the symmetry of the left-hand side of (27) for this purpose. The symmetry of the left-hand side then gives
(constant because one side contains only v, the other only u). This gives
Putting this into (27) we get
This is our functional equation for h. We simplify it by introducing
Using f (0) = 0, we obtain the functional equation (see e.g. Aczél [1, pp. 59-61] )
By the supposition about h, also
We show now that a = 0 is impossible, that is,
Indeed, if a = 0, then (30) would reduce to the Cauchy equation with (u) = κu (κ = 0 is a constant) as the only solution satisfying (31). This would give, by (29) and (26),
Although we established the second equation only for v ∈ R + , it would follow for all v ∈ R, so: For an arbitrary v ∈ R take a u ∈ R + such that u + v ∈ R + . Then from (24) and (33)
Putting this into (34) would give
that is, the second equation of (33) for all v ∈ R:
But then, since f (0), g(0), κ, are different from zero, g would change sign at v = 1/(κf (0)), contrary to the supposition of Theorem 3. Thus (32) holds.
In the remaining case, a = 0, we define
Then (30) becomes 
for some nonzero constant λ. By (29), (37) and (39) we have (23)
Furthermore, from (28) and (26), with the notation (remember, f (0) = 0 and a = 0)
we have now the solutions (21) and (22) for v ∈ R + , that is,
Again we show that the same holds for all v ∈ R. Here too we take an arbitrary v ∈ R and a u ∈ R + such that u + v ∈ R + . Using (20), (23) and (40), we get
Letting u → +∞, we obtain (remember, λ = 0) if λ < 0,
and, if λ > 0,
If we put either (42) or (43) into (41), we get in both cases
and, putting this too into (41), we get also
So we have obtained (22) and (21) in full generality.
Finally we note that f and g are defined for all v ∈ R, so the denominator (µ + e λv ) in (21) and (22) should not be zero for any v ∈ R, which is possible only if µ ≥ 0. We had already a = 0, λ = 0. Furthermore g(0) = 0, so b = ag(0)/f (0) = 0. Thus the constants are as stated in Theorem 3.
Substitution shows that (21), (22) and (23) satisfy (20) with arbitrary µ ≥ 0, a = 0, b = 0 and λ = 0. This concludes the proof of Theorem 3.
Remark. Actually, as pointed out also by the referee, the function g in (36), h in (33), and the function f given by (35) satisfy (20) for u ∈ R + , v ∈ R with v, u+ v = 1/(f (0)κ); that is, these functions form a system of singular (conditional) solutions of equation (20). They do not satisfy, however, the conditions of Theorem 3 about f and g not changing signs; therefore they were eliminated in the proof.
Solution of the F -G-Φ equation
We return now to equation (14) in Proposition 2, which is of the form (20) with
and, by (11), (12) and (13), all conditions of Theorem 3 are satisfied. So
where µ ≥ 0, λ = 0, a = 0, b = 0 are constants. Moreover, by (12)
Integration in (44) yields (− a λ ln α and a λ ln δ are the constants of integration)
(no absolute value signs are needed in (47) since µ + e λv > 0). If we had µ = 0, then (44) would give 
This is possible only if δ = 1 µ and b = µ in which case (49) is indeed satisfied. Thus we have proved the following result. 
Solution of the Marley-Luce problem
We now turn our attention to the original problem, that is, to equation (5 ) . In view of Proposition 1, and of (52), (51), (50), Conversely, (5 ) is satisfied by (56), (57) and (58), whatever the constants c = 0, k > 0, A > 0, B > 0. Also, ϕ, ψ : ]0, 1[ → R + are strictly monotonic and γ : ]0, 1[ → R is strictly decreasing and surjective.
Thus we have the following answer to the Marley-Luce problem. 2. If lim z→1 ϕ(z) = +∞ is supposed, then c < 0. Thus, ϕ is strictly increasing and ψ is strictly decreasing; furthermore the codomains of ϕ and ψ are ]0, +∞[ and ]1, +∞[, respectively.
This conforms with the application (cf. the Introduction and the beginning of Section 2).
