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Abstract. This paper discusses a task assignment problem. The scenario under 
consideration is a superstore with a team of fetching robots. There is a set of customers 
each requiring a unique set of items. The goal is to assign the task of fetching the items to 
the available robots in such a way that the time and effort required for fetching the item is 
minimized. For this purpose, a Markov Decision Process based model has been proposed. 
The proposed-model is solvable using stochastic dynamic programming algorithms such as 
value iteration for the calculation of optimal task assignment policy. The analysis of the 
characteristics of the resulting optimal policy has been presented with the help of a 
numerical case study.  
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1. Introduction 
 
Shopping at a superstore is a routine activity for the 
urban population. While large superstores provide the 
facility of “everything at one place”, the drawback is the 
increase in amount of effort required to find one particular 
thing. Considering the elderly and differently abled 
persons, it is important to find a way to facilitate shopping 
activity. Assuming that the shopping assistance is carried 
out using the fetching robots, there are four aspects of the 
shopping assistance problem, i.e., 1) Design and 
development of robotic manipulators for fetching the 
items, 2) Design of path planning algorithms for the 
fetching robots, 3) Design of the control algorithms for 
reference tracking in the motion of the fetching robots, 4) 
Design of the task assignment algorithms for deciding 
which robot shall fetch which of the desired items. In this 
regard, significant research has been carried out. Some 
hardware platforms have been developed [1, 2] and 
different solutions have been presented to the problem of 
automated shopping assistance [3, 4]. In this paper, we 
focus on the fourth aspect of the problem, i.e., task 
assignment for fetching the items. 
In terms of shopping assistance via robotic 
manipulators, there have been many approaches. For 
example, in terms of hardware platforms, TOOMAS [1] 
and Shopbot [4] are prominent. Shopping assistance 
solution for blind people is presented in [5] and [2] 
whereas an approach to support elderly people is 
discussed in [6]. In terms of algorithms, a localization 
technique is discussed in [7]. A robotic hand mechanism 
for grasping fresh food in a supermarket is presented in 
[8]. A remotely operated shopping robot system is 
discussed in [9]. An automated human-guided shopping 
trolley is proposed in [10]. Other interesting relevant work 
includes [11-14]. 
Regarding the algorithms for multiple agents 
shopping assistance, there is not much work available in 
the literature. Two of the most recent references include 
[15] and [16]. None of these works talk about the shopping 
assistance as a team task or for that matter any interaction 
among multiple shopping assistance (intelligent) agents. 
On the other hand, human-robot or human-computer 
interaction is something that has attracted the attention of 
the researchers recently [17, 18]. 
The least addressed aspect of the multiagent shopping 
assistance via fetching robots is that of task assignment. 
Task assignment in general is a well-researched area. For 
example, a linear programming-based approach for task 
assignment is proposed in [19]. An approach for 
assignment of multi-period multi-site assignment problem 
is proposed in [20]. A two-step heuristics-based algorithm 
using Tabu search has been discussed in [21]. The design 
of warehouse is also important for autonomous 
fetching/placement.  Such issues are discussed in [22] and 
[23]. More approaches on task assignment are presented 
in [24] and [25]. But among all of the proposed 
approaches, there is none that can be directly adopted for 
solving the problem of fetching task assignment discussed 
in this paper mainly because these methods do not 
incorporate uncertainty. Especially, given the stochastic 
nature of the problem as the arrival of a customer at the 
store and the number and type of items that are required 
by each customer are random phenomena, it is desirable 
to develop a task assignment model that incorporates the 
uncertainties. Fortunately, there are some sequential 
decision making tools that can be utilized for this purpose. 
One such tool is stochastic dynamic programming [26]. 
But in order to be able to use this tool, the problem of task 
assignment must be formulated as a Markov Decision 
Process (MDP).   
An MDP models a sequential decision making 
problem as a tuple (S, A, R, T, γ) where S is a set of states, 
A is a set of actions, R is the state dependent reward 
function, T is state and action dependent transition 
function, and γ is discount factor (or depreciation factor 
for state rewards) ranging from 0 to 1 (excluding the 
boundary values 0 and 1). There are many ways to solve 
an MDP problem for an optimal policy (optimal with 
respect to expected discounted reward). For example, 
value iteration, policy iteration, linear programming, 
dynamic Bayesian networks and so on [26, 27]. 
Given the above discussion, major contribution of 
this paper is the formulation of an MDP model that can 
be solved using stochastic dynamic programing to obtain 
optimal task assignment policy for fetching robots. 
Specifically, we have defined the state variables for the task 
assignment problem that include the maximum item 
carrying capacity of each robot, the priority level of each 
customer, the existing assignment of items to be fetched 
by each robot, and the location of each robot. In order to 
enable the calculation of an optimal task assignment 
decision, a reward function has been proposed that is used 
to encourage the assignment of items in such a manner 
that no customer-desired items are left unassigned and the 
assignment is carried out to ensure minimum possible 
distance traveled by the robots while meeting the 
constraint of a maximum item carrying capacity. 
Furthermore, the transition probability function has been 
proposed for the state variables. Other contributions of 
the paper include discussion on the scalability of the 
proposed model and simulation based case study that 
presents various insights regarding the optimal policy 
calculated using the proposed model. Furthermore, the 
solution methodology involving value iteration for the 
proposed model has also been discussed in the paper. 
 
2. Problem Formulation and Associated 
Assumptions 
 
In this section we setup the stochastic sequential 
decision-making problem to be addressed. Assume that 
there is a big superstore with multiple aisles configured in 
parallel (let p be the number of aisles). We have a team of 
n robots (p ≥ n) that are to assist m customers. 
Furthermore, each customer desires to buy ij items where 
i is a list (of items) and subscript j represents the identity 
of the customer (𝑗 ∈ {1,2, … ,𝑚}). There is a supervisor 
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(centralized computer) that can communicate with each 
robot and can assign items to the robots. Assignment of 
an item to the robot means that the robot is responsible 
to fetch that particular item. There are total of k items in 
the store (with respect to type) and location of each item 
(in terms of aisle number) is known. Assume that the map 
of the superstore and location of items is known to the 
robots. Also the robots are capable of determining their 
own location and send/receive the same to other robots 
(or to the supervisor). Finally, each robot is capable of 
grasping and carrying q items. 
Given the above assumptions, the problem is to assign the items 
desired by the customers to the robots in such a way that is optimal 
with respect to the time and effort required to fetch the item to the 
customers.  
The depiction of the problem setup is shown in Fig. 1 
where four robots are indicated in four aisles of a 
superstore. The location of the supervisor is accessible to 
all of the robots. Moreover, the robots are assumed to be 
moveable from one aisle to another. 
 
Fig. 1. Depiction of the Problem Setup. 
 
It is important to note that in the scenario generated 
above, any customer arriving at the superstore provides 
the list of its desired items to the supervisor (which is a 
centralized computer system). The supervisor in turn has 
to assign the items to the operational robots so that the 
same could be fetched at the location of the supervisor 
(which is the same as the location of the customer). 
 
3.  Proposed MDP Model 
 
In this section, we develop an MDP model that can 
be used to address the problem defined in the previous 
section. Specifically, we define the state variables involved 
in the problems, the reward function for optimization 
purposes, the state transition function in order to account 
for the uncertainties involved in the problem, the set of 
decisions, and the value of the discount factor for the 
problem. 
 
3.1. Formulation of State Space 
 
In order to formulate the state space, need to consider 
the variables in the problem that are needed for informed 
decision making. The variables have to be assigned 
carefully otherwise the problem would become overly 
complex. As mentioned in the previous section, our goal 
is to assign the items to the robots (for fetching purposes). 
The dynamics of the robots shall not be discussed here 
because we are not concerned with the control design or 
path planning. To assign the items for fetching, we must 
have knowledge about the items that are desired by the 
customers at any given time. Since we have assumed 𝑚 
customers and 𝑘  items, there shall be 𝑚 × 𝑘  binary 
variables (𝑑𝑖,𝑗 ) in the state space indicating whether an 
item 𝑖 is desired by customer 𝑗 or not. Next, we need to 
have the information regarding the number of items 
assigned to a robot at any given time so that the item 
carrying capacity constraint for each robot is not violated. 
Since there are 𝑛 robots, we need 𝑛 variables representing 
the number of items assigned to a robot at any given time. 
Each of these variables can assume values between 0 and 
𝑞 (recall that 𝑞 is the maximum number of items that a 
robot can carry). In order to ensure first-come-first-served 
policy, we may also have the priority level for each 
customer in our state space. Finally, to be able to minimize 
the distance to be traveled by the robot for fetching an 
item, the location of each robot must be part of the state 
space. We simplify the location in terms of aisles. Since 
there are 𝑝 aisles, a robot can have location between 1 and 
𝑝 at any given time. The resulting state space is presented 
below: 
 
𝑆 = {𝑠1, 𝑠2, … 𝑠𝑧}, 
𝑠𝑥 = {𝐿𝑥, 𝐷𝑥 , 𝐶𝑥, 𝑂𝑥}, 
𝐿𝑥 = {𝑙𝑥
1, 𝑙𝑥




∈ {1,2, … ,𝑚}, 
𝐷𝑥 = {𝑑𝑥
1,1, 𝑑𝑥











∈ {1,2, … , 𝑞} 
𝑂𝑥 = {𝑜𝑥
1, 𝑜𝑥




∈ {1,2,… , 𝑝}. 
(1) 
 
Here, 𝐿 is the set of variables representing the priority 
level of each customer (e.g., which customer came earlier 
versus which came later). There are a total of 𝑚 customers 
and the priority level of 𝑦𝑡ℎ customer in state 𝑠𝑥(𝑙𝑥
𝑦
) can 
range between 1 and 𝑚 where 1 signifies highest priority 
and 𝑚  signifies lowest. 𝐷  is the set of variables 
representing whether a particular item is desired by a 
particular customer has been assigned to a robot (𝑑 = 0) 
or not (𝑑 = 1). There are total 𝑘 items and 𝑚 customers 
therefore 𝑚 × 𝑘  binary variables in 𝐷 . 𝐶  is the set of 
variables representing number of items assigned to a 
particular robot. There are 𝑛 robots and each robot can 
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carry up to 𝑞 items. Variable 𝑂 represents the location of 
each robot. There are n robots and the location of each 
robot can vary between 1 and 𝑝 (where 𝑝 is the number 
of aisles). 
 
3.2. Actions, Reward, and Transitions  
 
Once the state space is defined, the next task is to 
identify the set of actions, reward function, and the state 
transition probability function. The set of actions for a 
supervisor in the superstore can be laid out as 
 
𝐴 = {𝑎1,1,1, 𝑎1,1,2, … , 𝑎𝑝,𝑚,𝑛}.  (2) 
 
Here each action corresponds to assignment of a 
specific item (desired by a specific customer) to a specific 
robot. Since there are total 𝑝 items, 𝑚 customers, and 𝑛 
robots, the number of actions is 𝑝 ×  𝑚 ×  𝑛. Since we 
have modeled this problem as a sequential decision 
making, the supervisor can assign items to the robots one 
by one. For assignment of multiple items at a time, we 
could define a single action that assigns two items to two 
robots. But this would require adding actions for each 
possible pair of items assigned to each possible pair of 
robots and desired by each possible pair of customers. 
This would result in a large action space. Therefore, we 
avoid such formulation of actions in this paper. 
In terms of reward function, there are many possible 
formulations. A linear formulation of the reward function 
is as follows: 
 
𝑅(𝑠, 𝑎) = 𝛼1 (𝑝.𝑚






+ 𝛼2(𝑝 − |𝑜
𝑦(𝑠) − 𝑥(𝑎𝑥,∗,𝑦)|) 
(3) 
 
Here the reward function is a linear combination of 
two terms with positive weighting factors 𝛼1 𝑎𝑛𝑑 𝛼2. The 
first term penalizes any unassigned items desired by the 
customer multiplied by the priority level of the customer. 
Since this is a reward function (as opposed to a cost 
function). The penalty is represented in terms of the 
reduction in the reward function. Note that the total 
number of desirable items by all customers is 𝑝 × 𝑚. Also, 
once an item is desired (not yet assigned) the 
corresponding 𝑑  variable attains value of 1. As soon as 
the item is assigned to a robot, the corresponding 𝑑 
variable attains the value 0. The second term of the reward 
function represents the penalty on the assignment of an 
item to the far away robot. Note that the largest possible 
distance from the current location of the 𝑦𝑡ℎ robot in the 
state 𝑠  ( 𝑜𝑦(𝑠) ) to the location 𝑥  of the item being 
assigned to the 𝑦𝑡ℎ  robot is (𝑝 − 1) . Note that 𝑎𝑥,∗,𝑦 
refers to the action that assigns item 𝑥 (located in aisle 
number 𝑥 ) to robot number 𝑦  and the item could be 
desired by any customer (represented by  " ∗ " ). With 
positive weighting functions, the reward function defined 
in (3) is guaranteed to be positive. This is desirable since a 
negative reward may result in unexpected behavior of the 
optimal control policy (or item assignment policy). 
Other possible formulations of the reward function 
are exponential, logarithmic, or quadratic etc. For 
example, an exponential reward function is given as 
 










𝑓2(𝑠, 𝑎) = (𝑝 − |𝑜
𝑦(𝑠) − 𝑥(𝑎𝑥,∗,𝑦)|) 
(4) 
 
Notice that the reward function terms are essentially 
the same as in (4) but now instead of linear combination, 
(4) represents the combination of the exponentials. This 
may yield to different solution compared to that with (3). 
Which one is better is a discussion that is nontrivial. 
Opposite to the exponential formulation is the logarithmic 
formulation. We present it as 
 
𝑅(𝑠, 𝑎) = 𝛼1log10(1 + 𝑓1(𝑠)) + 𝛼2log10(1 + 𝑓2(𝑠, 𝑎)) (5) 
 
Here, the term “1” is added to the arguments to keep 
the reward function positive (note that both f1 and f2 are 
positive semidefinite). A commonality in the reward 
functions (3)-(5) is that the two terms have been kept 
separate. We can have reward function where the two 
terms are multiplied. We present this case for only the 
linear reward and leave the rest to the reader for 
exploration. 
 
𝑅(𝑠, 𝑎) = 𝛼𝑓1(𝑠)𝑓2(𝑠, 𝑎)  (6) 
 
It is clear that there might be infinitely many ways of 
formulating a reward function. Important issue here is to 
study and compare the behavior of these functions and the 
behavior of the policy obtained through these functions. 
We make an attempt on that in the next section. 
In terms of transition function, there can be both 
deterministic and stochastic formulations. There are two 
types of transitions in the model. First is the type of 
transition resulting from application of an action, the 
second is the exogenous transition caused by 
environmental factors. For example, arrival of a customer 
or an item being desired by a customer is exogenous event 
whereas assignment of an item to a robot is caused by 
supervisor agent. Exogenous transitions are not modeled 
in the problem. Whereas the action based transitions are 
modeled via a probability tensor of the form 𝑇(𝑠′, 𝑎, 𝑠) 
that represents the probability of reaching the state 𝑠’ 
from state 𝑠 by executing action 𝑎. First we formulate the 
deterministic transitions for our problem and then we talk 
about uncertainties.  
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𝑠′: 𝑑𝑖,𝑗(𝑠′) = 0, 𝑐𝑘(𝑠′) = 𝑐𝑘(𝑠) + 1,
𝑖𝑓 𝑑𝑖,𝑗(𝑠) = 1





In the above equation, the action ai,j,k represents the 
action to assign the ith desired item by jth customer to the 
kth robot. Notice that the action results in the assignment 
of the item if the item is actually desired by the customer 
(i.e. di,j = 1). Otherwise no change is incurred by the action. 
Notice that there are no probabilities involved in (7) and 
so it is a deterministic transition function. 
While the model of the MDP has the capability to 
represent stochastic transitions, we confine our discussion 
in this paper to the deterministic ones. This is to keep the 
focus on the tradeoff involved in the selection of the 
appropriate reward function.  
 
4. Calculation of Optimal Policy 
 
Once the problem has been formulated in terms of 
states, actions, reward function and transition function, 
the next step is to determine the optimal policy. The 
advantage of modeling the problem as we have in section 
II is that there are many algorithms available in the 
literature for the calculation of the optimal policy. Here we 
discuss a few prominent ones.  
 
4.1. Value Iteration 
 
The idea of value iteration is to define the value of a 
state based on how good it is (in terms of the reward 
function) and how good the states to which we can 
transition from the given state are. The value of a state is 
given by 
 
𝑉(𝑠) =      𝑎
𝑚𝑎𝑥(𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝑇(𝑠′, 𝑎, 𝑠)𝑉(𝑠′)𝑠′ ) (8) 
 
Here, V(s) represents the value of the state s and γ is 
the discount factor. Note that the transitions in our case 
are all deterministic therefore, for our case, the simplified 
value iteration equation shall be  
 
𝑉(𝑠) =      𝑎
𝑚𝑎𝑥(𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝑉(𝑠′)𝑠′ ). (9) 
 
In order to calculate the optimal policy, one needs to 
iterate on the values of the states starting from an initial 
guess. The initial guess may be 𝑉(𝑠) =      𝑎
𝑚𝑎𝑥𝑅(𝑠, 𝑎), ∀𝑠. 
The equation for iteration is 
 
𝑉𝑡+1(𝑠) ←      𝑎
𝑚𝑎𝑥(𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝑉𝑡(𝑠′)𝑠′ )  (10) 
 
It is an established result [26] that the iterations in (10) 
converge to an optimal value with respect to an expected 




𝑡=0 ].  (11) 
 
Here, E[.] represents the expected value function. In 
the deterministic case, the expected value is equal to the 






∑ 𝛾𝑡𝑅(𝑠𝑡 , 𝑎𝑡).
𝑛
𝑡=0   (12) 
 
Once the iterations in (11) have converged, the 




(𝑅(𝑠, 𝑎) + ∑ 𝑉(𝑠′)𝑠′ ). (13) 
 
4.2. Policy Iteration 
 
An alternative algorithm for the calculation of the 
optimal policy is policy iteration. The policy iteration 
algorithm begins with an initial policy π0 and it consists of 
two repetitive steps i.e. policy evaluation and policy 
improvement. The policy evaluation step calculates the 
value of each state given a fixed policy. 
 
𝑉𝑡+1(𝑠) = 𝑅(𝑠, 𝜋(𝑠)) + ∑ 𝑉𝑡(𝑠
′)𝑠′ . (14)  
 
Here the difference from value iteration is that instead 
of updating based on maximization over all actions (as in 
(10)), we update based on the current policy. Next step is 























The iterations stop when 𝜋𝑡+1(𝑠) = 𝜋𝑡(𝑠). There is 
an established result [26] that the policy iteration does 
converge, and it converges to the policy that is optimal 
with respect to (11). 
 
4.3. Backward Induction 
 
The two algorithms discussed so far are for the infinite 
decision-making horizon. There are cases where the 
decision making is only allowed within limited time frame 
or in other words, the given tasks have to be completed 
within finite number of steps. For such cases, the 
calculation of the optimal policy is carried out using the 
backward induction algorithm. The optimization criterion 




∑ 𝛾𝑡𝑅(𝑠𝑡 , 𝑎𝑡)
𝑛
𝑡=0 , 𝑛 < ∞  (16) 
 
In backward induction, the terminal value of each 
(𝑉𝑛(𝑠)) state has to be initialized or known a priory. The 
iterations are performed in reverse order i.e. setting t = n 
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– 1 in the beginning and updating value of each state as 
 
𝑉𝑡(𝑠) ←      𝑎
𝑚𝑎𝑥(𝑅(𝑠, 𝑎) + 𝛾 ∑ 𝑉𝑡+1(𝑠′)𝑠′ ).  (17) 
 
The value of t is decreased and (18) is recomputed till 





(𝑅(𝑠𝑡, 𝑎) + ∑ 𝑉𝑡(𝑠
′)𝑠′ ).  (18) 
 
Notice that here the optimal policy it dependent on t 
which means that it is time varying. This is not the case 
with infinite horizon optimal policy. 
 
4.4. Scalability Issues 
 
Given the state space formulation in (1) and the 
computations involved in the algorithms discussed above, 
it is important to analyze the complexity of the problem at 
hand. Let’s evaluate the number of states we have to deal 
with in case of a simple example. Assume there are 10 
aisles in a superstore (𝑝 =  10 ), there are five robots 
(𝑛 =  5), the store can handle 20 customers at a time 
(𝑚 =  20), and each robot can carry four items (𝑞 =  4). 
For this simple case, the number of states as per (2) 
amounts to  𝑝𝑛 × 2𝑝𝑚 ×𝑚𝑚 × 𝑞𝑛 ≅ 1.72 × 1094 . 
Obviously we cannot hope to solve such a humongous 
problem (not even the cloud computing can solve it in a 
human life time). So, the question is, how do we solve this 
issue? Fortunately, there are many answers available in 
literature to this question. One simple answer is to 
decompose the problem into smaller sub-problems. This 
may result in the loss of optimality in the solution but of 
course a near optimal solution is much better than no 
solution.  
Before we jump into decomposition right away, it is 
important to realize which variables are contributing the 
most to the complexity of the problem. For example, if we 
reduce the number of customers by half (i.e., 𝑚 =  10), 
then the resulting state space size becomes nearly 
1.29 × 1048 which is significantly lesser than the original 
size. Further reducing the number of customers say m = 
3, number of robots to 𝑛 =  2, and number of aisles to 
𝑝 =  4 , we get the problem size reduced to about 28 
million states. This can be solved by an Intel core i5 laptop 
in a few minutes. So we divide the number of aisles and 
the number of customers among different supervisors. 
Each supervisor has four specific aisles and can handle up 
to three customers and has two robots under its 
supervision. In this manner shopping assistant problem 
for arbitrarily large superstore can be handled. 
 
5. Comparison with Existing Approaches 
 
In this section we present a qualitative comparison of 
our proposed method with the existing approach. To the 
best of our knowledge, there is no existing MDP model or 
any other model for the problem that is exactly the same 
as setup in this paper. The closest approach is that in [28] 
where a single robot is considered. However, the approach 
in [28] does not present explicit form of the transition 
probability function. 
Table 1 presents a qualitative comparison of our 
proposed approach with three of the existing approaches. 
Specifically, we have selected three qualities of a task 
assignment solution, namely, modeling of the uncertainty 
in the problem, incorporation of multiagent operation, 
and optimization of the task assignment decisions. It is 
evident that out proposed approach caters for all of the 
three qualities.  The approach in [23] considers the task 
assignment for robots in a warehouse setup where a 
heuristic approach has been employed. This approach 
does cater for the multiagent setup but is neither 
optimized (with respect to any specified cost function) nor 
is there any model of the uncertainty. Similarly, in [25], the 
optimization has been carried out but the model of the 
uncertainty is lacking. Finally, in [28], the approach 
considers a single robot and also the explicit model of the 
uncertainty has not been discussed. 
 








Multiagent  Optimized 
[23] No Yes No 
[25] No Yes Yes 
[28] No No Yes 
Proposed Yes Yes Yes 
 
6. Simulation Based Analysis 
 
In this section we present the comparative study of 
the proposed reward functions and discuss the behavior 
of the resulting optimal policy where applicable. In the 
proceeding analysis, we have adopted the example with 
the following parameter values. 
 
Table 2. Parameter Values. 
 
Parameter Value 
Number of customers 
at one time (m) 
3 
Number of available 
robots (n) 
2 
Number of aisles (p) 4 
Maximum number of 
items that a robot can 
carry (q) 
4 
Reward weightage (𝛼1) 
10 (is 0.1 for exponential 
reward only) 
Reward weightage (𝛼2) 
10 (is 0.1 for exponential 
reward only) 
Number of states (z) 28,311,552 
  
In order to demonstrate the comparison between 
DOI:10.4186/ej. 2021.25.11.1 
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reward functions in (3)-(6), we select a specific state where 
all of the three customers desire all four items. 
Furthermore, one of the robots is in aisle 1 and the second 
robot is in aisle 4. Each robot is assumed to be initially 
carrying one item. Customer priority value is set by the 
index number i.e. customer 1 has lowest priority value and 
customer 3 has highest priority value. The state we 
selected is given as 
 
𝑠 = {𝐿, 𝐷, 𝐶, 𝑂}, 
𝐿 = {1,2,3}, 
𝐷 = {1,1,1,1,1,1,1,1,1,1,1,1}, 
𝐶 = {1,1}, 
𝑂 = {1,4}. 
(19) 
 
As indicated by (3) there are twenty-four actions. For 
clarity, the description of each action is given in Table 2. 
Fig. 1 show the values of the reward that we obtain against 
each of the 24 actions at state (19). As per the results, 
actions 1, 8, 9, 16, 17, and 24 have highest values. This is 
reasonable since all these actions correspond to either 
assigning robot 1 an item in the aisle 1 or assigning robot 
2 an item in the aisle 4. Recall that in our case study, robot 
1 is in aisle 1 and robot 2 is in aisle 4. Note that although 
the values of the rewards vary depending upon what 
reward function is used but the basic shape of the curve is 
the same for all four reward functions. This is not obvious 
as we know that for any function 𝑓, the shape of 𝑙𝑜𝑔(𝑓) 
and 𝑒𝑥𝑝(𝑓) do not match with each other or with shape 
of f in general. From the comparison in Fig. 1, one may be 
tempted to infer that all four reward functions yield 
identical optimal policy. While this is true for our example 
and only at state (19), a generalized result requires rigorous 
mathematical analysis and cannot be based on specific 
simulation results. The results however do help in pointing 
out the direction of the mathematical analysis that is 
something left to be done as future work.  
An interesting property to extract from Fig. 1 is the 
ratio of the maximum and minimum value of the reward 
function corresponding to various actions. A high ratio is 
desirable since it separates out the best action from the 
worst one. The calculated ratios are provided in Table 3. 
It is shown that the product reward function from Eq. (6) 
provides the best maximum to minimum reward ratio of 
4.00. Second best is the logarithmic reward function with 
ratio of 1.67.  
 






1 Assign item 1 desired by customer 1 to robot 1 
2 Assign item 1 desired by customer 1 to robot 2 
3 Assign item 2 desired by customer 1 to robot 1 
4 Assign item 2 desired by customer 1 to robot 2 
5 Assign item 3 desired by customer 1 to robot 1 
6 Assign item 3 desired by customer 1 to robot 2 
7 Assign item 4 desired by customer 1 to robot 1 
8 Assign item 4 desired by customer 1 to robot 2 
9 Assign item 1 desired by customer 2 to robot 1 
10 Assign item 1 desired by customer 2 to robot 2 
11 Assign item 2 desired by customer 2 to robot 1 
12 Assign item 2 desired by customer 2 to robot 2 
13 Assign item 3 desired by customer 2 to robot 1 
14 Assign item 3 desired by customer 2 to robot 2 
15 Assign item 4 desired by customer 2 to robot 1 
16 Assign item 4 desired by customer 2 to robot 2 
17 Assign item 1 desired by customer 3 to robot 1 
18 Assign item 1 desired by customer 3 to robot 2 
19 Assign item 2 desired by customer 3 to robot 1 
20 Assign item 2 desired by customer 3 to robot 2 
21 Assign item 3 desired by customer 3 to robot 1 
22 Assign item 3 desired by customer 3 to robot 2 
23 Assign item 4 desired by customer 3 to robot 1 
24 Assign item 4 desired by customer 3 to robot 2 
 
Table 4. Maximum to minimum ratios of the reward 
values. 
 
Reward Function Type max(R)/min(R) 
Linear (Eq. (3)) 1.0353 
Exponential (Eq. (4)) 1.0012 
Logarithmic (Eq. (5)) 1.6705 
Product (Eq. (6)) 4.00 
 
Table 5. Variations in D. 
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Our second analysis is the study of the variation in the 
value of reward for a particular action as the state changes. 
Specifically, we study the change in the desirability of 
various items by various customers. The state variables are 
the same as in (19) except for the variable 𝐷 . The 
evolution of the variable 𝐷 is given in Table 4. 
The resulting values for the best and worst actions are 
shown (Fig. 2) as a function of the variations in 𝐷. Note 
that there are multiple best and worst actions in Fig. 1 
(here we selected action 1 out of the best actions and 
action 2 out of the worst actions). The values of the 
actions decrease as the number of desirable items is 
increased. This shows that an item being desirable (and 
not assigned to one of the robots) is discouraged by the 
reward function. The change in the ratio of the action 
values is indicated in Table 5. The results show that the 
product function holds the ratio better than the other 
three functions. 
 
Table 6. Variation in the max/min ratio of the action 








Linear (Eq. (3)) 1.0278 1.0353 
Exponential (Eq. (4)) 1.0001 1.0012 
Logarithmic (Eq. (5)) 1.6588 1.6705 





Fig. 2. Values of various actions from a specific state. 
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An MDP model related to the task assignment 
problem for the fetching robots in a large superstore has 
been proposed. The proposed model incorporates the 
uncertainty involved in the desirability of the items to be 
fetched and in the arrival rate of the customers. The 
reward function of the proposed MDP has been analyzed 
in terms of its impact on making task assignment 
decisions. The proposed approach does not incorporate 
the path planning or the low-level reference tracking 
control of the robots. 
Scalability issues related with the proposed model 
have been discussed and it has been pointed out that for 
larger problems, the decomposition of MDP is the most 
feasible approach. Comparison of the reward function in 
the results section indicates that the logarithmic equation 
of the reward results in maximum discrimination among 
the good and bad decisions. Comparison with the existing 
approaches indicates that the proposed approach is 
superior in terms of formally modeling the uncertainty 
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