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ABSTRACT
This paper investigates persistence in financial time series at three
different frequencies (daily, weekly and monthly). The analysis is
carried out for various financial markets (stockmarkets, FOREX, com-
modity markets) over the period from 2000 to 2016 using two dif-
ferent long memory approaches (R/S analysis and fractional integra-
tion) for robustness purposes. The results indicate that persistence
is higher at lower frequencies, for both returns and their volatility.
This is true of the stock markets (both developed and emerging)
and partially of the FOREX and commodity markets examined. Such
evidence against the random walk behaviour implies predictabil-
ity and is inconsistent with the Efficient Market Hypothesis (EMH),
since abnormal profits can be made using trading strategies based
on trend analysis.
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1. Introduction
The Efficient Market Hypothesis (EMH), according to which asset prices should follow a
random walk and therefore not exhibit long memory (see [1]) has been for decades the
dominant paradigm in financial economics. However, the available empirical evidence is
quite mixed. Mandelbrot [2], Greene and Fielitz [3], Booth et al. [4], Helms et al. [5], Myn-
hardt et al. [6], Abbritti et al. [7], Urquhart [8], Nystrup et al. [9], Bariviera [10], Niu and
Wang [11], Caporale et al. [12], Phillip et al. [13] all provided evidence of long memory
behaviour in financial markets. By contrast, Lo [14], Jacobsen [15], Berg and Lyhagen [16],
Crato and Ray [17], Batten et al. [18] and Serletis and Rosenberg [19], Lu and Perron [20]
did not find long-memory properties in financial series. A possible reason for such differ-
ent findings is that the degree of persistence might change over time as argued by Corazza
and Malliaris [21], Glenn [22] and Bennett and Gartenberg [23].
The present study aims to examine this possible explanation by estimating persistence in
financial time series at three different frequencies (daily, weekly andmonthly). The analysis
is carried out for various financial markets (stock markets, FOREX, commodity markets),
for both returns and their volatility, over the period from 2000 to 2016 using two different
long memory approaches (R/S analysis with the Hurst exponent method and fractional
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integration) for robustness purposes. The hypothesis to be tested is that persistence is
higher at lower frequencies.
The layout of the paper is the following. Section 2 describes the data and outlines the
empirical methodology. Section 3 presents the empirical results. Section 4 provides some
concluding remarks.
2. Data andmethodology
The R/S method was originally applied by Hurst [24] in hydrological research and
improved by Mandelbrot and Wallis [25], Mandelbrot [2], Peters [26,27] and Lo [14],
analysing the fractal nature of financial markets. Compared with other approaches it is
relatively simple and suitable for programming as well as visual interpretation.
For each sub-period rangeR (the difference between themaximumandminimum index
within the sub-period), the standard deviation S and their average ratio are calculated. The
length of the sub-period is increased and the calculation repeated until the size of the sub-
period is equal to that of the original series. As a result, each sub-period is determined by
the average value of R/S. The least squaremethod is applied to these values and a regression
is run, obtaining an estimate of the angle of the regression line. This estimate is ameasure of
the Hurst exponent, which is an indicator of market persistence. More details are provided
below.
1. We start with a time series of lengthM and transform it into one of length N = M − 1
using logs and converting prices into returns (or volatility):
Ni = log
(
Yt+1
Yt
)
, t = 1, 2, 3, . . . (M − 1). (1)
2.We divide this period into contiguousA sub-periods with length n, so thatAn = N, then
we identify each sub-period as Ia, given the fact that a = 1, 2, 3, . . . , A. Each element Ia
is represented as Nk with k = 1, 2, 3, . . . , N. For each Ia with length n the average ea is
defined as
ea = 1n
n∑
k=1
Nk,a, k = 1, 2, 3, . . . ,N, a = 1, 2, 3, . . . ,A (2)
3. Accumulated deviations Xk,a from the average ea for each sub-period Ia are defined as
Xk,a =
k∑
i=1
(Ni,a − ea). (3)
The range is defined as the maximum index Xk,a minus the minimum Xk,a, within each
sub-period (Ia):
RIa = max(Xk,a) − min(Xk,a), 1 ≤ k ≤ n. (4)
4. The standard deviation SIa is calculated for each sub-period Ia:
SIa =
((
1
n
) n∑
k=1
(Nk,a − ea)2
)0,5
. (5)
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5. Each range RIa is normalized by dividing by the corresponding SIa. Therefore, the re-
normalized scale during each sub-period Ia is RIa/SIa. In the step 2 above, we obtained
adjacent sub-periods of length n. Thus, the average R/S for length n is defined as
(R/S)n = (1/A)
A∑
i=1
(RIa/SIa). (6)
6. The length n is increased to the next higher level, (M−1)/n, and must be an integer
number. In this case, we use n-indexes that include the initial and ending points of the
time series, and Steps 1 - 6 are repeated until n = (M− 1)/2.
7. Now we can use least square to estimate the equation log(R/S) = log(c)+H log(n). The
angle of the regression line is an estimate of the Hurst exponent H. This can be defined
over the interval [0, 1], and is calculated within the boundaries specified below (for more
detailed information see Appendix 3):
• 0 ≤ H < 0.5 – the data are fractal, the EMH is not confirmed, the distribution has fat
tails, the series are anti-persistent, returns are negatively correlated, there is pink noise
with frequent changes in the direction of price movements, trading in the market is
riskier for individual participants.
• H = 0.5 – the data are random, the EMH is confirmed, asset prices follow a random
Brownian motion (Wiener process), the series are normally distributed, returns are
uncorrelated (no memory in the series), they are a white noise, traders cannot «beat»
the market using any trading strategy.
• 0.5 < H ≤ 1 – the data are fractal, the EMH is not confirmed, the distribution has fat
tails, the series are persistent, returns are highly correlated, there is black noise and a
trend in the market.
There are different approaches to calculate the Hurst exponent (see Appendix 1). In most
cases, detrended fluctuation analysis (DFA) produces the best results [28,29], but for finan-
cial series the R/S analysis seems to be themost appropriate (seeAppendix 2), and therefore
is used here. The interpretation of theHurst exponent is as follows: the higher it is, the lower
the efficiency of the market is [30].
In order to analyse persistence, we also estimate parametric/semiparametric fractional
integration or I(d) models. This type of models were originally proposed by Granger
[31] and Granger and Joyeux [32]; they were motivated by the observation that the esti-
mated spectrum in many aggregated series exhibits a large value at the zero frequency,
which is consistent with nonstationary behaviour; however, this becomes close to zero
after differencing, which suggests over-differentiation. Examples of applications of frac-
tional integration to financial time series data can be found in Barkoulas and Baum [33],
Barkoulas et al. [34], Sadique and Silvapulle [35], Henry [36], Baillie et al. [37], Caporale
and Gil-Alana [38] and Al-Shboul and Anwar [39].
In this study we adopt the following specification:
(1 − L)dxt = ut , t = 0, ±1, . . . , (7)
where d can be any real value, L is the lag-operator (Lxt = xt−1) and ut is I(0), defined
for our purposes as a covariance stationary process with a spectral density function that is
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positive and finite at the zero frequency. Note thatH and d are related through the equality
H = d – 0.5.
In the semiparametric model, no specification is assumed for ut. The most common
approach is based on the log-periodogram (see [40]). This method was later extended and
improved by many authors including Künsch [41], Robinson [42], Hurvich and Ray [43],
Velasco [44,45] and Shimotsu and Phillips [46]. In this paper, however, we will employ
instead another semiparametric method, which is essentially a local ‘Whittle estimator’
defined in the frequency domain using a band of high frequencies that degenerates to zero.
The estimator is implicitly defined by
dˆ = arg min d
(
log C(d) − 2 d 1m
m∑
s= 1
log λs
)
,
C(d) = 1m
m∑
s= 1
I(λ s) λ 2 ds , λs = 2 π sT , mT → 0,
(8)
wherem is a bandwidth parameter, and I(λs) is the periodogram of the raw time series, xt ,
given by
I(λs) = 12π T
∣∣∣∣∣
T∑
t=1
xt ei λst
∣∣∣∣∣
2
,
and d ∈ (−0.5, 0.5). Under finiteness of the fourth moment and other mild conditions,
Robinson [47] proved that:
√
m (dˆ − do) →d N(0, 1/4) as T → ∞,
where do is the true value of d. This estimator is robust to a certain degree of conditional
heteroscedasticity and is more efficient than other more recent semiparametric competi-
tors. Recent refinements of this procedure can be found in Velasco [48], Velasco and
Robinson [49], Phillips and Shimotsu [50,51], Abadir et al. [52] and Shao [53].
Estimating d parametrically along with the other model parameters can be done in the
frequency domain or in the time domain. In the former, Sowell [54] analysed the exact
maximum likelihood estimator of the parameters of the ARFIMA model, using a recur-
sive procedure that allows a quick evaluation of the likelihood function. Other parametric
methods for estimating d based on the frequency domain were proposed by Fox and Taqqu
[55] and Dahlhaus [56] (see also [57] and [58] for Wald and LM parametric tests based on
the Whittle function).
We analyse both returns and their volatility. Returns are computed as follows:
Ri =
(
Closei
Openi
− 1
)
× 100%, (9)
where Ri – returns on the ith day inpercentage terms; Openi – open price on the ith day;
Closei – close price on the ith day.
Volatility is defined as follows:
Vi =
(
Highi
Lowi
− 1
)
× 100%, (10)
whereVi – volatility on the ith day in percentage terms; Highi –maximum price on the ith
day; Lowi – minimum price on the ith day.
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Data from different financial markets (stock markets, FOREX and commod-
ity markets) are used for the empirical analysis. Specifically, the following finan-
cial series are analysed: the Dow Jones Index (the data source is Dow Jones &
Company, https://www.dowjones.com/), the FTSE index (the data source is FTSE
Russell, https://www.ftserussell.com/), the NIKKEI (the data source is Nikkei Inc.,
https://indexes.nikkei.co.jp/en/nkave/archives/data) for the developed stock markets
(U.S.A., Great Britain and Japan respectively) and MICEX (the data source is Moskow
Exchange, https://www.moex.com/) and PFTS (the data source is PFTS Exchange,
https://pfts.us) for the emerging ones (for Russia and Ukraine respectively); the EUR/USD
and USD/JPY exchange rates for the FOREX (the data source is MetaQuotes Software
Corp.); Gold and Oil futures for the commodity markets (the data source is MetaQuotes
Software Corp.). The sample period goes from 2000 to 2016 except for PFTS, for which
series it starts in 2001. Descriptive statistics of the data are presented in Appendix 7.
3. Empirical results
The results of theR/S analysis for the various financialmarkets are presented inAppendix 4.
As can be seen, in the case of stock markets, the returns are more persistent the lower
the frequency is. The results for the commodity markets are more mixed. In the case of
gold higher persistence is still found at lower frequencies, but in the case of oil the Hurst
exponent is the same at the daily and monthly frequency, whilst it is higher at the weekly
frequency, suggesting an increase in the degree of persistence at lower frequencies. In
the FOREX, persistence of returns is the same across frequencies, except for the USDJPY
exchange rate, whose monthly returns are much more persistent then daily ones.
Overall it appears that the evidence for returns is most consistent with the EMH in
the case of the FOREX and least so in the case of stock markets. The observation that
persistence is higher at lower frequencies suggests that for prediction purposes using data
at such frequencies is most useful. Whilst most daily series follow a randomwalk, monthly
ones exhibit long-memory properties seemingly inconsistent with the EMH. Concerning
the results for volatility, we find that the daily series also follow a random walk, whilst the
weekly andmonthly ones have longmemory and are persistent, this being true of the stock
and FOREX markets, whilst in the case of the commodity markets persistence at the daily
frequency is replaced by anti-persistence at the weekly and monthly ones. This suggests
that markets are noisy and that abnormal profits can be made through volatility trading by
using specific option trading strategies (butterfly, straddle, strangle, iron condor, etc.).
The results for the fractional integration methods are presented in Appendix 5. First,
we display in Table A5 the estimates of d along with their corresponding 95% confidence
interval using a parametricmethod [57]. As before, the hypothesis that persistence is higher
at lower frequencies cannot be rejected for the stock market series, since the estimated
value of d increases as one moves from daily to weekly and monthly data. By contrast, no
significant differences across frequencies emerge for the FOREX and commodity markets.
As for the volatility series, there is evidence of long memory (i.e. d > 0) in all cases but no
evidence of a higher degree of persistence at lower frequencies.
Appendix 6 focuses on the semiparametric approach, first for the return series (Table
A6) and then for their volatilities (Table A7). We find again higher persistence at lower
frequencies for the stockmarkets considered, but not the FOREX and the commodity ones.
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4. Conclusions
This paper uses both the Hurst exponent and parametric/semiparametric fractional inte-
gration methods to analyse the long-memory properties of financial data at different
frequencies. The hypothesis of interest is that lower frequencies correspond to higher per-
sistence. Daily, weekly and monthly (return and volatility) series from different financial
markets (stockmarkets, FOREX and commoditymarkets) are analysed for the period from
2000 to 2016.
The findings suggest that in the case of returns daily data usually follow a random walk,
consistently with the EMH, whilst at lower frequencies persistence is higher, which implies
predictability and the possibility of making abnormal profits using appropriate trading
strategies. This is true for the stock markets (both developed and emerging) and partially
for the FOREX and commodity market considered. The results for the volatility series in
the case of the stock market are similar to those for returns, namely lower frequencies are
associated to higher persistence, whilst in the commodity markets lower-frequency data
are characterized by anti-persistence.
Very similar results are obtained when using fractional integration methods, be they
parametric or semiparametric: for returns the estimated value of d is higher at lower fre-
quencies for the stock markets analysed, though basically the same across frequencies for
the other markets examined. However, for the FOREX and commodity markets, we do
not find significant differences across frequencies. For the volatility series, the observed
long-memory properties (i.e. d > 0) are also unaffected by the data frequency. Obviously
in all cases when persistence is higher at lower frequencies there exist profit opportuni-
ties (through appropriately designed trading strategies) that are inconsistent with market
efficiency.
Persistence implies predictability of asset prices, which is inconsistent with the Effi-
cient Market Hypothesis (EMH) and the RandomWalk Hypothesis (RWH). Our results at
both the daily and weekly frequency indicate a rather low degree of persistence and price
behaviour close to a randomwalk without a trend, which suggests market efficiency. How-
ever, this is not the case at themonthly frequency, especially in the case of the stockmarket,
in both developed and emerging economies, with prices appearing to be highly persistent
and exhibiting a trend, in contrast to the implications of the EMH. These are important
findings since they represent evidence in favour of the possibility of generating abnormal
profits by adopting trading strategies based on trend analysis, which appears to be most
effective at the monthly frequency.
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Appendices
Appendix 1
Table A1. Methodology for the Hurst exponent calculations: general review.
Author(s) Methodology* Results
Taqqu et al. [59] R/S, DFA R/S overestimates Hurst exponent, DFA – underestimates.
Weron [28] R/S, DFA DFA exceeds R/S
Kantelhardtetal [60] MF-DFA MF -DFA estimations are better than those from the R/S – analysis
Couillard and Davison [61] R/S analysis No long memory in financial data is detected.
Grech and Mazur [29] DFA, DMA DFA exceeds DMA
Teverovsky et al. [62] R/S Variety of shortcomings in the R/S – analysismethodology are detected
Lo [14] R/S (modified) Using the modified R/S – analysis methodology short-term memory is
detected instead of long-term memory. In general results evidence
in favour of the EMH.
* rescaled range analysis (R/S), generalized Hurst exponent approach (GHE), detrended moving average (DMA), detrended
fluctuation analysis (DFA), multifractal generalization (MF-DFA)
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Appendix 2. Hurst exponent in financial data: general overview
Table A2. Hurst exponent calculation methodology applied for financial data.
Author Methodology Data and period Results
Barunik et al. [63] R/S, GHE,
DMA,
DFA,
MF-DFA
S&P 500 Index
(1983-2009)
GHE methodology provides better
results. R/S-analysis is stable for the
fat tails in data. MF- DFA and DMA are
inappropriate for the data with fat tails.
Hja Su and LinYang [64] R/S Chinese Stock Market
(1991–2001)
Short-term memory is detected but there
is no long-term dependencies in data
Greene and Fielitz [3] R/S US Stock Market (NYSE) Substantial proofs in favour of long-term
dependency
Peters [26] and Peters [27] R/S S&P 500 Index
(1950–1988)
Hurst exponent equals 0.78 for themonthly
returns in S&P 500 data. Convincing
evidences in favour of persistence in
data
Corazza and Malliaris [21]. R/S FOREX (1972–1994) Hurst exponent statistically differs from 0.5
and in not stable in time
Glenn [22] R/S NASDAQ Hurst exponent for the daily data equals
0.59 but increases to 0.87 for the yearly
data
Lento, Camillo [65] R/S DJIA (1998–2008) Hurst exponent can identify the persistence
properties in data
Onali et al. [66] R/S Mibtel (Italy) and
PX-Glob (Czech
Republic).
Evidences in favour of the long-term
dependences in logarithm returns
Serletis and Rosenberg [67] R/S US Stock Market No long-term dependencies
Batten et al. [18] R/S Nikkei Index
(1980–2000)
No long memory is detected
Berg et al. [16] R/S Swedish Stock Market
(1980–1995)
Evidences in favour of the long-term
dependences in data are doubtful.
Lo [14] R/S
(modified)
US Stock Market
(1872–1986)
No long-term dependencies
Ding et al. [68] R/S S&P 500 Index Evidences of long-termmemory in returns
Jacobsen and Ben [15] R/S European, U.S.A. and
Japan Stock Markets
No long-memory is detected
Barkoulas et al. [34] R/S Futures markets Stable evidences of long-term memory in
futures returns
Crato and Ray [17] R/S Commodities
(1977–1997)
No persistence in data case of returns,
but convincing evidences of long-term
memory in volatility.
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Appendix 3. Hurst exponent interval characteristics
Table A3. Hurst exponent interval characteristics.
Interval Hypothesis Distribution «Memory» of series Type of process Trading strategies
0 ≤ H < 0.5 Data is fractal, FMH
is confirmed
‘Heavy tails’ of
distribution
Antipersistent
series, negative
correlation in
instruments
value changes
Pink noise with
frequent
changes in
direction of price
movement
Trading in
the market
is more
risky for an
individual
participant
H = 0.5 Data is random,
EMH is
confirmed
Movement of
asset prices is
an example of
the random
Brownian
motion (Wiener
process),
time series
are normally
distributed
Lack of correlation
in changes in
value of assets
(memory of
series)
White noise of
independent
random process
Traders cannot
‘beat’ the
market with
the use of
any trading
strategy
0.5 < H ≤ 1 Data is fractal, FMH
is confirmed
‘Heavy tails’ of
distribution
Persistent series,
positive
correlation
within changes
in the value of
assets
Black noise Trend is
present in
the market
Appendix 4. R/S analysis
Table A4. Results of the R/S analysis for the dif-
ferent financial markets, 2004–2016.
Financial market Instrument Return Volatility
(i) Daily data
FOREX EURUSD 0.55 0.48
USDJPY 0.56 0.43
Stock market Dow Jones 0.51 0.46
FTSE 0.47 0.47
NIKKEI 0.54 0.68
MICEX 0.55 0.46
PFTS 0.67 0.46
Commodities Oil 0.57 0.62
Gold 0.54 0.66
(ii) Weekly data
FOREX EURUSD 0.56 0.36
USDJPY 0.57 0.43
Stock market Dow Jones 0.56 0.53
FTSE 0.52 0.56
NIKKEI 0.57 0.51
Commodities Oil 0.64 0.46
Gold 0.56 0.40
(iii) Monthly data
FOREX EURUSD 0.55 0.38
USDJPY 0.66 0.42
Stock market Dow Jones 0.73 0.63
FTSE 0.74 0.46
NIKKEI 0.68 0.57
MICEX 0.61 0.42
PFTS 0.73 0.53
Commodities Oil 0.57 0.34
Gold 0.63 0.41
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Appendix 5. Fractional integration. Parametric method
Table A5. Estimates of d using uncorrelated (white noise) errors.
Financial market Instrument Return Volatility
(i) Daily data
FOREX EURUSD −0.01 (−0.03, 0.01) 0.26 (0.25, 0.28)
USDJPY −0.03 (−0.05,−0.01) 0.25 (0.23, 0.27)
Stock market Dow Jones −0.08 (−0.10,−0.06) 0.36 (0.34, 0.38)
FTSE −0.15 (−0.17,−0.13) 0.33 (0.30, 0.34)
NIKKEI −0.05 (−0.08,−0.03) 0.34 (0.32, 0.36)
MICEX −0.02 (−0.04, 0.00) 0.39 (0.37, 0.41)
PFTS 0.10 (0.08, 0.12)
Commodities Oil −0.01 (−0.03, 0.01) 0.26 (0.24, 0.27)
Gold −0.02 (−0.04, 0.00) 0.27 (0.26, 0.29)
(ii) Weekly data
FOREX EURUSD 0.01 (−0.03, 0.06) 0.31 (0.28, 0.35)
USDJPY −0.03 (−0.06, 0.02) 0.26 (0.23, 0.30)
Stock market Dow Jones −0.06 (−0.10,−0.01) 0.39 (0.35, 0.44)
FTSE −0.12 (−0.15,−0.07) 0.42 (0.38, 0.48)
NIKKEI −0.04 (−0.08, 0.00) 0.37 (0.33, 0.42)
Commodities Oil 0.01 (−0.03, 0.06) 0.35 (0.32, 0.38)
Gold −0.02 (−0.05, 0.02) 0.60 (0.55, 0.66)
(iii) Monthly data
FOREX EURUSD −0.01 (−0.09, 0.10) 0.30 (0.24, 0.38)
USDJPY 0.02 (−0.06, 0.12) 0.28 (0.20, 0.39)
Stock market Dow Jones 0.03 (−0.07, 0.15) 0.28 (0.20, 0.39)
FTSE 0.02 (−0.07, 0.12) 0.29 (0.21, 0.40)
NIKKEI 0.08 (−0.01, 0.21) 0.31 (0.23, 0.42)
MICEX 0.11 (0.01, 0.26) 0.47 (0.39, 0.58)
PFTS 0.21 (0.08, 0.41)
Commodities Oil −0.01 (−0.10, 0.11) 0.45 (0.39, 0.54)
Gold −0.07 (−0.14, 0.01) 0.49 (0.42, 0.60)
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Appendix 6. Semiparametric method
Table A6. Estimates of d for the return series. Semiparametric method.
(i) Daily data
56 58 60 62 64 66 68 70 72
FOREX Euro 0.015 0.005 0.016 0.016 0.013 −0.008 −0.001 −0.006 0.000
DJPY 0.129 0.107 0.112 0.111 0.104 0.121 0.110 0.101 0.102
Stock Market D & J −0.041 −0.037 −0.030 −0.025 −0.009 −0.020 −0.020 −0.009 −0.001
FTSE −0.214 −0.228 −0.228 −0.215 −0.233 −0.240 −0.240 −0.247 −0.237
Nikkei 0.010 0.002 0.004 0.002 0.009 0.004 0.001 0.009 0.022
MICEX 0.113 0.107 0.078 0.082 0.079 0.051 0.059 0.070 0.073
Comm. Oil −0.040 −0.036 −0.036 −0.038 −0.036 −0.030 −0.030 −0.032 −0.031
Gold 0.042 0.018 0.015 −0.020 −0.054 −0.043 −0.063 −0.076 −0.075
(ii) Weekly data
22 24 26 28 30 32 34 36 38
FOREX Euro 0.047 0.001 0.014 0.020 0.008 0.042 0.027 0.025 0.032
DJPY −0.030 −0.015 −0.014 0.014 0.033 0.063 0.080 0.095 0.130
Stock Market D & J 0.091 0.029 0.072 0.102 0.121 0.079 0.044 0.080 0.063
FTSE 0.207 0.122 0.074 0.115 0.067 0.093 0.073 0.061 −0.009
Nikkei 0.014 0.050 0.046 0.082 0.073 0.116 0.091 0.103 0.125
Comm. Oil −0.069 −0.042 −0.013 0.032 0.033 0.050 0.000 0.004 −0.009
Gold 0.097 0.106 0.098 0.107 0.141 0.105 0.067 0.056 0.009
(iii) Monthly data
11 12 13 14 15 16 17 18 19
FOREX Euro −0.121 −0.114 −0.066 −0.059 −0.045 −0.019 0.025 0.072 0.089
DJPY 0.306 0.285 0.262 0.260 0.220 0.208 0.129 −0.004 −0.009
Stock Market D & J 0.127 0.120 0.132 −0.100 −0.035 0.015 −0.004 −0.018 0.023
FTSE 0.265 0.124 0.058 0.062 0.019 0.040 0.047 0.090 0.108
Nikkei 0.076 0.035 0.039 0.002 0.049 0.101 0.002 −0.037 −0.020
MICEX −0.098 −0.082 −0.057 −0.084 −0.045 −0.019 −0.036 −0.054 −0.066
Comm. Oil −0.085 −0.103 −0.054 −0.101 −0.070 −0.087 −0.114 −0.096 −0.151
Gold 0.175 0.222 0.215 0.147 0.155 0.111 0.102 0.097 0.101
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Table A7. Estimates of d for the volatility series. Semiparametric method.
(i) Daily data
56 58 60 62 64 66 68 70 72
FOREX Euro 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
DJPY 0.448 0.462 0.483 0.493 0.500 0.500 0.500 0.500 0.500
Stock Market D & J 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
FTSE 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
Nikkei 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
MICEX 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
Comm. Oil 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
Gold 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
(ii) Weekly data
22 24 26 28 30 32 34 36 38
FOREX Euro 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
DJPY 0.403 0.444 0.429 0.448 0.443 0.375 0.376 0.396 0.426
Stock Market D & J 0.362 0.365 0.392 0.373 0.409 0.401 0.399 0.400 0.412
FTSE 0.417 0.421 0.420 0.411 0.403 0.437 0.429 0.446 0.447
Nikkei 0.450 0.461 0.499 0.444 0.449 0.434 0.449 0.444 0.418
Comm. Oil 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
Gold 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
(iii) Monthly data
11 12 13 14 15 16 17 18 19
FOREX Euro 0.484 0.448 0.436 0.461 0.500 0.500 0.500 0.483 0.475
DJPY 0.306 0.285 0.262 0.260 0.220 0.208 0.129 −0.004 −0.009
Stock Market D & J 0.391 0.362 0.316 0.306 0.331 0.305 0.326 0.308 0.337
JTSE 0.065 −0.120 −0.058 −0.062 −0.019 0.040 0.047 0.090 0.108
Nikkei 0.076 0.035 −0.039 0.002 0.049 0.101 0.002 −0.037 −0.020
MICEX −0.098 −0.082 −0.057 −0.084 −0.045 −0.019 −0.036 −0.054 −0.066
Comm. Oil −0.085 −0.103 −0.054 −0.101 −0.070 −0.087 −0.114 −0.096 −0.151
Gold 0.175 0.222 0.215 0.147 0.155 0.111 0.102 0.097 0.101
In bold, statistical evidence of long memory (d > 0) in the volatility processes. The values with 0.500 indicates that the
estimates are higher than that value and cannot be estimated.
Appendix 7. Descriptive statistic of the data
Table A8. Descriptive statistics of the data: EURUSD.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0000 0.0097 0.0002 0.0222 0.0011 0.0465
Standard Error 0.0001 0.0001 0.0005 0.0003 0.0021 0.0015
Median 0.0001 0.0088 0.0004 0.0202 0.0017 0.0434
Mode 0.0000 0.0059 0.0000 n/a n/a n/a
Standard Deviation 0.0064 0.0049 0.0141 0.0102 0.0300 0.0214
Variance 0.0000 0.0000 0.0002 0.0001 0.0009 0.0005
Kurtosis 1.5740 6.3915 0.8658 7.1626 1.0614 7.5183
Skewness 0.0831 1.7835 −0.1849 1.8486 −0.0981 1.9754
Range 0.0615 0.0507 0.1097 0.0942 0.1981 0.1583
Minimum −0.0266 0.0000 −0.0585 0.0051 −0.0983 0.0144
Maximum 0.0349 0.0507 0.0512 0.0993 0.0998 0.1726
Sum 0.1740 42.4456 0.1662 19.4722 0.2276 9.4354
Number 4381 4381 879 879 203 203
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Table A9. Descriptive statistics of the data: USDJPY.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0000 0.0096 0.0001 0.0220 0.0004 0.0466
Standard Error 0.0001 0.0001 0.0005 0.0004 0.0020 0.0014
Median 0.0000 0.0086 0.0003 0.0197 0.0012 0.0432
Mode 0.0000 0.0118 0.0000 0.0145 n/a n/a
Standard Deviation 0.0065 0.0055 0.0142 0.0112 0.0285 0.0203
Variance 0.0000 0.0000 0.0002 0.0001 0.0008 0.0004
Kurtosis 4.0465 25.0610 1.0404 12.4680 0.3043 7.3183
Skewness −0.0729 3.3258 −0.2326 2.4932 0.1997 1.9213
Range 0.0912 0.0781 0.1191 0.1214 0.1564 0.1563
Minimum −0.0377 0.0014 −0.0726 0.0050 −0.0710 0.0154
Maximum 0.0535 0.0795 0.0465 0.1264 0.0853 0.1717
Sum 0.1004 41.9403 0.0983 19.3722 0.0911 9.4625
Number 4381 4381 879 879 203 203
Table A10. Descriptive statistics of the data: NIKKEI.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0003 0.0198 0.0008 0.0464 0.0028 0.1019
Standard Error 0.0003 0.0003 0.0011 0.0012 0.0041 0.0050
Median 0.0004 0.0160 0.0043 0.0401 0.0057 0.0879
Mode 0.0000 0.0120 0.0000 0.0325 n/a n/a
Standard Deviation 0.0156 0.0175 0.0330 0.0337 0.0572 0.0695
Variance 0.0002 0.0003 0.0011 0.0011 0.0033 0.0048
Kurtosis 15.7416 46.5907 6.8953 50.2243 0.7655 28.5045
Skewness 0.5381 4.9174 −0.7316 5.4022 −0.4030 3.9987
Range 0.2956 0.3118 0.4546 0.4709 0.3887 0.6915
Minimum −0.0984 0.0005 −0.2716 0.0047 −0.2359 0.0060
Maximum 0.1972 0.3122 0.1831 0.4756 0.1528 0.6975
Sum 0.8022 62.5504 0.6514 37.9725 0.5482 19.8612
Number 3154 3154 818 818 195 195
Table A11. Descriptive statistics of the data: FTSE.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0002 0.0141 0.0004 0.0345 0.0012 0.0735
Standard Error 0.0003 0.0002 0.0008 0.0009 0.0028 0.0039
Median 0.0000 0.0114 0.0013 0.0284 0.0057 0.0586
Mode 0.0000 0.0000 0.0000 0.0360 n/a n/a
Standard Deviation 0.0201 0.0100 0.0252 0.0254 0.0403 0.0553
Variance 0.0004 0.0001 0.0006 0.0006 0.0016 0.0031
Kurtosis 924.4408 13.8449 6.6587 12.7830 0.4735 7.5889
Skewness 14.0954 2.7968 −0.2090 2.7094 −0.4276 2.3495
Range 1.3665 0.1128 0.3211 0.2583 0.2128 0.3844
Minimum −0.5218 0.0000 −0.1762 0.0021 −0.1196 0.0000
Maximum 0.8447 0.1128 0.1450 0.2604 0.0932 0.3844
Sum 0.7254 47.8199 0.3526 30.7696 0.2317 14.7035
Number 3388 3388 891 891 200 200
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Table A12. Descriptive statistics of the data: Dow Jones Index.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0002 0.0125 0.0009 0.0320 −0.0018 0.0702
Standard Error 0.0002 0.0002 0.0008 0.0008 0.0060 0.0037
Median 0.0005 0.0097 0.0026 0.0261 0.0068 0.0564
Mode n/a 0.0000 0.0000 0.0000 n/a n/a
Standard Deviation 0.0111 0.0103 0.0235 0.0241 0.0835 0.0517
Variance 0.0001 0.0001 0.0006 0.0006 0.0070 0.0027
Kurtosis 11.3513 27.1819 8.3437 30.7719 108.2486 9.8593
Skewness 0.1458 4.1017 −0.9886 4.0488 −9.1049 2.6799
Range 0.1939 0.1276 0.2948 0.3109 1.1060 0.3762
Minimum −0.0825 0.0000 −0.1955 0.0000 −1.0000 0.0091
Maximum 0.1114 0.1276 0.0994 0.3109 0.1060 0.3853
Sum 0.7545 39.0534 0.7496 26.3724 −0.3393 13.4128
Number 3136 3136 826 826 191 191
Table A13. Descriptive statistics of the data: MICEX.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0007 0.0198 n/a n/a n/a 0.1472
Standard Error 0.0004 0.0003 n/a n/a 0.0061 0.0085
Median 0.0011 0.0162 n/a n/a 0.0221 0.1118
Mode 0.0000 0.0000 n/a n/a n/a n/a
Standard Deviation 0.0211 0.0201 n/a n/a 0.0854 0.1201
Variance 0.0004 0.0004 n/a n/a 0.0073 0.0144
Kurtosis 20.8823 29.8782 n/a n/a 1.2617 27.5782
Skewness 0.4292 3.8042 n/a n/a −0.1533 4.3051
Range 0.4736 0.3174 n/a n/a 0.6177 1.0932
Minimum −0.1866 0.0000 n/a n/a −0.2877 0.0385
Maximum 0.2869 0.3174 n/a n/a 0.3300 1.1317
Sum 2.5331 81.2557 n/a n/a 3.1295 29.1379
Number 3378 3378 n/a n/a 198 198
Table A14. Descriptive statistics of the data: PFTS.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0006 0.0270 n/a n/a n/a 0.0235
Standard Error 0.0003 0.0005 n/a n/a 0.0110 0.0014
Median 0.0005 0.0219 n/a n/a 0.0001 0.0207
Mode 0.0000 n/a n/a n/a n/a n/a
Standard Deviation 0.0189 0.0193 n/a n/a 0.1445 0.0127
Variance 0.0004 0.0004 n/a n/a 0.0209 0.0002
Kurtosis 13.2777 19.9666 n/a n/a 14.2695 0.9419
Skewness 0.5364 3.1713 n/a n/a −1.5507 0.9848
Range 0.3725 0.2554 n/a n/a 1.4949 0.0673
Minimum −0.1511 0.0014 n/a n/a −1.0000 0.0014
Maximum 0.2215 0.2568 n/a n/a 0.4949 0.0688
Sum 2.4088 45.6676 n/a n/a 1.9927 1.9540
Number 1694 1694 n/a n/a 172 172
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Table A15. Descriptive statistics of the data: gold.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0004 0.0153 0.0011 0.0391 0.0092 0.0855
Standard Error 0.0002 0.0002 0.0004 0.0007 0.0036 0.0032
Median 0.0004 0.0129 0.0000 0.0339 0.0111 0.0740
Mode 0.0000 0.0204 0.0000 0.0278 n/a 0.0687
Standard Deviation 0.0110 0.0105 0.0179 0.0221 0.0504 0.0452
Variance 0.0001 0.0001 0.0003 0.0005 0.0025 0.0020
Kurtosis 6.9611 14.0202 6.3365 9.5959 0.1155 9.6038
Skewness 0.0186 2.6621 0.0237 2.4249 −0.0121 2.4172
Range 0.1872 0.1275 0.2327 0.2049 0.2886 0.3496
Minimum −0.0728 0.0006 −0.0929 0.0000 −0.1589 0.0253
Maximum 0.1144 0.1281 0.1398 0.2049 0.1298 0.3749
Sum 1.8017 70.2224 1.7819 38.2117 1.8032 16.9288
Number 4584 4584 978 978 198 198
Table A16. Descriptive statistics of the data: oil.
Parameter Daily returns Daily volatility Weekly returns Weekly volatility Monthly returns Monthly volatility
Mean 0.0003 0.0269 0.0016 0.0707 0.0086 0.1682
Standard Error 0.0003 0.0003 0.0017 0.0014 0.0072 0.0069
Median 0.0000 0.0234 0.0038 0.0617 0.0118 0.1504
Mode 0.0000 0.0194 0.0000 0.0383 n/a n/a
Standard Deviation 0.0199 0.0192 0.0471 0.0397 0.1015 0.0966
Variance 0.0004 0.0004 0.0022 0.0016 0.0103 0.0093
Kurtosis 5.3857 9.0339 2.3106 7.4226 1.0793 5.7345
Skewness 0.0644 2.0861 −0.2703 2.1333 −0.0153 1.9055
Range 0.3179 0.2141 0.4519 0.3331 0.7087 0.6528
Minimum −0.1532 0.0001 −0.2364 0.0138 −0.3371 0.0411
Maximum 0.1646 0.2142 0.2155 0.3469 0.3716 0.6939
Sum 1.7593 123.0184 1.2675 57.1341 1.7117 33.3054
Number 4574 4574 808 808 198 198
