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Abstract:
Consumers have become ever more reliant on online reviews. Therefore, fake reviews have also become increasingly
rampant and eroded online review platforms’ credibility. Previous literature suggests that particular linguistic styles can
manifest in fake reviews with reference to the varying stages of the language-production process. Drawing on the
language-production model as our theoretical foundation, we examine the psycholinguistic styles of fake online reviews
at the message and formulation level. We performed a computational linguistic analysis on 66,940 reviews from Yelp.
Our results suggest that fake reviews align more with deceptive writing in terms of the message-level variables such as
length and psychological (affective, cognitive, social, and perceptual) cues. Interestingly, we found that they align less
with deceptive writing in terms of the formulation-level variables such as readability, pronouns, and part-of-speech tags,
which may be due to the fake review writers’ conscious attempt to follow the language styles that genuine reviews
adopt.
Keywords: Fake Information, Fake Online Reviews, Language-production Model, Review Message, Review
Formulation, Linguistic Characteristics.
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Introduction

Web technologies that incorporate social platforms have become an increasingly prominent informationtransmission medium in the contemporary era. These online platforms provide a means for individual users
to directly share their own user-generated content (UGC) with a large audience quickly with minimal effort
and without external controls (Fontanarava et al., 2017). While these social platforms provide easier access
to content that other users generate and higher information-transmission rates, the fact that they lack
external scrutiny and accountability also means that misinformation can spread more easily throughout them
(Fontanarava et al., 2017).
User-generated online reviews exemplify this trend. Along with developments in e-commerce, businesses
today depend more on digital word of mouth (WoM) than ever before (Chevalier & Mayzlin, 2006), which
has increased consumer reviews’ importance. Against such a background, users have become ever more
reliant on reviews in that they use them as an important decision-making basis when shopping for products
and services online (Chen et al., 2008; Cheung et al., 2009). Therefore, reviews can shape consumers’
attitudes towards the business and, hence, affect their purchase decisions (Dellarocas & Narayan, 2007;
Gretzel & Yoo, 2008).
However, due to online reviews’ importance, people and businesses sometimes generate fake reviews (Ren
& Ji, 2017). Moreover, while the fact that one can easily access online review platforms has increased the
transparency of the services and products that businesses provide, it has also posed a threat to online
reviews’ credibility based on the fact that users face few (if any) restrictions in posting them (Yoo & Gretzel,
2009) and no one generally holds them accountable for the content they post, which results in unreliable
and even fake reviews to abuse the system (Mukherjee et al., 2013b). Fake reviews refer to deceptive
reviews that one produces to intentionally mislead consumers in their decision-making process (Zhang et
al., 2016). They generally lack information based on one’s actual experience in using a product or service
(Zhang et al., 2016) or they conflict/do not concur with such an experience.
Fake reviews often arise due to competition. Businesses nowadays exploit such loopholes to produce fake
positive reviews to advertise for themselves or undermine their competitors’ reputation by posting fake
negative reviews (Ott et al., 2013; Wang et al., 2011). Other than the businesses, consumers and potential
consumers can also produce both positive and negative unwarranted reviews to misinform others about a
product or service for either economic or personal reasons (e.g., a personal connection with the business)
(Hunt, 2015). This misinformation not only misguides potential consumers when making decisions but
pollutes the review platform environment and undermine users’ trust in platforms, which reduces their
usefulness as a whole (Ho & Richardson, 2013; Luca & Zervas, 2016).
Past studies have investigated economic incentives for creating fake reviews and found that they have
become increasingly prevalent and sometimes even provided as a commercial service (Luca & Zervas,
2016). Ott et al. (2012) examined reviews from six popular online review platforms (Expedia, Hotels.com,
Orbitz, Priceline, TripAdvisor, and Yelp) and found that, although at different growth rate, fake reviews have
become a growing problem across them all. Fake review positing as a commercial service does not
constitute a new phenomenon either. Back in 2011, The New York Times reported that one could purchase
a fake five-star Yelp review on Amazon Mechanical Turk for just 25 U.S. cents (Segal, 2011). These fake
reviews have drastically undermined online review platforms’ transparency and credibility. However, while
research has well established the psychology behind lie detection, one cannot easily detect fake review
over the Internet since the medium lacks commonly used cues, such as fidgeting and other body language
(Luca & Zervas, 2016; Wu et al., 2010).
While detecting online fake reviews represents a challenging task (Mukherjee et al., 2013b), in an effort to
minimize users’ exposure to fake reviews, many online review platforms have taken appropriate
countermeasures and created automated review-filtering systems. Such platforms typically keep their
review-filtering algorithms a secret, but they generally create them through supervised learning techniques
using linguistic features and behavioral patterns as input (Mukherjee et al., 2013b). The proprietary
arrangement restricts general users from understanding fake reviews’ characteristics, which leaves potential
consumers to identify fake reviews only according to their own intuitive measurements, which might lack
accuracy in comparison. Moreover, although previous studies have considered the relationship between
some psycholinguistic characteristics and fake reviews (Banerjee & Chua, 2014a; Banerjee et al., 2015),
we currently lack empirical evidence about whether psycholinguistic characteristics can adequately
distinguish fake reviews from genuine ones in conjunction with a theoretical framework.
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Therefore, in this research, we address the following research question:
RQ: What psycholinguistic characteristics differentiate fake and genuine online reviews and how do
they reflect the differences in reviews’ content and formulation.
In particular, we identify psycholinguistic measures that have the power to predict fake reviews and explain
these measures’ theoretical validity based on the language-production model (Levelt, 1993) perspective.
This study constitutes among the first attempts to investigate psycholinguistic characteristics under the
language-production model. We believe that, by fully analyzing and categorizing these variables, the results
will further explain how and why fake reviews demonstrate certain psycholinguistic characteristics and, thus,
contribute to a better, automated response to the rampant fake review problem.

2

Theoretical Background

Previous studies suggest that one can establish credibility through different linguistics characteristics
(Banerjee & Chua, 2014b; Pennebaker, 2011). Research has studied this idea extensively in lie detection.
Therefore, we draw on the relevant literature on deception and lie detection to study these characteristics.
Deception and lie detection have been a popular study area for centuries. Philosophers have debated
deception’s moral implications, while social psychological researchers have examined different cues to
deception (Hartwig & Bond, 2014). Deception detection refers to a technique that people widely use either
consciously or unconsciously in both normal and specific contexts (e.g., forensics) (Granhag & Strömwall,
2004). While typical everyday lies are quite trivial, lies in certain situations can have significant ramifications,
which explains why researchers have focused on investigating deception and its cues and produced a
substantial body of work on the topic (Hartwig & Bond, 2014). From previous studies, we identified three
main paths to lie detection: 1) by observing how someone behaves (body movements, gaze, pitch, etc.), 2)
by analyzing the speech content, or 3) by measuring the speaker’s physiological indicators (Vrij et al., 2000).
While once a popular approach to detect lies through measuring physiological indicators, polygraphs have
waned in popularity as more recent studies have questioned its accuracy (Vrij, 2008). In more recent times,
researchers have suggested that, for the best results, lie detection in verbal communications should exploit
both verbal (the speech content) and non-verbal behaviors (e.g., tones, eye movements, and body
language) (Vrij et al., 2000). However, in non-real-time written communication contexts, one can only
analyze the exchanged text. Nonetheless, a growing body of research suggests that one can still reveal
deception and other underlying thoughts via counting and categorizing different word types in written texts
(Newman et al., 2003; Zhou & Sung, 2008).
The literature suggests that linguistic features can provide hints that facilitate deception detection (Banerjee
& Chua, 2014b; Pennebaker, 2011). However, different features have varying strengths in relation to their
ability to detect lies: some attributes indicate what a text expresses prima facie, but other methods to
measurement text’s psychological details may provide even more information on deception due to their
hidden nature (Vrij et al., 2011).

2.1

Language-production Model

To understand how fake review writers fail to establish perceived credibility through the language they
choose in their reviews, we draw on literature on language production to examine the effect that different
psycholinguistic variables have on review credibility.
Studies in language production decompose the spoken or written language-production process into various
sequential stages. These studies were used for various practical purposes, such as to detect lies and
deception (Bott & Williams, 2018; Lane et al., 2006). By understanding the process that human brains
undergo when formulating a message, one can better examine the relationships between the linguistic
variables and information credibility and potentially reveal the underlying ground for such relationships.
Hence, we use language-production models to understand fake reviews in a more structured and systematic
manner.
Among the different language-production models, we draw on Levelt’s (1993) classic work as our theoretical
foundation. Researchers consider Levelt’s (1993) language-production model a good framework to examine
at which levels of the production process the lying effect occurs (Bott & Williams, 2018). According to the
model, speech production goes through three essential levels: message, formulation, and articulation
(Levelt, 1993). While the stages go through a sequential procedure to some extent (e.g., Levelt (1993)
explained that conceptual planning at the message level needs to exist to some extent for formulation to
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occur), from a temporal perspective, the stages can run in parallel to some extent. However, from a
component perspective, Levelt (1993) treats each stage as an autonomous processor that produces certain
outputs at its end.
To understand Levelt’s (1993) language-production model and its applicability to the present study, we
discuss each level in the model. At the message level, speakers conceive the intention to communicate and
select the relevant information to achieve it (Levelt, 1993). At this level, speakers must produce an overall
plan to achieve their goals and subgoals (e.g., choose a method and select information to realize each
goal/subgoal) (Levelt, 1993). As Levelt (1993) explains, the way in which speakers conceive intention drives
their later formulation and articulation choices to effectively carry through the intention until they finally
deliver the message. To put it simply, this level includes selecting the topics, concepts, and ideas but still
remains as thoughts awaiting formulation and later articulation. Subsequently, at the formulation level,
speakers process the conceptual ideas into linguistic sentences, which includes syntax planning (selecting
words and sentence structures) and articulation planning (e.g., selecting tones and pitches) (Levelt, 1993).
Syntax planning takes place before articulation planning. Syntax planning involves retrieving lemmas from
speakers’ lexicon and creating grammatical relations to reflect conceptual ideas in the message (Levelt,
1993). Syntax planning results in a surface structure, which then becomes the basis that speakers use for
articulation planning in which they decide on the tune and rhyme (Levelt, 1993). At the end of the formulation
level, speakers formulate textual expressions, choose words, and have prepared the message they will
articulate. Finally, in the articulation level, speakers then execute the articulation plan and produce an
audible output (verbally pronounces the words) through a sequence of neuromuscular movements 1.
Levelt (1993) treats each level as individual “autonomous processors” that takes an input and produce
certain outputs. Considering each level in this way allows one to consider level subsets on their own merits
without compromising the language-production model’s efficacy as a whole. Thus, given online reviews’
non-verbal nature, we focus on the first two levels in Levelt’s language-production model to understand fake
online reviews’ characteristics at both the message level, which captures how speakers form intention and
select information, and at the formulation level, which captures how speakers transform conceptual
information into linguistic structures, while leaving out the irrelevant phonetic planning process at the
formulation level.
Figure 1 illustrates the research model, which comprises three variable categories: message level,
formulation level, and control variables. The message level includes review length and the psychological
cues, while the formulation level includes review readability and the linguistic style variables.

The articulation stage is sometimes referred to as ‘Articulatory Stage’ (Garrett, 1975) or ‘Phonological Encoding Stage’ (Bock &
Levelt, 1994).
1
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Figure 1. Research Model

2.2

Message-level Variables

At the message level, speakers confirm the intention to lie or to achieve specific purposes (Bott & Williams,
2018) and then decide on the relevant content and its scope (Levelt, 1993). In the online review context,
during this process, an author would make important decision about what intentions they want to achieve
through their review (intention formation), such as to persuade readers or describe something, to create a
particular mood or psychological effect, to share a little or lot of information (review length), and/or to share
particular information (information selection). However, at this stage, the information remains conceptual
until authors process it at the formulation level and execute it (Levelt, 1993). Although one cannot directly
measure the information related to this stage due to its conceptual nature (i.e., it still exists in their mind
without any linguistic or grammatical structures), one can certainly trace the reviewer’s intention and
information choices from the final reviews that they produce based on Levelt’s (1993) argument that
message-level decisions contribute and, to a certain degree, drive the later production stages. Thus,
reviewers carry the choices they make at the message level through to the final written review. Therefore,
in order to fully investigate their mindset at the message level, one can consider the content a review
includes (information selection) the message’s intention (intention formation). Thus, by manipulating review
length, which reflects how much content a review contains, and psychological cues, which reflect a review’s
intentions and nature, one can reveal reviewers’ underlying thoughts.

2.2.1

Length

Passage length, which can potentially reflect how much information a text embeds, constitutes a prima facie
linguistic element to detect deception. It serves to indicate text’s richness, which reflects how much
information it conveys. Accordingly, this element has its roots in the decisions an author makes about what
information to select and, thus, belongs to the message level.
On the one hand, deceivers can intentionally write longer and more elaborated passages to appear more
comprehensive if they perceive persuasive effort as beneficial in the particular circumstance (Burgoon et
al., 2003). In fact, in examining deception in an instant messaging context, Hancock et al. (2007) found that
the deceivers use more words overall (Hancock et al., 2007), while Anderson and Simester (2013) found
they use more explanations to appear more persuasive. On the other hand, an overwhelming number of
psychological experiments have shown a positive correlation between text length and informational
credibility as having more material to write about reflects a reviewers’ actual first-person experience
(Pennebaker, 2011). Since individuals often produce fake reviews without actual experience with a product
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and/or service, difficulties in information gathering presents a practical barrier in writing fake reviews
(Banerjee & Chua, 2014c). Accordingly, this barrier may lead to shorter reviews. Indeed, studies have found
a positive association between a review’s length and its overall influence (Baek et al., 2012). For instance,
Baek et al. (2012) and Newman et al. (2003) found longer reviews with both positive and negative
information to have a higher utility to readers compared to biased reviews that contain only one side of an
argument (Baek et al., 2012; Newman et al., 2003). Following this approach, we can expect credible reviews
to exceed fake reviews in length due to the increased likelihood that they will cover both the pros and cons
of an experience in their arguments. Furthermore, since genuine reviewers have had an actual experience
with a product/service and have more likely experienced both its pros and cons, one can expect them to
have an advantage in gathering the informative details and persuasive arguments that online reviews
require and a better ability to produce longer persuasive arguments. Thus, one can expect genuine reviews
to exceed fake reviews in overall length. Accordingly, we hypothesize that:
H1:

2.2.2

Genuine reviews exceed fake reviews in length.

Psychological Cues

Psychological cues include several important brain function cues that reflect subtle activities or intentions
that reside in someone’s mind. Psychological cues constitute a significant linguistic dimension for credibility
since liars often pay significant attention to the content they deliver, and they may divulge their state of mind
unconsciously through the way they express themselves (DePaulo et al., 2003; Ekman & Friesen, 1969).
Affective cues: affective cues refer to positive and negative sentiment words (Pennebaker et al., 2015) that
can leave an impression and affect readers’ minds. In the online review context, positive and negative
sentiment words (e.g., love, nice, hurt, ugly, and nasty; Pennebaker et al., 2015) that can affect readers’
minds reflect these cues (Tian et al., 2021). As such, affective cues can reflect the writer’s intention to affect
readers in a specific way (e.g., by associating the writer's experience with a product/service with negative
sentiment).
Yoo and Gretzel (2009) found a positive correlation between affect intensity and perceived credibility and,
more specifically, high affect intensity to relate to negative credibility. Moreover, in a study on deception in
text-based asynchronous computer-mediated communication, Zhou et al. (2004) proposed that deceivers
might strategically articulate language via using more affective language—a logical proposal since studies
in distinguishing memory have found that people remember sentimental words better than other words (Hu
et al., 2017).
Given that financial incentives generally drive actors to post deceptive reviews (e.g., to boost their business
or slander competition) (Malbon, 2013; Maurer & Schaich, 2011), reviewers may be enticed to include more
affective cues in an attempt to manipulate the readers’ moods and their purchase decisions (Ho & Lim,
2018). On the contrary, since reviewers mostly write genuine reviews to recommend a product/service or
offer their critical judgments about it, they should not be as sentimentally loaded as fake reviews. Thus, we
hypothesize that:
H2:

Fake reviews have more affective cues than genuine reviews.

Social cues: social cues refer to social connections and structures, such as references to family and friends
(Pennebaker et al., 2015). These cues can reflect the reviewer’s intent to make social connections with the
readers. Thus, social cues belong to the message level since people form intentions and confirm a review’s
nature at that level.
Psychologists have proposed that reviewers use this device to form a closer connection with the audience
to build trust (Tausczik & Pennebaker, 2010). Social cues can indicate interpersonal concerns (Proyer &
Brauer, 2018). People lower in individuality tend to focus more on their peers and social relationships (Burke
& Dollinger, 2005). For instance, reviewers may refer to their audience as “pal” or “friend” to establish a
personal connection through the review. Moreover, social cues may reflect writers’ intention to exhibit their
social authority (Gal & Woolard, 1995), a means to make the reviews appear more credible. We can further
explain the use of social cues with trust formation theory. Researchers have discovered that emotional
connection represents one of two major approaches to build trust in online communities. Thus, reviewers,
through leveraging their social capital to facilitate information adoption, can create a sense of belonging
and, hence, achieve relational closeness (Fan & Lederman, 2018). Readers will then expect that they can
rely on the reviewer’s words (Chau et al., 2011; Ho & Chau, 2013). In this case, we expect that genuine
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review writers would make not as much effort to form a closer connection compared to fake review writers.
Thus, we hypothesize that:
H3:

Fake reviews have more social cues than genuine reviews.

Cognitive cues: cognitive cues emphasize the writer’s cognitive load. In other words, they reflect how much
effort an author put into drawing a logical conclusion based off the writer’s observations (Pennebaker et al.,
2015). Cognitive cues reflect the thinking processes that relate to whether a reviewer sources information
from objective logical reasoning or subjective actual experience. Accordingly, cognitive cues belong to the
message level.
The act of deceiving requires one’s brain to process, maintain, and deliver a fake story in a convincing way,
which consumes cognitive resources (Newman et al., 2003). Generally, individuals who author credible
reviews will unconsciously signal more processes through the diction they choose (Tausczik & Pennebaker,
2010). Hence, we can expect credible reviews to use more cognitive cues and, thus, to evidence cognitive
processes to a greater extent than fake reviews. As a result, we hypothesize that:
H4:

Fake reviews have fewer cognitive cues than genuine reviews.

Perceptual cues: perceptual cues describe someone’s first-person sensory experience, which includes
their descriptions in relation to what the person sees, hears, and feels (Pennebaker et al., 2015). Since
choosing information, which includes perceptual experiences, belongs to the message level, perceptual
cues belong to the message level.
All these perceptual cues rely highly on the actual physical experience, especially aural and tactile cues;
thus, one cannot easily fabricate them in deceptive situations (Lin, 2004). Although deceivers intend to be
as descriptive and broad as possible when attempting to fabricate experiences (Tausczik & Pennebaker,
2010), they can find it difficult to pay much attention to forge the nuanced perceptual cues since they already
need to use a high proportion of their cognitive resources to maintain a fabricated story (Vrij et al., 2000).
Even if some sophisticated fake reviewers pay conscious attention on adding perceptive cues in their
content, their perceptive description would not contain as much detail as genuine reviews since they did not
have a real first-person physical experience with the product/service in question (Hauch et al., 2015).
Therefore, we would expect genuine reviews to include more perceptual details compared to deceptive
reviews and hypothesize that:
H5:

2.3

Fake reviews have fewer perceptual cues than genuine reviews.

Formulation-level Variables

At the formulation level, reviewers transform the information they chose and their intentions into syntactic
and linguistic expressions that they can (but do not yet) communicate (Garrett, 1975; Levelt, 1993). During
this stage, reviewers make important choices on the words to use and formulate their ideas into grammatical
sentences (Levelt, 1993). By the end of the stage, they would have a word-to-word draft in their minds that
they will later type out (Levelt, 1993). Therefore, from tracing a review’s words and syntactic features, one
can reveal a reviewer’s mindset during the formulation level. In drafting a review word by word, authors
follow two important steps: word choice and grammatical sentence formation. Thus, through examining a
review’s readability (which reflects the syntactic expressions the writer chose) and its linguistic styles (which
reflects linguistic grammatical decisions), one may ascertain the reviewer’s mental state at the formulation
level.

2.3.1

Readability

Readability refers to sentence complexity and word choice. Review readability depends on the way in which
one expresses linguistic sentences rather than the conceptual ideas in them; thus, it belongs to the
formulation level.
Previous studies have found a negative correlation between sentence complexity and deception due to the
cognitive load necessary to maintain a fake story that contradicts or does not result from a real experience,
and such a process requires psychological effort (Tausczik & Pennebaker, 2010). Other studies have
suggested that deception is associated not only with lower sentence complexity but also lower language
diversity (Burgoon et al., 2003; Zhou et al., 2004). Hence, deceivers have less mental capacity to produce
more logically flowing complex texts compared to truth tellers. Interestingly, studies that have adopted a
different perspective have made a similar observation in that deceivers use more conjunction words for
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more complex, less readable sentence (Banerjee & Chua, 2014b). Considering these arguments, the
contextual background, and the reasons why deceivers create fake online reviews, we can expect that
deceptive writers either attempt to use larger words (words with more letters) and longer sentences to
intentionally ensure readers perceive their reviews as more sophisticated and, in turn, more credible (Levy,
2017; Yoo & Gretzel, 2009). Genuine reviews may instead have higher readability (less complicated
sentences and simpler word choices) since their authors write them primarily to convey their thoughts about
a service/product rather than to manipulate others to perceive them as credible. Thus, we hypothesize that:
H6:

2.3.2

Fake reviews have poorer readability than genuine reviews.

Linguistic Style

Linguistic style captures the grammatical details that a text embeds. Linguistic style focuses on the more
nuanced details in text that readers rarely pay attention to. These details can indicate subtle ways in which
genuine and non-genuine reviewers differ in the mind.
Pronouns: pronouns refer to subject referencing words that substitute for nouns or noun phrases. Since
choosing pronouns belongs to the transformation from a conceptual idea to linguistically expressible
sentences, pronouns belong to the formulation level.
Although the way in which people use pronouns may vary depending on the context, in situations that
involve personal experience, psychologists have found that deceivers use less first-person pronouns due
to feeling guilt (Pennebaker, 2011). Furthermore, deceivers frequently use other pronouns to dissociate
themselves from the falsehoods they convey (DePaulo et al., 2003; Ickes et al., 1986).
People use first-person pronouns to describe or evaluate an event through a more private and subjective
viewpoint. Unlike the singular “I”, which implies that a writer takes responsibilities fully and personally, the
plural “we” illustrates a more collective picture with shared responsibilities, which provides a means for
writers to dissociate themselves by hiding in a larger group (Little & Skillicorn, 2008; Schmid, 2014). In this
way, reviews that avoid sole responsibility may lead readers to doubt their authenticity. However, people
can certainly experience an event in a group setting; thus, reviews that use first-person plural pronouns in
such a situation would not compromise credibility. In the consumer review context, due to the possibility that
individuals experience a product or service in a group, readers should not attribute reviews that use “we” as
deceptive but rather as indicating actual personal experience. Accordingly, we treat first-person pronouns
as a whole (i.e., we include both singular and plural pronouns).
As we discuss above, other pronouns allow writers to dissociate themselves from falsehoods, and studies
in online reviews have found that false posts use more other pronouns because writers exploit them as a
mean to avoid lying outright in contrast to deceiving others in their own first-person voice (Moon et al., 2021;
Ott et al., 2011). Moreover, from a different perspective, according to simplified thinking theories, liars tend
to subconsciously simplify matters and substitute other persons’ or subjects’ names with second-person,
third-person, and impersonal pronouns (Lin et al., 2017). Hence, we hypothesize that:
H7: Fake reviews have fewer first-person pronouns than genuine reviews.
H8: Fake reviews have more other pronouns than genuine reviews.
Other parts-of-speech (POS) tags: POS tags reflect sentence structures through separating words into
their respective grammatical categories; thus, they can reflect the sentence structure from a microscopic
viewpoint. Similar to pronouns, other POS tags reflect the words one chooses and, hence, belong to the
formulation level.
Previous machine learning (ML) studies have found that authentic reviewers are more likely to use more
adjectives, articles, and prepositions in their sentences but fewer verbs and adverbs (Banerjee et al., 2015;
Ott et al., 2011). However, these studies did not explain the underlying reasons for such observations. Other
more theoretical studies have shone light onto the potential reasons for such observations. For instance,
Tausczik and Pennebaker (2010) suggested that articles (e.g., a, an, the) signal an upcoming concrete
noun, and concrete nouns indicate upcoming concrete information regarding a specific topic. Similarly,
adjectives provide descriptive details and knowledge about an event that we can expect reviewers to have
gathered from a realistic experience. Writers generally use prepositions (e.g., to, which, above) as linking
words between different phrases and to form a connection between nouns; in this way, they can reflect the
writer’s knowledge level.
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Verbs and adverbs represent two other important POS tags. Verbs convey core action in a passage, while
adverbs provide descriptive details on the verbs (Tausczik & Pennebaker, 2010). Since verbs appear
frequently in daily life, one can use them to fabricate a story with minimal effort (Liu, 2020). Furthermore, it
also makes logical sense that credible authors will use verbs to make more evaluate statements when
reconstructing their experience rather than focus on mere actions (Rayson et al., 2002). As such, we
hypothesize that:
H9:

Fake reviews have fewer adjectives, articles, and prepositions than genuine reviews.

H10: Fake reviews have more verbs and adverbs than genuine reviews.

3
3.1

Methodology
Data Collection and Preparation

It is difficult to obtain real-world labeled review dataset in this field of study (Zhang et al., 2016). Some
studies have used participants or Amazon Mechanical Turk to manually generate fake reviews (Jindal &
Liu, 2007; Lim et al., 2010; Ott et al., 2011). However, others have criticized using manually generated
experimental reviews because they exhibit different word distributions compared to real-life reviews,
especially given that research has found that real-world spammers make more effort in making their reviews
credible (Mukherjee et al., 2013b). Therefore, in this study, we chose a real-world commercial dataset since
it better represents actual fake and genuine reviewers’ mental model and expertise.
Yelp, as one of the largest crowd-sourced review platforms, holds an enormous review database for a wide
range of businesses (Luca, 2016). More importantly, Yelp has developed its own review-filtering algorithm
to flag fake reviews (Zhang et al., 2016). Although Yelp does not make its algorithm public, it displays the
fake reviews in a different section on their platform for the public (Mukherjee et al., 2013b). Previous
research has proven Yelp’s fake review-filtering algorithm to be reliable and accurate to a great extent
(Mukherjee et al., 2013b; Weise, 2011) and closely correlated to spamming behaviors (Mukherjee et al.,
2013a). Thus, we find it rational to treat Yelp’s review-filtering results as ground truth for our purposes in
this study.
To control the subject variation across different businesses categories, we included only restaurant reviews
for our analyses. The dataset contained 66,940 reviews on 98 restaurants in Chicago posted during the
period from October, 2004, to September, 2012. Among the reviews, Yelp’s automatic filtering algorithm
flagged 8,303 as fake and, thus, considered the remaining 58,637 reviews as genuine (unfiltered).
We measured reviews’ linguistic characteristics (except readability) using Linguistic Inquiry and Word Count
(LIWC) 2015. Pennebaker et al. (2015) developed the LIWC 2015 dictionary, which comprises nearly 6,400
words, through a rigorous process over many years. They have extensively examined and verified its
internal reliability and external validity, and hundreds of studies have found LIWC categories to be valid in
various psychological domains (Pennebaker et al., 2015; Tausczik & Pennebaker, 2010). Researchers have
also used the software to examine online consumer behaviors and online reviews (e.g., Geng et al., 2020;
Hancock et al., 2007; Karami & Zhou, 2015; Ott et al., 2011; Park, 2019; Plotkina et al., 2020; Yang et al.,
2015).

3.2

Data Analysis

To examine the differences in psycholinguistic features between fake and genuine reviews, we used the
following three logistic regression models.
Model 1: Filtered Flag ~ Rating Extremity + Review Age + Tenure on Platform
Model 2: Filtered Flag ~ Rating Extremity + Review Age + Tenure on Platform + Length + Affective
Cues + Social Cues + Cognitive Cues + Perceptual Cues
Model 3: Filtered Flag ~ Rating Extremity + Review Age + Tenure on Platform + Length + Affective
Cues + Social Cues + Cognitive Cues + Perceptual Cues + Readability + i & we + other
pronouns + adj & article & prep + adverb & verb
The dependent variable, Filtered Flag, is a binary variable, where “1” indicates a fake (filtered) review and
“0” represents a genuine (regular and unfiltered) review. We categorized the linguistic independent variables
into two levels: message level and formulation level. The message level variables included the following: 1)
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Length, which we measured based on word count (WC), constitutes how many words a review contained
in total; 2) Affective Cues, which include positive and negative sentiment words (e.g., happy, love, sweet,
hurt, ugly, worried, hate, and grief); 3) Social Cues, which include family, friends, and gender references
(e.g., buddy, neighbor, mate, uncle, boy, mom, and dad); 4) Cognitive Cues, which include insights,
causation, discrepancy, tentative, certainty, and differentiation words (e.g., cause, know, ought, because,
should, perhaps, else, and always); and 5) Perceptual Cues, which include visual, aural, and touch words
(e.g., look, heard, feeling, listen, and touch) (Pennebaker et al., 2015).
The formulation level included five variables under three subcategories: 1) Readability, which we measured
with the Coleman-Liau Index (CLI), for which a lower value indicates a more readable passage; 2) I + we
sums the “I” and “we” measurements that LIWC provides to overview the first-person pronouns; 3) other
pronouns refer to pronouns excluding “I” and “we” according to LIWC (e.g., second-person, third-person,
and impersonal pronouns); 4) adj+article+prep sums the adjective, article, and preposition measurements
from LIWC; and 5) adverb+verb sums adverb and verb measurements from LIWC.
Moreover, we included three control variables: 1) Rating Extremity, which refers the absolute difference in
stars between the reviewer’s star rating on the business and the existing business rating; 2) Review Age,
which refers to the number of days from the review date to the data-collection date (we used this variable
to capture the effect that a review’s age had on its perceived credibility); and 3) Tenure on Platform, which
refers to the number of days between a review’s date and the date the reviewer posted their first review.
Tables 1 and 2 provide the descriptive statistics for each variable.
Given the unbalanced data, models built based on such data would gravitate towards classifying fake
reviews class into the genuine reviews class, which would compromise the model’s quality. We used the
synthetic minority over-sampling technique (SMOTE), among the most popular frameworks to resolve
imbalanced data, to over-sample the minority (filtered) group data and, thus, preserve the diversity of the
majority (unfiltered) group data while maintaining a balanced dataset (Chawla et al., 2002; Fernández et al.,
2018). By over-sampling from the 8,303 genuine reviews, we produced a dataset with 58,121 genuine
reviews and 58,637 fake reviews (116,758 reviews in total)—sufficient to train a model in this area
(Mukherjee et al., 2013b; Ott et al., 2011; Zhang et al., 2016).
Table 1. Descriptive Statistics: Fake Reviews
Fake reviews

Message
variables

Formulation
variables

S.D.

Median.

Min.

Max.

Length

WC

99.730

99.602

70.000

0.000

953.000

Affective
processes

Affect

9.028

7.409

7.350

0.000

100.000

Social processes

Social

7.440

5.120

7.050

0.000

66.670

Cognitive
processes

Cogproc

9.831

5.225

9.740

0.000

50.000

Perceptual
processes

Percept

2.641

3.684

2.150

0.000

100.00

Readability

CLI

7.688

3.316

7.680

-39.610

59.000

Pronouns
Other POS tags

Control
variables

Mean

I + we

5.174

3.662

5.130

0.000

33.330

Other pronouns

7.120

4.456

6.950

0.000

50.000

Adj + article + prep

25.851

7.782

25.720

0.000

100.00

Adverb + verb

21.414

7.471

21.870

0.000

77.770

Rating extremity

Extremity

1.049

0.876

1.000

0.000

3.500

Review age

Age

900.068

520.763

836.000

101.00

2713.000

Tenure on
platform

Tenure

14.765

87.595

0.000

0.000

1429.000

N
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Table 2. Descriptive Statistics: Genuine Reviews
Genuine reviews

Message
variables

S.D.

Median

Min.

Max.

Length

WC

144.744

121.629

112.000

0.000

997.000

Affective
processes

Affect

7.566

5.214

6.640

0.000

100.00

Social processes

Social

6.772

3.962

6.470

0.000

100.00

Cognitive
processes

Cogproc

10.393

4.380

10.290

0.000

100.00

Perceptual
processes

Percept

2.905

2.946

2.590

0.000

100.00

Readability

CLI

7.626

2.349

7.600

-28.010

31.900

I + we

5.370

3.091

5.380

0.000

50.000

Other pronouns

7.145

3.601

7.010

0.000

60.000

Adj + article + prep

25.666

5.939

25.640

0.000

100.000

Adverb + verb

21.485

6.026

21.570

0.000

100.000

Rating extremity

Extremity

0.763

0.698

1.000

0.000

3.500

Review age

Age

959.837

573.837

868.000

101.000

3002.000

Tenure on
platform

Tenure

184.291

336.593

0.000

0.000

2475.000

Pronouns

Formulation
variables

Other POS tags

Control
variables

N

4

Mean

58637

Results

We summarize the results for the logistic regression models in Table 3. The consistent pattern across the
results indicates the model’s stability. As the table shows, WC was negatively associated with the review
fakeness, which supports H1. Affective and social cues were positively associated with review fakeness,
whereas cognitive and perceptual cues were positively associated with review fakeness, which supports H2
to H5. Moreover, fake reviews exhibited significantly less readability than genuine reviews (the higher the
readability score, the lower the readability), which supports H6. However, fake reviews used more firstperson pronouns than genuine reviews, which reversely supports H7, whereas the other pronouns lacked
statistical significance, which does not support H8. Moreover, fake reviews used proportionally more
adjectives, articles, and prepositions compared to genuine reviews, which reversely supports H9. Finally,
the proportion of adverbs and verbs was positively correlated to the filtered flag, which supports H10. We
summarize the results from testing the hypotheses in Table 4.
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Table 3. Results of Logistic Regression Models
Model 1
Coef.

Control
variables

Message
variables

S.E.

Model 2

Pr(>|z|)

Coef.

S.E.

Model 3
Pr(>|z|) Coef.

S.E.

Pr(>|z|)

Rating
extremity

Extremity

0.394 0.008

***

0.477

0.009

***

0.476 0.009

***

Review age

Age

-0.028 0.001

***

-0.026

0.001

***

-0.027 0.001

***

Tenure on
platform

Tenure

-0.641 0.008

***

-0.589

0.008

***

-0.587 0.008

***

Length

WC

-0.367

0.007

***

-0.382 0.007

***

Affective
cues

Affect

2.496

0.139

***

2.741 0.143

***

Social cues

Social

4.102

0.172

***

4.261 0.194

***

Cognitive
cues

Cogproc

-1.669

0.152

***

-1.983 0.166

***

Perceptual
cues

Percept

-3.352

0.230

***

-3.359 0.238

***

Readability
Pronouns
Formulatio
n variables
Other POS
tags

CLI

4.066 0.294

***

I + we

0.665 0.246

*

Other
pronouns

0.393 0.222

Adj + article
+ prep

1.689 0.121

***

Adverb +
verb

1.352 0.127

***

Adjusted McFadden

0.137

0.169

0.171

Cox & Shell

0.173

0.209

0.211

Sample size

No. of filtered reviews = 58121; no. of unfiltered reviews = 58637.

Note: we rescaled all variables (except for “extremity”) by dividing by 100.
* p < 0.05, ** p < 0.01, *** p < 0.001

Table 4. Summary of Hypothesis Testing
Hypothesis

Result

H1: Genuine reviews exceed fake reviews in length

Supported

H2: Fake reviews have more affective cues than genuine reviews.

Supported

H3: Fake reviews have more social cues than genuine reviews.

Supported

H4: Fake reviews have fewer cognitive cues than genuine reviews.

Supported

H5: Fake reviews have fewer perceptual cues than genuine reviews.

Supported

H6: Fake reviews have poorer readability than genuine reviews.
H7: Fake reviews have fewer first-person pronouns than genuine reviews.
H8: Fake reviews have more other pronouns than genuine reviews.
H9: Fake reviews have fewer adjectives, articles, and prepositions than genuine reviews.
H10: Fake reviews have more verbs, and adverbs than genuine reviews.
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Discussion

Under the psychological cues metrics, fake reviews exhibit characteristics similar to deceivers themselves
as we hypothesized. Moreover, observations on the review length and readability further support this
argument. However, contrary to what previous literature suggests as deceptive writing characteristics, we
observed that fake reviewers used more first-person pronouns, though we did not find a significant
difference in the extent to which they used other pronouns. This finding diverges from what we would expect
from deceivers (DePaulo et al., 2003; Ickes et al., 1986; Pennebaker, 2011). Additionally, contrary to our
hypothesis, fake reviews used proportionally more adjectives, articles, and prepositions, which increased
their apparent credibility.
From a macro viewpoint, all the selected variables at the message level indicate that fake reviews align
closely with a deceptive writing style. We found that fake reviews were shorter in length and used more
affective and social cues but fewer cognitive and perceptual cues. All these message-level variables relate
to stage at which a writer forms an intention and selects information, and we found these variables to closely
align with deceptive reviews. On the contrary, for the formulation-level variables, although fake reviews
lacked readability compared to genuine reviews and used proportionally more verbs and adverbs as we
expected, we found no significant difference in the extent to which they used other pronouns. Also, our
finding that fake reviews used first-person pronouns and adjectives, articles, and prepositions to a greater
extent than genuine reviews contradicts existing knowledge on deceptive texts. We found that the features
of fake reviews were more consistent in message level variables than the formulation level variables. Thus,
we can conclude that, although fake reviews might vary in their expression and formulation depending on
the circumstances or writers might carefully articulate them to influence readers to perceive them as more
credible, writers cannot as easily manipulate a review’s actual content and the intention it exhibits through
the message-level variables. Thus, we can deem message-level variables as better factors to predict fake
online reviews.
While we found different results to what expected regarding first-person pronouns (e.g., “I” and “we”) and
other pronouns, we can justify them based on two main arguments. First, we expected that fake reviews
would use proportionally fewer first-person pronouns but proportionally more other pronouns to dissociate
themselves from falsehoods and put the target on others (Newman et al., 2003). However, genuine review
writers may adjust their writing style to be more analytic and evaluative and less personal and subjective
via using as many other pronouns as fake review writers but with fewer first-person references. This
arguments rests on the logic that the pronouns a writer uses largely depends on the context (e.g., writers
widely use third-person pronouns in scientific texts without compromising their credibility). Thus, considering
the context we examine here, genuine review writers might use fewer first-person pronouns when paying
attention to objective perspectives to evaluate a restaurant’s food or service rather than focusing on personal
experience or mere subjective feelings (Li et al., 2019; Ott et al., 2011). Second, fake review writers may
have made deliberate attempts to use first-person pronouns to manipulate readers. Since they constitute a
foundational linguistic element in English grammar, writers would find it relatively simple and beneficial to
manipulate how they used first-person pronouns. Liu (2020) supports this proposition in identifying fake
review writers as more inclined to deliberately use more first-person pronouns to sound more credible
through convincing readers that they wrote their review based on actual experience. Thus, fake reviewers
may choose to “attach” themselves to the specific “storytelling” aspect of online reviews rather than detach
themselves from their lies to create a more convincing story (Liu, 2020).
Moreover, contrary to H1, we found an association between fake reviews and proportionally more
adjectives, articles, and prepositions. We may have found such a result due to fake review writers’ conscious
attempts to align their writing style with genuine review writers, which involves using descriptive information
to balance out their misleading false statements (Tausczik & Pennebaker, 2010). As a result, they may use
proportionally more adjectives, articles, and prepositions than genuine review writers to provide excessive
details about their imaginative experience. Although Tausczik and Pennebaker (2010) suggested that too
much detail might lead fake review writers to include inaccuracies in their reviews, our results suggest that
fake review writers do not consider such risks. We also note that Banerjee and Chua (2014b) found that
more authentic reviews contain fewer articles and prepositions and found insignificant differences in how
many adjectives they use, which largely coincides with our results. In Tables 5 and 6, we show reviews that
exemplify the above discussion.
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Table 5. Review Examples
Sample flagged (fake) review

Sample unflagged (genuine) review

I took my boyfriend here for his birthday, from the
moment we walked in we were treated like family. The
atmosphere was warm and welcoming. I had the
vegetarian goulash (sp?) which was awesome, my
boyfriend had the skirt steak which was equally as
good. The service and entertainment a guitarist and
violinist were great, very friendly and fun. Although the
food and staff were all excellent there was one thing that
stood above the rest, the owner Bronco, he made our
night something we will never forget. You're the best
Bronco and we WILL be back. P.S. watch out for the holy
water.

Pretty God-danged good. I cannot say that in any other
day of my life have I eaten 4 and a half hot dogs and/or
sausages. Selma Hayek - grilled, a little too charred for
my taste, but yummy - 3 stars Mandarin chicken sausage
with siracha mustard - sweet and tangy, mixed with heat 4 stars Hot Doug - Chicago style greatness - 5 stars Foie
gras dog - next time, i'm having it steamed and with no
sea salt, but 5 stars Lamb and cognac dog with
peppercorn cheese - really really cheesy! had to brush
some off, but great sauce! 5 stars. ....I cant wait to go
back and try the rest.

Table 6. Examples of Fake and Genuine Review
Message level

Formulation level

Fake example

Genuine example

Fake example

Genuine example

Length

105.00

109.00

Readability

9.12

7.03

Affective cues

9.52

5.50

First-person
pronouns

8.57

5.50

Social cues

13.33

0.92

Other pronouns

7.62

2.76

Cognitive cues

4.76

11.93

Adjectives,
articles, and
prepositions

25.72

18.34

Perceptual cues

1.90

8.26

Adverbs and
verbs

21.90

12.84

5.1

Implications for Research

In this study, we systematically categorize and examine the effects of various crucial psycholinguistic cues
that researchers have suggested to have predictive value to identify fake reviews. We examined the
relationship between these cues and fake reviews using logistic regression and found that fake reviews
aligned more with deceptive writing styles for the message-level variables, were generally shorter in length,
and possessed more affective and social cues but fewer cognitive and perceptual cues. Judging from the
results, fake reviews resemble genuine writing styles at the formulation level as they lack some
characteristics (fewer first-person pronouns, more other pronouns, and fewer adjectives, articles, and
propositions) that researcher have established deceptive writings to exhibit.
Accordingly, with this study, we make two important theoretical implications. First, we contribute to the
general body of knowledge on fake review identification in the online restaurant review context. We tested
and ratified some important psychological fake review characteristics that previous studies have proposed
against a real-world review dataset from Yelp.
Second, while much research has studied fake review characteristics, it has mostly taken a machine
learning approach, and we lack empirical evidence for the sufficiency of psycholinguistic characteristics in
fake reviews identification in conjunction with a theoretical foundation. In this study, we developed a
research model based on Levelt’s (1993) language-production model that splits language formulation into
two stages. The model provides a framework for understanding from which stage the psycholinguistic
characteristics that fake reviews exhibit originate and, thus, the differences present between fake and
genuine reviews and the psychology behind it. To the best of our knowledge, this study constitutes an initial
effort to use a fundamental language-production model to examine online reviews against the
psycholinguistic characteristics. Thus, future research will benefit from a proven framework in addition to
our results. Moreover, in identifying that the message-level variables offer more insights on review fakeness
than formulation-level variables, our findings suggest that future research should examine fake reviews’
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main characteristics. More specifically, future research needs to explore the message-level variables to
determine their predictive capability.

5.2

Implications for Practice

Our findings have immense practical value in helping one identify fake posts in the online review context. In
particular, our findings may prove beneficial for review filtering system designers and, subsequently, review
readers. For filter-algorithm designers, the categorization of psycholinguistic characteristics with guidance
from the language-production model may help them to design algorithms that identify fake reviews based
on anomalies in any grouped stage rather than relying on individual characteristic variables. Specifically,
they should pay attention to message-level variables and adjust algorithms to consider psychological cues
(affective, social, cognitive, and perceptual cues).
For review readers, we identify that one cannot fabricate message-level variables as easily as formulationlevel variables. Our findings suggest that review readers need to pay special attention to a review’s content
rather than the language appeal and review structure. Finally, our findings can assist review writers whose
reviews platforms have flagged as fake to alter their writing style when sharing their genuine experiences.

5.3

Limitations and Future Research

As with any study, this one has several limitations. First, we acknowledge that one cannot compare the
analytical approach that we followed to existing fake review-classification models. Given this research’s
explanatory nature, future research needs to confirm and the predictive value of the linguistic characteristics
that we highlight.
Second, since we used labeled data from Yelp in our logistic regression, we had no possible way to ascertain
the labels’ accuracy for this specific dataset even though studies in the field commonly treat this set of
labeled data as ground truth (Luca & Zervas, 2016). Hence, the capabilities of Yelp’s filtering algorithm limit
our study. Moreover, empirical studies that use Yelp’s dataset have featured both false positives (genuine
reviews that it flagged as) and false negatives (fake reviews that it did not filter) (Luca & Zervas, 2016).
However, in general, since researchers have considered Yelp’s proprietary algorithm highly accurate and
widely recognized its reliability (Mukherjee et al., 2013b; Weise, 2011), this limitation may not have posed
a significant issue in our study. With that said, future research could look into it further. For instance, future
research could use data from various filtering algorithms to verify our findings or take a different approach
to conduct experimental studies to obtain first-hand online review data.
Third, the dataset we used covered reviews from October, 2004, to September, 2012. Although completely
analyzing potential changes in fake reviews’ styles falls beyond our scope in this paper, both fake and
genuine review writers may have changed after 2012. However, as we found from reviewing the literature,
we still found results that support the vast majority of earlier studies. The dataset we used represents the
best that we could obtain for our purposes since Yelp has ceased publicizing filtered reviews. We
acknowledge this limitation and encourage future studies to validate our findings if Yelp or any other online
review platforms decide to publish their dataset again in the future.
Fourth, the dataset we used contained only Yelp reviews for restaurants in Chicago, USA. Thus, the
observations on fake reviews’ psycholinguistic characteristics may subject to variations in different cultures,
locations, and business types. Hence, the patterns observed might differ for restaurants in areas other than
Chicago and for other business types (e.g., hotels) in Chicago and other areas (Tausczik & Pennebaker,
2010). Further studies should verify and generalize our findings via analyzing online reviews for other
regions, cultures, and business types.
Fifth, we focused on linguistic summary variables rather than the composite variables themselves. For
example, we considered cognitive cues rather than its components (e.g., insight, causation, etc.). While
such an approach more than suited our exploratory focus in this study, future studies may further emphasize
the composite variables to provide more insights.
Finally, a related limitation concerns the fact that we used LIWC 2015. Although LIWC 2015 constitutes an
effective and valid tool to measure reviews’ psycholinguistic characteristics (Ott et al., 2011; Pennebaker et
al., 2015), LIWC (and, indeed, other similar measurement programs) cannot perfectly cover all the
measurements to an exhaustive extent. Furthermore, due to LIWC’s closed-sourced nature, we could not
further investigate the extent of the measurement that LIWC provides for our purposes in this study. We
could have manually evaluated the reviews in lieu of using LIWC to reduce this limitation’s impact on our
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study; however, we could not have practically done so due to our dataset’s large size. Future studies could
take alternative approach for cross-validation purposes on a smaller and more workable dataset.

6

Conclusion

In this paper, we use a labeled Yelp review dataset to examine differences in psycholinguistic styles
between fake and genuine reviews as they manifest in the various stages of the language-production
process. Our results suggest that fake reviews exhibit deceptive writing styles in their content but less so in
their expressive style. Our findings suggest that message-related features could have potential
effectiveness in detecting fake online reviews while filtering algorithms based on language expression might
not be as effective. Our findings provide both theoretical and practical implications for effectively filtering
fake online reviews and support the overarching goal to increase online consumer reviews’ trustworthiness.
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