Abstract. We establish a law of the iterated logarithm for the set of real numbers whose n-th partial quotient is bigger than αn, where (αn) is a sequence such that 1/αn is finite.
Introduction and statement of the main result
The law of the iterated logarithm for continued fractions provides an upper bound for the almost sure growth of the partial quotients of x ∈ [0, 1] \ Q. That is, with the partial quotients x 0 , x 1 , . . . ∈ N given by for some constants a, b > 0. The result is due to Stackelberg ([23] ) and was extended shortly thereafter by substituting log(x k /a) with more general functions: Reznik for Hölder functions in L 2+ǫ ( [22] ), Philipp for functions in p>1 L p ( [21] ) and Gordin & Reznik for the log of the denominator of the n-th approximant ( [12] ). Moreover, a predecessor of (1) was obtained by Doeblin ([6] ).
The aim of this note is to study subsets X α of [0, 1] with prescribed minimal growth of partial quotients and establish analogous results. That is, for α ∈ [0, 1]\Q with partial quotients (α n ), set X α := {x ∈ [0, 1] : x n α n ∀n ∈ N 0 }. These sets are of fractal nature and their Hausdorff dimension was studied by several authors. Good ([11] ) showed that the Hausdorff dimension dim H of X α is equal to 1/2, whereas Łuczak ( [17] ) showed that, if α n = c b n , then dim H (X α ) = 1/(b + 1) (for partial results, see [16, 19] ). Note that these results are similar in spirit but not directly related to results for sets defined by x n α n infinitely often as in the BorelBernstein theorem or in [25] . In there, Wang & Wu obtained an almost complete description of the Hausdorff dimensions for these sets.
In here, we aim for an almost sure description of the growth of the partial quotients of the elements in X α . In order to do so, we construct a relevant measure, establish the law of the iterated logarithm and finally specify the class of this 1 measure. We obtain the following analogue of Stackelberg's result. In here, we will write a n ≪ b n if there exists C such that a n Cb n . Theorem 1.1. Assume that n 1/α n < ∞ and let γ n be given by γ n α γn n = 1. Then there exists a probability measure ν on X α for which the following holds almost surely.
lim sup n→∞ n−1 k=0 (γ k log(x k /α k ) − 1) √ 2n log log n = 1.
Furthermore, if n 1+ǫ ≪ α n ≪ λ n or λ n ≪ α n ≪ n n(1−ǫ) for some λ > 1 and ǫ > 0, then ν is absolutely continuous with respect to the 1/2-dimensional Hausdorff measure µ 1/2 , dim H (X α ) = 1/2, and µ 1/2 (X α ) = ∞.
In fact, we show more. That is, we prove an abstract strong invariance principle for sequences of locally Hölder continuous functions with finite fourth moment (Theorem 3.2) and obtain as corollaries a slightly more general law of the iterated logarithm and a law of large numbers, that is n−1 k=0 γ k log(x k /α k )/n converges almost surely to 1 (Theorem 4.6). The summability of (1/α n ) is required to control the fluctuations of the variance (Lemma 4.3). The other bounds are of geometric origin and are required to identify ν as a geometric measure by showing that dν/dµ 1/2 = 0. It is also worth noting that the upper bound is optimal in the sense that dim H (X α ) = 1/(b + 1) < 1/2 for α n = c b n and a, b > 1, as shown by Łuczak in [17] .
From the viewpoint of dimension theory, the novelty in here is the absolute continuity as the result on the Hausdorff dimension is an immediate corollary of [11, 17] . It is worth noting that the proof of absolute continuity requires the above law of large numbers, and that absolute continuity allows to formulate a result independent of ν. Namely, as dν/dµ 1/2 = 0, the laws of the iterated logarithm and large numbers hold on a dense set of infinite µ 1/2 -measure. Furthermore, in the above law of the iterated logarithm, it is possible to replace γ k with log log α k / log α k (Remark 4.2) and due to the flexibility arising from local Hölder continuity, the result also is applicable to the denominators of the approximants q n (x) given by p n (x)/q n (x) = 1/(x 0 + 1/(x 1 + 1/(· · ·+ 1/x n−1 ) · · · )) in the second part of Theorem 4.6.
The method of proof might be summarised as follows. As a first step, we consider the sequence (X n ) of shift spaces X n := {(x k ) : x k α n+k ∀k 0} equipped with a sequence of Hölder continuous functions ϕ n : X n → (0, ∞). As in [1] , we define a family of ratio operators {P k n } such that P k n maps functions defined on X n to functions on X n+k with P k n (1) = 1 and show that its dual uniformly contracts the Wasserstein distance (Theorem 2.1). As a corollary one obtains a unique sequence of probability measures (ν n ) with (P k n ) * (ν n+k ) = ν n and a spectral gap for P k n acting on ν n -integrable functions with ν n -integrable local Hölder coefficients (Theorem 2.2). With these preparations, the strong invariance principle of Cuny & Merlevède ( [5] ) is applicable and gives rise to a law of the iterated logarithm for functions with finite fourth moment (Theorem 3.2). It then remains to verify that this result is applicable to continued fractions. As a first step, it turns out that it is necessary to consider the potential ϕ n (x) := ϕ(x) (γn+1)/2 , where ϕ refers to the geometric potential. Therefore, the canonical approach in this context is to consider sequences of probability measures (ν n ) instead of a single reference measure. Moreover, as (α n ) does not grow too slow, the asymptotic behavior of the integrals with respect to (ν n ) is accessible (Lemma 4.3). Finally, the law of large numbers then allows to prove absolute continuity with respect to the Hausdorff measure, provided that (α n ) does not grow too fast (Proposition 5.1). However, as γ n tends to 0, it is unclear if it is possible to extend the approach to α with dim H (X α ) < 1/2.
The main novelty of proof is based on the fact that the problem under consideration does not admit a common reference measure by construction. Therefore, there is no common invariant function space to the associated transfer operators, implying that important tools from spectral theory like quasi-compactness are not immediately applicable. However, based on an idea by Hairer & Mattingly ( [13] ), it is possible to replace the concept of a spectral gap by a contraction of the Vaserstein metric on probability measures. The idea was adapted to non-stationary shift spaces in [24] for normalised potentials and then refined in [1] by considering quotients of operators. In here, we combine these and extend them in Theorem 2.2 to functions in L 1 (ν n ) with integrable local Hölder coefficients. This is of importance as we are now able to include unbounded functions (like log x k ) in our analysis and do not have to take care about invariant measures which do not exist in the context of non-stationary shift spaces (see [10] 
Non-stationary shift spaces and decay of correlations
In this section, we recall the definition of the non-stationary full shift, the associated family of Ruelle operators and related results. In here, we closely follow the notation in [24, 1] . For each n ∈ N = N ∪ {0}, choose a subset W n = ∅ of N. We refer to the sequence shift spaces (X n ) and maps (T n ) given by
as the non-stationary full shift associated with (W n ). In complete analogy to classical shift spaces, we will refer to W k n := {(x n , x n+1 , . . . , x n+k−1 ) : x i ∈ W i } as the set of words of length k at position n and, for w = (x n , x n+1 , . . . , x n+k−1 ) ∈ W k n , and to
[w] := {(y n , y n+1 , . . .) ∈ X n : y i = x i , ∀i = n, n + 1, . . . , n + k − 1} ⊂ X n as the cylinder associated to w. Let F n be the σ-algebra generated by all cylinders in X n . The iterates are maps from X n to X n+k , which are given by T for r ∈ (0, 1). The value of r is fixed throughout the paper. This metric is compatible with the topology generated by cylinder sets and the T n are uniformly expanding as d r (T n (x), T n (y)) = r −1 d r (x, y). We now introduce the relevant function spaces and operators. For f : X n → R and r ∈ R, we refer to
. . as the r-Hölder coefficient of f . The space of r-Hölder functions is defined by
In comparison, we denote the Lipschitz norm by
Note that since X n has finite diameter, D(f ) 2 f H and on the other hand if D(f ) is finite then f H is also finite. We say that a sequence {f n } has uniformly bounded Hölder coefficients if there exists r ∈ (0, 1) such that sup n∈N0 D r (f n ) < ∞. Now assume that, for each n ∈ N 0 , there is a given (multiplicative) potential ϕ n : X n → (0, ∞) such that {log ϕ n } has uniformly bounded Hölder coefficients. Then the n-th Ruelle operator is defined by, for x ∈ X n+1 and f :
By adapting standard arguments, it easily can be seen that, if
.
By following the lines of the proof of Lemma 2.1 in [1] , it follows that
and a Doeblin-Fortet inequality holds. In fact, the following statement about decay of correlations holds. Theorem 2.1. Assume that (log ϕ n : n ∈ N 0 ) has uniformly bounded Hölder coefficients and that L n (1) ∞ < ∞ for all n ∈ N 0 . Then there exist C 1, s ∈ (0, 1) and Borel probability measures ν n on (X n ,
Observe that the proof of Theorem 2.1 in [1] in verbatim applies to our setting. In particular, the first assertion is a consequence of (2.5) in [1] . Furthermore, the action on probability measures by the dual of P k n for k sufficiently large is a strict contraction with respect to the Wasserstein metric ((2.4) in [1] ). The existence of ν n as defined in (3) follows from that. Hence, it remains to show (2) . In order to do so, observe that (P
The second assertion then follows from Kantorovich's duality applied to the measure ν n+k and the Dirac measure supported on some point in X n+k .
In order to include the functions of interest in the context of continued fractions, which are unbounded and therefore not in H r n , we extend Theorem 2.1 to the following function space. For f : X n → R and r ∈ R, we consider the locally constant function
Define the space of functions with integrable local r-Hölder coefficients by
Under the assumptions of Theorem 2.1, there exist C > 1 and s ∈ (0, 1) such that for all f ∈ H loc n and k ∈ N,
The theorem immediately follows from applying Theorem 2.1 to P 1 n (f ) and the following Lemma showing that
Proof. Let g be a non-trivial, non-negative function in H loc n which is constant on cylinders, that is, D r (g) = 0. It follows from bounded distortion and
The first statement follows from bounding f from above and below by functions f + , f − which are constant on cylinders such that f − D r (f ) f − f f + f + D r (f ) and using that D r (f ) is by construction constant on cylinders.
For the remaining statement, observe that by uniform Hölder continuity of log ϕ n , we have that
We collect some properties of the operator P k n and the measure ν n . We will use the results in this section freely without further references, and always denote by E and Var the expectation and the variance with respect to ν 0 .
Proposition 2.4. The following equations hold for all
Proof.
(
(2) This is due to (P k n ) * ν n+k = ν n and (1).
3. An almost sure invariance principle
We shall prove an almost sure invariance principle for the non-stationary full shift (X n , F n , T n , ν n ) described above. The proof is based on the almost sure invariance principle for reverse martingale differences by Cuny and Merlevède. . Let (U n ) n∈N be a sequence of square integrable reverse martingale differences with respect to a non-increasing filtration
Let (a n ) n∈N be a non-decreasing sequence of positive numbers such that (a n /σ 2 n ) n∈N is non-increasing and (a n /σ n ) n∈N is non-decreasing. Assume that
Then, enlarging our probability space if necessary, it is possible to find a sequence
n /a n )| + log log a n )) 1/2 ) P-a.s.
As an application, we obtain the following invariance principle for non-stationary shift spaces. n < ∞. Then, enlarging our probability space if necessary, there exists a sequence (Z n ) of independent centered Gaussian random variables such that
and
They are both uniformly bounded by the assumption. Let
Clearly, U n is G n -measurable and square integrable. Furthermore, because
is a sequence of square integrable reverse martingale differences. Let
We check the conditions of Theorem 3.1 with a n = σ 2 n . First we show σ 2 n → ∞ and
The uniform bound for E(U 2 n ) follows from the uniform bounds for f n n,2 and h n ∞ .
Next we show that 
It remains to show that F n − 1 → 0 a.s. Note that for some constants C > 1 and s ∈ (0, 1), we have
In this upper bound E(U 2 k ) is uniformly bounded, and we will show the same for
and similar estimates for
Thus we have shown that D r (u 2 k ) k,1 is uniformly bounded. These uniform bounds imply that there exists a constant C 1 > 0 such that
As σ n → ∞, E(F n − 1) 2 → 0. We need to show that this convergence is an almost sure convergence. ForC := sup k E(U Since n E(F mn − 1)
mn < ∞, F mn → 1 a.s. by the Borel-Cantelli lemma. Chooseñ =ñ(n) such that mñ n mñ +1 , then
Hence,
n and sup n f 4 n n,1 are finite and because U n − f n • T n 0 ∞ and |σ n − s n | are both uniformly bounded. Now we can use Theorem 3.1 to find a sequence of independent centered Gaussian variables
U i | and |σ n − s n | are both uniformly bounded, the statement of the theorem immediately follows.
The law of the iterated logarithm
We apply the results of the proceeding section to continued fractions with restricted entries. In order to do so, recall that each irrational number x ∈ [0, 1] has a uniquely determined continued fraction (x 0 , x 1 , x 2 . . .) with x n ∈ N such that
For any word w, denote by w ⊂ [0, 1] the subset corresponding to the cylinder [w]. We now consider the following subsets of [0, 1] with restricted entries. That is, for a sequence of natural numbers (α n : n ∈ N 0 ) with lim n→∞ α n = ∞, we consider the set X α := {x : x n α n ∀n ∈ N 0 } (where α = α 0 , α 1 , . . . ) and ask for a law of large numbers and the maximal growth rate of x n almost surely. In order to obtain these from the above results, we first analyze the geometric potential which, in particular, allows to determine the Hausdorff dimension and the measure class of ν 0 4.1. The geometric potential. Let (X n ) be the non-stationary shift space with n-th alphabet W n := {l ∈ N : l α n } and equipped with the potential functions
for a sequence (δ n ) in (0, 1] to be determined below. Note that the ϕ n are geometric potentials as ϕ n = ϕ δn where ϕ := |1/S ′ | and S referring to the continued fraction map S(x) = 1/x mod 1. For w = (w n , . . . , w n+k−1 ) ∈ W k n , set
As it is well known, the geometric potential |1/S ′ | of the continued fraction map satisfies the Gibbs-Markov property. As δ n 1, it follows from this that there exist C 1 and r ∈ (0, 1) such that for all k, n ∈ N, u ∈ W n 0 , w ∈ W k n and and x, y ∈ [w], we have | log(ϕ u (x)/ϕ u (y))| Cr k . In order to simplify the notation, set γ n := 2δ n − 1 and ǫ n := (α n α n−1 ) −1 .
Before giving the proof, we relate α n and γ n . Recall that Lambert's W -function is defined as the inverse of x → xe x and observe that the inverse of x → x x for x > 0 can be expressed in terms of the positive branch of W . That is, the inverse is equal to x → e W (log x) and, as α n = (1/γ n ) 1/γn , γ n = e −W (log αn) . As W (x) = log x − log log x + O(log log x/ log x) (see (4.19) in [4] ) it follows from α n → ∞ that (2) γ n ∼ log log α n log α n .
In particular, lim n γ n = 0 and lim n δ n = 1/2. We also have − log γ n ∼ log log α n .
Proof. The proof of the first part relies on the observation that the image of
The proof of the second assertion relies on a simple distortion estimate. In order to do so, observe that
and z,z ∈ X l+k+1 ,
Furthermore, for w ∈ W l and x = τ w (y) ∈ X l , log ϕ l (x) = log |τ
As w ≥ α l , it follows that log ϕ l • τ w is Lipschitz continuous with Lipschitz constant 2δ l /α l . In particular, for u ∈ W n 0 and z,z ∈ X n ,
As lim n α n = ∞, it follows that the sum on the right hand side is convergent. Therefore, ( * ) ≪ ǫ n . Morever, as lim n ǫ n = 0, ( * ) is uniformly bounded. Hence, there exists C ≥ 1 such that |ϕ w (z)/ϕ w (z) − 1| ≤ Cǫ n , which then implies that
The second statement follows from this.
Hence Theorems 2.1 and 2.2 are applicable, providing existence of (ν n ) and exponential decay. Furthermore, as · : X n → [0, 1] is injective, we identify each ν n with a probability measure supported on X n ⊂ [0, 1] \ Q. X 0 is identified with X α as well.
4.2.
Expected value and variance of the logarithm. Let log : (0, 1] → R be given by log(x) := log n for x ∈ (1/(n + 1), 1/n], n ∈ N. The following lemma describes the asymptotic behavior of the expected values and variances of log with respect to the measure ν n . (γ n log + log γ n ) dν n = 1 and lim
Proof. It follows from Lemma 4.1 that there exists a constant C such that for n ∈ N 0 with Cǫ n < 1/3 and x ∈ X n+1 ,
The estimate from below is similar:
As − log γ n ∼ log log α n , it follows that −ǫ n log γ n ∼ log log α n /(α n α n−1 ) → 0 as α n → ∞. Hence, γ n P 1 n (log) + log γ n ∞ < ∞. It now follows from Theorem 2.1 (3) that for any sequence x k ∈ X n+k+1 ,
Now we can employ P k n (1) = 1 and the estimates for P 1 n (log) to deduce lim n→∞ (γ n log + log γ n )dν n = lim n→∞ γ n P 1 n (log) + log γ n dν n+1 = 1.
By the same argument, for all x ∈ X n+1 ,
The limit follows analogously. In order to prove (3), the estimates above indicate that it suffices to verify the finiteness of −ǫ n log γ n and −(γ n log γ n )/α n . However, by remark 4.2, n 1α n < ∞ and K sufficiently large,
The same arguments prove (4). Proof. The proof uses the same arguments in the previous lemma. There are only few additional calculations as presented below. For any γ > 0, log 4 (x)
Let F n (x) be the polynomial function such that
and a n := F n (0).
4.3.
Law of the iterated logarithm. Applying Theorem 3.2 to X α , we obtain the law of the iterated logarithm for the continued fraction expansions with restricted entries.
Theorem 4.6. Assume that n 1/α n < ∞. For ν 0 -a.e. x ∈ X α with continued fraction expansion (x 0 , x 1 , . . .), and γ n given by γ n α γn n = 1,
The n-th approximant p n (x)/q n (x) = x 0 , . . . , x n−1 , ∞ satisfies a.s., with γ −1 := 0
2n log log n = 1.
Proof. In order to prove (6), for n ∈ N 0 and x ∈ X n , define f n : X n → R by
Clearly D r (f n ) = 0. Lemma 4.3 shows that f n ∈ H loc n and, withf n := f n − f n dν n , that
We will check the conditions in Theorem 3.2 for {f n }. Lemma 4.5 implies that
By Theorem 2.2 for some constant C and s ∈ (0, 1),
It follows from these estimates that
Now we can obtain by Theorem 3.2 that there exists a sequence (Z n ) of independent centered Gaussian random variables such that
Hence, sup n Var(Z n ) < ∞ as well. This then implies that (8) to finish the proof of (6) .
For the proof of (7), observe that, for
In particular, it follows from (6) that (9) lim sup n→∞ n−1 log S k (x) + log q n (x) 4 + 2 log 2.
As p k (x) = q k−1 (S(x)), it follows that
The remaining assertion follows then from (9).
Hausdorff dimension and measure
We are now in position to prove the following proposition relating ν 0 with the δ-dimensional Hausdorff measure µ δ on X α . Proposition 5.1. Assume that n 1/α n < ∞ and that there exists δ > 0 with lim sup
log log α k < 1, then X α has Hausdorff dimension 1/2 and ν 0 is absolutely continuous with respect to µ 1/2 , but there exist subsets A of X α with ν 0 (A) = 0 and µ 1/2 (A) > 0. Furthermore, µ 1/2 ( w ) = ∞ for each finite word w.
Proof. We begin with the upper bound for the Hausdorff dimension which immediately follows from Good's result in [11] mentioned above. However, in order to reveal the geometric nature of ν 0 , we prove the upper bound in the following way. For ǫ > 0 choose n ∈ N such that δ k 1/2 + ǫ for all k n. As ϕ is a geometric potential of bounded distortion, we have, for w ∈ W Hence the Hausdorff dimension of w is smaller than or equal to 1/2 + ǫ. This then implies that the Hausdorff dimension of X α is bounded by 1/2 + ǫ and as ǫ is arbitrary, smaller than or equal to 1/2. The lower bound requires estimates for the diameters of cylinder sets and their unions. As diam X n ∼ 1/α n , ϕ is a geometric potential and log ϕ w is Hölder continuous with respect to uniform constants for each w = (w 0 , . . . ,
, one obtains the following upper bound for the ratio of a cylinder and its diameter.
Furthermore, for t > s α n and a union of adjacent cylinders A = t u=s wu , it follows from
It follows from the construction of ν 0 that
Hence, let b n := (α n n (1+δ)/γn ) 1/2 for some δ > 0, then n ν 0 ({x : x 1/2 n b n }) < ∞ and for ν 0 -a.e. x, by the Borel-Cantelli Lemma, x log γ k + 1 2γ n log n 1+δ γ n .
However, it easily follows from the relation between (α n ) and (γ n ) given in Remark 4.2 that the above is equivalent to lim sup n→∞ 1 n log α n 2
(1 + δ) log n log log α n + 1 − n−1 k=0 log log α k < 1.
Now assume that the condition holds. We have therefore that for ν 0 -a.e. x, any sequence of cylinders A n of the form ∪ t u=s wu with w = (x 0 , . . . , x n−1 ) and α n s x n t ∞,
Fix a ball B r (x) of radius r around x. Choose the minimal n such that w ⊂ B r (x) forw = (x 0 , . . . , x n−1 ) and choose the maximal union of cylinders A n contained in B r (x) of the form ∪ t u=s wu with w = (x 0 , . . . , x n−2 ) and α n−1 s x n−1 t ∞. Letw = (x 0 , . . . , x n−3 ) and v = x n−2 ±1. Note that for some distortion constant C, dist( wx n−2 ∩ X α , wv ∩ X α ) 
Suppose r/ diam w 1/(4C). The choice of n implies diam w > r, hence for large n, diam wv > r and B r (x) ⊂ w ∪ wv . Meanwhile, for y ∈ [wv],
We deduce that
Then the above implies that for ν 0 -a.e. x. Now assume that by Egorov's theorem Ω ⊂ X α is chosen such that the above limit is uniform. Therefore (for instance by [18, Theorem 5.7] ) the Hausdorff dimension of Ω is at least 1/2, and so is X α . It also implies that ν 0 ≪ µ 1/2 .
6. Proof of Theorem 1.1
For the proof of Theorem 1.1, it suffices to show that the bounds on the growth of (α n ) imply the conditions of Proposition 5.1. That is, it remains to check that for some δ > 0 (10) lim sup n→∞ 1 n log α n 2
If n/C α n Cλ n for some λ > 1 and C 1, then log α n 2n
(1 + δ) log n log log α n + 1 = log α n 2n log log α n (1 + δ) log n + log α n 2n log Cλ n 2n log log Cλ n (1 + δ) log n + log Cλ n 2n n→∞ − −−− → (1 + δ/2) log λ.
As log log(n/C) ∼ log log n and log log xdx = x log log x− x e (log t) −1 dt, the lower bound implies that Hence, (10) is satisfied whenever n ≪ α n ≪ λ n . It remains to analyse the case λ n ≪ α n ≪ n (1−ǫ)n for some λ > 1 and ǫ > 0. These bounds imply that 1 n n−1 k=0 log log α k ≫ 1 n n−1 k=0 log n ∼ log n, log α n 2n
(1 + δ) log n log log α n + 1 ≪ (1 − ǫ)(1 + δ)(log n) 2 2(log n + log log n + log(1 − ǫ)) + (1 − ǫ) log n 2
In particular, (10) is satisfied for δ := ǫ.
