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Die numerische Strömungsmechanik (CFD) ist ein fester Bestandteil im Produktent-
wicklungsprozess. Sie wird unter anderem für die Auslegung undOptimierung von
Wasserpumpen genutzt. Gängig ist die Berechnung dieser Bauteile mittels statio-
närer Verfahren. Hier wird nach der rotierenden Strömung im Relativsystem gelöst.
Das Ziel der Berechnung ist dabei nicht nur optimale hydraulische Kennwerte zu er-
reichen, sondern auch den Komfort des Kunden zu verbessern durch Reduzierung
des Lärmpegels der Bauteile. Druckfluktuationen innerhalb der Pumpe sind dabei
eine entscheidende Schallquelle. Die Druckfluktuationen können mittels instatio-
närer Rechnungen ermittelt werden. Zeitlich aufgelöste Rechnungen mit herkömm-
lichen Zeitschrittverfahren benötigen jedoch viel Rechen- und Speicherressourcen.
Es wird daher nach Alternativen zu Zeitschrittverfahren gesucht.
Der zeitlich periodische Charakter von Wasserpumpen erlaubt eine Modellreduzie-
rung über Frequenzverfahren. Das Ziel dieser Arbeit ist die Realisierung eines zeit-
spektralen Strömungslösers in den offenen Strömungslöser OpenFOAM R� zur ef-
fizienten Berechnung zeitlich periodischer, inkompressibler Strömungen. Zunächst
werden unterschiedliche zeitspektrale Methoden vorgestellt und hinsichtlich ihrer
Eignung analysiert. Im Rahmen dieser Arbeit wird die Time Spectral Method (TSM)
weiter verfolgt, da auch nichtlineare Effekte modelliert werden können. Anschlie-
ßend werden anhand einer Prototypengleichung die Eigenschaften der TSM den
Eigenschaften herkömmlicher Zeitschrittverfahren gegenübergestellt.
Die Mehrzahl an Implementierungen der TSM basieren auf den kompressiblen Na-
vier-Stokes-Gleichungen. Eine direkte Anwendung auf inkompressible Strömungen
ist daher nicht ohne Weiteres möglich. Ein Schwerpunkt dieser Arbeit liegt auf der
Herleitung und Implementierung der TSM in einen Druckkorrektur-Algorithmus.
Dazu werden unterschiedliche numerische Lösungsstrategien des gekoppelten Sys-
tems untersucht undmittels unterschiedlicher Strömungen verifiziert. Eine vollstän-
dige Kopplung aller Zeitinstanzen und Kontrollvolumina über ein Krylow-Unter-
raum-Verfahren stellt sich als geeignete Lösung für industrielle Probleme heraus.
Nach der Anwendung auf einfache Beispiele erfolgen Strömungssimulationen um
ein mehrfach angeregtes Flügelprofil, einen Propeller und ein Lamellenventil. Die
zeitlichen Moden der Strömungen werden analysiert und die Frage beantwortet,
ob periodische Strömungen über eine geringe Anzahl an Frequenzen gut repräsen-
tiert werden können. Simulationen mit Zeitschrittverfahren und der TSM werden
durchgeführt und gegenübergestellt. Die Arbeit schließt ab mit einer Analyse der
Potenziale und Grenzen des zeitspektralen Lösers.
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Abstract
Computational fluid dynamics (CFD) is a well established tool in the product design
process. Particularly it is used to design water pumps. In general these components
are simulated using steady simulations with moving reference frames. The aim of
these simulations are not only optimal hydraulic parameters, but also to improve
customer comfort by reducing the noise level of the single components. Pressure
fluctuations are one main source of noise. These fluctuations can be computed by
unsteady simulations. At present unsteady simulations are quite costly in computa-
tional resources and memory, thus alternatives are sought.
The time periodic behaviour of fluid machines allows a model reduction using fre-
quency methods. Thus in this work a time domain method to efficiently compute
incompressible, periodic fluid flows is investigated and implemented into the open
source software OpenFOAM R�. First, different frequency and time domain methods
are introduced and the time spectral method (TSM) is identified as a suitable ap-
proach as the method is able to solve nonlinear effects in time. Then the properties
of the TSM are outlined using prototype equations instead of the more complex
Navier-Stokes equations. The differences between the TSM and regular time step-
ping schemes are shown.
Different implementations of the TSM have been developed in the past. However,
most are dedicated to compressible flow and thus cannot be used to solve for incom-
pressible flows. Thus, in the first part of this work a formulation of the TSM within
a pressure-correction algorithm is derived and implementation details are shown.
Different numerical solution strategies to solve the coupled system are investigated
and verified using simple flow problems. It is shown that a Krylov subspace method
coupling all temporal and spatial nodes is well suited for industrial problems.
After the TSM has been applied to simple cases, more complex flow phenomena
are computed. The flow around an oscillating blade profile, around a ship propeller
and through a flutter valve are investigated. The temporal modes of the fluid flow
are computed and the necessary amount of frequencies to represent the flow field is
researched. Simulations using regular time stepping schemes and the TSM are per-
formed and compared. The work concludes showing the potentials and limitations
of the proposed method.
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Innerhalb des Produktentwicklungsprozesses wird auf die bewährten Techniken
der numerischen Strömungsmechanik, auch Computational Fluid Dynamics (CFD),
zurückgegriffen. Vor allem im industriellen Umfeld spielen virtuelle Prototypen ei-
ne entscheidende Rolle, um Entwicklungszeiten und Fertigungskosten zu reduzie-
ren. Die numerische Strömungsmechanik wird unter anderem zur Auslegung und
Optimierung von Wasserpumpen genutzt. Die strömungsmechanische Berechnung
erlaubt einen umfassenden Blick auf das Geschehen innerhalb der Pumpe und hilft
dem Ingenieur die Pumpenströmung zu verstehen, entsprechend das Design anzu-
passen und eine optimale Auslegung zu erreichen.
Die numerische Strömungsmechanik liefert im Gegensatz zu Modellversuchen ein
wesentlich umfassenderes Bild, da zu jedem Zeitpunkte alle Strömungsgrößen ein-
sehbar sind. Gängig ist es, die strömungsmechanische Berechnung vonWasserpum-
pen stationär im Relativsystem durchzuführen. Mit steigenden Anforderungen an
die Produkte steigen auch die Erwartungen an Berechnungsprozesse als Werkzeuge
im Auslegungsablauf. Vor allem das Interesse, instationäre Strömungsprozesse in-
nerhalb von Pumpen zu studieren, ist mit Blick auf akustische Phänomene stark
gestiegen. Pumpen werden deshalb nicht nur auf den hydraulischen Wirkungsgrad
hin berechnet und ausgelegt, sondern die CFD-Berechnung dient auch zur Analy-
se der durch die Strömung verursachten Oszillationen. Obwohl Software wie auch
Hardware in den letzten Jahren große Entwicklungssprünge gemacht haben, ist
die Berechnung instationärer Strömungen mit herkömmlichen Zeitschrittverfahren
durch einen signifikantenMehraufwand an Speicher- und Rechenressourcen gegen-
über stationären Verfahren gekennzeichnet. Daher wird verstärkt nach Alternativen
zu den herkömmlichen Zeitschrittverfahren gesucht.
Zeitlich periodische Strömungen nehmen eine Sonderposition bei der Berechnung
instationärer Vorgänge ein. Die zeitliche Periodizität erlaubt eine Modellreduktion
in der Zeit und damit einhergehend prinzipiell einen Gewinn an Rechenzeit. Verfah-
ren, die die zeitliche Periodizität ausnutzen und die zeitlichen Schwankungen mit
Fourier-Polynomen approximieren, sind als zeitspektrale Löser bekannt. Zeitspek-




oder die Time Spectral Method (TSM) bieten eine potenzielle Alternative zu her-
kömmlichen Zeitschrittverfahren. Es muss dabei je nach Anwendungsfall abgewo-
gen werden, welches Verfahren geeignet ist.
Bei Zeitschrittverfahren ist es häufig notwendig viele Perioden mit kleinen Zeit-
schritten zu rechnen, bis das System den periodischen Zustand erreicht hat und der
Einfluss der Anfangsbedingungen abgeklungen ist. Dabei ist es nicht trivial, den
Übergang zum periodischen Zustand zu bestimmen. Oftmals werden daher große
Datenmengen aufgenommen und in Abhängigkeit der Anforderungen an die Ge-
nauigkeit der Messgröße wird aufwendig abgeschätzt, wann Periodizität erreicht
ist. Im Gegensatz dazu reduziert sich bei zeitspektralen Verfahren der Einschwing-
prozess, da nur periodische Lösungen durch die Modellierung möglich sind. Alle
Zeitpunkte innerhalb der Periode können über die Fourier-Koeffizienten rekonstru-
iert werden. Daher verbleiben nur die Fourier-Koeffizienten im Speicher. Ein wei-
terer Vorteil zeitspektraler Methoden ist die höhere zeitliche Genauigkeit bei peri-
odischen Strömungen. Bei ausreichend Harmonischen in der Modellierung ist der
zeitliche Fehler der zeitspektralen Verfahren bereits um Größenordnungen geringer
als bei Zeitschrittverfahren.
Die Wahl des richtigen zeitspektralen Verfahrens ist abhängig vom Anwendungs-
fall, daher sind über die Jahre hinweg eine Vielfalt zeitspektraler Verfahren entwi-
ckelt worden. Der nachfolgende Abschnitt gibt einen Überblick der bestehenden
Verfahren und der Anwendungsbereiche.
1.2 Stand der Technik
Der erste Ansatz einer effizienten Lösungsmethode für periodische Probleme ist die
Time Linearized Frequency Domain Method (TLFDM), auch bekannt als Linearized
Frequency Domain Method (LFD). Dabei handelt es sich um einen linearisierten
Ansatz in der Zeit. Die Strömung wird in eine zeitlich-gemittelte Komponente und
eine Störung zerlegt. Zahlreiche Anwendungen der Methode, unter anderem zur
Berechnung aerodynamischer Lasten, Turbomaschinen, Flügelprofile und von Ge-
samtflugzeugen, finden sich in Hall und Crawley [31], Hall [30], Verdon [68], Hall
et. al [33], Ronch et al. [20], Widhalm, Hübner und Thormann [72] und Tran und
Liauzun[36]. Die Methode zeichnet sich durch ihre hohe Effizienz aus. Durch die
Linearisierung können jedoch nichtlineare Effekte, wie Strömungsablösungen und
Sekundärströmungen nicht abgebildet werden.
Um auch nichtlineare Effekte abbilden zu können, sind andere zeitspektrale Verfah-
ren entwickelt worden. Bei der Harmonic Balance Method (HBM) [32] und der Time
Spectral Method (TSM) [47, 29] werden die Strömungsgrößen als zeitliche Fourier-
Polynome einer Basisfrequenz approximiert. Mehrere Vielfache der Basisfrequenz,
auch Harmonische genannt, können zur Approximation der Strömungsgrößen ge-
nutzt werden. Für N Harmonische ergibt sich im Zeitraum ein System von 2N + 1
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gekoppelten Gleichungen an 2N + 1 äquidistant in der Periode verteilter Kolloka-
tionspunkte. Der Zeitableitungsterm wird durch die Transformation in einen zeit-
spektralen Operator überführt, welcher die Strömungsgrößen an den 2N + 1 Kol-
lokationspunkten miteinander koppelt. Bei der TSM wird im Gegensatz zur HBM
ein analytischer Ausdruck für den zeitspektralen Kopplungsterm genutzt. Durch
die zeitspektrale Diskretisierung ergibt sich im Vergleich zu herkömmlichen Zeit-
diskretisierungen ein höherer Approximationsgrad. Da die Transformation allein
auf der zeitlichen Ableitung basiert, bleibt die Diskretisierungen der Konvektions-
undDiffusionsterme erhalten, so dass bereits vorhandene stationäre Löser ohne grö-
ßere Änderungen verwendet werden können. Außerdem können aus stationären
Lösern bekannte Konvergenzbeschleunigungsverfahren, wie Multigrid und Local
Time Stepping [23], verwendet werden. Für eine große Anzahl an strömungsme-
chanischen Problemen ist nachgewiesen worden, dass bereits eine geringe Anzahl
an Harmonischen ausreichend ist, um die Komplexität der Strömung ausreichend
darzustellen [47]. Für diese Probleme zeigen die zeitspektralen Löser auch einen
erheblichen Effizienzvorteil im Vergleich zu herkömmlichen Zeitschrittverfahren.
Zahlreiche Autoren haben dazu beigetragen die HBM und TSMweiterzuentwickeln
und neue Anwendungsbereiche zu erschließen. Die häufigste Anwendung finden
die Verfahren zur Berechnung von Strömungsprofilen, Tragflächen und dem Heli-
kopter-Flug. So berechnet McMullen [47] den Auftriebskoeffizienten eines NACA-
0012-Profils bei einer Ma−Zahl von 0, 796 und der reduzierten Frequenz von 0, 0808
mit bis zu drei Harmonischen. Bei Mundis und Mavriplis [50] wird für das gleiche
Profil bei Ma = 0, 755 und einer reduzierten Frequenz von 0, 0814 mit bis zu 47
Harmonischen ebenfalls der Auftriebskoeffizient berechnet. Ähnliche Arbeiten für
das NACA64A010-Profil sind in McMullen [47] und für das NACA0012-Profil in
Mavriplis und Yang [45] zu finden.
Für den Vorwärtsflug des Caradonna-Tung-Rotors ohne Aufstieg bei Ma = 0, 8
nutzen Im et al. [35] 15 Harmonische. Bei Mavriplis, Yang und Mundis [46] wird
ein Aufstiegs-Manöver des UH-60A-Helikopters mit sieben, neun und elf Kolloka-
tionspunkten simuliert. Weitere Anwendungen der TSM auf Helikopter-Manöver
können Butsuntorn [15] und Ekici, Hall und Dowell [24] entnommen werden. Aber
auch zur Berechnung aerodynamischer Anregungen werden zeitspektrale Verfah-
ren genutzt [41, 49]. Für instationäre, Gradienten-basierte Optimierungsverfahren
erzielen TSM und HBM im Vergleich zu Zeitschrittverfahren geringere Speicher-
und Rechenkapazitäten. Dies wird in Nadarajah und Jameson [52] anhand einer
Flügeloptimierung gezeigt und in Huang [34] zur Optimierung von Turbomaschi-
nen genutzt.
Auch die numerischen Aspekte der Methode wurden weiterentwickelt. Zur Berech-
nung periodischer Strömungenmit überlagert-abklingender, transienter Lösung ap-
proximieren Mavriplis, Yang und Mundis [45] die Strömungsvariablen durch Su-
perposition von zeitlichen Fourier-Polynomen und zusätzlichen abklingenden Po-
lynomen. Das Hybrid BDF/ Time Spectral Method-Verfahren wird z.B. zur Berech-




zur Nutzung mit überlappenden Gittern. Gentilli [27] zeigt in seiner Dissertation
eine Methode, bei welcher nach verschiedener Anzahl an Harmonischen in unter-
schiedlichen Netzbereichen gelöst wird. Die Anzahl der Harmonischen passt sich
adaptiv an die Komplexität der Berechnung an und der Rechenaufwand wird so re-
duziert. Für die Berechnung von mehrstufigen Strömungsmaschinen können auch
Probleme mit von einander unabhängigen Frequenzen berechnet werden [57, 18].
Eine besondere Herausforderung liegt in der Lösung des Systems bei hoher An-
zahl von Harmonischen. Zur stabileren Lösung des gekoppelten Systems schlagen
Sicot, Puigt und Montagnac [66] einen impliziten Block-Jacobi-Algorithmus vor. In
Anlehnung an diese Forschung nutzen Mundis und Mavriplis [51, 50] ein Newton-
Verfahren um das nichtlineare System zu lösen. Die Funktionalität verschiedener
Vorkonditionierer und linearer Löser wird untersucht. Es ist anzumerken, dass die
Vielzahl an Entwicklungen auf den kompressiblen Navier-Stokes-Gleichungen und
kompressiblen Strömungslösern basieren.
Zeitspektrale Löser finden bisher vor allem im Bereich der Turbomaschinen Anwen-
dung. Dabei handelt es sich meist um kompressible Strömungen. Zur Berechnung
kompressibler Strömungen werden fast ausschließlich dichtebasierte Verfahren ein-
gesetzt. Bei inkompressiblen Problemen ist im Gegensatz zu kompressiblen Proble-
men die Gewährleistung eines divergenzfreien Geschwindigkeitsfeldes nicht mehr
über eine Dichtegleichung gegeben. Die Dichte ist bei inkompressiblen Strömun-
gen im gesamten Strömungsgebiet unveränderlich. Dies resultiert in einer unbe-
grenzten Schallgeschwindigkeit des Fluids und erzeugt somit unbegrenzte Eigen-
werte im System. Wegen der großen Unterschiede in den Eigenwerten resultiert ein
steifes Gleichungssystem. Um dennoch inkompressible Strömungen basierend auf
den kompressiblen Lösern berechnen zu können, ist die Artificial Compressibili-
ty Methode (AC) entwickelt worden [16]. Hier wird zusätzliche eine Zeitableitung
des Druckes in die Massenbilanz eingeführt. Das elliptische Gleichungssystemwird
in ein hyperbolisches System überführt. Das Gleichungssystem wird mit den her-
kömmlichen numerischen Methoden lösbar. Jameson [37] zeigt die Funktionalität
der AC-Methode in Verbindung mit TSM, in dem er die laminare Strömung um
ein NACA0012-Profil berechnet. Er berichtet zudem, dass die TSM in Kombinati-
on mit AC zu Stabilitätsproblemen führt. Die Methode eignet sich nur für geringe
reduzierte Frequenzen und kleine Amplituden. Für einen oszillierenden AGARD-
Flügel kann mit 32 Harmonischen maximal eine reduzierte Frequenz von 0, 2 bei
einer Amplitude von 0, 08 aufgelöst werden. Auch Antheaume [8] zeigt weitere Bei-
spiele dieser Methode.
Es gibt auch den Ansatz, statt der Navier-Stokes-Gleichungen die Wirbelstärke-
Stromfunktion zeitspektral zu lösen [69]. Für 2D-Berechnungen reduziert sich das
System auf zwei Gleichungen. Der Druck ist keine abhängige Variable mehr und
wird, nachdem das Geschwindigkeitsfeld bestimmt wurde, nachträglich über die
Poisson-Gleichung gelöst. Die Erweiterung der Methode auf drei Dimensionen ist
jedoch schwierig. Es ergeben sich im Dreidimensionalen sechs partielle Differential-




Außerdem ist die Formulierung von Randbedingungen bei komplexen Strömungs-
gebieten schwierig, da die Wirbelstärke an scharfen Kanten singulär ist [26].
Zur Berechnung instationärer, inkompressibler Strömungen bindet Luder [44] die
zeitspektrale Diskretisierung in einen Druckkorrektur-Algorithmus ein. Die Effizi-
enz des Druckkorrektur-Algorithmus in Verbindung mit der TSM wird an einem
oszillierenden Flügelprofil und einer Axialmaschine demonstriert. Das nichtlinea-
re Gleichungssystem wird über die Picard-Iteration linearisiert und mit Hilfe des
Block-Gauß-Seidel-Verfahrens iterativ gelöst. Die einzelnen Blöcke umfassen alle
Kontrollvolumina eines Kollokationspunktes. Er zeigt außerdem, dass die Konver-
genz des Gleichungssystems stark abhängig von dem Unterrelaxationsfaktor ist.
Das gleiche Verfahren wird auch von Cvijetic, Jasak und Vukcevic [19] auf ein flat-
terndes NACA2412-Profil und einen Onera-M6-Flügel angewandt. Auch hier zeigt
sich eine starke Abhängigkeit des Konvergenzverhaltens des Systems vom Unter-
relaxationsfaktor. Auf Basis des Stands der Technik ergibt sich die Zielsetzung der
folgenden Arbeit.
1.3 Zielsetzung
Der Stand der Technik zeigt, dass zeitspektrale Verfahren für kompressible Strö-
mungen schon weit entwickelt sind. Für inkompressible Anwendungen lassen sich
jedoch nur wenige Quellen finden. Das Lösen des gekoppelten, zeitspektralen Glei-
chungssystems ist zudem mit einigen Schwierigkeiten verbunden. Eine steigende
Anzahl an Harmonischen und höhere Frequenzen reduzieren die Konvergenzei-
genschaften des gekoppelten Systems. Das Ziel der vorliegenden Arbeit ist daher
die Erprobung und Bewertung eines neuen Ansatzes eines zeitspektralen Löser zur
Berechnung viskoser, inkompressibler, periodischer Strömungen innerhalb des of-
fenen Strömungslösers OpenFOAM R�. Die TSM wird als zeitspektrale Methode ge-
wählt. Eine besondere Eigenschaft des zeitspektralen Lösers ist die Auflösung der
Druck-Geschwindigkeitskopplung über ein Druckkorrektur-Verfahren. Die Lösung
nach den einzelnen Strömungsgrößen erfolgt entkoppelt. Im Gegensatz zu zeitspek-
tralen, dichtebasierten Verfahren entfällt somit das Aufstellen und Lösen einer Ja-
cobi-Matrix.
Im Mittelpunkt der Arbeit steht die Weiterentwicklung der numerischen Aspek-
te inkompressibler, zeitspektraler Löser. Die Rechenzeiteffizienz, die Stabilität und
das Konvergenzverhalten zeitspektraler Löser sind abhängig von der Auflösung
der zeitlichen und räumlichen Kopplung der Impulsgleichungen. Daher sind im
Rahmen dieser Arbeit vier neue Konzepte zur Kopplung entwickelt und unter-
sucht worden. Im ersten Konzept werden die räumlichen Blöcke eines Kollokati-
onspunktes über ein zeitliches Jacobi-Verfahren gelöst. Um eine stärkere zeitliche




Kontrollvolumen (KV) über ein Block-Gauß-Seidel-Verfahren mit direkter Block-
Invertierung gelöst. In den letzten beiden Konzepten werden alle räumlichen und
zeitlichen Blöcke nach den Kollokationspunkten geordnet über ein GMRES-Ver-
fahren vorkonditioniert mit inkompletter LU-Zerlegung berechnet. Die Kopplungs-
strategien werden in den Punkten Konvergenzeigenschaften, Speicherbedarf und
Rechenzeit anhand einer Couette-Strömung und eines oszillierenden Flügelprofils
gegenübergestellt. Die Arbeit leistet damit einen Beitrag zur Verbesserung vorhan-
dener inkompressibler, zeitspektraler Löser. Außerdem sind unterschiedliche Netz-
bewegungskonzepte im Rahmen des zeitspektralen Lösers nutzbar, sowohl Starr-
körperrotation als auch Arbitrary Lagrange Euler (ALE) sind in dem zeitspektralen
Löser implementiert. Zur Berechnung turbulenter Fälle wird das Spalart-Allmaras-
Turbulenzmodell um die zeitspektrale Formulierung erweitert.
Ein zweiter Schwerpunkt dieser Arbeit liegt in der Untersuchung und Bewertung
des Potenzials und der Grenzen der zeitspektralen Methode im industriellen Um-
feld. Bisher ist noch unklar, ob eine Reduzierung der Strömung auf wenige Harmo-
nische für komplexe Berechnungsfälle ausreichend ist. Es werden daher die Strö-
mung um ein mehrfach angeregtes Flügelprofil, einen Propeller und ein Flatter-
ventil berechnet. Zunächst werden die Testfälle mit herkömmlichen instationären
Zeitschrittverfahren gelöst. Die Ergebnisse werden gezielt auf das zeitliche Verhal-
ten der Strömung untersucht. Modalanalysen integraler Kennwerte und des Strö-
mungsfeldes werden durchgeführt. Es wird die Hypothese geprüft, ob wenige Har-
monische ausreichend sind auch komplexe Berechnungsfälle abzubilden. Die Ana-
lysen tragen dazu bei, die Strukturen zeitlich aufgelöster Strömungen besser zu ver-
stehen.
Abschließend werden die angeführten Testfälle mit der TSM berechnet und die Er-
gebnisse der TSM und der Zeitschrittverfahren gegenübergestellt. Die Frage, ob eine
Rechenzeit- und eine Speicherreduzierung von TSM gegenüber Zeitschrittverfahren
ausgewiesen werden kann, wird beantwortet. Zudem wird die Sensitivität der TSM
auf hohe Netz-Seitenverhältnisse, hohe Frequenzen und eine hohe Anzahl an Har-
monischen bewertet. Die Potenziale und Einschränkungen der TSM werden aufge-
zeigt. Die Arbeit soll dazu beitragen, das Potenzial der TSM auch für inkompressible
Anwendungen zu erschließen.
1.4 Aufbau der Arbeit
• Kapitel 2 gibt die strömungsmechanischen und numerischen Grundlagenwie-
der. Die Bilanzgleichungen für inkompressible Fluide werden dargelegt und
das Spalart-Allmaras-Modell als Schließung des Gleichungssystems erklärt.
Anschließend werden die Diskretisierung des Rechengebiets und die Terme
der Erhaltungsgleichung erläutert. Druckbasierte Algorithmen werden einge-
führt und Randbedingungen erläutert.
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1.4 Aufbau der Arbeit
• In Kapitel 3 werden die zeitspektralen Methoden vorgestellt und die Gleich-
ungen basierend auf den Navier-Stokes-Gleichungen hergeleitet. Die Diskre-
tisierung der Netzflüsse durch bewegte Netze wird erklärt und Randbedin-
gungen abgeleitet. Die Eigenschaften der zeitspektralen Methode werden an-
hand einer 1D-Advektionsgleichung mit diffusivem Term untersucht und den
herkömmlichen Zeitschrittverfahren gegenübergestellt.
• Kapitel 4 stellt den Kern der Arbeit dar. Zunächst werden die Lösungsver-
fahren für zeitspektrale Systeme basierend auf dichtebasierten Algorithmen
vorgestellt, bevor auf druckbasierte Algorithmen eingegangen wird. Weiter-
entwicklungen eines druckbasierten, zeitspektralen Lösers werden im Detail
vorgestellt.
• In Kapitel 5 erfolgt eine erste Bewertung instationärer Strömungen anhand
zweier Berechnungsfälle. Herkömmliche Zeitschrittverfahren werden hierbei
den zeitspektralen Verfahren gegenübergestellt. Es erfolgt eine Validierung an-
hand einer Couette-Strömung. Anschließend werden die zeitspektralen Lö-
sungsstrategien in Speicheraufwand, Leistung und Stabilität verglichen.
• Zur Darstellung der Einsatzmöglichkeiten der zeitspektralen Löser werden in
Kapitel 6 komplexere Anwendungsfälle untersucht. Um die zeitspektrale Me-
thode zu verifizieren und deren Leistungsfähigkeit zu bewerten, werden her-
kömmliche Zeitschrittverfahren zur Berechnung verwendet und die auftreten-
den Moden analysiert. Es werden Strömungen um ein 2D-Profil, einen Propel-
ler und eine Ventilschwingung untersucht.
• Abschließend erfolgt in Kapitel 7 die Zusammenfassung der Arbeit und es





In den nachfolgenden Abschnitten werden die Grundlagen für die strömungsme-
chanische Berechnung hergeleitet. Es werden die Erhaltungsgleichungen zur Be-
rechnung viskoser, inkompressibler Strömungen dargestellt. Außerdem wird auf
die Modellierung der Turbulenz, vor allem auf den Ansatz der Reynoldschen-Mit-
telung eingegangen, bevor die Diskretisierung der einzelnen Terme der Navier-
Stokes-Gleichungen erläutert wird. Darauf folgend werden geeignete Randbedin-
gungen erklärt, mit denen dieNavier-Stokes-Gleichungen gelöst werden. Da inkom-
pressible Strömungen im Vordergrund dieser Arbeit stehen, werden die speziellen
Verfahren zur Lösung inkompressibler Gleichungssysteme erläutert.
2.1 Inkompressible Navier-Stokes-Gleichungen
Inkompressible Fluide werden durch die Erhaltungsgleichungen für Masse und Im-
puls beschrieben. Diese Gleichungen werden auch Navier-Stokes-Gleichungen ge-
nannt. Die Dichte ρ ist bei inkompressiblen Fluiden keine Funktion des Drucks, da-
her sind die Gleichungen nur nach vier Variablen, den Geschwindigkeitskomponen-
ten u = (u1, u2, u3) und demDruck p, zu lösen. Die Geschwindigkeit und der Druck
sind Funktionen der Zeit t und der drei Ortskomponenten x = (x1, x2, x3). Die Sum-
me aus dem Volumenintegral
�
Ω der zeitlichen Ableitung der Erhaltungsgrößen W
































wo I die Einheitsmatrix, µ die dynamische Viskosität und S der Deformationstensor
sind. Diese Formulierung gilt unter Annahme Newtonscher Fluide. Andere Mate-
rialgesetze werden im Rahmen dieser Arbeit nicht betrachtet. Bei unveränderlicher
Dichte entfällt die Zeitableitung der Dichte.
Die Erhaltungsgleichungen lassen sich in Integral- und Differentialform angeben.
Die Integralform gilt für ein endliches Kontrollvolumen Ω und die Differentialform
für ein infinitesimal kleines Volumenelement. Da die differentielle Form
∂W
∂t
+∇ · F(W) = 0 (2.5)
mathematisch anschaulicher ist, wird diese für die nachfolgenden Ausführungen
genutzt. Bei den Gleichungen handelt sich um partielle, nichtlineare Differential-
gleichungen. Die Linearisierung, Diskretisierung und die Modellierung der kleinen
Skalen, um die Gleichungen numerisch zu lösen, werden nachfolgend erklärt.
2.2 Turbulenzmodellierung
Bei Überschreitung eines kritischen Verhältnisses von Trägheit- zu Zähigkeitskräf-
ten geht die geordnete, laminare Strömung in turbulente Strömung über. Diese Strö-
mung ist instationär, dreidimensional und weist starke fluktuierende Geschwindig-
keitsfelder auf. Eine Bandbreite an unterschiedlichen Skalen, die miteinander wech-
selwirken, ist für diese Strömung charakteristisch. Eine direkte Beschreibung der
Turbulenz ist grundsätzlich durch die Navier-Stokes-Gleichungen gegeben. Eine
Vielzahl technischer Anwendungen sind turbulent. Die Notwendigkeit numerischer
Strömungssimulationen in der Praxis und die Vielfalt an Skalen innerhalb turbulen-
ter Strömungen führten zur Entwicklung verschiedener Modelle zur Behandlung
von Turbulenz [56].
Die bekanntesten Ansätze, um die Turbulenz zu modellieren, sind die Direkte Nu-
merische Simulation (DNS), die Large Eddy Simulation (LES) und die Reynolds-
Averaged Navier-Stokes (RANS). Ausführliche Beschreibungen zu den Ansätzen
finden sich in Pope [56]. Im Rahmen dieser Arbeit wird der RANS-Ansatz genutzt,
da er auch bei komplexen Industrieberechnungsfällen zu vertretbaren Rechenzeiten
führt. Dieser Ansatz basiert auf den Gleichungen von Reynolds [58] aus dem Jah-
re 1894. Alle Strömungsfelder werden nach Reynolds in ihr statistisches Mittel und
eine stochastische turbulente Schwankung zerlegt.
Die Mittelung wird auf alle Größen der Kontinuitäts- und Impulsgleichungen an-
gewendet. Für die linearen Terme ergeben sich ähnliche Terme, wie in der Navier-
Stokes-Gleichung. Die Mittelung des konvektiven, nichtlinearen Terms führt jedoch




Durch dieMittelung sindmehr Unbekannte als Gleichungen vorhanden. Zur Schlie-
ßung des Systems wurden Turbulenzmodelle entwickelt. Sie stellen eine Relation
zwischen den gemittelten Größen und dem zusätzlichen Term her. Im Laufe der Zeit
haben sich unterschiedlich komplexe Turbulenzmodelle entwickelt. Unter anderem
werden algebraische, Ein- bzw. Zweigleichungsmodelle und Reynolds-Spannungs-
modelle verwendet [56]. Im Rahmen dieser Arbeit wird das Spalart-Allmaras-Tur-
bulenzmodell verwendet, da es ein Standardmodell in der Industrie zur Berechnung
turbulenter Strömungen ist. Eine nähere Vorstellung des Modells erfolgt im nächs-
ten Abschnitt.
2.2.1 Spalart-Allmaras-Turbulenzmodell
Das Spalart-Allmaras-Modell (SA) ist eines der bekanntesten Turbulenzmodelle. Ab
der Vorstellung des Modells im Jahre 1992 [67] wurden verschiedene Modifikatio-
nen zur Stabilisierung und Erweiterung entwickelt [3]. Obwohl die Komplexität des
Modells im Vergleich zu Zweigleichungs- oder Reynolds-Spannungsmodellen ge-
ringer ist [56], ist es eines der weit verbreitetsten Modelle. Durch die Einfachheit der
Implementierung liefert das Modell auch für unstrukturierte Gitter gute Ergebnis-
se [6]. In den letzten Jahren ist das Interesse am SA-Modell vor allem im Bereich
der Turbomaschinenberechnung [25, 53] und der Flugzeugaerodynamik [48] gestie-
gen.
Das Modell basiert auf empirischer Herleitung und ist auf unterschiedliche Anwen-
dungsgebiete, wie beispielsweise freie Wandströmung, Strahl und Flügelprofilströ-
mungen, erprobt und validiert worden [67]. Mit der Boussinesq-Approximierung
kann die Turbulenzvariable ν̃ über die Transportgleichung
∂ν̃
∂t













∇ · ((ν + ν̃)∇ν̃) + cb2(∇ν̃)2
�
(2.6)
beschrieben werden. Hierbei ist w der Abstand zur nächsten Wand und S̃ die mo-
difizierte Wirbelstärke. Der von Spalart und Allmaras vorgeschlagene zusätzliche
Senkenterm [3] zur Behandlung von Transition ist in der Gleichung vernachlässigt,
da nachfolgend nur vollturbulente Strömungen behandelt werden. Die Gleichung
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2.3 Behandlung des wandnahen Bereichs
besteht aus Termen zur Diffusion, Anti-Diffusion, Produktion und Dissipation der
Wirbelviskosität. Die einzelnen Terme ergeben sich über folgende Zusammenhänge































Dabei sind die Konstanten für das SA-Modell







, cw2 = 0, 3, cw3 = 2,
cν1 = 2, cν2 = 5,
κ = 0, 41, σ = 2/3.
Als Randbedingungen zur Lösung der turbulenten Transportgleichung wird für ν̃
an festen Wänden ν̃ = 0 und an Symmetrieebenen ∂ν̃∂n = 0 gesetzt [3]. Zur Abschät-
zung der Turbulenz werden turbulente Viskosität und molekulare Fluidviskosität
ins Verhältnis gesetzt. Hier gelten für vollausgebildete Strömungen der Außenae-
rodynamik νtν ≈ 0, 2 − 1, 3 [3]. Für interne Strömungen ergeben sich höhere Ver-
hältnisse. Werte an den Rändern können über geeignete Korrelationen abgeschätzt
werden.
2.3 Behandlung des wandnahen Bereichs
Viskose Effekte treten vor allem im Bereich der Wand auf, daher ist hier gesondert
auf die Modellierung der Grenzschicht zu achten. Zwei Herangehensweisen haben




In der Nähe der Wand bildet sich eine turbulente Grenzschicht aus. Durch um-
fangreiche Untersuchungen, vor allem anhand der Couette-Strömung, wurde her-
ausgefunden, dass im wandnahen Bereich ähnliche Geschwindigkeitsverteilungen
bei dimensionsloser Darstellung auftreten. Diese Erkenntnisse sind in dem univer-
sellen Wandgesetz zusammengefasst [63]. Die Darstellung dieser Gesetzmäßigkei-
ten erfolgt mittels dimensionsloser Kenngrößen. Zur dimensionslosen Darstellung







Charakteristisch für die Auflösung der wandnahen Grenzschicht sind der dimensi-
onslose Wandabstand y+ und die dimensionslose Geschwindigkeit u+. Beide Kenn-









wobei y der Abstand des ersten Kontrollvolumens zur Wand, ν die dynamische Vis-
kosität und u die wandparallele Geschwindigkeit sind. Die Geschwindigkeitsvertei-
lung in Wandnähe wird in drei Bereiche unterteilt:
• viskose Unterschicht: 0 ≤ y+ < 5,
• Übergangsschicht: 5 < y+ < 70,
• Überlappungsschicht: 70 < y+.
Die exakten Gesetzmäßigkeiten der einzelnen Bereiche können Schlichting [63] ent-
nommen werden.
Bei Low-Re-Turbulenzmodellen wird die viskose Unterschicht durch eine entspre-
chende Vernetzung numerisch aufgelöst. Dies erfordert bei hohen Re-Zahlen sehr
feine Randschichten. Für komplexe Geometrien kann die Auflösung der viskosen
Untersicht in den Randzellen zu hohen Seitenverhältnissen, auch als Aspect Ratios
(AR) bekannt, führen. Neben dem Anstieg in Rechenzeit durch mehr Zellen führen
hohe AR zu herabgesetzten Konvergenzeigenschaften in den Verfahren zur Lösung
der auftretenden linearen Gleichungssysteme [64].
Daneben können auchWandfunktionen genutzt werden. Bei diesen wird ein funkti-
onaler Zusammenhang zwischen Strömungsgeschwindigkeit undWandschubspan-
nung hergestellt, dadurch ergeben sich geringere Anforderungen an die Auflösung.
Im Rahmen dieser Arbeit wird das SA-Modell mit Wandfunktionen genutzt. Ein





Nachdem die Gleichungen zur Berechnung inkompressibler, viskoser Strömungen
eingeführt wurden, wird das kontinuierliche Problem nun durch eine Diskretisie-
rung auf ein algebraisches Gleichungssystem zurückgeführt. Die einzelnen Schritte
von dem nichtlinearen, partiellen Differentialgleichungssystem zu einem linearen
System werden nachfolgend erklärt und orientieren sich an Ferziger und Peric [26].
Besonderes Augenmerk liegt dabei auf der Druck-Geschwindigkeitskopplung und
der Zeitdiskretisierung. Die Kopplung dient auch als Ausgangspunkt der zeitspek-
tralen Verfahren, die in Kapitel 3 vorgestellt werden.
2.4.1 Räumliche Diskretisierung
Zur Lösung der Erhaltungsgleichung wird eine Finite-Volumen-Methode (FVM) ge-
nutzt. Das Berechnungsgebiet wird dazu in eine endliche Anzahl nicht überlappen-
der Kontrollvolumen (KV) zerlegt. Die KV füllen den Lösungsraum komplett oh-
ne Überlappungen aus und die Position des KV-Mittelpunkts ist über die Lage der
Ränder der KV festgelegt.
Ein beispielhaftes KV mit zwei benachbarten KV ist in Abbildung 2.1 dargestellt.
Der KV-Mittelpunkt C ist umschlossen von den hier sechs KV-Oberflächen. An-
grenzend findet sich die benachbarten KV N. Die Diskretisierung bei der FVM ist
unabhängig von der Wahl der Elemente. Es werden u.a. Polyeder verwendet. Dies
erlaubt auch die Vernetzung und Berechnung komplexer Geometrien. Je nach Netz-










Der Ausgangspunkt der FVM ist die integrale Form der Erhaltungsgleichungen.














Die konvektiven und diffusiven Terme werden dadurch von Volumen- in Oberflä-
chenintegrale transformiert. Da keine volumenspezifischen Quellterme im Rahmen
dieser Arbeit berücksichtigt werden, ist Gleichung 2.18 ohne Quellterme dargestellt.
Eine Netzbewegung wird zunächst ebenfalls in den Gleichungen vernachlässigt.
Die Gleichung muss auf jedem KV erfüllt sein. Zur numerischen Berechnung erfolgt
eine Diskretisierung der Gleichung auf KV-Ebene. Die Diskretisierung ist inmehrere
Schritte unterteilt. Im ersten Schritt werden die Volumen- und Oberflächenintegrale
durch bekannte Werte im KV approximiert.
Für eine generische Größe φ ist die Approximierung der Integrale mit
�
Ω
φdΩ ≈ φcΔΩc (2.19)
gegeben. Das Volumenintegral
�
Ω wird über den Variablenwert φc im KV-Mittel-




φdΓ ≈ φ f ΔΓ f (2.20)
approximiert werden. Dabei ist φ f der Variablenwert auf der KV-Oberfläche multi-
pliziert mit der Flächennormalen ΔΓ f der KV-Oberfläche f .
Die Ermittlung des Konvektions- und Diffusionsterms erfordern geeignete Berech-
nungsvorschriften. Die Genauigkeit und der Aufwand dieser Verfahren sind abhän-
gig von der Lage und der Anzahl der Stützstellen, die für die Interpolation genutzt
werden.
Zuerst wird die Approximierung der konvektiven Flussterme betrachtet. Zur Inte-
gration der KV-Oberflächen wird u.a. die Mittelpunkts-, die Trapez- oder die Simp-





φu · ndΓ ≈ [φu]n, f ΔΓ f , (2.21)
wo ui,n die Normalenkomponente des Geschwindigkeitsvektors ui an Stelle f ist.




Die Approximation des diffusiven Terms erfolgt auch über die oben genannten nu-
merischen Integrationsverfahren. Mit der Mittelpunktsregel resultiert der diffusive
Term in












ΔΓ f . (2.22)
Anschließend werden die Gradienten auf den KV-Oberflächen benötigt. Die Berech-
nung der Größen erfolgt über Diskretisierungsansätze. Für die konvektiven und dif-
fusiven Flüsse werden neben den Variablen selbst auch deren Ableitungen benötigt.
Zur Approximation der Werte sind aus der Literatur unterschiedliche Verfahren be-
kannt [26, 54]. Der Konvektionsterm wird z.B. mit dem Stromaufwärts-, zentralen
Differenzen-, QUICK- oder vanLeer-Verfahren angenähert. Im Rahmen dieser Ar-
beit wird ein Stromaufwärts-Verfahren zweiter Ordnung genutzt.
2.4.2 Zeitliche Diskretisierung
Bei instationären Strömungen muss neben der räumlichen Diskretisierung auch die
zeitliche Ableitung approximiert werden. Bei inkompressiblen Strömungen ist die
Dichte unveränderlich. Die zeitliche Ableitung der Dichte ist daher Null. Zunächst
erfolgt wieder eine Approximation des integralen Ausdrucksmit bekanntenWerten.
Die Zeitableitung wird durch die Werte im Mittelpunkt des KV angenähert und mit












Für die Diskretisierung der Zeitableitung ∂ui∂t können unterschiedliche Zeitschritt-
verfahren verwendet werden. Um instationäre Systeme zu berechnen, wird die Zeit
schrittweise vorangetrieben. Dazu wird jeder Term der Erhaltungsgleichung über
eine Zeitschrittweite Δt integriert und so die Lösung zu der Zeit tn+1 bestimmt. Der
Exponent n steht dabei für den jeweiligen Zeitschritt. Nach der Zeit wird also begin-
nend von den Anfangsbedingungen in Schritten der Größenordnung Δt vorwärts
gelöst.
Als Diskretisierungsansätze für die Zeitableitung werden Verfahren erster, zweiter
oder höherer Ordnung verwendet. Es wird unterschieden zwischen impliziten und
expliziten Verfahren. Ein implizites Verfahren erster Ordnung ist über
un+1i = ΔtRi(u
n+1
















gegeben, wo der Operator R die örtlichen Diskretisierungen der anderen Terme
der Erhaltungsgleichung darstellt. Der hochgestellte Index n kennzeichnet den Zeit-
schritt und der tiefgestellte Index i die Geschwindigkeitskomponente. Beim Verfah-
ren erster Ordnung in Gleichung 2.24, auch bekannt als Euler-Verfahren, wird die
Zeit an zwei Stützstellen (n, n + 1) angenähert, während bei dem Verfahren zwei-
ter Ordnung in Gleichung 2.25 drei Stützstellen (n+ 1, n, n− 1) verwendet werden.
Es ist ersichtlich, dass mit höherer Ordnung des Zeitdiskretisierungsverfahrens der
Speicheraufwand steigt, da mehr zeitliche Stützstellen im Speicher verbleiben, um
den neuen Zeitschritt zu berechnen.
Innerhalb dieser Arbeit werden nur implizite Zeitschrittverfahren verwendet. Ex-
plizite Verfahren sind im Allgemeinen instabiler als implizite Verfahren, da die Zeit-
schrittweite durch die Courant-Friedrichs-Lewy-Bedingung (CFL) beschränkt ist.






gesetzt. Das explizite Euler-Verfahren ist nur stabil für CFL < 1, während das im-
plizite Euler-Verfahren auch CFL > 1 erlaubt. Bei dem expliziten Euler-Verfahren
reduziert sich daher der Zeitschritt mit zunehmender Geschwindigkeit und feine-
ren Netzen.
Die Rate des Fehlers ist abhängig von der Ordnung des Diskretisierungsverfahren.
Die Fehlerrate des Euler-Verfahrens ist proportional zu Δt, während die Fehlerra-
te eines Diskretisierungsverfahrens zweiter Ordnung proportional zu Δt2 ist. Der
Fehler eines Verfahrens zweiter Ordnung reduziert sich damit schneller als der Feh-
ler des Euler-Verfahrens. DieWahl des Zeitschrittes ist Problem abhängig zu wählen
und für jeden Berechnungsfall die zeitlichen Fehler bei unterschiedlicher Zeitschritt-
weite zu prüfen.
2.4.3 Das algebraische Gleichungssystem
Nachdem alle räumlichen und zeitlichen Diskretisierungsansätze vorgestellt wur-
den, wird nun auf das algebraische Gleichungssystem eingegangen.
Da der Konvektionsterm nichtlinear ist, führt eine direkte Diskretisierung dieses
Terms zu einem quadratischen Gleichungssystem. Der nichtlineare Term wird da-
her über die Picard-Iteration linearisiert. Das bedeutet, dass der Massenfluss über




des Defektkorrekturschrittes ergibt sich aus dem Massenfluss des alten Iterations-
schrittes und der noch unbekannten Geschwindigkeit im KV-Mittelpunkt zu
[ui,nΔΓ]kf u
k
j, f ≈ [ui,nΔΓ]k−1f ukj, f , (2.27)
hierbei kennzeichnen die Indices i, j die Geschwindigkeitskomponente, n die Nor-
malenkomponente der Geschwindigkeit, f die KV-Oberfläche und k den Iterations-
schritt.
Bei stationären Problemen ist der Einfluss durch die Linearisierung vernachlässig-
bar, da die Abweichung von [ui,nΔΓ]kf u
k
j, f − [ui,nΔΓ]k−1f ukj, f bei Konvergenz gegen
Null geht. Bei instationären Rechnungen muss die Abweichung in jedem Zeitschritt
ein zuvor definiertes Residuum erreichen. Die zusätzlichen Schleifen innerhalb ei-
nes instationären Rechenlaufs über den konvektiven Termwerden als Defektkorrek-
turschleifen bezeichnet. Es ergibt sich daraus bei einem Zeitschritt n Iterationsvor-
schrift 2.1.
1// Zeitschrittschleife
2for n = 1 , . . . , N do
3// Druckkorrektur -Iteration
4for k = 1 , . . . ,K do
5Löse Impulsgleichung
6Löse Druckkorrekturgleichung
7i f ( [ui,nΔΓ]kf u
k
j, f − [ui,nΔΓ]k−1f ukj, f < Toleranz ) Stop
8end for
9end for
Programm 2.1: Iterationsvorschrift instationärer Rechnungen
Durch diese Linearisierung resultiert ein lineares, algebraisches Gleichungssystem.
Die Anzahl der Unbekannten skaliert mit 4 × KVs. Die Bilanzgleichungen müs-
sen für jedes KV erfüllt sein. Die Variablenwerte werden durch die Werte im KV-
Mittelpunkt bzw. auf den KV-Oberflächen angenähert und mit den Variablenwer-
ten der benachbarten KV in Beziehung gesetzt. Für jedes KV c ergibt sich daher eine
Einzelbilanz. Alle Einzelbilanzen werden in ein Gesamtsystem der Form
Acuc + ∑
l
Alul = Qc (2.28)
sortiert, wo Ac die Diagonaleinträge der Lösungsmatrix, Al die Nebendiagonalein-
träge und Qc die Quellterme bezeichnet. Die Diagonaleinträge stammen z.B. aus
der zeitlichen Ableitung. Die Nebendiagonalterme resultieren aus den Termen, wo
Anteile benachbarter KV enthalten sind. Die Sortierung der Matrix orientiert sich an




Anzahl an KV angibt. Durch die Approximation der Gradienten über die nächsten
Nachbarn weist die Matrix eine dünnbesetzte Struktur der Form


A11 A12 0 0 · · ·
A21 A22 A23 0
0 A32 A33































auf. Dieses lineare System kann mit Hilfe numerischer Verfahren effizient gelöst
werden.
2.4.4 Unterrelaxation
Zur Lösung des linearen Gleichungssystems 2.29 wird Unterrelaxation verwendet.
Diese beschränkt die Änderung einer Variable über die Iterationsschritte und trägt
damit zur Stabilisierung und Verbesserung der Konvergenzeigenschaften bei [26].
Unterrelaxation wird z.B. zum Lösen der Impulsgleichung verwendet.
Bei impliziter Unterrelaxation werden die Diagonalkoeffizienten der Matrix mit ei-
nem konstanten Faktor 1α multipliziert. Dieser Faktor liegt zwischen den Grenzen
0 < α ≤ 1. Der Quellterm aus der Unterrelaxation und der neue Eintrag in der





















c ≈ Ak−1c uk−1c bei Konvergenz. (2.31)
Der Index k bezeichnet den Iterationsschritt. In den Nebendiagonaleinträgen tritt
keine Änderung durch die Unterrelaxation auf [54].
Implizite Unterrelaxation steigert die diagonale Dominanz der Lösungsmatrix. Die
Auswahl des Parameters α und die Abstimmung der einzelnen Faktoren zueinan-
der ist problemspezifisch durchzuführen. Die Größe des erforderlichen Unterrela-






Nun wird auf die Lösung der Impuls- und Kontinuitätsgleichung eingegangen. Bei
kompressiblen Fluiden wird der Druck über Dichte und Temperatur mit Hilfe ei-
ner Zustandsgleichung berechnet. Dieser Zusammenhang ist bei inkompressiblen
Fluiden durch die Impulsbilanz nicht gegeben. Zur Berechnung des Druckes bei in-
kompressiblen Strömungen wurden spezielle Verfahren entwickelt. Diese Verfahren
sind auch als Druckkorrektur- oder Projektionsmethoden bekannt.
Bei Druckkorrekturverfahren wird zunächst mittels eines geschätzten Druckfeldes
ein Geschwindigkeitsfeld aus den Impulsgleichungen bestimmt. Anschließendwird
der Druck über eine Druckkorrekturgleichung berechnet. Bei dieser Art Verfahren
handelt es sich um ein sequentielles Verfahren. Nach dem Druck und den einzel-
nen Geschwindigkeitskomponenten wird entkoppelt gelöst. Eine Gleichung für die
Druckkorrektur wird aus der Kontinuitäts- und Impulsgleichung abgeleitet. Aus
der Divergenz der Impulsgleichung und dem Einsetzen der Massengleichung re-
sultiert eine Poisson-Gleichung für die Druckkorrektur p�
−1
ρ
Δp� = ∇ · (u ·∇)u. (2.32)
Da die Dichte und Viskosität konstant sind, sind keine viskosen und instationären
Terme in der Druckkorrektur enthalten.
Die Strömungsgleichungen können nun durch einen iterativen Prozess zwischen
Geschwindigkeits- und Druckfeld gelöst werden. Im Rahmen dieser Arbeit wird die
Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) von Patankar [54]
genutzt. Die Herleitung der Gleichungen orientiert sich dabei an Ferziger [26].
2.5.1 Das SIMPLE-Verfahren
Das SIMPLE-Verfahren ist zur Berechnung inkompressibler Strömungen entwickelt
worden. Das Druckkorrektur-Verfahren ist in zwei Teilschritte zerlegt. Im ersten
Schritt, dem Prediktorschritt, wird ein Geschwindigkeitsfeld uk∗ auf Basis des al-
ten Druckfeldes pk−1∗ über die Impulsgleichung
∂uk∗
∂t
+ (uk∗ ·∇)uk∗ −∇ · (µ∇uk∗) = −∇pk−1∗ (2.33)
















Um innerhalb des SIMPLE-Verfahrens nach den Variablen entkoppelt zu lösen, sind
bestimmte Vereinfachungen getroffen worden. Nachfolgend wird daher der Ablauf
detailliert skizziert. Bei dem SIMPLE-Verfahren wird nicht direkt nach den Feldern
gelöst, sondern zunächst Schätzwerte berechnet. Die Geschwindigkeitsschätzung
wird durch das Druckkorrekturfeld im zweiten Schritt angepasst. Das Geschwindig-
keits- und Druckfeld werden als Summe eines geschätzten Wertes ()∗ und einer
Korrektur ()� dargestellt
uk = uk∗ + uk
�
, (2.35)
pk = pk−1∗ + pk
�
, (2.36)
wo der Index k die Iteration angibt, an der die Variable berechnet wurde.
Die Impuls- und Druckkorrekturgleichung sind in den Einträgen der linearen Lö-
sungsmatrix A zu sehen. Im Prediktorschritt wird die Änderung im Druck ∇pk−1∗
als Quellterm auf der rechten Seite des linearen Lösungssystems eingebracht. Die
Lösungsmatrix setzt sich zusammen aus diagonalen Einträgen ()c und den nicht-
diagonalen Einträgen ()l. Die Diagonalwerte stammen aus Diskretisierungswerten
am jeweiligen KV. Die Nebendiagonalwerte ergeben sich aus der Diskretisierung
der Flüsse. Die Anteile der Diskretisierung aus einem alten Iterationsschritt sind in
dem Quellterm Q auf der rechten Seite des linearen Gleichungssystems enthalten.
Dazu gehören die Anteile der Flüsse aus der Picard-Linearisierung. Das System im












= Q(uk−1)� �� �
Quellterm
− ∇pk−1∗c .� �� �
Druckgradient
(2.37)
Durch Lösung der Gleichung 2.37 nach uk∗ ergibt sich eine erste Schätzung für das
Geschwindigkeitsfeld. Das berechnete Geschwindigkeitsfeld erfüllt noch nicht die
Kontinuitätsgleichung, da es durch Verwendung des Druckfeldes aus der alten Ite-
ration zu einem Massendefekt kommt.
Die Gleichung für die Druckkorrektur ergibt sich aus der Betrachtung der Impuls-












Aus der Subtraktion von Gleichung 2.38 und Gleichung 2.37 resultiert ein Ausdruck

















Die Kontinuitätsgleichung für Schätzwert und Korrektur hat die Form
∇ · (ρuk∗) +∇ · (ρuk�) = 0. (2.40)
Die Divergenz von dem geschätzten Geschwindigkeitsfeld und der Geschwindig-
keitskorrekur müssen dabei Null ergeben. Durch Einsetzen von Gleichung 2.39 in
die Kontinuitätsgleichung resultiert eine Gleichung für die Druckkorrektur
∇ · (ρuk∗) = ✘✘✘✘✘







Da das Feld ũk
�
c nicht bekannt ist, wird es vernachlässigt [26]. Anschließend wird
die Geschwindigkeit nach Gleichung 2.35 korrigiert. Die Kontinuitätsbedingung ist
nicht mehr verletzt. Es ergibt sich allerdings ein Fehler in der Impulsgleichung. Da-
her wird eine neue Iterationsschleife mit den korrigierten Feldern gestartet. Diese
Berechnungsschleife wird durchgeführt, bis der Fehler in der Kontinuitäts- und Im-
pulsgleichung ein vorgegebenes Residuum unterschritten hat.
Abschließend sind noch einmal die einzelnen Berechnungsschritte im Druckkorrek-
tur-Algorithmus zusammengefasst:
1. Prediktor-Schritt
a) Druckfeld aus vorhergehender Iteration wird als Anfangsschätzer pk−1∗
genutzt
b) Aufstellen und Berechnung eines geschätzten Geschwindigkeitsfeldes uk∗
nach Gleichung 2.37
2. Korrektor-Schritt
a) Aufstellen und Lösen der Poisson-Gleichung um Druckkorrektur pk
�
zu
berechnen nach Gleichung 2.41
b) Korrektur des Geschwindigkeitsfeldes nach Gleichung 2.35 und 2.39
c) das korrigierte Druckfeld pk
�
und der Druckschätzer pk−1∗ werden zum






a) Berechnung anderer Transportgrößen, z.B. Turbulenzgrößen
b) Gehe zu 1) und wiederhole Iterationsschritte bis vorgegebenes Toleranz-
kriterium unterschritten wird
Dieser Algorithmus ist unter der Bezeichnung SIMPLE bekannt. Innerhalb der Fa-
milie der Simple-artigen Verfahren gibt es verschiedene Anpassungen des Algorith-
mus, um ein stabileres Verhalten und eine schnellere Konvergenz zu erzielen. Die
bekanntesten Adaptionen sind z.B. SIMPLER, SIMPLEC und SIMPLEX. Für aus-
führliche Informationen zu den Adaptionen und den jeweiligen Vor- und Nachtei-
len sei auf Zeng und Tao [73] verwiesen.
Abschließend wird noch auf die Besonderheiten von Druckkorrektur-Verfahren in
Zusammenhang mit instationären Strömungen eingegangen. Bei der Lösung in-
stationärer Probleme werden die eigentlichen physikalischen Zeitschritte als äuße-
re Iterationen bezeichnet. Innerhalb jeder äußeren Iteration finden mehrere Schlei-
fen über den Prediktor- und den Korrektor-Schritt statt. Innerhalb der Prediktor-
bzw. Korrektorschleife werden die Impuls- bzw. Poisson-Gleichung mit Hilfe eines
linearen Lösers gelöst. Insgesamt ergeben sich daher bei instationären Rechnungen
drei Schleifen: die äußere Schleife, in der der physikalische Zeitschritt iteriert wird,
die Prediktor-Korrektor-Schleife zur Lösung der Druck-Geschwindigkeitskopplung
und die Schleife der linearen Löser jeweils für die Impuls- und Druckkorrekturglei-
chung.
Der physikalische Zeitschritt der äußeren Schleife ist abhängig von der Komple-
xität des Berechnungsfalls und der Diskretisierung der Zeitableitung. Die Anzahl
der Prediktor-Korrektor-Schleifen richtet sich nach der geforderten Genauigkeit pro
Zeitschritt. Bei höheren Genauigkeitsanforderungen sind mehr Iterationen notwen-
dig. Die Erhöhung der Iterationen geht zu Lasten der Rechenzeit. Die Anzahl der
Prediktor-Korrektor-Schritte wird über eine zuvor definierte Toleranz gesteuert. Die
Schleifen werden abgebrochen, wenn z.B. das Residuum vonDruck- und Geschwin-
digkeitsfeld des alten und des neuen Iterationsschrittes unterhalb eines Wertes von
1e−6 liegen. Die Anzahl der Schleifen der linearen Löser ist abhängig vom Löser
und der gewählten Toleranz des Lösers. Zur Lösung der Poisson-Gleichung wird
innerhalb dieser Arbeit ein Multigrid-Löser mit Toleranz 1e−6 gewählt. Die Impuls-
gleichungen werden über einen Gauß-Seidel-Löser bis zu einer Toleranz von 1e−6
gelöst.
Anschaulich ist der Lösungsablauf bei instationären Problemen in Abbildung 2.2 il-
lustriert. Zur Zeit t1 werden zwei Prediktor-Korrektor-Schritte durchgeführt. Inner-
halb des Prediktorschrittes, gekennzeichnet mit einem grünen P, findet eine lineare
Löser-Schleife statt. In demKorrektorschritt, hier über ein grünes K gekennzeichnet,
findet ebenfalls eine lineare Löserschleife statt. Nachdem alle Prediktor-Korrektor-
Schritte abgeschlossen sind, wird nach zusätzlichen Transportgrößen, z.B. Turbu-
lenz, gelöst. Zu jedem Zeitschritt werden die Impuls- und Poisson-Gleichung mehr-




die physikalische Zeit um die Zeitschrittweite Δt = t2 − t1 voran. Erneut werden
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Abbildung 2.2: Iterativer Ablauf von Zeitschrittverfahren innerhalb eines
Druckkorrektur-Verfahrens
2.6 Randbedingungen
Nachdem nun alle Gleichungen und Diskretisierungen skizziert wurden, müssen
Randbedingungen gesetzt werden.
Randbedingungen werden getrennt in Neumann, Dirichlet und gemischte Randbe-
dingungen. Bei Dirichlet-Randbedingungen ist direkt der Wert der Variable φ auf
dem spezifischen Rand vorgegeben, während bei Neumann-Randbedingungen der
Gradient der Variable in Normalenrichtung der Wand gegeben ist. Bei gemischten





(x) = f (x) (2.42)
• Dirichlet-Randbedingungen:




Das Strömungsgebiet weist meist einen Einström- und Ausströmrand und Wände
auf. Typische Randbedingungen für den Einströmrand sind




Das Fluid strömt mit einer festen oder auch zeitlich-veränderlichen Geschwindig-
keit über den Einströmrand ein. Der Druckgradient in Normalenrichtung des Ein-





p(x, t) = p0. (2.47)
Bei turbulenten Strömungen werden zusätzlich zur Geschwindigkeit auch die Tur-
bulenzgrößen am Einströmrand gesetzt. Je nach Turbulenzmodell sind unterschied-
liche Turbulenzvariablen zu setzen. Bei dem SA-Modell erfolgt eine Abschätzung
der turbulenten Viskosität über das Verhältnis von Wirbelviskosität zu molekularer
Viskosität.
Da an festen Wänden die Haftbedingung gilt, ist die Geschwindigkeit an der Wand
Null. Der Druck wird über eine Null-Gradienten-Randbedingung berechnet




FesteWändewerden außerdem als hydraulisch glatt angenommen, sodass keine zu-
sätzlichen Gleichungen zur Modellierung der Rauigkeit eingebunden werden müs-
sen. Bei Berechnungen mit bewegten Wänden werden die Geschwindigkeiten an
den bewegten Rändern aus den Netzflüssen berechnet. Die Turbulenz an der Wand




3 Modellierung zeitlich periodischer
Systeme
In diesem Kapitel werden zeitspektrale Methoden vorgestellt. Nach einer kurzen
Einführung zum Thema werden die Time Linearized Frequency Domain Method
und die Time Spectral Method erläutert. Ausgehend von den semidiskretisierten,
instationären Navier-Stokes-Gleichungen werden die zeitspektralen Gleichungen
hergeleitet. Im Rahmen dieser Arbeit wird die nichtlineare zeitspektrale Methode
gewählt. Für diese Methode wird auch die ALE-Formulierung erklärt. Das Kapi-
tel schließt ab mit einer Untersuchung der Unterschiede zwischen dem gewählten
zeitspektralen Verfahren und dem instationären Zeitschrittverfahren.
3.1 Lineare und nichtlineare zeitspektrale Verfahren
3.1.1 Time Linearized Frequency Domain Method
Zur instationären Berechnung von Turbomaschinenströmungen wird neben den be-
kannten Zeitschrittverfahren auch die Time Linearized Frequency Domain Method
(TLFDM), auch bekannt als Linearized Frequency Domain Method (LFD), verwen-
det. Dabei handelt es sich um einen linearisierten Ansatz in der Zeit. Die ersten Ar-
beiten zur Linearisierung instationärer Strömungen sind aufWhitehead [71] zurück-
zuführen. Gegenstand der Arbeit war die Analyse einer Plattenströmung. Die Strö-
mung ist dabei unterteilt in einen stationären Anteil und eine Störungsgleichung.
Die Lösung erfolgt semi-analytisch.
Voraussetzung für die Nutzung der Methode sind zeitlich periodische Strömun-
gen, wo die Amplitude der Störung im Vergleich zur stationären Hauptströmung
klein ist. Außerdem sollte kein Energieaustausch zwischen einzelnen Moden auf-
treten. Die Methode wird unter anderem zur Berechnung von Flattern, erzwun-
genen Schwingungen und bei Flügelprofilen genutzt und ist bei geringen Mach-
Zahlen und kleinen Anströmwinkeln auch für die Berechnung der Widerstandsko-
effizienten eines Gesamtflugzeuges geeignet [20]. Bei der TLFDM werden die Strö-
mungsgrößen W(t, x) in einen stationären Anteil W̃(x) und eine überlagerte Stö-
rung Ŵ(x)ein2π f t zerlegt. Die Störung wird als verkürztes zeitliches Fourier-Poly-
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nom mit nur einer Grundfrequenz f approximiert. Die Strömungsgrößen ergeben
sich daher zu
W(t) = W̃+ Ŵein2π f t, (3.1)
die Netzposition x und die Netzgeschwindigkeit uNetz werden analog zerlegt in
x(t) = x̃+ x̂ein2π f t, (3.2)
ẋ(t) := uNetz = ûNetzein2π f t, (3.3)
wo i die imaginäre Einheit angibt und n die Anzahl an Harmonischen. Die Netzge-
schwindigkeit hat keinen stationären Anteil. Für die TLFDM werden nur die nullte
(n = 0) und erste Ordnung (n = 1) betrachtet.
Es wird angenommen, dass die Störungen im Vergleich zur stationären Strömung




+ R(W, x, ẋ) = 0, (3.4)
wo der Residuenterm mit R(W, x, ẋ) gegeben ist, werden die Terme nullter und
erster Ordnung gesammelt. Die Terme nullter Ordnung ergeben die stationären
Navier-Stokes-Gleichungen. Über den Zusammenhang ûNetz = in2π f x̂ resultieren
die Terme erster Ordnung in einem System
�






x̂− i2π f ∂R
∂uNetz
x̂. (3.5)
Es wird angenommen, dass die Volumen V der KV in der Zeit konstant sind. Bei ∂R
∂W̃
handelt es sich um die stationäre Jacobi-Matrix.
Durch Abbruch der Fourier-Polynome nach dem ersten Grad ergibt sich ein komple-
xes Gleichungssystem. Diesesmuss nur für die Fourier-Koeffizienten nullter (n = 0)
und erster (n = 1) Ordnung gelöst werden. Es wird entweder direkt mit komple-
xer Arithmetik gerechnet oder die Lösung erfolgt über ein gekoppeltes System. Bei




∂W̃ −n2π f IV










− ∂R∂x x̂Re + 2π f ∂R∂uNetz x̂Im
− ∂R∂x x̂Im − 2π f ∂R∂uNetz x̂Re
�
, (3.6)
wo I die Einheitsmatrix, Re und Im die Real- bzw. Imaginärteile und ∂R
∂W̃ die Jacobi-
Matrix sind. Die TLFDM bietet einige Vorteile zu den herkömmlichen Zeitschritt-
verfahren. Es können stationäreMethoden wieMultigrid und lokale Zeitschritte zur
Beschleunigung des Lösungsverfahrens verwendet werden [23]. Die Linearisierung
in der Zeit ist jedoch auch mit Einschränkungen verbunden, so können Effekte wie
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Sekundärströmungen und stärkere Verdichtungsstöße nicht ohne weiteres abgebil-
det werden [33], da hier höhere Frequenzanteile auftreten.
3.1.2 Time Spectral Method
Die Beschränkung der TLFDM auf lineare Effekte führte zur Entwicklung der Har-
monic Balance Method (HBM) von Hall, Thomas und Clark [32] und deren Wei-
terentwicklung zur Time Spectral Method (TSM) durch McMullen [47] und Gopi-
nath [29]. Bei diesen Verfahrenwerden die instationärenGleichungen durch Fourier-
Transformation in ein System periodischer, gekoppelter Gleichungen überführt. Die
Kopplung erfolgt durch einen zeitspektralen Operator. Während der zeitspektrale
Operator bei der HBM aus den Transformationsmatrizen besteht, wird im Rahmen
der TSM eine explizite Formel hergeleitet.
Nachfolgend werden die Gleichungen der TSM erläutert. Die Herleitung orientiert
sich an Mundis und Mavriplis [51] und startet auf Basis der semidiskretisierten
Navier-Stokes-Gleichungen 3.4. Für die Herleitung wird angenommen, dass die KV
über der Zeit konstant sind. Die Betrachtung für instationäre Netze erfolgt in Ab-
schnitt 3.2.
Zeitliche Periodizität setzt voraus, dass sich die Werte der Strömungsvariablen nach
einer festen Periodendauer T wiederholen
W(x1, x2, x3, t) = W(x1, x2, x3, t+ T). (3.7)
Bei Turbomaschinen ergibt sich beispielsweise die Periodendauer zu T = 1f , wobei
f die Frequenz der Maschine ist.















Rne−im2π f nΔt, (3.9)
wom dieWellenzahl bezeichnet. JedeWellenzahl korrespondiert mit einer Frequenz
fm = mf . Die Kollokationspunkte werden mit n gekennzeichnet. Die Grundfre-
quenz des Problems ist durch f gegeben. Es werden mehrere Vielfache der Grund-
frequenz aufgelöst. Diese Vielfachen werden auch als Harmonische N bezeichnet.
McMullen [47] führt an, dass die meisten Strömungen mit einer geringen Anzahl
Harmonischer abgebildet werden können. Daraus folgt, dass die Fourier-Reihe als
zeitliche Ansatzfunktion der Strömungsgrößen nach N Frequenzen abgebrochen
27
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R̂meim2π f nΔt, (3.11)
wobei die Strömungsgrößen und Residuenterme an 2N + 1 Kollokationspunkten
berechnet werden. In den Gleichungen ist Δt = T2N+1 die Länge eines Zeitschrit-
tes. In Matrixschreibweise wird die Transformation in den Frequenzraum über die
Matrix ξ und die Rücktransformation in den Zeitraum über ξ−1 dargestellt
Ŵm = ξWn und Wn = ξ−1Ŵm. (3.12)





(im2π f n VŴm + R̂m(Ŵm))eim2π f nΔt = 0 (3.13)
bildet eine orthogonale Basis, daher muss für jede Frequenz fm die Gleichung
i2π fmn VŴm + R̂m(Ŵm) = 0 (3.14)
erfüllt sein.
Die Lösung der Gleichungssysteme 3.14 ist mit hohem numerischen Aufwand ver-
bunden, da eine Multiplikation im Zeitraum zu einer Faltung im Frequenzraum
transformiert wird. Die Berechnung des Residuenterms im Frequenzraum führt da-
her zu einer kubischen Komplexität O(N3). Außerdem ist die Formulierung der
Turbulenzgleichungen im Frequenzraum nur für einfacheModelle bekannt [32]. Da-
her werden die Gleichungen nach Hall, Thomas und Clark [32] mit Hilfe der Trans-
formationsmatrizen aus Gleichung 3.12 zurück in den Zeitraum transformiert. Das
Gleichungssystem im Zeitraum ergibt sich daher zu
ξ−1i2π fmnIξ VWn + ξ−1ξRn(Wn) = 0. (3.15)
Durch die Transformation ergibt sich eine zeitliche Kopplung aller Kollokations-
punkte. Der zeitspektrale Operator Dn = ξ−1i2π fmnIξ fasst die Transformations-
matrizen zusammen. An jedemKollokationspunkt n ergibt sich ein Systemder Form
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+Rn(Wn) = 0. (3.16)
Insgesamt resultieren 2N+ 1 periodische Gleichungssysteme, die über den zeitspek-
tralen OperatorDn gekoppelt sind. Die Koeffizientenwerden an 2N+ 1 gleichmäßig
verteilten Kollokationspunkten innerhalb der Periode T berechnet. Dank der Rück-
transformation in den Zeitraum können die Flüsse an jedem Kollokationspunkt mit
bekannten Schemata berechnet werden.
Gopinath [29] und McMullen [47] leiten einen analytischen Ausdruck für den zeit-
spektralen Operator her. Für eine ungerade Anzahl an Zeitleveln innerhalb einer









T (−1)m+1 1sin( πm2N+1) , für m �= 0
0, für m = 0
, (3.18)









, für m �= 0
0, für m = 0
. (3.19)
Das Prinzip der TSM soll anhand eines Beispiels noch einmal verdeutlicht werden.
Zur anschaulichen Darstellung dient Abbildung 3.1. Hier ist der Verlauf einer Funk-
tion über der Zeit zu sehen. Die 2N + 1 Fourier-Koeffizienten werden mit Hilfe von
2N + 1 äquidistant verteilten Kollokationspunkten innerhalb einer Periode ausge-
wertet. Diese Kollokationspunkte entsprechen einzelnen Zeitpunkten. Hier ist bei-
spielhaft für N = 2 die Verteilung der Kollokationspunkte innerhalb einer Peri-
ode zu sehen. Für jeden Punkt wird ein lineares Gleichungssystem aufgestellt. Die
Systeme sind miteinander über den zeitspektralen Operator gekoppelt. So fließen
zur Berechnung des Strömungsfeldes zum Zeitpunkt t2 auch die Felder der Zeiten
[t0; t1; t3; t4] über den zeitspektralen Operator in das lineare Gleichungssystem mit
ein.
Numerisch wird zur Lösung des Gleichungssystems 3.16 oftmals ein künstlicher
Zeitterm ∂Wn∂τ in das System integriert und das System in der künstlichen Zeit τ kon-
29
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Abbildung 3.1: Schematische Darstellung der Verteilung der Kollokationspunkte
für N = 2 bei der TSM




+VDn(W) + Rn(Wn) = 0. (3.20)
Neben der Pseudozeit wird auch Unterrelaxation verwendet, um das System zu
konvergieren. Beide Verfahren beschränken die Änderungen in den Variablen über
die Zeit- bzw. Iterationsschritte. Bei Verwendung von Unterrelaxation werden die
Diagonalterme der Matrix mit einem konstanten Faktor 1α multipliziert. Während
der Pseudozeitterm sich additiv auf die Diagonalkoeffizienten der Lösungsmatrix
auswirkt, wirkt Unterrelaxation multiplikativ.
3.2 Erweiterung der zeitspektralen Methode auf
bewegte Geometrien
Die Herleitung der TSM in Kapitel 3.1.2 erfolgte unter der Annahme zeitlich kon-
stanter KV. Bei instationären Strömungsvorgängen kommt es jedoch oftmals zu gro-
ßen Verformungen im Rechengebiet. Diese Bewegung muss in den Erhaltungsglei-
chungen entsprechend berücksichtigt werden. Dazu sind aus der Kinematik zwei





3.2 Erweiterung der zeitspektralen Methode auf bewegte Geometrien
Bei der Lagrange-Betrachtungsweise folgen die Netzknoten der Bewegung der Ma-
terieteilchen. Diese Art der kinematischen Betrachtung kommt meist im Bereich der
Kontinuumsmechanik zum Einsatz. In der Fluidmechanik wird der Euler-Ansatz
bevorzugt. Das Koordinatensystem und die Netzknoten sind ortsfest. Eine Kombi-
nation beider Ansätze ist die Arbitrary Lagrangian-Eulerian Methode (ALE). Die
Netzknoten können unabhängig von der Bewegung der Materieteilchen versetzt
werden. Über diesen Ansatz ist es möglich, Bewegung der Ränder umzusetzen und
in den Erhaltungsgleichungen zu berücksichtigen.
Durch die ALE ergeben sich Änderungen in den Erhaltungsgleichungen. Die Bewe-
gung des Netzes ist unabhängig von der Bewegung der Fluidteilchen. Die Netzge-
schwindigkeit kann auf das Inertialsystem bezogen berechnet werden. Es ergibt sich
eine konvektive, relative Geschwindigkeit c := u− uNetz. Diese relative Geschwin-
digkeit ist die Differenz aus der Fluidgeschwindigkeit u und der Netzgeschwindig-




























Aus der Bewegung der Ränder resultiert auch eine Bewegung der KV. Die Volumen
V(t) der KV sind Funktionen der Zeit. Aus der Veränderung der Volumina ergeben
sich zusätzliche Netzflüsse. Zu der Erhaltung der Masse und des Impulses kommt
daher die Erhaltung des Volumens hinzu. Diese Erhaltungsgleichung wird auch
Volumenerhaltungsgesetz, geometric conservation law, genannt [42]. Eine Vielzahl
unterschiedlicher Bewegungen der Ränder sind denkbar. Um die Netzqualität zu
erhalten, müssen die inneren Knoten bei gleichbleibender Netztopologie auf Basis
der Verschiebungen der äußeren Ränder ebenfalls bewegt werden. Unterschiedliche
Verfahren, um dies umzusetzen, sind bekannt. Laplace-Verfahren [39] und Verfah-
ren, bei denen die Netze mit einer algebraischen Funktion generiert werden, werden
nachfolgend kurz vorgestellt.
Bei dem zweiten Verfahren ist die globale Netzbewegungsfunktion bekannt. Die
Position und Geschwindigkeit der einzelnen Netzpunkte können exakt aus der glo-
balen Funktion berechnet werden. Als Beispiel ist hier die Starrkörperbewegung,
auch Solid Body Motion (SBM), zu nennen. Bei der Starrkörperbewegung werden
alle Netzpunkte mit einer konstanten Transformationsmatrix multipliziert. Die To-
pologie des Netzes bleibt erhalten. Dies wird z.B. bei oszillierenden Flügelprofilen
oder rotierenden Körpern verwendet.
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Bei dem Laplace-Verfahren wird nach der Position der KV unter Vorgabe der Bewe-
gung der Ränder gelöst. Dazu wird die Laplace-Gleichung genutzt. Um die Dichte
der Netzknoten zu steuern, wird mit einem richtungsorientierten Diffusions-Koef-
fizientenfeld gearbeitet [43]. Das Diffusions-Koeffizientenfeld erlaubt eine Erhal-
tung hoher Netzgüten im Bereich der Ränder auch bei komplexen Bewegungen.
Die Unterschiede beider Verfahren werden anschaulich an einem einfachen Beispiel
dargestellt. Die Oszillation eines NACA0012-Profils wird sowohl über das Laplace-
wie auch das SBM-Verfahren berechnet. Beide Netze sind im Vergleich zum Aus-
gangsnetz in Abbildung 3.2 zu sehen. Der äußere Gebietsrand ist bei dem Laplace-
Verfahren als zeitlich konstant vorgegeben, sodass sich die größten Verschiebungen
am Profil befinden. Beim SBM-Verfahren wird das gesamte Netz basierend auf ei-
ner vorgegebenen Bewegungsfunktion transformiert. Die größten Verschiebungen
ergeben sich am Rand des Berechnungsgebietes.
(a) Ausgangsnetz
(b) Laplace-Verfahren (c) SBM-Verfahren
Abbildung 3.2: Verschiebung des Netzes mit dem Laplace- und dem SBM-Verfahren
koloriert in relativer Zellverschiebung
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Während sich beim SBM-Verfahren nur die Position der KV in der Zeit ändern, sind
beim Laplace-Verfahren auch die Volumen der KV zeitabhängig. Die dynamisch ver-
formbaren KV müssen auch bei der Formulierung des konvektiven Terms berück-
sichtigt werden. Die Geschwindigkeit u im konvektiven Term wird durch die rela-
tive Geschwindigkeit u− uNetz ersetzt. Die Formulierung der Netzgeschwindigkeit
wird aus dem Volumenerhaltungsgesetz abgeleitet. Die Änderungen der Volumen









uNetz · n d∂Ω = 0. (3.25)
Es gilt, dass durch die Netzbewegung keine zusätzlichen Massenquellen oder -sen-
ken im Gebiet erzeugt werden dürfen.
Dies führt auch zu Anpassungen im zeitspektralen Operator bei dynamischen Net-
zen. Die Netze für die unterschiedlichen Kollokationspunkte werden bei dem zeit-
spektralen Löser im Präprocessing entweder unter Verwendung von dem SBM- oder
dem Laplace-Verfahren erzeugt. Die Volumen der KV an allen Kollokationspunk-
ten sind daher bekannt und der zeitspektrale Operator wird über Dn(VW) berech-
net. Komplexer ist die Berechnung der Netzgeschwindigkeiten für den konvektiven
Term.
Beim SBM-Verfahren sind die Netzgeschwindigkeiten gleich den Geschwindigkei-
ten der bewegten Oberfläche und können daher analytisch berechnet werden. Die
Verwendung von der Laplace-Gleichung zur Lösung nach der Netzbewegung erfor-
dert eine Approximation der Netzflüsse. Diese Approximation ergibt sich zu
∑
∂Ω





DieNetzgeschwindigkeit uNetz eines KVs ergibt sich über Integration der Geschwin-
digkeiten der KV-Oberflächen in Normalenrichtung. Da alle Volumen der KV an
den einzelnen Kollokationspunkten bekannt sind, kann hier eine Approximation
mit Hilfe des zeitspektralen Operators genutzt werden. Die Netzgeschwindigkeiten
sind die Summe der überstrichenen Volumina ∂V des KVs an den Kollokations-
punkten m, n multipliziert mit dem zeitspektralen Faktor dm. Um das überstrichene
Volumen zu berechnen, werden die einzelnen Elementoberflächen trianguliert und
die Netzflüsse für jedes Element über die triangulierten Flächen aufsummiert [26].
Für die TSM müssen daher für alle Kollokationspunkte die Positionen der Netz-
punkte vorliegen. Die Felder für die Netzbewegung werden innerhalb dieser Arbeit
als Präprocessing-Schritt berechnet und sind während des Lösens der Impuls- und
Poisson-Gleichung fest hinterlegt. Wenn bei instationären Rechnungen das Netz ba-
sierend auf Laplace-Verfahren bewegt wird, muss bei Zeitschrittverfahren innerhalb
33
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jeder Zeitschrittschleife das Netz neu berechnet werden. Das Lösen nach den Netz-
knoten innerhalb der äußeren Iterationen entfällt bei der TSM.
3.3 Gegenüberstellung TSM und Zeitschrittverfahren
In diesem Abschnitt wird auf die Unterschiede zwischen Zeitschrittverfahren und
TSM eingegangen. Dazu werden die Genauigkeit der Methoden und die Konver-
genzeigenschaften der Lösungsalgorithmen gegenübergestellt. Zuerst wird die dia-
gonale Dominanz des Systems zur Untersuchung der Konvergenzeigenschaften be-
trachtet, bevor anhand eines einfachen Beispiels die Eigenwerte analysiert werden.
Ziel dieses Abschnittes ist es die Vor- und Nachteile der TSM herauszuarbeiten und
die Besonderheiten bei der Implementierung der TSM aufzuzeigen.
3.3.1 Genauigkeit der Zeitdiskretisierung
Bei ausreichend Kollokationspunkten hat die TSM eine höhere Genauigkeit als her-
kömmliche Zeitschrittverfahren für zeitlich periodische Probleme [65]. Dies soll im
Folgenden anhand eines einfachen Beispiels demonstriert werden.
Die zeitliche Ableitung einer einfachen Sinus-Funktion wird mit der TSM und Zeit-
schrittverfahren angenähert und der analytischen Lösung gegenübergestellt. Als
Zeitschrittverfahren wird die Rückwärts-Differenzen-Formel, auch Backward Diffe-
rencing Formula (BDF), erster und zweiter Ordnung verwendet. Für dieses Beispiel
wird f = 1T mit der Periodendauer T = 1 s gesetzt. Die Ausgangsfunktion ist über
f (t) = sin(2π f t) + 2 · sin(4π f t) (3.27)
gegeben und die analytische Ableitung ergibt sich zu
f �(t) = 2π f · cos(2π f t) + 8π f · cos(4π f t). (3.28)
In Abbildung 3.3 sind der genaue zeitliche Verlauf der analytischen Ableitung und
die approximierten Verläufe zu sehen. Für die Approximationen werden die TSM
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analytische Lösung TSM N=2
BDF 1.Ord. BDF 2.Ord.
Abbildung 3.3: Gegenüberstellung der analytischen Lösung und der approximier-
ten Lösungen mit den Diskretisierungsverfahren BDF 1. Ord., BDF





































Abbildung 3.4: Links: Maximaler relativer Fehler der BDF aufgetragen über den
Zeitschritt mit Steigung der Kurven; Rechts: Maximaler relativer
Fehler der TSM aufgetragen über die Anzahl an Harmonischen
In Abbildung 3.4 wird auf der linken Seite der maximale relative Fehler zu der ana-
lytischen Lösung in Abhängigkeit des Zeitschrittes für BDF 1.Ord. und BDF 2.Ord.
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Es zeigt sich bei der Approximation der zusammengesetzten Kosinus-Funktion mit-
tels Zeitschrittverfahren erster Ordnung eine Phasenverschiebung gegenüber der
analytischen Lösung. Die Ergebnisse der TSM mit zwei Harmonischen liegen exakt
auf der realen Lösung. Bei Betrachtung des relativen Fehlers sind die Fehler aus der
Berechnung mit der TSM bei ausreichend Harmonischen bis zu sechs Potenzen un-
terhalb der Zeitschrittverfahren. Da zwei Vielfache der Grundfrequenz in der Funk-
tion vorkommen, müssen auch mindestens zwei Harmonische bei der TSM zur Ap-
proximation genutzt werden. Die relativen Fehler bei mehr als zwei Harmonischen
liegen bereits innerhalb der Maschinengenauigkeit, daher können Rundungsfehlern
auftreten. Im Gegensatz dazu sind die relativen Fehler der Zeitschrittverfahren auch
mit reduziertem Zeitschritt höher als bei der TSM. Aus der Abbildung geht außer-
dem klar die Ordnung der Zeitschrittverfahren hervor.
Aus diesem Beispiel lässt sich ableiten, dass bei einer Gegenüberstellung von Zeit-
schrittverfahren und TSM auf den zeitlichen Fehler zu achten ist. Die zeitlichen
Fehler müssen durch Untersuchungen unterschiedlicher Zeitschrittweiten eindeu-
tig quantifiziert sein, sodass eine Vergleichbarkeit der Ergebnisse mit TSM gewähr-
leistet ist. Außerdem resultiert aus verringerten Zeitschritten eine erhöhte Rechen-
zeit. Bei Gegenüberstellung der Rechenzeiten von der TSM und Zeitschrittverfahren
sollte daher immer die Zeitschrittweite und die erreichte Genauigkeit mit einbezo-
gen werden. Die TSM weist auch nur dann eine höhere Genauigkeit auf, wenn aus-
reichend Harmonische zur Approximation des Problems verwendet werden. Die
Anzahl der Harmonischen ist daher im Vorfeld zu prüfen. Die vorangegangenen
Beobachtungen sind auf Basis eines periodischen Signals getroffen wurden. Die
Schlussfolgerungen sind daher bei komplexen Strömungsproblemen detailliert zu
prüfen.
3.3.2 Konvergenzeigenschaften einfacher iterativer Verfahren
Nachfolgend werden die Konvergenzeigenschaften eines linearen Prototypen-Sys-
tems untersucht. Diese Untersuchungen sollen globale Rückschlüsse auf die Kon-
vergenzeigenschaften der entkoppelten, linearisierten Impulsgleichungen bei un-
terschiedlicher Zeitdiskretisierung zulassen. Zunächst wird daher eine kurze Ein-
führung zur Thematik Konvergenz gegeben. Die nachfolgenden Zusammenhänge
und Untersuchungen orientieren sich an den Ausführungen in Saad [62].
Zur Lösung des linearen Systems diskretisiert mit Zeitschrittverfahren und TSM
werden iterative Löser, auch lineare Löser genannt, eingesetzt. Bei diesen wird ein
System der Form
Au = Q (3.29)
gelöst. Der Lösungsvektor ist mit u, die Diskretisierungsanteile aus alten Zeitschrit-
ten oder Iterationen sind in Q und die Koeffizientenmatrix ist in A gegeben. Bei
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iterativen Verfahren wird die Inverse der Koeffizientenmatrix approximiert und da-
mit eine Schätzung des Lösungsvektors berechnet. Über mehrere Iterationsschritte
k wird die Inverse entsprechend angepasst mit dem Ziel das Residuum des linearen
Systems Q−A∗u zu reduzieren, wobei A∗ die Approximation der Inversen ist.
Die Einträge der Koeffizientenmatrix A unterscheiden sich bei Zeitschrittverfahren
und TSM. Es ist zu beantworten, unter welchen Voraussetzungen und mit welcher
Geschwindigkeit das iterative Jacobi- und Gauß-Seidel-Verfahren zur Lösung der
Gleichungssysteme konvergieren. Die Unterschiede zwischen zeitspektraler Formu-
lierung und Zeitschrittverfahren sind von Interesse. Zur Beantwortung der ersten
Frage, wird das Kriterium der diagonalen Dominanz herangezogen.
Nach Saad [62] konvergieren Jacobi- und Gauß-Seidel-Verfahren für jeden Anfangs-
schätzer u0, wenn die Koeffizientenmatrix A streng diagonal dominant oder irre-
duzibel diagonal dominant ist. Strenge diagonale Dominanz ist erfüllt, wenn die





Wie schnell ein iteratives Verfahren konvergiert, richtet sich nach den Eigenwer-
ten der Iterationsmatrix. Alle Eigenwerte λ einer Matrix werden auch als Spek-
trum σ(A) der Matrix bezeichnet. Der größte Eigenwert dieses Spektrums nennt
sich spektraler Radius ρ(A)
ρ(A) = max |λ|
λ�σ(A)
. (3.31)
Die Konvergenzgeschwindigkeit wird auch über den Konvergenzfaktor charakteri-
siert. Es gilt, dass der globale Konvergenzfaktor gleich dem spektralen Radius der
Iterationsmatrix A ist [62]. Bei kleineren Eigenwerten reduziert sich die Anzahl der
notwendigen Iterationsschritte, um einen vorher definierten Fehler � zu unterschrei-
ten. Da die Berechnung des spektralen Radius aufwendig ist, werden zur Untersu-
chung häufig nicht die exakten Eigenwerte berechnet, sondern Schätzungen ver-
wendet. Nach Gerschgorins Theorem [28] liegen alle Eigenwerte λ einer Matrix A
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Damit ist eine Abschätzung der Eigenwerte und somit ein Vergleich der Konver-
genzraten von linearen Systemen diskretisiert mit TSM und Zeitschrittverfahren
möglich.
Diagonale Dominanz des linearen Systems diskretisiert mit Zeitschrittverfahren
In diesem Abschnitt wird für ein Prototypen-System die Bedingung der diagonalen
Dominanz überprüft. Das System wird dazu mit Zeitschrittverfahren und TSM dis-
kretisiert. Bei dem diskretisierten Systemmit Zeitschrittverfahren wird der maximal
zulässige Zeitschritt berechnet und bei der TSM wird der maximal zulässige Un-
terrelaxationsfaktor berechnet. Die Techniken, das System über Pseudo-Zeitschritte
bzw. über Unterrelaxation zu konvergieren, sind konsistent zur späteren Behand-
lung in den Impulsgleichungen gewählt worden. Eine direkte Vergleichbarkeit ist
daher nicht unmittelbar gegeben. Dennoch ist es möglich globale Zusammenhänge
über die Konvergenzeigenschaften darzustellen.
Um numerische Schemata zu testen, werden oftmals vereinfachte Gleichungssyste-
me verwendet. Dies erlaubt eine analytische Auswertung und lässt dennoch Rück-










untersucht. Diese beinhaltet einen Zeitableitungsterm, einen konvektiven Term und
einen diffusiven Term mit der Viskosität µ. Der Faktor c ist konstant im gesamten
Berechnungsgebiet.
Um die Gleichung numerisch zu lösen, erfolgt zunächst eine Diskretisierung. Die
einzelnen Zeitintervalle sind über den tiefgestellten Index n gegeben und die räum-
lichen Intervalle über den hochgestellten Index i. Die Netz- und Zeitschrittintervalle
sind äquidistant. Für die Zeitableitungwird ein implizites Differenzenverfahren ers-
ter Ordnung verwendet. Die Auswertung der räumlichen Residuenbeiträge erfolgt
daher zur Zeit n+ 1. Der konvektive und diffusive Termwerden über zentrale Diffe-



























Da ein implizites Verfahren verwendet wird, wird das Feld des nächsten Zeitschrit-
tes mit einem linearen Löser berechnet. Die Lösungsmatrix resultiert aus der Grup-
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Für eine Diskretisierung des Gleichungssystems mit Zeitschrittverfahren ist die dia-
gonale Dominanz abhängig von dem gewählten Zeitschritt. Daher werden die Ter-
me aus Gleichung 3.37 in Bedingung 3.30 eingesetzt und das System nach der Zeit-

























































Ein Teil des Zeitableitungsterms erscheint als Eintrag auf der Hauptdiagonalen, wo-
bei dieser Term additiv zur Hauptdiagonalen beiträgt. Mit geringerer Zeitschritt-
weite vergrößert sich der Beitrag auf der Hauptdiagonalen und dadurch wird das
Kriterium der diagonalen Dominanz gestärkt. Die zu wählende Zeitschrittweite ist
abhängig von der Netzfeinheit, der Viskosität und der Konvektionskonstante. Mit
abnehmenden Netzweiten, größer werdender Konvektionsrate oder abnehmender
Viskosität reduziert sich der zulässige Zeitschritt.
Diagonale Dominanz des linearen Systems diskretisiert mit der TSM
Nun wird analog die Diskretisierung der Zeitableitung mit der TSM betrachtet.
Die Zeitableitung wird durch eine Harmonische (N = 1) approximiert. Durch die
Transformation in den Frequenzraum und wieder zurück in den Zeitraum ergeben
sich drei gekoppelte, periodische Gleichungssysteme an den Kollokationspunkten
n. Diese entsprechen realen physikalischen Zeitschritten undwerden daher mit dem
tiefgestellten Index n gekennzeichnet. Die Kollokationspunkte innerhalb einer Peri-
ode sind fest und werden zeitgleich iteriert. Es wird im Folgenden nicht mehr nach
Zeitschritten, sondern nach Iterationsschritten k gelöst.
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Basierend auf der Gleichung 3.17 erfolgt die Approximation der Zeitableitung an


















Zur Approximation der Zeitableitung am Punkt n gehen nur die Funktionswerte
der Punkte n − 1, n + 1 in das Gleichungssystem ein. Diese Werte tauchen als Ne-
bendiagonaleinträge auf. Die zeitspektrale Zeitdiskretisierung leistet daher keinen
Beitrag zur Stärkung der diagonalen Dominanz.
Die räumlichen Diskretisierungen erfolgen analog zum letzten Abschnitt. Der Index




























Zur Lösung des Systems wird der Unterrelaxationsfaktor α eingeführt. Dieser wirkt
sich multiplikativ auf die Hauptdiagonale des Systems aus. Die Hauptdiagonale





















Das Gleichungssystem innerhalb des linearen Lösers ergibt sich somit durch Einset-
zen der Gleichung 3.44 in Gleichung 3.43. Alle Beiträge zur Haupt- und Nebendia-






































Statt nach Zeitschritten wird das System nach demmaximalen Unterrelaxationsfak-
tor aufgelöst, sodass diagonale Dominanz des Systems gewährleistet ist. Obwohl
Zeitschrittweite und Unterrelaxationsfaktor nicht direkt vergleichbar sind, kann ge-
40
https://doi.org/10.24355/dbbs.084-202005041341-0
3.3 Gegenüberstellung TSM und Zeitschrittverfahren
zeigt werden, welche Faktoren die Stabilität beeinflussen. Durch Umformen des


























































Gleichung 3.49 zeigt, dass höhere Unterrelaxationsfaktor bei zunehmender Viskosi-
tät und abnehmenden Netzweiten genutzt werden müssen. Der zeitspektrale Ope-
rator taucht als Summand im Nenner auf. Mit mehr Harmonischen und zuneh-
menden Frequenzen wird die diagonale Dominanz daher geschwächt und führt zu
kleineren α. Während Zeitschrittverfahren mit der Wahl von kleineren Zeitschrit-
ten die diagonale Dominanz stärken, reduziert die TSM die diagonale Dominanz.
Diese Eigenheit der zeitspektralen Diskretisierung muss bei der Auswahl des line-
aren Lösers beachtet werden und entsprechende Löser gewählt werden, bei denen
die Konvergenzeigenschaften möglichst unabhängig von der diagonalen Dominanz
der Lösungsmatrix sind. Außerdem ist zu prüfen, ob auch bei Problemen, wo ei-
ne hohe Anzahl an Harmonischen aufgelöst werden muss, ein Rechenzeitgewinn
gegenüber den Zeitschrittverfahren besteht.
Rückschluss auf die Konvergenzrate durch Eigenwertbetrachtung
Zuletzt wird die Konvergenzrate analysiert. Dazu werden anhand eines 1D-Bei-
spiels die Eigenwerte über das Gerschgorin-Theorem approximiert. Die Eigenwer-
te von Zeitschrittverfahren und zeitspektralen Verfahren werden gegenübergestellt
und daraus Hinweise auf die Konvergenzrate abgeleitet. Die Advektionsgleichung
aus Abschnitt 3.3.2 wird auf einem Rechengebiet aus fünf Rechenknoten gelöst. Das
Rechengebiet ist in Abbildung 3.5 zu sehen. Am Start- und Endknoten (0; 4) liegen
Randbedingungen an. Hier wird daher nicht nach den Variablenwerten gelöst.
AmKnoten 0 liegt eine zeitlich veränderliche Sinusschwingung an und amKnoten 4
eine Null-Gradienten Randbedingung. Die Randbedingungen ergeben sich so zu
• u(x = 0, t) = 1+ sin(a · t),
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u0 u1 u2 u3 u4
Abbildung 3.5: Finite-Differenzen-Berechnungsgebiet zur Bestimmung der Eigen-
werte
Für die einzelnen Terme werden die Diskretisierungsschemata aus Abschnitt 3.5
verwendet. Zuerst wird das implizite Euler-Verfahren erster Ordnung für die Zeit-
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sortiert, wo A die Systemmatrix ist. Um die Übersicht zu verbessern, werden die
Terme q = µΔx2 und p =
c
2Δx ersetzt.
Nun wird das lineare Systemmit der TSM aufgestellt. Die Zeitableitung wird mit ei-
ner Harmonischen approximiert. Es ergeben sich daher drei Kollokationspunkte, an
denen gelöst wird. Bei Kopplung aller Kollokationspunkte und Netzknoten inner-
halb eines Systems ergibt sich eine Systemgröße von [3× (2N + 1)][3× (2N + 1)].
Die Kollokationspunkte eines Netzknotens werden blockweise zusammen sortiert.
Die Residuenterme der Netzknoten rücken daher von der Hauptdiagonalen weiter
nach außen. Die zeitspektralen Beiträge sind in der MatrixDTSM zusammengefasst.
Es ergibt sich ein Blocksystem. Die Hauptdiagonalblöcke enthalten dabei die Zeit-
diskretisierung, während die Nebendiagonalblöcke die räumliche Diskretisierung
enthalten. Das System wird mit dem konstanten Faktor α unterrelaxiert. Das zeit-
spektrale System ergibt sich nach


2 qα I+DTSM (−q+ p)I 0
(−q− p)I 2 qα I+DTSM (−q+ p)I
































Aus den Matrizen ABDF und ATSM werden die Gerschgorin-Kreise abgeleitet. Die
Hauptdiagonalen der Matrizen bilden den Mittelpunkt der Kreise. Diese sind auf
der reellen Achse einzutragen. Die Radien ergeben sich als Spaltensumme der Ne-
bendiagonalbeiträge. Analog dazu können auch die zeilenweisen Summen gebildet
und verglichen werden. Die Gebiete der Eigenvektoren für zeitspektrale und Zeit-
schrittverfahren sind in Abbildung 3.6 dargestellt.
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Abbildung 3.6: Spalten-Gerschgorin-Kreise zur Darstellung des Gebietes möglicher
Eigenwerte für zeitspektrale Verfahren und Zeitschrittverfahren
Für TSM und Zeitschrittverfahren sind die Spaltenkreise jeweils für den kleinsten
Radius und den größten Radius zu sehen. Die Mittelpunkte der Kreise verschieben
sich auf der reellen Achse auf Grund der unterschiedlichen Größe von Zeitschritt
und Unterrelaxationsfaktor. Um die Konvergenzrate des linearen Lösers beurteilen
zu können, sind die Radien der Kreise entscheidend. Mit größer werdendem Radius
liegen die Eigenwerte der Matrix weiter auseinander. Bei Anwesenheit sehr großer
und kleiner Eigenwerte kann die Konvergenzrate sehr klein sein [62]. Mehr Iteratio-
nen sind notwendig. Die zeitspektrale Matrix weist eine größere Spanne an Eigen-
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werten auf als die Matrix des Zeitschrittverfahrens. Die Spanne wird zusätzlich er-
weitert bei höherer Anzahl anHarmonischen. Daraus ist grundsätzlich zu schließen,
dass die TSM bei einfachen Iterationsvorschriften die Konvergenzrate herabsetzt.
Innerhalb dieses Kapitels wurden zeitspektrale Verfahren, speziell Fourier-Ansätze,
vorgestellt. Zur Berechnung strömungsmechanischer Probleme wurde die TSM ein-
geführt. Die TSM ist bei harmonischen Problemen genauer als Zeitschrittverfahren
und meist reichen wenige Harmonische, um den zeitlichen Verlauf gut zu approxi-
mieren. Dennoch zeigen die Analysen im letzten Abschnitt, dass mit zunehmenden
Harmonischen und hohen Frequenzen die Konvergenzeigenschaften linearer Löser
stark herabgesetzt werden. Eine genauere Betrachtung der TSM, auch mit Hinblick
auf die Lösung der zeitspektralen Matrix, ist daher essenziell.
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Gleichungssystems
Zur Lösung des inkompressiblen Gleichungssystemswerdenwie in Kapitel 2.5.1 be-
schrieben, Druckkorrektur-Verfahren verwendet. Im Gegensatz dazu werden dich-
tebasierte Verfahren zur Lösung kompressibler Strömungen genutzt. Große Fort-
schritte der TSM sind vor allem auf Basis dichtebasierter Löser entstanden. Die vor-
liegende Arbeit baut auf diesen Ergebnissen auf. Zunächst werden daher die dich-
tebasierten Verfahren und die vorhandenen TSM-Implementierungen vorgestellt.
Anschließend werden die Implementierungen der TSM im Rahmen dieser Arbeit
erläutert. Die Konvergenz und Effizienz dieser sind neben der Diskretisierung auch
von der Kopplung der räumlichen und zeitlichen Einträge und dem linearen Löser
abhängig. Daher werden in diesem Kapitel auch verschiedene Konzepte zur Umset-
zung der räumlichen und zeitlichen Kopplung eingeführt.
4.1 Zeitspektrale dichtebasierte Verfahren
Bei kompressiblen Strömungen wird neben der Bilanz für Masse und Impuls auch
eine Gleichung für Energie gelöst. Eine Schließung des Systems ergibt sich durch
eine Zustandsgleichung, die einen Zusammenhang zwischen Dichte, Temperatur
und Druck herstellt. Oftmals wird das ideale Gasgesetz verwendet. Im Gegensatz
zu den inkompressiblen Gleichungen besteht ein direkter Zusammenhang zwischen
Masse, Impuls und Energie und eine direkte Kopplung der Gleichungen ist möglich.
Zur Lösung des Systems haben sich in der Aerodynamik eigenständige Verfahren
etabliert [5]. Diese Verfahren unterscheiden sich zu den Verfahren, die für hydrau-
lische Probleme genutzt werden.
Zur Lösung kompressibler Strömungen werden dichtebasierte Verfahren genutzt.
Bei diesen Verfahren werden meist alle Gleichungen zusammen gelöst. Je KV ergibt
sich daher ein Block-System. Für fünf Gleichungen (drei Impulskomponenten, Dich-
te und Energie) hat das System eine Blockgröße von [5× 5]. Turbulenzgleichungen
werden häufig getrennt gelöst. Um das System einfacher zu konvergieren, werden
oft künstliche Zeitschritte eingeführt. Das Newton-Verfahren bzw. implizite Zeit-
schrittverfahren zur Lösung des nichtlinearen Systems werden eingesetzt. Für diese
Verfahren wird die Jacobi-Matrix zur Lösung benötigt. Oft wird die Jacobi-Matrix
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alle Gleichungen (Dichte, Im-
puls, Energie) werden gekop-
pelt gelöst, es werden expli-
zite oder implizite Verfahren
genutzt






Tabelle 4.1: Unterschiede zwischen Druck- und dichtebasierten Verfahren
durch Verfahren niedrigerer Ordnung approximiert und durch explizite Terme hö-
herer Ordnung korrigiert. Speziell angepasste Vorkonditionierer ermöglichen ein ef-
fizientes Lösen des auftretenden Gleichungssystems [38, 7]. Die Unterschiede zwi-
schen druck- und dichtebasierten Verfahren sind in Tabelle 4.1 zusammengefasst.
Inkompressible Strömungen können nicht ohne Weiteres mit dichtebasierten Ver-
fahren berechnet werden. Dies resultiert aus der unterschiedlichen Natur der in-
kompressiblen Gleichungen. Bei Strömungen geringer Ma-Zahlen (Ma < 0, 3) wird
bei dichtebasierten Verfahren das System der Erhaltungsgleichungen sehr steif. Dar-
aus resultieren sehr kleine Zeitschritte, die ein effizientes Lösen des Systems schwie-
rig machen. Unterschiedliche Erweiterungen, wie die Artificial Compressibility Me-
thod [17] oder eine Kombination aus dieser und Vorkonditionierungstechniken [7],
erweitern das Einsatzspektrum auf Strömungen mit geringen Ma-Zahlen.
Dichtebasierte Verfahren werden auch zur Berechnung von Turbomaschinen ge-
nutzt. Zeitspektrale Verfahren wurden daher oft auf Grundlage dieser entwickelt.
Das zeitspektrale, nichtlineare System wird bei Sicot, Puigt und Montagnac [66] mit
einem impliziten Zeitschrittverfahren und bei Mundis undMavriplis [50] mit einem
inexakten Newton-Verfahren gelöst. Bestandteil einer Newton-Iteration ist das Lö-
sen eines linearen Systems.Mundis undMavriplis [50] nutzen zunächst einen Block-
Jacobi-Algorithmus zur Lösung des Systems. Auf Basis dieser Erkenntnisse entwi-
ckeln sie unterschiedliche Lösungsmethodiken. In Anlehnung an diese Forschung
sollen im Rahmen dieser Arbeit die Möglichkeit zeitspektraler Diskretisierung in-
nerhalb druckbasierter Verfahren untersucht werden. Um die Unterschiede zwi-
schen dem aktuellen Stand der Forschung und den innerhalb dieser Arbeit entwi-
ckelten Methoden aufzuzeigen, werden nachfolgend die Entwicklungen von Mun-
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dis und Mavriplis [50] vorgestellt. Die Nomenklatur orientiert sich an Mundis und
Mavriplis [50]. Die Erläuterung der Algorithmen erfolgt auf Basis der inkompres-
siblen Erhaltungsgleichungen aus Kapitel 2, um Konsistenz zu den früheren Ab-
schnitten zu wahren. Es ist zu beachten, dass Mundis und Mavriplis die kompressi-
blen Gleichungen nutzen und daher größere Block-Systeme resultieren.
Mit dem Newton-Verfahren können nichtlineare Systeme numerisch gelöst werden.
Für ein nichtlineares, zeitspektrales System am Kollokationspunkt n mit zeitlich
konstanten KV





ist das Newton-Verfahren über
JΔW = −VDn(W)− Rn(Wn) (4.2)
abgebildet. Es ergibt sich ein semilineares System mit der Jacobi-Matrix J.








zerlegt werden. Die Zeitableitung ist mit VΔτ I, die Jacobi-Matrix der diskretisierten
Flüsse erster Ordnung am Kollokationspunkt n mit J1.Ord.raum.,n und der zeitspektrale
Term ist mit VdmI gegeben, wobei I die Einheitsmatrix ist, die alle KV pro Kolloka-
tionspunkt umfasst. Der zeitspektrale Term ruft nur Einträge in Nebendiagonalplät-




0 d1I · · · dNI d−NI · · · · · · · · · d−1I
d−1I 0 d1I · · · dNI d−NI · · · · · · d−2I







... . . .
...





Für die zweidimensionalen, inkompressiblen Navier-Stokes-Gleichungen hat die
räumlichen Jacobi-Matrix eine Blockgröße von [3 × 3]. Diese wird zum Kollokati-
onspunkt n ausgewertet. Nach der Dichte ρ und den zwei Geschwindigkeitskom-
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Es ist zu beachten, dass die Dichte unveränderlich ist. Die Matrix J1.Ord.raum.,n ist für
inkompressible Fluide entsprechend schlecht konditioniert.
Die Jacobi-Matrix J wird auf Grund der Größe nicht direkt invertiert, sondern es
werden Approximationen gesucht, um eine möglichst hohe Genauigkeit bei gerin-
gem Speicher zu erreichen. Sicot, Puigt undMontagnac [66] nutzen ein Block-Jacobi-
Verfahren zur Vorkonditionierung des zeitspektralen Systems. Die Blöcke umfassen
das gesamte Berechnungsgebiet und alle Strömungsvariablen zu einem Kollokati-
onspunkt n. Die Nebendiagonalterme aus der zeitspektralen Kopplung werden in
der Jacobi-Matrix vernachlässigt und innerhalb einer Block-Jacobi-Iteration wieder







= −VDn(W)− Rn(Wn)� �� �
−RTSM
−VDn(ΔWl) 0 ≤ n < 2N + 1 (4.6)
gelöst, wo der Index l die Jacobi-Iteration bezeichnet. Zur Lösung des linearen Sys-
tems wird symmetric successive overrelaxation (SSOR) verwendet.
Das Jacobi- und Gauß-Seidel-Verfahren benötigen diagonale Dominanz, um zu kon-
vergieren [62]. Mit zunehmender Anzahl an Harmonischen und höheren Frequen-
zen entfernt sich das System jedoch immer weiter von der diagonalen Dominanz
und wird außerdem steifer. Es ist daher unklar, ob ein Zeitgewinn im Vergleich zu
herkömmlichen Zeitschrittverfahren erzielt werden kann. Die Methode zur Lösung
des zeitspektralen Gleichungssystems wird über die Jahre sukzessiv von Mundis
und Mavriplis [46, 49, 50, 51] weiterentwickelt, mit dem Ziel einen optimalen Löser
für zeitspektrale Systeme zu finden.
Um unabhängig von der diagonalen Dominanz des Systems zu sein, schlagen sie
die Verwendung eines flexiblen Generalized Minimum Residual (FGMRES) Ver-
fahrens nach Saad [62] als linearen Löser vor. Der FGMRES setzt nicht zwingend
diagonale Dominanz zur Lösung des Systems voraus, zudem besteht eine engere
Kopplung der einzelnen Kollokationspunkte. Sie stellen fest, dass mit mehr Kol-
lokationspunkten das System schwieriger zu lösen ist. Aus dieser Erkenntnis re-
sultiert ein Vorkonditionierer, bei dem der Zeitschritt unabhängig von der Anzahl
der Kollokationspunkte und der Grundfrequenz ist. Diesen Vorkonditionierer be-
zeichnen sie auch als Wellenlängen-unabhängig. Nachfolgend soll dieser GMRES-
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Approximated-Factorization-Löser (GMRES-AF) nach Mundis und Mavriplis [51]
vorgestellt werden. Anhand dieses Lösers wird deutlich gemacht, welche Unter-
schiede zwischen den innerhalb dieser Arbeit entwickelten Lösern und den bereits
bekannten Lösern bestehen.
Auf das Residuum von Gleichung 4.6 wird eine Defektkorrektur-Iteration angewen-
det. Die räumliche Jacobi-Matrix zweiter Ordnung wird über diese Defektkorrektur














Zuerst wird eine Iteration mit einer Jacobi-Matrix erster Ordnung mit einer dem
Gauß-Seidel-Verfahren angepassten Zeitschrittweite durchgeführt, bevor innerhalb
einer zusätzlichen Iterationsschleife das Ergebnis basierend auf einer Jacobi-Matrix
zweiter Ordnung korrigiert wird. Die Zeitschrittweite des Block-Gauß-Seidel-Vor-
konditionierers ist mit τBCGS und die höhere Zeitschrittweite des FGMRES ist mit
τFGMRES gegeben.
In dem System 4.7 ist der Zeitschritt des Vorkonditionierer immer noch abhängig
von den aufgelösten Frequenzen. Daher wird beim GMRES-AF-Löser der zeitspek-















Um die linke Seite des Systems 4.8 zu invertieren, wird eine approximierte Faktori-












− ΔτBCGSJ1.Ord.raum.,nDTSM� �� �
Fehler
, (4.9)
sodass eine einfache Invertierung der einzelnen Komponenten möglich ist. Durch
die Approximation wird ein Fehler in das Gleichungssystem eingebracht. Dieser
Fehler skaliert mit ΔτBCGS und ist daher vernachlässigbar.
Zunächst wird ein Zwischenwert durch Invertierung der zeitspektralen Matrix be-
stimmt. Die Inversion der Komponente erfolgt im Frequenzraum, da die Matrix
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dort nur Diagonalbeiträge besitzt. Das Zwischenergebnis von Gleichung 4.8 wird
mit Hilfe einer FFT-Bibliothek wieder in den Zeitraum transformiert. Nun wird die
räumliche Komponente der Jacobi-Matrix durch den Gauß-Seidel-Algorithmus be-
rechnet. Damit ist das System vorkonditioniert und kann über einen flexiblen GM-
RES gelöst werden.
Es ist festzuhalten, dass die nichtlinearen Navier-Stokes-Gleichungen diskretisiert
mit der TSM entweder durch ein Newton-Verfahren oder ein implizites Euler-Ver-
fahren gelöst werden können. Die Lösung der Erhaltungsgleichungen erfolgt ge-
koppelt je KV. Innerhalb der Newton-Iterationenmuss eine Jacobi-Matrix aufgestellt
und eine approximierte Inverse dieser bestimmt werden. Die Komplexität, d.h. der
Grad der Approximation der Jacobi-Matrix, ist unterschiedlich und abhängig vom
gewählten linearen Löser und Vorkonditionierer. Der effizienteste, zeitspektrale Lö-
ser für kompressible Anwendungen nutzt approximierte Faktorisierung innerhalb
eines Block-Gauß-Seidel-Verfahren als Vorkonditionierer und löst dieses Systemmit
einem flexiblen GMRES. Alle räumlichen und zeitlichen Blöcke sind dadurch stark
miteinander gekoppelt.
4.2 Zeitspektrale Gleichungen innerhalb des
Druckkorrektur-Algorithmus
Im Gegensatz zu den in Abschnitt 4.1 vorgestellten Techniken wird in dieser Arbeit
ein Druckkorrektur-Verfahren zur Lösung des gekoppelten Gleichungssystems an-
gewendet. Dieses ist ein Jacobi-Matrix-freies Verfahren, d.h. das Aufstellen und In-
vertieren der Jacobi-Matrix entfällt. Die Gleichungen werden entkoppelt voneinan-
der gelöst. Die Aktualisierung der einzelnen Strömungsgrößen erfolgt verzögert.
Bei den inkompressiblen, zweidimensionalen Navier-Stokes-Gleichungen ohne Tur-
bulenzmodellierung ergeben sich drei Gleichungssysteme (zwei Impulskomponen-
ten und eine Druckgleichung). Diese werden nacheinander entkoppelt gelöst. Es
erfolgt eine Linearisierung mit Hilfe der Picard-Iteration. Die Impulsgleichungen
mit dem zeitspektralen Operator werden innerhalb des Prediktor-Schrittes gelöst,
während die Druckkorrektur-Gleichung im Korrektor-Schritt berechnet wird.










n )−∇pk−1∗c,n −Dn(uk−1c ) mit 0 ≤ n < 2N + 1
(4.10)
gegeben, wo die Diagonaleinträge der Lösungsmatrix mit Akc,n, die Nebendiagonal-
einträge aus der räumlichen Diskretisierung mitAkl,n, der zeitspektrale Operator mit
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Dn(uk−1c ) und zusätzliche Quellterme mit Q(uk−1n ) gegeben sind. Die Kollokations-
punkte sind mit dem tiefgestellten Index n gekennzeichnet und der hochgestellte
Index k kennzeichnet die Druckkorrektur-Iteration. Aus der Definition des zeitspek-
tralen Operators folgt, dass alle Impulsgleichungen aller Kollokationspunkte n ge-
koppelt sind.
Innerhalb der Druckkorrektur-Gleichung taucht keine explizite Zeitableitung auf.
Daher sind die Kollokationspunkte n im Korrektor-Schritt entkoppelt. Es werden
2N + 1 entkoppelte System der Form







gelöst. Die zeitspektrale Approximation hat keinen Einfluss auf das Gleichungssys-
tem im Korrektor-Schritt.
Es ist festzuhalten, dass die zeitspektrale Diskretisierung allein im Prediktor-Schritt
zu Änderungen im Lösungsschema führt. Die Umsetzung der Kopplung der Ge-
schwindigkeitsfelder hat entscheidenden Einfluss auf die Performance und Kon-
vergenz des Algorithmus. Bei Verwendung dichtebasierter Verfahren zeigten sich
Probleme beim Lösen mit hohen Frequenzen und vielen Kollokationspunkten. Dies
ist auch bei druckbasierten Verfahren der Fall. Daher sind unterschiedliche Strategi-
en zur effizienten Lösung des zeitspektralen Systems im Rahmen dieser Arbeit ent-
wickelt worden. Eine Übersicht der implementierten und getesteten Algorithmen
gibt Tabelle 4.2. Eine ausführliche Darstellung der Algorithmen ist nachfolgend zu
finden.
















Bibliotheken - - - PETSc
Tabelle 4.2: Überblick der verwendeten Löser und Vorkonditionierer
51
https://doi.org/10.24355/dbbs.084-202005041341-0
4 Lösung des zeitspektralen Gleichungssystems
4.3 Lösungsstrategien
4.3.1 Zeitliches Jacobi-Verfahren
Die Lösung des Gleichungssystems 4.10 erfolgt zunächst über eine Jacobi-Iteration.







l,n = −Dn(uk−1c )−∇pk−1∗c,n +Q(uk−1n ) (4.12)
gegeben. Die räumlichen Blöcke werden zum Iterationszähler k∗ ausgewertet, wäh-
rend die zeitspektralen Terme aus den Feldern der alten Iteration k− 1 abgeschätzt
werden. Nach allen KV eines Kollokationspunktes n wird gleichzeitig gelöst.
Zur Veranschaulichung wird ein Berechnungsgebiet mit neun KV betrachtet. Das





Abbildung 4.1: Berechnungsgebiet bestehend aus neun KV
Für dieses Problemwird beispielhaft die Lösungsmatrix aufgestellt. Die Haupt- und
Nebendiagonalterme der linearen Lösungsmatrix werden in A zusammengefasst.
Das Gleichungssystem im Prediktor-Schritt für den Kollokationspunkt n = 0 ist
Akn · uk∗n = −Dn(uk−1c )−∇pk−1∗c,n +Q(uk−1n ). (4.13)
Die Diagonal- und Nebendiagonaleinträge, Akc,n und Akl,n, resultierend aus der di-







KV 1 2 3 4 5 6 7 8 9
1 × × ×
2 × × × ×
3 × × ×
4 × × × ×
5 × × × × ×
6 × × × ×
7 × × ×
8 × × × ×




schematisch dargestellt. DieMatrix hat nur räumliche Einträge. Die Nebendiagonal-
einträge aus der räumlichen Diskretisierung sind in grün hinterlegt. Es zeigt sich,
dass die Lösungsmatrix dünn besetzt ist mit der Größe [KV-Anzahl× KV-Anzahl].
Der zeitspektrale Operator wird aus den alten Geschwindigkeitsfeldern berechnet.
Es handelt es sich daher um eine schwache zeitliche Kopplung.
Der Pseudocode für eine schwache Kopplung des zeitspektralen Operators ist sche-
matisch in Programm 4.1 dargestellt. Zuerst werden die Geschwindigkeiten basie-
rend auf dem alten Druckgradienten für jeden Kollokationspunkt n und jede räum-
liche Komponente i berechnet. Anschließend wird die Druckkorrektur-Gleichung
für jeden Kollokationspunkt gelöst. Nach jedem Iterationsschritt k werden die Ge-
schwindigkeitsfelder u = (u1, u2, u3) ausgetauscht und der neue zeitspektrale Ope-
rator ermittelt.
1// Druckkorrektur -Iteration
2for k = 1 , . . . , K do
3// Iteration über die Kollokationspunkte
4for n = 1 , . . . , 2N+1 do
5// Iteration über die Impulskomponenten
6for i = 1 , . . . , 3 do






13Berechne räumlich−z e i t l i c h e s Residuum
14I f Residuum < Toleranz Stop .
15end for
Programm 4.1: Pseudocode für den ZJ-Löser
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Es werden zwei Parallelisierungsstrategien verwendet. Die räumliche Parallelisie-
rung je Kollokationspunkt wird über Partitionierung umgesetzt. Dazu werden be-
reits in OpenFOAM R� vorhandene Funktionalitäten genutzt. Die Parallelisierung
erfolgt über die OpenMPI-Bibliotheken. Zusätzlich wird die Zeitebene parallelisiert.
Jeder Kollokationspunkt nwird auf einem separaten Prozessor gelöst. Nach Berech-
nung aller Strömungsfelder für alle Punkte wird der zeitspektrale Operator auf ei-
nem Masterprozessor zusammengeführt. Anschließend wird das Feld an die ande-
ren Prozessoren mit einer Broadcast-Operation verteilt. Auch für die zeitliche Paral-
lelisierung werden die OpenMPI-Bibliotheken verwendet.
Die Gleichungssysteme im Prediktor- und Korrektor-Schritt werden über bekannte
lineare Löser gelöst. Zur Lösung des linearen Systems im Prediktor-Schritt wird ein
Gauß-Seidel-Verfahren genutzt und im Korrektor-Schritt ein Krylow-Verfahren mit
einer inkompletten LU-Zerlegung (iLU).
Der ZJ-Löser zeichnet sich durch seine gute Parallelisierbarkeit und einfache Imple-
mentierung in einen vorhandenen Strömungslöser aus.
4.3.2 Block-Gauß-Seidel-Verfahren mit direkter
Block-Invertierung
Durch Verwendung des Jacobi-Verfahrens reduzieren sich die Konvergenzeigen-
schaften des Löser mit höheren Frequenzen und Harmonischen, da sich die Sys-
temmatrix von der diagonalen Dominanz entfernt. Die zeitliche Kopplung inner-
halb des räumlichen Jacobi-Verfahrens ist schwach. Um dies zu beheben, wird der
Lösungsalgorithmus in diesem Abschnitt auf eine starke zeitliche Kopplung aus-
gerichtet. Statt einer Kopplung der räumlichen Blöcke werden hier alle Kolloka-
tionspunkte je KV gekoppelt vgl. [51]. Es ergeben sich damit Blöcke der Größe
[(2N + 1)× (2N + 1)]. Die räumlichen Residuenbeiträge werden durch Lösung in-











l −∇pk−1∗c +Q(uk−1) (4.15)




l steht der Iterationszähler k− 1∗ für die aktu-
ellsten Nebendiagonalterme.





Zeit t0 t1 t2
t0 × × ×
t1 × × ×






Die Lösungsmatrix im direkt zu lösenden Block ist über die Kollokationspunkte ge-
ordnet. Die Nebendiagonalen aus der räumlichen Diskretisierung tauchen als Quell-
terme auf der rechten Seite von Gleichung 4.15 auf. Die Hauptdiagonalen der Lö-
sungsmatrix werden durch Terme der räumlichen Diskretisierung besetzt. Der zeit-
spektrale Term hat keine Einträge in der Hauptdiagonalen. Der zeitspektrale Term,
in Gleichung 4.16 hinterlegt in rot, verursacht nur Einträge in den Nebendiagonalen
der Lösungsmatrix. Durch diese Lösungsstrategie ergibt sich eine vollbesetzte Lö-
sungsmatrix. Es ist anzumerken, dass die Größe eines Blockes des BGS-Lösers viel
kleiner ist als die Matrix des ZJ-Lösers, da in der Regel die Anzahl der Harmoni-
schen deutlich geringer ist als die Anzahl der KV.
Zur Lösung des vollbesetzten Systems wird ein direkter Löser mit Cholesky-Zer-
legung verwendet. Da die Systeme sehr klein sind, fällt die kubische Komplexität
des direkten Lösers erst bei stark zunehmender Anzahl an Harmonischen ins Ge-
wicht.
Bei Verwendung des Lösers kommt es bei räumlichen Diskretisierungen zweiter
Ordnung zu Konvergenzproblemen. Das Gauß-Seidel-Verfahren ist auf diagonale
Dominanz angewiesen. Bei räumlicher Diskretisierung zweiter Ordnung reduziert
sich der Beitrag des konvektiven Terms innerhalb der Diagonalen und die zeitspek-
tralen Einträge in den Nebendiagonaltermen überwiegen. Kleine Unterrelaxations-
faktoren sind notwendig, um diagonale Dominanz zu erhalten. Um die Konditio-
nierung der Matrix bei Diskretisierung des konvektiven Terms mit erster Ordnung
zu erhalten und dennoch eine Genauigkeit zweiter Ordnung zu bekommen, wird
eine Defektkorrektur (DK) eingeführt [23].
DK-Verfahren [9] werden verwendet, um diskrete Lösungen hoher Ordnung für Dif-
ferentialgleichungen bei iterativen Berechnungen auf Basis von Lösungen niederer
Ordnung zu erhalten. Der Defekt durch eine Näherungslösung wird bestimmt. Die
Funktionsweise wird an dem System A · u = Q erklärt. Die konvektiven Terme
seien in
Ãh · uh = Q̃h (4.17)
mit einem Diskretisierungsschema erster Ordnung und in
Âh · uh = Q̂h (4.18)
mit einem Diskretisierungsschema zweiter Ordnung approximiert. Dann ergibt sich





h − (Âhush − Q̂h), s = 0, 1, ... . (4.19)
Zuerst wird das System 4.17 gelöst und der Startwert u0h für die DK-Iteration 4.19
verwendet. Die Konvergenzeigenschaften der DK sind abhängig von der Approxi-
mation Ãh ≈ Âh. Dwight, Lucas und Bijl [23] geben für ausreichend kleine Feh-
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ler an, dass zehn bis zwanzig DK-Iteration notwendig sind. Die zusätzlichen DK-
Iterationen können die Anzahl der zu lösenden linearen Gleichungssysteme erhö-
hen. Die Lösung des Systems Ãh ist jedoch meist schneller als die Lösung des Sys-
tems Âh.
Der Pseudocode für den BGS-Löser mit DK-Iterationen ist in Programm 4.2 zu se-
hen. Es ergeben sich insgesamt vier Schleifen zur Lösung der Impulsgleichungen:
die Druckkorrektur-Iteration k, die einzelnen Impulskomponenten i, die Iteration
über die KV c und die DK-Iteration s.
1// Druckkorrektur -Iteration
2for k = 1 , . . . , K do
3// Iteration über die Impulskomponenten
4for i = 1 , . . . , 3 do
5// Defektkorrektur - Iteration
6for s = 1 , . . . , S do
7// Iteration über die KV
8for c = 1 , . . . , C do





14// Iteration über die Kollokationspunkte
15for n = 1 , . . . , 2N+1 do
16Löse nach ∇pkc,n // nicht gekoppelt gelöst
17Löse Turbulenzgleichungen
18end for
19Berechne räumlich−z e i t l i c h e s Residuum
20I f Residuum < Toleranz Stop .
21end for
Programm 4.2: Pseudocode für den BGS-Löser
In Abbildung 4.2 sind die einzelnen Parallelisierungsschritte innerhalb dieses Al-
gorithmus zur Veranschaulichung grafisch dargestellt. Die räumliche Ebene wird
über Partitionierung analog zu dem ZJ-Algorithmus parallelisiert. Dies erfolgt über
die in OpenFOAM R� eingebundenen OpenMPI-Bibliotheken. Wie in Abbildung 4.2
zu sehen, erfolgt eine Zerlegung des Berechnungsgebietes in drei Untergebiete, so-
wohl im Prediktor- wie auch im Korrektor-Schritt. Jedes Untergebiet (CPU0, CPU1,
CPU2) befindet sich auf einer einzelnen CPU. Zusätzlich dazu werden die zeitlichen
Blöcke im Prediktor-Schritt über die OpenMP-Bibliothek parallelisiert. Dies erfolgt
in OpenMP über Threads. Im Rahmen dieser Arbeit werden pro CPU vier Threads
genutzt. Diese sind in Abbildung 4.2 durch die unterschiedlichen Helligkeitsabstu-




nannt. Auf jeder CPU werden also mehrere Threads ausgeführt. Eine Beschleuni-
gung durch OpenMP erfolgt nur im Prediktor-Schritt. Im Korrektor-Schritt steht nur
Parallelisierung durch OpenMPI zur Verfügung. Diese Lösungsstrategie ermöglicht























Abbildung 4.2: Darstellung der Parallelisierungsstrategie im BGS-Löser
4.3.3 Voll gekoppeltes zeitlich-räumliches System
Um sowohl einer hohen Anzahl von Harmonischen, wie auch räumlichen Gradi-
enten gerecht zu werden, wird ein Algorithmus mit einer starken Kopplung der
räumlichen und zeitlichen Ebene analysiert. Die Diskretisierungstermewerden nach
Kollokationspunkten sortiert in ein Gleichungssystem geordnet. Die zeitspektralen









c ) = −∇pk−1∗c,n +Q(uk−1n ). (4.20)
Für das in Abschnitt 4.3.1 gegebene Beispiel ist die Impulsgleichung mit
Ak · uk∗ = −∇pk−1∗c,n +Q(uk−1n ) (4.21)
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KV 1 2 3 4 5 6 7 8 9
Zeit t0 t1 t2 t0 t1 t2 t0 t1 t2 t0 t1 t2 t0 t1 t2 t0 t1 t2 t0 t1 t2 t0 t1 t2 t0 t1 t2
1
t0 × × × × ×
t1 × × × × ×
t2 × × × × ×
2
t0 × × × × × ×
t1 × × × × × ×
t2 × × × × × ×
3
t0 × × × × ×
t1 × × × × ×
t2 × × × × ×
4
t0 × × × × × ×
t1 × × × × × ×
t2 × × × × × ×
5
t0 × × × × × × ×
t1 × × × × × × ×
t2 × × × × × × ×
6
t0 × × × × × ×
t1 × × × × × ×
t2 × × × × × ×
7
t0 × × × × ×
t1 × × × × ×
t2 × × × × ×
8
t0 × × × × × ×
t1 × × × × × ×
t2 × × × × × ×
9
t0 × × × × ×
t1 × × × × ×







KV 1 2 . . . C
Zeit t0 t1 t2 t0 t1 t2 . . . t0 t1 t2
1




t1 d−1 Ak1,2 d1 A
k
2,2 . . .
. . .









t1 Ak1,2 d−1 A
k
2,2 d1 . . .
. . .











. . . . . . . . .
t1
. . . . . . . . . . . .
t2





Die Einträge sind hier explizit angegeben. Die Beiträge aus dem zeitspektralen Term
sind in rot hinterlegt und die Nebendiagonalen aus der räumlichen Diskretisierung
in grün. Insgesamt besitzt die Systemmatrix pro einzelner Gleichung eine Größe von
[(KV-Anzahl× (2N + 1))× (KV-Anzahl× (2N + 1))].
Es bildet sich eine Bandmatrix. Die Bandbreite des mittleren Bandes ist durch die
Anzahl an Harmonischen gegeben. Die Blöcke auf dem mittleren Band entsprechen
von der Struktur den einzelnen Blöcken aus dem BGS-Löser.
Zur Lösung des linearen Systems wird die flexible Variante des GMRES-Verfahren,
auch FGMRES genannt, nach Saad [62] genutzt. Das GMRES- und FGMRES-Verfah-
renwerden angewendet, um iterativ die Lösung dünnbesetzter, linearer Gleichungs-
systeme zu bestimmen. Es handelt sich bei beiden Verfahren um Krylow-Unter-
raum-Verfahren. Der kte-Krylow-Unterraum Kk einer Matrix A und eines zugehöri-




sung des linearen Systems zu bestimmen, wird im GMRES-Verfahren die Norm des
Residuums ||b − Ax0||2 mit der Startlösung x0 im Krylow-Unterraum minimiert.
Die orthogonale Basis des Krylow-Raums kann mit dem Arnoldi-Verfahren berech-
net werden. Im Gegensatz zum GMRES kann beim FGMRES die Vorkonditionie-
rungsmatrix in jedem Schritt aktualisiert werden. Diese Flexibilität bietet vor allem
Vorteile bei der Entwicklung robuster Algorithmen für parallele Rechner. Allerdings
benötigt der FGMRES im Vergleich zum GMRES mehr Speicher, da zusätzliche Vek-
toren auf der Platte abgelegt werden müssen.
Der FGMRES-Löser bietet den Vorteil nicht auf diagonale Dominanz angewiesen zu
sein und die einzelnen Kollokationspunkte und die räumlichen Ableitungen stark
zu koppeln. Zur Vorkonditionierung des Systems wird eine inkomplette LU-Zerle-
gung (iLU) in zwei Variationen verwendet. Da die Nummerierung der Matrix einen
entscheidenden Einfluss auf die Effizienz des Vorkonditionierers hat, wird das Sys-
tem mit dem Cuthill-McKee-Algorithmus vorsortiert [62]. Dieser Algorithmus hat
das Ziel die Bandbreite der Matrix zu reduzieren. Der Cuthill-McKee-Algorithmus
ist als Funktion im Strömungslöser vorhanden.
Bei der ersten Variante des Vorkonditionierers sind die zeitspektralen Terme nicht
in der Vorkonditionierungsmatrix enthalten. Diese Terme werden erst im FGMRES-
Löser berücksichtigt. Die Sortierung der Lösungsmatrix im Strömungslöser erfolgt
nach den Nachbarschaftsbeziehungen der KV-Oberflächen. Benachbarte KV liegen
im Speicher zusammen. Durch die zeitspektrale Diskretisierung ergeben sich zu-
sätzliche Nebendiagonalwerte. Eine andere Lokalisierung der Nebendiagonalter-
me im Speicher auf Basis der Strömungslöser-Bibliotheken ist mit erheblichem Pro-
grammieraufwand verbunden. Daher erfolgt die Vorkonditionierung ohne zeitspek-
trale Terme und der FGMRES wird so adaptiert, dass der zeitspektrale Operator
enthalten ist. Diese Lösungsstrategie wird mit der Abkürzung GMRES-DILU be-
zeichnet.
Es ist ersichtlich, dass die Vernachlässigung der zeitspektralen Terme im Vorkon-
ditionierer dessen Performance herabsetzt. Daher wird noch eine zweite Variante
untersucht. Bei der zweiten Variante, abgekürzt über GMRES-DILU-PETSc, werden
Funktionen der offenen Bibliothek PETSc [10] genutzt. Es wird eine externe Biblio-
thek genutzt, da eine einfache Adaption der linearen Löser und Vorkonditionierer
im Strömungslöser OpenFOAM R� nicht möglich ist.
PETSc ist eine Bibliothek, die Datenstrukturen und skalierbare, parallele Funktionen
zur Lösung von linearen Systemen enthält. Im Prediktor-Schritt werden die Einträge
der Lösungsmatrix bandweise aus dem Strömungslöser an PETSc übergeben. Da
es sich bei dem zeitspektralen Operator um eine konstante Matrix handelt, wird
diese zu Beginn des Löseraufrufs übergeben und verbleibt über die Rechenzeit im
Speicher. Nur die Koeffizienten aus der räumlichen Diskretisierung werden in jeder
Iteration neu gesetzt. Das zeitspektrale Impulsgleichungssystem wird in PETSc mit
einer inkompletten LU-Zerlegung vorkonditioniert und über einen FGMRES gelöst.
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Die Lösung der Druckkorrektur-Gleichung je Kollokationspunkt erfolgt weiterhin
entkoppelt im Strömungslöser.
Der Pseudocode für beide Algorithmen ist in Anlehnung an Saad [62] in dem Pro-
gramm 4.3 zu sehen. Die Laufvariable für die Iterationsschleife ist k, für die Impuls-
komponenten i und für die Krylow-Vektoren j. Beide Varianten der Vorkonditionie-
rung unterscheiden sich nur in der Vorkonditionierungsmatrix M in Zeile 7.
1// Druckkorrektur -Iteration
2for k = 1 , . . . , K do
3// Iteration über die Impulskomponenten
4for i = 1 , . . . , 3 do
5Berechne r0 = b−Au0, β = ||r0||2, und v1 = r0/β
6for j =1 , . . . , J do // Krylow -Vektoren
7Berechne zj := M−1j vj // Vorkonditionierung
8Berechne w := Azj
9for l = 1 , . . , j do
10hl,j := (w, vl)
11w := w− hl,jvl
12end for
13Berechne hj+1,j = ||w||2 und vj+1 = w/hj+1,j
14Def in i e re ZJ := [z1, ..., zJ ],HJ = hl,j mit
1 ≤ l ≤ j+ 1; 1 ≤ j ≤ J
15end for
16Berechne yJ = argminy||βe1 −HJy||2 , und uJ = u0 + ZJyJ
17I f Residuum < Toleranz Stop .
18end for
19// Iteration über die Kollokationspunkte




24Berechne räumlich−z e i t l i c h e s Residuum
25I f Residuum < Toleranz Stop .
26end for
Programm 4.3: Pseudocode für den GMRES-DILU- und GMRES-DILU-PETSc-
Löser
Eine Parallelisierung bezüglich der einzelnen Kollokationspunkte ist im Rahmen
dieser Algorithmen im Prediktor-Schritt nicht mehr möglich. Die Parallelisierung
erfolgt nur noch über Partitionierung der KV. Für die Ausführung des Algorith-
mus in der ersten Variante werden die Funktionen von OpenMPI im Strömungs-
löser genutzt. Innerhalb von PETSc sind parallele Funktionen auch über OpenMPI
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umgesetzt. Dies ermöglicht eine einfache Anbindung des Strömungslösers Open-
FOAM R� an PETSc bei parallelen Rechnungen. Auch bei der zweiten Vorkonditio-
nierung können daher die Umfänge von OpenMPI voll genutzt werden.
4.4 Behandlung der Turbulenzgleichungen
Bei Berechnung turbulenter Strömungen wird das SA-Turbulenzmodell zur Schlie-
ßung des Gleichungssystems verwendet. Wie in Abschnitt 2.2.1 gezeigt, ist auch die
Turbulenzvariable ν̃ direkt von der Zeit abhängig, sodass eine zeitspektrale Diskre-
tisierung der Zeitableitung notwendig wird.
Die Transformation erfolgt analog zu Abschnitt 3.1.2. Er ergeben sich 2N+ 1 gekop-




dmν̃n+m +∇ · (unν̃n)









∇ · ((νn + ν̃n)∇ν̃n) + cb2(∇ν̃n)2
�
. (4.24)
Die Variablen werden an dem jeweiligen Kollokationspunkt ausgewertet. Der di-
mensionslose Wandabstand w wird für jeden Kollokationspunkt einzeln berechnet,
sodass auch die Verschiebung der KV aufgrund von Netzbewegung berücksichtigt
werden kann. Die Diskretisierung der Zeitableitung hat keinen Einfluss auf die im
Strömungslöser verwendetenWandfunktionen. Daher können Funktionen des Strö-
mungslösers ohne Änderungen verwendet werden.
Auch im Turbulenzmodell hat die Wahl der Löserstrategie erheblichen Einfluss auf
das Konvergenzverhalten des Gleichungssystems. Der Löser der Turbulenzvaria-
ble wird deshalb auf den Löser im Prediktor-Schritt abgestimmt, d.h. bei Verwen-
dung eines FGMRES im Prediktor-Schritt wird auch die Turbulenzvariable mit ei-
nem FGMRES unter Kopplung aller zeitlicher und räumlicher Terme gelöst. Den-
noch erfolgt die Lösung der Turbulenzgleichungen im Zuge der Druckkorrektur
entkoppelt von Impuls- und Druckkorrekturgleichung. In jeder neuen Druckkor-
rektur-Iteration werden die Einträge aus der Turbulenz auf Basis der alten Iteration
in die Impulsgleichung eingefügt.
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In diesem Kapitel werden die Prozesse zur Bewertung der Güte numerischer Strö-
mungsberechnungen vorgestellt. Zwei laminare Testfälle werden mit Zeitschritt-
verfahren und den zuvor vorgestellten zeitspektralen Lösern untersucht. Die Feh-
ler der zeitaufgelösten Rechnungen durch räumliche und zeitliche Diskretisierung
werden abgeschätzt und die grundlegenden Strukturen der Strömung identifiziert.
Die Ergebnisse mit der zeitspektralen Diskretisierung werden den Ergebnissen mit
Zeitschrittverfahren gegenübergestellt. Anschließend werden die zeitspektralen Lö-
sungsstrategien hinsichtlich Konvergenzverhalten, Effizienz und Speicherbedarf be-
wertet.
5.1 Methoden zur Löserbewertung
Zur numerischen Lösung der Navier-Stokes-Gleichungen auf beliebigen Gebieten
müssen die Terme diskretisiert werden und das Rechengebiet muss in KV zerlegt
werden. Zudem findet eine Linearisierung statt und die Turbulenz wird durch ge-
eignete Modelle approximiert. Unterschiedliche Verfahren zur Lösung der gekop-
pelten Gleichungen haben sich etabliert. Durch die einzelnen Schritte werden ver-
schiedene Fehler in das System eingebracht. Die Beurteilung der Ergebnisse setzt
die Kenntnis dieser Fehler voraus und die Fähigkeit, die Fehler abzuschätzen. Eine
Abgrenzung der Fehler zueinander hilft die Qualität der Simulationen zu beurtei-





• (Programmier- und Anwenderfehler).
Unter Modellfehlern versteht man den Fehler durch Annahmen und Vereinfachun-
gen in den Eingangsdaten und der Modellierung der Berechnung. So sind z.B. die
genauen Abhängigkeiten des Fluids von Größen wie Druck, Temperatur oder Zu-
sammensetzung nicht bekannt und es werden Annahmen z.B. bei der Turbulenz
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und der Transition getroffen. Weitere Abweichungen zwischen exakter und model-
lierter Lösung stammen aus der Reduzierung des Gesamtsystems auf kleinere Teil-
systeme. Bei Radialverdichtern werden z.B. nur einzelne Schaufelpassagen gerech-
net unter Vernachlässigung des Spiralgehäuses. Dies schont die Ressourcen, aber
die Wechselwirkungen zwischen den Systemen können so nicht betrachtet werden.
Auch bei der Vernetzung werden komplexe Geometrien vereinfacht, um ein rechen-
fähiges Netz zu erzeugen [26].
Getrennt davon ergeben sich Diskretisierungsfehler durch die Approximation von
Oberflächen-, Volumen- und Zeitintegralen. Die exakte Lösung der Erhaltungsglei-
chung weicht ab von der Lösung des diskretisierten Systems. Bei konsistenter Ap-
proximation reduziert sich die Größe des Fehlers mit der Auflösung der zeitlichen
und räumlichen Dimensionen. Die lokale Auflösung der Zeitschritte muss an die
Zeitableitung angepasst werden und die lokale räumliche Auflösung muss an die
räumlichen Gradienten adaptiert werden. Die Ordnung des Diskretisierungssche-
ma bestimmt die Rate, mit welcher der Fehler reduziert wird.
Weitere Fehler werden durch das vorzeitige Beenden der Berechnung verursacht.
Die Lösung des diskretisierten Systems erfolgt bis zu einem vorher definierten Ab-
bruchkriterium. Für die meisten Berechnungen im industriellen Umfeld werden die
Systeme nicht bis auf Maschinengenauigkeit gelöst, sondern es ist lediglich eine
Reduktion um drei bis vier Größenordnungen der Residuen vorgesehen. Die Be-
urteilung der Residuen erfolgt anhand einer Norm. Dazu werden entweder die
L1-Norm, die Summe der absoluten Residuen, oder die L2-Norm, die Wurzel aus
der Summe der Quadrate aller Elemente, genutzt. Das notwendige Abbruchkrite-
rium ist abhängig von der Komplexität des Testfalls und wird daher fallspezifisch
untersucht. Außerdem fließen Rundungsfehler durch die arithmetischen Operatio-
nen ein. Sowohl Fehler durch frühzeitigen Abbruch der Iterationen wie auch Fehler
durch die arithmetischen Operationen werden unter dem Begriff Iterationsfehler
zusammengefasst. Diese können untersucht werden, indem die Anzahl der Rechen-
schritte erhöht und die Zielgrößen bei Simulationsende mit Zwischenergebnissen
verglichen werden.
Die letzte Kategorie umfasst die Programmier- und Anwenderfehler. Bei neu ent-
wickelten und implementierten Strömungscodes ist eine ausgiebige Testphase not-
wendig, um auftretende Programmierfehler im Code zu identifizieren und zu behe-
ben. Hierzu hilft auch die Analyse der Iterations- und Diskretisierungsfehler. Eine
Anzahl an Berechnungsfällen, die sich sowohl in der Komplexität, als auch im Auf-
wand unterscheiden, werden getestet und die Lösung auf Sinnhaftigkeit untersucht.
Oftmals werden auch Berechnungsfälle, bei denen eine analytische Lösung bekannt
ist, verwendet. Anwenderfehler resultieren aus ungeeigneter Wahl des Nutzers von
Modellen, Randbedingungen, Netz- oder Zeitauflösung.
Die Analyse der Fehler und die Beurteilung, ob die gegebene Implementierung fä-
hig ist, ein konzeptionelles Modell auf geforderte Genauigkeit zu lösen, ist Gegen-
stand des Prozesses der Verifikation [61]. Mehrere Rechengitter und bei instatio-
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nären Rechnungen Zeitschritte sind notwendig, um für die untersuchten Fälle den
Fehler zu evaluieren. Die Ordnung der verwendeten Verfahren ist entscheidend. In
Abschnitt 3.3.1 ist dargestellt, dass bei herkömmlicher Zeitdiskretisierung höhere
Diskretisierungsfehler als bei der TSM zu erwarten sind.
Als ein einfaches Werkzeug zur Einschätzung des Diskretisierungsfehlers wird die
Richardson-Extrapolation verwendet [59]. Die Richardson-Extrapolation ist nur gül-
tig bei ausreichend kleinen und uniformen Gitter- bzw. Zeitschritten, monotoner
Konvergenz und wenn Terme höherer Ordnung in der Reihenentwicklung des Dis-
kretisierungsfehlers klein sind. Eine Extrapolation der Lösung kann dann über
fexakt = f1 +
f1 − f2
ro − 1 , (5.1)
abgeschätzt werden, wobei fexakt eine bessere Approximation der Lösung darstellt
und f1 die Lösung auf dem feinen Netz bzw. mit dem kleinen Zeitschritt und f2
die Lösung auf dem groben Netz bzw. mit dem großen Zeitschritt ist. Die Grö-
ße r = t2t1 stellt das Verhältnis der Gitter- bzw. Zeitschritte zueinander dar und
die Ordnung der Diskretisierung ist mit o gegeben. Die Größe f kann neben z.B.
Geschwindigkeits- oder Druckwerten auf einem KV auch integrale Werte, wie den
Auftriebsbeiwert oder das Drehmoment eines Laufrads, darstellen. Falls die Ord-












ro − 1 (5.3)
und für das groben Netz bzw. den großen Zeitschritt mit
E2 ≈
ro�rel
1− ro . (5.4)
berechnet. Die relative Abweichung zwischen dem feinen und dem groben Netz-






und die absolute Abweichung berechnet sich nach




Um Unsicherheiten in der Lösung gerecht zu werden und einen einheitlichen Stan-
dard zur Bewertung von Konvergenzstudien zu haben, schlägt Roache [60] die Ein-
führung von Sicherheitsfaktoren vor. Aus der Multiplikation des Fehlers E mit ei-
nem Sicherheitsfaktor FS leitet sich der Grid Convergence Index (GCI) her. Dieser
ergibt sich formal zu GCI = FS|E|. Roache merkt auch an, dass die Erweiterbarkeit
des Verfahrens auf spektrale und pseudo-spektrale Verfahren nicht klar ist. Ande-
re Extrapolationsmethoden sind für diese Verfahren notwendig. Im Rahmen dieser
Arbeit wird diese Methode daher nicht verwendet, sondern es werden die relativen
Abweichungen betrachtet.
Dem Prozess der Verifikation schließt sich der Prozess der Validierung an [2]. Unter
der Validierung versteht man die Abschätzung der Abweichung zwischen einem
Modell und der Realität. Eine Validierung erfolgt immer auf Basis experimentel-
ler Daten. Die Akquise von experimentellen Daten und die Auswertung der Daten,
sodass eine sichere Basis zur Validierung der Rechnungen gegeben ist, ist im Rah-
men dieser Arbeit nicht möglich. Es soll jedoch nachgewiesen werden, dass die Dis-
krepanz zwischen zeitaufgelösten und zeitspektralen Rechnungen in Abhängigkeit
der Fragestellung vernachlässigbar ist und dass wenige Moden ausreichen, um die
grundlegenden zeitlichen Strukturen aufzulösen.
5.2 Simulationsmodelle
Nachfolgend werden die zeitspektralen Implementierungen an einem analytischen
Berechnungsfall geprüft. Anschließend werden die zeitspektralen Löser mithilfe ei-
nes zweiten laminaren Berechnungsfalls gegenübergestellt.
5.2.1 Couette-Strömung
Die Strömung zwischen zwei konzentrisch angeordneten Zylindern wird analysiert.
Zunächst wird eine stationäre Strömung berechnet. Dieser Fall wurde gewählt, um
die Implementierung der TSM zu überprüfen. Der zeitspektrale Kopplungsterm
muss im Grenzfall eines stationären Problems Null sein und die Kollokationspunk-
te sind entkoppelt. Im zweiten Berechnungsfall wird ein instationäres Problem mit
mehreren Anregungsfrequenzen mit einem Zeitschrittverfahren und den zeitspek-
tralen Lösern berechnet.
In dem ersten Berechnungsfall wird der innere Zylinder mit einer festen Geschwin-
digkeit rotiert. Je nach Geschwindigkeit des Zylinders bilden sich unterschiedliche
Strömungsstrukturen aus. Andereck, Liu und Swinney [4] zeigen in ihrer Arbeit,
dass bei einem festen äußeren Zylinder bis zu Re = 100 des inneren Zylinders eine
Couette-Strömung auftritt. Bei der Couette-Strömung befinden sich die Druckkräfte
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und die viskosen Kräfte im Gleichgewicht. Durch zweifache Integration des Kräfte-















wo u(r) die Geschwindigkeit in Abhängigkeit des Radius, A, B und C Integrations-
konstanten, u1 und u2 die Geschwindigkeit des inneren bzw. äußeren Zylinders, r1
und r2 der Radius des inneren bzw. äußeren Zylinders und p(r) der Druck über
den Radius sind. Die Randbedingungen für den ersten Testfall sind Tabelle 5.1 zu
entnehmen.





a · sin(2π j · f t) (5.9)
mit der konstanten Amplitude a bewegt. Die Randbedingungen für diesen Berech-
nungsfall sind ebenfalls in Tabelle 5.1 zu sehen. Beide Strömungen sind laminar.
Berechnungsfall 1
r1 (m) r2 (m) Re f (Hz)
0, 35 1 100 1, 91e−3
Berechnungsfall 2
r1 (m) r2 (m) Re max( f ) (Hz) a (Grad)
0, 35 1 300 5, 7e−3 5
Tabelle 5.1: Berechnungsparameter für die Strömung zwischen zwei Zylindern
Für die Simulation wird ein 2D-Modell aufgesetzt. Die Vernetzung erfolgt mit dem
blockstrukturierten Vernetzer BlockMesh aus OpenFOAM R�. Das Berechnungsge-
biet ist in Abbildung 5.1 zu sehen. Insgesamt besteht das Netz aus 10.000 Elemen-
ten. An den Rändern sind feste Geschwindigkeiten und Druckgradienten von Null
angelegt. Der erste Testfall wird mit fünf Lösern berechnet. Ein stationärer Löser
und die vier zeitspektralen Löser werden genutzt. Bei dem stationären Löser wird
die Bewegung auf den Rändern aufgeprägt. Bei den zeitspektralen Lösern wird je-
weils eine Harmonische verwendet. Alle Löser nutzen die gleichen räumlichen Dis-
kretisierungsschemata und Einstellungen bei den linearen Lösern für eine hohe Ver-




Abbildung 5.1: Berechnungsgebiet der Couette-Strömung
Geschwindigkeit zu αu = 0, 7 gesetzt. Die Simulationen werden abgebrochen bei ei-
nem äußeren Residuum (L1-Norm) kleiner 1e−6.
In Abbildung 5.2 sind der exakte Druckkoeffizient ( p−p∞0,5ρu1 ) und die relativen Feh-
ler �rel der Löser zur exakten Lösung über dem Radius aufgetragen. Die zeitspek-
tralen Löser können die exakte Lösung mit einer Harmonischen gut wiedergeben.
Der Grenzfall der stationären Strömung wird mit allen zeitspektralen Lösern getrof-
fen ohne das Konvergenzprobleme zu beobachten sind.


























Abbildung 5.2: Links: Exakt berechneter Druckkoeffizient über den Radius; Rechts:
Relativer Fehler �rel des Drucks für den stationären und die vier
zeitspektralen Löser (ZJ, BGS, GMRES-DILU, GMRES-DILU-PETSc)
über den Radius
Nun wird die instationäre Strömung untersucht. Es wird ein instationärer Löser mit
Starrkörperrotation zur Berechnung der Strömung genutzt. Die Co-Zahl im vorlie-
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genden Berechnungsfall ist für den instationären Löser zu Co = 1 gesetzt. Die zeit-
spektralen Löser approximieren die Strömung mit fünf, zehn und zwanzig Harmo-
nischen. Der Unterrelaxationsfaktor in den Impulsgleichungen ist zu 0, 6 gesetzt.
Die Simulationen werden ebenfalls bei einem äußeren Residuum kleiner 1e−6 ab-
gebrochen.
Der Druckverlauf über eine Periodendauer für die ersten drei Perioden des Zeit-
schrittverfahrens und einen zeitspektralen Löser ist in Abbildung 5.3 dargestellt.
Von einer dimensionslosen Betrachtung des Druckes wird hier abgesehen, da für
diesen Berechnungsfall bei der Geschwindigkeit Nulldurchgänge auftreten und dies
zu einem asymptotischen Verlauf des Druckkoeffizienten führt. Bei allen zeitspek-
tralen Lösern resultieren ähnliche Ergebnisse für den zeitlichen Verlauf des Druckes,
daher ist hier nur die Lösung eines zeitspektralen Lösers mit unterschiedlicher An-
zahl von Harmonischen abgebildet.














URANS 1. Periode URANS 2. Periode URANS 3. Periode
TSM5 TSM10 TSM20
Abbildung 5.3: Druck am inneren Zylinder für die Couette-Strömung für eine An-
zahl von N = [5; 10; 20] Harmonischen berechnet mit einem zeit-
spektralen Lösern und einem Zeitschrittverfahren.
Mit nur fünf Harmonischen kann der Druckverlauf nicht wiedergegeben werden.
Aber bereits bei zehn Harmonischen liegen die Abweichungen zwischen den Er-
gebnissen des instationären Lösers und den zeitspektralen Verfahren unter 2 %.
Mit zunehmender Anzahl an Harmonischen zeigt sich, dass die Anzahl an äuße-
ren Iterationen im ZJ-Löser abnehmen. Dieses Verhalten ist bei den anderen Lösern
nicht beobachtbar. Dieses Verhalten des ZJ-Lösers resultiert aus dessen schwacher
zeitlicher Kopplung. Die zeitlichen Terme gehen mit zunehmenden Harmonischen
stärker in das Gleichungssystem ein und die zeitliche Ebene gewinnt an Präsenz
gegenüber der räumlichen Kopplung. Daher konvergiert der Löser mit mehr Har-




Wie in Abbildung 5.3 zu sehen, sind die Ergebnisse des Zeitschrittverfahrens bereits
nach zwei Perioden eingeschwungen. Auf eine Gegenüberstellung der Rechenzei-
ten von dem Zeitschrittverfahren und den zeitspektralen Lösern wird verzichtet,
da die zeitspektralen Löser wesentlich höhere Rechenzeiten durch die hohe An-
zahl Harmonischer aufweisen. Ein Rechenzeitvorteil zeitspektraler Verfahren ge-
genüber dem Zeitschrittverfahren kann anhand dieses Berechnungsfalls nicht aus-
gewiesen werden. Es zeigt sich aber, dass die zeitspektralen Verfahren in der Lage
sind die gleichen Ergebnisse wie die Zeitschrittverfahren zu berechnen. Zur Beur-
teilung der Berechnungseffizienz und der Einsatzmöglichkeiten zeitspektraler Löser
werden nachfolgenden unterschiedlich komplexe Berechnungsfälle untersucht und
gegenübergestellt.
5.2.2 Oszillierendes NACA0012-Profil
Hier wird die Strömung um ein oszillierendes NACA0012-Profil untersucht. Das
Profil oszilliert um ein Viertel Sehnenlänge mit einer aufgezwungenen Amplitude γ
von
γ = a · sin(2π f t), (5.10)
wo a die maximale Amplitude der Schwingung und f die Grundfrequenz sind.






gegeben. In Gleichung 5.11 beschreibt l die Sehnenlänge und u∞ die Freiströmge-
schwindigkeit. Die Re-Zahl wird basierend auf der Sehnenlänge und der Freiström-
geschwindigkeit berechnet. Für den vorliegenden Fall sind die Berechnungspara-
meter Tabelle 5.2 zu entnehmen.
Parameter a (Grad) Re fr
Wert 5 100 3, 1416
Tabelle 5.2: Berechnungsparameter für das oszillierende NACA0012-Profil
In Abbildung 5.4 ist das Profil bei einem Anströmwinkel von γ = 0◦ und der maxi-
malen bzw. minimalen Auslenkung zu sehen. Das Netz wird über eine Starrkörper-
rotation mitbewegt und die Randbedingungen aufgeprägt. Die Flüsse, verursacht
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durch die Netzbewegung, werden analytisch berechnet. Die Geschwindigkeit am
Einflussrand wird zu u = u∞ gesetzt. Am Austrittsrand liegt ein fester Druck an.












Abbildung 5.4: NACA0012-Profil bei einer Auslenkung von γ = 0◦ und der maxi-
malen bzw. minimalen Auslenkung von γ = ±5◦
Um räumliche und zeitliche Diskretisierungsfehler zu bewerten, werden verschie-
dene Netze und Zeitschritte genutzt. Die Zeitschritte richten sich nach dem kleins-
ten KV imNetz. Bei einem feineren Netz werden daher auch die Zeitschritte kleiner.
Die Zeitableitung wird mit einem Rückwärts-Differenzen-Verfahren zweiter Ord-
nung diskretisiert. Der physikalische Zeitschritt für alle Netze und die Anzahl der
KV proNetz sind in Tabelle 5.3 zu sehen. Die verschiedenenNetzdichten sind in Ab-
bildung 5.5 dargestellt. Die Iterationen werden bei einem äußeren Residuum kleiner
1e−6 abgebrochen.
Nr. Abkürzung Zellanzahl physikalischer Zeitschritt (s)
1 grob 8.800 0, 01 4e−3 2e−3 1e−3 5e−4 2e−4
2 mittel 12.950 0, 01 4e−3 2e−3 1e−3 5e−4 2e−4 1e−4
3 fein 35.200 4e−3 2e−3 1e−3 5e−4 2e−4 1e−4
4 sehr fein 100.000 2e−3 1e−3 5e−4 2e−4 1e−4
Tabelle 5.3: Netzstufen und Zeitschritte für das NACA0012-Profil
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(a) grob (b) mittel
(c) fein (d) sehr fein
Abbildung 5.5: Netzstufen für das NACA0012-Profil
5.3 Bewertung der zeitspektralen Lösungsstrategien
Die in diesem Kapitel gezeigten Ergebnisse wurden teilweise bereits von Baumbach
[12] veröffentlicht.
5.3.1 Berechnungen mit Zeitschrittverfahren
Zuerst werden die Ergebnisse mit Zeitschrittverfahren vorgestellt und analysiert,
bevor auf die zeitspektralen Berechnungen eingegangen wird. Die Effizienz der
Zeitschrittverfahren ist abhängig von mehreren Faktoren. Es wird zwischen drei
Iterationsschleifen unterschieden: die äußere Schleife, in der die physikalische Zeit
vorangetrieben wird, die Prediktor-Korrektor-Schleife und die Schleife des linearen
Lösers. Bei kleinen Zeitschritten steigt die Anzahl äußerer Iterationen, während die
Prediktor-Korrektor-Iterationen meist reduziert werden können. Mit großem Zeit-
schritt nehmen wiederum die Prediktor-Korrektor-Iterationen zu.
Neben den einzelnen Iterationsschleifen muss außerdem betrachtet werden, dass ei-
ne Einschwingphase bei vielen Strömungen auftritt. Bei periodischen Strömungen
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sind mehrere Perioden zu rechnen, bevor der Einfluss der Anfangsbedingungen ab-
geklungen ist und das System den periodischen Zustand erreicht. Dies muss auch
bei der Gegenüberstellung von zeitspektralen Verfahren zu Zeitschrittverfahren be-
achtet werden. Die Gesamtberechnungszeit skaliert mit der Anzahl der äußeren Ite-
rationen, den Prediktor-Korrektor-Iterationen, den Iterationen des linearen Lösers
und den zu berechnenden Perioden. Die äußeren Iterationen ergeben sich aus dem
Zeitschritt, die Prediktor-Korrektor-Iterationen aus den Anforderungen an den Ite-
rationsfehler innerhalb jedes Zeitschrittes und die Anzahl an Perioden ist abhängig
von der Komplexität des Berechnungsfalls.
Außerdem skaliert der Rechenaufwand auch mit der Netzdichte. Um die räumli-
chen von den zeitlichen Fehlern zu trennen, werden unterschiedliche Zeitschritt-
weiten und Netzdichten untersucht. Zur Reduktion der Information aus allen Rech-




ρ/2u2 · A (5.12)
cd =
Fd
ρ/2u2 · A (5.13)
zur Analyse herangezogen. Der Auftriebsbeiwert und der Widerstandsbeiwert sind
dimensionslose Kenngrößen für den dynamischen Auftrieb bzw. den Widerstand
eines umströmten Körpers und ergeben sich als Quotient der Auftriebskraft Fl bzw.
der Widerstandskraft Fd zu dem Staudruck ρ/2u2 multipliziert mit der Wirkfläche
A. Beide Kräfte beinhalten die Druckkräfte und die viskosen Anteile.
Der Auftriebs- und der Widerstandsbeiwert liegen zu jedem Zeitpunkt an dem Flü-
gelprofil vor und ändern sich in Abhängigkeit des Anstellwinkels. Zur Gegenüber-
stellung der Ergebnisse auf allen Netzen und mit allen Zeitschritten wird das In-
tegral der Fourier-Transformierten über alle Frequenzen f der Beiwerte betrachtet.












|cd(t)| e−i2π f tdt d f (5.15)
werden berechnet. Für eine zuverlässige Fourier-Transformation werden in Summe
zehn Perioden berechnet und die letzten Perioden zur Auswertung genutzt. Für
die Transformation wird eine Frequenz von f = 100 Hz verwendet, d.h. es liegen
Fourier-Koeffizienten bis zu einer Frequenz von f1 = 50 Hz vor.
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Abschätzung der räumlichen und zeitlichen Abweichungen
In Abbildung 5.6 auf der linken Seite ist das Impulsintegral Ĉl auf allen Netzen über
den logarithmisch aufgetragenen Zeitschritt dargestellt. Auf allen Netzen laufen die
Werte für abnehmende Zeitschritte zusammen. Nur auf demmittleren Netz sind im
Verlauf des Kennwertes über den Zeitschritt kleine Schwankungen erkennbar. Im
rechten Diagramm ist für den jeweils kleinsten Zeitschritt das Impulsintegral über
die logarithmisch aufgetragene Anzahl an KV zu sehen. Es zeigt sich ein klarer Un-
terschied zwischen dem groben und den restlichen Netzen. Hier tritt ungefähr eine
Abweichung von 4 % auf. Die Abweichungen aus der räumlichen Diskretisierung


















Abbildung 5.6: Links: Impulsintegral Ĉl über den physikalischen Zeitschritt für alle
Netzstufen; Rechts: Impulsintegral Ĉl für den jeweils kleinsten Zeit-
schritt über die Anzahl an KV; Abb. veröffentlicht in [12]
Es ist festzuhalten, dass auf allen Netzstufen eine Reduzierung der Abweichungen
aus der zeitlichen Diskretisierung mit abnehmenden Zeitschritten zu verzeichnen
ist. Die Abweichungen des Kennwertes auf dem mittleren, feinen und sehr feinen
Netz sind gering. Von einer Gegenüberstellung der Ergebnisse auf dem groben Netz
ist auf Grund der räumlichen Abweichung abzuraten. Um den Rechenaufwand bei
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Analyse der Periodizität
In diesem Abschnitt werden die Fragen beantwortet, wie viele Perioden nötig sind,
bevor ein eingeschwungener Zustand erreicht ist und welche Moden die Strömung
enthält.
Insgesamt werden zehn Zeitperioden berechnet. Die relative Abweichung zwischen
dem Impulsintegral aus der letzten Periode Ĉl,10 und den jeweiligenWerten aus den







evaluiert. Die relative Abweichung �Ĉl,h über die Perioden ist in Abbildung 5.7 auf-
getragen. Die Abweichungen sind für den kleinsten Zeitschritt auf dem mittleren
und feinen Netz ausgewertet. Die Unterschiede zwischen den einzelnen Netzen
sind gering. Obwohl auch nach neun Perioden immer noch Änderungen in der Lö-
sung zu verzeichnen sind, fällt die absolute Abweichung nach vier Perioden unter
1 %. Die Rechnungen werden daher im Folgenden zur Begrenzung des Rechenauf-
wands nach vier Perioden angehalten.










Abbildung 5.7: Relative Abweichung von Ĉl über die Perioden für den kleinsten
Zeitschritt
Die Voraussetzung für zeitspektrale Löser ist die Reduzierung von periodischen
Strömungsproblemen auf eine kleine Anzahl Vielfacher der Grundfrequenz. Um
dies zu untersuchen, werden daher die Moden innerhalb des Spektrums berechnet.
Zuerst werden nur die Moden im Auftriebs- und Widerstandsbeiwert betrachtet.
In Abbildung 5.8 sind die Amplituden der Fourier-Koeffizienten über der Frequenz
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dargestellt. Bei dem Auftriebsbeiwert zeigt sich die größte Amplitude bei f = 1 Hz
und bei demWiderstandsbeiwert bei f = 2 Hz. Es sind nur Peaks bei Vielfachen der
Grundfrequenz f = 1 Hz zu sehen. Die Amplituden der Fourier-Koeffizienten neh-
men bei Frequenzen größer f = 3 Hz deutlich ab. Basierend auf diesen Ergebnissen
reichen hier zwei Harmonische für den zeitspektralen Löser aus um den Auftriebs-
und Widerstandsbeiwert abzubilden.





























Abbildung 5.8: Fourier-Transformation des Auftriebs- und Widerstandsbeiwertes
auf dem sehr feinen Netz bei einem Zeitschritt von Δt = 1e−4 s
und für räumliche Diskretisierung zweiter Ordnung
Die Beträge der Geschwindigkeit aller KV für die letzte Periode werden im Abstand
von t = 0, 01 s gespeichert und die Fourier-Koeffizienten der Moden für das gesam-
te Strömungsfeld ermittelt. In Abbildung 5.9 sind die Real- und Imaginärteile der
Moden von f = 0− 4 Hz zu sehen. Die nullte Mode in Abbildung 5.9 a) entspricht
der zeitlich-gemittelten Strömung und besitzt daher keinen Imaginärteil. Die höhe-
ren Moden sind in Abbildung 5.9 b)- e) zu sehen.
Wegen des symmetrischen Profils bilden sich auch die Moden symmetrisch zur x1-
Achse aus. Hohe Amplituden zeigen sich vor allem in der nullten Mode. Mit zu-
nehmender Frequenz nehmen die Amplituden der Moden ab. Bei Moden größer
als f = 3 Hz sind auch die Amplituden am Profil gering. Höhere Moden treten
nur in der Abströmung hinter dem Profil auf. Dies resultiert aus den Wechselwir-
kungen zwischen den einzelnen Ablösewirbeln an der Hinterkante des Profils. Zur
Berechnung der integralen Kennwerte zeigt die FFT der Beiwerte jedoch, dass we-
nige Harmonische ausreichend sind. Aus der Modalanalyse kann auch geschlossen
werden, dass nur ein geringer Energieanteil in den Moden f > 2 Hz vorhanden ist.
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a)
Realteil f = 0 Hz
b)
Imaginärteil f = 1 Hz Realteil f = 1 Hz
c)
Imaginärteil f = 2 Hz Realteil f = 2 Hz
d)
Imaginärteil f = 3 Hz Realteil f = 3 Hz
e)
Imaginärteil f = 4 Hz Realteil f = 4 Hz
Abbildung 5.9: Abbildung der Real- und Imaginärteile der harmonischen Moden
f = 0 − 4 Hz des Betrags der Geschwindigkeit auf dem mittleren
Netz für das NACA0012-Profil
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Berechnungszeit der Zeitschrittverfahren
Die gesamte Berechnungszeit der Zeitschrittverfahren wird abschließend gezeigt.
In Abschnitt 2.5.1 wurde dargestellt, dass die Berechnungszeit aus den äußeren
Iterationen, den Prediktor-Korrektor-Iterationen, den linearen Löser-Schleifen und
den zu berechnenden Perioden zusammen gesetzt ist. Für alle Netze ist die Berech-
nungszeit für eine Periode auf einer CPU in Abbildung 5.10 über den Zeitschritt
zu sehen. Die Berechnungszeiten der äußeren Iterationen, der Prediktor-Korrektor-
Iterationen und der linearen Löser-Schleifen sind zusammengefasst. Auf dem gro-
ben und mittleren Netz wurde auf einer CPU gerechnet. Auf dem feinen und sehr
feinen Netz wurde Partitionierung auf vier CPUs genutzt. Die Zeiten sind daher mit













grob mittel fein sehr fein
Abbildung 5.10: Berechnungszeit einer Periode für unterschiedliche Zeitschritte für
das NACA0012-Profil
Der Aufwand steigt mit kleinem Zeitschritt. Zur Gegenüberstellung der Zeitschritt-
verfahren mit den zeitspektralen Verfahren müssen die Berechnungszeiten noch mit
dem Faktor nPeriode = 4 multipliziert werden, da die Rechnungen erst nach vier Pe-
rioden eingeschwungen sind. Nur dann liefern beide Verfahren vergleichbare Er-
gebnisse. Durch die Partitionierung beim feinen und sehr feinen Netz ergeben sich
zusätzliche Berechnungskosten auf Grund der Prozessorkommunikation. Die Ge-
genüberstellung der Berechnungszeiten von zeitspektralen Lösern zu Zeitschritt-
verfahren ist in Abschnitt 5.3.2 zu finden.
5.3.2 Berechnungen mit zeitspektralen Verfahren
Gegenüberstellung der Ergebnisse mit Zeitschrittverfahren und zeitspektralen
Verfahren
Nach der Darstellung der Simulationen mit herkömmlichen Zeitschrittverfahren
werden nun die zeitspektralen Ergebnisse vorgestellt. Zuerst wird überprüft, ob bei-
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de Lösungsmethoden ähnliche Beiwerte erzielen, bevor auf Konvergenzverhalten,
Rechen- und Speichereffizienz der Löser eingegangen wird. Für das mittlere und
feine Netz werden alle zeitspektralen Löser bis zu einer Anzahl von sechs Harmoni-
schen berechnet. Die Unterrelaxationsfaktoren werden in Abhängigkeit des Kon-
vergenzverhaltens des Lösers und der Anzahl an Harmonischen angepasst. Zur
Vergleichbarkeit der Zeitschrittverfahren mit den zeitspektralen Lösern werden der
Auftriebs- und Widerstandsbeiwert betrachtet.


























































URANS TSM1 TSM2 TSM3
Abbildung 5.11: Gegenüberstellung des Auftriebs- und Widerstandsbeiwertes für
das mittlere und feine Netz bei räumlicher Diskretisierung zweiter
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URANS TSM4 TSM5 TSM6
Abbildung 5.12: Gegenüberstellung des Auftriebs- und Widerstandsbeiwertes für
das mittlere und feine Netz bei räumlicher Diskretisierung zweiter
Ordnung für eine Anzahl von 4− 6 Harmonischen
In Abbildung 5.11 undAbbildung 5.12 sind die Beiwerte für die zeitspektralen Löser
und die Zeitschrittverfahren über dem Anstellwinkel auf dem mittleren und feinen
Netz dargestellt. Die Ergebnisse aller zeitspektraler Löser sind vergleichbar, daher
werden hier stellvertretend für alle zeitspektralen Lösungsstrategien die Ergebnisse
des GMRES-DILU-PETSc-Lösers gezeigt. Umdie Ergebnisse vergleichen zu können,
wird ein kontinuierlicher Verlauf der Beiwerte über den Anstellwinkel aufgetragen.
Dieser Verlauf wird aus den Fourier-Koeffizienten der Kollokationspunkte berech-
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net. Zusätzlich dazu sind im Verlauf vom Auftriebsbeiwert auch die Amplituden
aus der Fourier-Transformation aus Abbildung 5.8 eingetragen.
Unabhängig vomNetz weicht derWiderstandsbeiwert mit einer Harmonischen von
den Ergebnissen der Zeitschrittverfahren ab. Die einzelnen Kollokationspunkte lie-
gen gut auf dem Verlauf des Widerstandsbeiwertes. Der Funktionsverlauf kann je-
doch nicht abgebildet werden. Im Auftriebsbeiwert sind die höchsten Abweichun-
gen zu Zeitschrittverfahren bei einer Harmonischen zu sehen. Allerdings ist der Ver-
lauf über den Anstellwinkel besser repräsentiert. Ab zwei Harmonischen sind die
Abweichungen zwischen zeitspektralen Verfahren und Zeitschrittverfahren in bei-
den Beiwerten klein. Es ergeben sich keine Unterschiede auf beiden Netzstufen. Die
Ergebnisse stimmen auch mit den in Abschnitt 5.3.1 durchgeführten FFT-Analysen
überein. Der Auftriebsbeiwert zeigte den höchsten Peak in der erste Harmonischen.
Die Amplitude dieser wird auch mit den zeitspektralen Ergebnissen gut getroffen.
Der Widerstandsbeiwert hat eine hohe Amplitude in der zweiten Harmonischen.
Um die Abweichungen zwischen Zeitschrittverfahren und zeitspektralen Verfahren
qualitativ zu bewerten, werden die Impulsintegrale Ĉl und Ĉd betrachtet. Die rela-
tiven Abweichungen von den zeitspektralen Verfahren zu Zeitschrittverfahren sind
in Abbildung 5.13 über die Anzahl an Harmonischen aufgetragen. Es zeigt sich ei-
ne Reduktion der Abweichung mit zunehmender Anzahl. Bereits mit zwei Harmo-
nischen ist die Abweichung im Auftriebs- und Widerstandsbeiwert zwischen dem
zeitspektralen und den Zeitschrittverfahren kleiner als 1 %. Bei der Berechnung des
Testfalls mit mehr als sechs Harmonischen reduzieren sich die relativen Abweichun-
gen nicht weiter. Es ist zu vermuten, dass auch die Ergebnisse der Zeitschrittverfah-
ren noch geringe Schwankungen aufweisen und daher die Abweichungen zwischen
Zeitschrittverfahren und zeitspektralen Verfahren mit mehr Harmonischen nicht
weiter sinken. Außerdem zeigt sich ein unterschiedliches Konvergenzverhalten auf
dem mittleren und dem feinen Netz. Die relativen Abweichungen auf dem feinen
Netz liegen unterhalb der relativen Abweichungen auf dem groben Netz. Auch dies




















mittleres Netz feines Netz
Abbildung 5.13: Relative Abweichung zwischen Ĉl und Ĉd aus dem zeitspektralen




5.3 Bewertung der zeitspektralen Lösungsstrategien
Konvergenzverhalten
Gegenstand dieses Abschnittes ist das Konvergenzverhalten der zeitspektralen Lö-
ser. Zunächst werden die Residuen-Verläufe der zeitspektralen Löser auf dem mitt-
leren und feinen Netz betrachtet und dann wird auf die notwendigen Unterrelaxati-
onsfaktoren eingegangen. Die L1-Norm der Residuen der äußeren Druckkorrektur-
Iterationen auf demmittleren Netz sind in Abbildung 5.14 und auf dem feinen Netz
in Abbildung 5.15 dargestellt. Da der ZJ-Löser deutlichmehr Iterationen benötigt als
die anderen zeitspektralen Löser, ist nur ein Ausschnitt zu sehen und der gesamte
Verlauf der Residuen im unteren Teil der Abbildung dargestellt.

































































N = 1 N = 2 N = 3
N = 4 N = 5 N = 6
Abbildung 5.14: Residuen (L1-Norm) der Druckkorrektur-Iterationen logarithmisch
aufgetragen für die zeitspektralen Löser auf dem mittleren Netz;
Abb. veröffentlicht in [12]
81
https://doi.org/10.24355/dbbs.084-202005041341-0
5 Beurteilung der Güte der instationären Berechnungen

































































N = 1 N = 2 N = 3
N = 4 N = 5 N = 6
Abbildung 5.15: Residuen (L1-Norm) der Druckkorrektur-Iterationen logarithmisch
aufgetragen für die zeitspektralen Löser auf dem feinen Netz; Abb.
veröffentlicht in [12]
Bei einer Harmonischen tritt bei den zeitlich-stark gekoppelten Lösern ein schlech-
teres Konvergenzverhalten auf. In Abbildung 5.14 ist zu sehen, dass der GMRES-
DILU-PETSc-Löser mehr äußere Iterationen mit einer Harmonischen als mit sechs
Harmonischen benötigt. Ein ähnliches Verhalten ist auch in den Testfällen von An-
theaume [8] zu beobachten. Es ist zu vermuten, dass bei zu geringer Auflösung eines
Strömungsproblems mit Harmonischen schlechteres Konvergenzverhalten bei den
zeitlich stark gekoppelten zeitspektralen Lösern folgt. Bei demZJ-Löser zeigt sich im
Residuenverlauf das Gegenteil. Das Konvergenzkriterium mit einer Harmonischen
wird deutlich früher erreicht als mit mehr Harmonischen. Die schnellere Konver-
genz im äußeren Residuum beim ZJ-Löser resultiert vermutlich aus der Kopplung
der zeitlichen und räumlichen Terme. Die zeitliche Ableitung ist im Gegensatz zu
den räumlichen Gradienten schwach gekoppelt.
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Generell zeigt sich der Trend, dass die äußeren Iterationen mit der Anzahl an Har-
monischen zunehmen. Der ZJ-Löser benötigt in Summe am meisten Iterationen.
Der BGS-Löser erreicht im Vergleich zu den anderen zeitspektralen Lösern nur ein
minimales Residuum von 1e−5. Die Defektkorrektur-Schritte werden über ein zu-
vor definiertes Toleranzkriterium abgebrochen. Maximal sind jedoch nur 20 Defekt-
korrektur-Schleifen zulässig. Beim BGS-Löser wird das Toleranzkriterium der De-
fektkorrektur-Schritte nicht erreicht. Das bedeutet, dass die Konvergenzrate bezo-
gen auf die Erreichung eines räumlichen Verfahrens 2. Ordnung durch eine be-
schränkte Anzahl an Defektkorrektur-Schritten herabgesetzt ist. Die beste Konver-
genzrate zeigt sich bei dem GMRES-DILU- und dem GMRES-DILU-PETSc-Löser.
Zur Übersicht aller Rechnungen sind die Gesamtanzahl an äußeren Iterationen und
die Unterrelaxationsfaktoren über die Anzahl an Harmonischen für alle zeitspek-
tralen Löser in Abbildung 5.16 aufgetragen. Es zeigen sich klare Unterschiede in
den Unterrelaxationsfaktoren. Bei voller Kopplung der zeitlichen und räumlichen
Terme sind auf beiden Netzen Unterrelaxationsfaktoren von αu = 0, 6 möglich. Bei
dem BGS-Löser muss der Unterrelaxationsfaktor auf dem feinen Netz jedoch auf
αu = 0, 4 reduziert werden, da ansonsten kein konvergenter Simulationslauf mög-
lich ist. Auch beimZJ-Löser sind nur kleine Unterrelaxationsfaktorenmöglich. Diese
reduzieren sich zudem mit zunehmender Anzahl an Harmonischen.
Der Unterrelaxationsfaktor wird in Abhängigkeit der räumlichen und zeitlichen
Diskretisierung, des linearen Lösers und des Strömungsproblems gesetzt. Bei den
vorliegenden Berechnungsfällen werden die gleichen räumlichen Diskretisierungs-
schemata genutzt, daher kann der Unterrelaxationsfaktor herangezogen werden,
um den Einfluss der zeitlichen Diskretisierung auf das Konvergenzverhalten der
Löser zu beurteilen. Durch die Block-Behandlung im ZJ- und BGS-Löser wird der
Unterrelaxationsfaktor gemindert. Mit zunehmender Anzahl an Harmonischer re-
duziert sich die diagonale Dominanz des linearen Systems im Prediktorschritt. Um
die diagonale Dominanz wieder herzustellen, wird der Unterrelaxationsfaktor re-
duziert. Daraus lässt sich schließen, dass der ZJ-Löser für Probleme mit vielen Har-
monischen und hohen Frequenzen weniger geeignet ist. Beim dem Löser ist keine
starke zeitliche Kopplung vorhanden.
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ZJ BGS mit DK
GMRES-DILU GMRES-DILU-PETSc
Abbildung 5.16: Anzahl an benötigten Iterationen und die Unterrelaxationsfaktoren
in der Impulsgleichung über Anzahl an Harmonischen für die zeit-




5.3 Bewertung der zeitspektralen Lösungsstrategien
Die Anzahl der benötigten Iterationen ist nicht allein von dem Unterrelaxationsfak-
tor in den Impulsgleichungen, sondern auch von der Unterrelaxation in der Druck-
korrektur-Gleichung abhängig. Um den Einfluss beider Faktoren auf den Simulati-
onslauf zu bewerten, wurden zeitspektrale Rechnungenmit einer Anzahl von N = 3
Harmonischen durchgeführt und der Unterrelaxationsfaktor variiert. Die Iteratio-
nen sind über den Unterrelaxationsfaktor der Impulsgleichung αu und der Druck-
korrektur-Gleichung αp in Abbildung 5.17 aufgetragen. Die Simulationspunkte ge-
kennzeichnet durch ein rotes Dreieck divergieren. Es ergibt sich ein Minimum von
823 Iterationen bei einer Wahl von αu = 0, 6 und αp = 0, 4. Bei kleineren Unterre-
laxationsfaktoren nimmt die Anzahl an Iterationen zu, dasselbe gilt für höhere Fak-
toren. Hinzu kommt bei hohen Unterrelaxationsfaktoren, dass die linearen Löser
nicht mehr konvergieren. Festzuhalten ist, dass die Wahl der Faktoren maßgeblich
die Anzahl der Iterationen und somit den Zeitbedarf beeinflussen.



















Abbildung 5.17: Äußere Iterationen in Abhängigkeit der Unterrelaxationsfaktoren
in der Impuls- αu und Druckkorrektur-Gleichung αp berechnet mit
demGMRES-DILU-PETSc-Löser mit N = 3 Harmonischen. Die Be-
rechnungen markiert mit roten Dreiecken brechen frühzeitig ab.
Speichereffizienz
Für das NACA0012-Profil ist das Verhältnis an benötigtem Speicher von zeitspek-
tralen Verfahren zu Zeitschrittverfahren in Abhängigkeit der Harmonischen in Ab-
bildung 5.18 dargestellt. Die Speichereffizienz sinkt mit zunehmenden Harmoni-
schen. Den höchsten Speicheraufwand weist der GMRES-DILU-PETSc-Löser auf.
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Darauf folgen GMRES-DILU-, BGS- und ZJ-Löser. Die Unterschiede im Speicher-
































ZJ BGS mit DK GMRES-DILU GMRES-DILU-PETSc
Abbildung 5.18: Speicherverhältnis der zeitspektralen Löser zu den Zeitschrittver-
fahren für das NACA0012-Profil
Zur Lösung der Impulsgleichung sind bei einem Zeitschrittverfahren die Haupt-
diagonaleinträge Ac, die Nebendiagonaleinträge Al, der Quellterm Q und das Ge-
schwindigkeitsfeld u im Speicher. Die Hauptdiagonaleinträge enthalten auch die
zeitliche Diskretisierung. Der Aufwand für die zeitspektralen Verfahren fällt höher
aus. Beim ZJ-Löser müssen zusätzlich die Geschwindigkeitsfelder der Kollokations-
punkte zur Berechnung des zeitspektralen Operators im Speicher verbleiben. Diese
haben eine Größe von (2N + 1) × u. Durch die schwache zeitliche Kopplung des
ZJ-Lösers ist es nicht notwendig alle Matrixeinträge und Quellterme aller Kolloka-
tionspunkte zeitgleich im Speicher zu haben. Für die anderen zeitspektralen Lö-
ser müssen diese jedoch gespeichert werden. Die Terme aus der zeitspektralen Dis-
kretisierung werden beim BGS- und GMRES-DILU-Löser nicht direkt gesetzt, son-
dern im Vorkonditionierer bzw. Löser überMatrixmultiplikation berücksichtigt. Zu-
sätzlich dazu müssen beim BGS-Löser die Defektkorrekturterme gespeichert wer-
den. Die Felder werden benötigt, um die Haupt- und Nebendiagonalterme zu ak-
tualisieren. Im Gegensatz zu dem BGS- und dem GMRES-DILU-Löser werden die
Matrixeinträge aus der zeitspektralen Diskretisierung beim GMRES-DILU-PETSc
gesetzt und an die externe Bibliothek übergeben. Dadurch ergibt sich zusätzlich
belegter Speicher durch die Nebendiagonaleinträge. Diese haben eine Größe von
((2N + 1)2 − (2N + 1)) × KV = (4N2 + 2N) × KV. Beim GMRES-Verfahren wer-
den außerdem die vollbesetzten Basisvektoren gespeichert, daher ist der Aufwand
höher als bei dem Gauß-Seidel-Verfahren [62]. Hier werden maximal 20 Krylow-




5.3 Bewertung der zeitspektralen Lösungsstrategien
Löser Zu speichernde Felder
URANS Ac +Al +Q+ u
ZJ Ac +Al +Q+ (2N + 1)× u
BGS mit DK (2N + 1)× (Ac +Al +Q+ u) +DK-Terme
GMRES-DILU (2N + 1)× (Ac +Al +Q+ u) +GMRES-Vektoren
GMRES-DILU-
PETSc
(2N + 1) × (Ac + Al + Q + u) + (4N2 + 2N)× KV-
Anzahl + GMRES-Vektoren
Tabelle 5.4: Verwendeter Speicher zur Lösung der Impulsgleichung
Es ist festzuhalten, dass die zeitspektralen Löser zunehmend mit der Anzahl der
Harmonischen deutlich mehr Speicherplatz als reguläre Zeitschrittverfahren benö-
tigen. Der ZJ-Löser belegt am wenigsten und der GMRES-DILU-PETSc-Löser am
meisten Speicher.
Rechenzeiteffizienz
Abschließend wird die reale Berechnungszeit der zeitspektralen Löser mit der Be-
rechnungszeit der Zeitschrittverfahren gegenübergestellt. Die Rechenzeit der zeit-
spektralen Löser über die Anzahl an Harmonischen ist in Abbildung 5.19 darge-
stellt. Zusätzlich dazu ist die Berechnungszeit des Zeitschrittverfahrens mit dem




































ZJ BGS mit DK
GMRES-DILU GMRES-DILU-PETSc
Zeitschrittverfahren 4 Perioden
Abbildung 5.19: Gegenüberstellung der Berechnungszeit der zeitspektralen Löser




5 Beurteilung der Güte der instationären Berechnungen
Der schnellste Löser zur Berechnung des oszillierenden NACA0012-Profils ist der
GMRES-DILU-PETSc-Löser. Selbst mit sechs Harmonischen ist der Löser schneller
als das Zeitschrittverfahren. Die Rechenzeiten der anderen zeitspektralen Löser lie-
gen deutlich zurück. Bei geringen Harmonischen hat der ZJ-Löser geringe Rechen-
zeiten. Die Rechenzeiten nehmen jedochmit höherenHarmonischen stark zu. Dieser
Trend ist auch bei dem GMRES-DILU-Löser zu sehen. Der BGS-Löser ist wesentlich
langsamer als die Vergleichslöser.
Obwohl der GMRES-DILU-PETSc- und der GMRES-DILU-Löser annähernd gleiche
Iterationsschritte benötigen, ist der GMRES-DILU-Löser pro Iterationsschritt lang-
samer. Die Differenz in den Rechenzeiten steigt mit der Anzahl der Harmonischen.
Dies ist darauf zurückzuführen, dass andere Implementierungen des Vorkonditio-
nierers und des linearen Lösers genutzt werden. Außerdem sind im GMRES-DILU-
Löser im Vorkonditionierer die zeitspektralen Terme nicht enthalten, daher kann
dies im linearen Löser in mehr Iterationen resultieren und die Effizienz herabset-
zen.
Ohne Defektkorrektur können bei dem BGS-Löser die konvektiven Terme nur mit
einem Schema erster Ordnung diskretisiert werden. Mit DK sind auch höhere Sche-
mata möglich, allerdings verlangsamt sich der Löser. Bei der DK wird das vollbe-
setzte zeitspektrale System je KVmehrfach gelöst. Die Rechenzeit skaliert daher mit
der Anzahl der DK-Schritte. Es wird vermutet, dass durch eine Optimierung der
Implementierung noch Potenzial bei diesem Löser besteht. Die Effizienz des Lösers
wird maßgeblich durch das Gauß-Seidel-Verfahren beschränkt. Auch bei einer über-
arbeiteten Implementierung des vorliegenden Lösers wird dieser in Stabilität und
Effizienz nicht die vollgekoppelten Löser erreichen. Es wird daher auf eine Weiter-
entwicklung des Lösers verzichtet.
Für das gezeigte Beispiel weisen die zeitspektralen Löser mit vollgekoppelter räum-
licher und zeitlicherMatrix einen Rechenzeitgewinn gegenüber dem genutzten Zeit-
schrittverfahren auf. Allerdings stellen sie auch wesentlich höhere Anforderungen
an den benötigten Speicherplatz. Ob zeitspektrale Verfahren das Potenzial haben
Zeitschrittverfahren abzulösen, muss anhand der nachfolgenden Berechnungsfälle
weiter geprüft werden.
5.4 Abgrenzung der zeitspektralen Löser
Abschließend werden die Potenziale der einzelnen Löser kurz zusammengefasst.
Die nachfolgenden Aussagen basieren auf den Erkenntnissen aus den Berechnun-
gen der Couette-Strömung und der Strömung um das oszillierende NACA0012-
Profil. Es wird unterschieden zwischen dem Konvergenzverhalten, der Rechenzeit-
effizienz pro Iteration und der Speichereffizienz des Lösers. In Abbildung 5.20 sind
schematisch für die zeitspektralen Löser die Eigenschaften gegenübergestellt. Werte
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entfernt vom Mittelpunkt sind positiv zu bewerten und Werte nah am Mittelpunkt




ZJ BGS GMRES-DILU GMRES-DILU-PETSc
Abbildung 5.20: Schematischer Vergleich des Konvergenzverhaltens, der Spei-
chereffizienz und der Rechenzeit pro Iteration der zeitspektralen
Löser
Der ZJ-Löser zeichnet sich durch geringen Speicherbedarf und geringe Rechenzeit
pro Iteration aus. Die Rechenzeiten und der Speicher sind dennoch höher im Ver-
gleich zur instationären Rechnung. Hohe Frequenzen und viele Harmonische set-
zen die Konvergenzeigenschaften des Lösers herab. Eine Anwendung des Lösers
auf Berechnungsfälle mit diesen Eigenschaften ist daher nicht empfehlenswert.
Der BGS-Löser belegt mehr Speicher, da für alle Kollokationspunkte die diskreti-
sierten Terme der Impulsgleichung vorhanden sein müssen. Die Defektkorrektur-
Iterationen, sowie aktuell implementiert, führen zu hohen Rechenzeiten, sodass der
Löser trotz besserer Konvergenzeigenschaften gegenüber dem ZJ-Löser nicht zur
Berechnung industrieller Anwendungsfälle geeignet ist.
Der GMRES-DILU- und der GMRES-DILU-PETSc-Löser konvergieren auch bei ho-
hen Frequenzen und Harmonischen. Dies resultiert aus der vollen zeitlichen und
räumlichen Kopplung aller Terme der Impulsgleichung. Durch diese Kopplung ist
die Lösung der Impulsgleichung aufwendiger als bei dem ZJ-Löser und mehr Spei-
cher wird belegt. Es zeigt sich, dass der GMRES-DILU-PETSc schneller ist als der
GMRES-DILU-Löser. Auf Grund der geringsten Gesamtberechnungszeit und gu-





Die bisher durchgeführten Untersuchungen beschränkten sich auf 2D-Strömungs-
probleme. In diesem Kapitel werden komplexere Strömungen berechnet. Dadurch
werden die Potenziale und Einschränkungen der zeitspektralen Methode auch für
industrienahe Anwendungen aufgezeigt. Es werden drei Berechnungsfälle simu-
liert: eine Profilumströmung mit höheren Frequenzen in der Anregung, ein Propel-
ler in einer Scherströmung und ein Ventilflattern.
6.1 Oszillierendes NACA0012-Profil angeregt mit drei
Frequenzen
Die in diesem Kapitel gezeigten Ergebnisse wurden teilweise bereits von Baumbach
und Stück [13] veröffentlicht.
6.1.1 Modellaufbau
Im letzten Kapitel ist die Strömung um ein NACA0012-Profil untersucht worden.
Das Profil wurde mit einer festen Anregungsfrequenz zwangserregt. In diesem Ab-





a · sin(2π f t) (6.1)
bewegt. Das Profil schwingt mit einer maximalen Amplitude a mit bis zur dritten
Vielfachen der Grundfrequenz f . Die reduzierte Frequenz fr wird aus der höchsten
Harmonischen berechnet. Die Berechnungsparameter sind Tabelle 6.1 zu sehen. Der
Verlauf des Anstellwinkels γ über eine Periode ist in Abbildung 6.1 dargestellt.
Parameter a (Grad) Re fr
Wert 5 100 9,4248




6.1 Oszillierendes NACA0012-Profil angeregt mit drei Frequenzen









Abbildung 6.1: Anstellwinkel über Periodendauer für das NACA0012-Profil mit
drei Anregungsfrequenzen
Die Berechnung erfolgt mit den Netzen aus Abschnitt 5.2.2. Auch hier wird die
Bewegung des Flügelprofils über Starrkörperrotation umgesetzt. Die Randbedin-
gungen und Fluideigenschaften sind ebenfalls analog zu Abschnitt 5.2.2 gewählt.
Das Feld wird mit einer Geschwindigkeit von 0 m/s initialisiert. Eine Übersicht der
verwendeten Netze und Zeitschritte ist in Tabelle 6.2 dargestellt. Trotz höherer Ge-
schwindigkeiten handelt es sich ebenfalls um eine laminare Strömung. Die räumli-
chen Terme sindmit einem Stromaufwärts-Verfahren zweiter Ordnung diskretisiert.
Insgesamt werden für das instationäre Zeitschrittverfahren auf jedemNetz für jeden
Zeitschritt zehn Perioden gerechnet.
Nr. Abkürzung Zell-anzahl physikalischer Zeitschritt (10
−3 s)
1 grob 8.800 10 4 2 1 0, 5 0, 25
2 mittel 12.950 4 2 1 0, 5 0, 25 0, 125
3 fein 35.200 2 1 0, 5 0, 25 0, 125 0, 0625
4 sehr fein 100.000 0, 5 0, 25 0, 125 0, 0625





6.1.2 Berechnungen mit Zeitschrittverfahren
Nachfolgend werden die Ergebnisse des Zeitschrittverfahrens analysiert. Zunächst
wird das Strömungsfeld betrachtet. In Abbildung 6.2 ist das Geschwindigkeitsfeld
zur Zeit t = 0 s auf dem mittleren Netz im eingeschwungenen Zustand dargestellt.
Es treten Geschwindigkeiten bis zu u = 5 m/s auf. Hinter dem Profil sind noch die
Ablösewirbel zu sehen. Durch die geringe Geschwindigkeit in x1-Richtung bildet
sich hinter dem Profil eine Rezirkulationszone aus. Die auftretenden Strömungs-
strukturen sind im Vergleich zu der Strömung um das Profil aus Abschnitt 5.2.2
komplexer. Im Hinblick auf die späteren zeitspektralen Rechnungen ist zu klären,
wie viele Harmonische zur Abbildung der Strömung ausreichend sind.
Abbildung 6.2: Geschwindigkeitsfeld zur Zeit t = 0 s am NACA0012-Profil ange-
regt mit drei Frequenzen
Es werden die Abweichungen durch die zeitliche und räumliche Diskretisierung
untersucht. Die Zeitdiskretisierung nutzt ein Verfahren zweiter Ordnung mit unter-
schiedlichen Zeitschritten. Vier Netze werden zur Analyse des räumlichen Fehlers
betrachtet. Die Bewertung der Zeitschritte und Netze erfolgt mittels des Impulsin-
tegrals des Auftriebsbeiwertes Ĉl. Die integrale Größe Ĉl ist für alle Netze über die
Zeitschritte in Abbildung 6.3 dargestellt.
Für jede Netzauflösung laufen die Ĉl-Werte mit abnehmendem Zeitschritt zusam-
men und die Abweichung ist hierbei kleiner 1 %. Die Abweichungen durch die
zeitliche Diskretisierung sind dadurch quantifiziert und die Simulationsergebnisse
können als Referenz für die zeitspektralen Berechnungen dienen.
Zur Bewertung der räumlichen Fehler werden nur die Werte der kleinsten Zeit-
schritte betrachtet. Bei ausreichend kleinem Zeitschritt sind die Abweichung zwi-
schen den Ĉl-Werten auf dem feinen und dem sehr feinen Netz vernachlässigbar.
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Abbildung 6.3: Links: Impulsintegral des Auftriebsbeiwertes über den physika-
lischen Zeitschritt für alle Netzstufen; Rechts: Impulsintegral des
Auftriebsbeiwertes für den jeweils kleinsten Zeitschritt über die An-
zahl an KV
Die Unterschiede in Ĉl zwischen dem groben und mittleren Netz zu den Ergebnis-
sen auf dem feinen und dem sehr feinen Netz sind höher. Die maximale Abwei-
chung ergibt sich zwischen dem mittleren und dem sehr feinen Netz und liegt bei
6 %. Die Abweichungen der räumlichen Diskretisierung sind daher nur auf dem
feinen und sehr feinen Netz vernachlässigbar.
Nachdem die Abweichungen durch die räumliche und zeitliche Diskretisierung be-
wertet wurden, wird nun analysiert, wann ein eingeschwungener Zustand erreicht
ist. Die zehnte Periode der integralen Größe Ĉl wird als Referenzwert festgelegt und
die Abweichungen zu den anderen Perioden berechnet. Dieser Sachverhalt ist in
Abbildung 6.4 dargestellt.
Die relative Abweichung ist über die Perioden aufgetragen. Eine Abweichung klei-
ner 1 % wird auf dem sehr feinen Netz nach neun Perioden, auf dem feinen Netz
nach sechs, auf dem mittleren Netz nach drei und auf dem groben Netz bereits
nach zwei Perioden erreicht. Diese Unterschiede in der Einschwingzeit ergeben sich
durch numerische Diffusion. Eine höhere Netzauflösung führt zur Auflösung fein-
skaliger Strukturen. Diese erhöhen die Einschwingdauer.
In Abbildung 6.5 sind die Fourier-Koeffizienten des Auftriebs- und Widerstands-
beiwertes zu sehen. Die Verteilung der Moden und deren Amplituden sind auf allen
Netzen ähnlich. Beide Kenngrößen enthalten mehrere Harmonische der Grundfre-
quenz. Bei demWiderstandsbeiwert sind hohe Amplituden bis zur sechstenHarmo-
nischen zu sehen. Im Gegensatz dazu weist der Auftriebsbeiwert nur in den ersten
drei Harmonischen hohe Amplituden auf. Die Frequenzen f = [0; 1; 2; 4; 6; 12]Hz
sind über die Buchstaben a-f) gekennzeichnet. Bei diesen Frequenzen werden die












grob mittel fein sehr fein
Abbildung 6.4: Relative Abweichung von Ĉl auf allen Netzen über zehn Perioden
für das NACA0012-Profil mit mehreren Anregungsfrequenzen




































grob mittel fein sehr fein
Abbildung 6.5: FFT des Auftriebs- und Widerstandsbeiwertes für das NACA0012-
Profil angeregt mit drei Frequenzen
Die reellen und imaginären Teile des Betrags der Geschwindigkeit für die oben ge-
nannten Moden sind in Abbildung 6.6 visualisiert. Bei der nullten Mode handelt
es sich um die zeitlich-gemittelte Strömung, daher ist für diese Mode nur der Real-
teil zu sehen. In Übereinstimmung mit der FFT der Beiwerte zeigt Abbildungen 6.6
a)-f), dass zur Repräsentation des Strömungsfeldes eine hohe Anzahl an Moden er-
forderlich ist. Vor allem im Abströmbereich tritt ein breites Frequenzspektrum auf.




6.1 Oszillierendes NACA0012-Profil angeregt mit drei Frequenzen
a)
Realteil f = 0 Hz
b)
Imaginärteil f = 1 Hz Realteil f = 1 Hz
c)
Imaginärteil f = 2 Hz Realteil f = 2 Hz
d)
Imaginärteil f = 4 Hz Realteil f = 4 Hz
e)
Imaginärteil f = 6 Hz Realteil f = 6 Hz
f)
Imaginärteil f = 12 Hz Realteil f = 12 Hz
Abbildung 6.6: Imaginär- und Realteil des Betrags der Geschwindigkeit der einzel-
nen Moden auf dem mittleren Netz für das NACA0012-Profil ange-




6.1.3 Berechnungen mit zeitspektralen Verfahren
Die instationäre Strömung um das oszillierende Profil wird nun mit dem GMRES-
DILU-PETSc-Löser mit einer Anzahl von drei bis zwölf Harmonischen nachgerech-
net. Zusätzlich dazu wird eine Stichprobe mit 20 Harmonischen berechnet. Auf
dem mittleren und feinen Netz werden die Unterrelaxationsfaktoren in der Im-
pulsgleichung zu αu = 0, 5 gesetzt. In Abbildung 6.7 sind die Strömungsfelder
des Zeitschrittverfahrens und der zeitspektralen Rechnungen zur Zeit t = 0 s mit
N = [4; 7; 11] zu sehen.
Abbildung 6.7: Betrag der Geschwindigkeit des Zeitschrittverfahrens und der zeit-
spektralen Rechnungen zur Zeit t = 0 s für das NACA0012-Profil
angeregt mit drei Frequenzen
Die Analyse der Strömungsmoden in Abbildung 6.6 zeigte deutlich, dass auch bei
der 12. Harmonischen noch hohe Amplituden im Strömungsfeld hinter dem Profil
zu finden sind. Dies wird auch in Abbildung 6.7 deutlich. Hier sind die Geschwin-
digkeitsfelder dreier zeitspektraler Rechnungen und einer Rechnungmit Zeitschritt-
verfahren gegenübergestellt. Bei den Ergebnissen der Zeitschrittverfahren zeigt sich
direkt an der Abströmkante des Profils eine Rezirkulationszone. Diese Zone an der
Hinterkanten ist mit geringer Anzahl Harmonischer nur teilweise aufgelöst. Die An-
regung mit drei Frequenzen führt außerdem zu einem breiten Spektrum an Moden
96
https://doi.org/10.24355/dbbs.084-202005041341-0
6.1 Oszillierendes NACA0012-Profil angeregt mit drei Frequenzen
im Abströmbereich. Mit zunehmender Anzahl an Harmonischen nähert sich die Ge-
schwindigkeitsverteilung den Ergebnisse aus dem Zeitschrittverfahren.
Nun werden die Auftriebs- cl und Widerstandsbeiwerte cd am Profil betrachtet. Die
Ergebnisse der Rechnungen mit Zeitschrittverfahren und den zeitspektralen Ver-
fahren zeigt Abbildung 6.8. Für eine übersichtlichere Darstellung sind hier nur die































URANS TSM4 TSM7 TSM11 TSM20
Abbildung 6.8: Gegenüberstellung des Auftriebs- und Widerstandsbeiwertes für
das mittlere und feine Netz bei räumlicher Diskretisierung zweiter
Ordnung für eine Anzahl von N = [4; 7; 11; 20] Harmonischen
berechnet mit einem zeitspektralen Löser und einem Zeitschrittver-




Die Kennwerte sind für das mittlere und feine Netz über den Anstellwinkel auf-
getragen. Die Ergebnisse aus TSM und dem Zeitschrittverfahren haben ähnliche
Verläufe des Auftriebsbeiwertes. Beim Widerstandsbeiwert zeigen sich signifikante
Abweichungen zwischen dem zeitspektralen Löser mit vier Harmonischen und den
Zeitschrittverfahren. Bei sieben und elf Harmonischen liegen die Verläufe beider
Kennwerte dicht beieinander. Die beste Abbildung der Ergebnisse der Zeitschritt-
verfahren wird mit der TSM mit elf Harmonischen erreicht. Auf dem feinen Netz
zeigen sich jedoch auch bei elf Harmonischen noch Unterschiede, z.B. im Auftriebs-
beiwert bei γ = 10 ◦. Der Verlauf des Auftriebs- und Widerstandsbeiwertes auf
dem feinen Netz kann erst mit der Stichprobe mit 20 Harmonischen abgebildet wer-
den.
Die Unterschiede werden über eine Betrachtung der relativen Abweichung �rel zwi-
schen Zeitschrittverfahren und der TSM weiter quantifiziert. Die Abweichung ist
in Abbildung 6.9 über die Anzahl an Harmonischen aufgetragen. Nur die zeitspek-
tralen Rechnungen mit N = [4; 7; 11] Harmonischen erreichen ein äußeres Resi-
duum kleiner 1e−6. Alle anderen Rechnungen erreichen das zuvor definierte Kon-
vergenzkriterium nicht. Zur Gegenüberstellung der relativen Abweichung können
dennoch alle zeitspektralen Rechnungen genutzt werden, da die Beiwerte konver-
gieren. Mit zunehmender Anzahl an Harmonischen reduziert sich die relative Ab-
weichung. Erst bei der Stichprobe von 20 Harmonischen werden Abweichungen
unterhalb von 1 % erreicht. Für Berechnungsfälle mit mehreren Anregungsfrequen-
zen sind wesentlich mehr Harmonische zur korrekten Repräsentation der Beiwerte
und des Strömungsfeldes notwendig als bei nur einer Anregungsfrequenz.


















mittleres Netz feines Netz
Abbildung 6.9: Relative Abweichung zwischen dem Zeitschrittverfahren und der




6.1 Oszillierendes NACA0012-Profil angeregt mit drei Frequenzen
Abschließend werden noch die Rechenzeiten gegenübergestellt. Nur die zeitspek-
tralen Simulationen, die das Konvergenzkriterium erreichten, werden dafür heran-
gezogen. In Abbildung 6.10 ist das Verhältnis der Rechenzeit des Zeitschrittverfah-
rens zu der Rechenzeit der TSM in Abhängigkeit der Harmonischen zu sehen. Bei
sieben Harmonischen benötigt die zeitspektrale Rechnung die Hälfte an Rechenzeit
gegenüber dem Zeitschrittverfahren. Ein Break-Even in der Berechnungszeit errei-
chen TSM und das Zeitschrittverfahren voraussichtlich bei zwölf Harmonischen.



























Abbildung 6.10: Verhältnis der Rechenzeit von TSM zu URANS mit Δt = 2, 5e−4 s
auf demmittleren Netz in Abhängigkeit der Harmonischen für das
NACA0012-Profil mit drei Frequenzen
In diesem Abschnitt wurde ein Strömungsproblem mit höheren Moden berechnet.
Bei der Berechnung der integralen Kennwerte können die zeitaufgelösten Verläu-
fe auch mit geringen Harmonischen gut abgebildet werden. Bis zur zwölften Har-
monischen ist ein Rechenzeitgewinn der TSM gegenüber dem Zeitschrittverfahren
nachweisbar. Um jedoch komplexe Strömungsstrukturen im Strömungsfeld abzu-
bilden, sind mehr Harmonische notwendig. Die Ergebnisse lassen darauf schließen,
dass ein Effizienzgewinn eventuell nicht mehr gegeben ist. Die Anzahl an Harmoni-
schen muss in Abhängigkeit des Problemfalls, der Fragestellung und über die An-
forderungen an die Berechnungsqualität definiert werden. Wenn bei unbekannten
Strömungen nicht abgeschätzt werden kann, wie viele Harmonische benötigt wer-
den, müssen im Vorfeld Berechnungen mit Zeitschrittverfahren durchgeführt wer-





6.2 Propeller in Scherströmung
Die in diesem Kapitel gezeigten Ergebnisse wurden teilweise bereits von Baumbach
und Stück [13] veröffentlicht.
6.2.1 Modellaufbau
Nun wird ein Propeller in Scherströmung berechnet. Der Propeller besteht aus vier
Flügeln, die gleichmäßig um die Welle angeordnet sind. Die Welle des Propellers
liegt auf der x2-Achse des Koordinatensystems. Der Propeller wird axial mit ei-
nem Geschwindigkeitsprofil angeströmt. Dieses ändert sich in Abhängigkeit der x1-
Koordinate. Durch die Scherströmung resultiert ein oszillierender Zeitverlauf des
Schubs auf dem Propeller. Die axiale Geschwindigkeit u2(x1) ergibt sich nach
u2(x1) = u∞ +
du2
dx1
· x1 m/s. (6.2)
Der Propeller kann über den Fortschrittsgrad J beschrieben werden. Dieser ergibt













Abbildung 6.11: Abbildung des Propellers in Seit- und Frontansicht mit anströmen-
der Geschwindigkeit; Abb. veröffentlicht in [13]
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Das Fluid tritt in x2-Richtung in das Strömungsgebiet ein. Der Propeller dreht sich
um die x2-Achse mit einer konstanten Drehzahl. Die Re-Zahl wird über den Durch-
messer des Propellers berechnet. Alle Kenngrößen für den vorliegenden Berech-
nungsfall sind in Tabelle 6.3 zusammengestellt. Aus der Re-Zahl folgt, dass die Strö-
mung vollturbulent ist. Es wird daher das SA-Turbulenzmodell verwendet.
Parameter Re J du2dx1
Wert 1, 048e6 0,768 1,67
Tabelle 6.3: Berechnungsparameter für den Propeller in Scherströmung
Die Bewegung des Propellers wird als Starrkörperrotation des gesamten Berech-
nungsgebietes umgesetzt. Das Geschwindigkeitsprofil am Eingang ist dabei zeit-
lich konstant. Die Netze sind in dem kommerziellen Programm ANSA von BETA
CAE Systems Version 18.00 erzeugt. Drei Wandschichten zur Auflösung der Geo-
metrie werden eingefügt. Das restliche Rechengebiet wird mit Polyedern unstruk-
turiert vernetzt. Die Berechnung des Strömungsfeldes erfolgt auf einer Netzstufen
mit 309.969 Zellen. Das Netz um den Propeller ist in Abbildung 6.12 zu sehen. Hier
ist sowohl das gesamte Berechnungsgebiet wie auch eine Detailansicht des Netzes
um den Propeller dargestellt.
(a) Übersicht Propellernetz (b) Detail vom Propellernetz
Abbildung 6.12: Vernetzung am Propeller
Zur Diskretisierung der diffusiven Terme werden Stromaufwärts-Verfahren zweiter
Ordnung genutzt. In der Turbulenzgleichung wird der konvektive Term mit einem
Stromaufwärts-Verfahren erster Ordnung approximiert. Für die instationären Rech-





Zur Bewertung der zeitlichen Abweichungen werden Berechnungen mit verschie-
denen CFL-Zahlen durchgeführt. Die Rechnungenwerden von einer stationären Be-
rechnung initialisiert. Die stationäre Berechnung erfolgt im Relativsystem. Bei den
instationären Berechnungen werden insgesamt 15 Perioden berechnet. Eine Auf-
listung der CFL-Zahlen, des physikalischen Zeitschrittes und der Anzahl an Zeit-
schritten pro Periode für die instationären Rechnungen mit Zeitschrittverfahren ist
in Tabelle 6.4 dargestellt. Bei den zeitspektralen Rechnungen werden für die Har-
monischen N = [1; 5; 10; 15; 20; 30; 40] Rechnungen aufgesetzt. Auch diese Rech-
nungen werden von der stationären Lösung initialisiert. Für die äußeren Iterationen
gilt als Abbruchkriterium ein Residuum in der Geschwindigkeit kleiner 1e−5 und
im Druck kleiner 5e−4.
Nr. physikalischerZeitschritt (s) Zeitschritte pro Periode CFL-Zahl
1 4e−5 994 5,2
2 2e−5 1988 2,5
3 1e−5 3977 1,3
4 8e−6 4971 1
5 7e−6 5681 0,9
Tabelle 6.4: Physikalischer Zeitschritt, Zeitschritte pro Periode und CFL-Zahl für
den Propeller in Scherströmung
6.2.2 Berechnungen mit Zeitschrittverfahren
Das eingeschwungene Geschwindigkeitsfeld um den Propeller zur Zeit t = 0 s für
die stationäre, die instationäre Rechnung mit Zeitschrittverfahren und die Unter-
schiede zwischen stationärer und instationärer Rechnung sind in Abbildung 6.13
zu sehen. Die Strömung wird durch die Rotation des Propellers in Drall versetzt.
Durch die Scherströmung am Eintritt kommt es zu einer Ablenkung der Strömung
in x1-Richtung.
Zur Auswertung der Berechnungen wird die dimensionslose Kenngröße des Schub-











6.2 Propeller in Scherströmung
(a) Stationäre Berechnung (b) Instationäre Berechnung
(c) Unterschied zwischen dem Geschwindig-
keitsfeld der stationären und der instatio-
nären Strömung
Abbildung 6.13: Geschwindigkeitsfeld um den Propeller zum Zeitpunkt t = 0 s
wo Δp die Druckdifferenz, n die Drehzahl, D der Durchmesser des Propellers und
A0 die Grundfläche sind. Das Produkt aus Druckdifferenz und Grundfläche wird
auch als Schub bezeichnet.
Die Geschwindigkeitsverteilung am Eintritt hat auch einen Einfluss auf den Schub-
beiwert. Dieser ist nicht konstant über der Zeit, sondern schwingt mit der Blattfolge-
frequenz. In Abbildung 6.14 ist im oberen Teil der Verlauf des Schubbeiwertes aller
Zeitschritte über die gesamte Berechnungszeit aufgetragen. Zusätzlich dazu ist im
unteren Teil auch der Verlauf der Kenngröße in der letzten Periode gezeigt.
Alle Schubbeiwerte berechnet mit unterschiedlichen Zeitschritten sind ähnlich. Bei
Betrachtung der zeitlichen Verläufe tritt bis zu einem Zeitpunkt von t = 0, 05 s ein
Über- und Unterschwingen auf. Danach ist der Mittelwert der Schwingungen kon-
stant. Innerhalb einer Periode treten vier Minima undMaxima im Schubbeiwertver-
lauf auf. Diese sind auf die vier Blätter des Propellers zurückzuführen. Mit abneh-


































Δt = 4e−5 s Δt = 2e−5 s Δt = 1e−5 s
Δt = 8e−6 s Δt = 7e−6 s
Abbildung 6.14: Schubbeiwert über der Zeit für die Propellerströmung
chungen in den Zeitschritten Δt = 8e−6 s und Δt = 7e−6 s über eine Periode liegen
unterhalb von 1 %. Die Berechnung mit Δt = 8e−6 s wird daher als Referenzrech-
nung angesehen.
Im Gegensatz zu den zuvor berechneten Beispielen ist der Einschwingvorgang hier
deutlich ausgeprägter. Um die Periodizität besser zu beurteilen, wird eine integrale
Größe hergeleitet. Der Schubbeiwert cs wird dazu über alle Zeiten und Frequenzen










6.2 Propeller in Scherströmung
Das Impulsintegral Ĉs über alle Perioden ist in Abbildung 6.15 zu sehen. In den
ersten drei Perioden tritt zunächst ein Unter- und Überschwingen der Lösung auf,
bevor sich Ĉs einem konstanten Wert annähert. Nach drei Perioden sind die Abwei-
chungen unterhalb von 1%. Die Lösungwird daher als eingeschwungen angesehen.









Δt = 4e−5 s Δt = 2e−5 s Δt = 1e−5 s
Δt = 8e−6 s Δt = 7e−6 s
Abbildung 6.15: Impulsintegral Ĉs für die Propellerströmung
In Abbildung 6.16 sind die Amplituden des Schubbeiwertes über die Frequenz für
alle Rechnungenmit dem Zeitschrittverfahren aufgetragen. Die Unterschiede in den
Amplituden der einzelnen Rechnungen mit unterschiedlichen Zeitschritten sind ge-
ring. Die Amplitude der nullten Mode fällt am höchsten aus. Die zeitlich-gemittelte
Strömung überwiegt bei dem vorliegenden Berechnungsfall. Bei der Grundfrequenz
f = 25, 146 Hz sind keine Peaks im Spektrum zu sehen. Allerdings treten bei den
Harmonischen der Blattfolgefrequenz, welche sich aus der Grundfrequenz multi-
pliziert mit der Flügelanzahl ergibt, hohe Amplituden auf. Ab f = 500 Hz sind
die Amplituden des Schubbeiwertes deutlich abgeklungen. Es ist zu prüfen, ob 20
Harmonische ausreichend sind, die Strömung gut wiederzugeben.


















Δt = 4e−5 s Δt = 2e−5 s Δt = 1e−5 s
Δt = 8e−6 s Δt = 7e−6 s




Zusätzlich zu den Fourier-Koeffizienten der Schubbeiwerte werden auch dieModen
im gesamten Strömungsfeld untersucht. In Abbildung 6.17 a)-d) sind der Real- und
Imaginärteil des Geschwindigkeitsbetrags für die Frequenzen f = [0; 25; 100; 200]
Hz zu sehen. Die Buchstabenbezeichnung erfolgt analog zu der Kennzeichnung von
Abbildung 6.16.
a)
Realteil f = 0 Hz
b)
Imaginärteil f = 25 Hz Realteil f = 25 Hz
c)
Imaginärteil f = 100 Hz Realteil f = 100 Hz
d)
Imaginärteil f = 200 Hz Realteil f = 200 Hz
Abbildung 6.17: Imaginär- und Realteil des Betrags der Geschwindigkeit der einzel-
nen Moden für den Propeller in Scherströmung
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Die höchsten Geschwindigkeiten treten bei der nullten Mode auf. Auch die Mo-
dalanalyse des gesamten Strömungsfeldes zeigt, dass die Amplituden der höheren
Moden f = [100; 200; ...] Hz im Vergleich zu der Amplitude der nullten Mode ge-
ring sind. Die Amplitude der zeitlich-gemittelten Hauptströmung, welche durch die
nullte Mode gegeben ist, überwiegt daher gegenüber den Amplituden der höheren
Moden, d.h. die Unterschiede zwischen der zeitlich-gemittelten Strömung und der
instationären Strömungen sind klein (vgl. auch Abbildung 6.13). Durch die Scher-
strömung zeigt sich keine Symmetrie der Moden im Abströmfeld. Hohe Ampli-
tuden sind an den Blättern und der Propellerspitze zu sehen. In beiden Bereichen
kommt es zu Ablösungen. Diese wechselwirken stromabwärts und die Moden im
Abströmfeld entstehen.
Abschließend sind in Abbildung 6.18 die Rechenzeiten für eine Periode der Propel-
lerströmung gegeben. Die Rechenzeit steigt mit abnehmendem Zeitschritt, da mehr
äußere Iterationen notwendig sind.












Abbildung 6.18: Rechenzeit pro Kern für das Zeitschrittverfahren für den Propeller
in Scherströmung
6.2.3 Berechnungen mit zeitspektralen Verfahren
Nun werden die Ergebnisse der zeitspektralen Rechnungen ausgewertet. Der zeit-
liche Verlauf des Schubbeiwertes ist für alle Anzahlen an Harmonischen in der Ab-
bildung 6.19 zu sehen. Zusätzlich zu den zeitspektralen Ergebnissen sind das Er-
gebnis aus der stationären Rechnung und der instationäre Verlauf des Zeitschritt-

















RANS URANS TSM N = 1
TSM N = 5 TSM N = 10













RANS URANS TSM N = 15
TSM N = 20 TSM N = 30 TSM N = 40
Abbildung 6.19: Schubbeiwert des Propellers berechnet mit TSM für die Anzahl an
Harmonischen N = [1; 5; 10; 15; 20; 30; 40] und die Ergebnisse
des Zeitschrittverfahrens und der stationären Rechnung; Abb. ver-
öffentlicht in [13]
Bei der stationären Berechnung wird der Schubbeiwert überschätzt, da die instatio-
nären Wechselwirkungen zwischen den einzelnen Schaufelkanälen und der Scher-
strömung nicht abgebildet werden können. Auch bei der TSM mit einer Harmoni-
schen fällt der gemittelte Schubbeiwert über der Periode höher aus. Der Zeitverlauf
wird außerdem nicht getroffen. Erst mit fünf Harmonischen wird der Zeitverlauf
im Trend abgebildet. Nun sind auch die vier Peaks im Schubbeiwert resultierend
aus der Scherströmung und der Strömung in den vier Schaufelkanälen zu sehen.
Die Amplituden des Schubbeiwertes entsprechen jedoch immer noch nicht dem
Referenzergebnis des Zeitschrittverfahrens. Mit zunehmender Anzahl an Harmo-
nischen nähert sich der zeitliche Verlauf den Ergebnissen aus dem Zeitschrittver-
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fahren. Ein deutlicher Unterschied im Schubbeiwertverlauf ist zwischen den TSM-
Ergebnissen mit N = 30 und N = 40 Harmonischen zu sehen. Mit N = 40 Har-
monischen reduziert sich die Amplitude. Der Verlauf des Schubbeiwertes ähnelt
auch mehr dem Ergebnis aus dem Zeitschrittverfahren. Dennoch treten auch hier
über den Zeitverlauf maximale Abweichungen im Schubbeiwert von 4 % auf. Der
Zeitaufwand mit 40 Harmonischen ist bereits deutlich über dem Aufwand mit dem
Zeitschrittverfahren, daher wird keine Stichprobe mit mehr Harmonischen durch-
geführt.
Die absoluten Residuen der äußeren Druckkorrektur-Iterationen aller zeitspektraler
Rechnungen sind in Abbildung 6.20 zu sehen.














TSM N = 1 TSM N = 5 TSM N = 10














TSM N = 15 TSM N = 20 TSM N = 30
Abbildung 6.20: Residuen (L1-Norm) der äußeren Druckkorrektur-Iterationen für
die zeitspektralen Rechnungen für den Propeller
Die zeitspektralen Rechnungen sind mit einem Unterrelaxationsfaktor von αu = 0, 5
durchgeführt. Für 30 und 40 Harmonische musste der Unterrelaxationsfaktor auf
αu = 0, 3 reduziert werden. In keiner Rechnung werden Residuen kleiner 1e−5 er-




zu beobachten, danach erreichen die Verläufe ein Plateau und die Residuen fallen
nicht weiter. Dies ist bei den Verläufen mit einer und fünf Harmonischen nicht der
Fall. Die Anzahl an Harmonischen ist aber zu gering, um den zeitlichen Verlauf zu
repräsentieren. Dies ist auch im Residuenverlauf beobachtbar. Nachdem die Resi-
duen ein Plateau erreicht haben, führt auch eine erhöhte Anzahl an Iterationen zu
keiner weiteren Reduzierung in den Residuen. Die Gegenüberstellung der Rechen-
zeiten findet daher bei 1000 Iterationen statt. Die Residuen mit 30 Harmonischen
fallen langsamer, da der Unterrelaxationsfaktor reduziert ist. Dieser ist daher auch
nicht in der Gegenüberstellung der Rechenzeiten enthalten.
Abbildung 6.21 zeigt das Verhältnis der Rechenzeit von TSM zu Zeitschrittverfah-
ren in Abhängigkeit der Harmonischen. Die Rechenzeit der zeitspektralen Verfah-
ren wird für 1000 Iterationen evaluiert. Bei den Zeitschrittverfahren beinhaltet die
Rechenzeit drei Perioden, da erst danach ein periodischer Zustand erreicht wird.
Die Rechnungen für Zeitschrittverfahren und TSM fanden auf 16 Kernen statt. Der
Break-Even von dem Zeitschrittverfahren und TSM ist bei fünf Harmonischen er-
reicht. Bei einer höheren Anzahl an Harmonischen ist die TSM langsamer als das
Zeitschrittverfahren. Mit fünf Harmonischen werden die Amplituden im zeitlichen
Verlauf des Schubbeiwertes jedoch nicht getroffen.



























Abbildung 6.21: Verhältnis der Rechenzeit von TSM zu URANS mit Δt = 8e−6 s
in Abhängigkeit der Harmonischen für den Propeller in Scherströ-
mung
Dieser Abschnitt zeigt, dass der zeitspektrale Löser auch zur Berechnung von Strö-
mungsmaschinen geeignet ist. Die Ergebnisse mit TSM mit wenigen Harmonischen
können den zeitlichen Mittelwert des Schubbeiwertes besser wiedergeben als sta-
tionäre Verfahren. Allerdings kann der instationäre Verlauf des Schubbeiwertes erst
über eine höhere Anzahl an Harmonischen abgebildet werden. In diesem Fall ist
kein Rechenzeitgewinn gegenüber Zeitschrittverfahren nachweisbar. Es bleibt da-
her in Abhängigkeit des Berechnungsfalls und der Problemstellung zu prüfen, ob






Abschließend wird der zeitspektrale Löser auf seine Sensitivität hinsichtlich der
Netzeigenschaften untersucht. Dazu werden Berechnungen auf strukturierten Net-
zen unterschiedlicher Seitenverhältnisse, auch Aspect Ratio (AR) genannt, durchge-




· |ax|+ |ay|+ |az|
V2/3
, (6.7)
wo ax, ay, az die Flächen des Begrenzungsrechtecks eines KVs sind und V das Volu-
men eines KVs ist. Bei einem Seitenverhältnis von AR = 1 hat das KV eine Würfel-
Form. Mit zunehmendem Seitenverhältnis wird das KV gestreckt. Vor allem im Be-
reich von Randschichten sind oftmals hohe Seitenverhältnisse zu finden. Bülow,
Venkateswaran und Merkle [14] und Diskin und Thomas [21] zeigen, dass das Sei-
tenverhältnis die Konvergenzeigenschaften negativ beeinflussen kann. Es wird die
Hypothese untersucht, dass die Steifigkeit des linearen Systems aufgrund hoher AR
vor allem beim zeitspektralen Verfahren zu schlechteren Konvergenzeigenschaften
führt. Dies begründet sich darauf, dass beim zeitspektralen Löser die Konditio-
nierung der linearen Systemmatrix wegen dem zeitspektralen Quellterm ohnehin
schlechter gegenüber Zeitschrittverfahren ist und durch die hohen Nebendiagonal-
einträge der konvektiven Terme in den gestreckten Zellen es zusätzlichen zu einer
Verschlechterung der Konvergenzeigenschaften kommt. Das bedeutet, dass bei der
Verwendung eines zeitspektralen Verfahrens engere Netzqualitätskriterien anzuset-
zen sind als bei Verwendung eines Zeitschrittverfahrens.
Die Untersuchung erfolgt anhand einer Ventilschwingung in Wasser. In strömungs-
mechanischen Bauteilen werden oftmals Ventile eingesetzt. Diese werden genutzt,
um den Durchfluss zu sperren und zu regeln. Neben Kugelventilen treten auch
Lamellen- oder Nadelventile auf. Die Ansteuerungsart der Ventile ist ebenfalls ab-
hängig von der spezifischen Aufgabe. Oftmals werden selbstbetätigende Ventile im
Strömungsmaschinenbau verwendet, da diese kostengünstig und einfach umsetz-
bar sind. Flatterventile öffnen selbstständig bei entsprechend anliegendem Druck.
BeimÖffnen des Ventils findet durch das Ausströmen des Fluids ein Druckausgleich
vor und hinter dem Ventil statt. Die Bewegung des Ventils erfolgt meist periodisch
in Eigenfrequenz des Ventils. Die Ventilschwingung stellt eine besondere Heraus-
forderung an strömungsmechanische Berechnungen dar, da die Schwingungen auf
kleinen Zeitskalen erfolgen und große Änderungen im Druck und der Geschwin-
digkeit beim Öffnen bzw. Schließen des Ventils auftreten.
Die Abmessungen des Berechnungsgebietes und des Ventils für die nachfolgenden
Untersuchungen sind in Abbildung 6.22 dargestellt. Das Fluid strömt über einen




Zur Regelung des Volumenstroms werden beide Kammern durch ein Lamellenven-
til voneinander getrennt. Eine komplette Schließung des Ventils kann nicht realisiert
werden, da ein Löschen der KV nicht möglich ist. Aufgrund des Deformationsansat-
zes kann ein minimaler Spalt von 1e−4 mm zwischen Ventil und Gehäuse realisiert






















Abbildung 6.22: Berechnungsgebiet für die Ventilschwingung
In der Rechnung ist eine feste Geschwindigkeit am Austrittsrand gesetzt. Am Ein-
trittsrand wird ein fester, relativer Druck gesetzt und die Geschwindigkeit über eine
Null-Gradienten-Randbedingung berechnet. Die Verschiebungsfunktion des Ventils
ist mit




gegeben. Hier ist die Amplitude mit a gegeben, die Frequenz f wird auf die redu-
zierte Frequenz fr zurückgeführt und die Re-Zahl wird aus dem einströmenden Vo-
lumenstrom in den kleinen Zylinder und aus der Querschnittbohrung oberhalb des
Ventils berechnet. Die Parameter für den Berechnungsfall sind Tabelle 6.5 zu ent-
nehmen. Der Fall wird vollturbulent mit dem Spalart-Allmaras-Turbulenzmodell
gerechnet.
Parameter a (mm) Re fr
Wert 0, 2 207.000 4, 62
Tabelle 6.5: Berechnungsparameter für die Ventilschwingung
Um den verschiedenen physikalischen Skalen gerecht zu werden, wird für das Zeit-
schrittverfahren ein dimensionsloser Zeitschritt CFL gesetzt. Der physikalische Zeit-
schritt wird über CFL = u·ΔtΔx berechnet. Dieser ist also bei kleinen Öffnungswinkeln
kleiner, da im geschlossenen Zustand des Ventils die Geschwindigkeit hoch und die
KV klein sind. Während bei voller Öffnung große Zeitschritte genutzt werden. Die
CFL-Zahl kann Werte von CFL = [5; 10; 20] annehmen. Die Zeitableitung wird
mit einem BDF-Verfahren zweiter Ordnung diskretisiert. Die Rechnungen mit dem
zeitspektralen Löser werden für eine Anzahl von N = [5; 10; 15; 20] Harmoni-
schen durchgeführt. Für die Analysen wird der Unterrelaxationsfaktor der zeitspek-
tralen Rechnungen in der Impulsgleichung zu αu = 0, 5 gesetzt. Zur Diskretisierung
der räumlichen Terme wird ein Stromaufwärts-Verfahren zweiter Ordnung mit Be-
schränkung des Gradienten verwendet [70]. Die äußeren Iterationen des Zeitschritt-
verfahrens werden abgebrochen, wenn das Residuum im Druck kleiner 1e−5 und
in der Impulsgleichung kleiner 1e−6 ist.
Die Vernetzung des Gebietes erfolgt vollstrukturiert in der Software ANSYS ICEM
CFD. Dies erlaubt eine einfache Einstellung der Seitenverhältnisse in den Zellen.
Es werden zwei unterschiedliche Netzstufen untersucht. Das grobe Netz enthält
248.250 Zellen und das feine Netz 1.986.000 Zellen. In den beiden Ausgangsnetzen
liegen die Seitenverhältnisse unter 1000. Das feine Netz dient ausschließlich zur Be-
wertung der räumlichen Abweichungen. Auf Basis des groben Netzes wird ein Netz
mit höheren Seitenverhältnissen erstellt. Eine Übersicht aller Netze ist in Tabelle 6.6
zu sehen.
Nr. Bezeichnung Abkürzung Anzahl der KV CFL-Zahl
1 Grobes Netz AR-Verteilung 0 Grob_AR0 248.250 5 10 20
2 Grobes Netz AR-Verteilung 1 Grob_AR1 277.450 5 10 20
3 Feines Netz AR-Verteilung 0 Fein_AR0 1.986.000 5 10 20




In Abbildung 6.23 ist die Verteilung der Seitenverhältnisse in den beiden groben
Netzen dargestellt. Die größten Seitenverhältnisse treten im Bereich des Ventils auf.
Das restliche Berechnungsgebiet ist vorrangig mit AR <= 200 vernetzt.

























































Abbildung 6.23: Verteilung der Seitenverhältnisse im groben Netz
Das Ventil oszilliert starr in axialer Richtung. Bei der Verschiebung der Netzknoten
basierend auf der Bewegung der Ränder ist sicherzustellen, dass auch bei starken
Verzerrungen die Netzqualität beibehalten wird und auch nach mehreren Perioden
das Netz noch rechenfähig ist. Die Netzqualität in dünnen Schichten kann durch
die in OpenFOAM R� zur Verfügung stehenden Laplace-Verfahren nicht erhalten
werden [1]. Daher wird für den vorliegenden Berechnungsfall die Bewegung der
Netzpunkte mit einer zusätzlichen Routine analytisch berechnet. In dieser erfahren
die Zellen in der Ventilebene die volle Auslenkung und die Verschiebung der Zellen
an den festen Wänden ist Null. Zwischen dem Ventil und den restlichen Wänden
wird eine lineare Verteilung für die Verschiebung der KV-Punkte verwendet. Dieses
Vorgehen ist auch bekannt als Transfinite-Interpolation. Diese Verschiebungsfunk-
tion ändert nur die x1-Koordinate der Netzpunkte. Das bedeutet, dass alle KV im
Berechnungsgebiet mitbewegt werden. Der Verschiebungsfaktor für jedes KV wird
zu Beginn des Löseraufrufs als festes Feld hinterlegt. In Abbildung 6.24 sind die Ver-
schiebungsfaktoren für das Ventilnetz für das gesamte Rechengebiet auf der linken
Seite und für einen kleinen Ausschnitt auf der rechten Seite zu sehen.
Das Netz bei minimaler und maximaler Auslenkung ist in Abbildung 6.25 zu erken-




Abbildung 6.24: Verschiebungsfaktor für die einzelne Netzknoten für die Ventil-
schwingung
(a) Übersicht Ventilnetz
(b) Ventil vollständig geöffnet (c) Ventil vollständig geschlossen




6.3.2 Berechnungen mit Zeitschrittverfahren
ZumZeitpunkt t = 9, 375e−4 s ist das Ventil geschlossen. Diemaximale Auslenkung
ist bei t = 0 s erreicht. Bei Schließung des Ventils liegt ein hoher Druckunterschied
zwischen beiden Kammern vor. Mit Öffnung des Ventils wird dieser kontinuierlich
abgebaut. In Abbildung 6.26 ist das Ventil halb geöffnet zu sehen. Die Stromlinien
sind in der Geschwindigkeitsamplitude und das Ventil im Druck koloriert. Es zeigt
sich, dass die größten Belastungen am Ventil direkt unterhalb der zylindrischen Öff-
nung anliegen. Dort trifft das Fluid auf und wird um 90 Grad umgelenkt. Durch
den kleinen Spalt zwischen Einlass und Ventil wird das Fluid auf bis zu 450 m/s
beschleunigt, bevor es wieder in Richtung des Ausgangs gelenkt wird.
Abbildung 6.26: Druckverteilung auf dem Ventil und Stromlinienverlauf im Berech-
nungsgebiet zum Zeitpunkt t = 9, 375e−4 s
Für die Gegenüberstellung aller Rechnungen wird die Axialkraft auf dem Ventil
über der Zeit aufgetragen. Zunächst werden nur die Ausgangsnetze mit einem Sei-
tenverhältnisse AR < 1000 betrachtet. Abbildung 6.27 zeigt die Axialkraft über der
Zeit für eine Periode. Insgesamt sind zehn Perioden berechnet worden.

















Grob_AR0 CFL = 5 Grob_AR0 CFL = 10 Grob_AR0 CFL = 20
Fein_AR0 CFL = 5 Fein_AR0 CFL = 10 Fein_AR0 CFL = 20




Bei vollständig geschlossenem Ventil resultieren im groben Netz maximale Kräfte
von 1900 N. Es sind nur kleine Abweichungen in der maximalen Axialkraft bei un-
terschiedlichen CFL-Zahlen zu sehen. Die maximale Axialkraft auf dem feinen Netz
ist um 5, 3 % geringer als auf dem groben Netz.
Eine Untersuchungmehrerer Perioden zeigt, dass bereits nach zwei Schließungsvor-
gängen die Strömung eingeschwungen ist. Der Unterschied der Axialkraft zwischen
der ersten und zweiten Periode liegt unterhalb von 2 %. Die Rechenzeiten für eine
Periode pro Kern sind in Abhängigkeit der CFL-Zahl in Abbildung 6.28 dargestellt.



















Abbildung 6.28: Übersicht der Netzstufen, der CFL-Zahlen und der Rechenzeit pro
Kern für eine Periode für die Ventilschwingung
Die Zeitschritte in der Berechnung werden über die dimensionslose CFL-Zahl ge-
steuert. Daher ergeben sich auf Grund der hohen Anzahl an Elementen und kleiner
Kantenlängen auf dem feinenNetz sehr kleine Zeitschritte. Die Rechenzeiten sind so
um ein Vielfaches höher als auf dem groben Netz. Die Ergebnisse vom feinen Netz
werden daher nur zur Abschätzung der Abweichungen aus der räumlichen Diskre-
tisierung herangezogen. Die Studie der Seitenverhältnisse beschränkt sich auf das
grobe Netz. Sowohl auf dem feinen, wie auch auf dem groben Netz gilt als Ab-
bruchkriterium der äußeren Schleife ein Residuum im Druck kleiner 1e−5 und in
der Geschwindigkeit kleiner 1e−6. Diese Kriterien werden auf beiden Netzen er-
reicht.
Anhand der letzten drei Perioden werden die Fourier-Koeffizienten der Axialkraft
ermittelt. Die Koeffizienten sind in Abbildung 6.29 für die Rechnung Grob_AR0 mit
CFL = 5 zu sehen. Es zeigen sich klare Frequenzpeaks bei Vielfachen der Grund-
frequenz f = 800 Hz. Das Verhältnis der Amplitude der 13ten- zur 1ten-Mode liegt
immer noch bei 1 %. Daraus folgt, dass eine höhere Anzahl von Harmonischen not-





















Abbildung 6.29: Fourier-Koeffizienten der Axialkraft auf dem Netz Grob_AR0 bei
CFL = 5
Nun werden die Ergebnisse auf dem groben Netz mit höheren Seitenverhältnissen
untersucht. Bei CFL = [10; 20] brechen die Rechnungen ab. Es werden nur bei ei-
ner CFL-Zahl von fünf Ergebnisse erzielt. Bei diesen Berechnungen zeigt sich im
Vergleich zu den Netzen ohne hohe Seitenverhältnisse, dass innerhalb des Druck-
korrektur-Schrittes mehr lineare Löser-Iterationen benötigt werden. Außerdemwer-
den auch pro physikalischen Zeitschritt mehr Druckkorrektur-Iteration durchlau-
fen. Die steigende Anzahl an Iterationen kann auch anhand der Rechenzeit beob-
achtet werden. In Abbildung 6.30 ist für das Ausgangsnetz Grob_AR0 CFL = 5 und
das Netz mit höheren Seitenverhältnissen Grob_AR1 CFL = 5 die Rechenzeit über
der physikalischen Zeit aufgetragen. Der minimale Spalt zwischen Ventil und Ge-
häuse wird zur Zeit t = 9, 375e−4 erreicht. Bei demNetz Grob_AR1 CFL = 5 erhöht
sich die Rechenzeit stark, vor allem bei minimalem Spalt. Mit Schließen des Ventils
steigt die Geschwindigkeit am Ventil an, daher wird die Zeitschrittweite reduziert.
Da die Zeitschrittweite über die Bedingung Δt = 5·Δxu gesteuert wird, resultieren bei
höheren Seitenverhältnissen kleinere Zeitschrittweiten. Die Rechenzeit des Netzes
mit hohen Seitenverhältnissen steigt daher stärker als die Rechenzeit des Ausgangs-
netzes.



















Grob_AR0 CFL = 5 Grob_AR1 CFL = 5




Die Axialkräfte auf dem groben Netz bei unterschiedlichen Seitenverhältnissen und
auf dem feinen Netz sind in Abbildung 6.31 zu sehen. Die Simulation Grob_AR1
CFL = 5 hat einen geringeren Peak als die Simulation Grob_AR0 CFL = 5. Die
Unterschiede resultieren aus den hohen Seitenverhältnissen am Ventil.

















Grob_AR0 CFL = 5 Fein_AR0 CFL = 10 Grob_AR1 CFL = 5
Abbildung 6.31: Axialkraft auf dem Ventil für höhere Seitenverhältnisse
Ein Ventilschwingen kann zuverlässig mit Zeitschrittverfahren berechnet werden.
Es zeigt sich, dass die Konvergenzeigenschaften von Zeitschrittverfahren sich mit
zunehmenden Seitenverhältnissen reduzieren. Nur bei hinreichend kleinen dimen-
sionslosen Zeitschrittweiten werden Ergebnisse erzielt. Es sind erhebliche Rechen-
zeiteinbußen durch die hohen Seitenverhältnisse in Kauf zu nehmen und es treten
Unterschiede in der maximalen Axialkraft auf dem Netz mit hohen AR gegenüber
dem Ausgangsnetz auf.
6.3.3 Berechnungen mit zeitspektralen Verfahren
Abschließend werden die Ergebnisse des zeitspektralen Lösers betrachtet. In Abbil-
dung 6.32 ist die Axialkraft der zeitspektralen Berechnungen und der Rechnung mit
Zeitschrittverfahren für die Netze Grob_AR0 und Grob_AR1 mit CFL = 5 aufgetra-
gen.
Der zeitliche Verlauf wurde bei den zeitspektralen Verfahren aus den Fourier-Ko-
effizienten berechnet. Auf dem Netz Grob_AR0 ist bei allen zeitspektralen Rech-
nungen über den Zeitverlauf ein deutlicher Peak in der Axialkraft zu sehen. Mit
zunehmender Anzahl an Harmonischer näher sich der Verlauf den Ergebnissen aus








































URANS TSM N=5 TSM N=10
TSM N=15 TSM N=20
Abbildung 6.32: Oben: Axialkraft auf dem Netz Grob_AR0 für herkömmliche Zeit-
schrittverfahren und zeitspektrale Verfahren; Unten: Axialkraft auf
dem Netz Grob_AR1 für herkömmliche Zeitschrittverfahren und
zeitspektrale Verfahren (Alle Rechnungen sind mit einem Unterre-
laxationsfaktor von αu = 0, 5 durchgeführt.)
Auf dem Netz Grob_AR1 zeigt sich ein anderes Bild. Die Funktionsverläufe von
TSM N = 15 und N = 20 zeigen starke Schwankungen.Mit einemUnterrelaxations-
faktor von αu = 0, 5 wird bei den Rechnungen mit 15 und 20 Harmonischen keine
Konvergenz in der Axialkraft erzielt. Auch bei einer Reduzierung des Unterrelaxa-
tionsfaktors auf αu = 0, 3 zeigen sich bei N = [15; 20] keine besseren Ergebnisse.





Zur besseren Vergleichbarkeit aller Rechnungen wird die Axialkraft ka in den Fre-
quenzraum transformiert und anschließend über alle Frequenzen integriert. Das Im-






|ka(t)| e−i2π f tdt d f . (6.9)
Die relativen Abweichungen in dem Impulsintegral zwischen zeitspektralen Rech-
nungen und Zeitschrittverfahren sind in Abbildung 6.33 aufgetragen. Mit zuneh-
mender Anzahl an Harmonischen reduziert sich der Unterschied zwischen Zeit-
schrittverfahren und zeitspektralem Verfahren. Die Abweichungen auf beiden Net-
zen unterscheiden sich jedoch, so ist die Abweichung auf dem Netz Grob_AR1
kleiner als auf dem Netz Grob_AR0. Dies ist zum einen auf die Referenzrechnun-
gen zurück zu führen und zum anderen auf die unterschiedlichen Druckkorrektur-
Residuen, die bei den zeitspektralen Rechnungen auf beiden Netzen erreicht wer-
den. Auch mit 20 Harmonischen treten auf dem Netz Grob_AR0 immer noch Ab-
weichungen von 4 % in der Axialkraft auf. Mit zunehmenden Harmonischen kön-
nen die Abweichungen weiter reduziert werden.








Abbildung 6.33: Relative Abweichung in dem Impulsintegral zwischen den zeit-
spektralen Rechnungen und dem Zeitschrittverfahren für die Ven-
tilschwingung
Zur Beurteilung der Konvergenzeigenschaften werden die Residuenverläufe heran-
gezogen. In Abbildung 6.34 sind diese logarithmisch für die zeitspektralen Rech-
nungen über die äußeren Druckkorrektur-Iterationen aufgetragen.
Die Residuen der einzelnen Rechnungenweisen ähnliche Verläufe auf. Nach 400 Ite-






























TSM N = 5 TSM N = 10 TSM N = 15 TSM N = 20
Abbildung 6.34: Oben: Residuen für die zeitspektralen Rechnungen mit einem Un-
terrelaxationsfaktor αu = 0, 5 auf dem Netz Grob_AR0 für die
Ventilschwingung; Unten: Residuen für die zeitspektralen Rech-
nungen mit einem Unterrelaxationsfaktor αu = 0, 5 auf dem Netz
Grob_AR1 für die Ventilschwingung
insgesamt um drei Größenordnungen. Es zeigt sich auch ein Anstieg des Residu-
umsmit höheren Harmonischen. Die Rechnungmit fünf Harmonischen zeigt in den
ersten 200 Iterationen zudem starke Schwankungen. Das vorgegebene Abbruchkri-
terium, ein äußeres Residuum kleiner 1e−6, wird nicht erreicht. Die Simulationen
werden daher nach 2000 Iterationen abgebrochen und ausgewertet. Danach ist die
Axialkraft an den Zeitinstanzen konstant.
In Abbildung 6.34 im unteren Diagramm sind für alle zeitspektralen Rechnungen
auf demNetz Grob_AR1 die Residuen über die äußeren Iterationen zu sehen. Keiner
der Verläufe erreicht Residuen unterhalb von 1e−2. Vor allem der Verlauf mit 20
Harmonischen liegt deutlich oberhalb der anderen Verläufe. Alle Residuen zeigen




Zuletzt wird noch die Rechenzeit der zeitspektralen Rechnungen den Zeitschritt-
verfahren gegenübergestellt. Hier ist zu beachten, dass es sich dabei nur um einen
Indikator handelt, da die Residuen der zeitspektralen Rechnungen nur um 2−4 Grö-
ßenordnungen reduziert werden konnten. In Abbildung 6.35 ist das Verhältnis der
Rechenzeiten der zeitspektralen Rechnungen zu der Rechenzeit des Zeitschrittver-
fahrens mit CFL = 5 auf dem groben Netz zu sehen. Für die zeitspektralen Rech-
nungen wurde die Rechenzeit für 2000 Iterationen ermittelt. Ein Rechenzeitgewinn
gegenüber Zeitschrittverfahren mit CFL = 5 ist nur bis zu einer Anzahl von sieben
Harmonischenmöglich. Bei CFL = 20 sind die Zeitschrittverfahren um einen Faktor
4, 8 schneller als zeitspektrale Verfahren mit fünf Harmonischen.



























Abbildung 6.35: Verhältnis der Rechenzeit von TSM zu URANS mit CFL = 5 auf
dem groben Netz in Abhängigkeit der Harmonischen für die Ven-
tilschwingung
In diesem Abschnitt wurde anhand einer Ventilschwingung gezeigt, dass der zeit-
spektrale Löser auch komplexe Strömungen hoher Frequenzen auflösen kann. Ei-
ne gute Abbildung der Ergebnisse des Zeitschrittverfahrens ist erst mit vielen Har-
monischen möglich. Daher ist in dem vorliegenden Berechnungsfall kein Rechen-
zeitgewinn gegenüber Zeitschrittverfahren realisierbar. Außerdem wurde die Sen-
sitivität des zeitspektralen Lösers hinsichtlich räumlicher Seitenverhältnisse bewer-
tet. Während erhöhte Seitenverhältnisse mit Zeitschrittverfahren effizient berechen-
bar sind und über zusätzliche Druckkorrektur-Schleifen abgefangen werden, führen
die hohen Seitenverhältnisse im zeitspektralen Löser zu Problemen. Mit zunehmen-
der Anzahl an Harmonischen kann der vorliegende Fall nicht mehr robust berech-
net werden. Hohe Seitenverhältnisse zusammen mit bestimmten Stromaufwärts-
Diskretisierungsverfahren führen zu einer Beschränkung dermaximalen Zeitschritt-
weite und schlechteren Konvergenzeigenschaften [14]. Zusammenmit der zeitspek-
tralen Diskretisierung der Zeitableitung führt dies zu Problemen im linearen Löser.
Die vorliegende Implementierung in OpenFOAM R� ist nicht in der Lage dies ab-
zufangen. Daher muss bei Verwendung des zeitspektralen Lösers gesondert auf die





Ziel der vorliegenden Arbeit war die Entwicklung, Erprobung und Bewertung ei-
nes zeitspektralen Lösers für inkompressible Fluide in dem offenen Strömungs-
löser OpenFOAM R�. Mit diesem Programm ist es möglich viskose, inkompressi-
ble, periodische Strömungen effizient zu lösen. Die instationären Navier-Stokes-
Gleichungen wurden dazu mit der Time Spectral Method diskretisiert und darüber
hinaus wurden unterschiedliche Lösungsstrategien zur Lösung des nichtlinearen,
periodischen Systems untersucht.
DerHauptteil dieser Arbeit gliedert sich in zwei thematische Schwerpunkte. Eswur-
den zum einen unterschiedliche Lösungsstrategien des zeitspektralen Systems ent-
wickelt und diese in den Punkten Berechnungszeit, Parallelisierung, Konvergenz-
verhalten und Speichereffizienz gegenübergestellt. Zum anderen lag der Schwer-
punkt auf der differenzierten Analyse verschiedener periodischer Strömungspro-
bleme. Im Vordergrund stand dabei die Identifizierung der Frequenzanteile im Strö-
mungsfeld und der Abgleich mit den zeitspektralen Ergebnissen.
Zunächst wurden die Time Linearized Frequency Domain Method und die Time
Spectral Method vorgestellt. Die TSM ist geeignet um komplexe Strömungsproble-
me zu lösen und wurde daher in dieser Arbeit weiterverfolgt. Zuerst wurden deren
primäre Eigenschaften untersucht. Anschließend wurde ein Bezug zu den Navier-
Stokes-Gleichungen hergestellt. Darauf folgend wurden Zeitschrittverfahren und
TSM anhand einer einfachen Advektionsgleichung analysiert und die Unterschiede
beider Verfahren dargelegt. In der Gegenüberstellung zeigte sich, dass die Konver-
genzeigenschaften bei der TSM schlechter waren als bei regulären Zeitschrittverfah-
ren. Mit zunehmender Anzahl an Harmonischen und steigender Grundfrequenz re-
duzieren sich die Konvergenzeigenschaften. Auf Basis dieser Betrachtungen wurde
deutlich, dass ein Fokus auf die Vorkonditionierer und linearen Löser des gekoppel-
ten, zeitspektralen Systems zu legen ist.
Auf diese Untersuchungen folgte die Implementierung der TSM in die Lösungs-
verfahren für inkompressiblen Navier-Stokes-Gleichungen. Zur Lösung des nicht-
linearen Systems wurde der SIMPLE-Algorithmus gewählt. Bei diesem werden die
Impulsgleichungen der einzelnen Kollokationspunkte gekoppelt gelöst. Vier unter-
schiedliche Ansätze wurden verfolgt. Im ersten Ansatz wurden alle räumlichen Fel-
der eines Kollokationspunktes zusammen gekoppelt und über ein Jacobi-Verfahren
gelöst. Dies erlaubte eine einfache Implementierung in den vorhandenen Löser, al-
lerdings zeigte der gewählte Ansatz mit zunehmenden Harmonischen eine starke
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Degradierung in den Konvergenzeigenschaften. Daher wurde im zweiten Ansatz
das Impulssystem nach den Kollokationspunkten umsortiert und das System über
ein Block-Gauß-Seidel-Verfahren mit direkter Block-Invertierung gelöst. Dieser An-
satz zeigte bessere Konvergenzeigenschaften, jedoch blieb die Recheneffizienz weit
hinter Zeitschrittverfahren zurück. Im dritten Ansatz wurden alle räumlichen und
zeitlichen Terme in einemMatrixsystem nach den Kollokationspunkten sortiert und
mit einem GMRES gelöst. Die Vorkonditionierung des Systems erfolgte mit einer
diagonal-inkompletten LU-Zerlegung, wo zunächst die zeitspektralen Terme ver-
nachlässigt wurden. Im vierten Ansatz wurden auch die Kopplungsterme im Vor-
konditionierer berücksichtigt. Die Lösung des gekoppelten Impulssystems erfolgte
hier in der externen Bibliothek PETSc.
An die Entwicklung und Implementierung schloss sich die Beurteilung der Ergeb-
nisse der zeitspektralen Methode an. Die Löser wurden anhand von drei einfa-
chen Beispielen getestet und gegenübergestellt. Zum einen wurde eine stationäre
Couette-Strömung berechnet, um den Grenzfall der stationären Strömung mit den
zeitspektralen Lösern zu bewerten. Die Ergebnisse zeigten, dass alle zeitspektralen
Implementierungen die analytische Lösung wiedergeben. Anschließend wurde ei-
ne höhere Anregung am inneren Zylinder vorgegeben und gezeigt, dass mehre-
re Harmonische zur korrekten Abbildung der Ergebnisse der Zeitschrittverfahren
notwendig sind. Im dritten Beispiel wurde die laminare Strömung um ein oszillie-
rendes NACA0012-Profil untersucht. Eine Fourier-Analyse der Ergebnisse der Zeit-
schrittverfahren zeigte, dass durch die Nichtlinearität höhere Frequenzen als nur
die Anregungsfrequenz des Profils auftreten. Dies stimmte auch mit den Ergebnis-
sen der zeitspektralen Berechnungen überein. Mit zunehmender Anzahl an Harmo-
nischen reduzieren sich die Abweichungen zwischen Zeitschrittverfahren und zeit-
spektralen Verfahren. Das zeitspektrale Verfahren zeigt bei geringen Harmonischen
einen Rechenzeitgewinn gegenüber Zeitschrittverfahren. Jedoch erhöht sich mit zu-
nehmenden Harmonischen der Speicheraufwand enorm. Zusätzlich wurde anhand
des dritten Testfalles gezeigt, dass der vollgekoppelte Lösungsansatz am besten für
Anwendungen in der Industrie geeignet ist, da er von allen zeitspektralen Lösern
die höchste Robustheit zeigt.
Im zweiten Teil dieser Arbeit wurden drei komplexere Strömungsphänomene unter-
sucht. Diese umfangreichen Analysen dienten dazu, die Grenzen der zeitspektralen
Methode und mögliche Entwicklungsrichtungen aufzuzeigen. Zunächst wurde das
NACA0012-Profil mit mehreren Frequenzen angeregt und die Strömungsfelder be-
rechnet. Eine Modalanalyse des Strömungsfeldes zeigte die einzelnen Frequenzan-
teile. Vor allem in der Abströmung tauchten komplexe Strukturen hoher Frequenzen
auf. Das Abströmfeld konnte daher erst mit einer hohen Anzahl an Harmonischen
voll ausgebildet werden. Die integralen Kennwerte hingegen waren auch mit we-
nigen Harmonischen gut abbildbar. Es zeigte sich in diesem Fall, dass der Rechen-
zeitgewinn von zeitspektralen Verfahren gegenüber Zeitschrittverfahren abhängig
von der Fragestellung ist. Integrale Kennwerte können effizient mit dem zeitspek-




ist mit Zeitschrittverfahren schneller. Bei dem zweiten Testfall wurde die turbulente
Umströmung eines Propellers in Scherströmung simuliert. Durch die Wechselwir-
kung der einzelnen Schaufeln zeigten sich hohe Vielfache der Grundfrequenz. Zur
Abbildung des Zeitverlaufs des Schubbeiwertes waren mehrere Vielfache der Blatt-
folgefrequenz notwendig. Zuletzt wurde die Sensitivität des zeitspektralen Lösers
hinsichtlich Netzgüte anhand einer Ventilschwingung bewertet. Zunehmende Sei-
tenverhältnisse in den KV führten bei hohen Harmonischen zu schlechteren Kon-
vergenzeigenschaften. Dies war bei Zeitschrittverfahren weniger kritisch.
Zusammenfassend ist festzuhalten, dass ein Rechenzeitgewinn durch zeitspektrale
Löser für einige Anwendungsfälle nachgewiesen werden kann. Der Speicherauf-
wand im Vergleich zu Zeitschrittverfahren erhöht sich mit zunehmenden Harmoni-
schen jedoch deutlich. Die Konvergenzeigenschaften des zeitspektralen Lösers re-
duzieren sich mit hohen Frequenzen, hoher Anzahl von Harmonischen und abneh-
mender Netzgüte, was vor allem bei Industriefällen zu einer Einschränkung der
Nutzbarkeit führt. Grundlegende Untersuchungen der Strömungsstrukturen kön-
nen mit dem zeitspektralen Löser meist nicht erfolgen, da viele Harmonische not-
wendig sind, diese die Rechenzeit stark erhöhen und so kein Rechenzeitgewinn zu
Zeitschrittverfahren zu verzeichnen ist. Allerdings können integrale Kenngrößen,
wie z.B. die Axialkraft, auch mit geringer Anzahl an Harmonischer besser als mit




Die vorliegende Arbeit zeigt das Potenzial als auch die Grenzen für Berechnungen
periodischer, inkompressibler, turbulenter Strömungen mittels der TSM auf. Eine
Weiterentwicklung der Algorithmen wird von der Autorin als sinnvoll bewertet.
Die aktuelle Implementierung des Block-Gauß-Seidel-Verfahrensmit direkter Block-
Invertierung kann dabei als Ausgangspunkt dienen. Hier sind ausführliche Studien
notwendig, um zu prüfen, dass eine Reduzierung der Schleifen über die Defektkor-
rektur und eine andere Implementierung des direkten Lösers zu einer Erhöhung
der Rechenzeiteffizienz führen. Dieser Löser bietet außerdem eine gute Möglich-
keit verschiedene Parallelisierungsstrategien zu verfolgen. Auch eine Anpassung
der Vorkonditionierer und Löser in OpenFOAM R� ist denkbar. Momentan wird die
höchste Recheneffizienz durch Kopplung einer externen Bibliothek erreicht. Eine
Erweiterung der Funktionen und Methoden in OpenFOAM R� führt nach Ansicht
der Autorin zu gesteigerter Effizienz. Innerhalb dieser Arbeit wurden nur die Löser
der Impulsgleichung angepasst. Es zeigt sich jedoch auch eine Zunahme der Löser-
Iterationen der Druckkorrekturgleichung bei steigenden Harmonischen. Auch hier
ist zu klären, ob andere Vorkonditionierer und Löser besser geeignet sind.
Neben den Potenzialen in Numerik und Implementierung der TSM kann auch eine
Kombination der TSM mit adjungierten Systemen erfolgen. Das Adjungiertenver-
fahren zur Formoptimierung hat in den letzten Jahren auch im industriellen Umfeld
enorm an Bedeutung gewonnen. Es ist denkbar, die zeitspektrale Diskretisierung
auch für instationäre, adjungierte Verfahren zu nutzen. Instationäre, adjungierte
Verfahren rechnen in der Zeit rückwärts. Die Strömungsfelder der primalen Rech-
nung müssen daher in festgelegten Abständen gespeichert werden. Bei der TSM
liegt das gesamte zeitliche Feld in Form von Fourier-Koeffizienten vor. Das adjun-
gierte Verfahren kann daher von dem auskonvergierten, periodischen System star-
ten. Die primale Rechnung ist abgeschlossen und ein zusätzliches rückwärtsgerich-
tetes Rechnen entfällt. Ein solches Verfahren kann zur instationären Berechnung von
Wasserpumpen mit dem Ziel Druckpulsationen zu reduzieren genutzt werden.
Neben der adjungierten Optimierung eignet sich die TSM generell als Bestandteil
eines automatisierten Prozesses. Im Pumpenauslegungsprozess werden parametri-
sierte Laufrad- und Spiraldaten auf höchsten Wirkungsgrad optimiert. Der Pum-
penwirkungsgradwird anhand einer stationären 3D-CFD-Simulation imRelativsys-
tem ermittelt. Statt einer stationären Berechnung kann auch mit der TSM gerechnet
werden und neben Wirkungsgrad und Druckdifferenz nach Druckpulsationen bzw.
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