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PREFACE 
The present thesis entitled "Existence of solutions for certain equiUbrium prob-
lems" is an outcome of the studies made by the author at the Department of Math-
ematics, Ahgarh Muslim University, Aligarh, India during the last three years. 
The theory of equilibrium problems has emerged as an interesting and fasci-
nating branch of appUcable mathematics. This theory has become a rich source of 
inspiration eind motivation for the study of a large niunber of a problems arising 
in economics, optimization, operation research in a general and unified way, see for 
example [46,71,140,141]. 
Several problems in optimization, fixed point theory, Nash equilibria, comple-
mentarity problems, minimax inequaUties and variational inequaUties can be written 
in an abstract framework as follows: 
{V) Find xeK, such that f{x,y) > 0, for ailyeK, 
where i^ " is a nonempty convex subset of a topological vector space X and / : 
K X K -^Ris & bifunction. 
Problems Uke {V) have a long history starting with Ky Fan [60,61], perhaps 
motivated by minimax problems appearing in economic equihbrium. A more general 
result than that in [61] was established by Brezis, Nirenberg and Stampacchia [29]. 
In 1994, Blum and Oetth [27] called Problem {V) an equihbrium problem and 
studied its existence theory. Since then equilibrium problems have been extended 
and generalized in several directions using novel and iimovative techniques both for 
their own sake and for appUcations. 
In recent past, the existence of solutions to various important and useful general-
ization of equihbrimn problems viz., quasi-equilibrium problems, mixed equilibrium 
problems, vector equiUbrium problems, vector quasi-equilibrium problems, systems 
of vector (quasi) equiUbrium problems, operator equiUbrium problems have been 
studied by many authors, see for example [5-7,10-12,15-18,24,26,27,29,31-33,50,51,59, 
71,73,77,85,87,89,95,100,102,104,107,108,110-112,123,129,132]. 
The study of stability (sensitivity) analysis and iterative methods for computing 
solutions of equiUbrium problems is stiU in its initial stage. The study of sensitiv-
ity analysis for equilibrium problems was initiated by Moudafi [111] in 2002. The 
iterative method (a proximal algorithm with two steps) solving for equihbrium prob-
lems was initially discussed in [65]. Later some iterative methods solving for mixed 
equilibrium problems have been discussed in [111,112]. 
The study of quaUtative behaviour (regarding existence, uniqueness and stabil-
ity) and iterative approximations of solutions of equilibrimn problems in terms of 
nonlinear mappings is still an unexplored field. 
The objectives of this thesis are: 
• to study the existence and stabihty (sensitivity) analysis of solutions of some 
new vector equihbrium problems; 
• to study the stabihty analysis of dynamical systems associated with mixed 
equilibrium problems, and 
• to extend the auxihary principle technique for developing the algorithms for 
mixed equihbrium problems and to discuss the convergence analysis of the 
algorithms. 
This work generahzes, improves and unifies the concepts, techniques and results 
given by many authors, see for example [2,3,8,9,12,28,39,53,54,62,75-78,82,95,101, 
102,115,116,118-120,136]. 
The thesis consists of eight chapters. 
In Chapter 1, we review notions, definitions and results which are used in the 
presentation of the work done in the subsequent chapters. Further we give brief 
siurvey of equiUbrimn problenas. 
In Chapter 2, we consider a strong vector equihbrium problem and its corre-
sponding weak vector equihbrium problem in Banach spaces. Using Brouwer's fixed 
point theorem and KKM-Fan Lenuna, we estabhsh some existence theorems for 
these problems. 
In Chapter 3, we introduce a simultaneous vector equihbrium problems in Haus-
dorff topological vector spaces. Further we give the notion of a C-monotone family 
(possibly uncountable) of bifunctions and prove the existence of solutions to the 
IV 
simultaneous vector equilibrium problems. Furthermore we give sufficient condi-
tions for the upper semicontinuity of the solution set of the parametric problem 
corresponding to the simultaneous vector equilibrium problems. 
In Chapter 4, we introduce a weighted equilibrium problem over product of 
sets and a system of weighted equiUbrium problems for vector-valued bifunctions 
and show that both have the same solution set. Further we introduce the concept of 
normalized solution of the system of weighted equilibrium problems and give its rela-
tionship with the solutions of systems of vector equilibrium problems. Furthermore, 
several kinds of weighted monotonicities are defined for the family of vector-valued 
bifunctions. Using fixed-point theorems, we establish some existence theorems for 
these problems. 
In Chapter 5, we consider a generaUzed vector equihbrium problem over product 
of sets in topological vector spaces. We establish that this problem is equivalent to 
a system of generalized vector equilibrimn problems. Further we define the concepts 
of relatively pseudomonotonicity and relatively generalized 5-pseudomonotonicity 
for the set-valued bifunction. Using these concepts and fixed point theorems, we 
establish some existence theorems for these problems. 
In Chapter 6, we consider a system of operator quasi-equilibrium problems in 
topological vector spaces. Using maximal element theorem [47] for a family of set-
valued mappings, we derive some existence theorems for solutions to the system 
of operator quasi-equilibrium problems with and without involving ^-condensing 
mappings. 
In Chapter 7, we consider a mixed equihbrium problem in R" and give its 
related Wiener-Hopf equation and fixed point formulation. Using this fixed point 
formulation and Wiener-Hopf equation, we suggest a resolvent dynamical system 
associated with mixed equiUbrium problem. We use this dynamical system to prove 
the uniqueness of a solution of mixed equiUbrium problem. Further, we show that 
the dynamical system has globally asymptotic stabiUty property. 
In Chapter 8, we extend auxiUary principle technique to a generalized mixed 
equiUbrium problem in Hilbert space. We prove existence of the imique solution of 
an auxiUary problem related to the generalized mixed equiUbrium problem, which 
enable us to construct an algorithm for finding the approximate solution of general-
ized mixed equilibrium problem. Further we prove that the approximate solution is 
strongly convergent to the \mique solution of generalized mixed equiUbrimn problem. 
In the end, we give a comprehensive hst of references of books, monographs, 
edited voltmaes and research papers used in carrying out this research work. 
Some results of this thesis have been presented in the International Conference 
on "Topic on Functional Analysis and Nmnerical Analysis (TOFNA), December 7-9, 
2005 at Indian Institute of Technology, Bombay, India and some other conferences. 
Seven papers based on the research contained in this thesis have been communi-
cated for publication in reputed journals. One of them which contains the work of 
Chapter 3 has been accepted for pubUcation in jovurnal "Southeast Asian Bulletin 
of Mathematics". 
One more research paper, contains work of Chapter 4 has been accepted for 
publication in journal "Journal of Nonlinear and Convex Analysis". 
VI 
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CHAPTER 1 
PRELIMINARIES 
1.1. INTRODUCTION 
Equilibrium problems theory has emerged as an interesting and fascinating 
branch of applicable mathematics. This theory has become a rich source of in-
spiration and motivation for the study of a large number of a problems arising in 
economics, optimization, operation research in a general and unified way. 
In 1994, the terminology of equilibrium problem was adopted by Blum and Get-
tli [27]. They discussed existence theorems and variational principle for equiUbrium 
problems. Since then various generaUzations of equilibrium problems considered by 
Blum and Oettli [27] have been introduced and studied by many authors. Some of 
them are discussed in Section 1.3. Now we give a brief background of equilibrium 
problems. 
Equilibrium is a central concept to study of systems governing many real life 
phenomenon in fields ranging from economics and networks to mechanics. For long 
times, fixed-points theory and optimization problems were the main mathematical 
methodologies behind the advanced of equilibrium analysis. Conversely, the devel-
opment of fixed-point theory and optimization have received important impulses 
from the study of equilibrium in real world applications. Prom the sixties, varia-
tional inequalities and complementarity problems have come to play an increasingly 
important role in the formulation and treatment of equilibrium, particularly in oper-
ation research, transportation and economics, see for example [113]. The important 
gain is that there is no need for a functional to assumed to exist. Looking for uni-
fied model including the above methodologies, abstract variational inequahties have 
been proposed as a simple and natural formulation. In accordance with Blum and 
Oettli [27], we adopt the terminology of the equilibrium problems in view to the 
facts above. In addition to optimization, fixed-point theorems, variational inequali-
ties and complementarity problems, the equiUbrium problems formulation contains 
other important mathematical models, such as best approximation, saddle point 
problems, maximal element versions, hemivariational inequalities, Nash equilibrium 
in noncooperative games etc. However, most of decision situations require simul-
taneous consideration of more than one objective which are often in conflict. For 
instance, in the panel design problem, it would be nice to minimize weight and max-
imize strength simultaneously. Usually, the different objectives are not compatible. 
The variable that optimize one objective may be far from optimal for others. In 
practice multiobjective and—later—vector variational inequalities have been the ap-
propriate methodologies for solving this conflict. Natural extensions to this case are 
vector equihbrimn problems which include also vector complementarity problems, 
vector best approximations and cone saddle point problems. 
The remaining part of this chapter is organized as follows: 
In Section 1.2, we review notions, definitions and results which are used in the 
presentation of the work done in the subsequent chapters. In Section 1.3, we give a 
brief survey of equilibrium problems. 
1.2. BASIC DEFINITIONS AND RESULTS 
In this section, we review the definitions and results which are needed for the 
results presented in the subsequent chapters. 
Definition 1.2.1 [23]. A vector space X over the field K(= R or C) equipped 
with a topology is said to be a topological vector space, if the mappings 
{a) X X X -^ X : {x,y) -^ x + y; 
(h) K X X -^ X : (a, x) -> ax, 
are continuous, where E (or C) is the set of all real (or complex) numbers. 
Definition 1.2.2[23]. A topological vector space X is said to be Hausdorff if for 
each pair Xi,.'r2 of distinct points of X, there exist neighbourhoods Ui and U2 of Xi 
and X2, respectively that are disjoint. 
Definition 1.2.3[23]. A topological vector space X is said to be locally convex if 
and only if every neighbourhood f/ of x € X is such that there exists a neighbour-
hood V of X such that V is absolutely convex subset of U. 
Definition 1.2.4[39]. Let F be a real topological vector space. A nonempty subset 
C of y is said to be: 
(a) Cone liC + C = C and AC C C for any real number A > 0; 
(b) Convex cone if (a) holds for any A > 0; 
(c) Pointed cone if C is cone and C fl (—C) = {0}; 
(d) Solid if int C 7^  0, where int C denotes the interior of set C; 
(e) Convex cone with apex at XQ if and only if C is convex cone and is invariant 
for all positive homotheties of centre XQ. 
Definition 1.2.5[39]. Let C be a cone in topological vector space Y. Then the 
•polar cone of C, denoted by C*, is defined as 
C* = {x* EY* : {x\x) > 0, for any xeC}, 
where Y* is the topological dual space of Y and (.,.) is the duality pairing between 
F* and Y. 
Definition 1.2.6[39]. Let C be a cone in topological vector space Y. The partial 
order in Y with respect to C, denoted by <, is defined as 
X <yi^y-x eC, Wx,y eY. 
Definition 1.2.7[39]. A linear order in a topological vector space Y is such a 
partial order which is induced by a convex cone C. An ordered topological vector 
space Y means a real topological vector space with a linear order, and is denoted by 
Definition 1.2.8[39]. Let {Y,C) be an ordered topological vector space with a 
solid cone C. A weak order, denoted by ^, is defined as 
X ^y •<^y-x ^'mtC, Vx, y eY. 
Remark 1.2.1 [39]. The weak order ^ (or :^) has the following properties: For all 
x,y,zeY, 
(i) xft-y^x + z-^y + z; 
(ii) X -^ y ^ Xx -^ Xy, V A > 0. 
Theorem 1.2.1(39]. Let {Y,C) be an ordered topological vector space with a 
solid, pointed, closed and convex cone C. Then for all x,y,z G Y, we have 
(a) y — z e int C and y ^ intC => z ^ int C; 
(b) y - z e C and y ^ int C =» 2 ^ int C; 
(c) y - z e - in t C and y ^ - in t C =^ z ^ - in t C; 
(d) y - z G —C and y ^ - in t C =» z ^ - in t C 
Theorem 1.2.2 [96]. Let X and Y be topological vector spaces; let K be a closed 
and convex subset of X; let A,B,D e 2^ and let C : ZiT —>• 2^ be a mapping 
such that for each x E K, C{x) is solid, pointed, closed and convex cone, where 2^ 
denotes the family of all nonempty subsets of Y. Then 
(a) A + BC C{x) and ^ ^ int C{x) =» B g - in t C(x); 
(b) A + BC -dx) and D-B^ int C(x) =^A + D^ - in t C(a;); 
(c) A % C(x) and yl + 5 g -intC(a;) ^ B % - in tC(x) . 
Definition 1.2.9[133]. Let X and Y be topological vector spaces; let if be a 
nonempty, convex subset of X and let C be a convex cone in Y. Then a mapping 
p : /^ —> y is said to be: 
(a) C-convex if for all A € [0,1] and Xi, 0:2 6 K, 
Xg{xi) + (1 - A)5(a;2) - g{)^x^ + (1 - A)a;2) G C; 
(b) C-concave if —^ is C-convex; 
(c) Natural quasi C-convex on K if 
^(Ao: + (1 - A)y) G Co{5(rr),^(y)} - C 
for every x,y £ K and A G [0,1], where Co A denotes the convex hull of the 
set A. 
Remark 1.2.2. 
(i) Every C-convex function is natural quasi C-convex function, but converse 
assertion is not true, see for example Remark 2.1 in [133]. 
(ii) g is natural quasi C-convex function if and only if, Vx,y e K and A 6 [0,1], 
there exists n € [0,1] such that 
g{Xx + (1 - X)y) e ng{x) + (1 - ^i)g{y) - C. 
For every nonempty set A, we denote by T{A) the family of all finite subsets 
of A 
Definition 1.2.10. Let X and Y be topological vector spaces and let T : X -> 2^ 
be a set-valued mapping. The graph ofT, denoted by Q{T), is 
G{T) = {{x,z) GXXY: xeX,ze T{x)}. 
The inverse of T~^ of T is set-valued mapping from 'R{T), the range of T, of X 
defined by a: e T~^{y) if and only if y G T{x). 
Definition 1.2.11[127]. Let C be a solid, pointed, closed and convex cone in Y; 
K he a. closed and convex subset of X; let x,y E K and let A €]0,1[. A set-valued 
mapping T : K -^ 2^ is said to be: 
(a) Type I C-convex if and only if r(Ax -I- (1 - X)y) C XT{x) + (1 - X)T{y) - C; 
(b) Type II C-convex if and only if XT{x) -f- (1 - X)T{y) C T{Xx + (1 - X)y) -f- C; 
(c) Type I C-concave if and only if Ar(x) + (1 - A)T(y) C T{Xx + (1 - X)y) - C; 
(d) Type II C-concave if and only if T{Xx + {\- X)y) C XT{x) + (1 - X)T{y) + C. 
Remark 1.2.3 [127]. 
(i) Type II convexity and concavity have been used previously in the literature, 
see for example [127], where it was acknowledged that if T is type II C-convex, 
then —T is not necessarily type II C-concave. However, it is not difficult to 
see that T is type I C-convex if and only if —T is type II C-concave; and 
similarly, T is type II C-convex if and only if —T is t3^e I C-concave. 
(ii) If T is a single-valued function, then both type I and type II convexity (con-
cavity) are equivalent to that given in Definition 1.2.9. 
Definition 1.2.12(23]. Let X and Y be topological spaces and let T : X -> 2^ be 
a set-valued mapping. Then T is said to be: 
(a) Lower semicontinuous (for short, l.s.c.) at a; € X, if for any open set V with 
T{x) n V^  7^  0, then there exists an open set U containing x such that for each 
t &U, T{t) n y 7^  0; T is said to be l.s.c. on X if it is l.s.c. at each point of 
X; 
(b) Upper semicontinuous (for short, u.s.c.) on X if, for each XQ G X and any 
open set V in K containing F(xo), there exists an open neighbourhood U of 
XQ in X such that F(x) C V for all x € U; 
(c) Closed if the graph Q(T) of T, is a closed set in X xY. 
Theorem 1.2.3(23]. Let X and Y be topological vector spaces and let T : X -^ 2^ 
be a set-valued mapping. Then: 
(a) T is closed if and only if for any net {xa}, Xa —^ XQ and any net {ya}, Va € 
T{xa), Va -^ yo, one has j/o e T(xo). 
(b) T is l.s.c. at Xo € -^ if and only if for any net {xa} C X with Xa —> 2:0 and 
for any j/o € ^(xo), there exists a net {ya} such that ya G ^ (xa) and ya —^ yo-
Definition 1.2.13(23]. Let X and Y be topological vector spaces. A set-valued 
mapping T : X —¥ 2^ is called u.s.c. at XQ € X if, for any net {xa} in X such that 
XQ -> a;o and for any net {pa} in K with pa E T(xoi) such that pa —> po in Y, we 
have 2/0 6 T(xo). T is called u.s.c. on X if it is u.s.c. at each point of X. 
Theorem 1.2.4(63]. Let X and Y be topological vector spaces and let T : X —> 2^ 
be a set-valued mapping. If for any x € X, T(x) is compact, then T is u.s.c. at XQ 
if and only if for any net {xa} C X such that Xa ->• XQ and for every Pa € T{xa), 
there exists t/o ^ ^^ (^ o^) and a subnet {yaj} ofpa such that yai -> Po-
Definition 1.2.14(27,111]. Let X be a topological vector space and let K C X 
be a convex set. A real-valued bifunction f : K x K ^Ris said to be: 
(a) Monotone if f{x, y) -\- f{y, x) < 0, for each x,y G K; 
(b) Strictly monotone if f{x,y) + f{y,x) < 0, for each x,y e K, with x^y; 
(c) Upper-hemicontinuous, if for all x,y,z G K, 
lim sup f{\z + (1 - X)x, y) < f{x,y). 
Theorem 1.2.5[27,111]. Let X be topological vector space and let K C X be 
a closed and convex set. If the following conditions hold true for bifunction / : 
(i) / is monotone and upper-hemicontinuous; 
(ii) f{x,.) is convex and lower semicontinuous for each x E K; 
(iii) There exists a compact subset B oi X and there exists yo G BnK such that 
f{^,yo) < 0 for each x 6 K\B. 
Then the set of solutions to the following problem: Find x E K such that 
fix,y)>0, \/yeK, 
is nonempty convex and compact. Moreover, if / is strictly monotone, then the 
solution of problem is unique. 
Definition 1.2.15. Let X be topological vector space; let AT C X be a convex set 
and let (V, C) be an ordered topological vector space with solid and convex cone C. 
A bifunction f : K x K ^Y xs, said to be: 
(a) v-hemicontinuotis if for any given x,y E K and for A G [0,1], the mapping 
A -> f{x + X{y — x),y) is continuous at 0"^ ; 
(b) C-monotone if for any x, y € K, 
fix,y) + f{y,x)e-C; 
(c) C-pseudomonotone if for any x,y G K, 
f{x,y) ^ —intC implies f{y,x) ^ intC; 
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(d) C-convex in the second argument if for any x,y,z E K and A G [0,1], 
fix, Ay + (1 - X)z) € Xf{x, y) + (1 - X)f{x, z) - C. 
Theorem 1.2.6[30](Brouwer's fixed point theorem). Let K he a. nonempty, 
compact and convex subset of a finite dimensional space X and lei f : K -^ K he 
a continuous mapping. Then there exists x E K such that f{x) = x. 
Definition 1.2.16[60]. Let K he a. subset of a topological vector space X. A set-
valued mapping T : K -^ 2-^ is called Knaster-Kuratowski-Mazurkiewieg mapping 
(KKM mapping), if for each nonempty finite subset {xi, X2,- •• , Xn} C K, we have 
C0{Xi,--- ,Xn}C \JT{Xi). 
i= l 
Theorem 1.2.7[60] (KKM-Fan Lemma). Let i^ be a subset of a topological 
vector space X and let T : K -^ 2^ he a KKM mapping. If for each x e K, T{x) 
is closed and for atleast one x £ K,T{x)\s compact, then 
n n^) ^ 0. 
x&K 
Definition 1.2.17(81]. Let K he a. nonempty subset of topological vector space 
X and let y be a topological space. A set-valued mapping T : K -> 2^ is called 
transfer closed-valued if for every x G K and every y € K such that x ^ T(y), 
there exists y e K such that x ^ Cir(y'), the topological closure of T{y'). In 
particular if A" = y and AC X, then T is called transfer closed-valued on A, if the 
set-valued mapping TA : A~^ 2^^, defined by TA{X) = T{x)nA for xeA,is transfer 
closed-valued. 
Remark 1.2.4[81]. The following assertions are equivalent: 
(i) T is transfer closed-valued; 
(ii) n cir(x) = n T{x). 
Theorem 1.2.8[59]. Let K he a, nonempty convex subset of a topological vector 
space X. Suppose that T,T' : K -^ 2^ are two set-valued mappings such that: 
(i) For all x € K, T{x) C T{x)-
(ii) T' is KKM-mapping; 
(iii) For each A 6 T{K), T is transfer closed-valued on CQA\ 
(iv) For each A e J^{K), CIK( f] T{x))f]CoA = ( fl T{x))C\CoA, where 
xeCoA leCoA 
CIKB denotes the closure of B in K; 
(v) There exists a nonempty, compact and convex setBQK such that C1A-( P | T{X)) 
is compact. 
Then (] T(x) ^ 0. 
xeK 
Theorem 1.2.9[52,53]. Let K he a. nonempty convex subset of a Hausdorff topo-
logical vector space X. Let T : K -^2^ he a, set-valued mapping such that: 
(i) For each x G K, T{x) is a nonempty convex subset of K\ 
(ii) For each y E K, T~^{y) = {x S K : y E T{x)} contains an open set Oy which 
may be empty; 
(iii) [jOy = K; 
yeK 
(iv) There exists a nonempty compact and convex subset Ki of K and points 
{xi, • • • , in} in K such that 
n 
D = f]Ol C \J0,„ 
where O^ is the complement of Ox in K. 
Then there exists a point XQ e K such that XQ e T{XQ). 
Theorem 1.2.10[42]. Let K be nonempty convex subset of a topological vector 
space (not necessarily Hausdorff) X and let S,T : K —^ 2^ be set-valued mappings. 
Assume that the following conditions hold: 
(i) For all x E K, S{x) C T{x); 
(ii) For all x E K, T{x) is convex and S{x) is nonempty; 
(iii) For all y E K, S~^{y) := {x E K : y E S{x)} is compactly open; 
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(iv) There exists a nonempty compact (not necessarily convex) subset D oiK and 
y G D such that K\D C T-\y). 
Then, there exists x e K such that x e T{x). 
Theorem 1.2.11[106]. Let K he a nonempty, compact and convex set of a Haus-
dorfF topological vector space X and let 5 be a subset oiKxK having the following 
properties: 
(i) For each x e K, (x, x) e B; 
(ii) For each x e K, the set Bx := {y E K : {x,y) e B} is closed; 
(iii) For each y £ K, the set By := {x E K : {x, y) ^ B} is convex. 
Tlum thorn exists y* € K, such that K x {?/*} C /?. 
Theorem 1.2.12[41]. Let /C be a nonempty and convex subset of a topological 
vector space (not necessarily HausdorflF) X and let T : /if -4 2^ be a set-valued 
mapping. Assume that the following conditions hold: 
(i) For all x € K, T{x) is convex; 
(ii) For each A € T{K) and for all y G Co A, T~'^{y) f] CoA is open in CoA; 
(iii) For each A € ^(K) and all x,y € CoA and every net {xa} in K converging 
to x such that Xy+(1- X)x ^ T{xa), and for all A G [0,1], we have y ^ T{x); 
(iv) There exists a nonempty compact subset D oi K and an element y G D such 
that y e T{x) for all x 6 K\D; 
(v) For all x E D, T{x) is nouenipty. 
Then, there exists x G K such that x G T{x). 
Theorem 1.2.13[47]. Let / be any index set. For each z G / , let Ki be a nonempty 
convex subset of a Hausdorff topological vector space Xi and let Si : K = JJ f^i -^ 
2^ < U {0} be a set-valued mapping. Assume that following conditions hold: 
(i) For alH G / and for all x E K, Si{x) is convex; 
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(ii) For all e € / and for aillx e K,Xi^ Si(x); where Xi is the i^^ component of x; 
(iii) For alH € / and for all Vi € Ki, Si'^yi) is open K; 
(iv) There exists a nonempty compact subset D oi K and a nonempty compact 
convex subset Ei C Ki, Vi e / such that Vz e K\D, there exists i G / such 
that Si{x) nEi^d}. 
Then there exists x e K such that Si{x) = 0 for each i e I. 
Definition 1.2.18(126]. Let A" be a topological vector space and let L be a lattice 
with a minimal element, denoted by 0. A mapping ^ :2^ -^ Lis called a measure 
of noncompactness provided that the following conditions hold for any M,N e2^. 
(i) 4>(CoM) = $(M), where CoM denotes the closed convex hull of M; 
(ii) $(M) = 0, if and if only M is precompact; 
(iii) $ ( M U iV) = max{$(M), $(7V)}. 
Definition 1.2.19[126]. Let X be a topological vector space, K C X, and let $ 
be a measure of noncompactness on X. A set-valued mapping T : /f —> 2-^  is called 
^-condensing provided that M C K with ^{T(M)) > $(M), then M is relative 
compact, that is, M is compact. 
Remark 1.2.5[126]. Every set-valued mapping defined on a compact set is $-
condensing for any measure of noncompactness $. If X is locally convex, then 
a compact set-valued mapping (i.e., T(K) is precompact) is ^-condensing for any 
measure of noncompactness $. Obviously, ii T : K -^ 2^ is ^-condensing and 
T' :K ^2^ satisfies T'{x) C T{x) for all xeX, then V is also ^-condensing. 
Remark 1.2.6(126]. If for all i e I, Ki is nonempty, closed and convex subset of a 
locally convex Hausdorff topological vector space Xi, then condition (iv) of Theorem 
1.2.13 can be replaced by the following condition: 
(iv)* The set-valued mapping S : K -^ 2^ defined as S(x) = f ] Si{x), Va: € K, is 
^-condensing. 
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Theorem 1.2.14 [49]. Let X and Y be topological vector spaces and let L(X, Y), 
the space of all continuous Unear mappings from X to Y, be equipped with the 
uniform convergence topology 6. Then the bihnear form (.,.) : L{X, Y) x X -^Y is 
continuous on {L{X,Y),S) x X. 
1.3. BRIEF SURVEY OF EQUILIBRIUM PROBLEMS 
Throughout this section, unless otherwise stated, let K he a. nonempty convex 
subset of a real topological vector space X; let C be a sohd, closed and convex cone 
in a real topological vector space Y; let A : K -^ 2^ he a, set-valued mapping with 
nonempty values and let f : K x K -^ Rhe a, bifunction such that f{x, x) > 0, Vx e 
K. Then we have following equilibrium problems: 
Problem 1.3.1. Equilibrium problem: Find x E K such that 
f{x,y)>0, VyeK. (1.3.1) 
Problem 1.3.1 has been considered and studied by Blum and Oettli [27] and 
many other authors, see for example [16,26,27,29,31-33,73,77,100,108]. This prob-
lem includes optimization problems, saddle point problems, Nash equilibria prob-
lems in noncooperative games, fixed-point problems, complementarity problems and 
variational inequality problems as special cases. 
Some examples: 
(I) Optimization problem: Let 4>: K -^R, find x E K such that 
^{x)<Hyl Vy€/^. (1.3.2) 
We write min{0(a:): x e K} for this problem. Setting f{x, y) := 4>{y) - 4>{x), 
probknu (1.3.2) coincides witli Probioni 1.3.1. The bifunction / is monotone 
in this case. 
(II) Saddle point problem: Let (p : Ki x K2 -> R. Then (:fi,rf2) is called saddle 
point of <p if and only if 
i'XuXi) € /Ci X K2, (f>{xuy2) < (p{yuX2), V(2/i,ij2) e Ki X K2. (1.3.3) 
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Setting K := Ki x K2 and define f : K x K -^Rhy /((XUXQ), iyi,y2)) •= 
0(yi)2;2) - (f>{xi,y2). Then x = (xi,X2) is a solution of Problem 1.3.1 if and 
only if X satisfies (1.3.3). / is monotone in this case. 
(III) Nash equilibria in noncooperative games: Let / be a finite index set (the set 
of players). For every i e I, let there be given a set Ki (the strategy set of 
the i**" player). Let K := YlKi. For every i e / , let there be given a function 
ie/ 
ft : K ^R (the loss fimction of the i*'^ player, depending on the strategies of 
all players). For x = {xij^^j € K, we define x' := (xj)j^i, j ^ i. The point 
X — {xi)i^i G i^ is called a Nash equilibrium if and only if for alH € / there 
holds 
fi{x) < Mx\yi), VyiEKu (1.3.4) 
(i.e., no player can reduce his loss by varying his strategy alone). Define 
f:KxK-^Rhy 
f{x,y) = J2(M^'^yi)-fi(^))-
te/ 
Then x E K is a. Nash equilibrium if and only if, x fulfills Problem 1.3.1. 
(IV) Fixed point problem: Let X = X* he & Hilbert space and letT : K —^ K he a. 
given mapping. Find 
x&K such that x = Tx. (1.3.5) 
Set f(x, y) := {x - Tx, y-x). Then x solves Problem 1.3.1 if and only if, x is 
a solution of problem (1.3.5). 
Let X*, the topological dual of X should be topologized in such a way that the 
canonical bilinear from (.,.) is continuous on X* x X. 
(V) Variational inequality problem: Let T : K -¥ X* he & given mapping. Find 
X € A" such that 
xeK, {Tx, y-x)>0, "iyeK. (1.3.6) 
We set f(x,y) := {Tx,y - x). Then clearly problem (1.3.6)<^Problem 1.3.1. 
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Variational inequality theory was initiated independently by Fichera 
and Stampacchia [130] in the early 1960's to study the problems in the 
elasticity and potential theory, respectively. Since then, this theory has been 
developed and studied in several directions using new and powerful methods, 
see for example [45,57,72,99,128]. In 1973, Bensoussan et al. [21] introduced 
a new class of variational inequahties known as quasi-variational inequahties 
arising in the study of impulse control theory. Quasi-variational inequalities 
are also appUcable in the study of impulse control theory, economics and de-
cision science. For applications of variational inequalities, see for example 
[20,22,98]. 
(VI) Convex differentiable optimization problem: Besides the straightforward con-
nection between optima and equilibria given in Example (I), there is a more 
subtle connection in the convex and differentiable case. Let (p : X —>• R he 
convex and Gateaux differentiable, with Gateaiix differential D(p{x) G X* at 
X. Consider the problem 
min{.^(a;) -.xeK}. (1.3.7) 
It is well known from convex analysis that ;r is a solution of (1.3.7) if and only 
if, X satisfies the variational inequality 
xeK, {D(j){x),y - x) > 0, Vy e K. 
Upon setting f{x,y) := {D4>{x),y — x) this becomes an example of our equi-
librium problem (1.3.1). The function / is mouolono in this ciuso, since the 
mapping x -> D<p{x) is monotone, i.e., 
{D(t>{y)-D(l){x),y-x)>^, \/x,y e K. 
(VII) Complementarity problem: This is a special case of Example (III). Let K he a 
closed and convex cone, with K* := {x* € X* : {x*,y) > 0, Vy G K} denoting 
its polar cone. Let T : K —^ X* he a. given mapping. Find x E X such that 
x€K, Txe K*, {Tx,x) = 0. (1.3.8) 
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(VIII) Variational inequalities tvith set-valued mappings: LetT : K -^ 2^' be a set-
valued mapping, with Tx compact, convex, and nonempty for all x E K. Find 
X e X, ^ G X* such that 
xeK, ^eTx, (^ , y-x)>0, ^yeK. (1.3.9) 
Let f(x,y) := max.^^Tx{(,y — ^)- then x solves Problem 1.3.1 if and only if, 
together with some ^ it is a solution of (1.3.9). 
An important generahzation of equilibrium problem (1.3.1) is quasi-equilibrium 
problem, which includes quasi-variational inequalities, quasi-complementarity prob-
lems and quasi-saddle point problems, as special cases. The following quasi- equi-
librium problem introduced and studied by Ding [50,51] and Lin and Park [107]. 
Problem 1.3.2. Quasi-equilibrium problem: Find x EK such that 
a ;€A(a: )and/(a ; , j / )>0, ^y E A{x). (1.3.10) 
Inspired by the extension of variational inequality problem for vector-valued 
function, known as vector variational inequality problem introduced by Giannessi 
[70], in the recent past equiUbrium problem (1.3.1) has been extended for vector-
valued bifunction in [5,11,24,71,73,85,87,104,108,123,132]. 
Let / : ii'x/£!•->• y be a vector-valued bifunction such that f{x, x) € C, Va: 6 K. 
Problem 1.3.3. Vector equilibrium problem: Find x e K such that 
f{x,y)^-intC, VyeK, (1.3.11) 
which includes vector optimization problem, vector saddle point problem, Nash equi-
librium problem for vector-valued bifunctions, vector fixed point problem, convex 
differentiable vector optimization, vector variational inequality problem and vector 
complementarity problems as special cases, see for example Kazmi [85]. 
Some examples: 
(I) Vector optimization problem: Let (p : K -^Y, then find x e K such that 
<t>{y)-4>{x)^-mtC, 'iyEK, (1.3.12) 
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which is called weak vector optimization problem. Above inclusion is equiva-
lent to the following: 
Wmin(l>{x) subject to xeK, (1.3.13) 
where Wmm denotes weak minima. Problem (1.3.12) coincides with Problem 
1.3.3 provided that / is C-monotone. 
Note that if X = W^, Y = W and C = R^, then solutions to problem 
(1.3.12) are known as weak Pareto (or efficient) solution. Roughly speaking, 
problem (1.3.12) appears when one attempts to make decisions by optimizing 
a multiobjective. 
Multiobjective optimization has its roots in late 19*'* century welfare eco-
nomics, in the works of Edgeworth and Pareto. Prom the middle of the last 
century, the theory has received new impetus due to important applications in 
economics [131], management science [58], and engineering [134]. For a recent 
survey on set-valued vector optimization, see Jahn [79,80] and Luc [109]. 
(II) Cone saddle point problem: Let L : Ki x K^ —^Y, where Ki,K2 C X, be a 
given bifunction. A pair (:ci,x'2) € Ki x K2 is called weak cone saddle point 
of L with respect to cone C [133] if and only if 
{L{xuX2)} = L{xu K2) n {L{xi,X2) -MntCU {0}) 
= L(i?i,X2) n {L{xi,X2) - intC U {0}) (1.3.14) 
Set K := Ki X K2 and f{{xi,X2),{yi,y2)) •= L{yi,X2) - L{xi,y2). Then 
(xi,:c2) is a solution of problem (1.3.14) if it is also a solution of Problem 
(1.3.3). Unfortunately, contrary to the scalar case, the reverse assertion does 
not hold true in general and hence the solution set of Problem (1.3.3) is only 
a subset of that of problem (1.3.14). For related work, see for example, Kazmi 
and Khan [90] and Kazmi [84]. 
(Ill) Vector variational inequality problem: Let T : K -^ L{X,Y) be a mapping, 
then find x E K such that 
{Tx,y-x)^-int C, My^K. (1.3.15) 
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Set f{x,y) := {Tx,y- x). Then problem (1.3.15)<4>Problem 1.3.3. 
(IV) Convex differentiable vector optiTnization problem: Besides the significant con-
nection between vector optimization and vector equilibrium given in examples 
above, there is more subtle connection in the convex and differentiable case. 
Let (j): X -^Y he C-convex and Unear Gateaux differentiable. Then problem 
(1.3.13) and the vector variational inequality of finding x £ K such that 
{(f>'ix),y- x) ^ - intC, \/y e K, (1.3.16) 
have the same solutions set, see for instance [35,37,83,86]. 
Upon setting f{x,y) := {(j)'{x),y — x) this becomes an example of Problem 
1.3.3. The function / is C-monotone in this case, since </>'(.) is C-monotone. 
The study of vector variational inequalities was initiated in [70] in finite dimen-
sional spaces. The extension to the infinite dimensional case was achieved in 
[36]. For more comprehensive bibUography on vector variational inequalities, 
see Giannessi [71] and Daniele et al. [51]. 
(V) Vector complementarity problems: The weak C-dual cone KQ'^ of K is defined 
by 
K^^ = {/ e L{X, Y): (/, x) i -int C, V?/ G iT, Va; 6 K}, 
and the strong C-dual cone /f^"*" of K is defined by 
K'^ = {/ 6 L{X, Y) : (/, x) ^C, \/x€ K}. 
Let T : X -^ L{X, Y) be a given mapping. Then the vector complementarity 
problems: Find x S K such that 
xeK,Txe K^-^, {Tx, x) ^ int C, (1.3.17) 
and find x E K such that 
xeK, TxG K'(^, {Tx, x) 0 int C. (1.3.18) 
Problem (1.3.18)=» Problem(1.3.16) =» Problem(1.3.17), see [39]. But we have 
seen that problem (1.3.16) is equivalent to Problem 1.3.3. 
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(VI) Fixed-point problem: For each x E. K,let 
F{x) :={zeK: {Tx, y - z) ^ - in t C, Wy G K} 
Then the fixed point problem is to find x E K such that 
X e F{x). (1.3.19) 
Problem (1.3.19) <^ problem (1.3.15), see for instance [39]. 
Problem 1.3.4. Vector quasi-equilibrium problem: Find x E K such that 
xeA{x),f(x,y)^-mtC, ^y e A{x), (1.3.20) 
which has been introduced and studied by Ansari and Yao [17]. Problem 1.3.4 in-
cludes vector quasi-variational inequality problems, vector quasi-optimization prob-
lems and vector quasi-saddle point problems as special cases, see [17]. 
Further, it is natiural to extend Problems 1.3.3-1.3.4 for set-valued bifunction. 
Let F : K X K -^ 2^ he a. set-valued bifunction such that F{x, x) C C, Vx e K. 
Then we consider the following problems: 
Problem 1.3.5. GenereJized vector equilibrium problem: Find x E K such 
that 
Fix,y)^-intC, "iy e K, (1.3.21) 
which has been studied by Song [129] and Ansari et al. [11]. 
In decision theory one frequently encounter multiobjective optimization prob-
lems with varied preference orderings, and so it is imperative to have a more general 
form of Problem 1.3.5. 
Problem 1.3.6. Generalized vector equilibrium problem with moving 
cone: Find x G K such that 
F{x,y)<^-iniC{x), ^y E K, (1.3.22) 
where C :, K -> 2^ he & set-valued mapping such that for each x E K, C{x) is a 
solid, closed and convex cone in Y. When C{x) = C (fixed cone), Vx E K, Problem 
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1.3.6 becomes Problem 1.3.5. Problem 1.3.6 has been studied by many authors, see 
for example [10,15,18,59,102,110]. 
Problem 1.3.7. Generalized vector quasi-equilibrium problem: Find x G 
K such that 
X e A{x), F{x, y) g - in t C, Vt/ e A{x), (1.3.23) 
which has been studied by Ansari and Flores-Bazan [7]. 
Problem 1.3.8. Find x e K such that 
x e A{x) F{x,y) % - in tC(x) , Vy G A{x), (1.3.24) 
which has been studied by Ansari and Flores-Bazan [7]. 
A great number of economics problems concern the existence of competitive 
equihbria in exchange economics with infinitely many commodities. More precisely 
these problems arise in an inter temporal economy with an infinite number of time 
periods, a differentiation of commodities, uncertainty with an infinite number of 
states, for example in Nash equilibrium strategy in a large sequential game with 
individual uncertainties. In this environment of uncertainty the appropriate model 
for the space of conmiodities is an infinite dimensional vector space, see Aliprantis 
ei al. [1], Kreps [103] and Pang [124]. Moreover most number of equihbrium type 
problems have a decomposable structure, namely, they can be formulated as vector 
variational inequaUties over Cartesian product of sets, see Yuan [140,141], and Yang 
et al. [138], see also Allevi et al. [2,3]. We note that Pang [124] showed that a vari-
ety of equilibrium models can be uniformly modelled as a variational inequality over 
product of sets. He decomposed the original variational inequality into a system of 
variational inequalities and discussed the convergence of the method of decompo-
sition for a system of variational inequaUties. Later it was notice that variational 
inequahty over product of sets and the system of variational inequalities both are 
equivalent. For related work, see Cohen and Chaplain [44] and Kazmi and Khan 
[91,93] and the references therein. 
Inspired by these works, Ansari et al. [12] introduced a system of vector equihb-
rium problems, that is, a family of equilibrium problems with vector-valued bifunc-
tions defined over product of sets, which includes various systems of vector (scalar) 
19 
variational inequalities. 
Let / be an index set and for each i e I, let Xi be a real topological vector 
space. Consider a family of nonempty convex subsets {-ft'i}tg/ with Ki in Xi. Let 
K = l[Ki and X = Y[Xi. 
Let y be a real topological vector space, and let C be a solid, pointed, closed 
and convex cone in Y. Let {fi}iei be a family of bifunctions defined on K x Ki with 
values in Y. 
Problem 1.3.9. System of vector equilibrium problems: Find x e K such 
that, for each i e I, 
fi{x,yi)^-mtC, \/yieKi. (1.3.25) 
If the index set / is a singleton, then Problem 1.3.9 reduces to Problem 1.3.3. 
Problem 1.3.10. System of vector quasi-equilibrium problems: Find 
X G K such that, for each i E I, 
Xi € Ai{x), fi(x, Vi) ^  - in t Ci{x), Vyi e Ai{x), (1.3.26) 
where for each i e I, ft '• K x Ki -> Yi {Yi is & real topological vector space) is a 
bifunction and Ai : K ^ 2^* is a set-valued mapping with nonempty values, and 
d : K -> 2^* is a set-valued mapping such that for each x E K, Ci{x) is a. proper, 
solid, pointed, closed and convex cone. Problem 1.3.10 has been studied by Ansari 
et al. [6]. 
In 2002, Domokos and Kolumban [54] gave an interesting interpretation of vari-
ational inequalities and vector variational inequalities in terms of variational in-
equalities with operator solutions. Inspired by this work, Kazmi and Raouf [95] 
introduced the operator equilibrium problems which generalize the notion of vector 
variational inequahties with operator solution to operator equilibrium problems. 
Let K C L{X, Y) be a nonempty convex set and let C : ii" —>• 2^ be a set-
valued mapping such that for each g e K, C{g) is a solid, convex and open cone 
and 0 ^ C{g). LetG : KxK -^Y hQo. bi-operator such that G{g, g) = 0, Vp € K. 
We consider the following problem. 
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Problem 1.3.11. Operator equilibrium problem: Find g £ K such that 
G{g,h) ^-C{g), ^heK. (1.3.27) 
Some special cases: 
(I) If G{g,h) := {vig,h),T{g)), where T : K ^ X a.nd rj • K x K ^ K, then 
Problem 1.3.11 reduces to find g E K such that 
{v{g,h),T{g))^-C{g), ^heK, (1.3.28) 
where {r]{g,h),T{g)) is the value of r]{g,h) at T(g). We call it the operator 
variational-like inequality problem. 
(II) If G{g,h) := (g - h,T{g)), then Problem 1.3.11 reduces to the operator vari-
ational inequality problem considered by Domokos and Kolumban [54]. 
(Ill) If G{g, h) := 4>{g) - (f>{h), where ((): K -^Y, then Problem 1.3.11 reduces to 
a problem of finding g E K such that 
<f>{9) - 4>{h) ^-Cig), WheK, (1.3.29) 
which appears to be new. We call it operator optimization problem. 
We remark that by giving suitable choices of G, g, h, K, C, X and Y, operator 
equilibrium problem (1.3.27) reduces to many new and previously known classes 
of vector variational inequahties and vector equilibrium problems, see for example 
[35,73,83,87,139] and the references therein. 
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CHAPTER 2 
STRONG (WEAK) VECTOR EQUILIBRIUM 
PROBLEMS 
2.1. INTRODUCTION 
In 2000, Chen and Hou [38] reviewed and summarized representative existence 
results of solutions for vector variational inequalities, and pointed out that "Most of 
the existence results in this area touch upon a weak version of vector variational 
inequahty and its generaUzation. The existence of solutions for strong vector vari-
ational inequaUties is still an open problem". Very recently, Fang and Huang [62] 
studied some existence results for strong vector variational inequalities in Banach 
space. 
Motivated by the recent work of Fang and Huang [62], we consider a strong 
vector equilibrium problem (for short, SVEP) and its corresponding weak vector 
equihbrium problem (for short, WVEP) in Banach spaces. These problems include 
as special cases the strong (weak) vector variational inequahties. Using Brouwer's 
fixed point theorem, see Theorem 1.2.6 and KKM-Fan Lemma, see Theorem 1.2.7, 
we establish some existence results for SVEP and WVEP. The theorems presented 
in this chapter generalize the results of Chen and Yang [39], Fang and Huang [62] 
and Huang and Fang [75]. 
The remaining part of this chapter is organized as follows: 
In Section 2.2, we formulate SVEP and WVEP in real Banach spaces and 
give some of their special cases. In Section 2.3, by invoking Brouwer's fixed point 
theorem, we establish some existence theorems for SVEP without monotonicity. 
Further, we extend Minty's Lemma for SVEP and then by using this Lemma and 
KKM-Fan Lemma, we establish an existence theorem for SVEP with monotonicity 
in real reflexive Banach spaces. In Section 2.4, we estabUsh some existence theorems 
for WVEP involving completely continuous bifunction. 
2.2. PRELIMINARIES 
Throughout this chapter unless otherwise stated, let X and Y be two real 
Banach spaces; let K" C X be a nonempty and convex set and let C C F be a soUd, 
pointed, closed and convex cone with apex at the origin. 
Let f : KxK -^Yhea. nonUnear bifunction such that f{x, x) = 0 Vx G AT, then 
we consider the following strong vector equilibrium problem (SVEP): Find x e K 
such that 
f{x,y)^-C\{0}, WyeK. (2.2.1) 
The weak vector equilibrium problem (WVEP) is to find x E K such that 
f(x,y)^-mtC, "^ySK, (2.2.2) 
which has been studied by many authors, see for example Kazmi [85]. 
We can observe that SVEP (2.2.1) and WVEP (2.2.2) are distinct problems 
and the solutions of SVEP (2.2.1) are the solutions of WVEP (2.2.2). The solutions 
of WVEP (2.2.1) is called weak solutions of SVEP (2.2.1), notwithstanding the fact 
that they are not necessarily solutions of it, see [71, p. 292]. 
Some special cases: 
(I) If fix, y) = {Tx, T){y, x)) Vx, yeK, where T : K-^ L{X, Y),mdT): KxK ^ 
X, then SVEP (2.2.1) reduces to the strong vector variational-like inequahty 
problem which is of finding x e K such that 
(rx,7y(t/,x))^-C\{0}, ^yeK, (2.2.3) 
which appears to be new. The weak version of problem (2.2.3) has been studied 
by Kazmi and Ahmad [88]. 
(II) If/(x,y) = {Tx,y-x) Wx,y e K, where T : K -> L{X,Y), then SVEP (2.2.1) 
reduces to the strong vector variational inequality of finding x E K such that 
{Tx,y-x)^-C\{0}, VyeK, 
which has been introduced by Giannessi [70] and studied by Fang and Huang 
[62]. 
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(III) If y = R, then C = R+ and SVEP (2.2.1) reduces to the classical equilibrium 
problem studied by Blum and Oetth [27], see Problem 1.3.1. 
(IV) If y = R, C = R+ and f(x,y) = {Tx,y - x) Vx,y 6 K, where T : K ^ 
X* then SVEP (2.2.1) reduces to the classical variational inequahty problem 
introduced by Stampacchia [130]. 
2.3. EXISTENCE OF SOLUTIONS FOR STRONG VECTOR EQUI-
LIBRIUM PROBLEM 
In this section, we establish some existence theorems for SVEP (2.2.1). First, 
we define following concepts which will be used in the sequel. 
Definition 2.3.1. A mapping / : KxK —>^ y is said to be C-strong pseudomonotone 
if for any x,y E K, 
fix,y)^-C\{0} implies f{y,x)e-C. 
Definition 2.3.2. het T : K ^ L{X,Y) and r) \ K x K ^ X he nonlinear 
mappings. Then 
(i) T is said to be hemicontinuous if for any given x,y,z E K and for A 6 [0,1], 
the mapping A —> {T{x + X(y — x), z)) is continuous at O"*"; 
(ii) T is said to be C-rj-strong pseudomonotone if for any x,y e K, 
{Tx,7){y,x)) ^ -C\{0} impUes {Ty,ri{y,x)) e -C; 
(iii) T) is said to be affine in second argument if for any Xi E K and Aj > 0, (1 < 
fi 
i < n), with 5Z Aj = 1 and any y E K, 
t = i 
viy, Yl '^ »^ *) = 5Z '^ *^( '^ ^')-
t = l i = l 
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Remark 2.3.1. 
(i) The pseudomonotonicity in Definition 2.3.1 is stronger than the following one 
in the common sense: 
f{x,y)^-C\{Q} implies f{y,x) e C\{0}; 
(ii) Definitions 2.3.1, 2.3.2 (ii) generalize the concepts of pseudomonotonicity given 
by Fang and Huang [62]. 
Example 2.3.1. Let X = Y = R\K = R ,^ and C = R^ ,^ f{x,y) = {Tx,y -
x), yx,yeK where T : K ^ L{X, Y) is defined by 
Let X = (xi,x2), y = (yi,y2) G K and 
f(xy)-( '"''^'^ Xi + 2 W y i - x i 
^^^'^^~\^2;2 + 3 X2 + 3 jyy2-X2 
_( {xi+ 2)[yi + 2/2 - {xi 4-2:2)] ^ ^ _ ^ \ rr.. 
\{X2 + 3)[yi + 2/2 - (a:i + X2)] j ^ ^ \^"^-
The preceding inequality implies that yi-\-y2>.Xi+X2.\i follows that 
e-C. f(„ ^\-( (2/1 + i)[^i + ^2 - (?/i + y^)] \ 
^^^'''^-\{x2 + 2)[x,^X2-{y,+y2)] ) 
Hence / is C-strong pseudomonotone. 
Now we prove the following existence theorems for SVEP (2.2.1) without monoto 
nicity. 
Theorem 2.3.1. Let iiT be a nonempty, compact and convex subset of X and let 
the bifunction f : K x K -^Y he. C-convex in the second argument. Assume that 
for every y 6 K, the set {x e K : f{x, y) e -C\{0}} is open in K. Then SVEP 
(2.2.1) has a solution. 
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Proof. We establish the proof by an indirect method of showing a contradiction. 
Assume that SVEP (2.2.1) admits no solution, then for each XQ e K, there exists 
some y E K such that 
fixo,y)e-C\{0}. (2.3.1) 
For every y € K, define the set A'j, as follows: 
Ny = {xeK: fix, y) € -C\{0}}. (2.3.2) 
By given assumption, the set Ny is open in K and hence from (2.3.1), it follows 
that {Ny : y G K} is an open cover of K. Since K is compact, there exists a 
n 
finite set {j/i,y2, •••)?/n} C K such that K = [J Ny.. So there exists a continuous 
partition of unity {Pi,/32,-.,i3n} subordinate to {Ny^,Ny2,..;Ny^} such that for 
all X e K, pj{x) > 0, {j = l,2,...,n), f^l3j(x) = 1 and pj{x) = 0 whenever 
X ^ Ny-, Pjix) > 0 whenever x 6 Ny.. 
Define a mapping h: K -¥Y by 
n 
h{x) = '£^Pj{x)yj, V X G K (2.3.3) 
Since /?,• is continuous for each j , it follows from (2.3.3) that h is also continuous. 
Let S := Co{yi,y2, •.•,2/n} C K. Then 5 is a simplex of a finite dimensional space 
and h maps S into S. By Theorem 1.2.6, there exists some XQ e S such that 
h{xo) = XQ. 
Next define a mapping g -.K -^Yhy g{x) = f{x, h{x)). Since / is C-convex in 
the second argument, by (2.3.3), we have 
n 
9{x) G Y^ Pjix)f{x, yj) -C, \fxe K. (2.3.4) 
For any given x e K, let k^ = {j : x e Ny^}. Clearly, ko ^  0. It follows from 
(2.3.1) and (2.3.4) that 
g{x) = f{x,h{x))e-C\{0}-C 
= -C\{0}, WxeK. 
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Since xo G 5 is a fixed point of h, from (2.3.4) we have 
QM = f{xQ,h{xo)) = fixo,xo) e -C\{0}, 
i.e., 0 e -C\{0}, a contradiction. Hence SVEP (2.2.1) has a solution. This 
completes the proof. 
Theorem 2.3.2. Let K hea. nonempty and convex subset of X and let the bifunc-
tion f : K X K -^Y he C-convex in the second argument. Assume that: 
(i) For every y e K, the set {x e K : f{x,y) G -C\{0}} is open; 
(ii) K is locally compact and there is an r > 0 and XQ G K, \\XQ\\ < r, such that 
for all y^K, \\y\\ = r, 
fiy,xo)G-C. 
Then SVEP (2.2.1) has a solution. 
Proof. Let Kr := {x e K : \\x\\ < r}. Since K is locally compact, Kr is compact 
and hence it follows from Theorem 2.3.1 that there exists an x E Kr such that 
f{x,y)^-C\{0}, VyGi^.. (2.3.5) 
Claim that x is the desired solution of SVEP (2.2.1). Indeed: 
(I). If \\x\\ = r, by the assumption (ii), we have 
fix,xo)e-C. (2.3.6) 
For any y e K, choose A € (0,1] such that yx := Xy + {1 - X)xo G Kr- Then 
firom (2.3.5), it follows that 
f{x,yx)^-C\{0}. 
Since / is C-convex in the second argument, we have 
fix, yx) E Xf{x, y) + (1 - X)f{x, XQ) ~ C 
-Xf{x,y) G - [n ( -C\{0}) ] - (1 - X)C - C, 
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or A/(x, y) e [Y\{-C\{m + (1 - A)C + C 
C Y\{-C\m + C 
= y\(-c\{o}), 
i.e., / (^,y)f^-C\{0}, VyGK 
(II). If ||f II < r, for any yeK, choose A e (0,1] such that yx := \y+{\-\)x G i^ r-
Then it follows from (2.3.5) that 
/ ( x , y , ) ^ - C \ { 0 } . 
Since / is C-convex in the second argument, we have 
f{x,yx) e Xf{x,y) + (1 - X)f{x,x) - C 
CXf(x,y)-C 
=^  fix,y)^-C\{0}, VyeK. 
This completes the proof. 
The following example shows that the assumption that the set {x E K : f{x, y) e 
—C\{0}} is open in K for every y G K, is not trivial. 
Example 2.3.2. LetX = R,K= [0,1], Y = R^,C = R^, gug2: K -^R be two 
continuous increasing functions such that pi(x) > 0 and g2(x) > 0 for all x € K, 
and 
^(-)=(s§[r:i)- --^-
Evidently, / is continuous and monotone in the sense that /(x, y) + f{y, x) <0 for 
all x,y e K. Also, it is easy to see that for each yeK, the set {x £ K f{x,y) e 
-C\{0}} = {y, 1] and hence is open in K. 
Now, we prove the existence result for SVEP (2.2.1) with monotonicity. First 
we prove the following Minty's type Lemma for SVEP (2.2.1). 
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Lemma 2.3.1. Let Khea. nonempty and convex subset of X and let the bifunction 
f : K X K -^ Y he & v-hemicontinuous in first argument, C-convex in second 
argument and C-strong pseudomonotone. Then for any given x E K, 
fix,y)^-C\{0}, \/yeK. (2.3.7) 
if and only if 
f{y,x)e-C, yyeK. (2.3.8) 
Proof. (2.3.7)=>-(2.3.8). It follows from C-strong pseudomonotonicity of / . 
(2.3.8)=»(2.3.7): Let x e K such that 
f{y,x)e-C, 'iyeK. 
Since K is convex, for any x,y e K and for A € (0,1), yx := Ay + (1 - X)x e K 
and hence we have 
f{yx,x)e-C, "iyxeK. 
Again since / is C-convex in the second argument, we have 
0 = f{yx,yx) e Xf{yx,y) + (1 - X)f{yx,x) - C 
=> f{yx,y)eC,\/yeK. 
Since / is v-hemicontinuous in the first argument, the preceding inclusion im-
plies 
fix,y)eC, \/yeK, 
which implies 
fix,y) ^ ~C\{0}. 
This completes the proof. 
Theorem 2.3.3. Let K he a. nonempty, closed, bounded and convex subset of 
a real reflexive Banach space X and let the bifunction f : K x K -^ Y he v-
hemicontinuous in first argument, C-convex and continuous in second argument 
and C-strong pseudomonotone. Then SVEP (2.2.1) has a solution. 
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Proof. Define the set-valued mappings A,B:K->2^ by 
A{y) = {xeK: fix,y)^-C\{0}}, 
and 
B{y) = {xeK: f{y,x) € - C } , Vy G K. 
Clearly, A{y) and B{y) both are nonempty since y € i4(y) n B{y) for all y £ K. 
We claim that i4 is KKM-mapping. If assertion were false, then there would exists 
n n 
{xi, X2,..., Xn} C K and A,- > 0,1 < z < n, with J^ Aj = 1 such that x = Y, ^i^i ^ 
t = l i = l 
n 
U yl(a;i). Hence x ^ A{xi) for each i, i.e., f{x,Xi) € -C\{0}, Vi Thus, t = i
^ A , / ( x , x , ) e - C \ { 0 } . 
Since / is C-convex in second argmnent, we have 
n n 
0 = /(x, x) = f{x, ^ AiXi) 6 5^; AJ(x, Xi) - C 
t = l i = l 
C -C\{0} - C 
= -c\{0}, 
which is a contradiction. Hence >1 is a KKM-mapping. Since / is C-strong pseudo 
monotone, it follows that A{y) C B{y) for all y E K, and hence B is also a KKM-
mapping. 
By Lemma 2.3.1, we see that f) A{y) = f] B{y). 
Next we claim that for each fixed y E K, B{y) is bounded, convex and closed 
in K. Indeed, B{y) is bounded a& B{y) C K. Let Xi,X2 G B{y), then we have 
fiy,xi)e-C and fiy,x2)e-C. 
Since / is C-convex in second argument, we have for A 6 (0,1], 
f(y, Axi -f- (1 - A)X2) € Xfiy, x j + (1 - X)f(y, X2) - C 
C-C. 
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This implies that B{y) is convex for each fixed y £ K. The continuity of / in 
the second eirgument and closedness of — C give the closedness of B(y). We now 
equip X with that weak topology. Since B{y) is closed, bounded and convex subset 
of the reflexive Banach space X, then it turns out to be weakly compact for all 
yeK. Hence by Theorem 1.2.7, we have f) A{y) = f) B{y) y^ 0. Hence SVEP 
(2.2.1) has a solution. This completes the proof. 
If f{x,y) = {Tx,-n{y,x)) \fx,y e K, where r] : K x K ^ X Q.nd.T : K -^ 
L{X, Y). Then we have the following existence result for strong vector variational-
like inequality problem (for short, SWLIP)(2.2.3), which are consequences of The-
orems 2.3.1-2.3.3. 
Corollary 2.3.1. Let K he a. nonempty, compact and convex subset of X, and let 
rj : K X K -^ X he affine in first argument. Assume that T : K -^ L{X, Y) is a 
nonlinear mapping such that for every y e K, the set {x e K : {Tx,T]{y,x)) € 
-C\{0}} is open in K. Then SWLIP (2.2.3) has a solution. 
Corollary 2.3.2. Let K he a. nonempty and convex subset of X; let T : K -^ 
L{X, Y) he a nonfinear mapping and let rj : K x K -^ X he a. nonfinear mapping 
such that Tj is affine in first argument. Assume that: 
(i) For every y G K, the set {x e K : {Tx, r](y, x)) e -C\{0}} is open; 
(ii) K is locally compact and there is an r > 0 and XQ e K, \\xo\\ < r, such that 
for all yeK, \\y\\ = r, 
{Ty,r){y,x))e-C. 
Then SVVLIP (2.2.3) has a solution. 
Corollary 2.3.3. Let K he a nonempty, bounded, closed and convex subset of 
real reflexive Banach space X;\et r] : K x K ^ X he affine in first argument and 
continuous in second argument and let T : K -^ L{X, Y) he u-hemicontinuous and 
C7-77-strong-pseudomonotone. Then SWLIP (2.2.3) has a solution. 
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2.4. EXISTENCE OF SOLUTIONS FOR WEAK VECTOR EQUILIB-
RIUM PROBLEM 
In this section, we establish some existence theorems for WVEP (2.2.2). First, 
we give the following definitions. 
Definition 2.4.1. A mapping g : X -^Y is said to be completely continuous if and 
only if the weak convergence of Xn to x in X impUes that the strong convergence of 
g{xn) to g{x) in Y. 
Definition 2.4.2. A bifmiction f : K x K ->Y is said to be C-pseudomonotone if 
for any x,y e K 
f{x, y) ^ -int C implies f{y, x) ^ int C. 
Theorem 2.4.1. Let K he BL nonempty, bounded, closed and convex subset of a 
real reflexive Banach space X and let the bifunction f : K x K -^Y he completely 
continuous in first argmnent and 6'-convex in second argument. Then WVEP (2.2.2) 
has a solution. 
Proof. Assume that WVEP (2.2.2) admits no solution, then for each XQ € K, there 
exists some y & K such that 
f{xo,y)e-intC. (2.4.1) 
For every y & K, define the set Gy as follows: 
Gy = {xeK: f{x,y) ^-intC}. 
Since / is completely continuous in first argmnent, we observe that Gy is closed 
in K with respect to the weak topology of X and hence its complement 
Gl=:Ny = {xeK: f{x, y) G -int C} 
is open in K with respect to the weak topology of X for every y e K. Hence the 
family {Ny : y e K} is an open cover of K with respect to the weak topology of 
X. Since K is weakly compact as it is bounded, closed and convex subset of X, 
n 
there exists a finite set (2/1,2/2, ...,2/n} C K such that K = \J Ny^. Hence there 
t=i 
exists a continuous (with respect to the weak topology of X) partition of unity 
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{Pi, (32, •-, 0n} subordinate to {Ny^, Ny^,..., NyJ such that Pj{x) > 0, Vx G /C (j = 
l ,2, . . . ,n) , E/3j(a;) = 1 Vx € /r, and /3j(x) = 0 whenever x ^ Ny., pj(x) > 0 
j = i 
whenever x G ATj,.. 
Define a mapping h: K —>Y hy 
n 
h{x) = ^Pj{x)yj, Vx e K. 
j=i 
Since Pj is continuous with respect to the weak topology of X for each i, h is 
continuous with respect to the weak topology of X. Let 5 := Co{yi,y2, ...,yn} C K. 
Then 5 is a simplex of a finite dimensional space and h maps S into S. Hence by 
Theorem 1.2.6, there exists some XQ e S such that h{xo) = XQ. 
Next define a mapping g : K ^Yhy g{x) = f{x, h{x)). Since / is C-convex in 
second argument, we have 
n 
g{x) = fix, hix)) G Y, Pjix)fi^, Vi) - C. Vx G K. (2.4.2) 
i=i 
For any given x G X, let fco = {; : x G iVj,^ }. Clearly, fco 7^  0. It follows from 
(2.4.1) and (2.4.2) that 
g{x) = fix,hix)) G - i n t C - C 
C - in t C, Vx G K. 
Since XQ G 5 is a fixed point of h, from (2.4.2), we have 
gixo) = /(xo, /i(xo)) = /(xo, xo) G - in t C, 
i.e., 0 G —intC, a contradiction. Hence WVEP (2.2.2) has a solution. This com-
pletes the proof. 
Theorem 2.4.2. Let i^ " be a nonempty and convex subset of a real reflexive Banach 
space X and let the bifunction f : K x K -^ Y he completely continuous in first 
argument and C-convex in second argument. Assume that K is locally compact 
with respect to the weak topology of X, and there is an r > 0 and XQ G ii', ||xo|| < r, 
such that for all y G K, \\y\\ = r, 
fiv^xo) G - i n t C . 
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Then WVEP (2.2.2) has a solution. 
Proof. Let Kr := {x e K : l|xl| < r}. Since K is locally compact with respect to 
the weak topology of X, Kr is weakly compact and hence it follows from Theorem 
2.4.1 that there exists a.xi x e Kr such that 
/ ( x ,y )^ - in tC , \fyeKr. (2.4.3) 
Following the lines of proof of Theorem 2.3.2, we can easily prove that x is the 
solution of WVEP (2.2.2). This completes the proof. 
Lemma 2.4.1. Let K be a nonempty and convex subset of X and let the bifunction 
f : K X K -^ Y he & u-hemicontinuous in first argument, C-convex in second 
argument and C-pseudomonotone. Then for any given x E K, 
f{x,y)^-mtC, -iyeK, 
if and only if 
/( t / ,x)^intC, yyeK. 
The proof of Lemma 2.4.1 is on the similar lines of proof of Lemma 2.3.1 and 
hence omitted. 
Theorem 2.4.3. Let /C be a nonempty, closed, bounded and convex subset of 
a real reflexive Banach space X and let the bifunction f : K x K -^ Y he v-
hemicontinuous in first argmnent, C-convex and completely continuous in second 
argument and C-pseudomonotone. Then WVEP (2.2.2) has a solution. 
Proof. Define the set-valued mappings A,B : K -^2^ hy 
A{y) = {xeK: /(x,y) ^ - i n t C } , 
B{y) = {x G A: : /(y, x) ^ int C}, Vy G K. 
Clearly, A{y) and B{y) both are nonempty since y € A{y) 0 B{y) for aXly ^ K. 
We claim that A is KKM-mapping. If assertion were false, then there would exists 
n n 
{xi, X2,..., Xn} C K and Aj > 0,1 < i < n, with ^^ Aj = 1 such that x = J^ AiXi ^ 
t=i i=i 
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i j A{xi). Hence x ^ A{xi) for each i, i.e., f{x,Xi) € - i n t C , Vi. Thus, 
1=1 
n 
^ A / ( x , X i ) e - i n t C . 
i=l 
Since / is C-convex in second argument, we have 
n n 
0 = / (x, x) = f{x, Y^ XiXi) e Y^ Xif{x, Xi) - C 
1=1 i=l 
C - in t C -C 
C - i n t C . 
which is a contradiction. Hence A is a KKM-mapping. Since / is C- pseudomonotone, 
it follows that A{y) C B{y) for all y 6 K, and hence B is also a KKM-mapping. 
It follows from Lemma 2.4.1, that fl A{y) = f] B{y). 
y&K y&K 
Next we claim that for each fixed y E K, B{y) is bounded, convex and closed 
in K. Indeed, B{y) is bounded as B{y) C K. Let xi,X2 6 B{y), then we have 
/ ( y , X i ) ^ i n t C , 
and 
f{y,X2)^'miC. 
Since / is C-convex in second argument, we have 
/(y, All + (1 - A)X2) e A/(y,Xi) + (1 - A)/(y,X2) - C 
C A(y\intC) + (1 - A)(y\intC) - C 
= ( y \ i n t C ) - C 
= (y \ in tC) . 
This impUes that B(y) is convex for each fixed y E K. The completely continuity 
of / in the second argument and closedness of y \ in t C give the closedness of B{y) 
with respect to the weak topology of X. Since X is reflexive and K (Z X is non-
empty, bounded, closed and convex, then K is weakly compact. Also B{y) is weakly 
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compact in K for each y e K as B{y) C K is weakly closed. Hence by Theorem 
1.2.7, we have 
Pl A{y) = fl B{y) ^ 0. 
yeK y^K 
Hence WVEP (2.2.2) has a solution. This completes the proof. 
Finally, we give the following consequence of Theorem 2.4.1. 
Corollary 2.4.1. Let K he a nonempty, bounded, closed and convex subset of a 
real reflexive Banach space X; let the mapping r] : K x K -^ X he affine in first 
argument and letT : K -^ L{X, Y) he a nonUnear mapping such that the mapping 
X —>• {Tx, r](y, x)) is completely continuous. Then there exists x £ K such that 
{Tx,r){y,x))^-mtC Vy e K. 
Proof. It follows from Theorem 2.4.1 with setting 
/(a:,y) = (rx,T7(y,x)), 'ix,y e K. 
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CHAPTER 3 
SIMULTANEOUS VECTOR EQUILIBRIUM PROBLEMS 
3.1. INTRODUCTION 
Equilibrium problems have been extended and generalized in various direction 
by using novel and iimovative methods. Among many desirable properties of the 
solution set for equilibriimi problems, stability is of considerable interest. Bianchi 
and Pini [25] considered equilibrium problems in vector metric spaces where the 
bifunction / and the underlying set K are perturbed by parameters A and e respec-
tively and studied the stabihty of the solutions. Li et al. [105] studied the stabihty 
of solutions of generalized vector quasi-variational inequality problems. Recently, 
Anh et al. [4] and Huang et al. [76] estabUshed sufficient conditions for the solution 
set of parametric set-valued vector quasi-equihbrium problems and imphcit vector 
equilibrium problems, respectively, to be semicontinuous. 
In 1994, Husain and Tarafdar [77,78] introduced the concept of a monotone pair 
of functions and proved the existence of solution to a pair of simultaneous variational 
inequalities associated with the bifunctions. Recently, Djafari Rouhani et a/. [53] 
extended the work of Husain and Tarafdar [77] to the simultaneous equilibrium 
problems associated with a monotone family of bifunctions. 
Motivated by recent work going in these directions, in this chapter, we intro-
duce a simultaneous vector equiUbrium problems (for short, SiVEP) in Hausdorff 
topological vector spaces. Further, we give the notion of a C-monotone family (pos-
sibly uncountable) of bifunctions and prove the existence of solutions to SiVEP in 
Hausdorff topological vector space. Furthermore, we give sufficient conditions for 
the upper semicontinuity of the solution set of the parametric problem correspond-
ing to the SiVEP. The results presented in this paper can be viewed as extensions 
of corresponding results given in [53,76,77,78]. 
The remaining part of this chapter is organized as follows: 
In Section 3.2, we introduce SiVEP in Hausdorff topological vector spaces and 
discuss some of its special cases. In Section 3.3, we give the notion of a C-monotone 
family (possibly uncountable) of bifunctions. Further, we establish some existence 
theorems for SiVEP. In Section 3.4, we give the parametric problem corresponding 
to SiVEP and discuss the sufficient conditions for the upper semicontinuity of its 
solution set. 
3.2. P R E L I M I N A R I E S 
Throughout this paper unless otherwise stated, let X be a Hausdorff topological 
vector space; let y be an ordered topological vector space with a sohd, closed, 
pointed and convex cone C CY with apex at the origin and let / be an index set 
which need not be coimtable. 
Let {/aloe/ be a family of vector-valued bifunctions, defined 2iS fa. KxK ^Y 
and let 0 : /f -> y be a nonlinear mapping. We consider following simultaneous 
vector equilibrium problems (SiVEP): Find x E K such that 
4>{x) + Ux,y) - 4>{y) ^ mtC, V y e K, (3.2.1) 
where a varies over index set / . 
Some special cases: 
(I) If y = R and C = R+, then SiVEP (3.2.1) reduces to the problem of finding 
X E K such that 
(l>{x) + Ux,y)<<f>{y\ "iyeK, 
where a varies over the index set / , which has been studied by Djafari Rouhani 
et al. [53]. 
(II) If </> = 0; let {fa} = {-9a} for each a G / , where Qa : K x K ^ Y and / is 
finite, then SiVEP (3.2.1) reduces to the problem of finding x e K such that 
ga{x,y)^-mtC, ^y e K, 
which has been studied by Fu [67]. 
(Ill) If 0 = 0; {fa} = {-9a} for each a 6 / and / is singleton set, then SiVEP 
(3.2.1) reduces to Problem 1.3.3. 
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3.3. EXISTENCE OF SOLUTIONS 
In this section, we establish some existence theorems for SiVEP (3.2.1). First 
we give the following definition. 
Definition 3.3.1. A family of bifmictions {fa}aei> where fa • K x K -^ Y, i 
said to be C-monotone if, for any a,(3 e I and any x,y G K, it follows that 
f<x{x,y) + f0iy,x) e C. 
Remark 3.3.1. If F = R then C = R+ and the C-monotone family of bifunctions 
reduces to the monotone family of bifunctions introduced by Djafari Rouhani et al. 
[53]. 
We have the following assumptions on (f) and {/olae/: 
Assumption 3.3.1. 
(i) li (f>: K —^Y is C-convex and lower semicontinuous; 
(ii) For each a e I, fa{x, x) e C, Vx € K, /„ is •y-hemicontinuous in the first 
argument and /Q(X, •) is C-concave and upper semicontinuous; 
(iii) {fa}a&i is a C-monotone family. 
The following lemma plays an important role in the proof of the main theorem: 
Lemma 3.3.1. Let Assumption 3.3.1 (i) hold. 
(a) Let Assumption 3.3.1 (iii) hold and let, for some a € /, rco be a solution of 
(f>{xQ) + faixo,y)-(l>iy)^intC, "iy e K. (3.3.1) 
Then xo is a solution of 
(l>{xo)-fp{y,XQ)-<l>{y)^[ntC, ^y e K, (3.3.2) 
where ^ 6 / . 
(b) Let Assumption 3.3.1(ii) hold and let, for some a € I, XQ he a. solution of 
(l>{xo)-fa{y,xo)-(}>{y)^intC, "iyeK. (3.3.3) 
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Then XQ is a solution of 
0(xo) + fa{xo, y) - 4>{y) ^ int C, Vy € K. (3.3.4) 
Proof (a). Let, for some a € / , 
(f>{xQ) + /a(xo, y) - 4>iy) i int C, Vy G iC. 
Since /^(y, XQ) G y and C is a pointed cone, preceding inclusion can be written 
as 
[0(2:0) - /^(y, a;o) - <^ (y)] + [/a(xo, y) + //3(y, a;o)] ^ int C, ^y e K. (3.3.5) 
Since {fa}a^i is C-monotone, then from Theorem 1.2.1(a), inclusion (3.3.5) 
implies that 
4>{xo) - U{y, XQ) - (t>{y) ^ int C, My e K. 
Proof (b). Let, for some a e /, xo be a solution of (3.3.3), then for A e (0,1), we 
have 
{l-X)<f>{xo)-{l-XMy) + fa{y,xo)] ^ intC, Vy e K. (3.3.6) 
Since fa{x, •) is C-concave for all x e i^ ", then yx := (1 - A)xo + Xy e K, 
\/ XQ,y e K as K is convex, we have 
0 = -fccivx, yx) < - (1 - X)fa{yx, Xo) - Xfaiyx, y) e C 
=^ - (1 - A)/c(yx,xo) - Xfc{yx,y) e C. 
Hence, we have 
[(1 - A)[0(xo) -(f>{yx)] - (1 -X)Uyx,xo)] - [(1 - A)[0(xo) -<j>{yx)] + XUyx,y)] e C. 
(3.3.7) 
Prom Theorem 1.2.1(a) and inclusions (3.3.6) and (3.3.7), it follows that 
(1 - A)[0(xo) - (l>iyx)] + Xfaiyx, y) ^ int C. (3.3.8) 
Since 0 is C7-convex, we have 
[(l-A)[<^(xo)-<^(yA)]+A/a(yA,y)]-[(l-A)[0(xo)-(l-A)<^(xo)-A0(y)]+A/„(y;,,y)]6C. 
(3.3.9) 
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Prom inclusions (3.3.8), (3.3.9) and Theorem 1.2.1(a), it follows that 
A(l - A)(^(xo) + XUyx,y) - A(l - A)0(y) ^ intC. 
Since A > 0, preceding inclusion implies 
(1 - A)0(xo) + Uyx,y) - (1 - A)0(y) e Y\{mtC). (3.3.10) 
Since y \ ( in tC) is closed and fa is u-hemicontinuous in the first argiunent, 
taking limit A ->• 0+ in inclusion (3.3.10), we have 
0(xo) + /a(xo,y)-0(y)e Y\{mtC), 
i.e., 
<t>{xQ) + U{xQ,y) - 0(y) ^ int C. 
This completes the proof. 
The following theorem is a direct consequence of Lemma 3.3.1, and hence the 
proof is omitted. 
Theorem 3.3.1. Let Assumption 3.3.1 hold for the mapping (/> and the family 
{/a}a6/- Then XQ is a solution of SiVEP (3.2.1) if and only if XQ is a solution of 
(3.3.1) for some a € / , if and only if i© is a solution of (3.3.3) for some a € / . 
Next, we establish the existence of solutions to SiVEP (3.2.1). 
Theorem 3.3.2. Let X be a nonempty, closed and convex subset of a Hausdorff 
topological vector space X; let Y be an ordered topological vector space and a soUd, 
closed, pointed and convex cone C in y . Let Assumption 3.3.1 hold for the mappmg 
(/> and the family {fa}aei- For each a e I and x e K, define 
Faix) = {yeK: (j){y) + fa{y,x)-(P{x)^mtC}, 
Ba{x) = {yeK: (l){y) - fa{x,y)-(l>ix)^ int C}. 
Then, for each x e K and a e I, Ba{x) is closed and Fp{x) C Ba{x), for all 
a , / 3 G / . 
Further, assume that there exists a nonempty, compact and convex set Ki C K 
such that one of the following conditions is satisfied: 
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(i) For some a e I, there exist points v]^,- •• ,v^ e K with 
fl F„(x) c \J{F^{vi)Y; 
(ii) For some a e I, there exist points «„,••• ,v^ ^ ^ with 
n 
fl Ba(x) c U(5.«))'^; 
xeKi t=i 
Then the solution set S of SiVEP (3.2.1) is nonempty and convex. 
Proof. Let a € / be an arbitrary. Since (j) is lower semicontinuous and fa is upper 
semicontinuous in second argument, then y 1-4 <f>{y)—fa{x, v) is lower semicontinuous 
for each fixed x e K. 
First, we claim that Ba{x) is closed for each x ^ K. Indeed, let {zn} be a net 
in Ba{x) such that z„ -> ZQ. Since Zn G 5a(x), we have 
(f>{Zn) - fa{x, Zn) - (t>{x) G n ( i n t C). 
Since y \ ( in tC) is closed and (j){-) - fa{x, •) is lower semicontinuous, we have 
(^ (2) - fa{x, z) - <j){x) e Y\ int C, 
which impUes that z € Ba{x) and hence our claim is then verified. 
Next, let X eK,a,P el and 
<P{y) + fp{y^ x) - ^{x) 0 iiit C*, for some y e K. 
Since fa{x,y) G F , then we have 
U{y, a;) + /ala;, y) + [(^(y) - /a(x, y) - (f>{x)] ^ int C, for some y e K. 
Since /Q is C-monotone family, then it follows from preceding inclusion and 
Theorem 1.2.1(a) that 
0(y) - fa{x,y) - (t){x) ^ intC, 
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which impUes that y G Ba{x). Since Ba{x) is closed, we conclude that F/3(x) C 
Bai'x), for all a,/3 e / . 
Now, suppose that condition (i) is satisfied for some a e I. Consider the 
following condition, for some /3 7^  a: 
yxeK, 3yeK such that (t>{x) - fpiy, x) - (f){y) e int C, (3.3.11) 
which may or may not hold. We prove the existence of solution in either case. 
Suppose that condition (3.3.11) does not hold. Then, choosing ^^ a arbitrary 
but fixed, there exists XQ^ K such that, ioi ally e K, 
<f>ixo) - fp{y, xo) - (j){y) i int C. 
Then, by Theorem 3.3.1, XQ is a solution of SiVEP (3.2.1). 
Now, suppose that condition (3.3.11) holds. By Theorem 3.3.1, it is sufficient 
to prove that there exists XQ£ K such that 
0(a;o) + / a ( a : o , y ) - 0 ( y ) ^ m t C , Vy 6/C, (3.3.12) 
where Q G / is such that condition (i) holds. 
If there is no solution to above problem, then for all x e X, there exists y ^ K 
such that 
(t>{x) + fa{x, y) - (l>{y) e int C. 
Thus, we may define a set-valued mapping Ta : /C -> 2^ by 
TM = {xeK: (l){y) +fa{y,x)-<l){x)e int C}. 
Clearly, Ta{y) is nonempty. Now, we claim that Ta{y) is convex set for all 
y G K. Indeed, let, for some xi,X2 € Ta{y) and Ai, A2 > 0 such that Ai + A2 = 1, 
we have 
Xi(f){y) + Xifaiy, xi) - Ai0(xi) e int C, (3.3.13) 
A2<^ (y) + X2fa{y, X2) - A20(x2) € int C. (3.3.14) 
Since (p is C-convex and fa is C-concave, we have 
Ai</)(xi) + A20(a;2) - 4>{XiXi + A2a;2) G C, (3.3.15) 
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and 
/a(y, AlXi + A2X2) - Xlfaiy, Xl) - X2faiy, X2) G C. (3.3.16) 
From inclusions (3.3.15) and (3.3.16), we have 
(t>{y)+fa{y, XlXi+X2X2)-(l>iXiXi+X2X2)-[Xl(l>{y)+Xlfa{y, Xi) 
-Xi4>ixi)] - [X2(t>{y) + X2fa{y, X2) - A2(/.(x2)] G C. (3.3.17) 
Using inclusions (3.3.13), (3.3.14) in inclusion (3.3.17), we have 
0(y) + fa{y, AiXi + A2X2) - 0(AiXi + A2a;2) G C + int C + int C 
C intC, 
which implies that Ai^i + A2X2 G Ta{y) and hence our claim is then verified. 
Further, 
T^Hx) = {yeK: xeTM} 
= {yeK: (l){y) + Uiy,x)-(p{x)eintC} 
= {yeK: (t>{y) + Uy, x) - 0(x) ^ int Cy 
D {{yeK: (l>{y) + Uy, x) - (f>{x) ^ int C}Y 
= F^ixY = 0„(x), 
which is relatively open in K. 
Since condition (3.3.11) holds, then for each yeK, there exists x e K such 
that 
y e B„{xY C FaixY, 
and hence 
U F^ixY = U 0.{x) = K. 
xeK xeK 
Now, it follows from condition (i) that there exist points v^,- • • ,v2 e K such 
that 
n 
xeKi t= i 
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Therefore, all assumptions of Theorem 1.2.9 are satisfied. Hence, there exists 
yo G K such that t/o £ ^0(^0), i-e-, 
<f>{yo) + fa{yQ,yo) - 4>{yo) e in tc . 
So C C intC, which is a contradiction. Hence (3.3.12) has a solution and the 
theorem is proved with condition (i). 
Now, suppose that assumption (ii) holds. Since FQ(X) C Ba{x), 
m m 
fl F.(x) c n "^(^ ) ^ {jiB.mr c U(^ «K))^  
x&Ki le/Ci t=i 1=1 
hence condition (i) is satisfied with m in place of n. Thus, the solution set S of 
SiVEP (3.2.1) is nonempty. 
Also, by Theorem 3.3.1, we have 
5 = n n u^) 
aelxGK 
— n ^ai^), for some a E I 
xeK 
= f] Ba{x), for some a e I. 
x&K 
Hence, convexity of S follows from convexity of 0 and concavity of /Q(X, .). This 
completes the proof. 
Remark 3.3.2. Theorem 3.3.2 generahzes Theorem 2.2 due to [53,77,78]. 
3.4. SIMULTANEOUS PARAMETRIC VECTOR EQUILIBRIUM 
PROBLEMS 
In this section, we study the stability of solutions for simultaneous vector equi-
hbrimn problems in the setting of topological vector spaces where the mappings 
/Q, 0 and set K are perturbed by parameters A and e, respectively. More precisely, 
let £• be a nonempty convex subset of X. Let Aj [i = 1,2) be Hausdorff topological 
vector spaces (the parametric spaces) and let X : Ai -^ 2^ be a set-valued mapping 
such that for any A G Ai, K{\) is a nonempty, closed and convex subset of X with 
K{k^) = U K{\) C E. Let fa-. A2X Ex E^Y and 0 : A2 x E -> F. 
AeAi 
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For every given (A, e) e Ai x Aj, the simultaneous parametric vector equilib-
rium problems (for short, SiPVEP) consists of finding x* G K{\) such that 
0(€,x*) + /a(e,a; ' ,y)-(/^(e,2/)^intC, "iy ^ K{X). (3.4.1) 
For every given (A, e) G Ai x A2, we denote by ^(A, e) the solution set of SiPVEP 
(3.4.1). 
Theorem 3.4.1. Let /„ : A2 x £ x E ->• y and </>: A2 x E ->• V be two nonlinear 
mappings. Suppose that: 
(i) A' : Ai -> 2^ is a continuous set-valued mapping such that for any A G Ai, 
K'(A) is a nonempty, compact and convex subset of X\ 
(ii) fa is continuous and <f> is continuous in first argument; 
(iii) For any e G A2 and x G E, fai^,x,x) G C and /^(e,.,.) is C-convex in second 
argument and (/>(e,.) is C-convex in second argument. 
Then, we have: 
(a) For every (A, e) G Ai x A2, 5(A, e)^ 0; 
(b) The solution mapping 5 : Ai x A2 -)• 2^ ^ is upper semicontinuous on Ai x A2. 
Proof (a). For every (A, e) G Ai x A2, /«(«, •, •)> 0 ^^^ ^W satisfy all conditions 
in Theorem 3.3.2, then 5(A, e)^ 0. 
Proof (b). For every (A, e) G Ai x A2, 
S(A,e) = {x* G X(A): < (^e,x*) + Ue,x\y) - 0(e,y) ^ intC, Vy G K{\)}. 
It follows from condition (ii) and the fact that y\( int C) is closed, 5(A, e) is 
a closed subset of K{X) and so it is compact. We now prove that S is upper 
semicontinuous. Indeed, let a net (A„, c„) C Aj x A2 be such that (A„, e„) -^ (A, c) 
and take a net {a;„} with x„ G S(A„, e„). 
In view of Theorems 1.2.3-1.2.4, it is enough to prove that there exists x G 
S{X, e) and a subnet x^ of {2„} such that x,^ -> x . Since Xn G K{Xn) and K is 
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upper semicontinuous, by Theorem 1.2.4, there are x G K{X) and a subnet x„^  of 
{x„} such that Xrn —> x. 
Next, we claim that x G 5(A, e). Let, if possible x ^ S{X,e), then there exists 
y e K{X) such that 
(l>{e,x) + Ue,x,y)-(f>{e,y)emtC, Vy G X(A). (3.4.2) 
Since K is lower semicontinuous, by Theorem 1.2.3(b), for the above y, there 
exists a net {ym} such that ym G K{Xni) and !/„. —> y. It follows from x„^  G 
5(A„.,e,^) that 
) - 0 ( e n „ y n , ) ^ i n t C . (3.4.3) 
Since fa and (^  are continuous and y \ ( in tC) is closed, from inclusion (3.4.3), we 
have 
<t){e, x) + /a(e, X, y) - <^ (e, y) G y\ ( in t C), 
which contradicts inclusion (3.4.2). Thiis, x G <S'(A, e). This completes the proof. 
Example 3.4.1. Let E = X = Y = Ai = A2^R, K{X) = [0,1] for all A G Ai and 
C = [0, oo] for all X G JB. Let /Q : A2 X £; X £; -> y and 0 : A2 X E -> y are defined 
by/a(e,a:,y) = -{a{x-y) + e^ + a) for all (e,a;,y) G A2 x £; x £; and 0(e,x) = e - x 
for all (e, x) G A2 x E. Then it is easy to see that all the assumptions of Theorem 
3.4.1 hold and for every (A, e) G Ai x A2, ^(A, e) = [1 - ^ , 1] D [0,1]. Evidently, 
the solution mapping 5 : Ai x A2 —>^ 2'°'^' is closed. Since [0,1] is compact, it follows 
from [19] that 5 is upper semicontinuous on Ai x A2. 
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CHAPTER 4 
WEIGHTED EQUILIBRIUM PROBLEM OVER 
PRODUCT OF SETS 
4.1. INTRODUCTION 
Very recently, Ansari et al. [9] introduced the weighted variational inequahties 
over product of sets and system of weighted variational inequalities and establish 
some existence results for these problems. 
Motivated and inspired by the recent work going in this direction, in this chap-
ter, we introduce a weighted equilibrium problem over product of sets and a system 
of weighted equiUbrium problems for vector-valued bifunctions and show that both 
have the same solution set. Further, we introduce the concept of normalized solu-
tion of the system of weighted equiUbrium problems and give its relationship with 
the solutions of systems of vector equiUbrium problems. Furthermore, several kinds 
of weighted monotonicities are defined for the family of vector-valued bifunctions. 
Using fixed-point theorems, we establish some existence theorems for these prob-
lems. The concepts and results presented in this paper, extend and unify a number 
of previously known corresponding concepts and results in the Uterature, see for 
example [9] and the references therein. 
The remaining part of this chapter is organized as foUows: 
In Section 4.2, we introduce weighted equiUbrium problem over the product 
of sets and systems of weighted (vector) equiUbrium problems. The concept of 
a normalized solution of a system of weighted equiUbrium problem is introduced 
while in Section 4.3, the relationships among weighted equiUbrium problem and 
systems of weighted equiUbrium problems are discussed. In Section 4.4, several kinds 
of weighted monotonicities are defined for the fan^ly of vector-valued bifunctions. 
Further using these concepts and fixed point theorems, we establish some existence 
theorems for above mentioned problems. 
4.2. PRELIMINARIES 
Throughout this chapter unless otherwise stated, we use the following notations 
and assumptions. Let for each given m G N, (R"*, W^) be an ordered Banach space 
where 1R+ = {x — (xj,...., Xm) € K"*: Xj > 0 for j = 1,..., m} is a pointed cone. We 
denote by TPJ* and intl^, the simplex of R!J? and its relative interior, respectively, 
that is, 
17 = {x = (xi, ....,x^) G R^ : Y^xj = 1}, 
m 
intl7 = {x = (xi,....,Xm) e intlR:;^  -Y^^j^ !}• 
j = i 
Let / = {l,2,....,n} be an index set and let li be a positive integer. Let, for 
each i e / , Xj be a real topological vector space (not necessarily Hausdorff) and let 
Ki be a nonempty convex subset of Xi, with X = Y[^i ^^d K = YlKi. 
Let {/i}ig/ be a family of bifunctions fi : K x Ki -> W* such that fi{x,Xi) = 
0, Vi 6 / , X G K. We consider the following system of strong vector equilibrium 
problems (for short, SSVEP): Find xe K such that, for each ie I, 
/ ,(x,yO^-M'i\{0}. Vy^ei^Ti, (4.2.1) 
and the system of weak vector equilibrium problems (for short, SWVEP): Find x E K 
such that, for each i G /, 
fi{xy Vi) ^ -int R ' I , Vt/i e /^i. (4.2.2) 
Throughout rest of the chapter unless otherwise stated, we assume that 
W = {Wu ,M^n)en(^i\{o}) 
ie/ 
is a given weight vector. 
Now, we introduce the following weighted equilibrium problem over product of 
sets (for short, WEP): Find x e K with respect to (for short, wrt) the weight vector 
W such that 
X;W^i-/i(5,yi)>0, yyieKi, (4.2.3) 
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and the following system of weighted eguilibrium problems (for short, SWEP): Find 
X G K wrt the weight vector W such that, for each i e I, 
Wi.fi{x,yi)>0, yyiEKi, (4.2.4) 
where dot ' . ' denotes the inner product on M}\ If, for each i e I,Wi sT^i, then the 
solutions of WEP (4.2.3) and SWEP (4.2.4) are called normalized. We denote EP" 
(respectively Ef) the solution set of WEP (4.2.3) (respectively SWEP (4.2.4)) and 
by E^ (respectively E^) the normalized solution set of WEP (4.2.3) (respectively 
SWEP (4.2.4)). 
Finally, we define the following problem which is closely related to WEP (4.2.3) 
and can be termed as Minty weighted equilibrium problem (for short, MWEP): Find 
X £ K wrt weight vector W such that 
X ; ^i-/«(?/. ^ «) ^ 0, yyi eKi, iG I. (4.2.5) 
The solution set of MWEP (4.2.5) is denoted by EJlf. 
4.3. RELATIONSfflPS 
In this section, we discuss some relationships among WEP (4.2.3), SWEP 
(4.2.4), SSVEP (4.2.1) and SWVEP (4.2.2). 
Lemma 4.3.1. For a given weight vector W (respectively W = {Wi, ,Wn) 
G n T ' ; , ieI),E^ = Ef (respectively E^ = EfJ. 
ie/ 
Proof. Evidently, E^ C E^. Let x E E^, then 
^Wi.Mx,yi)>0, "iyieKi.iel. 
For each j ^ i, let yj = Xj. Then, from the preceding inequality, it follows that, 
for each i G / , 
Wi.Mx,yi)>0, yyiEKi. 
Hence, x E E^. This completes the proof. 
Next, by making use of SWEP (4.2.4), we solve SSVEP (4.2.1) (or SWVEP 
(4.2.2). 
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Lemma 4.3.2. Each normalized solution x ^ K with weight vector VK e H "^ -t (^ e-
spectively We]} inttl) of SWEP (4.2.4) is a solution of SWVEP (4.2.2) (respec-
tively SSVEP (4.2.1)). 
Proof. Let x e K he a. normalized solution of SWEP (4.2.4) with weight vector 
We n ^ i (respectively W 6 niiit'^4-)- Suppose that x G /C is not a solution 
of S \VVEP (4.2.2) (respectively SSVEP (4.2.1)). Then, there exist some i e / and 
yi E Ki such that 
fi{x,yi) 6 -intR';, (respectively fi{x,yi) e -K!f.\{0}). 
Since W e'fl (respectively W 6 intT'j), for each i G /, we have Wi.fi{x,yi) < 
0, for each i G / which contradicts our assumption that x e K is a. normalized 
solution of SWEP (4.2.4). Hence, xeKisa solution of SWVEP (4.2.2) (respectively 
SSVEP (4.2.1)). This completes the proof. 
From Lemma 4.3.1 and Lemma 4.3.2, we deduce the following result. 
Lemma 4.3.3. Each normalized solution x e K with weight vector VT G H "^ -t-
t G / 
(respectively W^  G H int1I+) of WEP (4.2.3) is a solution of SWVEP (4.2.2) (re-
t G / 
spectively SSVEP (4.2.1)). 
4.4. EXISTENCE OF SOLUTIONS 
In this section, we establish some existence theorems for WEP (4.2.3), SWEP 
(4.2.4), SWVEP (4.2.2) and SVEP (4.2.1). Fhst, we define the following concepts. 
Definition 4.4.1. A family {/t}^^/ of bifunctions fi : K x Ki -^ R'* is said to be: 
(a) Weighted monotone wrt the weight vector W if, for all x,y ^ K, we have 
Y,Wi.{fi{x,yi) + fi{y,Xi))<Q; 
i G / 
(b) Weighted pseudomonotone wrt the weight vector W if, for all x, y G K, we 
have 
Y,WMx,yi)>0 ^^Wi.My,Xi)<0; 
iG/ iG/ 
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(c) Weighted strictly pseudomonotone wrt the weight vector W if, the second 
inequaUty in (6) is strict for all x^y; 
(d) Weighted convex in second argument wrt weight vector W ii iox aH x,y, z £ K 
and A 6 [0,1], we have 
5 ] ; Wi./i(z, Axi + (1 - X)yi) < xY^Wi.fi{z,Xi) + (1 - X)J2^i-fii^^yi)-
Definition 4.4.2. A family {fiji^j of bifunctions fi : K x Ki ^ R'< is said to be 
weighted hemicontinuous wrt the weight vector W if, for &\\x,y ^ K and A G [0,1], 
the mapping A -> ^ V t^-/i(y + A(x - y),yi) is continuous, 
ie/ 
Remark 4.4.1. The concepts given in Definitions 4.4.1-4.4.2 are the natural exten-
sions of the corresponding concepts given in [8,9,95]. 
Now, we prove the following Minty type lemma for WEP (4.2.3). 
Lemma 4.4.1. If the family {/t}igj of bifunctions /i : i^ ' x /r^  -> R'* is weighted 
convex in second argument and weighted pseudomonotone and weighted hemicon-
tinuous wrt the weight vector W^ then EP"—E^. 
Proof. E^ C Eff is directly followed by weighted pseudomonotonicity of the family 
{fi}i^i. Let X e E^, we have 
»€/ 
Since, for each z € /,/Cj is convex, ]xi,t/i[:= Aj/j + (1 - A)xi e K VA G (0,1], 
and hence we have 
Y, ^M^^ ^i) ^ 0' Vzi e]xi, yi[. (4.4.1) 
ie/ 
Ag£iin, since /j(z,.) is weighted convex, we have 
0 = E^Mz.Zi) < AX;WMz.yi) + il-X)Y.Wi-Mz,X,). (4.4.2) 
ie/ ie/ ie/ 
Prom inclusions (4.4.1) and (4.4.2), we have 
Y,WMz,yi)>0. 
iei 
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By weighted hemicontinuity of the family {/i}ig/, the preceding inequaUty im-
pUes that 
Y,WMx,yi)>0, yyieKi, iel, 
iel 
i.e., X ^  E^. This completes the proof. 
Theorem 4.4.1. Let the family {/t}ig/ of bifunctions ft : KxKi -^ R'< be such that 
/i(x, Xi) = 0, Vx 6 i^ and let {fi}i^i be weighted convex and weighted continuous in 
second argument and weighted pseudomonotone, weighted hemicontinuous wrt the 
weight vector W. Assume that there exists a nonempty, closed and compact subset 
of D of K and y G D such that, for each x G K\D, J2 Wi-fi{x,yi) < 0. Then, there 
exists a solution x e K of WEP (4.2.3) and hence it is a solution SWEP (4.2.4). 
Further, if W 6 11 " -^t' ^^^^ there exists a normalized solution x 6 K" of WEP 
(4.2.3) and hence it is a solution of SWVEP (4.2.2). Furthermore, if V^  e [I intTlj., 
iGl 
then xeK issi solution of SSVEP (4.2.1). 
Proof. For each x e K, define the set-valued mappings S,T : K -^ 2^ hy 
S{x) = {yeK:Y,Wi.fi{y,Xi)>0} 
te / 
T{x) = {yeK:Y,Wi.fi{x,y,)<0} 
iel 
Now, for each x € K, we claim that T(x) is convex. Indeed, let t/i,y2 ^ 
T(x), a, /3 > 0 such that a + /3 = 1, at/i -I- (3y2 e K as K is convex. Hence 
^Wi.fi{x,yi,i)<0 and J^Wi.Mx,y2,i) <0. 
iel iel 
Since {fi}i^j is weighted convex in second argument, we have 
^Wi./i(a:,(Qyi,i+^t/2,i))<0 
iel 
which implies ayx + fiy^ G T{x). Hence our claim is then verified. 
Further, it follows firom weighted pseudomonotonicity of the family {fi}i^j that 
S{x) C T{x) for each x E K. Since 
S-'iy) = {xeK:yeSix)}, 
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i.e., S-\y) = {xeK •.J2WMy,Xi) > 0} 
ie / 
{S-\y)Y ^{xeK :Y,Wi.My,Xi) < 0}. 
It is easy observed from weighted continuity of the family {fi}i^j in the second 
argument, that {S~'^{y)y is closed, for each y E K and hence S~^{y) is open in K. 
Therefore, S~^{y) is compactly open. 
Assume that, for all x e /C, S{x) is nonempty. Then all the conditions of 
Theorem 1.2.10 are satisfied and therefore there exists x € K such that x e T'(x). 
It follows that 
Q = Y,WMx,Xi)<0, 
which is impossible. Hence, there exists x E K such that S{x) = 0. This implies 
that, for aHy e K, ^ Wi./t(y,a:i) < 0, that is, there exists x e K Avrt the weight 
vector W such that 
^WMy,Xi)<0, yyiEKi, iel. 
By Lemma 4.4.1, x € i^ is a solution of WEP (4.2.3) and so by Lemma 4.3.1, 
it is a solution SWEP (4.2.4). liW eU'fi, then x e K is & normalized solution 
of SWEP (4.2.4) and hence by Lemma 4.3.2, it is a solution of SWVEP (4.2.2). 
Further, if W G J] inf^+j then again by Lemma 4.3.2, x G A!" is a solution of 
SSVEP (4.2.1). This completes the proof. 
Theorem 4.4.2. Let the family {/i}^^^ of bifimctions /i : ifTxATj -> R'* be such that 
fi{x, Xi) = 0, Vx 6 /C and let {fi}i^j be weighted convex and weighted continuous in 
second argument and weighted strictly pseudomonotone, weighted hemicontinuous 
wrt weight vector W. Assume that there exists a nonempty, closed and compact 
subset of D oi K and y e D such that for each x 6 K\D, X)W^i./i(x,t/i) < 0. 
Then there exists a unique solution x E K oi WEP (4.2.3) and hence it is a solution 
SWEP (4.2.4). Further, if M^  G H '^ +» ^^^^ there exists a imique normalized solution 
XEK oi WEP (4.2.3) and hence it is a solution of SWVEP (4.2.2). Furthermore, 
if V^  G n intl!*., then x E K is a unique solution of SSVEP (4.2.1). 
iei 
54 
Proof. In view of Theorem 4.4.1, it is sufficient to show ^ t WEP (4.2.3) h^g.at^ 
most one solution. Suppose that there exist two solutions x\x" of'WEI^(4^ 
Then, we have 
By the weighted strictly pseudomonotonicity of the family {fi}i^j of bifunctions, 
we have 
j2Wi.nx',x;)<o, 
16/ 
i.e., X is not a solution of WEP(4.2.3), a contradiction. This completes the proof 
Now, we extend the notion of B-pseudomonotonicity given by Brezis [28] and 
Ansari et al. [8,9]. 
Definition 4.4.3. A family {/i}jg/ of bifimctions fi.KxKi-^ R'' is said to be 
weighted B-pseudomonotone wrt weight vector W, if for each x € K and every net 
{x^lcg/ in K converging to x with Uminf (X) Wi./iCx^.Xi)) > 0, we have 
** iei 
Umsup(5];Wi./i(x",yi))< Y^Wi.fi{x,yi), ^VieKi. 
" ie/ ie/ 
Theorem 4.4.3. Let the family {fi}i^j of bifunctions fi : K x Ki -^ R'< be 
such that fi{x,Xi) = 0, \/x e K and let {/}iG/ be weighted convex in second 
argument and weighted 5-pseudomonotone wrt weight vector W such that, for each 
A e T{K), X -^Y^ Wi.fi{x,yi) is lower semicontinuous on CoA. Assume that there 
te/ 
exists a nonempty compact subset D oi K and y & D such that for all x € K\D, 
X) Wi./i(a:,yi) < 0. Then there exists a solution x e K of WEP (4.2.3) and hence 
•eJ 
it a solution SWEP (4.2.4). Further, if P^ € H T4., then there exists a normaUzed 
te/ 
solution X 6 if of WEP (4.2.3) which is also a unique solution of SWVEP (4.2.4). 
Furthermore, if W G fl intl+, then x e K is & unique solution of SSVEP (4.2.1). 
ie/ 
Proof. For each x e K,\etT : K -^ 2^ he same defined in the proof of Theorem 
4.4.1, then for all x G K, T(x) is convex. Let A 6 T{K), then for all j / € CoA, 
{T-\y)r n <^ o^  = {xeCoA:J2 Vi'Mx, yi) > 0} 
ie/ 
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is closed in Co A by the lower semicontinuity of the mapping x ^ ^ W j^./i(x, t/j) on 
Co A. Hence r"^(y)nC0i4 is open in Co A. Suppose that a:,y G Co^ and {a;°}ag / 
is a net in K converging to x such that X) W t^-/t(a;°', \yi + (1 - X)Xi) > 0 for all 
a e / and all A e [0,1]. 
For A = 0, we have Y. Wi/i(a;°, Xi) > 0, Va G / and therefore 
i s / 
Uminf(^Wi./i(x",Xi)) > 0. 
By weighted B-pseudomonotonicity of /i, we have 
X ; W i^-/i( .^yi) > ^°^sup ( Y, ^i-fi{^'"^ Vi)) • (4.4.3) 
16/ " i e / 
For A = 1, we have X) ^»/i(2;°, 2/0^0 for all a 6 / and therefore 
ie/ 
Uminf (5];Wi./i(x^t/i)) > 0. (4.4.4) 
16/ 
From inclusions (4.4.3) and (4.4.4), we have 5Z VVi./i(x,yi) > 0 which impUes y ^ 
16 / 
T{x). 
Assume that, for all x € i^, T(x) is nonempty. Then, all the conditions of 
Theorem 1.2.12 are satisfied. Hence, there exists x G /f such that x G T(x), that is, 
0 = Xl¥ i . / i (x ,x , )<0 , 
16/ 
a contradiction. Thus, there exists x G K such that T(x) = 0, that is, 
Y,Wi.fi{x,yi)>0, VviEKi, iel. 
Hence, x is a solution of WEP (4.2.3) and so by Lemma 4.3.1, it is a solution of 
SWEP (4.2.4). 
If Wi G n T+, then x G /<" is a normaUzed solution of SWVEP (4.2.2). Further, 
1 6 / 
if Wi G n(in<^1+) tlien again by Lemma 4.3.2, x G ii: is a solution of SSVEP (4.2.1). 
16/ 
This completes the proof. 
It is of further research interest to generalize and extend the concepts and 
theorems presented in this chapter for the system of weighted equilibrium problems 
involving set-valued bifunctions. 
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CHAPTER 5 
GENERALIZED VECTOR EQUILIBRIUM PROBLEM 
OVER PRODUCT OF SETS 
5.1. INTRODUCTION 
Recently, Konnov [101] and Allevi et al. [2] discussed the existence of solutions 
of (vector) variational inequalities over product of sets. Very recently, Allevi et al. 
[3] and Ansari et al. [14] extended the results of [2,101] for vector (quasi) variational 
inequaUties over (countable) product of sets. 
Motivated by recent work going in this direction, we consider a generaUzed 
vector equihbrium problem over product of sets (for short, GVEP) in topological 
vector spaces. We establish that GVEP and a system of generalized vector equi-
librium problems (for short, SGVEP) both have same solution set. Further we 
define the concepts of relatively pseudomonotonicity and relatively generalized B-
pseudomonotonicity for the set-valued bifunction, which extend the concepts of rel-
atively pseudomonotonicity and B-pseudomonotonicity given in [2,8,28,54,95,101]. 
Using these concepts and fixed point theorems, we estabUsh some existence results 
for GVEP and SGVEP. The concepts and results presented in this chapter extend 
and imify a number of known concepts and results in the Uteratvire, see for example 
[3,8,101,102] and the references therein. 
The remaining part of this chapter is organized as follows: 
In Section 5.2, we introduce GVEP, SGVEP and parametric form of GVEP in 
topological vector spaces. In Section 5.3, we give the relationship between GVEP 
and SGVEP and establish some existence theorems for GVEP. In Section 5.4, we give 
the relationship between SGVEP and the parametric form of GVEP and establish 
some existence theorems for SGVEP. Further we discixss some consequences of our 
results. 
5.2. PRELIMINARIES 
Throughout the chapter unless otherwise stated, let / = {1, ....,m} be an index 
and 
K = '[[K, (5.2.2) 
sei 
Let y be a topological vector space with a partial order induced by a pointed, 
convex, closed and solid cone C in y with apex at the origin. Set ]RI[* = {/i e R'" : 
/i, > 0,1 < s < m}. Let, for each s E I, Gs "• K x K^ -^ 2^ be a set-valued 
bifunction, then we consider the following generalized vector equilibrium problem 
over product of sets (GVEP): Find x = {xs)^^j € K such that 
Y, ^"i^' y^) ^ -in^ <^ ' ^2/5 G Ks, s e I. (5.2.3) 
The dual problem of GVEP (5.2.3) is to find an element x e K such that 
J2 ^^(y^ *^) 2 ^ ^^  <^ ' ^y^ ^K,, se I, (5.2.4) 
sel 
where y = (?/,),£/• 
We denote by U^ and Lf^ the solution sets of GVEP (5.2.3) and its dual problem 
(5.2.4), respectively. 
Next, we consider the system of generalized vector equilibrium problems (SGVEP): 
Find X = (xa)^^; G K such that 
Gs{x,ys)^-intC, ^y,eKs,s^I. (5.2.5) 
We denote by W the solution set of SGVEP (5.2.5). 
We now consider a parametric form of generalized vector equihbrium problem 
over product of sets. Fix an element 7 = (7i,-",7n) G K+ and for each s 6 / , 
consider the bifunction Gs : K x K3 ^ 2^ which is defined by 
G('^')(x,ys) = lsGs{x, ys), Vx eK.y^e Ks, s € / . 
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Then, we consider the following parametric generalized vector equilibrium problem 
over product of sets (for short, PGVEP): Find x € K such that 
Y^ 7sGs{x, Vs) % -int C, Vy, € /<:„ s G /. (5.2.6) 
5 6 / 
and its dual problem: Find x ^K such that 
Y, ^ysGsiy, Xs) 2 int C, V2/3 e K„ s G /. (5.2.7) 
We denote by U^ and U^ the solution sets of PGVEP (5.2.6) and problem 
(5.2.7), respectively. 
5.3. EXISTENCE OF SOLUTIONS FOR GENERALIZED VECTOR 
EQUILIBRIUM PROBLEM OVER PRODUCT OF SETS 
In this section, we give some relationships between GVEP (5.2.3) and SGVEP 
(5.2.5) and establish an existence theorem for GVEP (5.2.3). First, we define the 
following concepts. 
Definition 5.3.1. For each s € /, the bifunction G, : K x K3-^ 2^ is said to be: 
(a) v-hemicontinuous, if for any x,y,z € K and A G [0,1], the mapping A ->• 
Gs(3; + A(y — x), Zg) is upper semicontinuous at 0"^ ; 
(b) Pseudo (w,C)-monotone, if for all x,y e K, we have 
Gsix,ys) % -intC, Vs G / =^  J^G,(y,a;,) g intC. 
se/ 
Remark 5.3.1. Definition 5.3.1 generahze the corresponding concepts given by 
[2,3,102]. 
Now we establish the following Lemmas of which shows the equivalence between 
GVEP (5.2.3) and SGVEP (5.2.5). 
Lemma 5.3.1. GVEP (5.2.3) implies SGVEP (5.2.5). 
Proof. The proof follows immediately from (5.2.1) and (5.2.2). 
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Lemma 5.3.2. If for each s G / , the bifunction Gs • K x K^ -^ 2^ is pseudo 
(u;,(7)-iuonotone, then U" C W^. 
Proof. The proof is durectly followed by pseudo (w,(7)-monotonicity of G,. 
Remark 5.3.2. Prom Lemma 5.3.1 and Lemma 5.3.2, we have, U^ C C/"^ . 
Lemma 5.3.3. If for each s e I, the bifunction Gs : K x K, ^ 2^ is v-
hemicontinuous and type I C-convex in the second argument with condition 0 G 
Yl Gs{x, Xs) C C for aU a; G K, then U'^ C U^. 
Proof. Let us consider x Elf^, then 
X I (^s{y, Xs) 2 int C, Vy, e K„ se I. 
Since, for each s 6 / , /C, is convex, jx,, ys[:= A s^ + (1 - A)x3 6 K , , VA 6 (0,1], 
and hence we have 
^Gs{z,Xs) 2 intC, \/zs e]xs,ys[-
Again, since Gaiz,.) is convex, and Yl Gs(x,Xs) C C for all x 6 /C, we have 
Y,(^s{z,Zs)CX^Gs{z,ys) + {l-X)Y,G,{z,Xs)-C 
sei sei s&i 
By above inclusion, we have 
sel sG/ sei 
cY,Gs{z,ys)+[xY,Gs{z,ys) + {l-X)Y,Gsiz,Xs)-C] 
sei sei sei 
C (1 + A) $ ] Gs{z, ys) + (1 - A) ^  Gs{z, x,) - C. 
sei sei 
Hence for any ueY, Gs{z,ys), there exists v e ^ Gsiz^Xg) such that 
sei sei 
u G (1 + A)u + (1 - X)v - C and (1 - X)v 0 int C, 
which implies that 
-Au G F\(int C)-C = y\( int C), 
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i.e., u ^ —intC. 
Since u is arbitrary, we have 
Y^ Gs{z, Vs) <l - in t C, Vy, e /C„ s G / . 
By ^^hemicontinllity of G,, the preceding inclusion implies that 
^ G,(x, ys) 2 - in t C, Vy, G i^,, 
i.e., X € C/^  which implies that If^ CU^. This completes the proof. 
Combining above three Lemmas, we have the following result. 
Proposition 5.3.1. If for each s G / , the bifunction G3 : K x Kg -^ 2^ is 
t'-hemicontinuous, type I C-convex in the second argument and pseudo {w,C)-
monotone with condition 0 G J2Gs{x,Xs) C C Vrc G /C, s G / . Then GVEP 
(5.2.3) and SGVEP (5.2.5) both have same solution set. 
Remark 5.3.3. Prom Remark 5.3.2 and Lemma 5.3.3, we observe that U^ = If^, 
which is the Minty's type Lemma for GVEP (5.2.3). 
Now, we have following existence result for GVEP (5.2.3). 
Theorem 5.3.1. For each s e I, let the bifunction G3 : K x Kg -^ 2^ he type 
I C-convex and upper-semicontinuous in the second argument with condition 0 G 
52 Gs{x,Xs) C C, Vi G K, s G / and let G3 be v-hemicontinuous and pseudo {w,C)-
monotone. Suppose that there exists a nonempty convex and compact subset D of 
K and a point y G D, such that for all x G K\D, YlGsix,ys) C - i n t C . Then 
sei 
GVEP (5.2.3) is solvable. 
Proof. Define set-valued mappings S,T : K —^ 2^ hy 
S{y) = {xeK: ^ G , ( x , y , ) C - i n t C } 
T{y) = {xeK:Y^ Gs{y, Xs) Q int C}. 
sei 
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Now, we claim that T{y) is convex for each y e K. Indeed, let x^,x'^ E T{y), 
p,q>0 such that p + q = 1 then px, + qxl e K^ as K3 is convex. Hence 
5 ^ G,{y,pxl + qxl) C p ^ Gs{y,x]) + qj^ Gsiy, x ^ - C 
sel »e/ se/ 
= - in t C - int C - C C - in t C. 
Therefore px^ + qx^ G T{y). Hence oxu: claim is then verified. 
Further, it follows from pseudo (io,C)-monotonicity of G, that S{y) C T{y) for 
each y EK. Since 
S-\x) = {yGK:xe S{y)} 
S-\x) = {y€K: J2Gs{x,ys) C - i n t C } 
[S-'{x)Y = {yeK:Y^Gs{x, y,) g - i n t C } . 
sei 
It is easily observed from upper-semicontinuity of G, in the second argument 
that [5~^(x)]'^ is closed for each x £ K and hence S~^{x) is open in K. Therefore, 
S~^{x) is compactly open. 
Assume that, for aH y e K, S{y) is nonempty. Then all the conditions of 
Theorem 1.2.10 are satisfied and therefore there exists x €: K such that x G T{x). 
Hence it follows that 
OeY^Gs{x,Xs)CintC, 
which is impossible. 
Hence, there exists y E K such that S{y) = 0. This imphes that, for all a; G /C, 
^ Gs{x,ys) % intC, that is, there exists i G K such that 
^ G,(y, X,) % int G, Vy, G 7^, s G / . 
By Remark 5.3.3, above inclusion imphes that there exists x e K such that 
Y^ Gs{x, y,) % - in t G, Vy, G /T,, s G / . 
se/ 
This completes the proof. 
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5.4. E X I S T E N C E OF SOLUTIONS FOR SYSTEM OF GENERALIZED 
VECTOR EQUILIBRIUM PROBLEMS 
In this section, we give the relationship between SGVEP (5.2.5) and PGVEP 
(5.2.6). Using this relationship, we estabhsh some existence theorems for SGVEP 
(5.2.5). First, we extend the notion of pseudo (w, (7)-monotone to the set-valued 
vector bifunction. 
Definition 5.4.1 For each s e I, the bifunction Gg : K x Kg -^ 2^ is said to be: 
(a) Relatively monotone if there exists Q, /3 G 1R+ such that Vx, y E K, we have 
^QsGs{x,ys) -Y^3sGs{y,Xs) C C; 
(b) Relatively w-pseudomonotone if there exists a,/3 G RIJ* such that \/x,y E K, 
we have 
J2^sGs{x,ys) % - i n t C ==> ^ Q , a ( t / , x , ) % intC. 
Remark 5.4.1. 
(i) If for each s € J, G,{x,ys) = (T,(x),y, - x,), where T, : K ^ i^{^>y) 
and (Ts(x),ys - '^s) denotes the value of Ts(x) at (y, - x^), then Definition 
5.4.1 (a)-(b) reduce to the concepts of relatively monotonicity and relatively 
u'-pseudomonotone monotonicity of T^ given in AUevi et al. [2]. 
(ii) It what follows, we reserve the symbol a and (3 for parameters associated to 
relative (pseudo) monotonicity of Gs- It is clear that relative monotonicity 
impUes relative ly-pseudomonotonicity, but the reverse assertions are not true 
in general. 
The following Lemmas show the relations among PGVEP (5.2.6), dual of PGVEP 
(5.2.7) and SGVEP (5.2.5). 
Lemma 5.4.1. PGVEP (5.2.6) implies SGVEP (5.2.5). 
Proof. The proof follows immediately from (5.2.1) and (5.2.2). 
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Lemtna 5.4.2. If for each s € / , the set K^ is convex and the bifunction G, : 
A' X K, -> 2^' is u-hemicontinuous, then t/:^  C U^. 
Proof. For each s € / , Ga will also be v-hemicontinuous and the result follows 
from Lemma 5.3.3. 
Now, we establish existence theorem for SGVEP (5.2.5). 
Theorem 5.4.1. For each s G / , let Ks be convex; let G, be relatively w-
pseudomonotone with nonempty compact values and let G, be u-hemicontinuous 
and upper semicontinuous and type I G-convex in second argument with condition 
0 € XI asGs(x,Xs) C C for all X € K and Q € R"'. Suppose that there exists a 
nonempty, convex and compact subset D oi K and a point y E D such that for all 
X e K\D, 53 Q.GsCx,^,) Q - i n tG . Then SGVEP (5.2.5) is solvable. 
Proof. Define set-valued mappings A, B : K ^ 2^ by 
B{y) = {xeK: Y,^sGs{x,ys) % - i n t G } 
ael 
A{y) = {xeK: J^asGaiv^Xa) % intG} 
We divide the proof into the following three steps. 
Step I. We prove that fj -^(j/) 7^  0- Let z be in the convex hull of any finite subset 
n n 
{y^ • • • ,y"} of K. Then z=Yl, P-i^^ for some /Xj > 0, j = 1, ...,n; JZ Mi = 1- W 
2 ^ U ^ ( y ' ) , then 
i=i 
^ ; 5 , G , ( z , y ^ ) C - i n t G , Vj = l,...,n. 
se/ 
Then we have 
0 G ^AG,(2:,z,) = ^AG,(z ,5^/ i , t /^) 
n 
C - i n t G - G C - i n t G , 
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which is a contradiction to the assumption. Therefore, the mapping B : K -^ 2^ 
defined by B(y) = B{y), the closure oiB{y), is also a KKM mapping. By assiunption 
there exists a nonempty, convex and compact subset D oi K and point y G D such 
that for all x e K\D, ^ asG,{x, y,) C -int C. This impUes that B{y) C D. Hence 
sei 
B(y) is compact. Therefore by Theorem 1.2.7, we get 
f]W) ^ ^ • 
yeK 
Step II. We prove that Q A{y) ^ 0. From relative to-pseudomonotonicity of 
y€K 
Ga, it follows that B{y) C A{y). Next, we claim that for each y e K, A(y) is 
closed. Indeed for any y e K, there exists a net {x^} in A{y) such that {x^} 
converges to x e K. Then we have X)<^s^»(^'^«) 2 i^tC for each 9 and for 
each y e K. That is, for each 6, there exists p, 6 Ga(i/,x^), s G / such that 
^ ttsp* ^ int C. Since for each s e I, the set M, := {x^} U {x,} is compact and 
hence p^ G Ga{y,Ms), s e I. Since Gs{y,Ms) is compact, {pf} has a convergent 
subnet with Umit, say p, for each s ^ I. Without loss of generality, we can assume 
that p\ converges to Ps for each s E I. Since Y\(intC) is closed, then by upper 
semicontinuity of Gs{y, •), Pa ^ Ga{y,Xs) and hence Z^ oisGs{y,xl) g intC impUes 
that XI otsGsiy,Xa) % intC. Hence x G i4(y), for each yeK. 
aei 
Thus, we conclude that A{y) is closed. Therefore, B{y) C A(y) and hence from 
Step I, we have f] A{y) ^ 0. 
Step III. We prove that U' ^ 0. FVom Step H, it follows that W^ia) ^ 0. Now 
Lenunas 5.4.1 and 5.4.2 yield C/* 7^  0, as desired. This completes the proof. 
Next we have the following existence theorems without monotonicity. 
Theorem 5.4.2. For each se^ I, let Kg be compact and convex subset of Hausdorff 
topological vector space Xi, and let the bifunction Ga • K x Kg ^ 2^ he type I 
C-convex in first argument and upper semicontinuous in second argument. Then 
SGVEP (5.2.5) is solvable. 
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Proof. Let us suppose that 
H = {{x,y) eKxK: Y,asGs{x,y,) % - in tC}. 
It is clear that (x, x) £ H,^x ^ K. For each x e K, the set 
H^ = {yeK: ^a ,G,(x,2/ , ) % - intC} 
SG/ 
is closed as can be easily seen from the upper semicontinuity of Gs{x,.). 
Now we claim that iov y E K, the set 
Hy = {xeK : ^asGs{x,ys) C - intC} 
SG/ 
is convex. Indeed, let xj, 12 G Hy, p,q>0 such that p + q = 1. Since K is convex, 
pxi + qx2 G K and hence we have 
^OsGsipxi + qx2,ys) Q P^asGsixi,ys) + q^otsGs{x2,ys) - C 
sel sG/ sG/ 
= - in tC - intC - C C -intC, 
which implies that pxi + 9x2 G Hy. 
Thus our claim is then verified. All the assmnptions of Theorem 1.2.11 are 
satisfied. Therefore by Theorem 1.2.11, there exists a point XQ e K such that 
K X {xo} C H, which impHes that XQ € K such that 
Y^ asGsixo, ys) ^ -int C, Vy, G X,, s G I. 
This completes the proof. 
Theorem 5.4.3 For each s G / , let the bifunction Gs : K x K, ^ 2^ he upper 
semicontinuous in the first argument and type I C-convex in the second argument 
with condition 0 G Y^agGsiXyya) C C, "ix e K and a G R+. If there exists a 
nonempty, compact subset D and a nonempty compact and convex subset B of K 
such that Vx G K\D, there exists y E B such that ^a3Gs(x,2/a) C —intC, then 
SG/ 
SGVEP (5.2.5) is solvable and its solution set is compact. 
66 
Proof. Define a set-valued mapping P : X -)• 2^ by 
P{y) = {xeK: 5 ] ;a3G,(x ,y , )g-mtC}, yeK. 
Evidently, P is a KKM-mapping and P{y) is closed for each y e K" as proved in 
Theorem 5.4.1. We claun that P is transfer closed-valued on CoA for any A e T{K). 
Indeed, let z e f) Clco/i{-P(?/)nCoyl). Then for every y e CoA, there is a net 
yeCoA 
{z^} in P{y) n CoA such that z^ -^ z and hence the closedness of P{y) impUes 
z e P{y) n CoA for every y € CoA. Hence z e f) iP(y) f] CoA). 
yeCoA 
Next we prove that 
C\K{ n P{y))[]CoA = { f l P{y))f]CoA, ^A^HK). 
y&CoA y^CoA 
It is enough to show that ClAr( fl P{y))Q{ fl P(y)). Let z e Cl/c( fl Piv)), 
l/eCoyl veCoA y&CoA 
there exists a net {z*} in f\ P(y) such that :^ ^r z. Since P(y) is closed foi each 
y6Coi4 
y G K and K is convex, z 6 ( f) P{y))- Further it follows from condition (iv) 
yeCoA 
that C1A:( fl P{y)) Q D. Hence by Theorem 1.2.8 it follows that f| P{y) ^ 0, 
1/6B yeK 
i.e., SGVEP (5.2.5) has a solution and the solution set P{y) of SGVEP (5.2.5) is 
nonempty. Since P{y) is closed for each y E K, it follows from (iv) that P{y) is 
closed subset of compact set D. Hence P{y) is compact. This completes the proof. 
Now, we define the following concepts. 
Definition 5.4.2. For each s e I, let the bifunction G, : K x Kg ^ 2^ is said to 
be relatively generalized B-pseudomonotone, if for each net {x^} in K and x,y £ K 
such that X* -4 x and 
Y,ctsGsix', Ax, + {1- X)ys) % -int C, VA e [0,1], 
s€/ 
we have 
Y^ asG,{x, ys) % -int C, Vi/, G AT,, s G /. 
If for each s G /, G,(x,y,) = (T,(x),y, - x,), where T, : /C -> 2^(^"^), then we 
have the following definition reduced from Definition 5.4.2. 
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Definition 5.4.3. For each s e I, the mapping T^ : K ^ 2 (^^ "^> be relatively 
B-pseudomonotone, if for each net {x^} in K and x,y E K such that x^ -^ x and 
Y,c^s{Ts{x'), (Ax, - (1 - % , ) - xl) % - int C, VA e [0,1], 
we have 
Remark 5.4.2. Definitions 5.4.2-5.4.3 generahze and extend the concepts of B-
pseudomonotonicity given in [2,8,28,54,95,101]. 
Theorem 5.4.4. For each s G /, let the bifunction G, : K x Ks ^2"^ is relatively 
generalized B-pseudomonotone such that, for each A G J^{K), u -^ "^ aaGs{x,ys) 
is lower semicontinuous on C0i4 and type I C-convex in the second argument with 
condition 0 G X) ciaGaix, x,) C C for all x G X and a G W^. Assiune that there 
exists a nonempty, convex and compact subset D oi K and a point y E D such that 
for each x G K\D, Y, cisG,{x,ys) C - intC. Then SGVEP (5.2.5) is solvable. 
Proof. Define a set-valued mapping T : K ^2^ by 
T(x) = {yeK: J]a,G,(x,2/,) C - intC}. 
For each x G ii', it is clear that T{x) is convex. Let A G J^{K) then for all 
y G Co A, we have 
iT-\y)r(]CoA = {xe CoA : J2<^,Gsix,ys) % - intC} 
SG7 
is closed in Coi4 by the lower semicontinuity of the mapping x -> ^ aaGa(x, ?/s) on 
Coi4. Hence T~^{X){\Q,QA is open in CoA. Next, suppose that x,y G CoA and 
{x*} is a net in K converging to x such that 
Y,otsGs{x\ Ax, + {l- A)y,) g -int C, VA G [0,1]. 
By relatively generalized B-pseudomonotonicity of G,, we have 
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'^asGs{x,ys) C - intC, 
that is, y ^ T{x). 
Assume that T{x) is nonempty for x E K. Thus all the conditions of Theorem 
1.2.12 are satisfied. Hence there exists x e K such that x G T{x), that is, 
0 6 ^asG3(x,Xj) C - intC, 
3 6 / 
which is a contradiction. Hence there exists x e K such that T(x) = 0 which imphes 
that 
^ asG,{x,Vs) % -int C, "iy.^K,, se I. 
This completes the proof. 
Finally, we have the following consequences of Theorems 5.4.1 and 5.4.3. Let 
for each s 6 J, L{Xs,Y) be equipped with the uniform convergence topology 6. 
Corollary 5.4.1[2]. For each s G /, let K, be convex; let Ts : K -^ 2^(^"^) be v-
hemicontinuous and relatively ty-pseudomonotone and that has nonempty compact 
values. Suppose that there exists a nonempty, convex and compact subset D of K 
and a point yeD such that for all x e K\D, ^ aa{Ta{x),y3 - Xa) C -int C. Then 
the system of generalized vector variational inequality problems (for short, SGWIP): 
Find X e K such that 
(T,(x),ys - Xs) % -int C, Vy, e K,, s e I (5.4.1) 
is solvable. 
Proof. Setting: Ga{x,ya) = {Ta{x),ya — x,) in the Theorem 5.4.1 and Lemmas 
5.4.1-5.4.2 and using Theorem 1.2.16, the result follows. 
Corollary 5.4.2. For each s € / , the mapping Ta : K -^ 2^(^"^) is relatively B-
pseudomonotone such that for each A e ^{K), x -> ^ aa{Ta{x),ya — x,) is lower-
se/ 
semicontinuous on CoA. Assume that there exists a nonempty, convex and compact 
subset D of K and a point yeD such that for each x € K\D, J2 ctsiTaix), ya -
Xa) C -int a Then SGWIP (5.4.1) is solvable. 
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Proof. The result follows from Theorem 1.2.16 and Theorem 5.4.3 with Gs{x,ys) = 
{Ts{x),y3-Xs). 
It is of further research effort to study GVEP (5.2.5) and generalized vector 
quasi-equiUbrium problem over the Cartesian product of a countable number of sets 
with moving cone. 
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CHAPTER 6 
SYSTEM OF OPERATOR QUASI-EQUILIBRIUM 
PROBLEMS 
6.1. INTRODUCTION 
In 2002, Domokos and Kolumban [54] gave an interesting interpretation of vari-
ational inequality and vector variational inequalities (for short, W I ) in Banach 
space settings in term of variational inequalities with operator solutions (for short, 
O W I ) . The notion and viewpoint of O W I due to Domokos and Kolumban [54] 
look new and interesting even though it has a limitation in apphcation to W I . Re-
cently, Kazmi and Raouf [95] introduced the operator equiHbrium problem which 
generalizes the notion of O W I to operator vector equilibrium problems (for short, 
OVEP) using the operator solution. They derived some existence theorems of so-
lution of OVEP with pseudomonotonicity, without pseudomonotonicity and with 
B-pseudomonotonicity. However, they dealt with only the single-valued case of the 
bi-operator. It is very natural and useful to extend a single-valued case to a cor-
responding set-valued one from both theoretical and practical points of view. Very 
recently, Kazmi et al. [89] established some existence theorems for the set-valued 
version of OVEP. 
The system of vector equihbrium problems and the system of vector quasi-
equiUbrimn problems were introduced and studied by Ansari et al. [6,12]. In-
spired by above cited work, in this chapter, we consider a system of operator quasi-
equiUbrimn problems (for short, SOQEP) in topological vector spaces. Using a 
maximal element theorem for a family of set-valued mappings due to [47] as basic 
tool, we derive some existence theorems for solutions to SOQEP with and without 
involving ^-condensing mappings. 
The remaining part of this chapter is organized as follows: 
In Section 6.2, we consider a system of operator quasi-equilibrium problems in 
topological vector spaces and give some of its special cases. Further, we give some 
definitions which are needed in the sequel. In Section 6.3, we derive some existence 
theorems for solutions to SOQEP with and without involving ^-condensing map-
pings by using well-known maximal element theorem [47] for a family of set-valued 
mappings, and consequently, we also get some existence theorems for solutions to a 
system of operator equilibrium problems. The theorems presented in this chapter 
generahze the results of [12]. 
6.2. PRELIMINARIES 
Throughout this chapter unless otherwise stated, let / be any index set and for 
each i G / , let Xi and Yi be Hausdorff topological vector spaces. Consider a family 
of nonempty convex subsets {Ki}i^i with Ki in L{Xi,Yi). 
Let 
and 
For each i e I, let d : K —^ 2^* he a, set-valued mapping such that for each 
f e K, Ci{f) is proper, solid, open and convex cone such that 0 ^ Ci{f) and 
Pi= f) Ci{f) such that int Pi ^ 0. 
For each i e I, let Fi : K x Ki -^ Yi be a bifimction and Ai : K ^ 2^* be 
a set-valued mapping with nonempty values. We consider the following system of 
operator quasi-equilibrium problems (SOQEP): Find / = (/j) G K such that for each 
fieAiif), Fi{f,gi)^-Ci{f), ^Qi^AiU). (6.2.1) 
Some special cases: 
(I) If Aiif) = Ki, V/ e K, then SOQEP (6.2.1) reduces to the system of operator 
equilibrium problems (for short, SOEP) of finding f € K such that, Vi 6 / , 
Fi{f,gi)^-Ci{f), ygiEKi. (6.2.2) 
(II) In (I), if / = {1}, SOEP (6.2.2) reduces to the operator equilibrium problem 
introduced and studied by Kazmi and Raouf [95], see Problem 1.3.11. 
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We remarked that for the suitable choices of I,Fi,Ki,Xi,Yi,Ci and Ai, the 
SOQEP (6.2.1) reduces to the problems considered and studied by [6,7,12,54] and 
the references therein. 
6.3. EXISTENCE OF SOLUTIONS 
Throughout this chapter, xmless otherwise stated, we assume that for all i G 
/, Ail K ^2^* isa. set-valued mapping such that for all / 6 K, Ai{f) is nonempty 
and convex, A^^{gi) is open in K for all Qi E Ki and the set Ti := {f e K : fi e 
Ai{f)} is closed in K, where /j is the i*'* component of / . 
Now, we have the following existence theorem for SOQEP (6.2.1). 
Theorem 6.3.1. For each z G /, let Ki be nonempty, closed and convex subset 
of a Hausdorff topological vector space Xi and Fi : K x Ki -^ Yi he a bifunction. 
Suppose that the following conditions hold: 
(i) For all z e / and V/ 6 K, Fi{fJi) ^ -Qif), where fi is the i*'' component 
of/; 
(ii) For each i G /, Fj is upper semicontinuous in the first argvunent and natural 
quasi P -^convex in the second argument; 
(iii) The set-valued mappmg Wi: iC -> 2^*, defined by Wi{f) = Yi\{-Ci{f)) V/ G 
K, is closed in Ki; 
(iv) There exists a nonempty compact subset N of K and a nonempty, compact 
and convex subset Bi of Ki, for each i e I such that for all / G K\N, there 
exists ie I and t^ G Bi, such that gt G Ai{f) and Fi{f,gi) G -Ci{f). 
Then SOQEP (6.2.1) has a solution. 
Proof. Let us define, for each fixed i G / , a set-valued mapping Ti : K ^ 2^* by 
Tiif) = {gi e Ki: Fiif^gi) G -Ciif)}, V/ G K. 
First, we claim that for all i G / and f E K, Ti{f) is convex. Fix an arbitrary 
i G / and / G A:. Let 5i,i.Pi.2 ^ Ti{f) and A G [0,1], then we have 
Fi{f,gij)e-Ci{f), for j = 1,2. (6.3.1) 
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Since Fi(/,.) is natiiral quasi Pj-convex, there exists fx e [0,1] such that 
Fiif, Xgi,i + (1 - \)9i,2) e tiFi{f,gi,,) + (1 - n)F,{f,gi,2) - Pi- (6.3.2) 
Prom the inclusions (6.3.1) and (6.3.2), we get 
Fiif, \gi,i + (1 - X)gi,2) e -Q{f) - C,(/) -P^c -Ci{f). 
Hence Agi,! + (1 — A)pi,2 € Ti{f) and therefore Ti{f) is convex. Since i G / and 
f e K axe arbitrary, Ti{f) is convex, "if e K and Vt G / . Hence our claim is then 
verified. 
Now for alH G / and for all pi G Kj, the complement of Ti~^{gi) in K can be 
defined as 
[Tr\gi)Y = {/ e X : Fi(/,p,) ^ - a ( / ) } . 
We prove that for each gi G Ki, [Ti~^{gi)Y is closed in K. Indeed, for any 
fixed i G / , and any g^ G Ki, there exists a net {fa}aei hi [Ti~^{gi)Y such that /a 
converges to f E K with respect to pointwise convergence, that is, 
Fi{U,gi)^-QiU). 
Since Fj is upper semicontinuous in the first argument and the graph of Wi is 
closed, then preceding inclusion impUes that 
Fi{f,gi)^-Q{f). 
Hence / G [Ti~'^{gi)Y for each i G / and giE Ki. 
Suppose, for all i G / and for all / G K, we define another set-valued mapping 
Mi:K^2^'\J {0} by 
( Ai{f)nTi{f), if feJ'i 
Miif) = { 
. Ai(/), if / G K\J^i 
Then it is clear that for all i G / and for all / G /C, Mi{f) is convex, because 
Ai{f) and Ti(/) are both convex. Now by condition (i), fi ^ Mi{f). Since for all 
iel and V j^ G Ki, 
Mi-\gi) = {Ai-'{gi) n Tr\gi)) \J{{K\J^i) n >lr^(50) 
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(see for example the proof of Lemma 2.3 in [51]) is open in K, because A, ^{gi), Ti (^pj) 
and K\Ti are open in K. 
Condition (iv) of Theorem 1.2.13 is followed from condition (iv). Hence by 
Theorem 1.2.13, there exists f eK such that Mi{f) = 0, Vt € / . Since for alH € / 
and for all / G K, A{/) is nonempty, we have Ai{f)nTi{f) = 0, Vi G /. Therefore, 
for all i G / , 
fi e A{f) and Fi{f,gi) 0 -Qif), Vp^  e A{f). 
This completes the proof. 
Next, we establish the following existence theorem for SOQEP (6.2.1) involving 
^-condensing mappings. 
Theorem 6.3.2. For each i € / , let Ki be a nonempty, closed and convex subset 
of a locally convex Hausdorff topological vector space X^, let Fi : K x Ki -^ Yi 
be a bifunction and let the set-valued mapping A = Y\Ai : K -> 2^ defined as 
Mf) — n -^»(/)' fo'^  ^ / ^ ^ ®^ ^ -condensing. Assume that the conditions (i), 
ie/ 
(ii) and (iii) of Theorem 6.3.1 hold. Then SOQEP (6.2.1) has a solution. 
Proof. In view of Remark 1.2.6, it is sufficient to show that the set-valued mapping 
S : K -^2^ defined as S{f) = H Si{f), V/ G K, is ^-condensing, where Si's are 
iG/ 
the same as defined in the proof of Theorem 6.3.1. By the definition of Si, Si{f) C 
Mf)^ Vi G / and V/ G iC and therefore S{f) C A{f), V/ G K. Since A \s ^-
condensing, by Remark 1.2.6, we have S is also ^-condensing. This completes the 
proof. 
Finally, we derive the following existence theorem for SOEP (6.2.2). 
CoroUjuy 6.3.1. For each i E I, let Ki be nonempty, closed and convex subset 
of a Hausdorff topological vector space Xi and let VJ be a topological vector space. 
For each i €. I, let Fi : K x Ki -^ Yi be a bifunction satisfying conditions (i)-
(iii) of Theorem 6.3.1. For each i E I, suppose that there exists a nonempty and 
compact subset N oi K and a nonempty, compact and convex subset Bi of Ki, for 
each i G / such that for all / G K\N, there exists i G / and gi G Bi, such that 
Fi{f,gi) G -Ciif). Then SOEP (6.2.2) has a solution. 
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Proof. For each i G /, we define a set-valued mapping Si : K -^ 2^* \J {0} by 
Siif) = {9i e Ki: Fi{f,9i) e -Qif)}, V/ 6 K. 
On the similar lines of proof of Theorem 6.3.1, we observe that for each i e 
/ , Si{f) is convex; ft ^ Si{f) for all / G K; and S:^^{gi) is open in K for all gi G Ki. 
By given assumption, for each / e K\N there exists i e I such that Si{f)nBi ^ 
0. Thus all the conditions of Theorem 1.2.13 are satisfied, and hence there exists 
f GK such that Si{f) = 0 for all i G /. That is, for each i G /, 
Fi{f,gi)^-Ci{f), ygiEKi. 
This completes the proof. 
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CHAPTER 7 \ ^ . _ ^^^/ 
RESOLVENT DYNAMICAL SYSTEM FOR A M B S S D 
EQUILIBRIUM PROBLEM 
7.1. INTRODUCTION 
In 1999, Moudafi and Thera [112] considered a class of mixed equilibrium prob-
lems which includes variational inequalities as well as complementarity problems, 
convex optimizations, saddle point problems, problems of finding a zero of a max-
imal monotone operator, and Nash equilibria problems as special cases. They dis-
cussed proximal and dynamical approaches to solve mixed equilibrimn problems and 
equilibrium problems in Hilbert space. Recently Moudafi [111] discussed sensitivity 
analysis and developed some iterative methods for mixed equilibrium problems. In 
recent past, much attention has been given to consider and analyze the projected 
dynamical systems associated with variational inequaUties and nonUnear program-
ming problems, in which the right hand side of the ordinary differential equation 
is a projection operator. Such types of the projected dynamical system were intro-
duced and studied by Dupuis and Nagumey [56]. Projected dynamical systems are 
characterized by a discontinuous right-hand side. The discontinuity arises from the 
constraint governing the question. The innovative and novel feature of a projected 
dynamical system is that its variational inequality problems. It has been shown in 
[27,66,113,135,136,143] that the dynamical systems are useful in developing eflScient 
and powerful nmnerical technique for solving variational inequalities and related op-
timization problems. Xia and Wang [136], Zhang and Nagureny [143] and Nagureny 
and Zhang [113] have studied the globally asymptotic stability of these projected 
dynamical systems. Noor [118-120] has also suggested and analyzed similar resolvent 
dynamical systems for variational inequaUties. It is worth mentioning that there is 
no such type of the dynamical systems for mixed equilibrium problems. 
In this chapter, we show that such type of dynamical systems can be suggested 
for the mixed equiUbrium problems. We consider a mixed equiUbrium problem (for 
short, MEP) in R" and give its related Wiener-Hopf equation (for short, WHE) 
and fixed point formulation. Using this fixed point formulation and Wiener-Hopf 
equation, we suggest a resolvent dynamical system associated with mixed equilib-
rium problem (for short, RDS-MEP). We use this dynamical system to prove the 
uniqueness of a solution of mixed equilibrium problem. Further, we show that the 
dynamical system has globally asymptotic stabiUty property. Our results can be 
viewed as significant and miified extensions of the known results in this area, see for 
example [118-120,136]. 
The remaining part of the chapter is organized as follows: 
In Section 7.2, we consider MEP in R" and give its related WHE and fixed-point 
formulation. Further, using the fixed-point formulation and WHE, we consider a 
RDS-MEP. Furthermore, we review some concepts and result which are needed in the 
sequel. In Section 7.3, using Gronwall inequaUty, we estabUsh existence theorem for 
RDS-MEP. In Section 7.4, we show that RDS-MEP is solvable in sense of Lyapunov 
and globally converges to the solution set of MEP. Farther, we show that RDS-MEP 
converges globally exponentially to the unique solution of MEP. 
7.2. PRELIMINARIES 
Let R" be a EucUdean space, whose inner product and norm are denoted by 
(.,.) and ||.|| respectively. Let K he a. nonempty, closed and convex set in R"; let 
T,A : K -^ K he nonlinear mappings and let N : K x K -> K he a, nonlinear 
mapping. lifiRxK-^Risa given bifunction satisfying f{x, x) = 0 for all 
X e K. Consider the following mixed equilibrium problem (MEP): Find x e K such 
that 
/(x, y) + {NiTx, Ax),y-x)> 0, Vy G K. (7.2.1) 
Some special cases: 
(I) If N{Tx,Ax) = Bx Vx 6 K, where B:K-^K, then MEP (7.2.1) reduces to 
the mixed equiUbriimx problem of finding x G fC such that 
/(x,y) + ( B x , y - x ) > 0 , Vy G X, (7.2.2) 
which has been studied by Moudafi and Thera [112]. 
(II) If N(Tx,Ax) = OWx e K, then mixed equifibrium problem (7.2.1) reduces to 
Problem 1.3.1 introduced by Blum and Oettli [27]. 
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(Ill) If F{x, y) = sup {w, y — x) with S : K —^ 2^ & set-valued maximal monotone 
operator. Then MEP (7.2.1) is equivalent to find x £ K such that 
OeN{Tx,Ax) + Sx, yyGK, 
which is known as variational inclusions. Related work on such variational 
inclusions, see Kazmi and Khan [92,94] and the references therein. 
Let us recall the extension of the Yosida approximation notion introduced in 
[111,112]. Let n> 0, for a given bifunction / , the associated Yosida approximation, 
ffi, over K and the corresponding regularized operator, Dj^, are defined as follows: 
U{x,y) = {kx-J^,{x)),y- x) and D^ := ^ (x - jf^{x)) , 
in which J/(x) G K is the imique solution of 
fif{4{x),y) + (j/(x) -x,y- 4{x)) > 0, Vy G K. (7.2.3) 
Remark 7.2.1 [111]. 
(i) The existence and uniqueness of the solution of problem (7.2.3) follows by 
invoking Theorem 1.2.5. 
(ii) If f{x, y) = sup {u, y-x) and K = R", S being a maximal monotone operator, 
it directly yields 
Jl{x) = {I + ^ lS)-'x and Dl{x) = S^{x), 
where S^ := ^ (/ - (/ + /x5)~^) is the Yosida approximation of B, and one 
recover classical concepts. 
(iii) The operator J^, known as extended resolvent operator, is 1-cocoercive and 
nonexpansive, i.e., J^ satisfies, respectively, 
{4ix) - JlivU- y) > PU^) - 4{y)f 
and 
\\J!.i^)-4iy)\\^\\'^-yl ^.y^w^. 
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Lenuna 7.2.1. MEP (7.2.1) has a solution x if and only if x satisfies the equation 
X = Jl{x - ^iN{Tx, Ax)), for /x > 0. 
We now define the residue vector R{x) by the relation 
R{x) = x- Jl[x - uNiTx, Ax)]. (7.2.4) 
Invoking Lemma 7.2.1, one can observe that x e K isa. solution of MEP (7.2.1) 
if and only if x e X is a zero of the equation 
R{x) = 0. 
Now related to MEP (7.2.1), we consider the following Wiener-Hopf equation 
(WHE): Find 2 € R" such that for xeK, 
N{Tx,Ax) + Dl{z) = 0 (7.2.5) 
and 
X = J^iz), for n>Q. (7.2.6) 
Lemma 7.2.2. MEP (7.2.1) has a solution x if and only if WHE (7.2.5)-(7.2.6) has 
a solution z 6 R" where 
X = Jl,{z) (7.2.7) 
and 
z = x- fiN{Tx, Ax), for /x > 0. (7.2.8) 
Using (7.2.7)-(7.2.8), WHE (7.2.5)-(7.2.6) can be written as 
X - nN{Tx, Ax) - j / [x - fj,N{Tx, Ax)] 
+nN{T{jf^[x - fiN{Tx, Ax)]), A(j/[x - fiN{Tx, Ax)])) = 0. (7.2.9) 
Thus it is clear from Lemma 7.2.2, that x e K is a solution of MEP (7.2.1) if 
and only ii x e K satisfies the equation (7.2.9). 
Using this equivalence, we suggest a new dynamical system associated with 
MEP (7.2.1) as 
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^^=\{Jl\x-iiN{Tx,Ax)] 
-nN{T{Jl[x - nN{Tx, Ax)]), A(J;[[x - fMN{Tx, Ax)])) + fiN{Tx, Ax) - x}, 
= X{-R{x) + fxN{Tx,Ax) 
-^lN{T{J|,[x - nN{Tx, Ax)]), A(J/[x - ^lNiTx, Ax)]))}, x(to) = xoeK, 
(7.2.10) 
where A is a constant. The system of type (7.2.10) is called the resolvent dynam-
ical system associated with mixed eqnilibrinm problem (RDS-MEP)(7.2.10). Here 
the right-hand side is associated with resolvent and hence in discontinuous on the 
bomidary of K. It is clear from the definitions that the solution to (7.2.10) be-
longs to the constraints set K. This impUes that the results such as the existence, 
uniqueness and continuous dependence on the given data can be studied. It is worth 
mentioning that RDS-MEP (7.2.10) is different from the problems considered and 
studied in [118-120]. 
The following concepts and result are useful in the sequel. 
Definition 7.2.1 [136]. The dynamical system is said to converge to the solution 
set K* of MEP (7.2.1) if and only if, irrespective of the initial point, the trajectory 
of the dynamical system satisfies 
lhndist(x(f),i<'*), (7.2.11) 
where 
6ist{x,K*)= mf \\x-y\\. 
It is easy to see that, if the set K* has a unique point x*, then (7.2.11) implies 
that lim x(t) = x*. 
If the dynamical system is stiU stable at x* in the Lyapunov sense, then the 
dynamical system is globally asymptotically stable at x*. 
Definition 7.2.2 [136]. The dynamical system is said to be globally exponentially 
stable with degree 77 at x* if and only if, irrespective of the initial point, the trajectory 
of the system x{t) satisfies 
||x(i) - x*|| < /xi||x(io) - x*|| exp{-v{t - to)), for aU t > to, 
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where ^i and rf are positive constants independent of the initial point. 
It is clear that globally exponentially stability is necessarily globally asymptot-
ical stabiUty and the dynamical system converges arbitrarily fast. 
Lemma 7.2.3. (Gronwall [see 66]) Let x and y be real-valued nonnegative 
continuous function with domain {t : t < to} and let a{t) = ao(|f — fo|)> where ao 
is a monotone increasing function. If, for t > to> 
X < a{t) + / x{s)y{s)ds, 
Jto 
then 
x(s) < a(t) + exp ( / y{s)ds j . 
In the sequel, we assume that the bifunction / involved in MEP (7.2.1) satisfies 
conditions of Theorem 1.2.5. Further, from now onward we assume that K* is 
nonempty and bounded, unless otherwise specified. Furthermore, assume that for 
aH X E K, there exists a constant T > 0 such that 
\\N{TX,AX)\\<T{\\TX\\ + \\AX\\). 
We study the some properties of RDS-MEP (7.2.10) and analj^e the global 
stability of the system. First of all, we discuss the existence and uniqueness of 
RDS-MEP (7.2.10). 
7.3. EXISTENCE AND UNIQUENESS OF SOLUTION 
First, we define the following concepts: 
Definition 7.3.1. Let T,A : K ^ K, f : K x K ^ R smd N : K x K ^ K he 
nonlinear mappings. Then, for all x, y,z,w E: K, 
(a) T is 6-Lipschitz continuo'us if there exists a constant 6 > 0 such that 
| | T x - r y | | < 5 | | x - y | | ; 
(b) N is (a, (3)-Lipschitz continuous if there exist constants a,P>0 such that 
\\N{x,y) - N{z,w)\\ < a\\x - z\\ + 0\\y - w\\-
82 
(c) N is mixed monotone with respect to T and A, if 
{N{Tx, Ax) - N{Ty, Ay),x - y) > 0; 
(d) / is said to be 9-pseudomonotone, where ^ is a real-valued multivariate func-
tion, if 
/(x,y)-f-^>0 imphes -f{y,x) + e>0. 
Theorem 7.3.1. Let the mappings T,A and N be 5-Lipschitz continuous, 7-
Lipschitz continuous and (a, j9)-Lipschitz continuous, respectively. For each IQ € R", 
there exists a unique continuous solution x{t) of RDS-MEP (7.2.10) with x{to) = to 
over [to, 00). 
Proof. Let 
G{x) = X{jf[x-fiN{Tx, Ax)]-^N{Ti4[x-nN{Tx, Ax)]), A{Jl[x-^N{Tx, Ax)])) 
+fiN{Tx,Ax)-x}, 
where A is a constant. For all x, y € R", we have 
||G(x) - G{y)\\ < X{\\4[x - fiN{Tx,Ax)] - j / [y - /iiV(ry, Ay)]|| 
+l,\\NiTx,Ax) - N{Ty,Ay)\\ + ||x - y\\ 
+lx\\N{T{Jl[x - fsN{Tx, Ax)]), A{jf[x - tiN{Tx, Ax)])) 
-N{T{Jl[y - fiN{Ty, Ay)]), A{jf[y - fiN{Ty, Ay)]))\\} 
< A{2||x - y\\ + 2ti\\N{Tx,Ax) - N{Ty,Ay)\\ 
+tJL{a5 + p^)[\\x - y\\ + fi\\N{Tx,Ax) - N{Ty,Ay)\\]} 
< A{2 + 3M(a5 + h) + n\a5 + I3^f}\\x - y\\. 
This impUes that the mapping G is a Lipschitz continuous in R". So, for each 
xo € R", there exists a imique and continuous solution x{t) of RDS-MEP (7.2.10), 
defined in a interval to<t<T with initial condition x{to) = XQ. Let [to,T) be its 
maximal interval of existence, we show that T = 00. We estimate 
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\\G{x)\\ = X\\J^^[x-fiN{Tx, Ax)]-iiN{T{Jl[x-txN{Tx, Ax)]), A{Jf[x-^iN{Tx, Ax)])) 
+nN{Tx,Ax)-x\\. 
< A||j/[x - nNiTx,Ax)] - x\\ + XniaS + p-f)\\J^[x - [JLN{TX,AX)] - x\\ 
= A(l + fi{a5 + Pl))\\4[x - iiN{Tx, Ax)] - x\\ 
< A(l + fi{a5 + P7)){\\4[x - t^N{Tx, Ax)] - Jl{x)\\ 
+\\4{x)-4{x*)\\ + \\4ixn-x\\} 
< A(l + fiia5 + P^)){fi\\NiTx,Ax)\\ + ||a: - x*|| + \\jf{x*) - x\\} 
< A(l + ^l{a6 + pJ)){^iT{\\Tx\\ + \\Ax\\) + l|x|| + ||x*|| + ||J/(x*)|| + ||x||}, 
< A(l + /x(a5 + /37)){(/XT(5 + 7) + 2)||x|| + ||J,^(x*)|| + ||x*|l}. 
= A(l + /x(a(5+/37))(2 + M<5+7))||x|| + A(l+M«<5 + /?7)){lk;f(0|| + ||x*||}, 
for any x 6 R", then 
\\x{t)\\<\\xo\\+ f\\Gx{s)\\ds, 
J to 
<{\\xo\\ + h{t-to)) + h f \\x{s)\\ds, 
Jto 
k, = A(l + n{a5 + /37)){|| Jj(x*)|| + ||x*||}, 
where 
and 
k2 = A(l + n{a6 + /37))(2 + /xr((J + 7)). 
Therefore using Lemma 7.2.3, we have 
\\x{t)\\ < (llxoll + hit - to))exp{k2{t - to)},t e [to,T). 
Hence, the solution x{t) is bounded on [to,T). So T = 00. This completes the 
proof. 
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7.4. STABILITY ANALYSIS 
We now study the stability of RDS-MEP (7.2.10). The analysis is in the spirit 
of Xia and Wang [136]. 
Theorem 7.4.1. Let the mappings T,A and N be the same as Theorem 7.3.1. Let 
the function / be 0-pseudomonotone with respect to 6, where 9 is defined as 
e{x,y) = {N{Tx,Ax), y - x), Vx,y G K, 
and let N be mixed monotone with respect to T and A. If /x < T J^T^TX, then 
RDS-MEP (7.2.10) is stable in the sense of Lyapunov and globally converges to the 
solution set of MEP (7.2.1). 
Proof. Since the mappings T, A and N are Lipschitz continuous, it follows from 
Theorem 7.3.1 that RDS-MEP (7.2.10) has a unique continuous solution x{t) over 
[to, T) for any fixed xo G K. Let x{t) = x{t, to; XQ) be the solution of the initial-value 
problem (7.2.10). For a given x* G K, consider the following Lyapunov function 
L{x) = \\x-x*f, xeW. (7.4.1) 
It is clear that lim L(x„) = +oo, whenever the sequence {x„} c K and 
n—yoo 
Um Xn = +00. Consequently, we conclude that the level sets of L are bounded. 
n-foo 
Let x* eKhesL solution of MEP (7.2.1), then 
f{x*,y) + {N{Tx\Ax*), y - x*) > 0, Vy e K. (7.4.2) 
Since / is ^-pseudomonotone and N is mixed monotone then (7.4.2) impUes 
that 
-f{y,x*) + {N{Tx\Ax*), y-x*)>0 
-f{y,x')>-{N{Tx*,Axn, y-x*) 
>-{N{Ty,Ay), y-x*), 
i-e., - f{y, X*) + {N{Ty, Ay), y-x*)> 0, Vt/ e K. (7.4.3) 
Taking y = J^x - nN{Tx,Ax)] in (7.4.3), we have 
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-f{4[x-fiN{Tx,Ax)],x*) 
+{N(TJl[x-tMN{Tx,Ax)]),AJl[x-nN{Tx,Ax)])), Jl[x-iiN{Tx,Ax)]-x*) > 0. 
(7.4.4) 
Setting y = X*, x = x - nN{Tx,Ax), and J^{x) = Jf[x - fiN{Tx,Ax)] in 
(7.2.3), we have 
t^fiJii^ - liN{Tx,Ax)\,x*) + {Jl[x - nN{Tx,Ax)\ - x 
+fiN{Tx, Ax), X* - J^[x - (xN{Tx, Ax)]) > 0. (7.4.5) 
Prom (7.4.4), (7.4.5) and (7.2.4), we have 
{-R{x)+nN{Tx,Ax) 
-nN{T{jf[x - iiN{Tx,Ax)]),A{Jl[x - tiN{Tx,Ax)])),x* - x + R{x)) > 0, 
which impUes that 
{x-x*, R{x)-fiN{Tx, Ax) 
+fiN{T{jf[x - nN{Tx, Ax)]), A(j/[x - iiN{Tx, Ax)]))) 
> \\R{x)\\^ - ti{R{x),N{Tx,Ax) 
-iV(r(j/[x - fiN{Tx, Ax)]), A{jf[x - nN{Tx, Ax)]))) 
> \\R{x)f - ii{a5 + P^)\\R{x)\\\\x - jf[x - txN{Tx,Ax)]\\ 
= {l~^i{a5 + pmR{x)f. (7.4.6) 
Thus from (7.2.10), (7.4.1) and (7.4.6), we have 
d ^, . dLdx 
—L[x) = 
dt dx dt 
= 2A(x - X*, -R{x) + nN{Tx, Ax) 
-f,N{T{Jl[x - MN(TX, AX)]), AiJ^x - tiN{Tx, Ax)]))) 
< -2A(1 - ii{a5 + h))\\R{x)f < 0, for n < / 
[ad + /?7) 
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This implies that L{x) is a global Lyapunov function for RDS-MEP (7.2.10) is 
stable in the sense of Lyapunov. Since {x{t) : t > to} C Ko where KQ = {x e 
K : L{x) < L(xo)} and the function L{x) is continuously differentiable on the 
bounded and closed set K, it follows from LaSalle's invariance principle [66], that 
the trajectories x{t) will converge to J), the largest invariant subset of the following 
set: 
dx £ = { x e i f : ^ = 0 } . 
dL Note that, if - p = 0, then dt 
\\u-4[x-tiN(Tx,Ax)]f = 0, 
and hence x is an equiUbrium point of RDS-MEP (7.2.10), that is, ^ = 0. 
dx dL Conversly, if - r = 0. then it follows that -rr = 0. dt dt 
Thus, we conclude that E = {x E^ K : ^ =0} = KQDK*, which is nonempty, 
convex and invariant set contained in the solution set K*. So, lim dist(x(t), E) = 0. 
t->00 
Therefore RDS-MEP (7.2.10) converges globally to the solution set of MEP 
(7.2.1). In particular, if we set E = {x*}, then 
lim x(t) = X*. 
t->oo 
Hence RDS-MEP (7.2.10) is globally asymptotically stable. This completes the 
proof. 
Theorem 7.4.2. Let the mappings T,A and N be the same as Theorem 7.3.1. 
If A < 0, then RDS-MEP (7.2.10) converges globally exponentially to the unique 
solution of MEP (7.2.1). 
Proof. It follows from Theorem 7.3.1 that there exists a unique continuously dif-
ferentiable solution of RDS-MEP (7.2.10) over [to.oo). Then 
^ = 2X{x{t)-x*,Jl[x{t)-tiN{Tx{t),Axm 
-nN{T{Jl[x-iiN{Tx, Ax)\l A{Jl[x-fiN{Tx, Ax)]))+fxN{Tx{t\ Ax{t))-xit)) 
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= -2X\\x{t) - x*f + 2X{x{t) - x\ Jl\x{t) - nN{Tx{t),Ax{t))\ 
-/iAr(T(J^[a;-/iiV(Ta;,Aa;)]),A(j/[a;-MiV(Tx,Ax)]))+^Ar(Ta;(t),Ai(t))-x*), 
(7.4.7) 
where x* E K \s the solution of MEP (7.2.1). Thus 
X* = Jl[x* - nN{Tx\Ax*)\ - fiN{T{Jl[x - nN{Tx, Ax)]), A( j / [x - nN{Tx, Ax)])) 
+^iN{Tx*,Ax*). 
Now, we estimate 
\\4{x{t) - fiN{Tx{t),Ax{t))] - fiN{T{j/:[x{t) - fxN{Tx{t),Axm), 
M4[xit) - tiN{Tx{t),Ax{t))])) + fxN{Txit),Ax{t)) - Jf[x* - fj.N{Tx*,Ax*)] 
-nN{TiJl[x*-^lN{Tx*,Ax*)]),A{Jf[x*-^lN{Tx\Ax*)]))+^lN{Tx\Ax*)\\ 
< \\x{t) - x*\\ + 2iJi\\N{Tx{t),Ax{t)) - N{Tx*,Ax*)\\ 
+f^mT{4[xit) - fiN{Tx{t),Axit))]),A{jf[x{t) - fxN{Tx{t),Ax{t))])) 
-N{T{Jl\x* - tiN{Tx\Ax*)]),A{Jl[x* - ^iN{Tx\Ax*)]))\\ 
< \\x{t) - x*|| + 2/i(a5 + h)\W) - ^*\\ 
+li{a6 + /37){||x(t) - x*|| + ii{a5 + fi^)\\x{t) - x*\\} 
= {1 + 3/i(a5 + h) + ix\a6 + hf}\\x{t) - x*\\. (7.4.8) 
Prom (7.4.7) and (7.4.8), we have 
^^\\x{t)-x*f<2X6\\x{t)-x*\\\ 
where 6 = (^a<5 + ^7){3 + ^l{a5 + f5^)]. 
Thus for A = — Ai, where Ai is a positive constant, we have 
\\x{t) -x*\\< ||x(to) - x*|| exp{-^Ai(t - to)}, 
which shows that the trajectory of the solution of RDS-MEP (7.2.10) converges 
globally exponentially to the unique solution of MEP (7.2.1). This completes the 
proof. 
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CHAPTER 8 
AUXILIARY PROBLEM AND ALGORITHM FOR A 
GENERALIZED MIXED EQUILIBRIUM PROBLEM 
8.1. INTRODUCTION 
One of the most important and interesting problems in the theories of equi-
librium problems and variational inequalities is to develop the methods which give 
efiicient and implementable algorithms for solving equilibrium problems and varia-
tional inequalities. These methods include projection method and its variant forms, 
linear approximation, descent and Newton's methods, and the method based on 
auxihary principle technique. 
It is well known that the projection method and its variants can not be extended 
for mixed equiUbrium problems involving non-differentiable term. To overcome this 
drawback, one uses usually the auxiliary principle technique. This technique deals 
with finding a suitable auxiliary problem and prove that the solution of an auxiliary 
problem is the solution of original problem by using fixed-point approach. Glowinski, 
Lions and TremoUers [72] used this technique to study the existence of solutions of 
mixed variational inequaUties. Noor [115-117,121], Huang and Deng [74], Chidume 
et al. [40], Zeng et al. [142], Kazmi [82] and Kazmi and Khan [91] extended this 
technique to suggest and analyze a nimiber of iterative methods for solving various 
classes of variational inequahties and equilibrium problems. 
Motivated by recent work going in this direction, in this chapter, we extend 
auxihary principle technique to a generalized mixed equilibrium problem (for short, 
GMEP) in Hilbert space. We prove existence of the unique solution of an auxiliary 
problem related to GMEP, which enable us to construct an algorithm for finding 
the approximate solution of GMEP. Further we prove that the approximate solution 
is strongly convergent to the miique solution of GMEP. The algorithms and results 
of this chapter are new and different from the algorithms and results of Noor [121]. 
The resvilts presented here generaUze the techniques and results of [82,115,116]. 
The remaining part of this chapter is organized as follows: 
In Section 8.2, we consider GMEP in Hilbert space and discuss some of its 
special cases. In Section 8.3, we consider an auxiliary problem related to GMEP and 
give some concepts. Further, we establish an existence and uniqueness theorem for 
the auxiUary problem. Furthermore, using this theorem we construct an algorithm 
for GMEP. In Section 8.4, we discuss the convergence analysis of the algorithm and 
existence of solution of GMEP. 
8.2. PRELIMINARIES 
Let if be a real Hilbert space whose inner product and norm are denoted by 
(.,.) and ||.||, respectively, and let K be nonempty, closed and convex subset of 
H. Given the single-valued mappings T,S : H -> H, N,n : H x H -^ H and a 
bifunction / : if x H -)• R such that f{x,x) = 0 Vx G if, then we consider the 
generalized mixed equilibriuni problem (GMEP) of finding x £ K such that 
f{x, y) + {N{Tx, Sx), v{y, x)) + b{x, y) - b{x, x) > 0, Vy G K, (8.2.1) 
where the bifunction b: H xH ->R, which is not necessarily differentiable, satisfies 
the following properties: 
(i) 6 is Unear in the first argument; 
(ii) b is bounded, that is, there exists a constant 7 > 0 such that 
6(x,y)<7||x||||y||, yx,y e H; 
(iii) 6(x, y) - b{x, z) < b{x, y-z), yx,y,ze H; 
(iv) 6 is convex in the second argument. 
Some special cases: 
(I) If f{x,y) = 0; b{x,y) = 0 and N{Tx,Sx) = B{x) Vx,y G K, where B : K ^ 
if, then GMEP (8.2.1) reduces to the variational-iike inequafity problem of 
finding x EL K such that 
(5x,77(y,x))>0, VyGiiT. (8.2.2) 
This problem has been studied by Parida et al. [125]. 
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(II) If N{Tx,Sx) = 0 ^x e K, then GMEP (8.2.1) reduces to the equilibrium 
problem of finding x E K such that 
/(x, y) + 6(x, y) - 6(x, x) > 0, Vy G K. (8.2.3) 
This problem has been studied by Noor [121]. 
(III) If N{Tx,Sx) ^ Bx, B : K ^ H; b{x,y) = <l>{y) - (f>{x) \/x,y € K, where 
4) : K ^ R and /(x,x) = 0 Vx G K, then GMEP (8.2.1) reduces to the 
problem of finding x E K such that 
(Bx, r]{y, x)) + (f>{y) - <P{x) > 0, Vy e K. (8.2.4) 
This problem has been studied by Dien [48] in R". 
(IV) If, in (III), 77(y,x) = y-x'ix^y e K, then GMEP (8.2.1) reduces to the 
variational inequaUty problem of finding x E. K such that 
(Bx,y-x) + (/.(y)-0(x)>O, Vy € K. (8.2.5) 
This problem has been studied by Cohen [43]. 
8.3. AUXILIARY PROBLEM AND EXISTENCE OF SOLUTIONS 
First related to GMEP (8.2.1), we consider the auxiUary problem and then 
estabhsh an existence theorem for the auxihary problem: 
Auxiliary problem (AP). Given x E K, find z G K such that 
pfiz,y) + {Az-Ax+pN{Tx,Sx),niy,z))+p[Kx,y)-b{x,z)] > 0, Vy e K, (8.3.1) 
where p > 0 is a constant and A: K -> H is not necessarily a finear mapping. 
We observe that if z = x, clearly z is a solution of GMEP (8.2.1). 
Now, we define the following concepts: 
Definition 8.3.1. Let f : K x K ^ R; N : H x H ^ H; T,S : K ^ K md 
r):HxH^H. Then: 
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(a) T is said to be a-strongly monotone if there exists a constant a > 0 such that 
f{x,y) + f{y,x) + a\\x - yf < 0, Vx,y G H; 
(b) T] is said to be 5-Lipschitz continuous if there exists a constant 5 > Q such that 
||r,(x,y)||<5||a:-yl|, Vx.yeif; 
(c) A is said to be r-strongly Tj-monotone if there exists a constant r > 0 such 
that 
{Ax - >ly, r]{x, y)) > r ||x - t/f, Vx, y € H\ 
(d) iV is said to be e-strongly mixed rj-monotone with respect to T and S, if there 
exists a constant e > 0 such that 
{N{Tx, Sx) - N{Ty, 5y), r]{x, y)) > e\\x - y\\\ Vx, y e H; 
(e) N is said to be {Pi,P2)-Lipschitz continuous if there exist constants A>/^ > 0 
such that 
||A^(a:i,yi) - iV(x2,y2)|| < I3i\\xi - X2II +;02||yi - 2/2II, Vxi,X2,yi,y2 G i/; 
(f) / and A are said to be simultaneously hemicontinuous if for A E [0,1], yx := 
Ay + (1 — A)z, y,z £ K, we have 
/(yA,p) + (>l(yA),p) -^ F{z,p) + {A{z),p) 
as A ^ O"*" for any p £ K. 
Theorem 8.3.1. Let K he a. nonempty, closed and convex subset in H. Let 
T] : K X K ^ K he afline in the first argument and continuous in the second 
argument such that Ti{y,x) + T]{x,y) = 0 Vx,y E K; let b : K x K —^ R he convex 
in the second argument and continuous; let f : K x K -^ Rhe convex and lower 
semicontinuous in the second argument and /(x, x) = 0 Vx € K; let A : K ^ H 
be r/-monotone and let / and A he simultaneously hemicontinuous. If there exists a 
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nonempty compact subset D of H and ZQ E DDK such that for any z € K\D, we 
have 
-pf{zo, z) + {Azo -Ax + pN{Tx, Sx), 7]{zo, z)) + p[6(x, ZQ) - b{x, z)] < 0, (8-3.2) 
for given x e K. Then AP (8.3.1) has a solution. Moreover, in addition, if A is 
T-strongly r/-monotone then the solution is imique. 
Proof. Define the set-valued mappings P,Q : K -^2^^ as 
P{y) = {zeK: pf{z,y)+{Az-Ax+pN{Tx,Sx),rj{y,z))+p[b{x,y)-b{x,z)] > 0}, 
(8.3.3) 
and 
Q{y) = {zSK: -pf{y,z)+{Ay-Ax+pN{Tx,Sx),T]{y,z))+p[b{x,y)-b{x,z)] > 0}, 
(8.3.4) 
iox y E K, respectively. 
We claim that P is a KKM-mapping. Indeed, let {zi, 22, •••, Zm} be a finite subset 
m 
of K and let Aj > 0, 1 < i < m with ^^ Aj = 1. Suppose that z = '^ XiZi ^ (J F(zj). 
i = l t = l i = l 
Then 
pf{.z, Zi) -\-{Az-Ax-\- pN{Tx, Sx), r]{zi, z)) + p[b{x, Zi) - b{x, z)] < 0, Vz. 
Since / and b is convex in the second argument and 77 is afiine in the first 
argument, using above inequaUty we have 
0 = pf{z, z)+{Az-Ax+pN{Tx, Sx), T){Z, z))+p[b{x, z)-b{x, z)] 
771 m 
= pf{z, Y, Ai^ i) + {Az -Ax + pN{Tx, Sx), ri(Y Kzi, z)) 
»=i 
m m 
1 t = l 
i = l t = l 
m 
< Yl Ai[p/(z, Zi) + {Az -Ax + pN{Tx, Sx), v{zi, z)) + p{b{x, Zi) - b{x, z))\ 
<0 , 
m 
which is absurd. Thus 2: G {} P{zi). Since z was an arbitrary element of Cofzi, 22"-j-Zm}, 
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hence Co{zi, 22..., Zm} C U P{zi). Thus P is a KKM mapping. Now, we claim that 
i= l 
P{y) C Q{y) for every y e K. Indeed, let z e P(y), we have 
pf{z,y) + {Az,T,{y,z)) > {^ - pN{Tx,Sx),r){y,z)) - pUx,y) - b{x,z)\. (8.3.5) 
Since / and A are monotone, then we have 
-Pf{y, z) + {Ay, T]{y, z)) > p/(z, y) + {Az, r?(y, z)). (8.3.6) 
Prom (8.3.5) and (8.3.6), we have 
-Pfiv.z) + {Ay -Ax + pN{Tx,Sx),Ti{y,z)) + p[b{x,y) - b{x,z)] > 0, 
that is, z e Q{y). Thus Q is also a KKM mapping. 
Since / is lower semicontinuous and t] is continuous in the second argument, 
and b is continuous, it follows that Q{y) is closed for each y E K. 
Finally, we claim that, iot ZQ e DDK, Q{zo) is compact. Indeed suppose that 
there exists 2 e Q{zo) such that z^ D. Since ZQE Dr\K and z G Q{zo), we have 
-pf{zo, z) + {Azo -Ax + pN{Tx, Sx\ r/(zo, z)) + p[b{x, ZQ) - b{x, z)] > 0. (8.3.7) 
Since z ^ D, by hypothesis (8.3.2), we have 
-pf{zQ, z) + {Azo -Ax + pN{Tx, Sx), r){zo, z)) + p[6(x, 20) - b{x, z)] < 0, 
which is contradiction to (8.3.7). Hence Q{zo) C D. Since D is compact and Q{zo) 
is closed, Q{zo) is compact. 
Hence by Theorem 1.2.7, it follows that fj Q{y) ^ 0, that is, there exists a 
zeK 
z G K such that 
-p/(y, z) + {Ay -Ax + pN{Tx, Sx), T]{y, z)) + p[b{x, y) - b{x, z)] > 0, Vy G K. 
Since K is convex, for any A G (0,1] and any y,z e K we have y\ := \y + {1 — 
X)z E K. Hence for given x E KjWe have 
-p/(yA, z) + {Ayx -Ax + pN{Tx, Sx), T}{yx, z)) + p[b{x, yx) - b{x, z)] > 0. 
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Since b is convex in the second argument and rj is affine in the first argument, 
preceding inequahty reduces to 
-Pf{yx, z) + X{Ayx -Ax + pN{Tx, Sx), r]{y, z)) + p\[h{x, y) - b{x, z)] > 0, (8.3.8) 
where we have used T}{Z, Z) = 0. 
Now, using (8.3.8), we have 
0 = Pfiyx, yx) < p)^f{yx, y) + P(I - \)f{yx, z) 
< P><f{yx,y) + (1 - A)[A(>lyA -Ax + pN{Tx,5x),r?(y,z)) 
+pX{b{x,y)-b{x,z))] 
Dividing by A, we have 
pXf{yx,y) + il-X){Ayx-Ax+pN{Tx,Sx),r){y,z)) + {l-X)pmx,y)-b{x,z)]>0. 
Since / and A are simultaneous hemicontinuous, then letting A -> 0"*", we have 
pf{z,y) + {Az -Ax + pN{Tx,Sx),r]{y,z)) + p[(6(x,y) - 6(x,z)\ > 0, Vy G K. 
Therefore z G /(T is a solution of AP (8.3.1). 
Uniqueness of solution Let Zi and Z2 be two solutions of AP (8.3.1). Then, for 
all y G i^, 
Pf{zi,y) + {Azi -Ax + pNiTx,Sx),r]{y,Zx)) + p[(6(x,y) - b{x,zj] > 0, (8.3.9) 
Pf{z2,y) + {Az2-Ax + pN{Tx,Sx),r]{y,Z2)) + p[{b{x,y) - b{x,Z2)] > 0. (8.3.10) 
Taking y = Z2 in (8.3.9), y = Zi in (8.3.10) and adding these inequahties, we 
have 
p{f{zuZ2) + f{z2,zi)) - {Azi - Az2,r}{zi,Z2)) > 0, 
since T]{X, y) + 77(2/, x) = 0 for all x, y G K. 
Since / is monotone and A is r-strongly 77-monotone, then it follows from pre-
ceding inequahty that 
r | | z i -Z2 |p<0 . 
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Since r > 0, we have zi = Z2. This completes the proof. 
8.4. ALGORITHMS AND CONVERGENCE ANALYSIS 
Based on Theorem 8.3.1, we construct an algorithm for GMEP (8.2.1). Further, 
we prove the existence of solutions for GMEP (8.2.1) and discuss the convergence 
criteria for the sequence generated by our algorithm. 
For given XQ G K, we know from Theorem 8.3.1 that the AP (8.3.1) has a 
solution, say, xi € K, that is, 
pf{xuy)+{Axi-AxQ+pN{TxQ,Sxo),r){y,xi))+p[{b{xo,y)-b{xo,xi)] > 0, Vy e K. 
By Theorem 8.3.1, again, for X2 G K, AP (8.3.1) has a solution X2, that is, 
pf{x2,y)+{Ax2-AXi+pN{Txi,Sxi),T]{y,X2))+p[{b{xi,y)-b{xi,X2)] > 0, Vy € K. 
Hence by induction, we have: 
Algorithm 8.4.1. For a given XQ G K, compute an approximate solution Xn £ K 
satisfies the following condition: 
pF{xn+u y) + {Axn+\ - Axn + pN{Txn, 5x„), ri{y, Xn+i)) 
+pMxn,y) - b{xn,xn+i)] >0 \/yeK,n = 0,1,2,..., (8.4.1) 
where p > 0 is a constant and A: K —¥ H is not necessarily a hnear mapping. 
Some special cases: 
(I) If 77(y,x) = y - X and b{x,y) = 0, N{Tx,Sx) = B{x) Vx,y e K, where 
B : K -> H, then Algorithm 8.4.1 reduces to the following algorithm for problem 
(7.2.2). 
Algorithm 8.4.2. For a given XQ G K, compute an approximate solution XnE K 
satisfy 
pfixn+i,y) + {Axn+i - Axn + pBxn,y - a;„+i)) > 0, yye K, 
n = 0,1,2,..., where p > 0 is a constant and A: K -^ H is not necessarily a linear 
mapping. 
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li A — h\ where h' is the derivative of a given strictly convex function hon K, 
then Algorithm 8.4.2 reduces to the algorithm studied by Moudafi and Thera [112]. 
(II) If N{Tx, Sx) = 0 and 'q{y, x) = y-x'^x,y e K, then Algorithm 8.4.1 reduces 
to the following algorithm for problem (8.2.3). 
Algorithm 8.4.3. For a given XQ e K, compute an approximate solution x„ G AT 
satisfy 
pf{xn+i,y) + {Axn+i - Axn,y - Xn+i)) + p[(6(a;„,y) - 6(x„,a;„+i)] > 0, \^y e K, 
n = 0,1,2,..., where p > 0 is a constant and A : K -^ H is not necessarily a linear 
mapping. Algorithm 8.4.3 is different from one considered by Noor [121]. 
(Ill) If N{Tx,Sx) = 0, b{x,y) = 0 and r]{y,x) = y - x Vx,y G K, then Algorithm 
8.4.1 reduces to the following algorithm for Problem 1.3.1. 
Algorithm 8.4.4. For a given XQ G K, compute an approximate solution Xn & K 
satisfy 
p/(x„+i,y) + {Axn+i - Axn.y- x„+i)) > 0, Vy e iC, n = 0,1,2,..., 
where p > 0 is a constant and A: K -^ H is not necessarily a Unear mapping. 
Theorem 8.4.1. Let i^ " be a nonempty, closed and convex subset in H. Let 
T]: K X K -¥ K he ^-Lipschitz continuous and be such that rj is affine in the second 
argiunent and r]{x, y)+i7(y, x) = 0 for all x, y € K. Let T,S : K ^ Hhe t-Lipschitz 
continuous and s-Lipschitz continuous mappings, respectively; let N : H x H —> H 
be e-strongly mixed r^-monotone with respect to T and S, and (/?i,/32)-Lipschitz 
continuous; let f : K x K -^Rhe convex and lower semicontinuous in the second 
Eirgument and a-strongly monotone; let A : K —^ H he r-strongly 77-monotone 
and (T-Lipschitz continuous; let / and A be simultaneously hemicontinuous and let 
b : H X H ^R satisfies properties (i)-(iv). If hypothesis (8.3.2) of Theorem 8.3.1 
holds and p > 0 satisfy 
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e - /(7 - a){lT - k) 
P 132 -p^y- a) < 
yjle - /(7 - a){lr - k)f - [p^ - P{j - afW " (Ir - k)f 
P2 _ ^2(^  _ ctY 
> l{j - a){lr -k) + yJ[/3^ - Pij - af][S^ - (IT - k)^] 
P'^ > l\'y - af; 6^ > {Ir - kf; 7 > a; IT > k; k<l 
k := V52 - 2T + a2; l^-- p = p^t + /Jjs. (8.4.2) 
Then the sequence {i„} generated by Algorithm 8.4.1 converges strongly to x e K, 
where x is the unique solution of GMEP (8.2.1). 
Proof. For any y 6 K, it follows from Algorithm 8.4.1 that 
pf{Xn, y) + {AXn - AXn-l+pN{TXn-U 5x„_i ) , T]{y, X„)) 
+p[{b{Xn-uy) - fe(x„_i,x„)] > 0, (8.4.3) 
and 
pf {Xn+l, y) + {AXn^i - AXn + pN{TXn, 5x„) , //(j/, X„+i)) 
+p[ib{xn, y) - b{xn, a:n+i)] > 0. (8.4.4) 
Taking y = x„+i in (8.4.3) and y = x„ in (8.4.4), respectively, we have 
p/(a:„,x„4.i) + (Ax„ - Ax„_i + pAr(rx„_i,5x„_i),77(x„+i,x„)) 
+p[(b(xn-i,x„+i) - 6(x„_i,Xn)] > 0, and (8.4.5) 
pf{Xn+uXn)+{AXn+l-AXn+pN{TXn, 5x„) , r]{Xn, X„+i))+p[(6(x„, X„)-6(x„, X„+i)] > 0. 
(8.4.6) 
Adding (8.4.5) and (8.4.6), we have 
- p [ / ( x „ + i , X„)+F(x„, Xn+l)] + {AXn+i-AXn, /^(Xn+i, Xn)) 
< {AXn - AXn-l - p[N{TXn, 5X„) - N{TXn-l, 5x„_i)] , 77(x„+i, X„)) 
+/9[(fe(x„_i,x„+i) - 6(x„,x„+i) + (6(x„,x„) - 6(x„_i,x„)]. 
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Since / is a-strongly monotone, A is r-strongly 77-monotone and h is lineax in 
the first argument, preceding inequality becomes 
< [||Ac„ - Axn-\ - 77(x„,a;„_i)|| 
+l|T?(xn,a;n-i) - p[iV(Txn, 5x„) - iV(Txn_i, 5x„_i)||]||r/(z„+i,x„)|| 
+p[(6(Xn - Xn-1, X„) - 6(X„ - X„_i, X„+i)]. 
Using properties (ii) and (iii) of h and 5-Lipschitz continuity of 7?, we have 
(r + pa)\\xn+\ - x„|p < \6\\Axn - Ax^-i - 7?(x„,x„_i)|| 
+<Jl|7?(Xn,X„_i) - p[N{TXn,SXn) - iV(Tx„_ i , 5x„_i)] l | ] 
+P7||x„ - Xn-i||]||x„+i - x„|| (8.4.7) 
Since N is e-strongly mixed 77-monotone with respect to T and S, and {fiu^)-
Lipschitz continuous, and T and 5" are t-Lipschitz continuous and s-Lipschitz con-
tinuous, respectively, we estimate 
l|77(Xn, X„_ i ) -p [ iV{Tx„ , SXn)-N[TXn-U < 5 x „ - i ) ] f 
= ||r7(x„,x„_i)|p - 2p{N{Txr,,Sxn) - Ar(Txn_x,5x„_i),77(x„,x„_i)) 
+p2||Ar(Txn, 5x„) - iV(Tx„_i, 5x„_i)||2 
< 5^Xn - X„_i||2 - 2pe\\Xn - Xn- l lP 
+p2||iv(Txn, 5x„) - iV(rx„_i, Sxn-iW. (8.4.8) 
| | i V ( r x „ , SXn)-N{TXn-l, SXn-l)\\ 
< /3i||Tx„ - Tx„_i|| + P^WSxn - Sxn-iW 
<{Plt + lhs)\\Xr,-Xn-l\\ (8.4.9) 
Prom (8.4.8) and (8.4.9), we have 
||77(x„, x„_x)-p[iV(rx„, 5x„)-Ar(rx„_i, 5x„_i)] II 
< {S'-2p€ + p\Pit + l32sf)'^\\Xn~Xn-l\\. (8.4.10) 
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Since A is r-strongly r;-monotone and a-Lipschitz continuous, we estimate 
\\Axn - Ax„_i - r?(x„,x„_i)|| < (5^ - 2r + a''Y\\xn - x„_i||. (8.4.11) 
Prom (8.4.7), (8.4.10) and (8.4.11), we have 
(r+pa)||x„+: - Xn||' < {6[{6'' - 2r + c^Y 
+((5^ - 2pe + p\pit + l32sfY] + fn}\\xn - a;„_i||||xn+i - x„|| 
or \\xn+i -x4 < e||x„-Xn-i)|, (8.4.12) 
where 
6 
T + pa 
{6^ - 2T + a^'y + ((5^  - 2pe + p\pit + PisfY + p] 
0 
By assumption (8.4.2), ^ < 1 and hence it follows from (8.4.12) that {x„} is a 
Cauchy sequence in K C H. Let x „ - ^ x G i f a s n - > - o o . x e K as K is closed. 
Thus by the continuity of / , A, T, S, N, rj it follows from (8.4.1) that 
Pf{x, y) + {Ax -Ax + pN{Tx, Sx), 7?(y, x)) + p[b{x, y) - b{x, x)] > 0, Vy e K. 
Since p > 0, we have 
f{x,y) + (iV(Tx,5x),r?(t/,x)) + b{x,y) - b{x,x)] > 0, Vy e K, 
that is, X is the vmique solution of GMEP (8.2.1). This completes the proof. 
We have the following consequences of Theorem 8.4.1. 
Corollary 8.4.1. Let K he a. nonempty, closed and convex subset in H. Let 
B : K -^ Hhe e-strongly monotone and /3-Lipschitz continuous; let f : K x K -^R 
be convex and lower semicontinuous in the second argument, /(x, x) = 0 Vx G X, 
andQ-strongly monotone; letA-.K^Hher-strongly r/-monotoneanda-Lipschitz 
continuous; let / and A be jointly hemicontinuous. If there exists a nonempty 
compact subset D oiH and ZQ^DCSK such that for any z 6 K\D, we have 
-pf{zo, z) + {AZQ - AX + pBx, ZQ- z) + p[6(x, ZQ) - b{x, z)] < 0, 
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for given x £ K, and if p > 0 satisfy 
€ + a{T - k) 
P- 0^-0^ < 
^[e + a{T - k)f - if3^ - a2)[l - (r - kf] 
/32-a 
+ a(T - A;) > y/{P^ - a2)[l - (r - kf] ; 
;3 > a; r > A:, A; < 1, 
where fc := y/1 ~2T + a^. Then the sequence {x„} generated by Algorithm 8.4.2 
converges strongly to x € if, where x is the unique solution of problem (7.2.2). 
Corollary 8.4.2. Let K, f, A be same as Corollary 8.4.1, and let 6 : / / x i / -> R be 
satisfy properties (i)-(iv). If there exists a nonempty compact subset D oi H and 
ZQ^ DnK such that for any z G K\D, we have 
-pf{zo, z) + {Azo -Ax,zo-z) + p[b{x, ZQ) - b{x, z)] < 0, 
for given x e K and if p > 0 satisfy k + frf < T + pa, where A; = Vl - 2T 4- a^. 
Then the sequence {x„} generated by Algorithm 8.4.3 converges strongly tox e K, 
where x is the unique solution of problem (8.2.3). 
Corollary 8.4.3. Let K, f, A be same as Corollary 8.4. L If there exists a nonempty 
compact subset D ol H and ZQ^Dr[K such that for any z G K\D, we have 
-pf{zQ,z) + {AZQ -AX,ZQ-Z)< 0, 
for given x G A' and if p > 0 satisfy A; < r + pa, where A; = Vl - 2r + a^. Then the 
sequence {xn} generated by Algorithm 8.4.4 converges strongly to x G if, where x 
is the unique solution of Problem L3.1. 
We remark that the technique presented in this chapter can be applied for the 
mixed equiUbrium problems involving set-valued mappings. Such problem will be 
the generaUzation of problems considered by [40,74,117,142]. 
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