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Abstract—Interpretation of common-yet-challenging interac-
tion scenarios can benefit well-founded decisions for autonomous
vehicles. Previous research achieved this using their prior knowl-
edge of specific scenarios with predefined models, limiting their
adaptive capabilities. This paper describes a Bayesian nonpara-
metric approach that leverages continuous (i.e., Gaussian pro-
cesses) and discrete (i.e., Dirichlet processes) stochastic processes
to reveal underlying interaction patterns of the ego vehicle with
other nearby vehicles. Our model relaxes dependency on the
number of surrounding vehicles by developing an acceleration-
sensitive velocity field based on Gaussian processes. The experi-
ment results demonstrate that the velocity field can represent the
spatial interactions between the ego vehicle and its surroundings.
Then, a discrete Bayesian nonparametric model, integrating
Dirichlet processes and hidden Markov models, is developed
to learn the interaction patterns over the temporal space by
segmenting and clustering the sequential interaction data into in-
terpretable granular patterns automatically. We then evaluate our
approach in the highway lane-change scenarios using the highD
dataset collected from real-world settings. Results demonstrate
that our proposed Bayesian nonparametric approach provides
an insight into the complicated lane-change interactions of the
ego vehicle with multiple surrounding traffic participants based
on the interpretable interaction patterns and their transition
properties in temporal relationships. Our proposed approach
sheds light on efficiently analyzing other kinds of multi-agent
interactions, such as vehicle-pedestrian interactions. View the
demos via: https://youtu.be/z_vf9UHtdAM.
Index Terms—Multi-vehicle interaction, lane-change scenarios,
Gaussian velocity field, Bayesian nonparametrics.
I. INTRODUCTION
CHANGING lanes in complex and diverse scenarios hasbecome stubborn bottlenecks in the safe deployment
of autonomous vehicles due to the behavioral uncertainty
of nearby human-related agents [1], [2]. According to their
perception and experiences, human drivers can react to fast-
varying surrounding traffics adaptively but could not exhaus-
tively enumerate explicit rules for all scenarios from collected
raw data solely as the flood of data can overwhelm human
insight and analysis [3]. This is one of the core reasons why
the specific models designed according to prior knowledge
for autonomous vehicles can not deal with all real-world
scenarios. Some research tailored decision-making policies for
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predefined circumstances under specific settings, for example,
only considering the closest vehicles on the current and ad-
jacent lanes, making behavior modeling and controller design
feasible. For instance, Zhang et al. [4] adopted distances to
the nearest vehicles to reflect the local spatial relationship
in traffic simulation, Leonhardt et al. [5] evaluated a set of
features about those closest vehicles on both the current and
nearby lanes to encode the driving environment and status.
However, they are far away from the real-world cases in
which human drivers usually make decisions according to
their comprehensive evaluation of surroundings in a specific
spatiotemporal range [6].
Researchers have developed several advanced machine
learning techniques to model the interaction between the
ego vehicle and its surroundings. However, most of these
techniques are only suitable for limited scenarios with a fixed
number of nearby vehicles or with only the nearest vehicles
into consideration. For example, the Bayesian networks in
[7], [8] required well-structured road conditions and only
considered the nearest well-observed vehicles. Similar limita-
tions also exist in the game theory of modeling multi-agent
interactions [6]. On the contrary, in the real-world, human
drivers would comprehensively consider the entire scenario
information within a region of interest (ROI) to make a
proper decision; rather than only using the nearest vehicles’
information [9]. However, the number of vehicles in the ROI is
ordinarily changing over time, bringing significant challenges
in modeling the interaction behaviors.
On the other hand, interaction pattern analysis of lane-
change scenarios can help researchers design associated
decision-making policies and facilitate to reveal the mecha-
nism of changing lanes. However, there is still no unified spe-
cific rule of doing pattern analysis for lane-change interaction
behavior. Some researchers prefer the grid-based method over
the spatial space in which a preset occupancy grid describes
the surrounding space around the ego vehicle [8], [10], but it
fails to characterize the behavioral sequences over time. Some
other works use the segment-based method over the temporal
space in which several manually predefined stages over time
describe the entire lane-change behavior [1]. However, it only
focused on the ego vehicle’s maneuvers/trajectories while
ignoring the interaction with other vehicles. Besides, both of
the above ways are subjectively defined by researchers based
on their prior knowledge and tailored applications. Therefore,
given a bunch of lane-change scenarios in the real world,
it is not yet entirely clear about “how does the ego vehicle
interact with surrounding vehicles over time in a specific space
domain?” and “how many interaction patterns exist?.”
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Fig. 1. The framework of learning spatiotemporal interaction patterns during
lane-change scenarios.
Motivated by the above two questions, this paper aims to
develop an unsupervised learning framework (see Fig.1) to
figure out the underlying lane-change interaction patterns for
potential decision-making applications. To this end, we will
overcome two key challenges in
• Learning representation. The representation should cap-
ture the interactions of the ego vehicle with the nearby
traffic agents while being insensitive to the number of
agents in the environment.
• Extracting interpretable interaction patterns. The number
of patterns should increase adaptively when new scenar-
ios are incrementally available.
Our main contributions are threefold:
1) Proposing a general framework that leverages continuous
and discrete stochastic processes to learn and recognize
the lane-change interactions of the ego vehicle with its
surrounding traffics on highways.
2) Developing an acceleration-sensitive Gaussian velocity
field to capture the interactions of the ego vehicle with its
surrounding traffics in the spatial space while reflecting
the human drivers’ intent. The dimensions of this field are
invariant to the number of vehicles in the environment.
3) Introducing a nonparametric approach to learn interaction
patterns in the temporal space automatically without any
prior knowledge of the number of underlying patterns.
The remainder of this paper is organized as follows. Section
II reviews the related state-of-the-art. Section III introduces the
representation learning of multi-vehicle interactions. Section
IV describes the methodolgy (i.e., Bayesian nonparametric
learning) to extract interaction patterns, and Section V explic-
itly analyzes the experimental results. Finally, conclusions are
presented in Section VI.
II. RELATED WORKS
A. Lane-Change Behavior Analysis
For driving behavior analysis and classification, there is no
unified framework and theory to achieve them. The required
methods and features rely on research motivations, such as
controller design and decision-making. For instance, Woo et
al. [11] defined four intentions (i.e., keeping, changing, arrival,
and adjustment) to represent the procedure of changing lanes
based on the distance from the centerline, the lateral velocity,
and the potential feature. Yang et al. [12] grouped the decision-
making data into three driving styles - moderate, vague, and
aggressive – using the relative information between the ego
vehicle and the target vehicle. Liu et al. [13] classified the
driving maneuvers into moving forward, turning left, and
changing lane for abnormal behavior detection based on the
target vehicles’ basic dynamic and kinematic states. The above
behavioral categories were defined subjectively, which requires
prior knowledge of different kinds of lane-change behaviors.
However, prior knowledge is diverse over data analysts. Deo et
al. [14] empirically defined ten maneuver classes for freeway
traffic by classifying the relative trajectories, including four
lane-pass maneuvers, two overtake maneuvers, two cut-in
maneuvers and two drifting-into-ego-lane maneuvers. How-
ever, Claussmann et al. [15] distinguished them into eight
common driving situations. Do et al. [10] segmented lane-
change maneuvers of the ego vehicle into two stages over
temporal space, and then listed 32 occupancy grid states of
right lane-change over spatial space, and finally grouped them
into four categories. However, they assumed that the traffic
agents on its left (right) neighboring lane would not impact
the right (left) lane-change behavior. With the manually-
predefined prior knowledge, Li et al. [16] categorized lane
change into nine driving actions based on GPS/IMU data and
eight driving intentions based on front-view videos.
The above discussion concludes that manually setting a
reasonable number of clusters of behavioral interactions from
real-world traffic data and then tagging these clusters is a tricky
problem. Even if the number of clusters is already subjectively
determined according to some specific semantic settings, the
unsupervised clustering results may not always match the prior
setting’s semantic information [17]. Our developed model aims
at adaptively learning the lane-change interaction patterns of
the ego vehicle with surrounding vehicles, but it does not need
prior knowledge of the number of patterns.
B. Representation Learning for Multi-Vehicle Interactions
Representation construction for multi-vehicle interactions at
each moment is critical to task performance but challenging
due to the behavioral uncertainty of surrounding human-
related agents. Human drivers can quickly and efficiently
make decisions in complex, multidimensional environments
because of the rugged ability to abstract representations of the
environment [18]. In order to retrieve useful information from
environments and make proper decisions for changing lanes
while interacting with other vehicles efficiently, a variety of
representatives were selected in state-of-the-art such as relative
distance/speed/acceleration between the ego vehicle and the
target vehicle [12]. Besides, the deviations from the lane center
and lateral and longitudinal velocity were also adopted in [19].
Moreover, the binary-state occupancy cells attached to the ego
vehicle were used to represent surrounding scenarios [7], [10].
Some works were trying to figure out the influence of feature
selection on lane-change behavior recognition and decision-
making, thus offering clues of selecting and constructing
efficient features [5], [20]. The features mentioned above and
their combinations can be directly measured using sensors;
however, the dimension of all selected features is sensitive to
the number of traffic agents in the environment.
3To make problem formulation tractable, researchers would
classify the environment into several distinct groups according
to the number of involved vehicles and select associated
features subjectively. Lienke et al. [19] and Wang et al. [21]
limited the number of surrounding vehicles to six and five,
respectively, which fails to handle the situations where the
number is time-variant. Hu et al. [22] used the features of
the closest three vehicles around the ego vehicle to predict
vehicle motion and intention, but the closest vehicles may be
different at other timestamps, thus causing discontinuity of
some features such as the relative positions.
One solution to handle an uncertain number of traffic agents
is to model the pairwise interactions between the ego vehicle
and each surrounding object independently. For instance, Xu et
al. [23] selected frequent pairwise sequences as the data source
and segmented the ROI into regional clusters, then modeled
the spatial transition between regional clusters. Deo et al. [14]
treated the surrounding vehicles individually and established
a probabilistic trajectory prediction model. However, consid-
ering the pairwise interactions may work well when with
only several surrounding objects, but may have undesirable
results when it comes to crowded and complex situations.
Besides, pairwise trajectories can be similar for different traffic
scenarios. Furthermore, the ego vehicle’s decision-making is
jointly affected by multiple surrounding objects other than
pairwise interactions. Thus, these limitations require us to
construct general features to represent the interactions among
multiple vehicles jointly.
As widely selected features, potential fields have attracted
many research interests in modeling multi-agent traffic scenar-
ios due to its powerful capability to embrace different traffic
factors friendly such as the types of road users, obstacles, and
traffic regulations. Several kinds of potential fields have been
developed for specific applications. For example, researchers
in [24], [25] developed an artificial potential field considering
different factors such as lane marker, road condition, and
vehicle states. In [26], a potential field integrated with vehicle
dynamics was proposed to build a safe, robust path-planning
controller for autonomous vehicles. Woo et al. developed [27]
a dynamic potential field that is adaptable to the number
of adjacent vehicles to predict lane change behavior. The
driving safety field of describing driver-vehicle-road inter-
actions was also proposed for collision warning [28]. More
historical developments of field-relevant features refer to the
review work [15]. In this paper, we will develop a novel
potential field based on Gaussian processes, which can deal a
varying number of surrounding vehicles while capturing the
dynamic interactions among multiple vehicles and encoding
each surrounding vehicle’s motion trends. More details will
be provided in Section III.
C. Bayesian Nonparametrics for Driving Behavior
Chopping complex sequential behavior into small segments
and clustering them into groups helps us gain an insight into
what happens inside it. Setting a reasonable number of clusters
is always tricky in conventional clustering algorithms such
as k-means and Gaussian mixture models (GMM) [29]. It
requires trials and errors to get satisfied [30]. Nonparametric
models, especially Bayesian nonparametric models, can out-
perform the traditional methods on these tasks [31]. Instead of
treating the number of components and clusters as a constant,
Bayesian nonparametric models treat it as a random variable
by adding a functional distribution layer, for example, by
adding a Dirichlet process to GMM [32], [33]. Bayesian
nonparametric has demonstrated its powerful ability to model
and predict dynamic processes with the number of patterns a
priori unknown [34]–[36].
In driving behavior analysis and prediction, the Bayesian
nonparametric models have also been implemented. Re-
searchers introduced the Dirichlet process (DP) as a prior
over the number of driving behavior patterns formulated by
a hidden Markov model (HMM). Hamada et al. [37] uti-
lized beta process autoregressive HMM to segment driving
behaviors into different states. Wang et al. [21], [38] adopted
a hierarchical DP-HMM to analyze the driving styles using
multi-dimensional time-series driving data. Mahjoub et al.
[39] established a framework based on hierarchical DP to
jointly model the driving behavior through forecasting the
vehicle dynamical time-series. The theoretical basis of discrete
Bayesian nonparametrics will be introduced in Section IV.
This paper combines the continuous and discrete Bayesian
nonparametrics to learn interaction patterns during lane change
from high-dimensional time series.
III. SPATIAL REPRESENTATION LEARNING OF
MULTI-VEHICLE INTERACTIONS
Efficient representations of sequential interactions are crit-
ical to the performance of tasks [18] but challenging in
the real-world as many time-variant factors exist in dynamic
scenarios such as the number of vehicles. Human brains can
interact with their surroundings by actively forming a field
of specific physiological/perceptual measures that reflect the
behavioral relevance of a stimulus to actions [40]. Inspired by
the above, the relevance between the driving environments and
the driver’s actions can reveal the human driver’s interaction
with other agents in the perception area. In order to construct
this kind of representation, our previous work [41] introduced
a Gaussian process regression model to estimate the influences
of each vehicle’s velocity at any location in the environment,
termed as velocity fields. In [41], the authors assume that
each vehicle has a symmetric impact on its nearby region,
ignoring the surrounding vehicles’ intent, such as acceleration
and deceleration. However, the brake action (deceleration) of
a car would make a stronger impact on its behind area than its
front area, and the left-turning maneuver would have a broader
impact range on the left than on the right. In this section,
we will first briefly revisit the model in our previous work
[41] and then extend it to an acceleration-sensitive Gaussian
velocity field by accounting for driver intents’ impacts.
A. Gaussian Process and Velocity Fields
The surrounding vehicles in the predefined ROI, HROI,
would impact lane-change decisions and maneuvers of the ego
vehicle. Unlike existing works that aim to develop controllers
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Fig. 2. Illustration of lane-change scenarios.
and predict lane change behaviors [26]–[28], [42], [43], our
focus is on capturing the interactions of the ego vehicle with
other vehicles in dynamic environments. The ego vehicle will
assess the interactions using their relative velocity against po-
sitions, rather than remain stationary to surrounding obstacles
during the entire lane-change procedure.
Given Nt surrounding vehicles at time t (Nt is time-
variant) in the environment HROI (see Fig. 2), the set of their
location and relative velocity to the ego vehicle is denoted by
{(x(t)n , y(t)n )}Ntn=1 and {(∆v(t)xn ,∆v(t)yn )}Ntn=1, respectively. Our
goal is to estimate the distribution of the relative velocity over
any location in HROI. To simplify the model, we assume that
the distributions in the directions of x and y are independent.
The estimation in either direction can be specified by Gaussian
process regression (GPR). Thus, combining the distributions
at two directions forms a Gaussian velocity field (GVF) over
HROI. More backgrounds refer to Chapter II in [44]. To help
readers catch up on the basic concept of the GVF, we first
revisit the GPR for prediction with noise-free observations.
1) GPR: As the above discussion, the velocity distributions
at each location of HROI in the x and y directions are
estimated independently. Hence, each direction’s GPR model
is with two-dimensional inputs (i.e., location (x, y)) and one-
dimensional output (i.e., ∆vx or ∆vy). For simplification,
we take a Gaussian process with one-dimensional input for
illustration (see Fig. 3), which is defined as a probability
distribution over function f(p) ∈ R (Note that f(p) is a
random variable for a specific p) and p is the input. According
to the definition of Gaussian process, any finite number of
collections of random variables f(·) still have a joint Gaussian
distributions; for instance, any finite functional collections over
p and p′ have a Gaussian distribution
f(p) ∼ N (µ(p), k(p, p′)) (1)
with the mean function µ(p) and the covariance function
k(p, p′)1, computed by
µ(p) = E[f(p)] (2a)
k(p, p′) = E[(f(p)− µ(p))(f(p′)− µ(p′))] (2b)
Note that when p = p′, k(p, p′) = σf(p) is the standard
variance of the functional variable f(p), as shown in Fig. 3.
Assuming that we have the observation set {pn, f(pn)}Nn=1,
our aim is to estimate the distribution of {f(p∗m)} over any
1The covariance function k(p, p′) can be treated as the simplified form of
cov(f(p), f(p′)) – the covariance of functional random variables f(p) and
f(p′).
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Fig. 3. Illustration of GPR in one dimension. Red dots are the observations
{p, f(p)}. p and f(p) are the measure space of inputs and outputs, respec-
tively. Black dash line represent the expectation of f(p), i.e., E[f(p)], for all
p. The gray-shaded area represent the region E[f(p)]± σf(p).
finite collections of possible inputs {p∗m}Mm=1. For conve-
nience, we denote p = [p1, . . . , pN ], f = [f(p1), . . . , f(pN )],
p∗ = [p∗1, . . . , p
∗
M ], and f
∗ = [f(p∗1), . . . , f(p
∗
M )]. According
to the properties of Gaussian process, both f and f∗ are the
instantiation of the finite collections of random variables and
have Gaussian distributions. The prior knowledge about the
mean of f is usually unavailable; therefore, we set the prior
distributions of f and f∗ with zero-mean value as
f ∼ N (0,K(p,p)) (3a)
f∗ ∼ N (0,K(p∗,p∗)) (3b)
where K is the covariance matrix with elements kij =
k(pi, pj). Given the noise-free training data {pi, f(pi)}, the
joint distribution of the training outputs f and the test outputs
f∗ still has a zero-mean Gaussian distribution with[
f
f∗
]
∼ N
(
0,
[
K(p,p), K(p,p∗)
K(p∗,p), K(p∗,p∗)
])
(4)
with K(p,p) ∈ RN×N , K(p,p∗) ∈ RN×M , K(p∗,p) ∈
RM×N , and K(p∗,p∗) ∈ RM×M .
We aim to draw samples from the posterior distribution
that contains the training data information, rather than draw
random functions directly from the prior. According to the
multivariate conditional Gaussian distribution with (4), the
distribution of test outputs conditioning on the training outputs
are given by
f∗|p∗,p, f ∼ N (µf∗ ,Σf∗) (5)
with mean µf∗ and covariance Σf∗ as
µf∗ = K(p
∗,p)K(p,p)−1f (6a)
Σf∗ = K(p
∗,p∗)−K(p∗,p)K(p,p)−1K(p,p∗) (6b)
Interested readers who are not familiar with the conditional
Gaussian distribution and Gaussian process can refer to Chap-
ter 2.3.1 and Chapter 6.4 in [45] for more details of deriving
these equations. Therefore, given any input p, the distribution
of functional random variable f(p) of any other possible input
p∗ over the input space can be computed directly.
52) Gaussian Velocity Fields (GVF): To describe the proba-
bility of multi-vehicle interactions at any location in a prede-
fined ROI, we introduce the GPR to compute their estimates.
The relative velocities specify the interaction at any location
against their relative positions. For computational efficiency,
the estimated relative velocity in the x and y directions at a
single location is independent of each other. In what follows,
we compute the interaction in the x-direction, which is also
applicable for estimation in the y-direction.
Given the training data {(∆vx(pi),∆vy(pi))}Nti=1 at associ-
ated locations p = {pi} = {(xi, yi)}Nti=1 ∈ HROI at time t,
all the functional random variables over HROI are Gaussian
processes. Thus, we can compute the distribution of ∆vx at a
finite number of collections of any possible locations p∗ by
∆vx(p
∗) ∼ N (µx(p∗),Σx(p∗)), ∀p∗ ∈ HROI (7)
where µx(p
∗) is the mean and Σx(p∗) is the covariance.
Unlike (2b) in one dimension, each element of Σx(p∗) is
specified by a multivariate kernel k(pi, pj) with pi, pj ∈ p∗,
and k is defined as the standard squared exponential function
k(pi, pj) = A exp
(
− (xi − xj)
2
2σ2x
− (yi − yj)
2
2σ2y
)
(8)
where A is an amplitude constant, σx and σy are length-
scale constant controlling how the correlations are decay with
respect to distance. A higher value of σx (or σy) indicates slow
decay, and thus farther points will have near-zero covariance
or correlations. The standard squared exponential kernel is
selected, such that the nearby relative velocity samples are
more correlated than the one farther away in the field of HROI.
Therefore, according to (6a), given the sets of relative ve-
locity ∆Vx = {∆vx(pi)}Nti=1 at locations p of all surrounding
vehicles as the training data, the posterior distribution of the
predicted relative velocities ∆vx(p∗) at any location p∗ in the
ROI can be efficiently computed via
µx(p
∗) = K(p∗,p)K(p,p)−1∆Vx, ∀p∗ ∈ HROI (9)
Similarly, we can obtain the distribution of relative velocity
at a finite collection of any location p∗ in the y-direction,
denoted as µy(p
∗).
After computing the expectation of the relative velocity in
the x and y directions independently, we can estimate the value
and direction of the relative velocity at any location in the ROI.
B. Acceleration-Sensitive GVF (AS-GVF)
The above section describes multi-vehicle interactions based
on the GVF specified by the ego vehicle’s relative velocity
to other agents in the surrounding area. However, equation
(8) assumes that each vehicle has a symmetrical impact on
their surroundings, which leads to the deviation from the real
traffic situation as humans are also active to stimulus (e.g.,
acceleration) other than proximity [40]. For example, a nearby
moving vehicle would draw a non-symmetric stimulus on its
surrounding space for the human drivers due to maneuvers
such as deceleration and acceleration [46]. To make the
distance-based GVF discussed above capable of capturing the
vehicle motion inertia, we revise the symmetric and isotropic
kernel of (8) by integrating the acceleration of surrounding
vehicles.
The modified velocity field is expected to reflect each
surrounding vehicle’s driving intent and instant stimulus in
HROI. To this end, we reconstructed (9) by integrating the ac-
celeration into K through a skewed matrix K′, thus obtaining
µ′x(p
∗) = K′(p∗,p,ax,ay) ◦K(p∗,p)︸ ︷︷ ︸
Hadamard product
K(p,p)−1∆Vx
(10)
where (◦) represents the Hadamard product, ax and ay are
the set of accelerations in the x and y directions, respectively.
The skewed matrix is
K′ =
 k
′
1,1 · · · k′1,Nt
...
. . .
...
k′M,1 · · · k′M,Nt

M×Nt
with k′ij = k
′(pi, pj ,aj), aj = [aj,x, aj,y], j ∈ {1, . . . , Nt},
and i ∈ {1, . . . ,M}, where Nt is the number of vehicles in
the environment at time t, and M is the number of testing
locations in the x (or y) direction over HROI. Therefore, the
skew matrix is in RM×Nt . In order to make k′ij practically
feasible, two constraints of acceleration should be satisfied:
• A vehicle heading straight with small acceleration would
have an almost symmetric influence over the environ-
ment. As the acceleration approaches to zero, the value
of AS-GVF would converge to GVF.
• An aggressive acceleration (deceleration) would lead to a
high (low) field tensity in the (opposite) direction of the
acceleration.
Therefore, k′ij should be a function of the relative position
and acceleration and provide a high value in the accelerating
direction. Here, we design k′ by multiplying two logistic
functions in the direction of ax and ay as
k′(pi, pj ,aj) =
∏
`=x,y
ξ`
1 + e−λ`aj,`(`i−`j)
(11)
where ξ` is the normalization factor and λ` is the skewing
factor.
C. Dimension Reduction of AS-GVF
The developed AS-GVF captures the multi-vehicle inter-
actions using the estimated relative velocity at each loca-
tion in the environment, formed as a tensor. However, a
high-dimensional tensor makes it computationally infeasible
to implement Bayesian inference with sampling algorithms.
Therefore, reducing the high-dimensional tensor into a low
dimension is a prerequisite for efficient recognition of inter-
action patterns.
This paper implements an unsupervised technique – con-
volutional autoencoder (CAE) to generate latent codes to
represent AS-GVF at each time. A typical autoencoder is
composed of an encoder h = g1(s) and a decoder r = g2(h).
It reconstructs its inputs s and sets the target values of output
sˆ = g2(g1(s)) to be equal to s, where g1(·) and g2(·) are the
activation functions [47]. The tensor of AS-GVF characterizes
6Fig. 4. Architecture of the convolutional autoencoder and its settings.
the spatial interactions of vehicles in the environment; thus a
convolutional operation over the velocity field can take the
satisfying performance of feature extraction. In our case, the
CAE is treated as a deep autoencoder with fully convolutional
layers, as shown in Fig. 4.
IV. SPATIOTEMPORAL INTERACTION PATTERNS LEARNING
The AS-GVF delivers the feature representatives of multi-
vehicle interactions at each frame. Our goal is to cluster the
sequential interactions into groups according to the similarity.
However, it is infeasible to manually set the number of
interaction patterns due to data increases. This section will
describe a discrete Bayesian nonparametric approach to seg-
ment the behavioral sequences into fundamental pieces, called
primitives [41], [48] while clustering them into groups. We
first revisit the basic concept of primitives and then introduce
the related Bayesian nonparametric methods to learn them.
A. Primitives and Interaction Patterns
Human skills consist of primitive information processing
elements, and several of these primitive elements are necessary
for even a single step in a task [49]. Besides, segmenting com-
plex interactive behavioral sequences into small recognizable
elements gives an insight into driving behavior recognition
and prediction [37], [50]. Supported by these conclusions, the
multi-vehicle sequential interactions during lane change can
be segmented into a bunch of cascading fundamental blocks
(i.e., primitives). More specifically, the primitives in this paper
are referred to as the segments of the sequential interaction
behavior during lane change over time. Therefore, each type
of primitives represents a basic lane-change interaction pattern,
and a complex lane-change scenario consists of several types
of traffic primitives. For the sake of unification, we will refer
to traffic primitives as interaction patterns in the following.
B. Bayesian Nonparametric Models
The number of interaction patterns during lane change,
intuitively, should increase as more new scenarios being
explored. This kind of functionality can be achieved with
nonparametric models whose parameters will theoretically
increase with more observed data. This paper implements
a nonparametric model in a Bayesian framework with an
infinite-dimensional parameter space. Besides, the sequential
interactions has the Markov property during the lane-change
procedure, which makes it reasonable to employ a hidden
· · ·
· · ·
z0 z1 z2 zT
o1 o2 oT
piz1,z2
F (θz1 , z1)
Fig. 5. The graphical illustration of hidden Markov models.
Markov model (HMM) to formulate the dynamic transition
of these interaction patterns. Another expected capability of
Bayesian nonparametric models is grouping these patterns
while taking segmentation, which could be carried out by
introducing a hierarchical Dirichlet process (HDP) over HMM,
called HDP-HMM [51]. In what follows, we will revisit the
relevant theoretical preliminaries.
1) Hidden Markov Model: The lane-change interaction
behavior is treated as a certain cascade of sequential inter-
action patterns whose dynamic process can be modeled as
a probabilistic inferential process. Specifically, we model the
dynamics of interaction patterns over the time horizon based
on the HMM structure consisting of two parts (see Fig. 5):
discrete latent interaction patterns (denoted by non-shaded
nodes zt) and observed interaction representations (denoted by
shaded nodes ot). Our learning task aims to infer the latent pat-
tern from the observed interaction representations. In HMM,
each observed interaction representation ot at time t would be
assigned an interaction pattern zt ∈ Z , where Z is the set of
all types of interaction patterns. For convenient formulation,
we specify each type of pattern in Z using an integer number,
i.e., zt is equal to any single element in {1, 2, . . . , |Z|}, where
|Z| is the size of the set Z . The probability that the pattern at
time t transits to the pattern at time t+1 is denoted by pizt,zt+1 ,
which is shortened as pii,j when zt = i and zt+1 = j with
i, j ∈ Z . Thus, pi = {pii,j}|Z|i,j=1 is the probabilistic transition
matrix, and pii represents the probability mass function (PMF)
of interaction patterns conditioned pattern i. According to
the above definition, given the current latent pattern zt and
the emission parameter θzt , the observed representation ot
is drawn from a function F (ot|θzt , zt) parameterized by θzt .
Thus, the general form of HMM can be written as
zt|zt−1 ∼ pizt−1 (12a)
ot|zt ∼ F (θzt , zt) (12b)
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Fig. 6. Illustration of the stick-breaking model to construct β for GEM(γ).
The probabilities of βk are given by a procedure resembling the breaking of
a unit-length stick βk = υk
∏k−1
i=1 (1 − υi) with vk independently drawn
from a Beta distribution, Beta(1, γ).
where pizt−1 represents the PMF of zt conditional on the
one-step-back latent pattern zt−1. The classical treatments
of HMM require specifying the size of Z; however, |Z| is
unknown a priori in our case, that is, we do not precisely
know how many interaction patterns exist in a bunch of
sequential lane-change behaviors. We introduce a discrete prior
probability distribution in infinite-dimensional space based on
Dirichlet Processes (DP) to solve this problem.
2) DP and Hierarchical DP: To construct a valid prob-
ability measure pizt−1 (in (12a)) that can describe the tran-
sition probability while automatically increasing the number
of interaction patterns and synchronously assigning new pat-
tern parameters θzt (in (12b)) with new data get observed
incrementally, we introduce the Dirichlet process (DP) over an
infinite measure space as the basis. The DP can be constructed
by two independent valid probability measures:
G ∼
∞∑
k=1
βkδθk (13)
where β = [β1, β2, . . . ] are drawn from the GEM(γ) dis-
tribution2 with the constraint
∑∞
i=1 βi = 1, denoted as
β ∼ GEM(γ) (see Fig. 6), and θk is drawn from a base
measure H . The δθk is the Dirac delta measure and denotes
a point mass at θk. Note that the base measure H can be
continuous or discrete, but G is a discrete probability measure
with the impact of the Dirac delta measure. Moreover, both
βk and θk are random, thus indicating that G becomes a
random probability measure and can be rewritten in the form
of DP, G ∼ DP(γ,H). The above discussion implies that γ,
called concentration parameter, governs how close the random
probability measure G is to the base measure H .
When H is continuous, a group of discrete distributions G
drawn from DP(γ,H) directly with a specific base measure
H would not share atoms across different G; that is, the
probability of drawing two samples with the same value from
a continuous space is zero. In order to make the atoms {θk}
among G shareable, we add another DP layer to discretize
the continuous base measure H , thus reshaping a hierarchical
2The Griffiths-Engen-McCloskey (GEM) distribution is a special case of
DP, which can be reconstructed via the stick-breaking model.
θ1θ2 θ3
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θk θ∞
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∑∞
k=1 βkδθk
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G0 ∼ DP(γ,H)
H
. . .
θ1θ2 θ3
piik
θk θ∞
Gi ∼ DP(α,G0)
i = 1, 2, · · · G0
. . .
Fig. 7. Illustration of DP construction with a continuous base measure H and
HDP construction with a discrete base measure G0 drawn from the previous
DP, where Gi is one instance drawn from G0. The sum of the height of all
the vertical lines is equal to one when k →∞.
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Fig. 8. The graphical model of the sticky HDP-HMM. Gray-filled circles rep-
resent the learned representations, the white circles are the random variables,
and the box denotes a set of infinite collections of random variables.
Dirichlet process (HDP) [52], i.e., G0 ∼ DP(γ,H), G ∼
DP(α,G0), as illustrated in Fig. 7.
3) Sticky HDP-HMM: In HDP, we expect that the transition
of interaction patterns between two adjacent data frames is
adjustable and has a low frequency. Therefore, an extra sticky
parameter κ > 0 is added to bias the process toward self-
transition in the HDP, called the sticky HDP. Thus, placing a
sticky HDP prior over infinite transition matrices of HMM, we
obtain a sticky HDP-HMM(κ, α,H) [51] (as shown in Fig. 8),
formulated as
β|γ ∼ GEM(γ) (14a)
θi|λ iid∼ H(λ), i = 1, 2, · · · (14b)
pii|α, β, κ iid∼ DP(α+ κ, αβ + κδi
α+ κ
), i = 1, 2, · · · (14c)
zt|zt−1 ∼ pizt−1 , t = 1, 2, · · · , T (14d)
ot|zt, θzt ∼ F (θzt), t = 1, 2, · · · , T (14e)
where (14a) and (14b) are the DP shared global priors (the first
DP), (14c) is the transition matrix prior (the second DP), (14d)
generates the latent states, and (14e) draws the observations.
8(a)
(b)
Fig. 9. Illustrations of (a) the six-lane divided highway and (b) the four-lane
divided highway in the highD dataset.
Once built the generative model, we perform the approxi-
mate inferences of the model parameters using the sequential
data, i.e., sequential representatives of multi-vehicle interac-
tions. We implemented a weak-limit Gibbs sampling algorithm
for the sticky HDP-HMM [53]. The observation function
F (θzt) is treated as a Gaussian distribution specified by
θzt = [µzt ,Σzt ], we take µzt = 0 according to [37] and the
hyperparameters for θ are assumed to share an Inverse-Wishart
prior [38]. We set a beta prior on κ/(α+κ), and place vague
gamma priors on the hyperparameters γ and (α+ κ) in order
to make the posterior distribution computationally tractable.
V. DATA PROCESSING AND EXPERIMENTAL RESULT
ANALYSIS
A. Data Preprocessing
We trained and validated our proposed framework using the
lane-change data from the released Highway Drone (highD)
Dataset [54]. The highD dataset has 60 video recordings,
logged with the sampling frequency of 25 Hz, consisting
of two different environment settings (see Fig. 9): four-lane
divided and six-lane divided. We selected one record for each
environment setting – Recording03 for the four-lane divided
highway and Recording07 for the six-lane divided highway, as
shown in Table I. To reduce the required computer memory,
we downsampled the raw sequential frames to 5 Hz, thus
obtaining 14563 frames of all lane-change vehicles.
Furthermore, the y-axis in the highD dataset is heading
down and different from what we defined in Fig. 2, we
transformed the original coordinate system by rotating the
y-axis in 180 deg clock-wisely. Meanwhile, we also rotated
the coordinates of the heading-left vehicles in 180 deg clock-
wisely. This pre-processing unifies the move directions of all
vehicles (i.e., heading right), and the coordinates in some
results could be found with negative values.
B. AS-GVF Feature Representation
In AS-GVF, we define HROI as a rectangle area symmet-
rically centered on the ego vehicle and specified by three
distances to the center of the ego vehicle (see Fig. 10):
the front distance, dfront, the behind distance, dbehind, and
TABLE I
METADATA FOR THE HIGHD DATASET.
Recording03 Recording07 Total
Total vehicles 914 855 1769
Lane-change vehicles 119 130 249
Total frames 303488 257031 560519
Lane-change frames* 35333 37270 72603
* All the frames of lane-change vehicles.
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Fig. 10. Comparison of (a) our AS-GVF considering acceleration sensitivity
with (b) the conventional GVF.
the left/right distances dside. The lane width is around 4 m
in the environment; therefore, we set the left/right distance
as dside = 6 m to cover the left and right lanes. For the
longitudinal direction, we select a medium distance according
to [23], [55] and set dfront = dbehind = 40 m. Theoretically,
the defined ROI could be infinitely large, and the length
and width of the ROI can be meshed into as many grids as
expected. Considering the computational feasibility, the AS-
GVF is constructed over the grid points in the ROI by meshing
the width and length with intervals of 1 m and 5 m. Thus, the
numbers of testing locations in HROI for our AS-GVF along
the x and y directions are 17 and 13. In this way, a tensor with
a size of 13 × 17 × 2 describes the AS-GVF of each frame,
where 2 represents the velocity components in the x and y
directions. In the AS-GVF model, we set A = 1, σx = 15 m,
σy = 1.5 m, λx = 0.6, and λy = 0.9. Note that this setting is
just tuned based on experience, their values should be adapted
to set up carefully for other applications.
Figure 10 compares our developed AS-GVF with the GVF
regarding the capability of representing multi-vehicle inter-
actions, in which the ego vehicle is heading to the right
while the surrounding vehicle is accelerating and trying to
overtake. Black arrows represent the direction and size of the
estimated relative velocity (∆vx, ∆vy) at any location inHROI
according to the observed relative speed of these two vehicles
and their states. Comparison verifies that the conventional
GVF can only capture the symmetric influence of the sur-
rounding vehicle on its surroundings but ignore the vehicle’s
acceleration, as shown by the symmetric heatmap in Fig. 10(b).
However, our developed AS-GVF can account for the influ-
ence of acceleration on its nearby region of the surrounding
vehicle, as shown in Fig. 10(a). The surrounding vehicle has a
higher density (i.e., a stronger influence) at its front area than
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Fig. 11. (a) The log-likelihood of training data with respect to the iterations
and (b) the histogram of the number of interaction patterns during lane change.
its behind due to the accelerating maneuvers. In summary, our
developed AS-GVF is flexible to adapt to the driving intent
via the incorporation of acceleration/deceleration.
C. Convolutional Autoencoder
Figure 4 details the CAE architecture, constructed with an
asymmetric structure by adding an extra transpose convolu-
tional layer before the output layer. We used the Nesterov-
accelerated Adaptive Moment Estimation (Nadam) algorithm
[56] to optimize our model with a mini-batch size of 1024
on NVIDIA TESLA P40. All of the 14563 frames are set as
training data. We used the mean squared error (MSE) as the
reconstruction loss function, which is reduced to as low as
8.77× 10−5 after 2× 104 iterations.
In order to built a representative feature that can capture
both the interaction of the ego vehicle with their surroundings
and their driving behavior at each frame, we use the combina-
tion (denoted as o) of the ego vehicle state [vx, vy, ax, ay]> ∈
R4×1 and the extracted latent codes h ∈ R8×1 via CAE.
Thus, the combination over all frames forms a sequential
representation O = {o1, . . . ,oT } with a size of 12 × T ,
where ot ∈ R12×1 is the synthesized feature of interactions at
time t, and T is the total number of after-processing frames,
T = 14563.
D. Interaction Pattern Learning and Spatial Analysis
In order to extract patterns from sequential lane-change
interactions, the above extracted sequential features O are
treated as the training data and passed through the sticky
HDP-HMM [53] with the maximum training iterations of 500.
Fig. 11(a) shows the log-likelihood of the data with parameter
updates along with the training iterations. It indicates that the
training procedure is convergent. Fig. 11(b) shows the total
13 types of interaction patterns during lane change, indicating
that during lane-change scenarios, human drivers interact with
their surrounding vehicles by following patterns #1 ∼ #7 more
frequently than following patterns #8 ∼ #13.
Figure 12 lists all types of interaction patterns with velocity
fields distinguished by colors, which enables the interpretation
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Fig. 12. The representative fields of the learned 13 patterns. The red-
shaded rectangles represent the ego vehicle which is moving toward the right
direction.
of these patterns on how they characterize the ego vehicle’s
interactions with their surrounding vehicles. Each subplot is
computed by averaging all of the velocity fields with the
same pattern label. The colored arrows represent the estimated
relative velocity at any location in HROI, and a long arrow
indicates a high relative speed with respect to the ego vehicle
at that location. In what follows, we will semantically interpret
each interaction pattern.
Pattern #1 (Pattern #2) describes that a surrounding vehicle
is moving faster (slower) in the adjacent left-hand (right-
hand) lane, thus causing a relative velocity pointing in the
head-forward (backward) direction. The opposite sides of both
patterns – the adjacent right-hand lane in pattern #1 and
the adjacent left-hand lane in pattern #2 – possess near-zero
arrows, indicating that there are no vehicles on associated
lanes, or that some vehicles are on the associated lanes but
with a near-zero relative velocity to the ego vehicle. In these
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Fig. 13. The distribution of lateral operation states for six typical patterns
#1−#6 in the vy − ay coordinates.
two interaction patterns, the human driver keeps moving on
the current driving lane straightly; therefore, it leads to an
imperceptible tendency of lateral moving. Correspondingly,
Fig.13(a) shows the distribution of the lateral moving states
[vy, ay] of the ego vehicle and illustrates that all states are
almost falling around (0,0) – both the lateral speed and accel-
eration are near-zero. Further, these two interaction patterns
typically occur in the lane-change preparation stage, as shown
in Fig. 14. One interesting finding is that pattern #11 is likely
the combination of patterns #1 and #2. It only occurs on the
six-lane divided highway (see Fig. 9(a)) because it depicts the
interaction scenario in which the ego vehicle is moving faster
than the vehicles on its adjacent right-hand lane while slower
than the vehicles on its adjacent left-hand lane.
Pattern #3 represents the scenario that the ego vehicle
starts accelerating and operating the vehicle to approach to
the adjacent left-hand lane – giving up following the slower
leading vehicle on the current lane – as the head of arrows
at the left front area of the ego vehicle is pointing in the
right front direction. Fig. 14(b) shows an associated real-
world case for pattern #3. Pattern #4 represents that the ego
vehicle is changing lanes to the left, as shown in Fig. 14(b)
and (c). Unlike pattern #3 in which the right side area of the
ego vehicle possesses near-zero arrows, pattern #4 possesses
near-zero arrows at the left side area of the ego vehicle,
indicating that no vehicles exist on the left-hand target lane.
Correspondingly, Fig. 13(b) shows the states of the ego vehicle
regarding patterns #3 and #4, which implies that most left lane-
change cases are specified by a positive vy and a negative ay .
Pattern #5 describes that the ego vehicle moves faster and
passes a slower vehicle on its right side during lane change,
while no vehicles exist in its left front area. In pattern #6, the
ego vehicle is almost in the target lane and overtaking a slow
vehicle; moreover, it represents the behavior of giving ways to
other faster vehicles on the left lane, as shown in Fig. 14(a).
The distribution of the ego vehicle’s states corresponding to
patterns #5 and #6 is given in Fig. 13(c), which implies that
the ego vehicle slightly moves in the right direction during
lane change, accompanying a negative lateral speed vy .
Pattern #7 describes a special interaction case, in which
there is no obvious relative movement in the ROI because
the length of arrows is close to zero. This interaction pattern
typically occurs at the beginning or end of the lane-change
procedure, as shown in Fig. 14. This explains why pattern #7
has a large proportion of all interaction patterns, as displayed
in Fig. 11(b).
Pattern #8 represents two cases: 1) the ego vehicle is cutting
into the adjacent right-hand lane, and 2) the right leading
vehicle is cutting into the front area of the ego vehicle.
Thus, the arrow behind the ego vehicle is pointing in the
opposite moving direction – that is, the behind following
vehicle decelerates to guarantee an appropriate safety gap –
while the arrows in the front right side of the ego vehicle are
pointing in the left-behind direction. Correspondingly, pattern
#10 describes the opposite view of the right leading vehicle in
pattern #8. These cases typically occur in the extreme cluttered
scenarios with a mess of surrounding vehicles, as shown in
Fig. 14(c).
Both patterns #9 and #12 represent that the ego vehicle and
the surrounding vehicle are approaching each other in the same
lane. However, in pattern #9, the ego vehicle is getting closer
to the rear side of the ahead vehicle; the behind following
vehicle in pattern #12 is chasing the ego vehicle in the same
direction. Pattern #13 describes that the ego vehicle on the
current lane drives faster than the surrounding vehicle on its
adjacent left-hand lane, which is also a typical scenario in the
real world.
The distributions of (vx, ax), (vx, ay), (vy, ax), and (vy, ay)
for each pattern are detailed in the supplementary materials
(see Appendix (a)). Besides, the patterns transition, the ren-
derings of the real-time velocity fields, and the bird’s-eye-view
scenarios are all provided in our video demos of 32 cases to
help with a better intuition (see Appendix (b)).
E. Transitions of Interaction Patterns
The above section discussed the extracted interaction pat-
terns during lane change in a spatial view. In what follows,
we will gain an insight into how one interaction pattern
switches to another one over time and reveal their causal re-
lationships. Investigating lane-change behavior is usually over
several independent stages of the ego vehicle’s maneuvers,
such as preparation, execution, and termination, but without
considering interactions with other vehicles. To uncover how
our learned interaction patterns behave in the stages defined
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Fig. 14. Three examples of illustrating the dynamic process over interaction patterns during lane change in different road contextual settings: (a), (b) four-lane
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by state-of-the-art approaches, we delineate the lane-change
trajectory into mainly three stages as in [57]: pre-region, lane-
change region, and post-region. Our focus in this paper is
mainly on the transition of interaction patterns in the lane-
change region, as marked in Fig. 14.
Figure 15 displays the transition frequency among interac-
tion patterns in different road contextual settings (four-lane and
six-lane divided highways and their mixtures) with/without
counting the self-transition frequency of patterns. Yellow
and blue represent the high and low frequency of transiting
between patterns, respectively. Results indicate that these
interaction patterns during the lane-change region distinctly
have a higher transition frequency within themselves than that
between them. Corresponding analysis results of the other
two regions (pre-region and post-region) are reported in the
supplementary materials (see Appendix (c)).
Figure 14 discloses the transition probability of interaction
patterns straightforwardly over colored trajectories. For exam-
ple, the ego vehicle in Fig. 14(a) is cutting into the right
lane, thus giving way to a faster following vehicle on the
original lane. The interaction process is decomposed into five
interaction phases associated with five patterns, noted as a
pattern transition chain: #2 → #5 → #6 → #1 → #7. More
detailed semantic interpretations of each pattern are given in
Section V-D. Correspondingly, Fig. 15(d) presents this pattern
transition chain in the transition matrix. The white dashed
arrows represent the transition of interaction patterns in the
pre-region and post-region, and the solid red arrows represent
the transition of interaction patterns in the lane-change region.
Noted that this transition matrix in Fig. 15 solely represents the
transition frequencies of interaction patterns in the lane-change
region, and a part of pattern #2 also occurs in the lane-change
region. More dynamic scenarios refer to our supplementary
materials, and the associated transition chains of interaction
patterns can also be shown in a transition matrix.
The whole training data in Fig. 15(a) indicates that the
most frequent self-transition pattern is of pattern #5. The most
frequent transition between patterns is from pattern #2 to
pattern #5 – the beginning of changing lanes from left to right,
see Fig. 14(a). The second rank transition frequency is from
pattern #4 to pattern #2, in which the ego vehicle changes to
the left lane and then overtakes the surrounding vehicle, as
illustrated in Fig. 15(c).
In the real-world traffic, it is intuitive for human drivers that
changing lanes in a six-lane divided highway scenario is more
challenging than in a four-lane divided highway scenario due
to more uncertainties in interacting with surrounding vehicles.
Fig. 15 compares the transition frequency of interaction pat-
terns in different road contextual settings: four-lane highways
in Fig. 15(b) and (e), and six-lane highways in Fig. 15(c) and
(f). Comparisons explicitly tell that the transition matrix in
the six-lane divided highway scenario contains more transition
patterns than in the four-lane highway scenario. One typical
transition is from pattern #4 to pattern #2, as shown in Fig.
15(f).
F. Further Discussion
1) Influence of the dataset size: The number of interaction
patterns finally learned depends on various factors, such as
the training data size. As we claimed in Section I, the number
of interaction patterns, theoretically, should be incrementally
increasing as more new scenarios get encountered. This is
the critical reason why we implemented the nonparametric
model to mimic the increasing number of interactions. Fig. 16
displays the trend in the number of learned interaction patterns
when increasing the training data size, which provides well-
matched experimental support for the above claim.
2) ROI definition: This paper predefined ROI as a rectangle
area and only considered the influence of vehicles in the ROI.
A large (small) area of ROI can take more (less) surrounding
vehicles into account. For instance, increasing the distance
front or behind the ego vehicle may change the relative
velocity field since the vehicles far away from the ego vehicle
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of training data.
may fall into the environment and impact the velocity field in
the ROI. However, our proposed approach is flexible to adapt
to other sizes and shapes of ROI such as polygon [58] because
the Gaussian process, theoretically, can describe distributions
over infinite functional space in a specific spatial domain.
3) Potential applications: Our proposed approach decom-
poses a long and high-dimensional sequential interaction data
into several small interpretable units (i.e., interaction patterns),
as displayed in Fig. 14. To some extent, it compresses the
complex tasks into efficient, low-dimensional representations
that simplify these tasks. Besides, the Bayesian nonparametric
models implemented in this paper for clustering are a general
principle of representation learning [18], i.e., clustering of
experience according to the similarity to delineate task states
or patterns. Although incorporating such interaction states
or patterns into path/trajectory-planning and decision-making
algorithms is beyond the focus of this paper, recent techniques
have shown how to embed these states or patterns to improve
path planning, make safer decisions, and benefit learning
efficiency of algorithms [1], [18], [59]. Further, human driving
behaviors cannot be fully understood without studying the
contexts in which behaviors occur [60]; therefore, giving
an insight into interactions during lane change can provide
detailed prior knowledge with autonomous vehicles to make
decisions.
VI. CONCLUSION
This paper described a nonparametric approach that lever-
ages the continuous and discrete stochastic processes to in-
vestigate human drivers’ underlying interaction with their sur-
rounding vehicles, for example, during a lane change on high-
ways. To this end, we first developed a Gaussian velocity field
to capture the representation of multi-vehicle interactions over
the spatial space while considering the intents of surrounding
vehicles. The dimension of the proposed field is insensitive
to the number of vehicles in the environment. Besides, we
implemented a discrete Bayesian nonparametric model that
leverages a hierarchical Dirichlet process (HDP) and hidden
13
Markov models (HMM) to learn the interaction patterns over
the temporal space. We evaluated the proposed approach based
on real-world data with two different traffic contextual settings.
Results showed that the proposed nonparametric approach
can semantically learn the interaction patterns over the spa-
tiotemporal space for lane change behaviors. Moreover, the
proposed approach also reveals the probabilistic transitions
among interaction patterns and an explicit understanding of
interaction behaviors during lane change, enabling developing
more efficient and safe decision-making policies of lane-
change maneuvers for future studies.
APPENDIX
The supplementary materials for this paper are provided
via the project website: https://chengyuan-zhang.
github.io/Multivehicle-Interaction.
(a) The distributions of (vx, ax), (vx, ay), (vy, ax), and
(vy, ay) for all extracted patterns are referred to as
Spatiotemporal_Appendix.pdf.
(b) The pattern transition, renderings of the real-time ve-
locity field, and the bird’s-eye-view scenarios of 32 cases are
referred to as https://youtu.be/z_vf9UHtdAM.
(c) The analysis of the transition matrix of the other two
regions (pre-region and post-region) is referred to as the
Spatiotemporal_Appendix.pdf.
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