Chung. Graham, Morrison and Odlyzko [l] studied some combinatorial and asymptotic enumeration aspects of chessboard pebbling.
first quadrant. We refer to an individual lattice point as a "L~ell". We start with a single pebble at (0,Q). The first 'step" consists of ~rnovill~ the pebble and placing two pebbles on the board, at positions (0,l) and {l,O). At each subsequent step we remove a pebble from cell (i,j) and place two pebbles at cells (% + l.j) and (i, j -k l), provided that each of these cells is unoccupied. We consider all possible choices of (i, j). After m steps there will be a total of m + 1 pebbles on the board. We let R(m) be the set of reachable configurations with m pebbles, and r(m) = IR(mfi {i.e., the number of elements in R(m)). A little ~perimentation shows that R(1) = n(2) = 1, R(3) = 2, R(4) = 4, and n(5) = 9-For any reachable configuration, its reflection in the line i = j is also reachable. Following [I], we define the level sets L(k) = ((i,j) : i + j = k}, with Bfr) : {(i,j)
: i t-j L T + 1). A set S is unavoidable if it contains at least one pebble, i.e., if it intersects every reachable configuration. A minimat unavoidable set is unavoidable, but no proper subset is. We let M(k) be the family of rn~n~~ una~idable sets with k cells. It is shown in [l] that L(1) U L(2) U L(3) and L(1) U L (2) are both unavoidable, but neither are minimal.
Various aspects of this probIem are studied in [l-4] . The function f(k, r) is defined as the number of minimal unavoidable sets with k cells in B(r) where we start with a multiple pebble ~93-9659~01~$ -see front matter @ 2001 Eleevier Science Ltd. All rights reserved.
Typ=et by AM-RX PII: s0893-965Cq00)00163-4 distribution 1, 2,..., 2, 1 in cells (0, r + 1), (1, r) ,..., (r, 1), (r + 1, 0) and no pebbles in L(m) for m > r + 1. Now we place pebbles in cells (i,j + 1) and (i + 1,j) even if they are already occupied. We refer the reader to [1] for a more detailed discussion of the relationship between the problems with and without accumulation of pebbles. The focus here is on the asymptotic behavior of f(k,r) and of f(k) = IM(k)l. In [1] , it is shown that f(k) can be computed by solving a two-dimensional difference equation for f(k, r) in the first quadrant, and then setting (3) tJ... with k cells, and the cell (0,0) must be unoccupied. Thus, this is the same as the number of minimal unavoidable sets in L(0)U L(1)U L(2)U... (i.e., the whole quarter plane) with k + 1 cells, and this we defined as IM(k + 1)[. We also note that f(1) = f(2) = f(3) = f(4) = 0 (cf. [11).
Here we study f(k, r) and f(k). In Section 2, we give integral representations for these quantities. Then we derive asymptotic results for f(k, r) as k and/or r --* co, and for f(k) as k --* co. In [1] , it is shown that as k --~ co, f(k) ,,~ c7 k+l where ~, = 4.14... and c = .0167 .... We shall derive the asymptotics by two independent approaches. In Section 3, we use methods for evaluating integrals, while in Section 4 we analyze the basic recurrence relations for f(k, r) using singular perturbation techniques. The latter technique should also work on other problems, such as the enumeration of the set R(m) of reachable configurations.
SUMMARY OF RESULTS
It is shown in [1] that f(k, r) satisfies the following recurrence: where I(.) is the indicator function. Below, we give integral representations for f(k, r). These follow from inverting the double transform in (2.4), using equations (8) and (11) in [1] . We omit the details in favor of the final results. 
where k + r > 2, and Br is a vertical Bromwich contour in the ~-plane, on which @ < Re(() < 1, where @ is the unique real root of the cubic 3~ ~ + ~2 + 5~ -1.
and the contours are the same as above.
The z-integrals follow immediately from (2.4) and results in [1] , and the ~-integrals follow from the conformal map Thus, f(k, r) is a polynomial in r of degree k -1. It also follows that for r --* co and k fixed, f(k, r) ~ ckr k-l, where ck is given in Theorem 2. While closing the integration contour(s) leads in principle to exact expressions for f(k, r), these are not more revealing than (2.5)-(2.7). Therefore, we focus on asymptotic properties of f(k, r), and these we summarize below. (c) k,r--*c¢ with k= Ar +O(v~): f(k, r) ~ .fe + fB, We establish Theorem 2 in Sections 3 and 4, using two independent approaches.
SADDLE POINT METHOD
We evaluate the integrals asymptotically for the ranges indicated in Theorem 2. Since this involves a routine application of asymptotic methods for integrals (see, e.g., [5] ), we simply sketch the main ideas.
We consider (2. For a < A, the saddle is to the left of the pole z --1/3', and then the standard Laplace estimate leads to fs in Theorem 2(b). For A < a = k/r < c~, the saddle lies between the pole and branch point. Now we must take into account the residue from the pole in deforming the integration contour, and this leads to Part (d). For k/r = A (more generally, k/r -A = 0(r-1/2)), the saddle and pole are close to each other. This is a standard problem discussed in [5] . In this range, the asymptotic expansion involves the parabolic cylinder functions Dm ('), m > -1, and the leading term is proportional to D-l(-), which is just the standard error function, as given in (c). In the limit k --* c~ with r fixed, we have a --* c~ and now the saddle approaches the branch point z = 1/4. The term fB in (e) is the leading term in the branch point contribution.
We can also use the representation (2.6) to derive the asymptotics. This integrand is a meromorphic function of ~, with a simple pole at ~ = @, a simple zero at ~ = 0 and a saddle at = ~s = ~s(a) (which can be computed from (2.6)).
For k,r --* oc with a > A, we have 0 < ~s < ~0; ifa < A, we have ~0 < ~s; ~s --* 1 as a --* 0;
and ~s --* 0 as a -~ co. In the last case, the saddle approaches a zero of the integrand. Then standard methods again lead to Theorem 2.
RAY METHOD
An alternate approach to obtain Theorem 2 is to use the recurrences (2.1)-(2.3) and singular perturbation techniques, such as the ray method, matched asymptotics, and boundary layer theory. We will show that most (but not all) of Theorem 2 can easily be obtained from the basic difference equation (2.3) and the boundary conditions (2.1) and (2.2). The analysis is similar in spirit to [6, 7] , where other PDEs and/or difference equations were treated using these methods.
For k and/or r large, the 5(i, j) terms in (2.2) and (2.3) can be dropped (though they do ultimately affect the solution). The analysis is facilitated by using (2.1) to express f(k, 0) in terms of f(k, 1). This yields
and then we eliminate f(k + 1, O) in (2.2) and replace this equation by We assume an expansion of the form f(k, r) ..~ K(k, r)e ¢(k'r), (4.4) as k, r --+ oo, where k~ >> log K. A more systematic approach would be to introduce a small parameter e and define (x, y) = ¢(k, r), so that x, y fixed and e --* 0 + corresponds to large k, r. Then the relative size of @ and K could be measured by e. We require that k~ and K satisfy the 
and at the next order we obtain
Here we have omitted some lengthy but routine calculations. We shall consider two ray families. The first we denote by 7-41 and consists of rays that emanate from the origin (k, r) = (0, 0) at various slopes. The second family 7"42 will consist of rays from the boundary r = 0. The corresponding solution (4.4) will satisfy the BC in (4.7) and (4.8). These rays all have the same slope and fill only a sector of the first quadrant of the (k, r) plane.
To construct the solution to (4.5) corresponding to ~1, we note that k~k is constant along a ray, so we set ~k = B. Then we solve (4.5) for @r and integrate with respect to r, treating B as constant. This yields Note that (4.10) can also be obtained by solving (4.5) by the method of characteristics (by using rays that fan out from the origin at various slopes). Using (4.10) in (4.6), the latter simplifies to whose most general solution is
(OK OK _1 K k--~ + r or = 2 '
Here ~'(-) is at this stage undetermined.
Next we construct the solution corresponding to 7~2, and we denote this by L(k, r)e ¢~(k,r). We find that (~ = kBo + rB1, where
and then (4.9) implies (with g2 replaced by ~) that e B° -7 satisfies the cubic 73 -73` 2 + 143` -9. Then e B1 = 5, as defined in Section 3. With this, (4.6) becomes This must satisfy g -~ /( as X -~ co. We then find that g = G(~) where ~ = X/x/~ is the similarity variable for (4.13), and
(4.14)
By expanding (4.14) as A1 -~ --CO and asymptotically matching the result to the expansion for 0 < k/r < A in (4.11), we obtain
This shows that ~-(.) blows up in this limit, and also relates K to ~(.), thereby providing a connection between the ray families T~I and 7~2. Next we consider the limit r --* oc with k = O(1). We set f(k,r) = rk-lh(k,r) and obtain from (2.3) 
(
To summarize, we have obtained Theorem 2 using only the recurrence, up to the function ~(a) and the constant/7/. For the former, we have obtained the local behaviors as a --~ 0, a --* co, and a ---, A. By comparing the results in this section to Theorem 2, we see that they agree precisely, provided that/( --Co and ~-(a) = ~ (a + 2) 3/2 1 + 5a/2 + 5a2/2 + 5a3/4 + 5a4/16 4v~ (a + 1) 9/2 1 + a + a2/4 -a3/8
