Abstract In this work, we present a new derivation of higher order variational integration methods that exploit the phase lag properties for numerical integrations of systems with oscillatory solutions. More specifically, for the derivation of these integrators, the action integral along any curve segment is defined using a discrete Lagrangian that depends on the endpoints of the segment and on a number of intermediate points of interpolation. High order integrators are then obtained by writing down the discrete Lagrangian at any time interval as a weighted sum of the Lagrangians corresponding to a set of the chosen intermediate points. The respective positions and velocities are interpolated using trigonometric functions. The methods derived this way depend on a frequency, which in general needs to be accurately estimated. The new methods, which improve the phase lag characteristics by re-estimating the frequency at every time step, are presented and tested on the general N -body problem as numerical examples. variational integrators; discrete variational mechanics; highly oscillatory problems; phase lag analysis; general N -body problem.
Introduction
One of the most difficult problems in numerical solution of ordinary differential equations is the development of integrators for highly oscillatory systems, see [1] . Standard numerical schemes may require a huge number of time steps to track the oscillations, and even with small size steps they can alter the dynamics, unless the method is chosen adequately. In such cases, it is useful to adopt geometric integrators, that is, numerical schemes which preserve some of the geometric features of the dynamical system. These integrators can run in simulations for long time with less spurious effects (for instance, bad energy behavior for conservative systems) than the traditional ones, see [2] [3] [4] [5] [6] [7] [8] [9] .
So far, special techniques have been developed to improve the numerical integration of highly oscillatory problems, e.g. [1] , and to derive methods as well as error bounds for families of quadrature methods that use finite difference approximations for the required derivatives. Alternatively, using the phase-lag property of [10] , trigonometric fitting and phase-fitting techniques lead to methods based on variable coefficients which depend on the characteristic frequency of the problem, see [11] . The latter technique is known as exponential (or trigonometric) fitting and has been formulated long ago, see [10, 12, 13] . Exponentially fitting algorithms are considered as natural extensions of the classical polynomial fitting due to their characteristic property to approach the classical ones as the involved dominant frequencies tend to zero. The important problem of convergence of exponentially fitted methods, especially of the known as multi-step ones, has been investigated within Lyche's theory in [13] (for a comprehensive discussion the reader is referred to [10, 14] ).
By exploiting the main benefits of the phase fitting and variational integrators, in our previous work [16] we constructed adaptive time step variational integrators. We used a Lagrangian problem similar to that employed for testing ordinary differential equations, e.g. the harmonic oscillator with a given frequency ω. Subsequently, the phase fitted variational integrators, which solve exactly the test system, were applied to a general Lagrangian problem of single particle motion (the planar two body problem) by determining the frequency ω at every step of the integration.
In the present work, by combining the above techniques (using interpolation procedures) we generalize these integrators and construct high order methods using phase fitted techniques with a constant time step, for the numerical solution of the general N -body problem. Contrary to our previous method [16] , in the present paper we introduce different frequency expressions for each individual body. Numerical examples show that the estimation of each body's frequency is needed at every step of the integration for the methods using trigonometric interpolating functions, see e.g. [17] .
The paper is organized as follows. After giving a brief overview of variational integrators and the phase lag technique, in Sections 2 and 3, in Section 4 interpolation processes are employed for the derivation of variational integrators of high order. They are, then, tested through the solution given for the simple harmonic oscillator in Section 5. Due to the fact that, such numerical results rely on the definition of a parameter u, Section 6 is devoted for the realization of this parameter by using phase lag analysis. The resulting methods are tested on the orbital motion of one body and also on the general N -body problem in Sections 7 and 8. Finally, the conclusion extracted are summarized in Section 9.
Review of variational integrators
The least action principle of the continuous Lagrange dynamics can be used as a guiding principle to derive discrete integrators. Following the steps of the derivation of the Euler-Lagrange equations in the continuous time, one can derive the discrete time Euler-Lagrange equations, see [4] . For this purpose, one need consider a positive time step h ∈ R and configurations q k , q k+1 approximating the continuous trajectory q : [t 0 , t N ] → Q at time nodes t k and t k+1 = t k + h as q k ≈ q(t k ), q k+1 ≈ q(t k+1 ), where (q,q) ∈ T Q live in the tangent bundle of the configuration manifold Q, which here is considered to be smooth and finite dimensional.
The discrete Lagrangian L d : Q × Q → R approximates the action integral along the curve segment between q k and q k+1 , i.e.
where e.g.
. Hence, in the discrete setting the correspondence to the state space T Q is Q × Q. An intuitive motivation for this is that two points close to each other correspond approximately to the same information as one point and a velocity vector. The next step is to compute the discrete action along the discrete trajectory {q k } N k=0 by
Following the case of the continuous dynamics, we compute variations of this action sum with the boundary points q 0 and q N held fixed. The discrete Hamilton's principle states that the motion of the discrete mechanical system extremizes the action sum, i.e. δS d = 0. By differentiating and rearranging the terms and having in mind that both q 0 and q N are fixed, the discrete Euler-Lagrange (DEL) equations are obtained, see [4] 
where the notation D i L d indicates the slot derivative with respect to the i-
The definition of the discrete conjugate momentum at time steps k and k + 1 reads
The latter definitions can be used for the initialization of the two step integrator (3), see Sections 5 and 7.2.
Phase fitting technique
The features of the phase fitting technique emerge out of its application to first order ordinary differential equations, e.g. to the test problem
which has exact solution of oscillatory type
For the regularity, domain and range of the function y(t) see [15] . The main advantages of the phase fitting can also be shown from its application to second order differential equations as that of a harmonic oscillator
with exact solution
For any of the solutions (6) and (8) , the values at a time t + h must be determined, which e.g. for the solution of (6) reads
assuming that all past values y(t) are exactly known. Then, the numerical estimation of y(t + h) of (9), denoted byŷ(t + h), which is an approximate solution, may be written aŝ
In the latter expression, α(ωh) represents the amplification error and φ(ωh) appears in the definition of the phase lag. Under these assumptions, the ratio of the estimated to the exact solution in (10) and (9) takes the form
In the latter equation (ωh) = ωh − φ(ωh) is called phase lag of the numerical approximationŷ(t + h). In the case when α(ωh) = 1 and (ωh) = 0, we say that the numerical approximation is exponentially fitted at the frequency ω and at the time step h, see also [16] . Hence, the goal of the phase fitting technique is to minimize the phase lag while simultaneously forcing α(ωh) to tend, as closely as possible, to unity, see [10] . In the latter equation, the symbol (ωh) = ωh − φ(ωh) is called phase lag of the numerical mapΦ(h). In the case when α(ωh) = 1 and (ωh) = 0, we say that the numerical mapΦ(h) is exponentially fitted at the frequency ω and at the time step h, see also [8, 11] . Hence, the goal of the phase fitting techniques is to minimize the phase lag while simultaneously forcing α(ωh) to tend, as closely as feasible, to unity, [6] .
Discrete Lagrangian using interpolation techniques
We will now see how general interpolating techniques can be applied for the construction of high order methods based on variational integrators for the solution of physical problems. We will first consider problems where the corresponding components of the Lagrangian i.e. kinetic T and potential energy U, depend only on the generalized velocityq and the generalized position q respectively, for the generalized coordinate q of the configuration space Q = R d (a case of velocity dependent potential is discussed in [24] ). As mentioned in Section 2, we have to express the action integral along the curve segment between q k and q k+1 (see Figure 1) , using a discrete Lagrangian that depends only from the end points of the interval, i.e. Eq. (1) . For this, we can obtain expressions for configurations q j and velocitiesq 
For the derivation of high order methods based on variational integrators for the solution of physical problems general interpolation techniques can be applied. We first consider problems with separable Lagrangians i.e. Lagrangians where kinetic energy T and potential energy U depend only on the generalized velocityq and the generalized position q, respectively (a case of velocity dependent potential is the Lorentz force field discussed in [23] ).
As mentioned in Section 2, the action integral along the curve segment between q k and q k+1 (see Figure 1) is expressed by using a discrete Lagrangian that depends on these configurations and on a number of intermediate config- 
= 1 and applying the interpolation, see [16] 
The functions g 1 (t j k ) and g 2 (t j k ) are chosen for the intended type of the interpolation (see Sections 4.1 and 4.2). Furthermore the following conditions must hold
For any chosen number of intermediate points S, using weights w j , we define the discrete Lagrangian by the weighted sum
where, as can be easily proved, for maximal algebraic order the following conditions must hold
We here refer to maximal algebraic order as the maximal number of coefficients of the Taylor expansion of the right hand side of equation (14) when compared to the discrete Lagrangian of the harmonic oscillator, see also [16] . Since this expression does not depend on the functions g 1 and g 2 of (12), i.e. on the type of interpolation, the expression for the coefficients w j must hold for any interpolation method employed.
Linear and cubic spline interpolation
We first consider the linear interpolation in the interval [t k , t k+1 ] for a function q j k ≈ q(t j k ), which is given by the formula
where
The above expressions are a special case of the general Lagrange interpolation formula, see [21] .
In the case when variational integrators result by using linear interpolation, g 1 and g 2 in (12) are defined as
The later expressions fulfil the properties (13).
Since it is (piecewise) linear, q j k of (16) has zero second derivative in the interior of each interval, and an undefined, or infinite, second derivative at the abscissas t k . In contrast cubic spline interpolation yields a formula that is smooth in the first derivative and continuous in the second derivative, both within a time interval and at its boundaries.
If we further suppose that, in addition to the tabulated values of t j k , we also have tabulated values for the second derivatives,q, i.e. a set of numbers q k , then, within each interval, we add to the right-hand side of (16) a cubic polynomial whose second derivative varies linearly from a valueq k on the left to a valueq k+1 on the right. Under these circumstances, the desired continuous second derivative is obtained. If we further construct the cubic polynomial to have zero values at t k and t k+1 , adding them into (16) does not spoil the condition (13) . It can be shown that ( [21] ) there is only one way to arrange this construction, namely replacing (16) by (19) where A j k and B j k have been defined in (17) and
Notice here that, the dependence on the variable t in (19) and (20) [21] .
Remark 1 For separable Lagrangians, the continuous Euler-Lagrange equations relate the acceleration and the configuration at each time. Thus,q k = q k (q k ) andq k+1 =q k+1 (q k+1 ) can be expressed in terms of the unknown configurations q k and q k+1 , respectively. Inserting them into (19) yields an expression for q j k that depends only on the unknowns q k , q k+1 .
Following the assumptions of Section 4, the configuration q j k can be obtained using the cubic interpolation (19) while the parameters of the interpolation are given by the expressions (17) and (20) . If we rewrite the expression of q j k for the case of the numerical solution of a harmonic oscillator with frequency ω (see Section 5), the interpolating functions g 1 and g 2 take the form
As a numerical example for the integrators derived using linear and cubic spline interpolation, see Section 5.
Interpolation using trigonometric functions
In the case of oscillatory problems, the use of an interpolation formula that depends on trigonometric functions can improve dramatically the behavior of the integrators, see for example [22] .
For this case, interpolation using trigonometric functions can be obtained by assuming that q j k are expressed as in (12) with g 1 , g 2 being trigonometric functions having the properties (13) .
A special case of these functions is given by for u =∈ R \ {kπ, k ∈ Z}. Thus we have
The derivation of the expressions (23) is described in [16, 17] . It is now clear that the new interpolating functions depend on a parameter u. By changing this parameter different interpolation schemes can be obtained.
In the next section, we first present results for different numerical schemes obtained with arbitrary parameters u for the solution of the harmonic oscillator, which will lead us to define u using the phase lag analysis of Section 3.
Harmonic oscillator
As a first application towards testing the above techniques, the case of a simple harmonic oscillator is considered. This procedure is similar to the one proposed by [20] , but it differs in the choice of the initial value problem used to calculate the phase lag of the present method. Towards this purpose, we consider the Lagrangian 
Using the interpolation of (12), the discrete Lagrangian for the harmonic oscillator can be cast in the form
For this Lagrangian, the discrete Euler-Lagrange equations (3) give the twostep variational integrator
Although the resulting integrator for the harmonic oscillator is explicit for any choice of the employed interpolation, in general, (27) can lead to implicit methods depending on the degree of nonlinearity in the problem and quadrature chosen in the discrete Lagrangian (for a discussion of implicit and explicit methods in the context of highly oscillatory problems, see [18] ). We now use the above integrator for different choices of functions g 1 and g 2 by addopting linear and cubic spline interpolations, described by (18) and (21), respectively. For the trigonometric interpolation of (22), we first test the 
Before testing the proposed high order integrator relying on trigonometric interpolation, we first integrate the harmonic oscillator by using the approaches presented in Section 4. (18) is investigated. The evolution of the total energy is presented in Figure 2 (a) and compared with that obtained by using expressions (22) . Even though both interpolations rely on the integrator (27), the resulting energy behavior by using trigonometric interpolation is much better. Furthermore, in Figure 2 (b) the position error (i.e. the difference between the calculated and the exact solutions) is plotted for the trigonometric interpolation with u = ωh (red) and the linear interpolation (blue) illustrating that linear interpolation yields larger errors when compared to trigonometric interpolation. All the above results, when choosing u = ωh, can be straightforwardly obtained and verified analytically as well (see Section 6) .
The oscillations of the total energy for this kind of methods and for various choices of u, are illustrated in Figure 3 . It is clear that for u = ωh the energy behavior is much better (this will be further discussed in Section 6).
For a more complete study of the important role which plays the parameter u in the proposed numerical technique, we compute and plot the total energy error. For u = ωh, in Figure 4 (a) one can see that the energy error is close to 10 −12 , while the energy error of the trigonometric interpolation for different frequencies is depicted in Figure 4 splines. Except for ω = 1, the phase fitted trigonometric interpolation behaves better than the cubic spline interpolation. In order to illustrate the benefits of the phase-fitting technique on the numerical accuracy of the obtained methods we test the global errors for the position and momentum components at t = 3, see Figure 5 . We choose time steps h ∈ {0.01, 0.05, 0.1, 0.5} and initial conditions (q 0 , p 0 ) = (2, 1) and the different choices of u, as shown in Figure 3 . One can imply that, as u approaches For the sake of comparison, we further consider the fourth-order accuracy methods Cheby4 and GauLe4 derived by [19] who employed Chebyshev and Gauss-Legendre quadratures. In Figures 6 and 7 , the evolution of error in the position q and momentum p are shown for the initial conditions (q 0 , p 0 ) = (2, 1) and step size h = 0.5. Obviously, the errors when using the trigonometric interpolation method (with S = 5, fourth-order accuracy) are smaller (also bounded for all the integration time) than those obtained using Cheby4 and GauLe4.
Finally, to explore the numerical convergence of the proposed method, we choose as initial conditions (q 0 , p 0 ) = (2, 2) and the time interval [0, 3] as in [19] . The global errors for the position and momentum components at t = 3 for time steps h ∈ {0.01, 0.05, 0.1, 0.5, 1} are compared to those of [19] , i.e. Cheby4 and GauLe4 for the case of the harmonic oscillator with ω = 1, see Figure 8 . We remind that, all these methods are of order four which means that, for the same computational costs, the smallest errors in position and momentum are obtained with the method derived by using trigonometric interpolation for u = ωh, see also Figure 9 . We should stress, however, that all the results presented are independent of the particular initial conditions chosen. Harmonic oscillator with ω = 1. Position error (absolute value) versus CPU time for methods using trigonometric interpolation for S = 5 and for the GauLe4, Cheby4 of [19] .
Phase lag analysis
In order to verify the optimal behavior of the method for the special choice of u = ωh (shown through the numerical results in the previous sections), in this section we use the definitions of the phase lag given in Section 3 to calculate the ratio of the estimated solution divided by the exact one at specific time instances. Then, following the works of [10, 16] , a special initial value problem is considered, i.e. the harmonic oscillator with frequency ω and given positions q(0) =q 0 , q(h) =q 1 .
The ratio of the estimated solutionq 2 at time 2h, obtained via (27), and the exact one as shown in (11), readŝ
From the latter expressions, it becomes clear that for exponentially fitted methods, the condition Λ(u, ω, h) = −2 cos(ωh). (30) must hold. For the special case of the exact solution e iωt , the initial conditions are
Thus, inserting (29) and (31) into (28), the phase lag of the method, obtained according to (11) , takes the form
By demanding the phase lag in the latter expression to be zero, using the relation sin(2ωh) = 2 sin(ωh) cos(ωh) we conclude that either (30) must hold or sin(ωh) = 0. This means that, keeping the phase lag zero when using (30), the resulting amplification error is α = 1 and, hence, exponentially fitted methods are created, as shown e.g. in [14] . In addition, from (29) and (30) the determined parameter u is u = ωh. Table 1 : Harmonic oscillator with h = 0.01: the calculated phase lag for integrators using interpolation techniques for three different frequencies.
In Table 1 , the calculated phase lag for integrators using linear, cubic and trigonometric interpolation with u = ωh is shown for the numerical solution of the harmonic oscillator in three different frequencies ω and h = 0.01. Moreover, we have checked different values of intermediate points S for cases of high frequencies in order to keep the resulting (ωh) rather small when using linear and cubic interpolation.
Frequency estimation for mass points motion in three dimensions
In our previous work [16] , we constructed adaptive time step variational integrators using phase fitting techniques and estimated the required frequency through the use of a harmonic oscillator with given frequency ω. Here, in solving the general N -body problem by using a constant time step, a new frequency estimation is necessary in order to find for each body i) the frequency at an initial time t 0 and ii) the frequency at time t k for k = 1, . . . , N − 1.
It is now clear that, by applying the trigonometric interpolation (23), the parameter u can be chosen as u = ωh. For problems for which the domain of frequency ω is fixed and known (such as the harmonic oscillator) the parameter u can be easily computed. For the solution of orbital problems involved in the general N -body problem, where no unique frequency is determined, the parameter u must be defined by estimating the frequency of the motion of any moving material point.
Towards this purpose, we consider the general case of N masses moving in three dimensions. If q i (t) (i = 1, . . . , N ) denotes the trajectory of the i-th particle, its curvature can be computed from the known expression
whereq i (t) the velocity of the i-th mass with magnitude |q i (t)| at a point q i (t). After a short time h, the angular displacement of that mass is h|q i (t) × q i (t)|/|q i (t)| 2 , which for each mass's actual frequency gives the expression
From (33) and (34) the well known relation ω i (t) = k i (t)|q i (t)| holds (see also [16] ). For the specific case of many-particle physical problems, that can be described via a Lagrangian of the form L(q,q) =
2q
T M (q)q − V (q), where M (q) represents a symmetric positive definite mass matrix and V is a potential function, the continuous Euler-Lagrange equations are M (q)q = −∇V (q). In this case, the expression for frequency estimation (34), referred to the i-th body at time t k , k = 1, . . . , N − 1, takes the form
where the quantities on the right hand side are the mass matrix, the configuration and the momentum of the i-th body. Since the frequency ω i (t k ) must be also known at an initial time instant t 0 (in which the initial positions arē q 0 and initial momenta arep 0 ), using the continuous Euler-Lagrange equation at t 0 we obtain
Equations (35) and (36) provide an "estimated frequency" for each mass in the general motion of the N -body problem. This allows us to derive high order variational integrator methods using trigonometric interpolation where the frequency is estimated at every time step of the integration procedure. These methods show better energy behavior, i.e. smaller total energy oscillation than other methods which employ constant frequency, see Sections 7 and 8.
Before closing this section, it should be mentioned that the linear stability of our method is comprehensively analyzed in our previous works [25, 24] .
Orbital problems -N -body problem
In this section, we focus on the numerical solution of the general N -body problem. To this end, the Lagrangian function according to [5, 6] is written as
where G denotes the gravitational constant. In the following subsections we describe the motion of planar two body problem and that of the multi-body solar system in conjunction with novelties of the present work.
Planar two body problem
We first test the above techniques in the study of the simple problem of two objects mutually interacting through a central force. The most famous example of this type is the planar Kepler problem (also called the two body problem) that describes the motion of two masses attracting each other with the gravitational force. In the solar system, the gravitational interaction between two bodies leads to elliptic orbits for planets and hyperbolic orbits for comets. By choosing one of the bodies (the heavier) as the center of the coordinate system, the motion remains planar. Denoting the position of the second body by q = (q 1 , q 2 ) ∈ R 2 , the Lagrangian (37) for the system, assuming the masses of the bodies and the gravitational constant are equal to 1, takes the simple form As initial conditions we assume
where ∈ R is the eccentricity of the orbit, see [5] .
In the first computational experiment, we consider the eccentricity = 0.8 and the time step h = 0.01. The good energy behavior of the method using trigonometric interpolation with u = ωh and S = 5 is concluded from Figure 10 (a) obtained for a simulation of 10 4 steps. As mentioned before, the frequency is estimated at every integration step using (34)-(35) and its time variation is shown in Figure 10 (b). The peaks represent the estimated frequency at points close to perihelion, i.e. the point where the moving mass is nearest to the central body. Furthermore, a comparison of the total energy evolution using constant (dashed line) and an estimated (solid line) frequency is shown in Figure 11 . As can be seen, even for relatively small eccentricities (case of = 0.2) the amplitude of the energy oscillation is smaller when the frequency is estimated at every time step of the integration process. Similar results can be obtained for higher eccentricities.
Finally, in the last experiment, we integrate the two-body problem with eccentricities = 0.6, = 0.7 and = 0.8 for 10
3 time steps in order to check the need of a high order variational scheme. For that we test the long term behavior of two methods, the trigonometric and the Störmer-Verlet method, see [5] , which is also variational, but of second order accuracy. For both methods, the results for the configuration q k of the body's orbit are illustrated in Figure  12 . In both cases, the results demonstrate the excellent behavior of the higher accurate proposed method, even for orbits with extremely high eccentricity and large number of periods. On the other hand, the solution using Störmer-Verlet, creates perturbed orbits, even for small eccentricities, stating the need of high order schemes.
Modified solar system
In order to illustrate the advantage of choosing the parameter u via an estimated frequency (34) for multi-body systems, we adopt the modified solar system with two planets, see [5] . For this system, which is described by the Lagrangian function (37) for N = 3, we assume masses m 1 = 1, m 2 = m 3 = 10 −2 , initial configurations q 1 = (0, 0), q 2 = (1, 0), q 3 = (4, 0) and initial velocitieṡ q 1 = (0, 0),q 2 = (0, 1),q 3 = (0, 0.5). The obtained motion of the two planets is nearly circular with periods equal to about 2π and 14π respectively, see [5] .
At first we test the variational integrator using trigonometric interpolation with constants ω i , i = 1, 2, 3, during the integration procedure, versus the one derived by estimating the parameter u at every time step with (34). In Figure  13 (a), we compare the variation of the total energy resulting in these two methods. The advantage of estimating the frequency at every step is obvious. In Figure 13 (b) the evolution of the estimated angular velocities for each body (ω 1 , ω 2 and ω 3 respectively) is shown. For both numerical tests, the number of intermediate points is S = 3 while the time step is h = T 1 /365, with T 1 = 2π being the period of the first planet.
Solar system
As a last example, we examine the applicability of the proposed variational integration schemes on the numerical solution of the complete solar system, see [5] . The problem consists of a nine planet system, Mercury (Me), Venus (V), Earth (E), Mars (Ma), Jupiter (J), Saturn (Sa), Uranus (U), Neptune (N) and Pluto (P) all orbiting around the Sun (Su) plus the Moon (Mo) (here we also consider Moon's orbit around Earth). For this general N -body (with N = 11) problem, the initial conditions (positions and velocities) may be taken from Nasa's JPL data base, while the Lagrangian of the system is given by (37) for N = 11 and G = 2.95912208286 · 10 −4 . By using trigonometric interpolation functions with time step equal to one (Earth) day for S = 3 intermediate points, the evolution of the kinetic, potential and total energy of the system for 10 6 days (the time step is rather big compared to the period of motion of the planets orbiting close to the Sun) is demonstrated in Figure 14 , from where one may conclude that, even for long term integration processes, the energy behavior is good and the level of stability is high.
It is worth mentioning that, for all the above results, the parameters ω i , i = 1, . . . , 11 are estimated at every time step as it is plotted in Figure 15 . As can be seen, the resulting frequency of the Suns motion is not so stable (this is due to the type of the Sun's motion). For all other planets, the estimated frequency is remarkably stable, even for a great number (10 6 ) of step integration days.
Summary and conclusions
In the present paper, a general method for the derivation of high order variational integrators is presented. The resulting integrators inherit geometric properties of variational integrators and by using linear and cubic interpolations allow us to derive advantageous high order methods. Furthermore, as a special case, integrators relying on trigonometric interpolation are obtained, suitable for problems with oscillating behavior. These methods depend on a parameter u which can be determined on the basis of phase lag analysis theory. The proposed method has better energy behavior, i.e. the bounds on the total energy oscillations are much smaller compared to the standard ones and to the similar but not phase fitted ones of [19] . In addition, our phase fitted variational integrators show better accuracy compared to the non phase fitted The estimated frequency (34) for the numerical integration of the complete solar system problem for 10 6 days, using trigonometric interpolation with S = 3 and h = 1 day for all the planets.
