Abstract -Time delay degrades the performances of Internetbased control systems or teleoperation system, and even causes instability of closed-loop systems. If the Round Trip Time-delay (RTT) is acquired exactly previously, it is helpful to improve the performance of Internet-based control systems. Therefore, analysis or prediction for Internet time delay has become a hot research problem. This paper proposes the long-range nonlinear autocorrelation of RTT based on the real data of Internet delay measurements. Then, according to the characters, we present a sparse matrix based kernel regression (SMKR) scheme to predict RTT. Finally, simulation results show that the forecasting precision using this method is higher than that using sparse multivariate linear regressive (SMLR) method, which demonstrates the validity of the proposed approach.
I. INTRODUCTION
Network control systems (NCS) or teleoperation systems will have wide perspective and practicability with the development of Internet technology and human requirements. Many researchers have paid attention to this research area in recent decades. It is well known that long-distance data transmission brings time delay, which will degrade the performances or even undermine the stability of the system. Therefore, how to eliminate or compensate the adverse effect of time delay on NCS is one of the key problems and is also a difficult problem waiting for being solved at present. Facing with this problem, scholars at first proposed various kinds of control methods to compensate the influence of special Internet time delay, such as bounded and constant time delay [1, 2] . Afterward, many researchers found that it would be helpful if the time delay could be known in advance in Internet based control system. Therefore, analyzing and predicting of time delay are the hinge technologies for the research of Internet based control system.
The methods of analyzing and predicting of time delay are mainly divided into two kinds. One is the prediction method based on some models. Using a prior of Gamma distribution, Exponential distribution and Gaussian distribution separately, Park and Lee [3] explored the characteristics of data transmission and then set up a data transmission model for their teleoperation system. Ref. [4] and [5] used Auto Regressive (AR) model to predict time delay. Tu et al. [6] presented a method to forecast Internet time delay based on data waveform processing method and unbiased grey model (UGM) and demonstrated that this method has higher predictive precision than AR. However, these methods do not utilize the statistical characteristics of Internet time delay. The other one is the prediction methods based on machine learning algorithm. Artificial neural networks, which are the most representative methods in machine learning, have adopted to predict Internet time delay [7, 8, 9] . Ref. [7] and [8] utilized multilayer perception neural networks that had been trained by measured time delay data to forecast time delay. Belhaj and Tagina [9] proposed an improved neuro-based approach, which was that they modeled and predicted the Internet endto-end delay multi-step ahead using Recurrent Neural Networks (RNNs). However, neural networks need lengthy training, and also the convergence of the training process is sometimes uncertain. In addition, network architectures are hard to be chosen. Thus, other researchers proposed various simple methods to predict time delay after analyzed its statistical properties. Ye et al. [10] analyzed linear and nonlinear correlation of Internet delay time series, and then used the Maximum Entropy Principle (MEP) to predict the Round Trip Time-delay (RTT) value one step ahead. Chen et al. [11] investigated statistical properties of the RTT, proposed that RTT follows finite classes of shifted Gamma distributions and shows long range linear autocorrelation, and then the authors constructed a sparse multivariate linear regressive (SMLR) model for the RTT processes according to the statistical properties.
Enlightened by our previous works [11] , in this paper, we develop the nonlinear correlation of RTT and elicit that RTT has long-range nonlinear autocorrelation. Accordingly, the sparse matrix method proposed in [11] is used to find those RTT that have large nonlinear correlation with the current RTT, and then we present a sparse matrix based kernel regression (SMKR) method to forecast the next RTT. The structure of this paper is as follows. In the next section, we introduce the definition of nonlinear correlation coefficient and analyze the nonlinear correlation of RTT. In section III, a nonlinear correlation coefficient based kernel method is proposed to predict RTT. In section IV, simulation results are presented. Finally, conclusions are provided in section V.
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II. ANALYSIS OF ROUND TRIP TIME-DELAY

A. The definition and estimation of nonlinear correlation coefficient
In this paper, we use the definition of nonlinear correlation coefficient proposed by Pijn et al. [12] in 1989 to calculate the nonlinear correlation coefficient of RTT. We briefly introduce this definition as follows and the detail was described in ref. [12] and [13] .
The correlation coefficient describes the statistical dependency of vector X on vector Y in a most general way without any direct specification of the type of relationship between them. That is to say, if the value of Y is considered as a function of the value of X, given X the value of Y can be predicted according to a nonlinear regression curve. The variance of Y that is predicted according to a nonlinear regression curve is termed as explained variance. The variance obtained by subtracting the explained variance from the original one is called unexplained variance. , a scatter plot of Y versus X is studied in [14] . The values of X are subdivided into bins. For each bin we calculate the X value of the midpoint (p i ) and the average value of Y (q i ) computed from the same bin interval. The final regression curve is approximated by connecting the resulting points (p i , q i ) with straight line segments. Subsequently, h 2 between X and Y is calculated as follows: 
We take typical hourly RTT tested in [11] to analyse their nonlinear correlation. One is the RTT series in 01:00-02:00 which has distinctive characteristic subsections based on mean value. One is the hourly RTT in 13:00-14:00 with sharp variation. The third is the hourly RTT in 19:00-20:00 without violent change. There are 1500 RTT data in each hour, so we let =1, , 1400 and the size of all bins is 100 and h 2 and r 2 can respectively be calculated by (2) and (3), which are shown as Fig. 1 to 3 . Fig. 1 to 3 show that h 2 > r 2 for each hourly RTT, so we can infer that RTT has strong nonlinear autocorrelation [14] . Moreover, the differences between h 2 y x and h 2 x y are small in most cases, so x is a single-valued function of y. From Fig.1 [11] to analyse the nonlinear autocorrelation. We choose the sliding window size n=200 and results are shown as Fig.4 to 6 . From these plots, we conclude that the nonlinear autocorrelation decreases significantly when the RTT fluctuates greatly and it increases when RTT has no violent change. Furthermore, the current RTT not just has strong nonlinear correlation with those that close to it, but may have strong nonlinear correlation with those that are far from it. For instance, from Fig. 5 , we can find that the time delay of the 400th packet has strong nonlinear correlation with those packets that lag it for 160-200 intervals. Therefore, we can conclude that RTT has long-range nonlinear autocorrelation.
III. PREDICTION OF RTT
According to the RTT character that it has long-range nonlinear autocorrelation, we use kernel nonlinear regression method based on sparse matrix to predict RTT. The kernel regression method maps the original sample to a feature space with higher dimensions, and then finds their linear relationship in the new space. Then, a ridge regression method is used to solve the prediction problem. We briefly introduce kernel nonlinear regression method as follows and more details can be found in Ref. [15] .
Given a training set S = {(x 1 , y 1 ), … , (x l , y l ) }, where the point x i belongs to n X R ⊆ and the corresponding y i belongs to n Y R ⊆ , the relationship of X and Y is nonlinear, and the aim is to find a linear real function g(x) that approximates the optimal interpolation of S. Based on the sample data S, the kernel function is defined as follows:
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where φ is a non-linear mapping function that maps the sample data to a higher dimensional space: 
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where w is regression coefficient; y is real response; g(x) is predictive value; l is sample number; and is a positive number, which balances losing and norm, representing the regularization degree. Thus, we can easily obtain: ( , ) exp( / (2 )).
Thus, the next time delay can be predicted based on (7) and (8) under known sample data. However, because of the longrange autocorrelation of RTT, we use the method in Ref. [11] to choose sample data for regression. Given the knowledge of RTT series, x 1 , x 2 , , x N , and the slid window size n, take consecutive n (n < N) elements as arrays x + can be predicted by (7) . This is one step ahead forecasting because 1 i x + is forecasted based on the actual observations of the past steps. When a new RTT has observed, the windows slip ahead one step, and the next RTT can be predicted using foregoing method.
IV. SIMULATION RESULTS
The three typical RTT between Shenyang and Shanghai which are analyzed in previous section and simulated in Ref. [11] are predicted by using SMKR that is proposed at section III. The simulation results are shown as Fig. 7-9 , respectively. From these figures, we can see that the method presented by this paper can not only predict the RTT that does not change sharply, but also forecast those possess obviously characteristic subsections based on mean value, jitter severely and even the peak value of RTT. Moreover, TABLE I shows that the relative precision of prediction of RTT using SMKR and SMLR method proposed in Ref. [11] . From TABLE I, we can easily discover that the relative precision of prediction of RTT using our method is higher than that of using the method presented by Ref. [11] , especially in the case that the RTT jitters severely. From the simulation parameters, we can also conclude that we should reduce the window size when the RTT jitters severely and increase the window size on the contrary.
V. CONCLUSION
This paper discusses the nonlinear characters of RTT in Internet control systems. The results show that RTT has strong nonlinear autocorrelation between two long-distance sample series and based on this specification, we propose a new method to forecast RTT. The sparse matrix method is used to find those special RTT that have strong nonlinear correlation with the current RTT, which are taken as sample data, and then the kernel based nonlinear regression is applied to predict the next RTT according to those sample data. Last, the simulation of prediction shows that using this method to predict RTT can get higher forecasting precision than that of using SMLR method, so the method presented in this paper is effective. 
