1. Introduction {#sec0005}
===============

Individuals can recruit a variety of evaluative strategies to make everyday decisions. Reinforcement learning theory distinguishes two such strategies: model-based and model-free learning ([@bib0070], [@bib0075], [@bib0135]). Model-based learning requires the construction of a cognitive model of potential actions and their consequences, which can be consulted to determine the best way to pursue a current goal. Such learning supports flexible behavior in novel situations and can readily take into account changes in the environment. By contrast, model-free learning simply estimates the value of reflexively repeating an action based on whether it previously led to good or bad outcomes, without representing the specific outcomes themselves. While model-free learning is computationally efficient, it cannot rapidly adjust to changes in the value of an outcome or changes in contingency between an action and outcome.

Many decisions or actions can be evaluated in a model-based or a model-free manner. Effective behavioral control often involves striking a context-dependent balance between these deliberative versus automatic strategies. Recent research suggests that while model-free learning is consistently employed across developmental stages, recruitment of model-based learning tends to increase with age ([@bib0095]). Across diverse decision-making contexts or tasks, younger individuals exhibit patterns of behavior that reflect greater reliance on a model-free strategy, whereas older individuals rely more on model-based learning ([@bib0095], [@bib0155], [@bib0175], [@bib0240]). The developmental timepoint at which one typically shifts toward employing a model-based strategy may depend on both the intrinsic complexity of the task at hand, as well as the maturity of the myriad cognitive processes required for the formation and recruitment of a mental model of that task.

To make goal-directed decisions, individuals must be able to anticipate likely events, consider the consequences of their potential actions, and evaluate the most efficient means to obtain a desired outcome. The ability to recognize which events tend to follow each other in sequence or covary with high probability is often referred to as statistical learning ([@bib0220]). Simple forms of statistical learning are present in infants and children ([@bib0010], [@bib0120]), demonstrating that individuals can build cognitive models of environmental statistics from early on in development. However, in other tasks, statistical learning performance has been observed to improve with age ([@bib0195]), suggesting that learning of more complex sequential structures may emerge later in development. More accurate representations of the statistical structure of a task may facilitate model-based choice. However, whether increased recruitment of model-based learning with age might reflect developmental improvements in statistical learning remains an open question.

Developmental changes in the reliance on model-based learning might also reflect an increasing capacity to recruit learned cognitive models to guide decisions. Working memory, the ability to maintain mental representations in an active state despite interference, is a key component of model recruitment ([@bib0060]). Introducing working memory load during decision-making reduces adults' use of a model-based strategy ([@bib0165]), and high working memory capacity buffers individuals from stress-induced impairment of model-based learning ([@bib0170]). Another important process potentially underlying successful model recruitment is fluid reasoning, the capacity to flexibly integrate independent goal-relevant associations across domains. Fluid reasoning involves the reorganization, transformation, and extrapolation of learned conceptual relationships in order to solve novel problems ([@bib0030], [@bib0160]). Both working memory and fluid reasoning have been shown to increase from early childhood into young adulthood ([@bib0115], [@bib0130]), suggesting that either of these processes, or their integrated function, may foster increased recruitment of model-based choice.

Building upon a previous finding that model-based reinforcement learning increased with age from childhood into adulthood ([@bib0095]), in this study, we sought to characterize the cognitive underpinnings of this developmental trajectory. Given previous observations of age-related changes in statistical learning, working memory, and fluid reasoning, we examined the contributions of these putative component processes to the development of model-based choice in a sequential reinforcement-learning task. We found that fluid reasoning, but not statistical learning, mediated the relationship between age and model-based choice. Ceiling performance on our working memory assay prevented examination of its contribution to model-based learning. Collectively, these findings suggest that the protracted development of fluid reasoning ability may be a critical process underpinning the gradual emergence of model-based learning.

2. Methods {#sec0010}
==========

2.1. Participants {#sec0015}
-----------------

22 children (aged 9--12), 23 adolescents (13--17), and 24 adults (18--25) took part in this study. All participants, and parents of minors, provided written informed consent according to the procedures of the Weill Cornell Medical College Institutional Review Board and received monetary compensation for participation. Subjects completed a sequential reinforcement-learning task while undergoing a functional MRI scan. Neuroimaging data are not analyzed or reported here. Subjects also completed a statistical learning task, and two subtests of the Wechsler Abbreviated Scale of Intelligence (WASI, matrix-reasoning and vocabulary sections). Subjects who missed more than 15 trials (10% of trials) during the reinforcement-learning task were excluded from analysis, leaving 19 children (13 females, 10.5 ± 1.1 years), 22 adolescents (12 females, 14.7 ± 1.5 years) and 23 adults (14 females, 21.6 ± 2.1 years) in the final sample. Of these participants, statistical learning task data for 1 child was not acquired due to a computer malfunction, 1 adolescent and 2 adults did not complete the WASI matrix-reasoning subtest, and 1 adolescent and 2 adults did not complete the WASI vocabulary subtest. A subset of participants (14 children, 17 adolescents, 18 adults) also completed the listening recall subtest of the Automated Working Memory Assessment.

2.2. Reinforcement-learning task {#sec0020}
--------------------------------

The two-stage sequential reinforcement-learning task was adapted for developmental populations by [@bib0095] from a task designed by [@bib0075] to dissociate model-based and model-free evaluative strategies ([Fig. 1](#fig0005){ref-type="fig"}A). In this paradigm, participants were tasked with collecting space treasure, and were told they would be paid a monetary bonus based on the amount of space treasure that they found. At the first stage of each trial, participants selected one of two spaceships ("first-stage choice") that would make a probabilistic transition to a red or purple planet. Each spaceship transitioned to one planet more frequently than the other (70% of trials versus 30%). These "common" and "rare" transition probabilities did not change during the task. Once at a planet, participants then selected one of two aliens to ask for space treasure ("second-stage choice"). Each alien provided treasure according to a slowly drifting probability of reward. Subjects had three seconds to make a choice at each stage.Fig. 1Task Designs (A) Reinforcement learning task. Each first-stage option ("spaceship") was associated with one of the second-stage states more frequently (70%) than the other (30%). These transition probabilities were fixed throughout the task. The probability of reward for each second-stage option ("alien") drifted slowly throughout the 150 trials. (B) Statistical learning task. A continuous stream of stimuli was comprised of four interleaved stimulus triplets. (C) Matrix reasoning task. Example puzzle created to illustrate the type of problems encountered during fluid reasoning task.Fig. 1

The task was designed to dissociate use of a model-based strategy, in which individuals recruit a mental model of the task's probabilistic state transition structure, from use of a model-free strategy, which requires only cached estimates of the past rewards associated with preceding first-stage actions.

All participants played a 50-trial tutorial to become familiar with the structure of the task before completing the 150-trial task in the scanner; the tutorial and full versions of the task had different colored stimuli but the same task structure and rules. During the tutorial, participants were instructed that each spaceship usually went to a specific planet, but had to learn the transitions and probabilities themselves from the task. All subjects, regardless of performance, received a fixed bonus payment at the end of the scan.

Using a previously described analytical approach ([@bib0075]), we fit a hybrid reinforcement-learning model to participants' choice data. The hybrid model allows participants' choices to reflect a weighted average of both model-free and model-based evaluation algorithms. Relative weighting of the two strategies is parameterized by *w*, where 0 reflects purely model-free evaluation and 1, purely model-based. The model-free algorithm implemented is a SARSA(λ) temporal difference algorithm that incrementally updates the value of first-stage stimuli based on both the learned value of a second-stage state and the received reward. The latter is modulated by an eligibility trace parameter lambda (λ) that only carries value across stages within the same trial. By contrast, the model-based algorithm computes the value of each first-stage choice by multiplying second-stage values by the 70%/30% transition probability. Both algorithms update the second-stage stimulus values the same way, incrementing by the reward-prediction error multiplied by a learning rate alpha (α). At each first and second stage decision point, a softmax choice rule is used to assign a probability to each action based on the weighted model-free and model-based values of all available actions; this softmax rule is parameterized by a single inverse temperature parameter (β). A stay bias parameter (*p*), reflects value-independent perseveration across trials. For each participant's data, the model-based weight (*w*), learning rate alpha (α), eligibility parameter lambda (λ), softmax inverse temperature parameter (β), and stay bias parameter (*p*) were estimated simultaneously by maximum a posteriori estimation ([@bib0075]).

To evaluate aggregate performance in each categorical age group (i.e., children, adolescents, and adults), we also performed a generalized linear mixed-effects regression analysis on each age group separately using the 'lme4' package for the R-statistics language ([@bib0025]). First-stage choice (stay or switch from previous trial) was modeled as a function of reward on the previous trial (reward or no reward), transition on the previous trial (rare or common), and the reward-by-transition interaction as fixed effects ([@bib0075], [@bib0095]). Model-free and model-based strategies predict different patterns of first-stage choices in the task. Whereas a model-free chooser is likely to repeat rewarded first-stage choices without taking into account the task transition structure, a model-based chooser will be less likely to repeat first-stage choices that are rewarded following a rare transition, and more likely to repeat choices that are unrewarded following a rare transition. Thus, the terms of interest were the fixed effect coefficients of reward (model-free estimate) and the reward-by-transition interaction effect (model-based estimate) for each age group. Additionally, individual adjustments to the fixed intercept ('random intercept') and to previous reward, transition, and reward-by-transition interaction terms ('random slopes') were determined for each participant. The terms of interest were the fixed-effect coefficients of reward (model-free term) and the reward-by-transition interaction effect (model-based term) for each age group. The first 9 trials for every participant were removed, as were all trials in which the participant did not make both first and second stage choices.

2.3. Statistical learning task {#sec0025}
------------------------------

The statistical learning task consisted of two distinct phases, a familiarization phase and a test phase ([@bib0190]). During the familiarization phase, 12 abstract shapes were presented, one at a time, in a continuous stream without breaks or delays for 4.8 min. Each shape was present for 0.5 s and the shapes were separated by a 0.5 s inter-stimulus interval. Participants were instructed to simply watch the stream carefully. Unbeknownst to participants, the sequence of shapes was comprised of 4 distinct triplets (each of the 12 shapes appeared in one triplet only) with a fixed internal order ([Fig. 1](#fig0005){ref-type="fig"}B). However the triplets were semi-randomly interleaved to form the continuous stream of stimuli such that no triplet was repeated in immediate succession. After the passive viewing stage subjects were then tested on their ability to identify the familiar triplets during a 32-trial test phase. For each trial, subjects were presented with two test triplets, one of which was previously presented during the familiarization phase and the other of which was a foil triplet that was never observed in the presented sequence. Participants were asked to identify which of the two test triplets was more familiar based on the first part of the task. We used the percentage of the familiar triplets that were correctly identified during the test phase as the index of statistical learning ability.

2.4. Fluid reasoning task {#sec0030}
-------------------------

Each participant completed two subtests of the Wechsler Abbreviated Scale of Intelligence (WASI), the matrix-reasoning section and the vocabulary section, respectively designed to measure fluid reasoning and crystallized intelligence, ([@bib0230]) ([Fig. 1](#fig0005){ref-type="fig"}C). The subtests were administered according to standard instructions.

The matrix reasoning subsection of the WASI was used as a measure of fluid reasoning. The complete matrix-reasoning section includes 35 puzzles, but children between the ages of 9 and 11 are only presented with the first 32 puzzles. Therefore, to obtain a comparable index of fluid reasoning ability across age groups, we only used participants' raw scores (number correct) on these first 32 puzzles. While doing so potentially truncated the adolescent and adult scores, it allowed us to evaluate how well all subjects of different ages fared on the same group of puzzles.

To examine whether any observed effects of fluid reasoning were due to a more broadly constructed concept of intelligence, the vocabulary subsection of the WASI was used as a measure of crystallized intelligence. Similarly to the fluid-reasoning index, we used participants' raw scores (number of points earned) for the first 34 items, which were presented to participants in all age ranges in our study. This scoring method allowed us to evaluate how well all subjects answered the same set of vocabulary questions.

2.5. Working memory task {#sec0035}
------------------------

The listening-recall subtest of the Automated Working Memory Assessment ([@bib0005]) was used as a measure of working memory, indexing a participant's ability to maintain information despite interference. Participants were read 8 single sentences and 7 pairs of sentences by the researcher. For each single sentence, the participant first listened to the sentence once, then stated whether the sentence was true or false (processing portion) and repeated the last word of the sentence (recall portion). For each pair of sentences, the participant first heard the first sentence, made a true/false declaration, did the same for the second sentence, and then repeated the last words of both sentences in sequential order. Participants were given as much time as needed to complete the processing and recall of each sentence.

For each participant, a recall subscore was tabulated as the number of sequences (single or paired sentences) out of 15 for which the participant correctly recalled the last word(s). A processing subscore was also tabulated as the number of individual sentences for which the participant correctly answered true or false. The participant's working memory score was calculated as the sum of these recall and processing subscores. The processing component, requiring the subject to evaluate the semantic content of the sentence to determine whether it was true or false, serves to interfere with the maintenance of the to-be-recalled information. Poor performance during the processing portion of the task might reflect a failure to engage this competing cognitive process, making recall easier and inflating the recall subscore. By including both the processing subscore and the recall subscore in the measure of working memory, we assessed how well a subject maintained information despite interference.

2.6. Mediation tests {#sec0040}
--------------------

Our mediation analyses were performed using the publicly available causal mediation analysis ('mediate') package for R ([@bib0215]). Non-parametric bootstrap estimates of path coefficients were obtained by random sampling with replacement of 100,000 observations from our sample. Bias-corrected and accelerated (BCa) 95% confidence intervals ([@bib0105]) were used to calculate two-tailed *p*-values describing significance of the indirect and mediated direct effects.

3. Results {#sec0045}
==========

3.1. Learning behavior in two-stage task {#sec0050}
----------------------------------------

We first examined overall performance in the reinforcement-learning task. There was no relationship between age and overall performance on the reinforcement-learning task as indexed by total treasure acquired (r = 0.18, p = 0.14). Moreover, there was no relationship between total treasure acquired and recruitment of model-based strategy, as indexed by the *w* parameter (r = −0.09, p = 0.48). Because increased recruitment of model-based learning did not confer an advantage in the ability to earn reward, there was not necessarily an "optimal" strategy in this task. Thus, this task might be better conceived of as indexing an individual's default mode of evaluation, rather than reflecting a cost-benefit calculation of which strategy is best.

We then evaluated whether our cohort showed age-related increases in model-based learning in the two-stage task. We found that the reinforcement-learning *w* parameter significantly and positively correlated with age (r = 0.30, p = 0.01; [Fig. 2](#fig0010){ref-type="fig"}, [Table 1](#tbl0005){ref-type="table"}). Across all subjects, the median and inter-quartile range (IQR) for each reinforcement-learning parameter were: model-based weight (*w*, median = 0.52, IQR = 0.16--0.71), learning rate alpha (α, median = 0.42, IQR = 0.05--0.76), eligibility parameter lambda (λ, median = 0.62, IQR = 0.29--0.90), softmax inverse temperature parameter (β, median = 2.91, IQR = 2.40--4.02), and stay bias parameter (*p*, median = 0.14, IQR = −0.04--0.36).Fig. 2There was a significant positive correlation between participants' age and the reinforcement-learning *w* parameter indexing degree of model-based learning (r = 0.30, p = 0.01).Fig. 2Table 1Matrix showing the Pearson correlation coefficients between age and performance on all tasks. Statistically significant relationships denoted in bold. P-values given in parentheses.Table 1AgeModel-based choice parameter (*w*)Statistical learning indexWorking memory scoreFluid reasoning scoreAgeModel-based choice parameter (*w*)0.30\
(0.01)Statistical learning index**0.33**\
**(0.007)0.31**\
**(0.01)**Working memory score0.23\
(0.12)**0.31**\
**(0.03)**0.09\
(0.53)Fluid reasoning score**0.53**\
(**\<0.0001)0.41**\
(**\<0.001)0.51**\
(**\<0.0001)**0.28\
(0.06)

To quantify the degree of model-based choice at various developmental stages, we conducted a mixed-effects logistic regression analysis within each age group ([Table 2](#tbl0010){ref-type="table"}). All age groups showed a significant main effect of reward (the model-free signature); however only adolescents (p \< 0.0001) and adults (p = 0.0002), but not children (p = 0.50), showed a reward-by-transition interaction effect (the model-based choice signature). These results corroborate a previous finding that evidence of model-based learning is not present in this task during childhood, but emerges in adolescence and increases into early adulthood ([@bib0095]).Table 2Results of mixed-effects logistic regression quantifying the effects of previous reward and transition type on first-stage choice repetition within each age group. Significant *p*-values (\<0.05) denoted in bold.Table 2PredictorEstimate (SE)Χ2 (df = 1)p-valueChild (N = 19)Intercept0.38 (0.20)3.540.060Reward0.26 (0.09)6.87**0.0088**Transition−0.07 (0.07)1.050.31Reward by Transition0.07 (0.10)0.450.50Adolescent (N = 22)Intercept0.79 (0.20)11.61**0.0007**Reward0.29 (0.11)6.72**0.0095**Transition0.02 (0.07)0.080.78Reward by Transition0.39 (0.10)13.14**0.0003**Adult (N = 23)Intercept1.40 (0.18)28.92**\<1e-7**Reward0.25 (0.09)6.79**0.0092**Transition0.06 (0.07)0.740.39Reward by Transition0.43 (0.11)11.41**0.0007**

3.2. Knowledge of transition structure and statistical learning {#sec0055}
---------------------------------------------------------------

Participants in all age groups demonstrated similar levels of explicit knowledge of the task structure in their reports after the task ("Which spaceship went mostly to the green planet?") (X-squared = 3.62, df = 2, p = 0.16; 100% (19/19) children, 82% (18/22) adolescents, and 87% (20/23) adults answered correctly).

Examination of response times (RT) following rare versus common transitions can also be interpreted as evidence of a participant's knowledge of the task's transition structure. Slower second-stage responses following rare transitions may reflect a violation of the expectation that the more frequent state transition would occur. Children (paired t = 2.95, df = 18, p = 0.0085), adolescents (paired t = 2.87, df = 21, p = 0.0091), and adults (paired t = 5.31, df = 22, p \< 0.0001) all showed significantly slower RTs for rare compared to common trials across the entire task. However, if trials are divided in thirds into early, middle, and late "blocks," only adults (paired t = 3.93, df = 22, p = 0.0007) showed significant RT slowing in the first block of 40 trials (children: paired t = 1.51, df = 18, p = 0.15; adolescents: paired t = 1.81, df = 21, p = 0.085). We then tested whether RT slowing was predictive of greater model-based choice. Such a relationship has previously been shown in adolescents and adults ([@bib0095], [@bib0100]), but did not appear in children ([@bib0095]). Corroborating these previous findings, second-stage RT slowing was associated with more model-based choice (indexed by the *w* parameter from the hybrid RL model) in adults (r = 0.60, p = 0.0025) and adolescents (r = 0.56, p = 0.0064), but not children (r = 0.36, p = 0.13).

3.3. Statistical learning {#sec0060}
-------------------------

We found that all age groups showed above chance performance on the statistical learning task (one-sample *t*-tests: children: t = 4.74, df = 17, p \< 0.0001; adolescents: t = 8.00, df = 21, p \< 1e-7; adults: t = 14.64, df = 22, p \< 1e-12), but that accuracy did improve with age (r = 0.33, p = 0.0075). Statistical learning performance also correlated positively with model-based choice, as indexed by the *w* parameter (r = 0.31, p = 0.01). A mediation analysis revealed that statistical learning did not mediate the relationship between age and model-based choice (standardized indirect effect 0.08, 95% confidence interval −0.004--0.19, p = 0.09). However, it is possible that this trend-level mediation effect would reach significance in a study with a larger sample size.

While participants' response time slowing in the reinforcement-learning task following rare versus common transitions reflected knowledge of the transition structure, this knowledge could have stemmed from experiential learning, or from explicit instruction about the probabilistic transition structure provided to participants in the tutorial. We examined whether participants' RT slowing correlated with statistical learning performance, which might suggest a relationship between RT slowing and the ability to learn underlying statistical regularities through experience. Performance on the statistical learning task correlated positively with second-stage RT slowing in the reinforcement-learning task for rare compared to common trials (r = 0.41, p = 0.0008).

Collectively, these results suggest that statistical learning may facilitate the construction of a cognitive model of the task in participants of all ages. However, increases in participants\' ability to learn experienced environmental statistics did not account for developmental increases in the use of a model-based reinforcement-learning strategy.

3.4. Fluid reasoning {#sec0065}
--------------------

Our measure of fluid reasoning, the raw score on the first 32 questions of the matrix-reasoning subtest of the WASI, increased with age (r = 0.53, p \< 0.0001) and correlated positively with model-based choice, as indexed by the *w* parameter (r = 0.41, p = 0.001). A mediation analysis revealed that fluid reasoning fully mediated the relationship between age and model-based choice (standardized indirect effect 0.634, 95% confidence interval 0.198-1.23, p = 0.01; standardized direct effect 0.367, 95% confidence interval −0.639-1.35, p = 0.47, [Fig. 2](#fig0010){ref-type="fig"}). These results suggest that age-related increases in fluid reasoning are a critical cognitive factor underlying the previously observed association between age and increased recruitment of model-based learning ([@bib0095]).

To determine whether the observed effect was specific to fluid reasoning or could be attributed to intelligence more broadly, we next tested whether vocabulary also mediated the relationship between age and model-based choice. Vocabulary scores were positively correlated with both age (r = 0.42, p \< 0.001) and model-based choice, as indexed by the reinforcement learning *w* parameter (r = 0.28, p = 0.032). However, mediation analysis showed that vocabulary scores did not mediate the relationship between age and model-based choice (standardized indirect effect 0.077, 95% confidence interval −0.034 to 0.172, p = 0.15), suggesting that the effect of fluid reasoning was specific, rather than relating to crystallized intelligence or IQ more generally.

As we hypothesized that statistical learning may promote the construction of mental models of transition structure, and that fluid reasoning might facilitate the recruitment of such models, we next tested whether fluid reasoning mediated the relationship between statistical learning and model-based choice. Fluid reasoning fully mediated the relationship between statistical learning and model-based choice (standardized indirect effect 0.614, 95% confidence interval 0.213-1.197, p = 0.01; standardized direct effect 0.430, 95% confidence interval −0.466 to 1.400, p = 0.36, [Fig. 3](#fig0015){ref-type="fig"}). Furthermore, this mediation was directionally specific: statistical learning did not fully or partially mediate the relationship between fluid reasoning and model-based choice (standardized indirect effect 0.292, 95% confidence interval −0.292 to 1.042, p = 0.36). Collectively, these results suggest that, independent of age, fluid reasoning accounts for the relationship between an individual's statistical learning ability and their recruitment of model-based learning.Fig. 3Fluid reasoning (WASI matrix subscore) fully mediated the relationship between age and model-based strategy. \*Denotes p \< 0.05; \*\*\*denotes p \< 0.001. (single column-fitting image). Path a shows the least-squares regression coefficient of the relationship between age and fluid reasoning. Path b shows the estimated coefficient for the relationship between fluid reasoning and model-based learning. Paths c and c′ respectively show coefficients for the effects of age on model-based learning in univariate and multivariate (with fluid reasoning) regressions.Fig. 3

In addition, fluid reasoning fully mediated the relationship between age and statistical learning (standardized indirect effect 0.227, 95% confidence interval 0.107-0.435, p \< 0.001; standardized direct effect 0.14, 95% confidence interval −0.150 to 0.385, p = 0.31, [Fig. 4](#fig0020){ref-type="fig"}). This mediation was directionally specific: statistical learning did not mediate the relationship between fluid reasoning and age (standardized indirect effect 0.071, 95% confidence interval −0.075 to 0.213, p = 0.31). These analyses suggest that fluid reasoning contributes to age-related increases in statistical learning ability.Fig. 4WASI matrix subscore fully mediated the relationship between statistical learning and model-based learning. \*Denotes p \< 0.05; \*\*\*denotes p \< 0.001. Path a shows the least-squares regression coefficient of the relationship between statistical learning and fluid reasoning. Path b shows the estimated coefficient for the relationship between fluid reasoning and model-based learning. Paths c and c′ respectively show coefficients for the effects of statistical learning on model-based learning in univariate and multivariate (with fluid reasoning) regressions.Fig. 4

3.5. Working memory {#sec0070}
-------------------

Participants performed well on our measure of working memory, the listening recall subtest of the Automated Working Memory Assessment, with 45% of participants, spanning all age groups, exhibiting ceiling-level performance. This ceiling effect limited our ability to use this measure in order to clarify the relationship between working memory and age-related increases in the recruitment of model-based learning. Nonetheless, we observed that working memory correlated positively with model-based choice (r = 0.31, p = 0.03), but not with age (r = 0.23, p = 0.12, [Table 1](#tbl0005){ref-type="table"}). We also observed a trending positive relationship between our working memory and fluid reasoning measures (r = 0.28, p = 0.06, [Table 1](#tbl0005){ref-type="table"}), consistent with the extensive previous examinations of this relationship ([@bib0045], [@bib0150]). However, these relationships should be interpreted with caution given our failure to obtain a robust index of individual differences in working memory performance.

We also examined whether the AWMA recall subscore alone might provide a more robust measure of working memory. To test whether variability in the recall subscore might be greater than for the composite measure, we calculated the coefficient of variation (the mean-scaled standard deviation) for both the recall subscore (0.08) and composite score (0.07) and found that the variability was comparable for both measures. However, the percentage of participants who showed ceiling performance increased to 69% using the recall subscore alone. This suggests that the recall subscore also failed to provide a valid metric of working memory performance in the sample. Furthermore, we did not find a relationship between the recall subscore and age (r = 0.20, p = 0.17) or between the recall subscore and the reinforcement-learning *w* parameter (r = 0.15, p = 0.31), indicating no possibility of statistical mediation.

4. Discussion {#sec0075}
=============

In this study, we sought to elucidate the cognitive components that underlie the developmental emergence of model-based learning. Replicating previous findings in this sequential reinforcement-learning task ([@bib0095]), we found that whereas model-free learning was evident across our developmental sample, model-based choice exhibited a protracted maturational trajectory, only becoming evident in adolescence and continuing to strengthen into adulthood. We examined whether developmental changes in statistical learning ability, working memory, and fluid reasoning might contribute to the increased recruitment of model-based choice with age. We found that statistical learning performance was evident in children and improved with age. However, these improvements in statistical learning did not account for age-related increases in model-based choice. In contrast, fluid reasoning increased with age and significantly mediated the relationship between age and model-based learning. Collectively, these results suggest that the ability to integrate distinct learned associations, and not merely the acquisition of those associations, is a critical cognitive component underlying the gradual development of model-based choice.

Although children did not show evidence of model-based learning, they demonstrated knowledge of the task transition structure. Children, like adolescents and adults, could explicitly describe the task structure and were also slower to respond following rare transitions, reflecting sensitivity to these less frequent outcomes. Notably, whereas adults' response time sensitivity was apparent early in the task, this sensitivity only emerged later in children. Adults are able to rapidly incorporate explicit instruction to inform their actions ([@bib0040]), and may have used the task description provided in our tutorial to scaffold a cognitive model of the probabilistic transition structure. In contrast, younger participants, who tend to rely on experiential over instructed knowledge ([@bib0090]), may have had greater difficulty recruiting this instruction to inform choices. Thus, providing instruction may have facilitated adults' recruitment of a model-based strategy. Younger participants may instead have learned the task structure predominantly through the experience they accumulated over many trials. This proposal is consistent with the observed correlation between response time slowing and participants' performance on the statistical learning task, in which sequential regularities were learned solely through experience. Future studies might test whether children exhibit model-based choice if this learned task structure knowledge grows more "crystallized" through extensive practice.

Performance on the Wechsler Abbreviated Scale of Intelligence matrix-reasoning subtest, an index of fluid-reasoning ability, significantly mediated the relationship between age and model-based choice. A major component of fluid reasoning is the ability to identify associations between mental representations across distinct "dimensions", often referred to as relational integration ([@bib0235]). As the number of relevant dimensions increases, the more complex the relation becomes ([@bib0035]). For example, low-level integration may involve representing a simple characteristic of an object (e.g., *shape A is a circle*), while higher levels of integration may involve identifying relations between properties of multiple objects (e.g., *shape B is also a circle, but a different color*) or assessing the relationship between multiple relations (e.g., *shape A is to B as shape C is to D*). Like fluid-reasoning tasks, model-based choice requires the integration of learned relationships across multiple dimensions. In our sequential reinforcement-learning task, a model-based chooser must be able to prospectively integrate the transition probabilities between the first- and second-stage states with the reward probabilities associated with each second-stage stimuli. In fluid-reasoning puzzles that require considering two or more joint relations, children have been found to select answers at the same speed as adults, but with less accuracy ([@bib0050], [@bib0225]). These findings suggest that children may not consider all the relevant dimensions of the problem before selecting an answer. Children in our reinforcement-learning task may similarly not recognize that recruiting transition knowledge at the first stage influences their later options, and therefore fail to integrate this knowledge into their evaluation at the first-stage.

Working memory plays a significant role in both fluid reasoning ([@bib0150]) and model-based choice ([@bib0165], [@bib0170]). A large body of research has shown that working memory improves with age ([@bib0080], [@bib0210]). In this study, nearly half of the participants, across all age groups, in whom we assessed working memory performed at ceiling. Thus, we failed to obtain a reliable index of working memory, precluding the ability to clearly characterize its contribution to developmental changes in reinforcement-learning strategy. Nonetheless, we observed a significant relationship between working memory and model-based choice, suggesting that age-related improvements in working memory may contribute to the development of model-based learning. Fluid reasoning, which mediated improvements in model-based choice in our sample, also depends on working memory ability. Thus, future studies, employing more robust assessments of working memory, will be necessary to dissociate the contributions of working memory and fluid reasoning to the recruitment of model-based learning.

The neurocircuitry underlying the development of model-based learning has not been directly characterized. However, the neural substrates underlying the cognitive processes examined in this study have been previously explored. Statistical learning depends on medial temporal lobe structures, including the hippocampus ([@bib0065], [@bib0180], [@bib0185]). Recent findings suggest that developmental improvements in statistical learning parallel hippocampal structural development ([@bib0195]). To inform goal-directed actions, these learned sequential representations must be integrated with learned associations between stimuli, actions, and past rewards, which depend in part on contributions from the striatum ([@bib0020]). Working memory and relational integration have been shown to depend on dorsolateral ([@bib0055]) and rostrolateral ([@bib0235]) prefrontal cortical regions respectively. Cortical maturation typically proceeds from posterior to anterior cortical regions, with the dorsolateral prefrontal cortex being one of the latest maturing regions ([@bib0140], [@bib0205]). This developmental trajectory mirrors the proposed organizational hierarchy of the prefrontal cortex, in which increasingly complex and abstract representations recruit more anterior regions ([@bib0015], [@bib0110]). Thus, younger individuals, for whom rostral and dorsolateral prefrontal regions are not yet mature, may have greater difficulty integrating and recruiting the multi-dimensional cognitive representations on which model-based learning depends. More broadly, this literature suggests that elements of the integrated prefrontal-hippocampal-striatal circuits underpinning key component processes of model-based learning exhibit distinct, and often protracted, maturational trajectories. Direct examination of the age-related changes in these circuits will be necessary to further elucidate their specific functional roles in the developmental emergence of model-based choice.

In this study, we found that the fluid-reasoning abilities within a cohort of children, adolescents, and adults accounted for age-related changes in their recruitment of model-based learning. Fluid reasoning is a construct originating from the field of psychometric intelligence ([@bib0030]), which typically employs tasks that are substantially different from those employed within cognitive psychology and neuroscience to assess related constructs such as working memory and other executive functions. While there is debate regarding the degree to which these overlapping constructs are indeed dissociable, ([@bib0125], [@bib0085]), our findings are consistent with others in the literature observing correlations between these cognitive constructs and reward-guided behaviors ([@bib0200]). We propose that such correlations reflect a mechanistic relationship, in which these cognitive processes provide a foundation for the evaluative computations that inform motivated behavior. This interpretation, supported by our present findings, suggests a direct link between the protracted development of these cognitive abilities ([@bib0115]) and the marked developmental changes in reward-related decision-making ([@bib0145]).
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