Part I Superconductor -Insulator transitions 1

Magnetic field induced novel insulating phase in 2D superconductors
In a superconductor, a zero-resistance, quantum many-body state emerges at low temperatures (T 's) inhibiting all scattering of electrons that can produce resistance. On the other hand, in an insulator, the motion of electrons is greatly hindered rendering them unable to carry current in the T =0 limit. At low-T , and at zero magnetic field (B), superconducting thin-films have an immeasurably low resistivity (ρ). An application of B perpendicular to the film's surface weakens superconductivity and it is believed that at a well-defined critical field (B c ), superconductivity disappears and an insulating behavior sets-in. This B-induced superconductor-insulator transition (SIT) in 2D, first observed by Hebard and Paalanen (1) , has been the subject of a large number of both theoretical (2; 3; 4; 5; 6; 7) and experimental (8; 9; 10; 11; 12; 13; 14; 15; 16; 17; 18; 19) studies. The SIT in 2D systems is theoretically considered within the framework of continuous quantum phase transitions (20; 21). Fisher and co-workers (2; 3) postulated a dual description of the SIT in which the superconducting and the insulating phases are caused by the condensation of Cooper-pairs and vortices, respectively, into a superfluid state. In such a picture, local superconductivity must persist beyond the transition. According to Fisher's theory (2) , the transition is manifested by a change in the macroscopic vortex-state, and Cooper pairs will exist, albeit localized, in the insulating phase to support the formation of vortices. While several experimental (1; 8; 10; 11; 14; 22) and theoretical (2; 3) studies are supportive of this conjecture, others (23) correlate the SIT with the vanishing of the superconducting gap and amplitude of the order parameter, indicating that Cooper-pairs do not survive the transition to the insulator. In this chapter, we present data obtained from our DC and AC conductivity studies of disordered thin films of amorphous indium oxide (a:InO) that point to a possible relation between the conduction mechanisms in the superconducting and insulating phases in the presence of a magnetic field.
Magnetic field as the tuning parameter
A typical magnetic field tuned superconductor-insulator transition in an a:InO film is demonstrated in Fig. 1 .1. In Fig. 1 .1(A) ρ vs. B isotherms, taken at several T 's between 0.014-0.8 K, for a typical superconducting film are shown. Here, we focus on the lower B-range of the data, which includes the critical point of the B-driven SIT. The transition point is identified with the crossing point of the different isotherms at B c = 7.23 T. For B < B c , the superconducting phase prevails with ρ increasing with T , while for B > B c an insulating behavior takes over and ρ is a strongly decreasing function of T . For this sample, the value of ρ at the transition is 4.3 kΩ. The behavior in this low B-range is in accordance with previous observations of the B-driven SIT (1; 8; 10; 11; 13; 14) . In the next section, the novel behavior in the insulating phase when the magnetic field is increased well beyond B c is discussed. Hebard and Paalanen's results (1) were in accord with Fisher's scaling theory argument (2) which identified a universal sheet resistance separating a superconducting phase of localized vortices and Bose-condensed electron pairs from an insulating phase of Bose-condensed vortices and localized electron pairs . It is therefore interesting to note the resistance values at the critical point of the phase transition in our samples. In Figure 1 .1 (B) the ρ value at B c , ρ c , from several superconducting a:InO samples that exhibited a well-defined crossing point are plotted. The data are scattered around 5.8 kΩ and, with a standard deviation of 1.8 kΩ. A scatter of about a factor of 3 in ρ c can not usually be taken as an indication of a universal number. However, if we consider the fact that the measured ρ's themselves spans more than 10 orders of magnitude, a three-fold variation is not that large, indicating that the Cooper-pair quantum resistance h/4e 2 (≈6.45 kΩ) is of special significance for the transition. This value is in rough agreement with the theoretical prediction for this transition (2), and with other experimental studies in the literature (1; 24), with the notable exception of experiments done on MoGe films (10). 
Novel transport properties in the insulating phase
The transport behavior of a superconducting film changes dramatically when we consider a broader range of B. In Fig. 1 .2 isothermal curves from another sample, taken over a larger B-range, at several T 's between 0.07-1 K are presented. As expected, when B is increased beyond B c (0.45 T for this film), the insulating behavior initially becomes more pronounced. The surprising feature in our data is that, even though ρ increases by more than five orders of magnitude from its value at B c (the ordinate in Fig. 1 .2 is plotted using a logarithmic scale) (12), beyond approximately 9 T this trend reverses, the insulator becomes increasingly weaker and eventually ρ approaches a value of 70 kΩ (at 0.07 K). This represents a drop of more than 4 orders of magnitude from the peak-value of 2 GΩ. The demise of the insulating behavior seems to take place in two steps. An initial, rapid, drop beyond 10 T followed by a transition, at 14 T, to a slower decrease that continues all the way to, and beyond, our highest B of 18 T. It is unclear at which B-value this trend will revert to the positive magnetoresistance expected at very high B. First, we consider the details of the transport just above B c and closer to the resistance peak. We present three pieces of evidence that suggest a possible relation between the transport mechanism in the insulating and superconducting phases in a:InO films.
Activation energy scales in the insulating phase
Inspecting the details of the T dependence of ρ in the B-induced insulating phase reveals that the insulator follows an Arrhenius T -dependence,
indicating the existence of a mobility gap at the Fermi energy, with k B T I the magnitude of the gap (k B is the Boltzmann's constant). Fitting our data to an Arrhenius form as in equation (1) of the insulating behavior, T I is zero. It then increases with B reaching a maximum at 9 T and, similar to ρ itself, decreases at higher B. A rough extrapolation of our data indicates that T I will vanish at 20 T, although at B values larger than 14 T, the estimates of T I suffer from increasingly large errors, thus making this extrapolation inaccurate. An interesting observation can be made when considering the values of T I . At the insulating peak, T I = 1.65 K, conspicuously close to the B = 0 value of T c for this film, 1.27 K. To test this observation we plot, in Fig. 1.3 (B) , T c 's at B = 0 for several of our superconducting samples against T I 's at the insulating peak. Overall, T I is close to T c , supporting the observation made above. However, in the cases where we are able to follow one physical sample through several anneal stages, we see that as T c increases upon lowering of the disorder, T I decreases, indicating that a more complete theory is required to account for the details of the T c -T I dependence. The closeness of T I to T c suggests the existence of a relation, between the conduction mechanism of the superconductor and that of the insulator, on which more details are given below. Although the non-monotonic behavior of the B-induced insulator has been observed before in a:InO films (11; 25) and in other materials (12; 18), two new observations on this insulator require elucidation. They are: (a) the insulating peak in a:InO samples has an unusually large ρ value and (b) the activation temperature of the insulator at the peak is close to the superconducting transition temperature of the film at B = 0. In the reminder of this chapter, we present more evidence that suggests that it may be possible to account for both observations by adopting the point of view in which the properties of a:InO films are not uniform over the entire sample (6; 26; 27). 
Current-voltage characteristics
Several recent experiments, such as the ones presented above, provided strong evidence that at least some of the superconducting correlations remain in the insulating state of a:InO and other 2D superconducting films (14; 17; 18; 25; 28; 29) . We now turn to the current-voltage characteristics of the insulator, looking for more clues in support of the above observations. However, first it is instructive to examine the evolution of the non-linear current-voltage characteristics from the superconducting state through the transition and into the insulator.
In Fig. 1 .4 (A) we plot the four-terminal differential resistance (dV /dI), as a function of the DC current (I dc ), taken from an a:InO film, measured at T = 0.01 K. We show three representative traces that are measured in the B = 0 -0.65 T range. The bottom trace in Fig. 1 .4 (A), taken at B = 0 T, is typical of a superconductor: dV /dI is immeasurably low as long as I dc is below a well-defined value, I c dc , which is the critical current of the superconductor at that particular B-value. When I dc > I c dc , superconductivity is destroyed and a dissipative state emerges. The situation is different for the middle trace of Fig. 1 .4 (A) taken at B = 0.35 T. Even at I dc = 0 a zero-resistance state is not observed down to our lowest T . However, the current-voltage characteristic still maintains a superconducting flavor: it is non-Ohmic and dV /dI increases with increasing I dc . We therefore consider the B = 0.35 T trace to represent a transitional state in the path the system takes from being a superconductor to an insulator. It is a matter of some debate whether this transitional state will develop into a full superconductor in the T = 0 limit (10; 30; 31; 32). While the bottom two traces in Fig. 1 .4 (A) exhibit superconducting traits, the top trace taken at B = 0.65 T clearly does not. Instead, it has the opposite low-I dc dependence indicative of an insulating state: it is again non-Ohmic, but this time an increase in I dc results in a decrease of dV /dI. This is consistent with the ρ-B data of this samples where the transition to the insulating phase occurs at B c = 0.4 T. While the non-linear current-voltage characteristic deep in the superconducting phase is usually attributed to current-induced vortex depinning (?), the origin of non-linearity in the insulating phase is less clear. Let us now focus on the insulating phase well above B c . Since we are now dealing with an insulator, it is natural to consider the differential conductance (dI/dV ) rather than dV /dI. In Fig. 1 .4 (B) we plot two-terminal dI/dV traces against the applied DC voltage (V dc ) measured at B = 2 T, well above the B c (= 0.4 T) of this sample. In this Figure we contrast two traces that are measured at T = 0.15 K and 0.01 K. The data taken at T = 0.15 K are typical of an insulator, i.e., they are strongly nonOhmic, having a low, but measurable, value at V dc = 0 that increases smoothly with increasing V dc . No clear conduction threshold can be identified at this T . The response drastically changes when the film is cooled to 0.01 K: as long as V dc is below a welldefined threshold value (V T ), the value of dI/dV is immeasurably low. At that V dc (= 4.65 mV for this sample) dI/dV increases abruptly, by several orders of magnitude, and remains finite for higher values of V dc . This clearly shows the emergence, at low T , of finite V T for conduction in the insulating phase.
We have so far described the observation of the emergence, at a well-defined temperature, of sharp thresholds for conduction on the insulating side of the SIT in a:InO films. Before the implications of this observation are discussed, it is illuminating to construct a map of the B-driven insulating phase in the B-V dc parameter space available in our experiments. In Fig. 1 .5 the behavior of a:InO films is summarized in the form of a 2D color map of the dI/dV values in the B-V dc plane for the sample of Fig.  1 .4. This map was constructed by measuring dI/dV as a function of V dc at B intervals of 0.2 T at 0.01 K. The colors in the map represent the values of dI/dV , changing from dI/dV = 0 (dark blue) to dI/dV = 10 −5 Ω −1 (white). The horizontal dashed line marks B c (= 0.4 T) of this sample. Sharp conduction thresholds in the insulating phase can be seen in the map as a sudden change in color in the insulating regime between B c = 0.4 T and ∼ 5 T. As B is increased the threshold behaviour appears at higher values of V dc . This trend continues until B is close to the ρ-peak, which is at B = 6 T for this sample. Near the ρ-peak and beyond it, the dI/dV traces no longer exhibit the sharp thresholds for conduction and dI/dV increases smoothly with V dc . This manifests as a gradual change in colours as V dc is changed for B ≥ 6 T.
The sharp drop in dI/dV values, at low T , may be evidence for the condensation of individual charge carriers into a collective state (2; 22). This brings about interesting analogies with a diverse class of physical systems showing similar threshold for conduction that are considered as signatures of collective phenomena. We recall two such examples here: the first is in one-dimensional organic and inorganic solids where thresholds to conduction have been treated as the signature of the depinning of charge density waves (33). Similarly, in 2D electron systems confined in semiconductor heterostructures, thresholds for conduction have been attributed to the depinning of a magnetically induced electron solid akin to the Wigner crystal (34; 35; 36). While the appearance, in disordered superconducting samples of a:InO, of a clear threshold voltage for conduction in the insulating phase can be considered as evidence for vortices condensing into a collective state at a well-defined temperature (2), more recent studies in a:InO and TiN films (37; 38; 39) have shown that the non-linear jumps in current-voltage characteristics result from a thermal decoupling of the electrons from the phonon bath in the B-induced insulating phase. This leads to interesting open questions about how such a phonon decoupling mechanism may arise. Clearly more research is needed to understand this novel transport behavior in 2D superconductors.
Power law behavior in resistance
The purpose of this section is to show that the resistivity of the superconducting a:InO films can be described by a single function covering a wide range of our measurements, which includes the B-driven SIT. This function can be written as follows:
where ρ c , B c and T 0 are sample-specific parameters. The phenomenological form introduced above is consistent with the collective-pinning model of transport in thin superconducting films, which predicts a vortex-pinning energy proportional to ln(B) (40). This form has been observed before in high-T c layered systems (41; 42) as well as in amorphous superconductors (31; 43; 44). Here we show that this behavior is not restricted to the superconducting phase but continues, uninterrupted, well-into the insulating state(45).
We perform a quantitative analysis of the B and T -dependence of the resistivity data, in the low B superconducting regime and closer to B c . In Figure 1 .6 ρ vs. B traces taken at various T 's for two a:InO samples are plotted using log-log graphs. For the sample in the upper panel of Figure 1 .6 special care is taken to extend the measurements over a large range of ρ. Each curve is well-described by a power-law dependence that holds over more than 2 orders of magnitude in B and more than 3 in ρ, with non-random deviations that are only seen at high T s and as the B values approach the insulating peak. The different curves are distinguished by their power, which is a function of T . A power-law B-dependence of ρ in two-dimensional superconductors is associated with the collective-pinning flux-creep transport model, predicting an activation (pinning) energy, U 0 , that depends logarithmically on B (40): leads to the power-law dependence of Eq. 1.2. Here we use T 0 as the sample-specific activation energy extracted from our data and U 0 as the activation energy as described in the collective pinning theory, though they imply the same physical meaning. Similar power-law behavior in ρ was observed in disordered thin-films (43; 44; 31) and in layered high-T c compounds (41; 42), and may be indicative of the central role played by vortices in our system. Reiterating the intriguing feature in our results we note that the power-law behavior described by Eq. 1.2 continues, uninterrupted, through B c and into the insulating state (see inset of Fig. 1 .6 (A)). Since, in the insulating phase, B > B c the pinning energy U 0 in Eq. 1.3 becomes negative. This is a natural outcome of the physical picture described in (2; 3), according to which the vortices, collectively pinned at B < B c , condense at B > B c rendering the response of the system insulating. Consequently, each vortex that is thermally activated away from the condensate will cause a reduction in the resistance leading to the apparent negative U 0 .
Finite frequency behavior -superconducting correlations on the insulating side
Complementary to the DC studies, finite frequency microwave measurements also reveal various aspects of the anomalous insulating state. Using a custom low T custom multimode cavity resonator, we studied the complex AC conductivity of thin disordered InO x films as a function of B through the nominal SIT (16; 46). We resolved a significant finite frequency superfluid stiffness well into the insulating regime. These results can also be interpreted as evidence for collective effects and localized Cooper pairs on the superconducting side of the transition. In general, AC measurements may provide a more complete characterization of low energy properties of systems than DC measurements alone. The use of finite frequencies allows various time and frequency scales to be extracted. Importantly in an AC measurement both the real and imaginary parts of various response functions can be quantified also. These can be, for example, the complex conductivity σ 1 + iσ 2 , the complex dielectric constant ε 1 + iε 2 , or the complex sheet impedance of a thin film 1/σd = R+iωL. The ability to measure both the real and imaginary components brings complementary information; the real part of the conductivity (in-phase response) holds information about the dissipative response of the system while the imaginary part (outof-phase response) tells something about the polarizability of charge carriers and/or their ability to move dissipationlessly.
AC measurements as such are particularly useful in the characterization of superconductors. For frequencies much less than the superconducting gap, the imaginary conductivity is proportional to the superfluid density, which is related to the 'phase stiffness' as σ 2 = σ Q kB T θ hω where T θ is the superfluid stiffness in degrees Kelvin and σ Q is the quantum of conductance for Cooper pairs divided by the sample thickness 4e 2 hd . The superfluid stiffness is the energy scale for introducing phase slips in the superconducting order parameter Ψ = ∆e iφ and is a fundamental quantity for understanding fluctuation phenomena in superfluids and superconductors (47; 48; 49; 50; 51; 52). Note that a number of different representations have been used in the literature to characterize the size of the out of phase AC response of superconductors (penetration depth, penetration depth squared, superfluid density, etc.) In principle all of these are equivalent. We prefer to use the phase stiffness as it is the most intrinsic quantity. σ 2 in a true long range ordered superconductor has a 1/ω dependence that results from the Kramers-Kronig compatibility with the delta function at ω = 0 in σ 1 . The Kramers-Kronig relations are integral relations between real and imaginary parts of response functions guaranteed by causality. The coefficient of the 1/ω is proportional to the superfluid stiffness, and because the quantity ωσ 2 is frequency independent in a long range ordered superconductor so is the superfluid stiffness. When one has fluctuating superconductivity the delta function at ω = 0 broadens and due to spectral weight conservation its moment must move to slightly higher frequencies.
The fact that the Kramers-Kronig relation is an integral relation between σ 1 and σ 2 weighted by 1/ω means that if this spectral weight in σ 1 is still concentrated narrowly enough at reasonably low frequencies, then one can still have a large σ 2 . In general if sigma 1 is low and distributed over a broad spectral range as in a normal metal then σ 2 will be small. Indeed with their low normal state conductivity and strong scattering, we cannot detect any significant out of phase component in our highly disordered thin films well above T c . Thereby we can assign all of the enhancement of σ 2 that we detect to superconductivity.
In the case of a fluctuating superconductor where the delta function in σ 1 is removed, the σ 2 no longer has a strict 1/ω dependence. However, if the spectral weight in σ 1 is concentrated at low frequency then σ 2 can still be appreciable. If this enhanced σ 1 is due to fluctuating superconductivity, one can still define a generalized superfluid stiffness, but now it has an explicit frequency dependence. Our use of a frequency dependent stiffness is very similar to the treatment of the superfluid stiffness in the context of the finite frequency measurements of the Kosterlitz Thouless transition in liquid He4 films where one sees that the region of universal discontinuous drop of the superfluid density broadens and shifts to higher temperatures as the probing frequency is increased. In the context of Kosterlitz Thouless one considers that as the frequency increases, one probes on shorter and shorter length scales and thereby is less and less sensitive to the renormalizing effects of intervening unbound vortex anti-vortex pairs. The expectation is that in the high frequency limit the superfluid stiffness will behave approximately mean-field-like and reflect the underlying background superconductivity. Aspects of this behavior has been observed in thin granular Al layers (53), thin indium/indium-oxide composites (54), He4 thin films (55), as well as other related systems (56).
Despite their potential impact there have been very few experiments using finite frequencies through the SIT. This is largely due to the general difficulties and experimental constraints (the need for high, but not too high frequencies, low temperature, high magnetic fields) in performing such measurements. In order to reveal the ground state fluctuation behavior, one generally needshω ≫ K B T , withhω < 2∆, where ∆ is the superconducting gap. This generally means that measurements must be performed in the microwave range (20 GHz corresponds approximately to 1 K) in devices like microwave cavities. We performed such measurements in a novel cryomagnetic resonant microwave cavity system using the cavity perturbation technique. In our case, the cavity diameter was optimized for performance in the 22 GHz (hω/k B = 1.06 K) TE011 mode. However a number of other discrete frequencies from 9 to 106 GHz were accessible by insertion of an additional sapphire puck (for the low frequencies) or use of a very short "pan"-shaped cavity (for greater than 100 GHz).
Our highest operating frequency of 106 GHz corresponds to an energy which is below the threshold for above gap excitation (158 GHz) in the sample studies here. Relations between the cavity's resonance frequency shift ∆ω and change in quality factor ∆(1/Q) upon sample introduction to the complex conductivity are obtained by a cavity perturbation technique (58; 59; 60; 61) (see (62) for a very thorough treatment). This standard experimental technique is based on the adiabatic modification of the electromagnetic fields in a cavity that arises from the introduction of a small sample to the interior of the cavity. Due to their thin film geometry, our samples fall in the 'depolarization regime in which the field penetrate the entire volume of the sample. It has been shown that for extremely thin films, only in-plane AC electric fields or out-ofplane AC magnetic fields at the sample position can affect an appreciable change in a cavity's resonance characteristics (63). Samples were placed along the cavity's central axis, where due to symmetry consideration and depending on the particular TE mode being used, if the electric field is in-plane then there is a zero out-of-plane magnetic field and vice versa. Modes with both these field configurations were exploited in our setup and their analysis differed. Please see Ref. (46) for details.
We begin by first discussing the zero field behavior along the thermal axis of the field-temperature phase diagram. Here we are interested in understanding the fluctuation behavior of the complex order parameter Ψ = ∆e iφ as the temperature is lowered towards the superconducting state. The expectation is that there will be a temperature scale below which the amplitude of the order parameter will become defined, but the phase will still fluctuate. At some lower temperature, the phase will order and a true superconducting state will occur. In the DC data, as shown in Fig. 1 .7 (top), we observe a broad region over which the superconducting transition occurs. The contribution of Gaussian amplitude fluctuations can be obtained by fitting to the Aslamazov-Larkin DC form. Using the procedure of Gantmakher (57), a lower bound on T c0 can be estimated as the lowest temperature that does not cause an inflection point in the extracted effective normal state resistance R N (T ) as defined by the full expression for the Aslamazov-Larkin fluctuation resistivity. Within this analysis 2.28K is the best lower bound on T c0 and represents the temperature scale below which the superconducting amplitude is relatively well defined. Lower values of T c0 produce a kink in the extracted resistivity, where for instance a T c0 of 2.2K is clearly too low as seen in Fig. 1.7 (top) .
In Fig. 1 .7 (bottom), we plot the superfluid stiffness vs. temperature as defined above. We see a broad temperature region characterized by a gentle roll off of the superfluid stiffness with increasing temperature. Moreover, we observe a distinct temperature where the superfluid stiffness acquires a frequency dependence. Within the standard theory, such an occurrence is indicative of the approach to a KTB transition. In this model, the zero-frequency superfluid stiffness is renormalized discontinuously to zero at a temperature T KT B set by the superfluid stiffness itself at this temperature. Above T KT B the system still appears superconducting on short length scales set by the separation between thermally generated free vortices and therefore at finite frequencies we expect the superfluid stiffness to approach zero continuously. As T KT B is the temperature where vortices proliferate, in at least moderate fugacity (a quantity related to the vortex core energy) superconductors, the temperature where the superfluid stiffness curves measured at different frequencies deviate from each other can be identified as the approximate location of the T KT B . With our units of superfluid stiffness the predicted transition temperature is T KT B = T θ /4, which is shown as a solid line in the figure. We point out here that although a frequency dependence as such is seen in Fig. ? ?, the stiffness where T θ acquires its frequency dependence is well above the stiffness predicted to be critical value. This point is expanded on in Ref.
Finite frequency behavior -superconducting correlations on the insulating side ½ (46).
Note that any residual normal electron contribution should give an insignificant contribution to σ 2 (16; 46). In principle there can also be a small contribution to σ 2 from 'normal' electrons excited above the gap. However as these electrons are subject to essentially normal state dissipative processes their contribution to σ 2 is very small because the normal state scattering is so strong (the material is amorphous with an extremely short mean free path). These considerations should be particularly true at our relatively low frequencies (low as compared to the normal state scattering rate) in a highly disordered material with a very small normal state σ 1 and large normal state scattering rate (1/τ ). One can see this via the general theory of metallic conduction, within for instance the Drude model, where the magnitude of σ 2 becomes very small at measurement frequencies well below the normal state scattering rate i.e. σ 2 (ω) is generally very small when ωτ ≪ 1. From an estimate of the mean free path in this highly disordered system (6 nm) (from Steiner and Kapitulnik Ref. (15) who used materials very similar to ours) and a reasonable order of magnitude guess of the Fermi velocity (1/200 the speed of light), one gets a very large normal state scattering rate 250 THz. At even our largest experimental frequencies (106 GHz) ωτ ≪ 1. Using these numbers, we can make a simple estimate of the order of magnitude of possible 'contamination' of our measured superfluid stiffness from above gap electrons. If ALL the charge carriers that participate in pairing became subject to normal state dissipative processes they would contribute a contamination signal T cont to the superfluid stiffness, which can be estimated using the relation from the Drude model
2 . This is a worst case scenario of the contribution to σ 2 from these carriers and follows from the Drude formula and our definition of T θ . We find that even at our maximum frequency of 106 GHz, the largest possible contamination to our superfluid stiffness is of the order of 2 × 10 −6 Kelvin which can be compared to our low temperature value of 7.66 K. This is far below our sensitivity level. It is a consequence of the large normal state scattering and is one of the added benefits of using highly disordered samples. In clean materials, in principle it is possible to have a contribution from normal or above gap electrons. Note that even if we have overestimated the scattering rate by a factor of a hundred, this contamination signal becomes only of order 0.02K, which is still well below our sensitivity.
Along the 'quantum' axis, we can follow the superfluid stiffness signal across the critical point and into the insulating state. In Fig. 1.8 we display the field and temperature dependence of the generalized finite frequency superfluid stiffness measured at 22 GHz, T θ . Similar plots can be made at our other measurement frequencies. The finite-frequency superfluid stiffness falls quickly with increasing field, but remains finite above H SIT and well into the insulating regime to fields almost 3 times the critical field H SIT = 3.68T . Here the critical field has been defined by the iso-resistance point from DC measurements that were performed concurrently (46). This is one of the first direct model-free measure of superconducting correlations on the insulating side of the 2D superconductor-insulator transition in an amorphous film. It is the use of relatively high probing frequencies that allows us to resolve superconducting fluctuations into the insulating part of the phase diagram.
Our observation of a finite frequency superfluid stiffness at H > H SIT is not The critical field, HSIT , defined as the iso-resistance point in DC measurements, is shown as a white dot at H = 3.68T . Yellow indicates maximum. Contours with markers are the detection limit for T θ at specified frequencies. Black dots on the temperature axis denote Tamp (= Tc0) and T phase (= TKT B ) which are temperatures signifying the freezing of amplitude and phase fluctuations, respectively. HSIT appears as a black dot on the horizontal axis. Open symbols represent data obtained from a small linear extrapolation beyond our maximum field of 8 Tesla.
inconsistent with an insulating T=0 ground state. As alluded to above, our experiments are sensitive to superfluid fluctuations because we probe the system on short time scales via an experimental frequency ω Exp that is presumably high compared to an intrinsic order parameter fluctuation rate ω QC close to the transition. We note that at low temperatures and well into the insulating side of the phase diagram, the superfluid stiffness becomes temperature independent as T → 0. This shows that the observed effects are not thermally driven and is indicative of their intrinsic quantum mechanical nature. Although we cannot rule out inhomogeneous superconducting patches (6), we consider the large (10 6 Ω/✷) and strongly diverging resistance of our samples at the highest fields and low temperatures to at least favor an interpretation of a material which is globally insulating.
These measurements give the first direct evidence for quantum superconducting fluctuations around an insulating ground state and moreover, the unambiguous evidence for a state of matter with localized Cooper pairs. The finite frequency superfluid stiffness was an increasing function of ω showing that superconductivity, although fluctuating on longer length scales, was increasingly well defined on the shorter length scales. These measurements give further evidence for a novel insulating state which has collective properties in accord with the the DC measurements discussed in detail above.
Summary
To summarize, intriguing results from DC and AC transport measurements of thin films of a:InO that were driven through a SIT by the application of perpendicular B are presented. The observations are discussed from a point of view that the results point to a possible relation between the conduction mechanisms in the superconducting and insulating phases in these disordered films. We summarize our findings in the form of an experimental phase diagram (2), shown in Fig. 1.9 , plotted in the B-disorder plane. It is constructed based on our data from 11 different a:InO films at 33 different annealing stages. The normal-state conductivity of the films at T = 4.2 K (σ 4.2K ) is used as a measure of disorder. Conductivity at higher T 's could have equally been used with no essential change to the phase diagram. Two kinds of data points are plotted. The crosses mark the B c of each film and thus define the boundary between the superconducting and insulating phases. The dashed line is a best fit to the B c data. Extrapolation of this fit to B = 0 gives a σ 4.2K value of 3.8±0.1 e 2 /h (e is the electronic charge and h is Planck's constant). Triangles are used to identify the B-position of the insulating peak for samples that, at B = 0, were insulating (empty triangles) or superconducting (filled triangles). Our phase diagram is similar to the schematic phase diagram for a 2D superconductor suggested in (25).
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