Abstract-There are a number of models that were proposed in recent years for message passing parallel systems. Examples are the postal model and its generalization the LogP model. In the postal model a parameter h is used to model the communication latency of the message-passing system. Each node during each round can send a fixed-size message and, simultaneously, receive a message of the same size. Furthermore, a message sent out during round r will incur a latency of hand will arrive at the receiving node at round r + h -1.
INTRODUCTION
his paper explores various theoretical and practical T issues in designing and implementing efficient algorithms for broadcast and global combine operations for message passing parallel systems using the postal model.
The postal model was introduced by Bar-Noy and Kipnis [7] . In this model, the system consists of n nodes (processors with local memory), each node can simultaneously use a single input port and a single output port and the communication latency is h. Namely, each node during each communication round can send a fixed-size message and, simultaneously, receive a message of the same size. Furthermore, a message sent out during round Y will incur a latency of h and will arrive at the receiving node at round Y + h -1. More specifically, if the elapse time of the sender is to, then the elapse time of the receiver, starting from the time the sender issues the send command until the time the receiver receives the message, is ht,. Note that the frequently used one-port model [231 is a special case of the postal model in which h = 1. The recently proposed LogP model [15] is a generalization of the postal model.
We assume that the n nodes are labeled from 0 through IZ -1. In the broadcast operation, node 0 initially holds a data item, denoted d, and the goal is to make this data item also known to all other II -1 nodes. Many efficient algorithms have been known for the broadcast operation for various communication models and network topologies (see, for example, 151, [161, 1191, [211, 1231, 1261, [281) . For the fully-connected model, efficient broadcast algorithms for the one-port model were given in [Y] , [12] and for the postal model were given in 171, [ 8 ] . Theoretically, optimal broadcast algorithm of one data item in the postal model can be easily derived by constructing a spanning tree based on a simple greedy algorithm [7] . However, in implementing the optimal broadcast algorithm on a real machine, we came across many interesting and practical issues that need to be resolved in order to have an efficient and feasible implementation. For example, how do we measure the value of h on a given machine? Given the latency h and the number of nodes n, how do we construct the algorithm efficiently in time and in space? In Section 2, we propose solutions that address those practical issues and present results of an experimental study of the new algorithms on the Intel Delta machine. Our main conclusion is that the postal model can help in performance prediction and tuning, for example, a properly tuned broadcast improves the known implementation by more than 20%.
In the global combine operation, each node i initially holds a data item di. Given Many efficient algorithms have been known for the global combine operation for various communication models and network topologies (see, for example, 151, [ZY] ). For the fuHyconnected model, efficient global combine algorithms for the one-port or multi-port model were given in [lo] , 1131 and for the postal model were given in [ll] , [6] , [24] . For the global combine algorithms in the postal model 1111, 161, it is assumed that h is an integer. In a real machine, h typically is not an integer. A natural solution is to conceptually force each receive operation to idle for a period of [hi-h time step, in order to synchronize with the send operation. In Section 3 we show that, depending on the value of h relative to rhl, it may be advantageous to force each send operation to idle for a period of h / Lh] -1 time step, in order to synchronize with the receive operation. The formula for the break-even points of h versus Lh] is explicitly derived.
EFFICIENT BROADCAST IN THE POSTAL MODEL

Preliminaries
We first review a few known broadcast algorithms. In the one-port model and when the data item to be broadcast is one, the naive algorithm based on recursive splitting is in fact an optimal one. Assume that S is the set of nodes involved in the broadcast operation, \SI = n , and the source node s E S . Specifically, one can artition S into two subsets, denoted S' and s'', of sizes P n/21 and Ln/21, respectively. Assume, without loss of generality, that s E S'. Pick any node s' in S" as the leader. Then, in one step node s can send the data item to node s', and the original broadcast problem is reduced to two broadcast subproblems of sizes rn/21 and Ln/2], respectively, which can be solved concurrently and recursively. Clearly, such broadcast algorithm finishes in hog, nl steps. Note that when n is a power of two the derived spanning tree is a binomial tree, which corresponds to the well-known recursive-doubling broadcast algorithm on a hypercube [23] . We refer to such broadcast algorithm as the binomial-tree broadcast. Fig. l a shows an example of the binomial-tree broadcast for n = 8 in the one-port model. Fig. l b shows the same binomialtree broadcast but in the postal model with h = 2. In the figure, the labels on the edges represent the time step during which the message is sent, while the labels on the nodes represent the time step during which the message is received. In the postal model, an optimal spanning tree can be easily constructed based on the following recursion [71. Let Nh(t) be the maximum number of nodes that can be reached (including the source node) in time t in the postal model. Then, Note that when h = 1, Nh,(t) = 2'. When h = 2, Nh(*) = 1,1,2, 3, 5, 8, 13, . . I , etc., is the Fibonacci sequence. For convenience, define the inverse function
Clearly, broadcast within an n-node set can be finished in time Th(n) in the postal model. Fig. 2 shows an example of the optimal spanning tree for h = 2 and n = 8 in the postal model. We refer to such broadcast algorithm as the h-tree broadcast, to be described in details in Section 2.4. From the figure, the h-tree broadcast finishes in five time steps as compared to six time steps required by the binomial-tree broadcast in Fig. lb . 
Measurement of the Latency h
In this subsection, we discuss issues related to the measurement of h. In order to measure the parameter h on a given machine, we use two simple experiments described below. In the second experiment, Po sends successively a message of a given size to PI, P,, ..., P,, as before. Then, as soon as P, receives the message from Po, it sends successively a message of the same size to P,,, P,,, ..., Po. The total communication time observed at Po can be modeled as
As in the first experiment, the parameters h and to can be extracted using the total times T for different values of k.
From our experiments, we learn that the parameter 1 on the Delta system mainly depends on the message size. Fig. 3 shows the extracted values of h, as a function of the message size, on the Delta using the two experiments. There are essentially two kinds of behavior. For message sizes smaller than 512 bytes, which is the packet size on the Delta,' h increases as a function of the message size and reaches a maximum of approximately 1.8 at 512 bytes. For message sizes larger than 512 bytes h decreases hyperbolically to 1.
The explanation for this behavior follows from Fig. 4 . In this figure, the upper curve shows the times observed at the receiver side (ht,) , while the lower curve shows that at the sender side (to), both as a function of message sizes. For message sizes smaller than 512 bytes the receive-time increases faster than the send-time, so the ratio of both times (which is h) also increases. On the other hand, for message sizes larger than 512 bytes both curves are increasing along the message sizes, but the difference between them remains the same; thus, h decreases to 1 hyperbolically.
1. Actually, 32 bytes header information will be added to the user message before passing to the underlying communication subsystem.
There are other less critical factors affecting the value of A, such as whether blocking sends or nonblocking sends are used and the congestion behavior which will be described later. Note that a blocking send returns only after the message has been copied out of the user's buffer, while a nonblocking send returns immediately possibly before the message being copied out of the user's buffer. Fig. 5 shows the measured h on the Delta for nonblocking sends (called isend on the Delta) compared to blocking sends (called csend on the Delta). For message sizes larger than 512 bytes, using nonblocking sends yields larger 2 s because of the possible overlap between successive communications at the sender. On the other hand, for message sizes smaller than 512 bytes, the measured h's using nonblocking sends are larger, possibly because of the additional overhead in creating the message identifier structure etc. at the sender. Since we mill focus on broadcasting a message of size 512 bytes in the following (to explore the extreme behavior of the postal model on the Delta), all sends in subsequent algorithms are implemented as blocking sends. 
Explicit Construction of the 1-Tree
Now that we have measured the value of h for a given message size on a given machine, we like to find an efficient implementation of the h-tree broadcast algorithm. One possible approach is to construct the h tree explicitly either on the fly or in advance. We now consider the time complexity of constructing the h tree, given n and h. First, the h tree can be derived using a simple top-down greedy algorithm of time complexity O(n). The algorithm maintains two queues: an old queue for existing nodes and a new queue for newly spanned nodes. Each entry of the queue contains, among others, a node id and a time stamp at which time the node is ready to send the next message. Initially, there is only one entry with node id 0 (the root) and time stamp 0 at the new queue; the old queue is empty; and the current tree size is s = 1. The following iteration is repeated until the current tree size s reaches n.
Dequeue the entry, say with node id i, which has a smaller time stamp, say t, between the first entries of the two queues.
Enqueue a new entry with node id s and time stamp t + h into the new queue.
Increment the current tree size s by 1.
Update the existing entry (with node id i) with a new time stamp t + 1 and enqueue it into the old queue.
The iteration corresponds to that node i sends a message to node s (with the value of s before increment) at time t; node i will be ready to send the next message again at time t + 1 while node s will receive the message and ready to propagate it at time t + h. It is easy to see that the entries in each queue remain sorted according to the time stamp in the ascendingly order. Clearly, the algorithm is of time complexity O(n). Note that if such an algorithm is executed in advance and a look-up table is used in run time, an order of O(n) in space is needed for the look-up table for a given h.
When h is an integer constant, it is possible to construct the h tree in O(1og n ) time as follows. The construction follows the recursion in (1) in constructing h trees of sizes Nh (l) , Nh(2), ..., etc., in a bottom-up manner using previously constructed smaller h trees. For instance, if h = 2 and n = 16, we will construct h trees of sizes Nh(*) = 1, 2, 3, 5, 8, 13 and stop at size 21. Since the size of the tree grows exponentially along t, it takes O(1og n) time steps. When h is not an integer but a rational number, it is still possible to construct the h tree in time O(f log n) where U = lcm(1, h) is the least common multiple of 1 and h, and f = u / h is a scaling factor. (See detailed discussion in Section 2.5 later.) Note that f can be very large, depending on h.
Efficient Implementation of h-Tree Broadcast
All the approaches described in the previous subsection are not practical for efficient implementation. This is because for each broadcast of a different message size (which may implies a different value of A), either the h tree of size n has to be constructed on the fly (which is of time O(n) or O(f log n)) or a look-up table of size O(n) has to be stored in advance with respect to the given h. Even with a given h, different values of n will imply different h trees. We now describe a simple and efficient implementation of the h tree broadcast without explicitly constructing the h tree.
Let bcast (S, n, s, m, a) be an algorithm which broadcasts a message m in an n-node set S from a source node SE S.
In practice, the h-tree broadcast is no different from the binomial-tree broadcast if both algorithms are written in the recursive divide-and-conquer manner as follows.
If n = 1, then bcast returns.
Otherwise, we perform the following steps. 1) Partition S into two subsets S' and S" of sizes n' = min(round(an), n -1) and n" = n -n', respectively, such that s E S'. (Note that round is the round-off function.)
2) Select a leader S'E S".
3) Send the message m from s to s'. 4) Perform bcast (S', n', s, m, a) and bcast (S", n", s', m, a) concurrently and recursively. Clearly, one likes to choose a from the range 0.5 I a < 1. In the binomial-tree broadcast, a is set to 0.5. However, in the h-tree broadcast, a is chosen as a function of h and possibly as a function of n. For a given h and n, there is a range of optimal a which can be applied to the partitioning in step 1 above such that a h tree can be derived. There are mainly two reasons for having a range of a, as opposed to having a fixed value of a. + Nh(t -1). Thus, any pair of (E', n") such that n' + n" = n, n' I Nh(t -1) and E'' I Nh(t -h) defines an optimal partitioning. More specifically, assume Nh(t) -n = A 2 0. That is, A more nodes can be added into a h tree of n nodes without increasing the overall broadcast time. In this case, any pair of (n', n") in the set { (~, ( t
defines an optimal partitioning and the cardinality of this set is A + 1. For example, if h = 2 and n = 13, then A = 0 and (n', n") = (8, 5) is the only optimal partitioning. As another example, if h = 2 and n = 14, then A = 21 -14 = 7 and any (n', n") in {(6,8), (7, 71, ..., (13,l) ) is an optimal partitioning.
The second reason for having a range of a i s that, the rounding of an gives additional flexibility in the choice of a. For instance, consider the earlier case where (n', n") = (8, 5) is the only optimal partitioning of n = 13. Any values of a satisfying vound (1301) = 8, i.e., I CI < F, can be used to generate an optimal partitioning. Up until now, we assume the optimal range of a, for a given h, is further dependent on the value y1. If the intersection of the optimal a -ranges belonging to each n is not an empty range, then it is possible to use a fixed real number a throughout the 1-tree broadcast algorithm. Fig. 6 shows the optimal a-ranges for n from 2 up to 250 and with h = 2. It is possible to draw a straight line in-between the left and the right curve of the plot. In this case, a fixed value of a can be used in the A-tree broadcast algorithm for up to n = 250 (and, in fact, this can be shown to hold for any n with h = 2). Fig. 7 gives another example of optimal a-ranges for h = 1.95, an arbitrary chosen value. As can be seen from the figure, there is no longer a fixed a that can be applied to all values of n shown in the Fig. 8 shows the convergence behavior of the optimal a -ranges for a much larger granularity on the number of nodes (along the Y axis). In this figure, each data point represents a triangle top. In this case, one can use a look-up table. Note, however, that one does not need to store a for all values of n. Instead, only the tops of the triangles on the figure give rise to constraints, so the size of the look-up table is very small in practice. For instance, Fig. 9 shows the required look-up table sizes as a function of n and with h = 1.293, an arbitrary chosen value.
Theory for the Legal Range of a
In this subsection, we formalize the discussion regarding the legal range of a as a function of n and h. Note that h is not necessarily an integer, but is assumed to be a rational number. We will refer to the greatest common divider (gcd) of 1 and h as the largest rational number which divides both 1 and 1. Also, we will refer to the least common multiple (lcm) of l and h as the smallest integer which is a multiple of h. For instance, if h = 1.8 then gcd(1, h) = 0.2 and lcm(1, h) = 9. In this subsection, we use Lnl to denote max,,(T,(n') < T J n ) } . For convenience, let Th(n) = t. For a given n and h, we like to derive the minimum and maximum sizes of the subset s', denoted n,,,, and nrnnx respectively, for a h-tree broadcast. There are two cases. In the first case Th(n + 1) > Th(n). In this case, n = Nk(t) for some t and nmLn = nmnx = Nh(t -1). As an example, if n = 13 and
and (~S '~,~S ' '~)
= (8, 5) is the only optimal partitioning. In the second case Th(n + 1) = Th(n). In this case, there is a degree of freedom. It is easy to derive that n,,, = Nh(t -1) (when the subset S' is fully loaded) and nmln = n -Nh(t -h) (when the subset S" is fully loaded).
This explains the shape of the Christmas tree in Figs. 6 and 7. Specifically, each triangle in the Christmas tree is defined by the following three (x, y) coordinates, ignoring the round-off effect:
Note that the triangle degenerates to one point if
Let U = lcm(1, h) and let f = u/h. Clearly, f is an integer. For example, if h =1.8, then U = lcm(l,l.8) = 9 a n d f = u / h = 9 / 1 3 = 5. The function Th(n) can only increase at times which are a linear combination of 1 and h, because the path to the last node is a combination of send-time and receivetime. So the function Th(n) can only change at multiples of 1 / f , which is the greatest common divider of 1 and h. This gives rise to a scaling of (2) with a factor f. Define t' = t * f and Nh(f) = N'(t'), then, for t' 2 9.
From the recursion in (2), the asymptotic position of the triangles can be derived, through some exercise, as:
where When h is an integer, the asymptotic position of the triangle is defined by the message size and searching for a fitting a according to this h, the question arises if we can decrease the total broadcast time by implementing a h tree broadcast. For simplicity, we use only one fixed a throughout the h -tree broadcast knowing that this is only a nearly optimal solution. The algorithm can be improved by using a look-up table, which gives a as a function of n, but then also the algorithm becomes more complicated.
Figs. 10 and 11 show the measured broadcast time, in an 8 x 8 mesh, as a function of afor message sizes of 16 Kbytes and 512 bytes, respectively. In both experiments, we randomly permute the 64 nodes in an 8 x 8 mesh to generate the ordered list of pids and pick the first node as the source node. For the 16 Kbyte messages, the minimum time occurs around a = 0.5 as expected, because h is measured about 1.05 at 16 Kbytes (see Fig. 3 ). In this case, the a-broadcast algorithm degenerates to the binomial broadcast algorithm. On the other hand, the minimum time for the 512-byte messages occurs around a= 0.6. Fig. 12 shows the expected behavior of the broadcast time for a 512 byte message as a function of a. The time is normalized to time steps where one step is the time observed by the sender to send a 512 byte message. As can be seen, the expected minimum broadcast time occurs when a is in the range of 0.56 to 0.59. The measured time is given in Fig. 13 and it mostly agrees with the predicted one. The measured minimum time occurs at a = 0.58, which improves the measured binomial-tree broadcast (i.e., with a = 0.5) by about 21%. Note that all measured times for 0.56 I a I 0.66 (with an increment of 0.05) are within 6% of the minimum time (which occurs at a = 0.58).
So far, we have designed the binomial-tree and h-tree broadcasts assuming a complete-graph model. However, the implementation is done on the Delta system which has a mesh topology. Naturally, there may be congestion in running the broadcast algorithms on the mesh (as we also purposely permute the list of pids). To measure the effect of congestion, we note that if we order the list of pids in the row-major order starting from the source node in a cyclic manner, then it can be shown that the h -tree broadcast is congestion-free 1261. Thus, we also implemented the congestion-free h-tree broadcast. The result is shown in Fig. 14 where the message size is 64 Bytes.
Note that by implementing the congestion-free algorithm a reduction of about 10% is obtained.
EFFICIENT GLOBAL COMBINE IN THE POSTAL
MODEL
Preliminaries
In the global combine operation, each node i initially holds a data item d,. Given a commutative and associative combining operator "0," the goal is to compute and to place the result D in all the n nodes. There are a number of optimal algorithms for computing the global combine operations assuming the postal model for the message passing system 161, 1111, [131. Those algorithms have the following properties: 1) the parameter h is typically assumed to be an integer, 2) each node needs to both send and receive messages simultaneously, and 3 ) the message sent from a node typically depends on the message received during the previous step.
However, on a real machine the measured value of h is typically not an integer (e.g., see Section 2). The question is what is the practical approach in implementing a global combine operation on a machine with h not an integer? Our main contribution in this section is providing a solution to this question.
To get a better understanding of the issue, we first give a brief description of the global combine algorithm for the postal model given in 1111 where h is assumed to be an integer. For convenience, the index on node id and the subscripts on S and d are assumed to be modulo n for the rest of this subsection. Recall the recursion of Nh(t) in (1). Suppose that n = N?Lt), for some t 2 h. The following scheme computes any associative and commutative combine function on n inputs in Si-N,(,-l) that was sent at round r -h + 1 by node i -N~( Y -1). Then, node i computes Si-NA(T-,) 0 Si and places the result in its variable Si. One may verify by induction that after round r, each node i holds the reduction result of
For an arbitrary value of n, assuming Nh(t -1) < n 5 Nk(t), one can introduce a sequence of deficiency parameters E = ( E~, E, To maintain t h s assertion from round Y to round r+l, each node i sends its value of S, or TI, depending on E~, +~-& = 0 or 1, to an appropriate node and receives a value, which was sent out h -1 rounds earlier, from another appropriate node. See [6] , 1111 for more details.
In order to make the global combine algorithm work for an arbitrary h (i.e., h is not necessarily an integer) one typically treats the latency h as rI. 1 by conceptually forcing the receive operation to idle for rhl -h time (in order to wait for a corresponding send operation to complete). We refer to it as the delay-receme approach. Fig. 15 illustrates the delay-receive approach for h = 2.5 in which each receive is delayed to take rh1 = 3 time steps. In this section, we provide an alternative, called delay-send approach by conceptually "forcing" each send operation to idle for h/Lh1 -1 time Fig. 16 illustrates the delay-send approach for h = 2.5 in which each send is delayed to take h /LA] = 1.25 time steps.
We show that there exists a trade-off between the delayreceive approach and the delay-send approach, depending on the value of h versus La]. For instance, when 1 < h < 1.44, the delay-send approach performs better than the delayreceive approach. Thus, we provide a way to tune the performance of the global combine operation for a continuous range of values of h.
The Delay-Receive Approach for Global Combine
Recall the recursive definition of Nx(t) defined in (1): time steps in the postal model. Note that h can be any real number and the recursion is still valid. However, in the case of the global combine algorithm in the postal model, the above recursion is only valid when h is an integer. Let N i ( t ) be the maximum number of nodes for which the global combine algorithm in [ll] finishes in time t based o n the delay-receive approach (when h is not an integer). Similarly, define Ti(n) as the inverse function of N i ( n ) .
For convenience, also define
That is, when h is an integer, y(A) is the asymptotic growing ratio of the sequence N,(*), i.e., N,(t) = y t ( i l ) for a sufficiently large t.
Then, one can easily derive the recursion: have Ti(n) = logy(r,,, n asymptotically.
The Delay-Send Approach for Global Combine
Let N,"(t) be the maximum number of nodes that can be "covered" in time t using the global combine algorithm in [Ill with the delay-send approach. Similarly, define Ti(n) as the inverse function of N i ( t ) . In the delay-send ap- proach, each send operation is forced to idle h/Lhl-1 time steps. Thus, every Lhl consecutive send operations take a total of h time steps (including the send-idle time).
One can easily derive the recursion:
By scaling down all parameters by a factor of h/Lhl, the recursion becomes N (t') = Nld,(t' -1) + Nln,(t' -pj, LA, where t ' = t Lhl/h and N,"(t) = N be derived as a function of y and h as follows:
(t'). Note that N,"(t) can LA1 q t ) = N (t') = yt'(pl) = #LaJa(pj).
111
Thus, t ' = log,(Ln,, n and r ;~ = t = t'a / Lnj = (a / Lapog,(Ln,, rz.
Ti(n) = T;(n) which yields h/Lhj = log y (Lhl)/ log y (hi).
To derive the break-even point for the two approaches, let Table 1 gives the values of the asymptotic growing rate, for h = 1 through 10. Table 2 gives the break-even points of h for Lh] = 1 through 9. For instance, when 1 < h < 2, the breakeven point between the two approaches is h = log 2/log 1.618 = 1.44. Figs. 17 and 18 show the corresponding figures for the two tables. For convenience, Fig. 18 shows the break-even value of h -LXJ as a function of Lhj. We studied a number of practical issues related to the design and implementation of two collective communication operations, namely, the broadcast operation and the global combine operation using the postal model. We have proposed techniques to estimate the value of the parameter h in the postal model for a given machine. For the broadcast operation we have proposed efficient algorithms that get the latency h and the number of nodes TZ as parameters. Our main conclusion is that the postal model can help in performance prediction and tuning, for example, our experimental study on the Intel Delta machine showed that a properly tuned broadcast improves the known implementation by more than 20%. Recently, Culler et al. [14] experimented with a number of sorting algorithms on the CM-5 and concluded that the LogP model is helpful in the development of the fast parallel sorting algorithms. For the global combine operation we proposed efficient algorithms for parallel machines with h which is not an integer. We showed that there exists a tradeoff between the delay-receive approach and the delay-send approach, depending on the value of h versus Lhl. For instance, when 1 < h < 1.44, the delay-send approach performs better than the delay-receive approach. Thus, we provide a way to tune the performance of the global combine operation for a continuous range of values of h.
