ABSTRACT. We prove a formula for the structure constants of multiplication of equivariant Schubert classes in both equivariant cohomology and equivariant K-theory of Kac-Moody flag manifolds G/B. We introduce new operators whose coefficients compute these (in a manifestly polynomial, but not positive, way), resulting in a formula much like and generalizing the positive Andersen-Jantzen-Soergel/Billey and Graham/Willems formulae for the restriction of classes to fixed points. Our proof involves Bott-Samelson manifolds, and in particular, the (K-)cohomology basis dual to the (K-)homology basis consisting of classes of sub-Bott-Samelson manifolds.
INTRODUCTION AND THE MAIN THEOREMS
Fix a complex reductive (or even Kac-Moody) Lie group G and maximal torus T ≤ G, for example G = GL n (C) and T the diagonal matrices. Fix opposed Borel subgroups B, B − with intersection T . This choice results in a length function ℓ on W = N(T )/T and a set {α i } Date: September 13, 2019.
The nil Hecke algebra acts on the first factor in the tensor product H * T ⊗ Z H * T , and this action descends to the quotient H * T ⊗ (H * T ) W H * T . This latter ring has a well-defined map λ⊗µ → λc 1 (L µ ) ∈ H * T (G/B) called the equivariant Borel presentation of H * T (G/B), which is a rational (and for G = GL n , an integral) isomorphism. (Here L µ is the Borel-Weil line bundle G × B C µ , where C µ is the 1-dimensional representation of B, neither of which will we be using again.)
Similarly, we define the zero Hecke algebra Z[ δ] with Z-basis { δ w : w ∈ W}, whose Demazure products are defined by T * (G/B) (our reference for equivariant homology being [Br00] ). 1 As these {[X v ]} form an H * T -basis and G/B enjoys equivariant Poincaré duality, we can define the dual basis {S w ∈ H * T (G/B)} of Schubert classes by S w , [X v ] = δ wv . Here , denotes the Alexander pairing, of (equivariant) cap-product followed by pushforward to a point. In fact S w is the Poincaré dual to the (finite-codimensional) subvariety B − wB/B. We don't strictly need to decide which of {X v }, {X v } need be called Schubert vs. opposite Schubert varieties, but of necessity the finite-dimensional varieties X v define homology classes and the finite-codimensional varieties X v define cohomology classes.
In K * (G/B), unlike H * (G/B), there are two 2 natural bases: one is the basis of structure sheaves {O X w } coming from functions on X w , the other being the basis of ideal sheaves {I X w } coming from functions on X w that vanish on its "boundary" ∪ w ′ <w X w ′ . Each basis has an evident equivariant extension to a K T -basis of K T * (G/B), and the change-of-basis matrices are well known (and very simple even equivariantly): It is a very famous problem to compute these in a manifestly positive way, only solved in special cases such as u, v ∈ W P where G/P is a Grassmannian or 2-step flag manifold [KnTa03, Bu02, KnZJ] . Another solved case is u = w, in which case c [Gr, Wi06] , and a w vw in [Gr, Theorem 3 .12] (see also [LeZa17] ). In this paper, we prove formulae for the {c w uv , a w uv ,å w uv } in terms of certain compositions of operators in the nil/zero Hecke algebras, applied to 1. Along the way, we reprove the AJS/Billey and Graham/Willems formulae; more specifically, our nonpositive formulae reduce to those positive formulae in the special case u = w.
2 There is a wholly separate issue in the finite-dimensional case that H T * (G/B) has two natural bases, {[X w ]} and {w 0 • [X w ]}, that coincide once one passes to nonequivariant homology. With that in mind, K T * (G/B) has four natural bases that nonequivariantly become the two we're discussing here.
3 In [GrKu08] , the authors denote the coefficientså Given a word R in G's simple reflections, let R denote its ordinary product and R its Demazure product. Given a true or false statement τ, let [τ] = 1 if true, 0 if false. Theorem 1. Let Q be a reduced word with product w. Then
where the exponent " [σ] " is 1 if the statement σ is true, 0 if false. Similarly, for Q any word whose Demazure product Q is w, the K-theoretic structure constants are computable by
We have little intuitive explanation (but look in §3.2) for the fact that δ operators, which give the {ξ w } recurrence, appear in the a w uv formula whilst factors by 1, then finally throwing away any lower-degree terms. Geometrically, passage to the associated graded ring corresponds to degenerating T ∼ = Spec K T to the normal cone t ∼ = Spec H T at the identity element, i.e. the group to its Lie algebra.) This visibly takes a w uv ,å w uv → c w uv , at least to the second formula for c w uv , which is why we included that version despite being uglier than the first. The H * T commutation relation ∂ α r α = −r α ∂ α becomes more complicated in K T -theory, δ α r α = −e α r α δ α + (1 + e α ), obstructing our discovery of a formula for a w uv with the rs in the same place as in our first c w uv formula. Example. Let Q = 1 2 1 so w = r 1 r 2 r 1 , u = r 1 , v = r 1 r 2 all in S 3 the Weyl group of GL 3 . Then P ∈ {1 − −, − − 1}, R = 1 2 − as subwords of 1 2 1, in our sum c r 1 r 2 r 1 r 1 , r 1 r 2 = (α 1 r 1 r 2 ∂ 1 r 1 ) · 1 + (r 1 r 2 r 1 ) · 1 = 0 + 1 whereas if we change v to r 2 r 1 so R = − 2 1, then c r 1 r 2 r 1 r 1 , r 2 r 1 = (r 1 r 2 r 1 ) · 1 + (∂ 1 r 1 r 2 α 1 r 1 )
Example. Let Q = 1 2 3 1 2, so w = r 1 r 2 r 3 r 1 r 2 = [3421] in one-line notation, and take u = r 2 r 3 r 2 = [1432], v = r 1 r 2 r 1 = [3214]. Then P = − 2 3 − 2 and R ∈ {1 2 − 1−, −2 − 1 2} so we have c w uv = (r 1 α 2 r 2 r 3 r 1 r 2 + ∂ 1 r 1 α 2 r 2 r 3 r 1 α 2 r 2 ) · 1
For the K-theory formulae we have three possible subwords R ∈ {1 2−1−, −2−1 2, 1 2−1 2}, so
(1 − e −α 2 )r 2 r 3 r 1 r 2 + e α 1 r 1 (−
which {1 − e λ : λ ∈ T * } -adically associated-grades, as it must, to the c w uv computed above.
We now recall the AJS/Billey formula. The T -invariant inclusion i of T -fixed points into G/B results in a map in equivariant cohomology:
and i * is well known to be an injection. The inclusion i w : wB/B ֒→ G/B induces the projection to the w-term in this sum, so we may write i * = ⊕ w∈W i * w . For any v, w ∈ W, the point restriction S v | w ∈ H * T is defined by i * w (S v ), i.e. the image of S v under the map i * in (1.3), projected to the w summand. Since (1.3) is an inclusion, each Schubert class S v is described fully by the list {i * w (S v ) : w ∈ W} of these restrictions. Note that S w | u = 0 implies uB/B ∈ B − wB/B, i.e. u ≥ w in Bruhat order, and in fact the converse is also true. This "upper triangularity of the support" will be useful just below.
In the case u = w, the relation (1.1) and this upper triangularity imply that c w uv = S v | w . After choosing Q a reduced word for w, the only choice of reduced word P for u is Q itself. The formula in Theorem 1 for a w wv thus simplifies to
which is just a restatement of the AJS/Billey formula [AJS, Bi99] .
The corresponding K-theoretic special cases are As an application of Theorem 1, we derive in §5 a recursive formula for cohomological structure constants. 
and extended additively. This smash product was used by Kostant and Kumar in [KoKu86] . Since r α acts on H * T (G/B) equivalently to 1 − α∂ α , we will abuse notation and denote by
• δ α , depending on which action interests us. We conjecture that all appropriate braid relations hold. These operators act on H * There has of course been much previous work on computing these structure constants, even non-positively. In particular [Wi06] makes use of Bott-Samelson manifolds (as do we, in §2) to compute point restrictions in both equivariant cohomology and equivariant K-theory, and [Wi06b, Théorème 7.9] then uses that formula to compute structure constants in equivariant K-theory using the inverse of the matrix {ξ w | v } w,v -in particular, this approach incurs large denominators which cancel, unlike our manifestly 4 polynomial approach. We also point out [Du05, §3] (again derived using Bott-Samelson manifolds), whose formula in (ordinary, non-equivariant) cohomology is quite analogous to the formula c w uv = ∂ w (S u S v ), ℓ(w) = ℓ(u) + ℓ(v). Another formula, based like ours on the multiplication in equivariant cohomology of the Bott-Samelson manifold, appears in [BeRi15] ; unlike our single-product formula in Theorem 3 (cohomology case) for the structure constants of Bott-Samelson calculus, their formula [BeRi15, Theorem 2.10] requires a sum. 4 Whether it is "manifest" to you likely depends on whether you really believe ∂ α of a polynomial p ∈ H * T is again a polynomial. The twisted Leibniz rule ∂ α (pq) = (∂ α p)q + (r α p)∂ α q lets one reduce to the case p = β a root, at which point ∂ α β = α, β .
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INGREDIENTS OF THE PROOF
Recall that the Bott-Samelson manifold associated to a word Q = r α i 1 r α i 2 · · · r α i ℓ in simple reflections is given by
where P α i j is the minimal parabolic associated to the simple reflection r i j and the quotient is by the equivalence relation given by (g 1 , g 2 , . . . , g ℓ ) ∼ (g 1 b 1 , b
There is an action by T on the left of BS Q with 2 #Q fixed points; more specifically the set of sequences
, s j } ∀j maps bijectively to the fixed point set (BS Q ) T . In this way we index the fixed points by subsets L ⊂ {1, . . . , ℓ}, but instead of writing "L is the {1, 2} subword of (r 2 , r 3 , r 2 )" we will write "L is the subword r 2 r 3 − of (r 2 , r 3 , r 2 )", allowing distinction between e.g. the r 2 − − and − − r 2 subwords. The inclusion of the fixed points induces maps in equivariant cohomology and in equivariant K-theory each of which are known to be injective:
The submanifolds BS L are T -invariant, and each
L , the one we also corresponded to L.
as a module over K T , again with the simple change-of-basis matrices
We denote the dual bases under the Alexander pairing by {τ
The image is B-invariant, irreducible, and closed, so is necessarily some X w (indeed, w is the Demazure product R). However dim BS R = dim X w if and only if R is a reduced word, in which case the top homology class of BS R pushes forward to that of X w . The pushforward sends the homology class of BS R to that of X w in G/B whenever R is a reduced word for w, and otherwise sends it to 0. These statements are true both for singular homology and also, since the varieties involved are T -invariant, for equivariant homology [KuNo98, Br00] . For the corresponding statement in equivariant K-theory, note that the pushforward at the level of sheaves is π * (O BS R ) = O X R with no higher derived pushforwards [BrKu05, Theorem 3.4.3], so of course it's also true at the level of K-theory classes. For lack of a reference, we compute π * [I BS R ]:
Proof.
where ∆(R, u) is the subword complex of the pair (R, u) introduced in [KnMi04] , proven to be a (|R|−ℓ(u)−1)-ball for u < R, and a (|R|−ℓ(u)−1)-sphere for u = R. The signed sum is computing the negative of the Euler characteristic of the interior of this ball/sphere (because of the S = u not just ≥ u condition), plus 1 in the sphere case: the topology never sees the empty face, which is okay exactly in the ball case (since then and only then, the empty face doesn't lie in the interior).
Consequently, the parenthetical term is (−1) |R|−ℓ(u) , for different reasons in the ball, even-dim sphere, and odd-dim sphere cases, and so we continue
where w = R.
We are interested in the resulting transpose maps in equivariant cohomology and equivariant K-theory. We keep track of the various dual bases here:
(K-)homology basis dual to (K-)cohomology basis with structure constants Transposing the statements
homology, we obtain the following:
in equivariant cohomology and equivariant K-theory. 
The other two statements are similarly tautological.
We pull back the equation S u S v = x∈W c x uv S x along π Q : BS Q → G/B and simplify the right-hand side of the equation:
By expanding the left hand side in a similar fashion, we obtain
Define b J RS to be the structure constants for the multiplication in H * T (BS Q ) in the basis {T J }, defined by the relationship
Thus we have shown
Now take Q to be reduced with Q = w and match the T Q coefficients in (2.2) and (2.3):
The K-theoretic results are similar. Let Q be any expression whose Demazure product is w, e.g. a reduced word. We obtain by the same derivation
where the sum is over all subwords whose Demazure products are u and v, respectively.
Theorem 3. Let the equivariant intersection numbers
where the exponent [q ∈ J] ∈ {0, 1} indicates inclusion of the factor only when q ∈ J. Similarly,
Theorem 1 then follows directly from Theorem 3 and (2.4),(2.5). The proof of Theorem 3 is an inductive argument based on Lemma 3 below.
As with Schubert classes, we define the point restriction T J | L to be the pullback of T J ∈ H * T (BS Q ) along the inclusion of the fixed point L ⊂ Q. These restrictions can be computed explicitly:
where the exponent [m ∈ J] indicates inclusion of the factor only when m ∈ J.
The classes τ 
where we note that the last sum is 0 if L is not contained in J.
In particular neither
In proofs we will make use of the plainly equivalent formula
The proof of this Lemma 3 and Theorem 3 are left to §6.
AJS/BILLEY OPERATORS
In the next two sections we interpret the AJS/Billey formula, and Theorem 1, in terms of certain operators; our results are that these operators satisfy the various (nil-)Coxeter relations. We hope someday to run the arguments backward and use the relations to give an algebraic proof of Theorem 1.
3.1. The operators. Let H * T [W] be the smash product of H * T and the group algebra of W, i.e. the free H * T -module with basis W and multiplication wp := (w · p)w. For each w ∈ W, we introduce an AJS/Billey operator
so in particular
Note that these operators are homogeneous of degree 0, where the degrees of α, r α , ∂ α are +1, 0, −1 respectively.
Theorem 4.
(1) If Q is a reduced word for w, then 
Proof.
(1) Let Q be a reduced word for w.
as R ∂ r = 0 unless R is reduced. The AJS/Billey formula states that
from which it follows that
(2) From (1) the equality J w J v = J wv follows by concatenating words for w and v. Conversely, the equality implies J w = Q J q when Q is a reduced word for w, which in turn implies the AJS/Billey formula by the calculation above.
The corresponding definitions and results in K-theory are very similar:
(the latter operators are same, up to δ α ↔ r α δ α r α in the second tensor slot, the operators L(w) from [Gr, Proposition 3.6]) so in particular
and when Q is a reduced word for w, the Graham/Willems formula gives
with much the same derivation for Q Ξ
• q = Ξ
• w , which we omit. For variety we check
= (e −α r α ⊗1)(e −α r α ⊗1) + ((1 − e −α )r α ⊗δ α )(e −α r α ⊗1)
Again, we omit the very similar proof of Ξ 2 q = 1⊗1. We mention here that all our formulae concerning {ξ v }, especially the ones for {a w uv } and for {Ξ w }, suggest that the proper basis to consider is not {ξ v } but {(−1) ℓ(v) ξ v }. We forebore doing so for historical reasons. One intriguing aspect of this alternate basis is that its nonequivariant structure constants are all nonnegative, instead of (as Brion proved [Br02] , extending [Bu02] ) alternating in sign.
3.2. The class of the diagonal. Let (G/B) ∆ denote the diagonal copy of G/B in (G/B) 2 , which is invariant under the diagonal T -action on (G/B)
2 . The corresponding Poincaré dual class ∆ 12 ∈ H *
T ((G/B)
2 ) of this submanifold (assuming G finite-dimensional) can be described explicitly in terms of the Poincaré duals
we have from e.g. [Br05, §3] the factorization of the diagonal
Consider its restriction along i w × Id : {wB/B} × G/B → (G/B) 2 :
While we won't directly use this suggestive calculation of the S v | w , it will inform a similar operator-theoretic calculation of the c w uv in the next section. Towards that end we rephrase the equation above using the equivariant Euler class e(T G/B) of the tangent bundle:
We sought K-theory versions of this, based on
but didn't find them.
SCHUBERT STRUCTURE OPERATORS
4.1. The cohomology operator L α . Analogous to
where
. Their motivation is the following: Proposition 1. Let Q be a reduced word for w, and assume Theorem 1. Also assume G is finitedimensional, so we can define S u := w 0 · S w 0 u . Then
The operators in the first tensor slot are the ones appearing in Theorem 1.
Since the right side of (4.1) doesn't depend on the choice of reduced word Q, this suggests that the operator q∈Q L αq itself might already be independent of Q. We now verify this (partly by computer, and only in the simply-and doubly-laced cases). Proof. We need to check that the nil Hecke relations r 2 α = 1 α∂ α = 1 − r α r α (β p) = (β − α, β α) r α p, and the commutation and braid relations, hold for J α , D α , α⊗1, β⊗1. The squaring relation was Theorem 4(3) and the second is very simple. The commutation and braid relations for {J α , J β } follow from Theorem 4(1). Once we check the third relation,
the commutation and braid relations for the D α follow from their implicit definition by
Proof. Rewrite L α as D α ⊗1 + J α ⊗∂ α , where D α = −∂ α ⊗1 + r α ⊗∂ α and J α was defined in §3.1 to be r α ⊗1 + αr α ⊗∂ α . Now use the abstract nil Hecke relations
and Proposition 2 to compute 
As in the proof of Lemma 4, let
We want this to match L β L α L β , whose corresponding expansion looks the same, requiring we check the equations
whose analogues in the nil Hecke algebra are straightforward to check; then we apply Proposition 2.
The corresponding B 2 calculation we left to a computer.
We are confident that the L α satisfy the G 2 braid relation as well, but have not done the computation (having run out of memory).
3 denote the Poincaré dual of the partial diagonal {(F 1 , F 2 , F 3 ) ∈ (G/B) 3 : F 1 = F 2 }, and ∆ 13 denote that of {(F 1 , F 2 , F 3 ) ∈ (G/B) 3 : F 1 = F 3 } likewise. Then ∆ 123 := ∆ 12 ∩ ∆ 13 is the class of the full diagonal. By two applications of Equation (3.2), we get
Combined with (4.1), we get
a distinct echo of Equations (3.2) and (3.3).
Question. What is a closed form for L w := q∈Q L αq , analogous to that of J w in (3.1)?
4.2. The K-theory operators Λ α , Λ α
• . The analogue of Proposition 1 for the K-theoretic structure constantså w uv requires the operators Λ α • := e −α r α (−δ α )⊗1⊗1 + e −α r α ⊗δ α ⊗1 + e −α r α ⊗1⊗δ α + (1 − e −α )r α ⊗δ α ⊗δ α read off our {å w uv } formula in Theorem 1, through considering the cases q in neither of P, R, in just one, or in both.
To recover analogously the a w uv as coefficients of an operator product, we need to subsume the P, R-dependent signs into the same four cases.
Extracting those cases, we define
We didn't find a zero-Hecke version of Proposition 2 with which to study Λ α , Λ α
• .
Proof of Theorem 2, for Λ α , Λ α
• . We check the two K-analogues of Lemma 4:
which becomes, using r α
and then using +(e −α r α ⊗δ α ⊗1)(−e −α r α δ α ⊗1⊗1) + (e −α r α ⊗δ α ⊗1)(e −α r α ⊗δ α ⊗1)
+(e −α r α ⊗1⊗δ α )(−e −α r α δ α ⊗1⊗1) + (e −α r α ⊗1⊗δ α )(e −α r α ⊗δ α ⊗1)
+((1 − e −α )r α ⊗δ α ⊗δ α )(e −α r α ⊗1⊗δ α ) + ((1 − e −α )r α ⊗δ α ⊗δ α )((1 − e −α )r α ⊗δ α ⊗δ α ) = +(e −α r α δ α e −α r α δ α ⊗1⊗1) − (e −α r α δ α e −α r α ⊗δ α ⊗1)
−(e −α r α δ α e −α r α ⊗1⊗δ α ) − (e −α r α δ α (1 − e −α )r α ⊗δ α ⊗δ α )
−(e −α r α e −α r α δ α ⊗δ α ⊗1) + (e −α r α e −α r α ⊗δ α ⊗1)
+(e −α r α e −α r α ⊗δ α ⊗δ α ) + (e −α r α (1 − e −α )r α ⊗δ α ⊗δ α )
−(e −α r α e −α r α δ α ⊗1⊗δ α ) + (e −α r α e −α r α ⊗δ α ⊗δ α )
+(e −α r α e −α r α ⊗1⊗δ α ) + (e −α r α (1 − e −α )r α ⊗δ α ⊗δ α ) −((1 − e −α )r α e −α r α δ α ⊗δ α ⊗δ α ) + ((1 − e −α )r α e −α r α ⊗δ α ⊗δ α ) +((1 − e −α )r α e −α r α ⊗δ α ⊗δ α ) + ((1 − e −α )r α (1 − e −α )r α ⊗δ α ⊗δ α ) = +(e −α r α δ α e −α r α δ α ⊗1⊗1) − (e −α r α δ α e −α r α ⊗δ α ⊗1)
= +e −α r α δ α e −α r α δ α ⊗1⊗1 + (−e −α r α δ α e −α r α − δ α + 1)⊗(δ α ⊗1 + 1⊗δ α )
(−e −α r α δ α (1 − e −α )r α + e −α − (e α − 1)δ α + e α )⊗δ α ⊗δ α Using r α δ α e −α r α δ α = −r α δ α , −e −α r α δ α (1 − e −α )r α + e −α − (e α − 1)δ α + e α = (1 − e −α )r α , and −e −α r α δ α e −α r α − δ α + 1 = r α we reduce the above to
In particular, the associated graded of this equation w.r.t. the {1 − e λ : λ ∈ T * } -adic filtration gives another proof of Lemma 4.
We checked the simply-laced braid relations for Λ α , Λ α
• (each involving >5,000 terms) by computer, using the relations 
By two applications of Equation (3.4) version I, we get
It is curious that in this K-theoretic analogue of Equation (4.2) the input to the Λ w
• has no ideal sheaf classes. Then L w = L α L w , where w = r α w. In particular
The termĉ w uv ⊗ S u ⊗ S v on the left is obtained as the image of S 1 ⊗ S 1 ⊗ S 1 under those tensors with terms ∂ u ⊗ ∂ v in the second and third positions. Note that ∂ α ∂ s = ∂ s ′ exactly when r α s = s ′ and ℓ(s
We evaluate the expression on the right and isolate the first tensor to obtain
We finish with an example illustrating the use of the recursive formula. We set about to compute c w uv . Note that r 2 r 1 is a reduced word for w. There is only one subword for u, mainly r 2 r 1 , and one subword for v, mainly r 2 −. Therefore c w uv = α 2 r 2 r 1 · 1 and we obtain c w uv = ∂ 1 r 1 α 2 r 2 r 1 · 1 = ∂ 1 (r 1 (α 2 )) = ∂ 1 (α 1 + α 2 ) = 1. As a check on this result, we consider the recursion with r 2 instead of r 1 , so w = r 2 w = 
PROOF OF THEOREM 3
Here we prove the restrictions formulae from Lemma 3 and make the inductive argument for Theorem 3. We give the proofs only in K-theory, as the cohomology version follows by taking associated graded w.r.t. the {1 − e λ : λ ∈ T * } -adic filtration.
We can extend the pairing to a nondegenerate frac(
Proof. Using the push-pull formula applied to the inclusion BS R ֒→ BS Q , we can compute the first pairing by applying Atiyah-Bott's Woods Hole formula for K T -integration to the submanifold BS R . That in turn requires determining the weights in the tangent space T J BS R , computed in [ElLu19, Equation (23)].
For the second formula, we use
The Woods Hole formula J⊂Q γ| J / (
are free K T -modules, the nondegenerate pairing extends to their rationalizations (extension of scalars using frac(K T )⊗ K T ), and restricts to nondegenerate pairings between any full rank
We apply this to the sublattices K
, respectively, seeing the latter as a submodule of the vector space frac(
becomes an isomorphism upon rationalization.
Lemma 5. Let V and R be two ordered sets corresponding to fixed points on a Bott-Samelson manifold, with V ⊂ R. Then
Proof. We carry out the argument inductively on |R|. When |R| = 0, the sum is over the single choice J = V = R = ∅ of the empty product, returning 1. Suppose formula holds for |R| = k, and that a is the first letter of R. We consider separate the cases that a ∈ V and a ∈ V.
If V also contains a as a first term, then all J in the summing set contain a as well. We let J 0 = J \ {a} and similarly for R 0 and V 0 . Since a ∈ V \ R, the sum (6.1) simplifies to
By induction, the latter term is r a (1) = 1, as desired. If a ∈ V as a first term, the sum (6.1) is
where the last two equalities follow from induction and a simple calculation.
Proof of Lemma 3. Define γ
We argue that γ U begins with r α U doesn't begin with r α U = r α U 0
where the last equality follows from vanishing properties of τ V , τ W . This sum is empty unless J ⊇ V, W. The proofs for the other two families of structure constants are exactly the same.
Proof of Theorem 3. We prove the theorem inductively, for the K T -bases {τ Q } and {τ
• Q } in parallel. The result for the H T -basis {T L } follows by taking the associated graded to get to cohomology.
Suppose that J = ∅. Then V, W ⊂ J implies V, W = ∅. An easy calculation from the restriction lemma shows that
Meanwhile, the right hand sides of the equations in Theorem 3 are empty products, verifying the theorem in this case. Now assume that Theorem 3 holds for all Q J. Using the vanishing properties (Lemma 6) we obtain
(with a division justified by the last statement in Lemma 3)
Having dealt with the case J = ∅, we assume henceforth that J has at least one element. Consider different cases for W, V containing, or not containing, the first letter of J.
Lemma 7. Let J 0 be defined by J = r α J 0 , where r α is the simple reflection in the first position of J. Suppose also that neither V nor W contains that first letter of J. Then
where the sum is over those Q that contain both V and W, since otherwise d
Proof of Lemma 7. If Q begins with r α , the inductive assumptions from Theorem 3 stated with Q 0 defined by Q = r α Q 0 are as follows:
and, similarly,
If Q ⊂ J does not begin with r α , then τ Q | J = 0 (or τ
• Q | J = 0) implies Q ⊂ J 0 where J 0 is defined by J = r α J 0 . Thus we break the sum into those Q containing the first letter r α and those not.
by the inductive hypothesis, as neither V nor W begins with r α . We expand the operators:
The proof is similar in the {τ
• Q } basis. Using restrictions in Table 1 and vanishing properties,
where the equality on the second line follows from the restriction properties, as well as that r α is the first letter of Q, if Q contains it. We realign the index sets, noting that the index set {Q : Q J, Q = r α Q 0 } of the first sum equals {r α Q 0 : Q 0 J 0 } which is in 1-1 correspondence with {Q 0 : Q 0 J 0 }, which in turn is the same as the index set for the second sum. The latter set can be reindexed as {R : R J 0 }. We thus obtain We plug this sum into (6.2), and use the restrictions found in Table 1 and Lemma 7. For the {τ Q } structure constants, Similarly, since r α is the first letter of both V and W, r α ∈ V ∪ W ⊂ Q. Thus, for each Q containing V and W, Q = r α Q 0 for some Q 0 . It follows that We plug these expressions from Lemma 7 into Equations (6.2) and (6.3) when r α is the first letter of all three words J, U, and V, and use the restrictions in Table 1 (1 − e −α )r α (τ
Finally, we consider the case that V = r α V 0 for some V 0 , while W does not begin with r α (or, symmetrically, if W begins with r α but V does not). Recall that τ Q | J = 0 implies Q ⊂ J, so V ⊂ Q implies Q = r α Q 0 for some Q 0 . Thus by the inductive assumption and Table 1 (1 − e −α )r α (τ
Using these equalities together with the restrictions in Equations (6.2) and (6.3), 
