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Abstract
In this paper, we study the Lp boundedness of a class of oscillating mul-
tiplier operator for the Dunkl transform, Tmα = F
−1
k (mαFk(f)) with m(ξ) =
|ξ|−αe±i|ξ|φ(ξ). We obtain an Lp-bound result for the corresponding maximal
functions. As a specific applications, we give an extension of the Lp estimate
for the wave equation and of Stein’s theorem for the analytic family of maximal
spherical means [13].
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1 Introduction and Statement of Results
Let α > 0 and β > 0, the oscillating multiplier Tα,β is defined via Fourier transform
by T̂α,β(f) = mα,β f̂ , where mα,β = |ξ|−αei|ξ|
β
φ(ξ) and φ is a C∞ function on Rn which
vanishes near the origin and is equal to 1 for all sufficiently large ξ. The study of
their Lp properties going back to the works of I. Hirschman [7] in the case n = 1 and
S. Wainger [15] in higher dimensions. Later on, they have been extensively studied
again by many authors in several different contexts, see [6, 8, 9, 11]. This paper
is devoted to the study of Lp boundedness of oscillating multiplier in the context of
Dunkl analysis. We will focus on the case β = 1, because of the close connection to the
wave equation associated with the Dunkl Laplacian ∆k, and to the spherical maximal
function. The latter is already studied by L. Deleaval [4]. In order to describe more
precisely the results studied in this paper, we shall start by giving a brief summary
of the Dunkl analysis.
1.1 Background
Dunkl theory generalizes classical Fourier analysis on Rn. It started twenty years ago
with Dunkl’s seminal work [5] and was further developed by several mathematicians.
We refer for more details to the articles [5, 3, 10] and the references cited therein.
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Let G⊂ O(Rn) be a finite reflection group associated to a reduced root system
R and k : R → [0,+∞) a G–invariant function (called multiplicity function). Let
R+ be a positive root subsystem. The Dunkl operators Dkξ on R
n are the following
k–deformations of directional derivatives ∂ξ by difference operators :
Dkξf(x) = ∂ξf(x) +
∑
υ∈R+
k(υ) 〈υ, ξ〉
f(x)− f(συ. x)
〈υ, x〉
,
where συ. x = x −
〈υ, x〉
2 |α|2
υ denotes the reflection with respect to the hyperplane or-
thogonal to υ. Here 〈., .〉 is the usual Euclidean inner product and | . | its induced
norm. The Dunkl operators are antisymmetric with respect to the measure wk(x) dx
with density
wk(x) =
∏
υ∈R+
| 〈υ, x〉 | 2k(υ) .
The operators ∂ξ and Dkξ are intertwined by a Laplace–type operator
Vkf(x) =
∫
Rn
f(y) dµx(y)
associated to a family of compactly supported probability measures {µx | x ∈ Rn} .
Specifically, µx is supported in the the convex hull co(G.x) .
For every y∈Cn, the simultaneous eigenfunction problem
Dkξf = 〈y, ξ〉 f ∀ ξ∈R
n
has a unique solution f(x)=Ek(x, y) such that Ek(0, y)=1, called the Dunkl kernel
and is given by
Ek(x, y) = Vk(e
〈., y 〉)(x) =
∫
Rn
e 〈z,y〉 dµx(z) ∀ x∈R
n.
Furthermore this kernel has a holomorphic extension to Cn × Cn and the following
estimate hold : for x, y∈Cn,
(ii) Ek(x, y) = Ek(y, x),
(iii) Ek(λx, y) = Ek(x, λy), for λ ∈ C,
(iv) Ek(g.x, g.y) = Ek(x, y), for g ∈ G.
In dimension n = 1, these functions can be expressed in terms of Bessel functions.
Specifically,
Ek(x, y) = Jk− 1
2
(ixy) +
xy
2k + 1
Jk+ 1
2
(ixy) ,
where
Jν(z) = Γ(ν+1)
+∞∑
n=0
(−1)n
n! Γ(ν + n+ 1)
(z
2
)2n
are normalized Bessel functions.
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The Dunkl transform is defined on L1(Rn, wk(x)dx) by
Fkf(ξ) = ck
∫
Rn
f(x)Ek(x,−i ξ)wk(x) dx ,
where
ck =
∫
Rn
e−
|x|2
2 w(x) dx .
We list some known properties of this transform :
(i) The Dunkl transform is a topological automorphism of the Schwartz space
S(Rn).
(ii) (Plancherel Theorem) The Dunkl transform extends to an isometric automor-
phism of L2(Rn, wk(x)dx).
(iii) (Inversion formula) For every f ∈ S(Rn), and more generally for every f ∈
L1(Rn, wk(x)dx) such that Fkf ∈L1(Rn, wk(ξ)dξ), we have
f(x) = F2kf(−x) ∀ x∈R
n.
(iv) If f is a radial function in L1(Rn, wk(ξ)dξ) such that f(x) = f˜(|x|), x ∈ Rn.
Then Fk(f) is also radial and
Fk(f)(x) = dk
∫ ∞
0
f˜(s)Jγk+n/2−1(s|x|)s
2γk+nds; x ∈ Rn. (1.1)
where dk = 2−(γk+n/2−1)/Γ(γk + n/2).
Let x ∈ Rn, the Dunkl translation operator τx is given for f ∈ L2k(R
n, wk(x)dx)
by
Fk(τx(f))(y) = Fkf(y)Ek(x, iy), y ∈ R
n.
In the case when f(x) = f˜(|x|) is a radial function in S(Rn), the Dunkl translation
is represented by the following integral
τx(f)(y) =
∫
Rn
f˜
(√
|y|2 + |x|2 + 2〈y, η〉
)
dµx(η),
This formula shows that the Dunkl translation operators can be extended to all radial
functions f in Lp(Rn, wk(x)dx), 1 ≤ p ≤ ∞ and the following holds
‖τx(f)‖p,k ≤ ‖f‖p,k . (1.2)
where ‖ . ‖p,k denotes the norm of Lp(Rn, wk(x)dx), 1 ≤ p <∞.
We define the Dunkl convolution product for suitable functions f and g by
f ∗k g(x) =
∫
RN
τx(f)(−y)g(y)dµk(y), x ∈ R
N .
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We note that it is commutative and satisfies the following property:
Fk(f ∗k g) = Fk(f)Fk(g). (1.3)
Moreover, the operator f → f ∗k g is bounded on Lp(Rn, wk(x)dx) provide g is a
bounded radial function in L1(Rn, wk(x)dx). In particular we have the the following
Young’s inequality:
‖f ∗k g‖p,k ≤ ‖g‖1,k‖f‖p,k . (1.4)
We now come to the subject of this paper.
1.2 Statement of Results
Let φ be a C∞ radial function which vanishes for |ξ| ≤ 1/2 and is equal to 1 for
|ξ| ≥ 1. Let α > 0, we put
mα(ξ) = |ξ|
−αe±i|ξ|φ(ξ).
The oscillating Dunkl multiplier associated to mα is defined on L2(Rn, wk(x)dx) by
Tmα(f) = F
−1
k (mαFk(f)).
We will establish the following.
Theorem 1.1. Tmα is a bounded operator on L
p(Rn, wk(x)dx) for all 1 ≤ p ≤ ∞
such that
α > (2γk + n− 1)
∣∣∣∣12 − 1p
∣∣∣∣ .
The proof follows closely the proof given by S. Sjostrand in [11]. This contains Lp
estimates of the solution operator for the Cauchy problem associated to Dunkl wave
equation
∆ku(x, t) = ∂
2
t u(x, t), u(x, y) = 0, ∂tu(x, o) = f(x)
where ∆k =
∑n
i=1(T
k
ei
)2, which is referred to as the Dunkl-Laplace operator on Rn.
Note that the solution to this problem has been already described in [1] and is given
by means of Dunkl’s transform,
Fk(u(., t))(ξ) =
sin t|ξ|
|ξ|
Fk(f)(ξ).
As the result, we have
Theorem 1.2. For fixed t, the linear operator f → u(x, t) is bounded operator on
Lp(Rn, wk(x)dx) to itself, for 1 ≤ p ≤ ∞ such that∣∣∣∣12 − 1p
∣∣∣∣ < 12γk + n− 1 .
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Theorem 1.4 is therefore the special case α = 1 of theorem 1.2. Indeed, we just
write
sin(|ξ|)
|ξ|
=
ei|ξ|
2i|ξ|
φ(ξ)−
e−i|ξ|
2i|ξ|
φ(ξ) +
sin(|ξ|)
|ξ|
(1− φ(ξ)) = a1(ξ) + a2(ξ) + a3(ξ).
As a3 is radial C∞-function with compact support, the Dunkl multiplier associated to
a3 is the convolution operator with kernel F
−1
k (a3) which is a radial Schwartz function
and then by Young’s inequality it is a bounded operator on Lp(Rn, wk(x)dx) for all
1 ≤ p ≤ ∞ .
Remark 1.3. In the statements of theorems 1.1 and 1.2 nothing can be said about
the endpoint of the range of p. Adaptation of classical arguments as in [6, 8, 9] is
not available, in the Dunkl setting the theory of Hardy space H1 and BMO space are
not yet much elaborated. Also the Lp theory of Dunkl multiplier is still ambiguous,
since the latter is closely related to the generalized translation operators which re-
quire more information than its known properties, in particular about their integral
representations.
The next main result is the boundedness of the maximal operator
Aα(f)(x) = sup
t>0
|Aα(f)(x, t)|,
where
Aα(f)(x, t) =
∫
Rn
e±it|ξ|
|tξ|k
φ(tξ)F(f)(ξ)Ek(ix, ξ)wk(ξ)dξ.
Theorem 1.4. The maximal operator Aα is bounded on L
p(Rn, wk(x)dx) , provide
α > (2γk + n− 1)
∣∣∣∣1p − 12
∣∣∣∣+ 1p
Our arguments inspired by [12] for the study of the boundedness of certain Fourier
integral operators. As an application, we provide an extension of the result in [13],
obtaining boundedness for the maximal function Mα(f)(x) = supt>o |Mα(f)(x, t)|
where
Mα(f)(x, t) =
∫
Rn
Jα+γk+n/2−1(t|ξ|)Fk(f)(ξ)wk(ξ)dξ
In particular, M0 reduces to the analogous of Stein’s spherical maximal function,
M0(f)(x) = sup
t>0
∣∣∣∣∫
Sn−1
τx(f)(ty)dσ(y)
∣∣∣∣
where Sn−1 denotes the standard unit sphere in Rn and dσ corresponds to the nor-
malized surface measure. We obtain the following
Theorem 1.5. The maximal operator Mα is bounded on L
p(Rn, wk(x)dx) under the
following conditions
(a) α > 1− 2γk − n+ (2γk + n)/p, if 2 ≤ p <∞,
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(b) α > (2− 2γk − n)/p, if 1 < p ≤ 2.
As a direct consequence of Theorem 1.5 we get the following result.
Corollary 1.6. Stein’s spherical maximal functionM0 is bounded on L
p(Rn, wk(x)dx),
n ≥ 3, provide
p >
2γk + n
2γk + n− 1
.
2 Details of the Proofs
We begin by choosing the Littlewood-Paley dyadic decomposition of unity that we
shall use it all along this section. The existence of such a partition is standard, it is
given by a C∞-function ψ that is supported in {t ∈ R; 1/2 ≤ |t| ≤ 2} and satisfies
∞∑
−∞
ψ(2−νt) = 1, t 6= 0.
We can assume further that 0 ≤ ψ ≤ 1.
For convenience, we use the same notation C to denote the different constants in
the different place.
2.1 Proof of Theorem 1.1
Without loss of generality we will prove the theorem 1.1 by taking φ the function
φ(ξ) = φ˜(|ξ|) =
∞∑
ν=0
ψ(2−ν |ξ|), (2.1)
which is clearly a C∞-function on Rn, with φ(ξ) = 0 for |ξ| ≤ 1/2 and φ(ξ) = 1
for |ξ| ≥ 1. Indeed, let φ1 be an arbitrary C∞-function on Rn, with φ1(ξ) = 0 for
|ξ| ≤ 1/2 and φ1(ξ) = 1 for |ξ| ≥ 1. We write
mα(ξ) = |ξ|
−αei|ξ|(φ1(ξ)− φ(ξ)) + |ξ|
−αei|ξ|φ(ξ) = m(1)α +m
(2)
α .
Since m(1)α is a C∞-function with compact support, then the corresponding multiplier
is a bounded linear operator on Lp(Rn, wk(x)dx), 1 ≤ p ≤ ∞.
Assume as a first step that α ∈]γk+(n−1)/2, γk+(n+1)/2[. Here we shall prove
that Tmα is a convolution operator with kernel Kα belongs to L
1(Rn, wk(x)dx).
We begin, by writing via (2.1)
mα(ξ) =
∞∑
ν=0
mνα(ξ), (2.2)
where mνα(ξ) = ψ(2
−ν |ξ|)|ξ|−αe±i|ξ|. Since the function mνα is radial, it follows that
Kνα = F
−1
k (m
ν
α) is radial and from (1.1),
Kνα(x) = dk
∫ ∞
0
ψ(2−νs)s−α+2γk+n−1eisJγk+n/2−1(|x|s)ds.
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In the next we claim that the sum
∑
Kνα(x) is convergent for |x| 6= 0, 1 and we have
Kα(x) =
∞∑
ν=0
Kνα(x) = dk
∫ ∞
0
φ˜(s)s−α+2γk+n−1eisJγk+n/2−1(|x|s)ds
For this purpose we recall the appropriate asymptotic expansion of Bessel function
(see [16]),
Jγk+n/2−1(|x|s) = e
i|x|s
N−1∑
ℓ=0
aℓ(|x|s)
−γk−(n−1)/2−ℓ
+e−i|x|s
N−1∑
ℓ=0
a′ℓ(|x|s)
−γk−(n−1)/2−ℓ +RN(|x|s), (2.3)
where aℓ and a′ℓ are constants and the function RN satisfies the estimate
|RN(t)| ≤ cN |t|
−N−γk−(n−1)/2. (2.4)
Thus for a large enough N , one can write
Kνα(x) = dk
N−1∑
ℓ=0
|x|−γk−(n−1)/2−ℓ
{
aℓ f
ν, ℓ
α (1 + |x|) + a
′
ℓ f
ν, ℓ
α (1− |x|)
}
+ dkG
N, ν
α (x)
where we put
f ν, ℓα (t) =
∫ ∞
0
ψ(2−νs)s−α+γk+(n−1)/2−ℓeitsds,
GN, να (x) =
∫ ∞
0
ψ(2−νs)s−α+2γk+n−1RN (|x|s) e
is ds.
After possibly interchanging sum and integral, we have
∞∑
ν=0
GN,ν(x) =
∫ ∞
0
φ˜(s)s−α+2γk+n−1RN(|x|s) e
is ds,
∞∑
ν=0
fν,ℓ(t) =
∫ ∞
0
φ˜(s)s−α+γk+(n−1)/2−ℓeitsds; ℓ ≥ 1.
When for ℓ = 0 we shall need to integrate by parts,∫ ∞
0
ψ(2−νs)s−α+γk+(n−1)/2eitsds = it−1
∫ ∞
0
2−νψ′(2−νs)s−α+γk+(n−1)/2eitsds
+i(−α + γk + (n− 1)/2)t
−1
∫ ∞
0
ψ(2−νs)s−α+γk+(n−1)/2−1eitsds.
The interchange of summation being permissible because
∞∑
ν=0
∫ ∞
0
|2−νψ′(2−νs)s−α+γk+(n−1)/2eits| =
∞∑
ν=0
∫ ∞
0
|2−νs ψ′(2−νs)|s−α+γk+(n−1)/2−1ds
≤ C
∞∑
ν=0
∫ 2ν+1
2ν−1
s−α+γk+(n−1)/2−1ds
≤ 2C
∫ ∞
1/2
s−α+γk+(n−1)/2−1ds <∞.
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Thus,
∞∑
ν=0
∫ ∞
0
2−νψ′(2−νs)s−α+γk+(n−1)/2eitsds =
∫ ∞
0
φ˜′(s)s−α+γk+(n−1)/2eitsds.
and
∞∑
ν=0
f ν,0α (t) = it
−1
∫ ∞
0
φ˜′(s)s−α+γk+(n−1)/2eitsds
+ i(−α + γk + (n− 1)/2)t
−1
∫ ∞
0
φ˜(s)s−α+γk+(n−1)/2−1eitsds
=
∫ ∞
0
φ˜(s)s−α+γk+(n−1)/2eitsds.
We therefore conclude that
Kα(x) = dk
N−1∑
ℓ=0
|x|−γk−(n−1)/2−ℓ
{
aℓ
∫ ∞
0
φ˜(s)s−α+γk+(n−1)/2−ℓeisei|x|sds
+a′ℓ
∫ ∞
0
φ˜(s)s−α+γk+(n−1)/2−ℓeise−i|x|sds.
}
+ dk
∫ ∞
0
φ˜(s)s−α+2γk+n−1RN (|x|s) e
is ds.
(2.5)
and in view of (2.3)
Kα(x) = dk
∫ ∞
0
φ˜(s)s−α+2γk+n−1eisJγk+n/2−1(|x|s)ds.
In order to study the behavior of Kα we will need the following elementary lemmas.
Lemma 2.1. Let α > 0. The function given by
h(t) =
∫ ∞
0
φ(s)s−αe±itsds, t 6= 0
satisfies h(t) = o(t−N) when t→∞, for any integer N > 0.
Proof. By using integration by parts and Leibniz rule,
|tNh(t)| =
∣∣∣∣∣
∫ ∞
0
(
d
ds
)N (
φ(s)s−α
)
e±itsds
∣∣∣∣∣
≤ C
{∫ 1
1/2
N∑
ℓ=0
| φ(ℓ)(s)s−α−N+ℓ|ds+
∫ ∞
1
s−α−Nds
}
≤ C .
Lemma 2.2. The following are continuous and bounded functions on (0,∞)
G(t) =
∫ t
0
s−α+γk+(n−1)/2e±is ds, H(t) = t−α+γk+(n+1)/2
∫ 2
1
ψ(s)s−α+γk+(n−1)/2e±its ds.
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Proof. The continuous of G and H is obvious. Since the integral defining G is conver-
gent then the function G has a finite limit at∞, from which and continuity we obtain
the boundedness of G. Similarly for the boundedness of H , since by integration by
parts we have that ∣∣∣∣∫ 2
1
ψ(s)s−α+γk+(n−1)/2 e±its ds
∣∣∣∣ ≤ Ct−1,
and then limt→∞H(t) = 0.
Let us now consider the asymptotic behavior of Kα.
Lemma 2.3. The kernel Kα has the following properties:
(i) Kα(x) = O(|x|
−N), as |x| → ∞, for big N ,
(ii ) Kα(x) = O
(
(1− |x|)α−γk−(n−1)/2−1
)
, as |x| → 1,
(iii ) Kα(x) is bounded near the origin,
(iv) Kα is an integrable function.
Proof. Clearly (iv) is a consequence of (i), (ii) and (iii). The proof of (i) follows from
(2.5), Lemma 2.1 and (2.4). Consider (2.5) we see that except the term corresponding
to ℓ = 0 all terms are bounded near |x| = 1. On the other hand, writing
∫ ∞
0
φ˜(s)s−α+γk+(n−1)/2ei(1±|x|)sds =
∫ ∞
0
s−α+γk+(n−1)/2ei(1±|x|)sds
+
∫ ∞
0
(φ˜(s)− 1)s−α+γk+(n−1)/2ei(1±|x|)sds
= (1± |x|)α−γk−(n−1)/2−1
∫ ∞
0
s−α+γk+(n−1)/2eisds
+
∫ ∞
0
(φ˜(s)− 1)s−α+γk+(n−1)/2ei(1±|x|)sds
= C(1± |x|)α−γk−(n−1)/2−1 +H(x),
where H is bounded. This gives the property (ii). To prove (iii) we can use the well
known integral representation for Bessel function to write
Kνα(x) = dk
∫ ∞
0
ψ(2−νs)s−α+2γk+n−1eisJγk+n/2−1(|x|s)ds
= bk
∫ 1
−1
(1− t2)γk+(n−3)/2
{∫ ∞
0
ψ(2−νs)s−α+2γk+n−1ei(1+t|x|)s ds
}
dt,
(2.6)
where bk = dkΓ(γk+n/2)/Γ(γk+(n+1)/2−1). Let |x| ≤ 1/2 and N > −α+2γk+n,
sufficiently large. Using the fact that∣∣∣∣∣
(
d
ds
)ℓ
(ψ(2−νs))
∣∣∣∣∣ ≤ C|s|−ℓ, ℓ ∈ N
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and applying integration by parts N times, to derive that∫ ∞
0
ψ(2−νs)s−α+2γk+n−1ei(1+t|x|)s
= (i(1 + t|x|))−N
∫ ∞
0
(
d
ds
)N (
ψ(2−νs)s−α+2γk+n−1
)
ei(1+t|x|)sds
≤ C2−N
∫ 2ν+1
2ν−1
s−α+2γk+n−1−Nds.
From which and (2.6) it follows that
|Kνα(x)| ≤ C
∫ 2ν+1
2ν−1
s−α+2γk+n−1−Nds (2.7)
and then |Kα(x)| ≤ C. This concludes (iii).
Lemma 2.4. Let α ∈ ]γk + (n − 1)/2, γk + (n + 1)/2[. The operator Tmα can be
represented through the kernel Kα as the integral,
Tmα(f)(x) =
∫
Rn
Kα(y)τx(f)(y)wk(y)dy, f ∈ S(R
n) (2.8)
and satisfies the inequality
‖Tmα(f)‖1,k ≤ ‖Kα‖1,k‖f‖1,k. (2.9)
Proof. Let f ∈ S(Rn). In view of (2.2) we can write
Tmα =
∞∑
ν=0
Tmνα .
Each of Tmνα will be written in its integral form
Tmνα(f)(x) = K
ν
α ∗k f(x) =
∫
Rn
Kνα(y)τx(f)(−y)wk(y)dy.
Hence to establish (2.8) we only need to interchange the order of integration and
summation. For this purpose we split the integral∫
Rn
Kνα(y)τx(f)(y)wk(y)dy =
∫
|y|≤1/2
Kνα(y)τx(f)(y)wk(y)dy
+
∫
1/2≤|y|≤2
Kνα(y)τx(f)(y)wk(y)dy +
∫
|y|≥2
Kνα(y)τx(f)(y)wk(y)dy.
From the estimate (2.7) we have
∞∑
ν=0
∫
|y|≤1/2
Kνα(y)τx(f)(y)wk(y)dy =
∫
|y|≤1/2
Kα(y)τx(f)(y)wk(y)dy.
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Similarly for the integral over |y| ≥ 2, by writing
Kνα(y) =
N−1∑
ℓ=0
|y|−γk−(n−1)/2−ℓ
{
cℓ
∫ ∞
0
ψ(2−νs)s−α+γk+(n−1)/2−ℓei(1+|y|)sds
+c′ℓ
∫ ∞
0
ψ(2−νs)s−α+γk+(n−1)/2−ℓei(1−|y|)sds
}
+
∫ ∞
0
ψ(2−νs)s−α+2γk+n−1RN(|y|s) e
is ds,
for N sufficiently large, we get that
|Kνα(y)| ≤ C
∫ 2ν+1
2ν−1
s−α+γk+(n−1)/2−1 ds.
Notice that we have integrate by parts the integral of first term ( for ℓ = 0 ). Thus,
∞∑
ν=0
∫
|y|≥2
Kνα(y)τx(f)(y)wk(y)dy =
∫
|y|≥2
Kα(y)τx(f)(y)wk(y)dy.
Now for the integral over 1/2 ≤ |y| ≤ 2 we proceed by applying the dominated
convergence theorem. Put
Ψν(s) =
ν∑
j=0
ψ(2−js), Sνα(y) =
ν∑
j=0
Kνα(y).
First, observe that Ψν(s) = 1 if 1 ≤ s ≤ 2ν and Ψν(s) = 0 if s ≥ 2ν+1 or s ≤ 1/2.
Using this fact, we have∫ ∞
0
Ψν(s)s
−α+γk+(n−1)/2ei(1±|y|)sds
=
∫ 1
0
ψ(s)s−α+γk+(n−1)/2ei(1±|y|)sds+
∫ 2ν
1
s−α+γk+(n−1)/2ei(1±|y|)sds
+
∫ 2ν+1
2ν
ψ(2−νs)s−α+γk+(n−1)/2ei(1±|y|)sds.
Clearly ∣∣∣∣∫ 1
0
ψ(s)s−α+γk+(n−1)/2ei(1±|y|)sds
∣∣∣∣ ≤ ∫ 1
0
ψ(s)s−α+γk+(n−1)/2ds. ≤ C
However, Lemma 2.2 implies that∣∣∣∣∫ 2ν
1
s−α+γk+(n−1)/2ei(1±|y|)sds
∣∣∣∣ = |1± |y||α−γk−(n+1)/2|
∣∣∣∣∣
∫ 2ν |1±|y||
|1±|y||
s−α+γk+(n−1)/2e±isds
∣∣∣∣∣
≤ C |1± |y||α−γk−(n+1)/2
and∣∣∣∣∣
∫ 2ν+1
2ν
ψ(2−νs)s−α+γk+(n−1)/2ei(1±|y|)sds.
∣∣∣∣∣ = |1± |y||α−γk−(n+1)/2H((1± |y|)2ν)
≤ C |1± |y||α−γk−(n+1)/2.
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Now writing
Sν(y) =
N−1∑
p=0
|y|−γk−(n−1)/2−p
{
cp
∫ ∞
0
Ψν(s)s
−α+γk+(n−1)/2−pei(1+|y|)sds
+c′p
∫ ∞
0
Ψν(s)s
−α+γk+(n−1)/2−pei(1−|y|)sds
}
+
∫ ∞
0
Ψν(s)s
−α+2γk+n−1RN (|y|s) e
is ds.
So, as 1/2 ≤ |y| ≤ 2 we get that
|Sν(y)| ≤ C |1− |y||
α−γk−(n+1)/2. (2.10)
Since the right hand side in (2.10) is an integrable function then by the dominated
convergence theorem,
∞∑
ν=0
∫
1/2≤|y|≤2
Kνα(y)τx(f)(y)wk(y)dy =
∫
1/2≤|y|≤2
Kα(y)τx(f)(y)wk(y)dy.
This completes the proof of (2.8).
To prove (2.9), we consider the truncated kernels and operators, for 0 < ε < 1
Kα,ε = Kα 1{ε≤||y|−1|≤ 1
ε
}
and for f ∈ S(Rn),
Tmα,εf(x) =
∫
Rn
Kα,ε(y)τx(f)(y)wk(y)dy =
∫
Rn
τx(Kα,ε)(y)f(y)wk(y)dy.
Since the kernel Kα is in L1(Rn, wk(y)dy) and bounded a way from |y| = 1 which
imply that Kα,ε is a bounded radial function in L1(Rn, wk(y)dy), we can then use
(1.4) and (1.2) to get the following
‖Tmα,ε(f)‖1,k ≤ ‖τx(Kα,ε)‖1,k‖f‖1,k ≤ ‖Kα,ε‖1,k‖f‖1,k ≤ ‖Kα‖1,k‖f‖1,k.
As limε→∞ Tmα,ε(f)(x) = Tmα(f)(x), then we can apply Fatou’s lemma to obtain
(2.9).
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1 . We can assume that 1 ≤ p ≤ 2, the case 2 ≤ p ≤ ∞ follows
by a well known duality argument. Let’s choose an arbitrary α0 ∈ ]γk+(n−1)/2, γk+
(n+ 1)/2[. We first write
mνα(ξ) =
{
ψ(2−ν |ξ|)|2−νξ|α0−α
}{
ei|ξ||ξ|−α0φ(|ξ|)
}
= 2ν(α0−α)h(2−νξ)mα0(ξ)
where h(ξ) = ψ(|ξ|)|ξ|α0−α. The fact that h is a radial C∞-function with compact
support, the corresponding multiplier operator Th is the convolution operator with the
radial Schwartz function F−1k (h) and therefore bounded on L
r(Rn, wk(x)dx) for all 1 ≤
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r ≤ ∞. This follows from (1.4). Also, a simple argument shows that the multiplier Thν
of symbol hν(ξ) = h(2−νξ) is bounded on Lr(Rn, wk(x)dx) with norm ‖Thν‖r = ‖Th‖r.
Now, using Lemma 2.9 and that Tmνα is a composition of two multiplier operators on
L1(Rn, wk(x)dx), it follows that Tmνα is bounded on L
1(Rn, wk(x)dx) with norm
‖Tmνα‖1 ≤ C2
ν(α0−α).
Similarly if we write mνα(ξ) = 2
−αν
{
ψ(2−ν |ξ|)|2−νξ|−α
}{
ei|ξ|φ(|ξ|)
}
then we get
that
‖Tmν‖2 ≤ C2
−αν .
Therefore, by the Riesz-Thorin interpolation theorem, Tmνα is bounded on L
p(Rn, wk(x)dx)
for any 1 ≤ p ≤ 2, 1/p = 1− θ/2, θ ∈ [0, 1], and we have that
‖Tmνα‖p ≤ C2
ν(α0−α)(1−θ)−ανθ = C2ν[α0(1−θ)−α]. (2.11)
We can then sum and obtain the boundedness of Tmα on L
p(Rn, wk(x)dx) if α >
α0(1− θ). Since, α0 is arbitrary in ]γk + (n− 1)/2, γk + (n+1)/2[, it suffices to take
α > γk + (n− 1)/2(1− θ) = (2γk + (n− 1))
(
1
p
−
1
2
)
.
Our theorem is therefore proved.
2.2 Proof of Theorem 1.4
We will use the following technical Lemma
Lemma 2.5. Suppose that F is C1(I), for an interval I. Then for each 0 < λ ≤ |I|
and p, p′ > 1 with 1/p+ 1/p′ = 1, we have
sup
I
|F (t)| ≤ λ−1/p
(∫
I
|F (t)|pdt
)1/p
+ λ1/p
′
(∫
I
|F ′(t)|pdt
)1/p
(2.12)
Proof. Let I0 ⊂ I be an interval of length λ. For t, s ∈ I0 we have
F (t) = F (s) +
∫ t
s
F ′(u)du.
So by Hölder’s inequality
|F (t)| ≤ |F (s)|+ λ1/p
′
(∫
I
|F ′(t)|pdt
)1/p
.
Integrating both sides with respect to s, we get
|F (t)| ≤ λ−1
∫
I
|F (s)|ds+ λ1/p
′
(∫
I
|F ′(t)|pdt
)1/p
and using again Holder’s inequality to obtain
|F (t)| ≤ λ−1/p
(∫
I
|F (t)|pdt
)1/p
+ λ1/p
′
(∫
I
|F ′(t)|pdt
)1/p
.
Then (2.12) is established.
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The next lemma is essentially contained in the theorems 6.2 and 6.1 of [14].
Lemma 2.6. Let Φ ∈ L1(Rnwk(x)dx) be a real valued radial function with Fk(Φ) ∈
L1(Rn, wk(x)dx) and which satisfies |Φ(x)| ≤ C(1 + |x|)
−2γk−n−1. Then we have
‖ sup
t>0
Φt ∗k f(x)‖p,k ≤ C‖f‖p,k; 1 < p ≤ ∞,
where Φt(x) = t
−2γk−nΦ(t−1x).
Now we consider our maximal operator
Aα(f)(x) = sup
t>0
|Aα(f)(x, t)|
where
Aα(f)(x, t) =
∫
Rn
e±it|ξ|
|tξ|α
φ(tξ)F(f)(ξ)Ek(ix, ξ)wk(ξ)dξ.
We write
Aα(f)(x, t) =
∞∑
ν=0
Aνα(f)(x, t)
where
Aνα(f)(x, t) =
∫
Rn
e±it|ξ|
|tξ|α
φ(tξ)ψ(2−νt|ξ|)F(f)(ξ)Ek(ix, ξ)wk(ξ)dξ.
Let t ∈ [1, 2]. We can use the same argument that provided (2.11) and duality to get
the following estimates
‖Aνα(f)(., t))‖p,k ≤ C2
ν[α0|2/p−1|−α]‖f‖p,k
‖
∂
∂t
Aνα(f)(., t)‖p,k ≤ C2
ν[α0|2/p−1|−(α−1)]‖f‖p,k
for an arbitrary α0 ∈]γk + (n− 1)/2, γk + (n+ 1)/2 and p ≥ 1. Now by applying the
lemma 2.5 with ℓ = 2−ν it follows that
‖ sup
1≤t≤2
Aνα(f)(., t)‖p,k ≤ C2
ν[α0|2/p−1|−α+1/p]‖f‖p,k . (2.13)
In addition, (2.13) implies that for j ∈ Z,
‖ sup
2j≤t≤2j+1
Aνα(f)(., t)‖p,k ≤ C2
ν[α0|2/p−1|−α+1/p]‖f‖p,k
which can be seen by writing
sup
2j≤t≤2j+1
|Aνα(f)(x, t)| = sup
1≤t≤2
|Aνα(f(2
j.))(2−jx, t)|. (2.14)
In the next we claim that for p ≥ 2,
‖ sup
t>0
|Aνα(f)(., t)‖p,k ≤ C 2
ν[α0|2/p−1|−α+1/p]‖f‖p,k (2.15)
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which asserts that
‖ sup
t>0
|Aα(f)(., t)‖p,k ≤ C ‖f‖p,k, (2.16)
for p ≥ 2 and α > (2γk+(n−1)) (1/2− 1/p)+1/p. For the proof we invoke a variant
of the Littlewood-Paley operators associated to Dunkl transform , see Corollary 4.2 of
[2]. Let t ∈ [2j, 2j+1], j ∈ Z. Define the function fℓ by Fk(fℓ)(ξ) = Fk(f)(ξ)ψ(2−ℓ|ξ|),
ℓ ∈ Z. It follows that
Aνα(f)(x, t) = A
ν
α
 ∑
|ℓ+j−ν|≤2
fℓ
 (x, t).
From this and (2.14) we have for all p ≥ 2∫
Rn
sup
t>0
|Aνα(f)(x, t)|
pwk(x)dx ≤
∑
j∈Z
∫
Rn
sup
2j≤t≤2j+1
|Aνα(f)(x, t)|
pwk(x)dx
≤ C 2νp [α0|2/p−1|−α+1/p]
∑
j∈Z
∫
Rn
∑
|ℓ+j−ν|≤2
|fℓ(x)|
pwk(x)dx
≤ C 2νp [α0|2/p−1|−α+1/p]
∫
Rn
∑
ℓ∈Z
|fℓ(x)|
pwk(x)dx
≤ C 2νp[α0|2/p−1|−α+1/p]
∫
Rn
(∑
ℓ∈Z
|fℓ(x)|
2
)p/2
w(x)dx
≤ C 2νp[α0|2/p−1|−α+1/p]‖f‖pp,k.
This yields the claim (2.15).
The range p ≤ 2 follows by interpolation argument, we proceed as in the proof of
the theorem 1.2. Let us first observe that when α > γk + (n + 1)/2 the kernel Kα of
the operator Tmα satisfies the following decay estimates
|Kα(x)| ≤
CN
(1 + |x|)N
; n ∈ N, N ∈ N
which is immediately by making use of (1.1), (2.3) and integration by parts. Hence
using Lemma 2.6 we get the boundedness of Aα on Lp(Rn, w(x)dx) for 1 < p ≤ ∞.
The key tool is the following. For an arbitrary α0 > γk + (n+ 1)/2, one can write
mνα(tξ) =
{
ψ(2−νt|ξ|)|2−νtξ|α0−α
}{
eit|ξ||tξ|−α0φ(tξ)
}
= 2ν(α0−α)h(2−νtξ)mα0(tξ)
where h(ξ) = ψ(|ξ|)|ξ|α0−α. Put H = F−1k (h), which is a radial Schwartz function.
Thus we can write
Aνα(f)(x, t) = 2
ν(α0−α)H2νt−1 ∗k Aα0(f)(., t)(x)
and we have that
|Aνα(f)(x, t)| ≤ 2
ν(α0−α)|H2νt−1 | ∗k |Aα0(f(., t)|(x) ≤ 2
ν(α0−α)|H|2νt−1 ∗k |Aα0(f)|(x).
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Then from Lemma 2.6 and the boundedness of Aα0 we get
‖ sup
t>0
|Aνα(f)(., t)‖q,k ≤ C2
ν(α0−α)‖f‖q,k; 1 < q ≤ ∞.
On the other hand, the boundedness on L2(R, wk(x)dx) in (2.15) gives
‖ sup
t>0
|Aνα(f)(., t)‖2,k ≤ C2
ν(1/2−α)‖f‖2,k.
So, by using the Riesz-Thorin interpolation Theorem,
‖ sup
t>0
|Aνα(f)(., t)‖p ≤ C 2
ν(θ(α0−α)+(1−θ)(1/2−α)) = C 2ν(θ(α0−1/2)+1/2−α) (2.17)
for all 1 < q ≤ p ≤ 2, where 1/p = 1/2 + θ(1/q − 1/2) . It is now easy to check from
this that the sum
∑
ν ‖ supt>0 |A
ν
α(f)(., t)‖p is finite when
α > (
1
p
−
1
2
)(2γk + n− 1) +
1
p
.
In fact, as θ = (1/p − 1/2)(1/q − 1/2)−1 we see that θ(α0 − 1/2) + 1/2 tends to
(1/p−1/2)(2γk+n−1)+1/p when letting α0 go to γk+(n+1)2 and q go to 1 which
guarantees the choice of α0 and q such that α > θ(α0 − 1/2) + 1/2. This conclude
the case p ≤ 2 and thus we have completely proved our theorem.
2.3 Proof of Theorem 1.5
Let α > 0. As a first step we write
Jα+γk+n/2−1(t|ξ|) = Jα+γk+n/2−1(t|ξ|)φ(tξ) + Jα+γk+n/2−1(t|ξ|)(1− φ(tξ))
= a(1)α (tξ) + a
(2)
α (tξ)
and so, Mα(f) =M
(1)
α +M
(1)
α with
M(i)α (f) = sup
t>0
∣∣∣∣∫
Rn
a(i)α (t|ξ|)Fk(f)(ξ)wk(ξ)dξ
∣∣∣∣ = sup
t>0
|M(i)α (f)(x, t)|, i = 1, 2.
Since the function a(2)α is a C∞ with compact support, in view of Lemma 2.6 we get
the Lp-boundedness of M(2)α for all 1 < p ≤ ∞. To treat the boundedness of M
(1)
α
we invoke the asymptotic form (2.3) for the Bessel function Jα+γk+n/2−1. For N big
enough,
Jα+γk+n/2−1(t|ξ|) = e
it|ξ|
N−1∑
ℓ=0
cℓ(t|ξ|)
−α−γk−(n−1)/2−ℓ
+e−it|ξ|
N−1∑
ℓ=0
c′ℓ(t|ξ|)
−α−γk−(n−1)/2−ℓ +RN (t|ξ|),
where cℓ are constants. The function RN satisfies for all j ∈ N
|∂jsRN (s)| ≤ C|s|
−α−N−γk−(n−1)/2. (2.18)
Oscillating Dunkl multiplier 17
It is not hard to show that this requirement is satisfied. Set V = F−1k (RN(|.|)φ(.)),
which can be represented by
V (x) =
2−γk−n/2+1
Γ(γk + n/2)
∫ ∞
0
RN(s)φ˜(s)s
2γk+n−1Jγk+n/2−1(|x|s)ds.
So, with the use of asymptotic form (2.3), integration by part and (2.18) we get that
for some larger N ,
|V (x)| ≤ C(1 + |x|)−N
and because of Lemma 2.6
‖ sup
t>0
Vt ∗k f‖p,k ≤ Cp‖f‖p,k; 1 < p ≤ ∞.
It therefore only remains to check the needed conditions for the boundedness of the
multipliers Aα+γk+(n−1)/2+ℓ, for ℓ = 0, 1...N − 1. But this follow from Theorem 1.4
and can be reduced to the Lp- boundedness of Aα+γk+(n−1)/2 that is
α + γk + (n− 1)/2 > (2γk + n− 1)
∣∣∣∣1p − 12
∣∣∣∣+ 1p
or equivalently
(a) α > 1− 2γk − n+ (2γk + n)/p, if 1 < p ≤ 2
(b) α > (2− 2γk − n)/p, if 2 ≤ p <∞,
which is the desired statement of Theorem 1.5.
References
[1] S. B. Saïd and B. Ørsted, The wave equation for Dunkl operators, Indag. Math.
(N.S.) 16 (2005), 351-391.
[2] F. Dai and H. Wang A transference theorem for the Dunkl transform and its
applications, J. Funct. Anal., 258, Issue 12 (2010), 4052-4074.
[3] M.F.E. de Jeu, The Dunkl transform, Invent. Math. 113 (1993), no. 1, 147-162.
[4] Luc Deleaval, On the boundedness of the Dunkl spherical maximal operator, J.
Topol. Anal., 8(2016), 475-495.
[5] C. F. Dunkl, Differential–Difference operators associated to reflextion groups ,
Trans. Amer. Math. 311 (1989), no. 1, 167–183.
[6] C. Feffermann and E. M. Stein, Hp spaces of several variables, Acta. Math. 129
(1972), 137-193.
[7] I. Hirschmann, On multiplier transformations, Duke Math. J. 26 (1959), 221–242.
18 B. Amri and M. Gaidi
[8] A. Miyachi, On some Fourier Multipliers for Hp(Rn)), J. Fac. Sci. Unvi. Tokyo,
Sect IA, 27, 157-179.
[9] C. Peral, Lp-estimates for the wave equation, J. Funct. Anal., 36(1):114Ű145,
1980.
[10] M. Rösler, Dunkl operators : theory and applications, in Orthogonal polynomials
and special functions (Leuven, 2002), Lect. Notes Math. 1817, Springer–Verlag
(2003), 93–135
[11] S. Sjostrand, On the Riesz means of the solutions of the Schrodinger equation,
Ann. Scuola Norm. Sup. Pisa (3) 24 (1970), 331-348.
[12] C. D. Sogge, Fourier integrals in classical analysis. Cambridge University Press,
1993.
[13] E. M. Stein, Maximal functions: spherical means, Proc. Nat. Acad. Sci. U.S.A.
73 (1976), 2174-2175.
[14] S. Thangavelu and Y. Xu, Convolution operator and maximal function for the
Dunkl transform, J. Anal. Math. 97 (2005), pp. 25-56.
[15] S. Wainger, Special trigonometric series in k dimensions, Mem. Amer. Math.
Soc. 59 (1965).
[16] G.N. Watson, A Treatise on the Theory of Bessel Functions (2nd ed.). Cam-
bridge Univ. Press, 1944.
