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Selfsimilar functions can be written as the superposition of similar structures,
at different scales, generated by a function g. Their expressions look like wavelet
decompositions. In the case where g is regular, the multifractal formalism has been
proved for the corresponding selfsimilar function, for Hölder exponents smaller than
the regularity of g. In this paper, we show, in the case where g is the Schauder
function (or the Haar function or a spline-type wavelet), that for larger Hölder
exponents, the singularities of g can disturb the Hölder exponents of the associated
selfsimilar function, modify the shape of the spectrum of singularities, and finally
affect the validity of the multifractal formalism.  2001 Academic Press
1. INTRODUCTION
Let us first recall the notion of the Hölder regularity.
DEFINITION 1. A function F : Rm → R belongs to Cα(x0) for α > 0 if there exists a
polynomial P of degree smaller than α such that in a neighborhood of x0
|F(x)− P(x − x0)| ≤ C|x − x0|α. (1)
The Hölder exponent of F at x0 is
α(x0)= sup{α; F ∈Cα(x0)}.
It is also called the pointwise Hölder regularity (or singularity) of F at x0.
A function F is multifractal if α(x) differs widely from point to point. In this case, the
determination of the Hölder exponents α(x) is difficult, and in general the α(x) are located
on a whole collection of fractal sets E(α) (i.e., E(α) = {x; α(x) = α}) having different
Hausdorff dimensions d(α). The function α 
→ d(α) is called the spectrum of singularities
of F . It gives geometric information about the distribution of the singularities in F .
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It is almost impossible to deduce numerically the spectrum of singularities from the
mathematical definition of the Hausdorff dimension. Some physicists guessed heuristic
formulas which relate d(α) to some averaged quantities extracted from F . Let s ≥ 0 and
p ≥ 1; if s is not an integer then s = [s] + σ , where [s] is an integer and 0 < σ < 1. Recall
that F belongs to the space of Nikol’skij Hs,p(Rm) (see [2]) if F ∈ Lp(Rm) and for any
multi-index γ such that |γ | = [s] and |h| small enough:
∫
|∂γ F (x + h)− ∂γ F (x)|p dx ≤ C|h|σp. (2)
Consider
ξ(p)= sup{s; F ∈Hs/p,p(Rm)}.
If p ≥ 1 and ξ(p) < p then
ξ(p)= lim inf|h|
→0
log
∫ |F(x + h)− F(x)|p dx
log |h| . (3)
Note that ξ(p) is also related to the Besov “smoothness” index. Let ψ be a Cκ(Rm)
function where all moments of order less than κ vanish and all derivatives of order less
than κ are well localized (and κ is large enough depending on the properties of F we
want to analyze). The expression “ψ is well localized” means that ψ either is compactly
supported or has fast decay, i.e.,
∀N ∈N, |ψ(x)| ≤ CN
(1+ |x|)N .
The (continuous) wavelet transform of F at the position b ∈Rm and for the scale a > 0 is
Ca,b(F )= 1
am
∫
Rm
F (t)ψ
(
t − b
a
)
dt. (4)
A function F belongs to the Besov space Bs,∞p (Rm) if its wavelet transform satisfies
∫
Rm
|Ca,b(F )|pdb ≤ Casp for all a small enough. (5)
From the imbeddings
Hs+!,p(Rm) ↪→ Bs,∞p (Rm) ↪→Hs−!,p(Rm) ∀! > 0, p ≥ 1, and s > 0,
we deduce that for p ≥ 1
ξ(p)= sup{s; F ∈Bs/p,∞p (Rm)}. (6)
It is also well known (see [14–16]) that the Hölder regularity can be characterized in terms
of estimates of the size of the wavelet transform. In fact, if ψ ∈ Cκ(Rm), then for α < κ
we have
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PROPOSITION 1.
• If F ∈Cα(x0) then
|Ca,b(F )| ≤ Caα
(
1+ |b− x0|
a
)α
for all b and all sufficiently small a. (7)
• Conversely, if there exists β < α such that
|Ca,b(F )| ≤ Caα
(
1+ |b− x0|
a
)β
for all b and all sufficiently small a (8)
then there exists a polynomial P such that if |x − x0| ≤ 1/2
|F(x)− P(x − x0)| ≤ C|x − x0|α log
(
1
|x − x0|
)
. (9)
Condition (8) is the classical two-microlocal condition of J. M. Bony (see [7]) and is
denotedF ∈ Cα,β(x0). So, Proposition 1 relates Hölder regularity to two-microlocal spaces
Cα,β(x0) for α smaller than the global Hölder regularity of the wavelet of analysis ψ .
Remark 1. It should be noticed that the previous estimations given for the continuous
wavelet transform hold for decompositions F(x)=∑j,k Cj,k2jm/2ψ(2j x− k) on a spline
wavelet basis (see [15, 16, 22]). In this case a and b must be replaced by 2−j and k2−j ,
respectively, and Ca,b(F ) by the coefficient Cj,k . Recall that a spline wavelet basis of
order N is an orthonormal wavelet basis (or a set of two biorthogonal bases) such that
ψ is Lipschitz of order N (i.e., the derivatives of order N are in L∞) and is piecewise
polynomial of degree N between the half integers. The Schauder basis is a spline wavelet
basis of order 1; the Battle–Lemarié [21] and Strömberg [24] wavelet basis are other
examples. Though some of these bases are not orthonormal, the coefficients of F with
respect to these basis are given by inner products with other splines, which form a system
biorthogonal to the considered basis.
We will briefly recall the proof of Proposition 1 to understand why we need cancellation
(vanishing moments), localization, and smoothness for the wavelet ψ to compute Hölder
regularity. Let F ∈ Cα(x0). Thanks to the cancellation of the wavelet, we can write
|Ca,b(F )| = 1
am
∣∣∣∣
∫
Rm
(F (x)− P(x − x0))ψ
(
x − b
a
)
dx
∣∣∣∣
≤ 1
am
∫
C|x − x0|α
∣∣∣∣ψ
(
x − b
a
)∣∣∣∣dx.
Using the localization of the wavelet, we bound the last term by
C
am
∫
|x − x0|α 1
(1+ |(x − b)/a|)N dx
≤ C
am
∫
(|x − b|α + |b− x0|α) 1
(1+ |(x − b)/a|)N dx
≤ C(aα + |b− x0|α).
Therefore (7) holds.
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For the converse result (9), we only need smoothness and localization for the wavelet
to get some estimations for the quantities W(a,x)(F ) (and their derivatives up to order κ)
that appear in the reconstruction formula
F(x)=Cψ
∫
a>0
∫
b∈Rm
Ca,b(F )ψ
(
x − b
a
)
db
da
am+1
(10)
=Cψ
∫
a>0
W(a,x)(F )
da
am+1
.
Now, the following formula (the so-called multifractal formalism for functions) has been
proposed for the computation of the spectrum of singularities d(α) (see [1, 12, 13, 19]):
d(α)= inf
p≥1(αp− ξ(p)+m). (11)
Let us recall the heuristic argument from which the multifractal formalism is derived. Let
us calculate the contribution of the Hölder exponent α to the integral
∫
Rm
|Ca,b(F )|p db.
Near the Hölder exponent α, we have, in a small ball of size a, |Ca,b(F )| ∼ aα because
Proposition 1 basically means that if α(x0)= α, then the order of magnitude of its wavelet
transform in the cone |b − x0| ≤ a is about aα. If the dimension of these singularities is
d(α), there are about a−d(α) such balls, each of volume am, so that the contribution to the
integral is aαp−d(α)+m. The real order of magnitude of the integral should be given by the
largest contribution, so that (5) and (6) yield
ξ(p)= inf
α
(αp− d(α)+m). (12)
This formula is not the one we are looking for, since we know ξ(p) and we look for d(α);
but if (12) holds and if d(α) is concave, d(α) is recovered by an inverse Legendre transform
formula which yields (11).
Most examples of multifractal functions follow some selfsimilarity conditions which
state that locally the graph of F is a contraction of the global graph modulo an error term g.
This means that F satisfies a functional equation of the form
F(x)=
d∑
j=0
λjF (S
−1
j (x))+ g(x), (13)
where the Sj are contractions on a bounded set ), and the |λj | are smaller than 1.
Our purpose is to determine the spectrum of singularities for such functions and to check
when they satisfy the multifractal formalism. Note that some particular cases have been
studied; in [1, 9, 10, 19], the validity of the multifractal formalism has been proved for
α < κ for selfsimilar functions (13) if the following three conditions hold:
• The Si are contractive similitudes (i.e., the product of an isometry with a homothety
of ratio < 1) such that for a bounded open set ) of Rm
Si())⊂) (14)
and
Si())∩ Sj ())= ∅ if i = j (15)
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•
g is in Cκ(Rm) and all of its derivatives of order less than κ have fast decay. (16)
• There exists x0 in ) such that F /∈ Cκ(x0).
Note that these assumptions were considered by Jaffard and that the functions studied in
[1, 9, 10] are included in Jaffard’s results; however, the analysis of the examples of [9] is
different.
In [6], we further extended the multifractal formalism in dimension one (i.e., m= 1) to
some nonlinear Si ’s, and dimension two (i.e., m= 2) to Si ’s that are analytic mappings of
z= x+ iy . The fundamental idea behind these extensions is to make some extra hypothesis
which implies that locally these contractions are close to linear contractions in dimension
one and “contract with the same rate” in each direction in dimension two.
In [5], we also proved that the multifractal formalism as stated in (11) no longer holds
in dimension m≥ 2 if the Si ’s contract at different rates in each direction of Rm; then we
showed how to modify this formalism to suit this type of function.
Remark that by iteration, the selfsimilar function (13) is given by the series
F(x)=
∞∑
n=0
∑
i=(i1,...,in)∈{0,...,d}n
λi1 · · ·λing((Si1 ◦ · · · ◦ Sin )−1(x)). (17)
This series looks like a wavelet expansion, except that the function g does not necessarily
have cancellation. This is not a problem at all, because, we have already seen that, to
determine Hölder exponents smaller than κ by the converse part of Proposition 1, we only
need smoothness (ψ ∈ Cκ(Rm)) and localization for the wavelet ψ of analysis. Recall
that the continuous definition (8) of the two-microlocal spaces Cα,β(x0) does not depend
on the chosen wavelet (and in general it does not depend on the function ψ used for the
Littlewood–Paley decomposition) (see [16]). This remark allows us to characterize two-
microlocal spaces Cα,β(x0), using singular wavelets ψ . So, taking the singular wavelet
ψ = δ1 − δ0 (called “the wavelet of the poor” by Y. Meyer in [23]), where δ1 and δ0 are
the Dirac weights at points 1 and 0, then
Ca,b(F )=
(
1
a
ψ
(
.
a
)
∗ F
)
(b)= F(b+ a)− F(b),
and the two-microlocal space Cα,β(x0), for 0 < α < 1 and α − 1 < β < α, is given by the
relation (see [23])
|F(b+ a)− F(b)| ≤Caα
(
1+ |b− x0|
a
)β
if 0 < a + |b− x0| ≤ 1 and a > 0.
This characterization is quite similar to the definition of a Hölder regularity α at x0 (but
it is more difficult to handle), so this confirms the relation between two-microlocal spaces
and pointwise Hölder regularity.
We can also obtain criteria for Hölder exponents 1 < α < 2; using the “wavelet”
ψ = (δ1 − δ0) ∗ (δ1 − δ0)= δ2 − 2δ1 + δ0 (which has two vanishing moments), we obtain
equivalence between F ∈Cα,β(x0) for 1 < α < 2 and α − 2 < β < α, and
|F(b+ 2a)− 2F(b+ a)+ F(b)| ≤ Caα
(
1+ |b− x0|
a
)β
for 0 < a + |b− x0| ≤ 1.
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The discrete version (a = 2−j−1 and b = k2−j ) of the latest relation is
|F(k2−j + 2−j )− 2F(k2−j + 2−j−1)+ F(k2−j )| ≤ C2−αj(1+ |k − 2jx0|)β. (18)
Now, if F is supported on [0,1] and continuous, the left term of (18) corresponds exactly
to the coefficient |Cj,k| of the expansion
F(x)=
∑
j,k
Cj,k/(2j x − k) (19)
of F in the Schauder basis /j,k(x) = 2j/2/(2j x − k) for j ∈ N and k = 0, . . . ,2j − 1,
where / is the Schauder function defined by /(x) = inf(x,1 − x) if x ∈ [0,1] and 0
elsewhere, which is Lipschitz of order 1 (i.e., κ = 1).
The discrete version of the sufficient condition (8) of Proposition 1 is not sufficient
for Hölder exponents larger than κ : the heuristic reason for this is that one cannot use a
basis to determine regularity exponents higher than regularity of the basis itself; for κ = 1,
the discrete relation (18) is not sufficient to characterize two-microlocal spaces Cα,β(x0)
for α ≥ 1. More precisely, if it were, then, using Proposition 1, it will also characterize
pointwise regularity by a decay condition on the coefficients. This is false, because, for
example, although functions F1(x) =/(x) and F2(x) = /(x)+ 12/(2x)+ 12/(2x − 1)
have the same coefficients (Cj,k = 0) on Schauder basis for j ≥ 2, F1 is not derivable at
point 1/2, while F2 is C∞. There is another problem for the necessary condition (7) of
regularity given in Proposition 1: the function x2 is C∞, but its coefficients Cj,k = 2−2j
do not decay very well; this rather slow decay is due to the fact that the biorthogonal system
of Schauder’s basis has only two vanishing moments.
The case of Hölder exponents larger than the global Hölder regularity of the basis (i.e.,
α > κ) has been studied by Jaffard in [18]. He has been interested in functions F expanded
in the Schauder basis as in (19) (and expansions on the Haar basis and spline wavelet
basis). He proved that since the singularities of these bases are located at dyadic points, the
sufficient condition of Proposition 1 holds also for points which are “far enough from the
dyadics.” He also proved that Hölder exponents α(x) larger than 1 may depend on the rate
of approximation of x by dyadics, defined by
r(x)= lim sup
j 
→∞
log dist(x,2−jN)
log 2−j
. (20)
For the dyadics themselves, he proved that regularity is obtained under two conditions of
different nature: the previous two-microlocal condition (18) and an “algebric” condition
which expresses the fact that the graph of the function at the dyadic point should not have
an angle. Some of these results will be recalled in Proposition 2 in the third section.
Together with Mandelbrot, Jaffard applied these results for the Polya function (see [18])
which satisfies the selfsimilar equation
F(x)= λ0F(2x)+ λ1F(2x − 1)+/(x) for x ∈ [0,1], (21)
where λ0 = sin θ , λ1 = cosθ , and θ is a given angle between 0 and 45 degrees. They proved
that Hölder exponents larger than 1 have the same expression as those smaller than 1, as if
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/ were a smooth function (note again that 1 is the global regularity of /). More precisely,
the Hölder exponents α(x) of the Polya function depend only on the relative frequency of
the digits 0 and 1 in the binary expansion of x (i.e., x =∑∞l=1 il(x)/2l) and are given by
α(x)= lim inf
j 
→∞
log(sup|k2−j−x|≤2.2−j |Cj,k|)
log 2−j
, (22)
where Cj,k = λi1 · · ·λij if k2−j =
∑j
l=1 il2−l and j ≥ 1, 1 if j = 0 and k = 0, and 0
elsewhere.
On the other hand, in [9], Daubechies and Lagarias proved that the multifractal
formalism is true for α < 1 and false for α = 1, for some refinement functions ϕ(x) =∑d
j=0 λjϕ(2x − j) (used in the construction of orthonormal wavelet bases), where d = 3,
λ0 = λ, λ1 = 12 + λ, λ2 = 1− λ, and λ3 = 12 − λ, and the coefficients λj satisfy the d − 1
“sum rules”
∑d
j=0 λj (−1)j j l = 0 for l = 0, . . . , d − 2 (note that Daubechies [10] can
use the “sum rules” to find a suitable polynomial P(x) of degree d − 2 for which the
function ϕ(x) − P(x), restricted to ) =]0,1[, is selfsimilar in the sense of the Jaffard
assumptions (14), (15), and (16)).
For points x containing very long stretches of ones or zeros in the binary expansion,
Daubechies and Lagarias only obtained an upper bound for the pointwise regularity,
depending on the length of the stretches. By taking a special assumption on the weights λj
(which is λ ∈] 12 , 34 [), this upper bound turned out to be sufficient to compute the spectrum
of singularities d(α) and to show that d(α) exhibits a “phase transition” at α = 1.
Points x containing very long stretches of ones or zeros in the binary expansion are very
important for the selfsimilar function (21), for general weights λ0 and λ1, that we will
study in this paper. There is strong evidence that our techniques apply also for selfsimilar
functions (21) when / is replaced by the Haar function or a spline-type wavelet, because
the main result which allows us to calculate the Hölder exponents for expansions in
Schauder basis is the same for expansions on the piecewise linear wavelet of Strömberg
and Lemarié [21, 24], and it adapts (with obvious modifications) to higher order or lower
order spline wavelets (as the Haar basis).
In the next section, we give some properties of the approximation of a point by dyadics.
Such properties will be used later.
In the third section, we determine the exact value of the Hölder exponents, even for the
“bad points,” i.e., points containing very long stretches of ones or zeros. Contrary to the
Polya function, we will show that
• if |λ0| and |λ1| are both smaller than 1/2 and λ0 + λ1 = 1/2 (we will denote this
case 1), then
• If |λ0| = |λ1| (Subcase 1.a) then the Hölder exponent for the “bad points” has
an expression different from (22), that depends on both the rate r(x) of approximation of
x by dyadics (given in (20)) and the relative frequency of the digits 0 and 1 in the binary
expansion of x .
• If λ0 = λ1 = λ with λ = 1/4 or λ0 = −λ1 (Subcase 1.b), or λ0 = λ1 = −1/4
(Subcase 1.c), then the Hölder exponent depends only on the relative frequency of the
digits 0 and 1 in the binary expansion of x .
• However, if either |λ0| or |λ1| is larger than 1/2 and λ0 + λ1 = 1/2 or if λ0 + λ1 =
1/2 with λ0 = 1/4 (we will denote this Case 2), then the associated selfsimilar function
behaves like the Polya function.
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FIG. 1. Spectrum of singularities in Case 1.a (left), Cases 1.b and 1.c (right).
We also determine the Hölder exponents for the “worse points,” i.e., the dyadics
themselves. The results are stated in Theorem 1.
In the fourth section, we will compute the spectrum of singularities. In particular, we
will prove that contrary to the Polya function, which has a spectrum of singularities strictly
concave in an interval [υ,ω], our general selfsimilar function in the Subcase 1.a has a
spectrum which is affine in an interval ]1, α0] and strictly concave in an interval [α0,ω[,
but it does not exhibit a “phase transition” at α = α0 (see Theorem 2, Figs. 1 and 2).
In the fifth section, we will give the value of the Besov smoothness index ξ(p). Notice
that contrary to two-microlocal spaces, Besov spaces Bs/p,∞p (Rm) (and so ξ(p)) can be
characterized by criteria of the wavelet coefficients, even if the wavelet is singular, like the
Haar wavelet (see Proposition 4). Finally, we will see (in Theorem 3) that the validity of
the multifractal formalism depends on the weights λ0 and λ1.
2. APPROXIMATION BY DYADIC POINTS
We give some properties of the approximation of a point by the dyadics. Such properties
will be used later. Let x ∈ [0,1]. Set i1(x), . . . , ij (x), . . . , the binary digits of x , i.e.,
FIG. 2. Spectrum of singularities in Case 2.
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x =∑∞l=1 il(x)/2l . Note that if x is a dyadic point, i.e., x = 2−NK with K ∈ 2N + 1,
there exist two binary expansions, one in which iN(x)= 1 and in(x)= 0 for n > N , and
another in which iN(x)= 0 and in(x)= 1 for n >N .
For each j ∈N, define kj (= kj (x)) by
|kj2−j − x| = inf
k∈N |k2
−j − x|.
Set
rj (x)= log |kj2
−j − x|
log 2−j
.
Then the rate of approximation of x by dyadics is given by
r(x)= lim sup
j 
→∞
rj (x).
Since |kj2−j −x|< 2−j , then for every x , we have r(x)≥ 1. If x is dyadic then r(x)=∞
(by taking the convention log 0=−∞). If x is normal (i.e., the frequency of ones (or zeros)
in the binary expansion of x is equal to 1/2) then r(x)= 1.
If x is not dyadic then
kj2−j =
j∑
l=1
il(x)2−l + ij+1(x)2−j . (23)
Hence
|kj2−j − x| =
∣∣∣∣∣
∞∑
l=j+1
(il(x)− ij+1(x))2−l
∣∣∣∣∣.
If ij+1(x)= 1 then
|kj2−j − x| =
∞∑
l=j+1
(1− il(x))2−l = 2−j −
∞∑
l=j+1
il(x)2−l, (24)
else
|kj2−j − x| =
∞∑
l=j+1
il(x)2−l . (25)
To take care of nondyadic points containing very long stretches of ones or zeros in the
binary expansion, we introduce the appropriate definitions,
l1j (x)=
{0 if ij (x)= 0
k if ij (x)= 1 = ij−1(x)= · · · = ij−k+1(x) and ij−k(x)= 0
and
L1j (x)=
{0 if ij (x)= 0
K if ij (x)= 1 = ij+1(x)= · · · = ij+K−1(x) and ij+K(x)= 0.
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Clearly, l1j (x) (respectively, L1j (x)) is the length of the uninterrupted stretch of 1’s
preceding (resp. following) and including ij (x). We define l0j (x) and L0j (x) analogously.
From (24) and (25) we get
|kj2−j − x| =


2−(j+L
0
j+1(x)+1)+
∞∑
l=j+L0j+1(x)+2
il(x)2−l if ij+1(x)= 0,
2−(j+L
1
j+1(x)+1)+
∞∑
l=j+L1
j+1(x)+2
(1− il(x))2−l if ij+1(x)= 1.
Hence by setting Lj+1(x)= Lij+1(x)j+1 (x), we get
2−(j+Lj+1(x)+1) ≤ |kj2−j − x|< 2−(j+Lj+1(x)). (26)
Consequently,
j +Lj+1(x)
j
< rj (x)≤ j +Lj+1(x)+ 1
j
. (27)
Whence
r(x)= lim sup
j 
→∞
j +Lj+1(x)
j
= 1+ lim sup
j 
→∞
Lj+1(x)
j
. (28)
As a result, if r(x) > 1 + ε then we can find arbitrarily large j ’s such that the binary
expansion of x contains only 0’s or only 1’s between ranks j and j + εj .
For x such that r(x) > 1, define S(x)⊂N∗ by
j ∈ S(x) if kj2−j = kj−12−(j−1) and kj2−j = kj+12−(j+1).
Let J ∈ S(x). If x is dyadic take J ′ =∞; else let J ′ be the first index such that
|kJ2−J − x| ≥ 2−J ′/4. (29)
Remark that
J ∈ S(x) iff (iJ (x) = iJ+1(x) and iJ+1(x)= iJ+2(x)).
Using (23) for J ∈ S(x), we get
kJ2−J =
J−1∑
l=1
il(x)2−l + 2−J .
On the other hand, J ′ is characterized by kJ−12−(J−1) = kJ2−J , kJ2−J = kJ+12−(J+1) =
· · · = kJ ′2−J ′ , and kJ ′2−J ′ = kJ ′+12−(J ′+1); this means that
iJ (x) = iJ+1(x), iJ+1(x)= iJ+2(x)= · · · = iJ ′(x)= iJ ′+1(x), and
iJ ′+1(x) = iJ ′+2(x).
Hence
J ′ + 1 = J +LJ+1(x) if x is not dyadic, J ′ =∞ if x is dyadic. (30)
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3. POINTWISE HÖLDER REGULARITY
Let us now start the multifractal analysis of the selfsimilar function (21) for general
weights λ0 and λ1.
Since 0 < |λ0|< 1 and 0 < |λ1|< 1, then iterating Eq. (21), we obtain the expansion of
F on the Schauder basis,
F(x)=
∞∑
j=0
∑
i=(i1,...,ij )∈{0,1}j
λi1 · · ·λij /
(
2jx − 2j−1i1 − · · · − 2ij−1 − ij
)
. (31)
The term of (31) corresponding to j = 0 is /(x). But the function / is supported in [0,1];
therefore F vanishes outside [0,1], and, for x ∈ [0,1],
F(x)=
∞∑
j=0
λi1(x) · · ·λij (x)/
(
2jx − 2j−1i1(x)− · · · − 2ij−1(x)− ij (x)
)
. (32)
For dyadic rationals x , x = 2−NK with K ∈ 2N+ 1, there exist two binary expansions,
one in which iN (x) = 1 and in(x) = 0 for n > N , and another in which iN (x) = 0 and
in(x)= 1 for n >N . The two right-hand sides of (32) corresponding to the two choices of
i(x) give identical results. The series (32) is the unique solution in L1(R) of the selfsimilar
Eq. (21). Let
i(j, x)= (i1(x), . . . , ij (x)), λi(j,x) = λi1(x) · · ·λij (x).
Denote by τ the shift operator
τx =
∞∑
k=2
ik(x)2−k+1.
Observe that
τx =
{
2x if x ∈ [0,1/2]
2x − 1 if x ∈ [1/2,1].
Hence
F(x)=
∞∑
j=0
λi(j,x)/(τ
jx).
Our selfsimilar function is of the form F(x) =∑∞j=0∑2j−1k=0 Cj,k/(2j x − k), where
Cj,k = λi1 · · ·λij if k2−j =
∑j
l=1 il2−l and j ≥ 1, and 1 if j = 0 and k = 0.
Set now
Bj (x)= sup
|k2−j−x|≤2.2−j
|Cj,k |, βj (x)= logBj (x)log 2−j , and
(33)
β(x)= lim inf
j 
→∞ βj (x).
Consider
|λ|max =max{|λ0|, |λ1|} and |λ|min =min{|λ0|, |λ1|}
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and define
υ =− log2 |λ|max := −
log |λ|max
log 2
and ω =− log2 |λ|min.
We will prove the following theorem:
THEOREM 1. Let 0 < |λ0| < 1 and 0 < |λ1| < 1. Let F be the function given by the
series
F(x)=
∞∑
j=0
λi(j,x)/(τ
jx),
the unique solution in L1(R) of the selfsimilar equation
F(x)= λ0F(2x)+ λ1F(2x − 1)+/(x).
For x ∈ [0,1], we have
• Case 1. If λ0 + λ1 = 1/2 and |λ|max < 1/2 (so υ > 1 and β(x) > 1), then
• Subcase 1.a. If |λ0| = |λ1| then
• If r(x) > 1 and x is not dyadic, then
α(x)= 1+ lim inf
j 
→∞
log 2j |λi(j,x)|
log |kj2−j − x| = 1+ lim infj 
→∞
log 2j |λi(j,x)|
log 2−(j+Lj+1(x))
. (34)
• If r(x)= 1 then α(x)= β(x).
• If x is dyadic, then F is not differentiable at x (so α(x)≤ 1).
• Subcase 1.b. If λ0 = λ1 = λ (so λ = 1/4) with λ = −1/4, or λ0 = −λ1 (take
|λ| = |λ0|) (so |λ|< 1/2 and υ = ω = β with β =− log2 |λ|> 1), then
• If r(x) > 1 and x is not dyadic, then
α(x)= 1+ β − 1
r(x)
. (35)
• If r(x)= 1 then α(x)= β .
• If x is dyadic, then F is not differentiable at x (so α(x)≤ 1).
• Subcase 1.c. If λ0 = λ1 =−1/4 (so υ = ω= β = 2) then
• If r(x) > 1 and x is not dyadic, then
α(x)= 1+ 1
r(x)
. (36)
• If r(x)= 1 then α(x)≥ 2.
• If x is dyadic, then F is not differentiable at x (so α(x)≤ 1).
• Case 2. If either (λ0+λ1 = 1/2 and |λ|max ≥ 1/2) or (λ0+λ1 = 1/2 with λ0 = 1/4
(i.e., λ0 = λ1)), then
α(x)= β(x).
• Case 3. If λ0 = λ1 = 1/4 then
α(x)≥ 2.
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Proof. For expansions in the Schauder basis, Proposition 1 and Remark 1 are only
useful for determining Hölder exponents smaller than 1. For higher Hölder exponents, we
need the following result (see [18]).
PROPOSITION 2. Let f (x)=∑Cj,k/(2j x − k). If f ∈ Cα(x) with α < 3, then there
exists a constant A ∈R such that
|Cj,k −A2−2j | ≤ C2−αj (1+ |2j x − k|)α. (37)
Conversely, if the coefficients Cj,k satisfy, for a constant A in R, the two-microlocal
condition
|Cj,k −A2−2j | ≤ C2−αj (1+ |2jx − k|)β
with β < α and 1 ≤ α < 3, then
• If r(x)= 1 then α(x)≥ α.
• If r(x) > 1, let J ∈ S(x) and take J ′ as in (30). Set
EJ (x)= CJ−1,(kJ−1)/2 −
J ′∑
j=J
2j−J (Cj,2j 2−J kJ−1 +Cj,2j 2−J kJ )
and
αJ (x)= log |EJ (x)|log 2−J .
• If x is not dyadic, then
• if
α > lim inf
J∈S(x)
J 
→∞
(
1+ αJ (x)− 1
rJ (x)
)
then
α(x)= lim inf
J∈S(x)
J 
→∞
(
1+ αJ (x)− 1
rJ (x)
)
,
• else
α(x)≥ α.
• If x is dyadic (so J ′ = ∞), then if EJ (x) = 0 then f ∈ Cα(x) (so α(x) ≥ α),
else f is not differentiable at x (so α(x)≤ 1).
Remark 2. It should be noticed that for α ≥ 3, this proposition holds if we subtract
B(x − k02−j )3 (with k0 = [2jx]) from the coefficients Cj,k for 3≤ α < 4, C(x − k02−j )4
for 4 ≤ α < 5, . . . . Note also that if r(x)= 1, there is no loss between the last proposition
and Proposition 1.
Remark 3. The Schauder’s basis does not play a particular role in the proof of the last
proposition. Only the location of its singularities is important, so that Proposition 2 holds
(possibly with obvious modifications) for expansions in the Haar basis, or on the piecewise
linear wavelets of Strömberg and Lemarié, or in higher order spline wavelets (see [18]).
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So, there is strong evidence that our techniques apply also for selfsimilar functions (13)
when g is one of the mentioned wavelets.
Let us now apply Propositions 1 and 2 for our selfsimilar function (32). For this, we
will first establish the two-microlocal condition. Let us recall again that our selfsimilar
function (32) is of the form (19) with Cj,k = λi1 · · ·λij if k2−j =
∑j
l=1 il2−l and j ≥ 1,
and 1 if j = 0 and k = 0.
If |λ0| = |λ1| = |λ| then υ = ω= β(x)= β for any x , with β =− log2 |λ|, and
|Cj,k | = |λ|j = 2−jβ ≤ 2−jβ(1+ |2j x − k|)γ for any γ ≥ 0. (38)
If now |λ0| = |λ1|, let ε > 0. It follows from (33) that there exists j0 such that βj (x) >
β(x) − ε for all j ≥ j0. Take j ≥ j0 and set j˜ as the unique integer such that 2−j˜ ≤
|k2−j − x|< 2.2−j˜ (resp. j˜ =∞ if k2−j = x).
If j˜ ≥ j , then |k2−j − x|< 2.2−j˜ ≤ 2.2−j , so
|Cj,k | ≤Bj (x)
≤ 2−(β(x)−ε)j
≤ 2−(β(x)−ε)j(1+ |2jx − k|)γ for any γ ≥ 0.
On the other hand, if j0 ≤ j˜ < j then
|Cj,k | ≤Bj˜ (x)|λ|j−j˜max
≤Bj˜ (x)2−υ(j−j˜ )
≤C2−(β(x)−ε)j˜2−υj |x − k2−j |−υ
≤C2−(β(x)−ε)j |2jx − k|β(x)−ε−υ.
As a result, if |λ0| = |λ1| we obtain the following two-microlocal condition:
|Cj,k | ≤ C2−(β(x)−ε)j(1+ |2jx − k|)β(x)−ε−υ. (39)
• If β(x) < 1 (resp. β < 1, i.e., |λ0| = |λ1| > 1/2), then the discrete form of
Proposition 1 yields
α(x)= β(x) (resp. α(x)= β) (40)
because the necessary condition implies the upper bound and the sufficient condition gives
the lower bound.
• If now β(x)≥ 1 (resp. β ≥ 1, i.e., |λ0| = |λ1| ≤ 1/2), thanks to Proposition 2, the
latest two-microlocal conditions (38) and (39) yield
α(x)≥ β(x) if r(x)= 1 (resp. α(x)≥ β if r(x)= 1). (41)
We will now prove an upper bound for α(x).
PROPOSITION 3. Let x ∈ [0,1] such that β(x) ≥ 1. If (λ0, λ1) = (1/4,1/4) or
(λ0, λ1) = (−1/4,−1/4) then
α(x)≤ β(x).
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Proof. Suppose that α(x) > β(x). Then F ∈ Cβ(x)+δ(x) for δ > 0 small enough.
Thanks to the first part of Proposition 2 (the necessary condition), there will exist A ∈ R
such that
|Cj,k −A2−2j | ≤ C2−(β(x)+δ)j(1+ |2jx − k|)β(x)+δ.
Hence
|Cj,k| ≤ |A|2−2j +C2−(β(x)+δ)j(1+ |2jx − k|)β(x)+δ.
• If 1 ≤ β(x) < 2, then for k2−j such that |x − k2−j | ≤ 2.2−j , we get |Cj,k | ≤
2C2−(β(x)+δ)j , which is contradictory to the definition of β(x). Whence α(x)≤ β(x).
• If 2≤ β(x) < 3, the first part of Proposition 2 is not as convenient to use. Note that
it implies that
|Cj,k −Cj,k±1| ≤C2−αj (1+ |2j x − k|)α. (42)
For k2−j =∑jl=1 il2−l : if ij = 0 then k2−j =∑j−1l=1 il2−l and (k+1)2−j =∑j−1l=1 il2−l+
2−j , hence Cj,k = λi1 · · ·λij−1λ0 and Cj,k+1 = λi1 · · ·λij−1λ1. If ij = 1 then k2−j =∑j−1
l=1 il2−l + 2−j and (k − 1)2−j =
∑j−1
l=1 il2−l , hence Cj,k−1 = λi1 · · ·λij−1λ0 and
Cj,k = λi1 · · ·λij−1λ1. As a consequence, in both situations, we have |Cj,k − Cj,k±1| =
|λi1 | · · · |λij−1 ||λ1 − λ0| ∼ |Cj,k| if λ1 = λ0 (in the sense that there exists a constant
D > 0 such that D−1|Cj,k| ≤ |Cj,k − Cj,k±1| ≤ D|Cj,k |), so similar arguments yield
α(x)≤ β(x).
• If β(x) ≥ 3, then higher order differences for the Cj,k will be on the order of
magnitude of |Cj,k |, and as in (42) we obtain α(x)≤ β(x) if λ1 = λ0.
To achieve the proof of Proposition 3, it remains to study the case λ1 = λ0 = λ with
|λ|< 1/4 (so β > 2). Suppose that α(x) > β , then F ∈ Cβ+δ(x) for δ > 0 small enough,
so if 2 < β < 3 (i.e., 1/8 < |λ|< 1/4), then thanks to the first part of Proposition 2, there
will exist A ∈R such that
|2−jβ −A2−2j | ≤ C2−(β+δ)j (1+ |2jx − k|)β+δ.
Thus, for k2−j such that |x − k2−j | ≤ 2.2−j , we get
|2−jβ −A2−2j | ≤ C2−(β+δ)j . (43)
If A= 0 then (43) is not possible. If A = 0 then if 2 < β < 3 then |2−jβ −A2−2j | ∼ 2−2j ,
and so (43) is not possible, either.
If β ≥ 3, then if we subtract B(x − k02−j )3 (with k0 = [2jx]) from the coefficients
Cj,k = 2−jβ for 3 ≤ β < 4, C(x − k02−j )4 for 4 ≤ β < 5, . . . , we will obtain the same
result.
Whence the proof of Proposition 3 is now achieved.
As a consequence of Proposition 3 and the results (40) and (41), we have α(x)= β(x) if
r(x)= 1 in all cases except the cases (λ0, λ1) = (1/4,1/4) and (λ0, λ1) = (−1/4,−1/4),
for which we only obtained the lower bound.
402 MOURAD BEN SLIMANE
We will now give the exact value of the Hölder exponent for x such that r(x) > 1. We
begin by the evaluation of EJ (x) for J ∈ S(x). We have
EJ (x)= λi(J−1,x) −
J ′∑
j=J
2j−J [λi(J−1,x)λj−J1 λ0 + λi(J−1,x)λ1λj−J0 ]
= λi(J−1,x)
(
1−
J ′∑
j=J
[λ0(2λ1)j−J + λ1(2λ0)j−J ]
)
.
If x is dyadic and |λ|max < 1/2, then J ′ =∞ and
EJ (x)= λi(J−1,x)
(
1− λ0
1− 2λ1 −
λ1
1− 2λ0
)
.
If x is not dyadic, λ0 = 1/2 and λ1 = 1/2, then
EJ (x)= λi(J−1,x)
(
1− λ0
1− 2λ1 (1− (2λ1)
J ′−J+1)− λ1
1− 2λ0 (1− (2λ0)
J ′−J+1)
)
.
Note that
1− λ0
1− 2λ1 −
λ1
1− 2λ0 = 0 iff (λ0 + λ1 =
1
2 or λ0 + λ1 = 1).
We will separate three cases:
• case 1, in which we take λ0 + λ1 = 1/2 and |λ|max < 1/2;
• case 2, in which (λ0 + λ1 = 1/2 with |λ|max ≥ 1/2) or (λ0 + λ1 = 1/2 with
λ0 = 1/4); and
• case 3, which corresponds to λ0 = λ1 = 1/4.
3.1. Case 1 (λ0 + λ1 = 1/2 and |λ|max < 1/2)
In this case λ0+λ1 = 1. Let x be nondyadic such that r(x) > 1. In view of (27) and (30),
we have
J ′ + 1
J
< rJ (x)≤ J
′ + 2
J
. (44)
So, for J large enough, |EJ (x)| has the same order of magnitude as |λi(J,x)|. Thus by
setting
aj (x)= log |λi(j,x)|log 2−j ,
we obtain
1+ αJ (x)− 1
rJ (x)
≈ 1+ 1
rJ (x)
(aJ (x)− 1), (45)
where ≈ means that the two sequences have the same lim inf. Hence
1+ αJ (x)− 1
rJ (x)
≈ 1+ log 2
J |λi(J,x)|
log |kJ2−J − x| . (46)
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Again, we separate three subcases:
• Subcase 1.a, in which we assume further that |λ0| = |λ1|;
• Subcase 1.b, which corresponds to λ0 = λ1 = λ (so λ = 1/4) with λ = −1/4, or
λ0 =−λ1; and
• Subcase 1.c, for which λ0 = λ1 =−1/4.
3.1.1. Subcase 1.a (λ0 + λ1 = 1/2, |λ|max < 1/2, and |λ0| = |λ1|)
To use Proposition 2, we should compare lim infJ∈S(x)(1 + (αJ (x)− 1)/rJ (x)) to
β(x)− ε (because of the two-microlocal condition (39)); one easily checks that
Bj (x)∼ |λi(j−lj (x),x) | |λ|
lj (x)
max ; (47)
in particular
BJ+1(x)∼ |λi(J,x) | and BJ ′(x)∼ |λi(J,x) | |λ|J
′−J
max .
Since the binary digits 0 and 1 play symmetrical roles, then without any loss of generality,
we can assume that |λ|max = |λ0|. In this case
BJ ′(x)∼ |λi(J,x) | |λ0|J
′−J ,
so
|λi(J,x) | ∼ BJ ′(x)|λ0|J−J
′
.
Hence
aJ (x)≈ logBJ ′(x)log 2−J +
(
J ′
J
− 1
)
log2 |λ0|.
It follows from (44) that
1+ aJ (x)− 1
rJ (x)
≈ βJ ′(x)− (υ − 1)
(
1− 1
rJ (x)
)
. (48)
So we will compare β(x)−ε to lim infJ ′ βJ ′(x)− (υ−1)(1−1/rJ (x)); using the notation
sj (x)=∑jl=1 il(x) for the number of times 1 occurs in the first j digits of x , we get
|λi
(j−l1
j
(x),x)
| = |λ1|sj (x)−l1j (x)|λ0|j−sj (x).
Relation (47) yields
Bj(x)∼ |λ1|sj (x)−l
1
j (x)|λ0|j−sj (x)+l
1
j (x)
(note that if |λ|max = |λ1| then Bj (x) ∼ |λ0|zj (x)−l
0
j (x)|λ1|j−zj (x)+l
0
j (x), where zj (x) =
j − sj (x) denotes the number of times 0 occurs in the first j digits of x).
Hence
βj (x)= logBj(x)log 2−j ≈ log
(
|λ0|j
( |λ1|
|λ0|
)sj (x)−l1j (x))/
log 2−j .
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Therefore
βj (x)≈ υ + (ω− υ)
sj (x)− l1j (x)
j
. (49)
Thus
β(x)= υ + (ω− υ) lim inf
j
sj (x)− l1j (x)
j
. (50)
We will prove the following lemma.
LEMMA 1. If x is not dyadic and r(x) > 1, then
β(x)= lim inf
J∈S(x)
J 
→∞
βJ ′(x)= lim inf
J ′ 
→∞
βJ ′(x).
Proof. It is clear that lim infJ ′ 
→∞ βJ ′(x)≥ β(x). For the upper bound, we must prove
that for any ε > 0 the set {J ∈ S(x); βJ ′(x) < β(x)+ ε} is infinite; it follows from the
definition of β(x) that {j ∈ N; βj (x) < β(x) + ε} is infinite. Hence {j + L1j (x) − 2;
βj (x) < β(x)+ ε} is infinite, but as we have seen in (30), j + L1j (x)− 2 = J ′, where J ′
corresponds to J = j − l1j (x) ∈ S(x). We will write J ′j = J ′ and Jj = J . Now in view
of (49), we have
βJ ′j (x)≈ υ + (ω− υ)
sJ ′j (x)− l1J ′j (x)
J ′j
= υ + (ω− υ) sj (x)− l
1
j (x)
j +L1j (x)− 2
≤ βj (x)
< β(x)+ ε.
Hence, {J ′j ; βJ ′j (x) < β(x)+ ε} is infinite. Whence Lemma 1.
Note also that
β(x)= υ + (ω− υ) lim inf
j
sJj (x)
j
and that analogous arguments imply that
r(x)= lim sup
J∈S(x)
J 
→∞
rJ (x). (51)
Now let (βJ˜ ′)J˜ ′ be a minimizing subsequence of β(x), i.e.,
β(x)= lim inf
J ′ 
→∞
βJ ′(x)= lim
J˜ ′ 
→∞
βJ˜ ′(x),
where J˜ ∈ S(x). In view of (45), we have
lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
≤ lim inf
J˜∈S(x)
(
1+ aJ˜ (x)− 1
rJ˜ (x)
)
.
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On the other hand, (48) implies that
1+ aJ˜ (x)− 1
rJ˜ (x)
≈ βJ˜ ′(x)− (υ − 1)
(
1− 1
rJ˜ (x)
)
.
Hence
lim inf
J˜∈S(x)
(
1+ aJ˜ (x)− 1
rJ˜ (x)
)
= β(x)− (υ − 1)
(
1− 1
r˜(x)
)
,
where r˜(x)= lim supJ˜∈S(x) rJ˜ (x).
• If r˜(x) > 1, then for ε > 0 small enough, we have
lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
< β(x)− ε,
whence Proposition 2 implies that
α(x)= lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
. (52)
• If r˜(x)= 1, then
lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
≤ β(x),
• if lim infJ∈S(x)(1+ (αJ (x)− 1)/rJ (x)) < β(x), then (52) holds also;
• if lim infJ∈S(x)(1 + (αJ (x)− 1)/rJ (x)) = β(x), then Proposition 2 yields
α(x)≥ β(x)− ε for any ε > 0, which together with Proposition 3 implies that
α(x)= β(x)= lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
.
Whence (52) holds for any nondyadic x such that r(x) > 1. To achieve the proof of
Theorem 1 in Case 1.a for these points, it suffices to use (26) and the following lemma.
LEMMA 2. If |λ|max < 1/2, then
lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
= lim inf
J∈S(x)
(
1+ log 2
J |λi(J,x)|
log |kJ2−J − x|
)
= lim inf
j 
→∞
(
1+ log 2
j |λi(j,x)|
log |kj2−j − x|
)
.
Proof. The first equality follows from (46). For the second one, obviously the lower
bound is clear. Let us so prove the upper bound, for it suffices to show that for any ε > 0
the set {
J ∈ S(x); 1+ log 2
J |λi(J,x)|
log |kJ2−J − x| < lim infj 
→∞ 1+
log 2j |λi(j,x)|
log |kj2−j − x| + ε
}
is infinite. Clearly
{
j ; 1+ log 2
j |λi(j,x)|
log |kj2−j − x| < lim infj 
→∞ 1+
log 2j |λi(j,x)|
log |kj2−j − x| + ε
}
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is infinite. Let Jj = j − l1j (x) ∈ S(x). We have
2j |λi(j,x)| = 2j |λi(Jj ,x)| |λ1|l
1
j (x)
≤ 2Jj |λi(Jj ,x)|(2|λ1|)l
1
j (x)
≤ 2Jj |λi(Jj ,x)| (because |λ|max < 1/2).
The last inequality, together with the fact that |kj2−j − x| = |kJj 2−Jj − x|, yields
1+ log 2
Jj |λi(Jj ,x)|
log |kJj 2−Jj − x|
≤ 1+ log 2
j |λi(j,x)|
log |kj2−j − x| .
Whence Lemma 2.
Finally, if x is a dyadic point, then since EJ (x) = 0, Proposition 2 implies that F is not
differentiable at x , and so α(x)≤ 1.
3.1.2. Subcases 1.b and 1.c (λ0 = λ1 = λ (with λ = 1/4 and |λ|< 1/2), or λ0 =−λ1
and |λ0|< 1/2)
To use Proposition 2, we should compare lim infJ∈S(x)(1+ (αJ (x)− 1)/rJ (x)) with β
(because of the two-microlocal condition (38)). If |λ0| = |λ1| = |λ| with |λ| < 1/2 then
β > 1, and since r(x) > 1 then
lim inf
J∈S(x)
(
1+ aJ (x)− 1
rJ (x)
)
= 1+ β − 1
r(x)
< β.
Hence Proposition 2 yields
α(x)= 1+ β − 1
r(x)
.
On the other hand, if x is a dyadic point then since EJ (x) = 0, Proposition 2 implies that
F is not differentiable at x , and so α(x)≤ 1.
3.2. Case 2 (λ0 + λ1 = 1/2 with |λ|max ≥ 1/2) or (λ0 + λ1 = 1/2 with λ0 = 1/4)
• If (λ0 + λ1 = 1/2 and |λ|max ≥ 1/2), then
• if x is not dyadic, then if either λ0 = 1/2 or λ1 = 1/2, then
|EJ (x)| ≤C|λi(J−1,x)|(2|λ|max)J ′−J+1
≤C2J ′−JBJ ′(x),
else if λ0 = λ1 = 1/2, then
EJ (x)=−(J ′ − J )(1/2)J−1.
So in both situations
1+ αJ (x)− 1
rJ (x)
≥ βJ ′(x)− ε for ε > 0 small enough,
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and Proposition 2 yields
α(x)≥ β(x).
It follows from Proposition 3 (which holds because |λ|max ≥ 1/2) that α(x)= β(x).
• If x is dyadic, since β(x)= υ is smaller than 1 (resp. β(x)= 1 if λ0 = λ1 = 1/2),
then Proposition 1 (resp. Proposition 2) gives us α(x)= υ (resp. 1).
• If λ0 + λ1 = 1/2 with λ0 = 1/4, then λ0 = λ1.
• If x is not dyadic, we have
EJ (x)= 1/2λi(J−1,x)
(
(2λ1)J
′−J+1 + (2λ0)J ′−J+1
)
,
so, as above,
|EJ (x)| ≤ C2J ′−JBJ ′(x)
and
α(x)= β(x).
• If x is dyadic, then EJ (x) = 0, so the two-microlocal condition (39) yields
α(x)≥ υ, and the equality follows from Proposition 3.
3.3. Case 3 (λ0 = λ1 = 1/4)
In this case β = 2. Since EJ (x)= 0 for a dyadic point x , then
2 ≤ α(x) if x is dyadic.
On the other hand, we have seen that
2 ≤ α(x) if r(x)= 1.
We will prove that 2 is also a lower bound for α(x) if x is not dyadic and r(x) > 1; we
have
EJ (x)= (1/2)J ′+J−1,
so
αJ (x)= 1+ J
′
J
− 1
J
;
hence
lim inf
J∈S(x)
(
1+ αJ (x)− 1
rJ (x)
)
= 2.
Whence Proposition 2 yields
α(x)≥ 2 if x is not dyadic and r(x) > 1.
The proof of Theorem 1 is now achieved.
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4. SPECTRUM OF SINGULARITIES
Without any loss of generality, we can assume that |λ|max = |λ0|. Set
G(α)=−[(ω− α) log2(ω− α)+ (α − υ) log2(α− υ)− (ω− υ) log2(ω− υ)]
ω− υ . (53)
We will prove the following result
THEOREM 2. Let F be the function given in Theorem 1.
• Case 1. If λ0 + λ1 = 1/2 and |λ|max < 1/2 (so υ > 1) then
• Case 1.a. If |λ0| = |λ1| then
• For α ∈]1, α0] with α0 = −(|2λ0|σ log2 |λ0| + |2λ1|σ log2 |λ1|) and σ the
unique real such that |2λ0|σ + |2λ1|σ = 1, we have
d(α)= σ(α − 1).
• For α ∈ [α0,ω[
d(α)=G(α)
= inf
q
(αq − γ (q)) with γ (q)=− log2(|λ0|q + |λ1|q).
The spectrum of singularities does not exhibit a “phase transition” at α = α0
• For α ≥ ω, d(α)=−∞, and for α ≤ 1, d(α)=−∞ or 0.
• Case 1.b. If λ0 = λ1 = λ with λ = −1/4, or λ0 = −λ1 and |λ| = |λ0|, with
|λ|< 1/2 (so υ = ω= β with β =− log2 |λ|> 1), then
• For α ∈]1, β]
d(α)= α − 1
β − 1 .
• For α > β , d(α)=−∞, and for α ≤ 1 d(α)=−∞ or 0.
• Case 1.c. If λ0 = λ1 =−1/4 (so υ = ω= β = 2) then
• For α ∈]1,2[
d(α)= α − 1.
• For α ≤ 1, d(α)=−∞ or 0.
• Case 2. If either (λ0 + λ1 = 1/2 and |λ|max ≥ 1/2) or (λ0 + λ1 = 1/2 with
λ0 = 1/4), then
• If |λ0| = |λ1| then for α ∈]υ,ω[
d(α)=G(α)= inf
q
(αq − γ (q))
d(υ)= 0 and d(α)=−∞ elsewhere.
• If |λ0| = |λ1| = |λ| with |λ| ≥ 1/2, then d(β)= 1 and d(α)=−∞ elsewhere.
Proof. The expression of the Hölder exponent in Case 2 is the same as in [19], so
the proof in this case follows from that reference. Note now that if x is normal (i.e.,
the frequencies of ones and zeros in the binary expansion of x are equal (to 1/2)) then
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r(x)= 1, and so its Hölder exponent is (υ +ω)/2 in Cases 1.a and 2 (resp. β in Case 1.b).
Since almost every point is normal in base 2, then for almost every point the Hölder
exponent is (υ + ω)/2 in Cases 1.a and 2 (resp. β in Case 1.b); thus d(υ+ω2 ) = 1 in
Cases 1.a and 2, and d(β)= 1 in Case 1.b. Note also that if r(x)= 1 then α(x)= β(x) in
Case 1.a (resp. β in Case 1.b), which is also equal to the right-hand side of (34) in Case 1.a
(resp. the right-hand side of (35) in Case 1.b); thus in Cases 1.a and 1.b we have for any
nondyadic x
α(x)= 1+ lim inf
j 
→∞
log 2j |λi(j,x)|
log |kj2−j − x| . (54)
In Cases 1.b and 1.c, if α ∈]1, β[ then E(α) = {x; r(x)= β−1
α−1 }. The Hausdorff dimension
of a set of points having the same rate of approximation r is 1/r (see [20]). It follows that
d(α)= α−1
β−1 .
We will now calculate the spectrum of singularities for Case 1.a; since dyadic points
have a zero Hausdorff dimension, we will disregard them in our computation. We will use
the following lemma (see Proposition 4.9 in [11]). We denote by B(x, r) the ball of radius r
centered at x .
LEMMA 3. Let Hs be the Hausdorff measure of dimension s. Let µ be a probability
measure on Rm, E ⊂ Rm, and C such that 0 <C <∞.
• If lim supr→0(µ(B(x, r))/rs) < C ∀x ∈E then Hs(E)≥ µ(E)/C.
• If lim supr→0(µ(B(x, r))/rs) > C ∀x ∈E then Hs(E)≤ 2s/C.
4.1. Lower Bound for the Spectrum of Singularities
We pick a very lacunary sequence nm (nm = 2nm−1 , for instance). We choose η, P0, and
P1 in [0,1] such that P0 +P1 = 1, and we construct a probability measure µ supported by
Kα =
⋂
m≥1
Fnm+]−2−nmα,2−nmα[,
where Fn is the set of dyadic points k2−n = i12−1 + i22−2 + · · · + in2−n with ij = 0 or
1; if m = 0, we put on each interval i12−1 + · · · + in02−n0+]−2−n0α,2−n0α[ the mass
Pi1 · · ·Pin0. We iterate this construction and thus obtain at the limit a probability measure
µ supported by Kα . Now, between steps nk and nk + [ηnk], we put the masses 0 and 1,
depending on the binary digits. We call the new probability measure µη. The numbers nm
are sufficiently spaced so that the dimensions that we will calculate will not be affected by
the values of the nk . Let now x0 be a point in Kα , indexed by the code
(i1, . . . , ink ,1, . . . ,1, ink+[ηnk ]+1, . . . , ink+1,1, . . . ,1, ink+1+[ηnk+1]+1, . . .). (55)
In this code we assume that the lengths of the other stretches of ones and zeros are
smaller than jη (i.e., Lj+1(x) ≤ jη for all j ). It results from (28) that r(x0) = 1 + η.
If 2−(nk+[ηnk ]+1) ≤ r < 2−(nk+[ηnk ]), then
µη(]x0 − r, x0 + r[)∼ Pi(x0,nk) = Pi1 · · ·Pink .
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The law of large numbers implies that for µη a.a x0 ∈Kα , satisfying (55)
lim inf
r 
→0
logµη(]x0 − r, x0 + r[)
log r
= lim inf
k 
→∞
∑nk
l=1 logPil
log 2−(nk+[ηnk ])
= lim inf
k 
→∞
1
1+ η
∑nk
l=1 logPil
log 2−nk
= 1
1+ η lim infk 
→∞
log(Pi1 · · ·Pink )
log 2−nk
.
Assume, furthermore, that
lim sup
j 
→∞
sj (x0)
j
= P1. (56)
Then for µη a.a x0 ∈Kα , satisfying (55) and (56) (we will call this set of points Kα(η,P1)),
lim inf
r 
→0
logµη(]x0 − r, x0 + r[)
log r
=− 1
1+ η(P0 log2P0 +P1 log2P1).
Lemma 3 implies that
dimHKα(η,P1) =−
1
1+ η (P0 log2P0 + P1 log2 P1),
where dimH denotes the Hausdorff dimension. Note that for x0 ∈ Kα(η,P1), Eq. (54)
becomes
α(x0)= 1+ P0a0 + P1a11+ η ,
with a0 = υ − 1 and a1 = ω− 1. It follows that if
1+ P0a0 + P1a1
1+ η = α (57)
(we will set P0 = P ∗0 (α) and P1 = P ∗1 (α) in this case), then α(x0)= α, and so
Kα(η,P ∗1 (α)) ⊂E(α).
We deduce that
d(α)≥ dimHKα(η,P ∗1 (α)) for any η ≥ 0 and P ∗1 (α) ∈ [0,1].
Hence
d(α)≥ sup
η≥0,P ∗1 (α)∈[0,1]
− 1
1+ η [P
∗
0 (α) log2P
∗
0 (α)+ P ∗1 (α) log2P ∗1 (α)].
Clearly,
P ∗0 (α)=
ω− 1− (α − 1)(1+ η)
ω− υ (we will write P0(η) instead of P
∗
0 (α)) (58)
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and
P ∗1 (α)=
1− υ + (α − 1)(1+ η)
ω− υ (we will write P1(η) instead of P
∗
1 (α)). (59)
By setting Iα =]υ−αα−1 , ω−αα−1 [ for α ∈]1, υ] and Iα = [0, ω−αα−1 [ for α ∈]υ,ω[, we deduce that
d(α)≥ sup
η∈Iα
− 1
1+ η [P0(η) log2 P0(η)+P1(η) log2P1(η)]. (60)
We will now give the value of this supremum; for η ∈ Iα , set
fα(η)=−[P0(η) log2P0(η)+ P1(η) log2P1(η)], Bα(η)=
1
1+ ηfα(η) (61)
and
ϒα(η)=−(1+ η)2(ω− υ)(log 2) d
dη
Bα(η).
We can easily show that for any η ∈ Iα
ϒα(η)= (υ − 1) log[(α− 1)(1+ η)− (υ − 1)]
− (ω− 1) log[−(α − 1)(1+ η)+ω− 1]
+ (ω− υ) log(ω− υ) (62)
and that
d
dη
ϒα(η) > 0.
We deduce that ϒα is increasing as a function of η.
• If α ∈]υ,ω[ then 0 ∈ Iα and
ϒα(0)= (υ − 1) log(α − υ)− (ω− 1) log(ω− α)+ (ω− υ) log(ω− υ),
so
d
dα
(ϒα(0))= υ − 1
α − υ +
ω− 1
ω− α > 0.
Since
lim
α 
→υ+
ϒα(0)=−∞ and lim
α 
→ω−
ϒα(0)=∞,
then there exists a unique α0 in ]υ,ω[ such that ϒα0(0)= 0.
• If α ∈ [α0,ω[ then ϒα(0)≥ 0, thus ϒα(η)≥ 0 for any η ∈ Iα . So ddηBα(η)≤ 0
for any η ∈ Iα . It follows that
sup
η∈Iα
Bα(η)=Bα(0)= fα(0)=−[P0(0) log2P0(0)+ P1(0) log2P1(0)]
=−
[
ω− α
ω− υ log2
(
ω− α
ω− υ
)
+ α − υ
ω− υ log2
(
α − υ
ω− υ
)]
=G(α).
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A straightforward computation shows that
G(α)= inf
q
(αq − γ (q)) with γ (q)=− log2(|λ0|q + |λ1|q)
(we can also use [19] because η= 0 corresponds to r(x)= 1 and α(x)= β(x)).
Whence, for α ∈ [α0,ω[,
d(α)≥ [P0(0) log2P0(0)+P1(0) log2P1(0)].
• If α ∈]υ,α0[ then ϒα(0) < 0. Since
lim
η 
→((ω−α)/(α−1))−
ϒα(η)=∞,
then there exists a unique ηα ∈ Iα such that ϒα(ηα) = 0. The function η 
→ Bα(η) is
increasing in [0, ηα] and decreasing in [ηα, ω−αα−1 [. It follows that
sup
η∈Iα
Bα(η)=Bα(ηα)= 11+ ηα fα(ηα).
Now, since ϒα(ηα)= 0, then (58), (59), (61), and (62) imply that fα(ηα) equals
(1+ ηα)(α − 1) log2[ω− 1− (α − 1)(1+ ηα)] − log2[(α − 1)(1+ ηα)− (υ − 1)]
ω− υ .
We deduce that for α ∈]υ,α0[
d(α)≥ (α − 1) log2[ω− 1− (α − 1)(1+ ηα)] − log2[(α − 1)(1+ ηα)− (υ − 1)]
ω− υ .
Formula (62) implies that
(α − 1)(1+ ηα)= |2λ0|σ (υ − 1)+ |2λ1|σ (ω− 1),
where σ is the unique real such that |2λ0|σ + |2λ1|σ = 1. Hence for α ∈]υ,α0[
d(α)≥ σ(α − 1).
Note now that α0 =−(|2λ0|σ log2 |λ0| + |2λ1|σ log2 |λ1|)= |2λ0|σ υ + |2λ1|σω.
• If α ∈]1, υ], then Iα =]υ−αα−1 , ω−αα−1 [. Since
lim
η 
→((ω−α)/(α−1))+
ϒα(η)=−∞
and
lim
η 
→((ω−1)/(α−1))−
ϒα(η)=∞,
then there exists a unique ηα ∈ Iα such that ϒα(ηα) = 0. The function η 
→ Bα(η) is
increasing in ]υ−α
α−1 , ηα] and decreasing in [ηα, ω−αα−1 [, and similarly we deduce that
d(α)≥ σ(α − 1).
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4.2. Upper Bound for the Spectrum of Singularities
For α ∈]1, α0], the lower bound σ(α− 1) turned out to be an upper bound; note that for
a nondyadic x , we have α(x)= α if and only if
|kj2−j − x| = (2j |λi(j,x)|)θj (x) with lim sup
j 
→∞
θj (x)= 1
α − 1 .
By setting λ˜0 = 2λ0 and λ˜1 = 2λ1, this will be equivalent to
∀ε > 0, {j ; |kj2−j − x|< |λ˜i(j,x)|1/(α−1+ε)} is infinite
and
∀ε > 0, ∃jε such that ∀j ≥ jε, |kj2−j − x| ≥ |λ˜i(j,x)|1/(α−1−ε).
Hence, for nondyadic x ,
α(x)= α ⇒ x ∈
⋂
δ<1/(α−1)
Eδ
with
Eδ =
⋂
m≥1
E
(m)
δ , E
(m)
δ =
⋃
n≥m
G˜(δ)n ,
G˜(δ)n =
⋃
i1,...,in=0 or 1
I
(δ)
i1,...,in
and
I
(δ)
i1,...,in
=
n∑
l=1
il2−l+]−|λ˜i1 · · · λ˜in |δ, |λ˜i1 · · · λ˜in |δ[.
It follows that
d(α)= dimH E(α) ≤ inf
δ<1/(α−1)dimHEδ. (63)
Note that for any m≥ 1, we can recover Eδ by the intervals I (δ)i1,···,in , n≥m, and
∑
n≥m
∑
{i1,...,in}∈{0,1}n
|I (δ)i1,...,in |d =
∑
n≥m
2d(|λ˜0|δd + |λ˜1|δd)n.
Since |λ|max < 1/2, this is uniformly bounded if and only if |λ˜0|δd + |λ˜1|δd < 1, i.e., for
d > σ/δ. Since δ 
→ σ/δ is decreasing, it follows from (63) that
d(α)≤ σ(α − 1).
Obviously, this upper bound holds for any α ∈]1,ω[; it is optimal only for α ≤ α0. For
α > α0, we split E(α) into sets of points having the same rate of approximation r(x),
E(α) =
⋃
η≥0
(
Aη ∩E(α))
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with
Aη = {x; r(x)= 1+ η}.
This partition implies that
d(α)≤ sup
η≥0
dimH
(
Aη ∩E(α)).
Note that for x ∈Aη
α(x)= 1+ 1
1+ η(β(x)− 1).
Using the probability measure µη in Lemma 3, we can easily prove that
dimH(Aη ∩E(α))≤− 11+ η [P0(η) log2P0(η)+ P1(η) log2P1(η)]. (64)
Hence the lower bound (60) becomes an equality.
We now prove that the spectrum of singularities does not exhibit a “phase transition” at
α = α0; the left derivative of the spectrum at α0 is σ , on the other hand, for α > α0,
d
dα
(d(α))= log2(ω− α)− log2(α − υ)
ω− υ ,
so the right derivative of the spectrum at α0 is
log2(ω− α0)− log2(α0 − υ)
ω− υ .
These two derivatives are equal.
5. VALIDITY OF THE MULTIFRACTAL FORMALISM
We will prove that the multifractal formalism does not always hold. Note that the
derivative (in the sense of distributions) of the function F is given by the series F ′(x)=∑∞
j=0
∑2j−1
k=0 Cj,kh(2j x − k), with Cj,k = 2jλi1 · · ·λij if k2−j =
∑j
l=1 il2−l and j ≥ 1,
and 1 if j = 0 and k = 0, and h is the Haar function.
In [8], we have the following result.
PROPOSITION 4. Let 0 < s < 1/p ≤ 1 and f =∑Cj,kh(2j x − k). If f ∈ Lp(R) and
sup
0<!<δ
[∫
t∈[0,1]; t+!∈[0,1]
|f (t + !)− f (t)|p dt
]1/p
=O(δs), δ 
→ 0, (65)
then
Aj,p := 2j (1/2−1/p)
(∑
k
|2−j/2Cj,k |p
)1/p
=O(2−js), j 
→∞. (66)
Conversely, (66) implies that the corresponding expansion in the Haar basis converges to
f in Lp(R) and f satisfies (65).
This proposition is identical to the criterion of Meyer, which characterizes Besov
spaces for expansions on a regular orthonormal wavelet basis (see [22]) and implies that
ξf (p)= sp (here ξf (p) is the function ξ(p) associated to f , defined in (6)).
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Let us apply this result for F ′; we have
Aj,p = 2−j/p2j
(∑
|i|=j
|λi |p
)1/p
= 2−j (−1+1/p−log2(|λ0|p+|λ1|p)/p)
= 2−j (1/p−log2(|λ˜0|p+|λ˜1|p)/p).
We separate five situations:
• Subcase 1.a.i (λ0 + λ1 = 1/2, |λ|max < 1/2, |λ0| = |λ1|, and |λ0| + |λ1|> 1/2).
• Subcase 1.a.ii (λ0 + λ1 = 1/2, |λ|max < 1/2, |λ0| = |λ1|, and |λ0| + |λ1| ≤ 1/2).
• Subcase 1.b (λ0 = λ1 = λ (with λ = 1/4 and |λ| < 1/2) with λ = −1/4, or
λ0 =−λ1 and λ0|< 1/2).
• Subcase 1.c (λ0 = λ1 =−1/4).
• Case 2. Either (λ0+λ1 = 1/2 and |λ|max ≥ 1/2) or (λ0+λ1 = 1/2 with λ0 = 1/4).
5.1. Subcase 1.a.i (λ0 + λ1 = 1/2, |λ|max < 1/2, |λ0| = |λ1|, and |λ0| + |λ1|> 1/2)
If |λ0| + |λ1|> 1/2, then σ > 1, so for any 1 ≤ p < σ , we have |λ˜0|p + |λ˜1|p > 1 and
consequently ξF ′(p)= 1− log2(|λ˜0|p + |λ˜1|p). Since ξ(p)(= ξF (p))= ξF ′(p)+ p, then
inf
1≤p<σ(αp− ξ(p)+ 1)= inf1≤p<σ log2((2
α−1|λ˜0|)p + (2α−1|λ˜1|)p)
= inf
1≤p<σ log2((2
α|λ0|)p + (2α|λ1|)p).
However, for p ≥ σ , we have |λ˜0|p+|λ˜1|p ≤ 1, and so Aj,p ≤ C2−js , ∀0 < s < 1/p; thus
ξF ′(p)≥ 1. Furthermore, we have seen in Theorem 1 that F is not differentiable at dyadic
points; thus F ′ is not continuous at dyadic points, and so F ′ /∈ Bs,∞p (R) for s > 1/p.
Consequently ξF ′(p)= 1 and ξ(p)= 1+ p. Hence
inf
p≥σ(αp− ξ(p)+ 1)= infp≥σ(αp− p)= σ(α − 1). (67)
We will distinguish three cases, 1 < α ≤ υ, υ < α ≤ α0, and α0 < α < ω.
• For 1 < α ≤ υ, we have 2α|λ0| ≤ 1 and 2α|λ1| ≤ 1. It follows that
inf
1≤p<σ(αp− ξ(p)+ 1)= log2((2
α−1|λ˜0|)σ + (2α−1|λ˜1|)σ )
= σ(α − 1).
Hence for 1 < α ≤ υ
d(α)= inf
p≥1(αp− ξ(p)+ 1).
So the multifractal formalism holds.
• For υ < α ≤ α0
d(α)= σ(α − 1)= inf
p≥σ(αp− ξ(p)+ 1).
On the other hand, denote aα(p)= log2((2α|λ0|)p + (2α|λ1|)p). We have
d
dp
aα(p)= 0 iff p = log2(ω− α)− log2(α− υ)
ω− υ := pα.
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But
σ = log2(ω− α0)− log2(α0 − υ)
ω− υ = pα0 and
d
dα
pα < 0,
so for υ < α ≤ α0, we have pα ≥ σ . Since aα is decreasing for p ≤ pα , then
inf
1≤p<σ(αp− ξ(p)+ 1)= inf1≤p<σ aα(p)= aα(σ )= σ(α − 1).
Whence (67) yields
d(α)= inf
p≥1(αp− ξ(p)+ 1),
and the multifractal formalism is valid.
• For α0 < α < ω, we have 2α|λ0|> 1 and 2α|λ1|< 1. Note that pα = ddα (d(α)).
• If α0 < α < (υ +ω)/2 then pα > 0. We can easily prove that pα = 1 if and only
if α = (|λ0|υ + |λ1|ω)/(|λ0| + |λ1|) := αˆ. Note that αˆ ∈]α0, (υ+ω)/2[. We will first take
α ∈]α0, αˆ[, then α = αˆ, and finally α ∈]αˆ, (υ +ω)/2[.
1. If α ∈]α0, αˆ[, then pα > 1. It follows that
inf
1≤p<σ(αp− ξ(p)+ 1)= inf1≤p<σ aα(p)= aα(pα)= d(α).
However,
inf
p≥σ(αp− ξ(p)+ 1)= σ(α − 1) > d(α).
Whence
inf
p≥1(αp− ξ(p)+ 1)= d(α).
The multifractal formalism is true.
2. If α = αˆ, then pα = 1. It follows that
inf
1≤p<σ(αˆp− ξ(p)+ 1)= inf1≤p<σ aαˆ(p)= aαˆ(1)
= αˆ + log2(|λ0| + |λ1|)= d(αˆ).
However,
inf
p≥σ(αˆp− ξ(p)+ 1)= σ(αˆ − 1) > d(αˆ).
Whence
inf
p≥1(αˆp− ξ(p)+ 1)= d(αˆ).
The multifractal formalism holds, too.
3. If α ∈]αˆ, (υ + ω)/2[, then 0 < pα < 1. Since aα is increasing for p ≥ pα , it
follows that
inf
1≤p<σ(αp− ξ(p)+ 1)= inf1≤p<σ aα(p)= aα(1) > aα(pα)= d(α).
On the other hand,
inf
p≥σ(αp− ξ(p)+ 1)= σ(α − 1) > d(α).
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Whence
inf
p≥1(αp− ξ(p)+ 1) > d(α).
The multifractal formalism fails here.
• If (υ +ω)/2 ≤ α < ω then pα ≤ 0; hence
inf
1≤p<σ aα(p)= aα(1) > d(α).
On the other hand,
d(α) < σ(α − 1)= inf
p≥σ(αp− ξ(p)+ 1).
Whence
d(α) < inf
p≥1(αp− ξ(p)+ 1),
and the multifractal formalism fails.
5.2. Subcase 1.a.ii (λ0 + λ1 = 1/2, |λ|max < 1/2, |λ0| = |λ1|, and |λ0| + |λ1| ≤ 1/2)
If now |λ0| + |λ1| ≤ 1/2, then for any p ≥ 1, |λ˜0|p + |λ˜1|p ≤ 1 and so ξ(p)= 1+ p. It
follows that
inf
p≥1(αp− ξ(p)+ 1)= α − 1.
• If |λ0| + |λ1|< 1/2 then σ < 1, so for any α ∈]1,ω[,
d(α)≤ σ(α − 1) < α − 1 = inf
p≥1(αp− ξ(p)+ 1).
Hence the multifractal formalism fails for any α ∈]1,ω[.
• If |λ0| + |λ1| = 1/2 then σ = 1, so the multifractal formalism is true for α ∈]1, α0]
and false for α ∈]α0,ω[.
5.3. Subcase 1.b (λ0 = λ1 = λ with λ = −1/4, or λ0 =−λ1 and |λ| = |λ0|, with
|λ|< 1/2)
• If |λ0| = |λ1| = |λ| with 1/4 < |λ|< 1/2 (so υ = ω = β with β =− log2 |λ|< 2)
then |λ0| + |λ1| = 2|λ| > 1/2 and σ = 1/(β − 1) > 1. Hence, as in Case 1.a (i.e.,
|λ0| + |λ1| > 1/2), we get ξ(p) = βp if 1 ≤ p < σ , ξ(p) = 1 + p if p ≥ σ , and the
multifractal formalism holds for α ∈]1, β].
• If |λ0| = |λ1| = |λ| with |λ| < 1/4 (so υ = ω = β with β = − log2 |λ| > 2) then
|λ0| + |λ1| = 2|λ| < 1/2 and ξ(p) = 1 + p for p ≥ 1. As in Case 1.a the multifractal
formalism fails for any α.
• If λ0 =−λ1 with |λ0| = 1/4 then |λ0|+ |λ1| = 1/2, and the multifractal formalism
holds for α ∈]1,2].
5.4. Subcase 1.c (λ0 = λ1 =−1/4)
Here |λ0| + |λ1| = 1/2 and ξ(p) = 1 + p for p ≥ 1. As previously, the multifractal
formalism holds for α < 2.
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5.5. Case 2 (λ0 + λ1 = 1/2 with |λ|max ≥ 1/2) or (λ0 + λ1 = 1/2 with λ0 = 1/4)
• If (λ0 +λ1 = 1/2 and |λ|max ≥ 1/2), then for any p ≥ 1 we have |λ˜0|p+|λ˜1|p > 1;
hence ξF ′(p)= 1− log2(|λ˜0|p + |λ˜1|p). It follows that for any α ∈ [υ,ω]
inf
p≥1(αp− ξ(p)+ 1)= infp≥1aα(p).
If |λ0| = |λ1| then the multifractal formalism is valid on [υ, αˆ] and false on ]αˆ,ω], else the
multifractal formalism fails.
• If λ0 + λ1 = 1/2 with λ0 = 1/4 (i.e., λ0 = λ1), then
• If |λ|max ≥ 1/2 then as above the multifractal formalism is valid on [υ, αˆ] and
false on ]αˆ,ω].
• If |λ|max < 1/2 then λ0 and λ1 are positive, so |λ0| + |λ1| = 1/2. As previously,
the multifractal formalism is true for α ∈ [υ,α0] and false for α ∈]α0,ω].
Whence the following theorem.
THEOREM 3. Let F be the function given in Theorem 1. Without any loss of generality,
we can assume that |λ|max = |λ0|.
• Case 1. If λ0 + λ1 = 1/2 and |λ|max < 1/2 (so υ > 1) then
• Case 1.a. If |λ0| = |λ1| then
• If |λ0| + |λ1|> 1/2, then the multifractal formalism holds in ]1, αˆ] and fails
on [αˆ,ω[ (with αˆ = (|λ0|υ + |λ1|ω)/(|λ0| + |λ1|)).
• If |λ0| + |λ1|< 1/2 then the multifractal formalism fails for any α ∈]1,ω[.
• If |λ0| + |λ1| = 1/2 then the multifractal formalism is true for α ∈]1, α0] and
false for α ∈]α0,ω[.
• Case 1.b.
• If |λ0| = |λ1| = |λ| with 1/4 < |λ| < 1/2 (so υ = ω = β with β =− log2 |λ|
< 2) then the multifractal formalism holds for α ∈]1, β].
• If |λ0| = |λ1| = |λ| with |λ| < 1/4 (so υ = ω = β with β = − log2 |λ| > 2)
then the multifractal formalism fails for any α.
• If λ0 = −λ1 with |λ0| = 1/4 then the multifractal formalism holds for
α ∈]1,2].
• Case 1.c. If λ0 = λ1 =−1/4 (so υ = ω= β = 2) then the multifractal formalism
holds for α < 2.
• Case 2 (λ0 + λ1 = 1/2 with |λ|max ≥ 1/2) and (λ0 + λ1 = 1/2 with λ0 = 1/4).
• If (λ0 + λ1 = 1/2 and |λ|max ≥ 1/2) then
• If |λ0| = |λ1| then the multifractal formalism is valid on [υ, αˆ] and false
on ]αˆ,ω].
• If |λ0| = |λ1| then the multifractal formalism fails.
• If λ0 + λ1 = 1/2 with λ0 = 1/4 (i.e., λ0 = λ1) then
• If |λ|max ≥ 1/2 then the multifractal formalism is valid on [υ, αˆ] and false
on ]αˆ,ω].
• If |λ|max < 1/2 then the multifractal formalism is true for α ∈ [υ,α0] and false
for α ∈]α0,ω].
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