Abstract: Interest in three-dimensional shape retrieval is currently increasing, driven by two important reasons -the rapid increase of the amount of multimedia data and a noticeable advance in computer hardware and software during recent years. Presently, it is possible to retrieve complicated 3D models in a reasonable span of time thanks to the use of sophisticated 3D shape description algorithms, a feat which was unthinkable a few years ago. The main issue is the efficiency of the approaches, which must work both quickly and reliably. Hence, in this paper four 3D shape description algorithms -Extended Gaussian Image, Shape Distributions, Shape Histograms and Light Field Descriptor -were experimentally compared in order to determine which was most effective. As it turned out, the latter obtained the best retrieval result.
Introduction
The problem of searching for data in large multimedia databases is based on some pre-established criteria. However, the size of those databases requires the use of special techniques for the description of images or objects placed on them. Various image features can be applied, hence there have been many algorithms developed for this purpose so far. Their most general classification is based on features used -shape, color and texture. The descriptors for the former can be related to both two-dimensional (planar) and three-dimensional shapes. In fact, recently 3D shape descriptors are more frequently considered sep-arately. This results mostly from the specific properties of those objects. This issue was reflected for example in the MPEG-7 standard for multimedia content description, where the local attributes of a model surface were applied for the description of three-dimensional shapes [1] .
Every descriptor, regardless of the feature for which it has been developed, should meet some general requirements, e.g. compactness, generality, low computational complexity, and good retrieval accuracy [2] . The requirements peculiar to 3D shape descriptors were formulated in [3] : a) Descriptive power -the ability to provide a similarity measuring method delivering appropriate similarity ordering of the selected resultant elements of the collection; b) Conciseness and ease of indexing -compactness of the resultant description, which is very important and desirable for speeding up the process of searching the database for similar objects (smaller storage requirements can be considered as an additional benefit); c) Invariance under transformations -independence of the shape deformations and transforms typical for particular application, mostly affine transformations, noise, occlusion, etc.
The algorithms for 3D object description are increasing in popularity. This is mainly driven by two reasons. Firstly, the recent progress in computer hardware and software made it possible for some applications that were practically impossible even a few years or decades ago to appear. Secondly, there are more and more new areas where 3D models can be used.
The applications of 3D shapes are obviously less popular than the use of planar ones. As a result, there are several dozen 2D shape descriptors, whereas the number of algorithms developed for 3D descriptors is significantly less. They can be assigned to four groups [4] :
• geometrical, e.g. Extended Gaussian Image [5] , Complex Extended Gaussian Image [6] , 3D moments [3] , Shape Histograms [7] , Shape Distributions [8] and spherical harmonics [9] ;
• structural, e.g. Multiresolutional Reeb Graph [10] ;
• symmetrical, e.g. Reflective Symmetry Descriptor [11] ;
• local, e.g. Canonical Geometric Scale-Space Analysis [12] .
This paper focuses on the results of the experimental comparison of four selected 3D shape description techniques. The selection was based on the properties of particular algorithms. The Extended Gaussian Image [5] , Shape Distributions [8] , Shape Histograms [7] and Light Field Descriptor [13] were compared in the problem of 3D object retrieval. The Princeton Shape Benchmark database [14] proved very helpful in performing this task and models taken from this database were used. The problem was initially described e.g. in [15] and [16] . However, here all the results for the four mentioned algorithms are gathered together in order to compare their performance.
Description of the algorithms selected for the experiments on 3D object retrieval
The Extended Gaussian Image (EGI, [5] ) -one of the oldest and most popular techniques in the problem -is the first approach selected for the experiments. It makes use of the Gaussian image, which is obtained by associating with each point on object's surface the point on the Gaussian sphere with the same surface orientation. Before providing a definition of the EGI firstly the Gaussian curvature has to be described. For a patch δO on the object, each point belonging to it corresponds to a point on the Gaussian sphere δS. For curved surface the normals of its points will be variously directed. For planar surface they will be planar. Thanks to this property they map into a single point. Having this in mind we can define the Gaussian curvature to be equal to the limit of the ratio of the two areas as they tend to zero [5] :
Based on the above we can obtain integrals [5] :
where S denotes the area of the corresponding patch on the Gaussian sphere. This relationship allows us to deal with surfaces with discontinuous surface normals. We can rewrite it in the following way [5] :
where O denotes the area of the corresponding patch on the object. This relationship suggests the usage of the inverse of the Gaussian curvature in the definition of the EGI of a smoothly curved object [5] . By using it we can formulate a mapping associating the inverse of the Gaussian curvature at a point on the surface of the object with the corresponding point on the Gaussian sphere. Let and denote parameters utilized for the identification of points on the original surface, and ζ and η -on the Gaussian sphere. Now, we can define EGI as [5] :
where point (ζ, η) lies on the Gaussian sphere and has the same normal as point ( ) on the original surface. The second approach under consideration is the Shape Distribution. The description presented below is based on the formulation given in [8] . The method starts with the selection of a function for representation of an object. The function may be chosen freely, however the authors proposed a few ones based on simple geometrical features [8] :
• A3 -measures the angle between three random points on the surface of a model;
• D1 -measures the distance between a fixed point (centroid) and one random point on the surface;
• D2 -measures the distance between two random points on the surface;
• D3 -measures the square root of the area of the triangle between three random points on the surface;
• D4 -measures the cube root of the volume of the tetrahedron between four random points on the surface.
Using the selected function we can evaluate N samples from the shape distribution and construct a histogram. It will contain the information about how many of those samples fall into B bins. From the histogram, a piecewise linear function is constructed with V equally spaced vertices, V ≤ B. The authors suggested the following parameters: N = 1024 2 samples, B = 1024 bins, and V = 64 vertices. These give shape distributions with low enough variance and high enough resolution [8] .
In order to obtain the samples all polygons of the 3D model are split into triangles. For each of them the area of a triangle is derived and stored along with the cumulative area of all previously processed triangles. Then, we select a triangle with a probability proportional to its area, by generating a random number between 0 and the total cumulative area and performing a binary search on the array of cumulative areas. For each of those triangles, a point P on its surface is obtained, using two random numbers 1 and 2 ranged from 0 to 1. For this purpose the following formula is used [8] :
where A, B and C denote the vertices of the selected triangle. The third approach tested during the experiments is the Shape Histograms [7] . The idea of this method is simple and intuitive. The representation is built based on the partitioning of the space where a model is placed. The obtained cells are assigned to appropriate bins in the histogram. The decomposition can be performed in a variety of ways. The authors of the descriptor proposed three such methods (see Fig. 1 for illustration) -a shell model, a sector model, and a spider-web model as the combination of the former two (hence, also called a combined model).
The last method which has been investigated is the Light Field Descriptor [13] which is carried out through the rendering of several two-dimensional projections of Figure 1 . Examples of space decompositions for shape histograms, a single exemplary bin is marked in each case [7] . a 3D model, taken from various points of view. The projections for different objects can be compared with each other. It is assumed that two objects are similar if their projections are similar from various points of view. Such an assumption seems to be close to the way of comparing three-dimensional objects by humans.
The first step of the algorithm is the translation of vertices in order to move the centre of gravity of the object into the origin of the coordinate system. Later, the coordinates of vertices are normalized to achieve the unitary maximal distance from the centroid. Then, the projections are obtained, for various points of view. We assume that cameras are placed in the 20 vertices of a dodecahedron enclosing the object. As a result we can achieve rendered planar projections from 20 various angles [13] . The projections are stored in bitmaps, 256×256 pixels size. To match two objects we have to execute sixty comparisons in order to take into account all possible projections. This number results from the number of vertices in the dodecahedron. There are three edges connected to each of the twenty vertices. That gives three rotations angles for a camera in a vertex [13] .
Thanks to the symmetries in the obtained projections within the dodecahedron, the number of projections used in real applications may be reduced twice [13] . Finally, the similarity between two objects is derived through the calculation of the similarity between their projections.
In order to increase the efficiency of the recognition or retrieval process one can use some more sophisticated algorithms for representation of obtained planar shapes. The authors of the approach suggested the usage of 35 coefficients of the Zernike moments for region representation and 10 coefficients from the Fourier descriptors for the first contour [13] .
Conditions and results of the experiment
The 3D shape description algorithms described in the previous section were experimentally compared using the Princeton Shape Benchmark [14] in the problem of 3D model retrieval. For this purpose thirteen different classes of objects were applied. In total, 312 objects were used (the same test base as in [15] ). In Fig. 2 some examples are provided. The retrieval was based on the matching of a test object with the templates. Obviously all objects were initially represented using particular 3D shape representation techniques. For the matching the Euclidean distance was applied. The result was considered successful if the distance between a test model and a template was the smallest for 3D shapes belonging to the same class. The template objects were not used as the test ones, obviously.
The results of the performed experiments are provided in Table 1 . The retrieval rates are presented there. As one can observe the Light Field Descriptor works the best amongst the tested methods. Its average results are almost equal to 70%. The Extended Gaussian Image descriptor was the second best. It obtained almost 60% efficiency. On the other hand the results obtained for particular classes are more stable for the EGI than for the LFD. For the former, the values usually vary between 50% and 70%. In case of the LFD those values are less stable and vary from 10% to almost 90%. Notably, the EGI obtained one hundred percentage of the retrieval efficiency for a particular class. Interestingly, the same class was one of the worst cases for the LFD, which attained only 17%. The two remaining 3D shape description algorithms fared worse. The 3D Shape Distributions (the D2 function was used) scored a 56% retrieval rate. However, in one case (class no. 8) none of the three objects was recognized properly. The Shape Histograms (with 3D shell model) obtained the worst result -below 37%. Again, class no.8 has obtained a 0% retrieval rate. This class included three models of a microchip. As it turned out they were too difficult to be properly retrieved. 
Conclusions and future plans
This paper is focused on providing an experimental comparison of 3D shape descriptors in the problem of model retrieval. The objects taken from the Princeton Shape Benchmark [14] were used. Four algorithms were tested, namely the Extended Gaussian Image (EGI, [5] ), Shape Distributions [8] , Shape Histograms [7] and Light Field Descriptor (LFD, [13] ). Amongst them the LFD obtained the best retrieval rate -close to 70%. This result can be considered as satisfactory, because in many cases the objects within a class are strongly different (see Fig. 2 for an example). Moreover, the problem of 3D shape retrieval is much more complicated than for planar shapes. In the future, the LFD descriptor will be modified in order to achieve an even better efficiency. The main idea is to verify some other 2D shape description techniques for the projections obtained during the process of constructing the LFD. The obtained retrieval results can be higher thanks to this improvement.
