Abstract. In this work we propose an efficient black-box solver for two-dimensional stationary diffusion equations, which is based on a new robust discretization scheme. The idea is to formulate an equation in a certain form without derivatives with a non-local stencil, which leads us to a linear system of equations with dense matrix. This matrix and a right-hand side are represented in a lowrank parametric representation -the quantized tensor train (QTT-) format, and then all operations are performed with logarithmic complexity and memory consumption. Hence very fine grids can be used, and very accurate solutions with extremely high spatial resolution can be obtained. Numerical experiments show that this formulation gives accurate results and can be used up to 2 60 grid points with no problems with conditioning, while total computational time is around several seconds.
1. Introduction. It has been recently proved in [9] that for a class of partial differential equations (PDEs) with piecewise-analytic coefficients the exact solution u can be approximated with accuracy in the energy norm with N = O log α −1 degrees of freedom for α ≤ 5 in the QTT-FEM (quantized tensor train -finite element method) approach. In the QTT-FEM approach the coefficient vector of the FEM solution is represented in the QTT-format [14, 10] . The key idea of the QTT-format is to reshape the discretized solution into a tensor, which is then compressed in the low-rank tensor train (TT-) format [15] .
The computation of the approximate solution in the QTT-format looks straightforward. We discretize the PDE on a very fine virtual mesh with 2 d points and use a finite element/difference method with constraint on the number of parameters in the QTT-representation. Efficient solvers in the QTT-and TT-format are available for this task [16, 2] . However, if the equation is discretized using standard low-order FEM methods, it is not possible to get to very fine meshes, and this becomes a key issue. Let us illustrate it for an example of the one-dimensional Poisson equation −∇ 2 u = f (x), x ∈ [0, 1] with homogeneous Dirichlet boundary conditions. The simplest discretization scheme reads (1) u i+1 − 2u i + u i−1 h 2 = −f (x i ), i = 1, 2, . . . , n − 1, u 0 = u n = 0, h = 1 n , and it is well known that |u i − u(x i )| = O h 2 for smooth enough solution, i.e. the smaller the grid size h, the better the approximation is. However, in numerical computations we can not take h too small. Indeed, let τ be the rounding error introduced by arithmetic operations. Then the approximation error of the action of discrete second-order derivative operator can be estimated as O τ /h 2 , and the total error is O τ /h 2 + h 2 , which means that the error reaches its minimal value at h min ∼ τ 1/4 , and for the double precision τ ≈ 10 −16 we have h min ∼ 10 −4 . Smaller values of h will lead to larger errors. Therefore, one can not treat straightforwardly problems where smaller h is required, e.g. multiscale and high-frequency problems.
We propose to solve this problem by using a discretization scheme with a nonlocal stencil, that is robust for any h, but still can be efficiently implemented in a low-rank tensor format. The full list of our contributions is the following.
• We derived a new robust discretization scheme for the two-dimensional diffusiontype equation (section 2). The main idea is to rewrite the initial problem in a derivative-free formulation, which leads us to a linear system of equations with a dense matrix.
• We formulated this discretization scheme in the QTT-format, so all operations are performed with logarithmic complexity and memory (section 4), and we developed a robust Finite Sum (FS-QTT-) solver, based on this scheme.
• We proved that proposed scheme has a second order convergence with respect to the grid size (section 3), and that TT-ranks of the matrix of the corresponding linear system are bounded by a certain number, which depends on the TT-ranks of the right-hand side and of inverse of the PDE coefficients (section 4).
• We performed numerical experiments (section 5), that demonstrate robustness of the proposed scheme. FS-QTT-solver can handle up to 2 60 virtual grid points, while total computational time is around several seconds.
2. Robust discretization scheme.
Model problem. Our problem is a diffusion-type PDE with homogeneous Dirichlet boundary conditions of the form (2)
−∇ (K∇u) = f, u| ∂Ω = 0, in a bounded two-dimensional domain Ω = [0, 1] 2 , where f is a function in Ω, K is a diagonal diffusion tensor with components k x and k y , and u is an unknown scalar field.
In this section we present an informal derivation of a new discretization scheme for PDEs of the form (2) from the variational principle, and in section 3 it will be proved that the obtained scheme is equivalent in the exact arithmetic to the second order finite-difference scheme. It should be noted, that the proposed method can be generalized to other forms of coefficient K and types of boundary conditions.
Variational formulation.
The problem (2) with k x , k y , f ∈ L 2 (Ω) is equivalent to the minimization of the functional 1 (3) u = arg min
To transform (3) into a derivative-free form, we introduce two new variables
Using (4) and taking into account the homogeneous boundary conditions for x = 0 and y = 0, we can write
To enforce the homogeneous boundary conditions for x = 1 and y = 1 we have to set the following constraints
and from equations (5), (6) we have one more constraint on the new variables v x , v y
If we substitute (6) to (3), we come to the following optimization problem for the derivatives of the solution of equation (2) (10) u x , u y = arg min
with constraints (7), (8) and (9).
2.3. Discretization on the spatial grid. Now we discretize the functional (10) and constraints (7), (8), (9) on a tensor-product square uniform grid with n 2 = 2 2d nodes and with grid step h = 1/n = 2 −d , where d ∈ N. The grid for the case d = 2 is presented in Figure 1 . The solution u and the right-hand side f are discretized in upper right cell corners (are marked by blue circles in Figure 1 ) and its values are collected in vectors 2 u and f respectively
where α = 0, 1, . . . , n 2 − 1, and Derivative u x and coefficient k x are discretized on midpoints of top edges of the cells (are marked by brown squares in Figure 1 ) and are represented as vector u x and an
where
Midpoints of right edges are used for discretization of u y and k y (are marked by green triangles in Figure 1 ), and in the discrete setting these quantities are represented as u y and K y respectively
Integrals in (5) and (6) are approximated by a simple rectangular quadrature formula with nodes in upper right cell corners (blue circles in Figure 1) , and then the discretized operators B x [·] and B y [·] take the form
where I is an n × n identity matrix and B is an n × n matrix given as
for i, j = 0, 1, . . . , n−1. Integrals in (7) and (8) 
where e is a vector of ones of length n. Then, in the discrete setting, we can approximate the functional (10) by a discrete functional
and constraints (7), (8) , (9) take the form
2.4. Minimization of the functional. Theorem 1. Minimization of the functional (17)
with constraints (18) and (19) give the following formulas for the approximated derivatives u x and u y of the solution of PDE (2)
and the approximated solution u can be recovered as
where µ is a solution of a linear system
and the following definitions for the matrices are used
where I is an n × n identity matrix, E is an n × n matrix of ones, and
Proof. Let us introduce Lagrange multipliers for constraints (18) and (19) as a vector 2µ of length n 2 and vectors 2φ x and 2φ y of length n, then minimization problem for the functional from (17) is equivalent to the minimization of the unconstrained functional
Optimality conditions give us
with constraints (18) and (19) . From (28) we can express u x and u y (29)
and substituting it into (19) we have
Fortunately, the matrices
Vector a −1 denotes elementwise inversion of the vector a.
are n×n diagonal matrices, and it can be easily shown that they have the form (25), (26). We can express φ x and φ y from (30), using Q x and Q y matrices from (31)
which can be represented also in a more compact form (23), (24). Using W x and W y matrices, we can substitute the expressions for φ x and φ y into (29)
where R x and R y are came from (23) and (24). Putting (33) into (18), we get equation
which can be rewritten in the form (22) if we introduce H x and H y matrices from (23) and (24). Since u = B x u x = B y u y , and using the first equation in (33), we immediately obtain u = H x µ.
3. Connection with finite difference scheme. Let consider the same spatial grid structure as in subsection 2.3, and write a second order finite-difference scheme for the model PDE (2) in the following form
with boundary conditions
where we use notation u i,j = u(x i , y j ) for the nodal values of the unknown solution u.
At the same time, if we note that the inverse of the matrix B from (15) is a finite-difference matrix
then, taking into account homogeneous Dirichlet boundary conditions on the bottom and left boundaries of the domain, we can write for the derivatives
where I is an n × n identity matrix and J is an n × n matrix of the form J = diag([1, 1, . . . , 1, 0] T ). Using homogeneous Dirichlet boundary conditions on the top and right boundaries, we can write the matrix formulation of equation (34) as follows
Matrices A x and A y in (37) have the form
is an n × n matrix for each α = 0, 1, . . . , (n − 1), and K x , K y are discretized PDE coefficients k x and k y respectively. Lemma 2. The matrices A x and A y from (38) and (39) can be rewritten in the form
where K x,α and K y,α for each α = 0, 1, . . . , n − 1 are partitions of matrices K x and K y respectively
Proof. Using partition (43), we can rewrite diagonal matrix K x as a sum of Kronecker products
and if we substitute it to (38), we obtain
we can rewrite A x as follows
and, finally, if we notice that I = n−1 α=0 Z α , then we obtain the form (41). The proof for the matrix A y can be done by analogy. Lemma 3. The matrices H x and H y from (23) and (24) can be rewritten in the form
x,α and K 
Proof. Consider H x matrix that is defined by (23) and substitute the formula (23) for W x and (14) for B x
With partition (48) we have
Using definitions (25), and (40) of Q x and Z α matrices, and equality I = n−1 α=0 Z α , we obtain
According to the forms of Z α and Z β matrices, we can remove one summation, and finally arrive at the formula (46). For the matrix H y the proof is similar. Theorem 4. For the matrix A x from (38) and matrix H x from (23) the equality A x H x = I ⊗ J holds. For the matrix A y from (39) and matrix H y from (24) the equality A y H y = J ⊗ I holds. Here I is an n × n identity matrix, and J is an n × n matrix of the form
T ). Proof. We will use compact representations (41) and (46) for matrices A x and H x respectively. If we multiply these matrices, we have
where we introduced a matrix
Since J = I − Z n−1 we can rewrite
x,α = I we obtain
and therefore
It can be shown that JB −T E is a zero matrix, and then we have
Let us write out matrix multiplications for N α matrix (53) explicitly and consider the jth element of its last row
(55)
, that the last row of the matrix B contains all values equal to h, and that B[j, γ 3 ] is non-zero (and is equal to h) only for γ 3 ≤ j, we can rewrite
According to (25) we have q
, then from (56) we have N α [n − 1, j] = 0 for j = 0, 1, . . . , n − 1, and then Z n−1 N α is a zero matrix. Therefore we conclude from (54) that M α = J, and finally, using (50) and equality n−1 α=0 Z α = I, we obtain the required formula
If we use compact representations (42) and (47) for matrices A y and H y respectively, then an idea of the proof for the product A y H y will be almost the same, and hence it is not presented here.
The corollaries of the Theorem 4 are the following. Corollary 5. In exact arithmetic solution, obtained according to the proposed discretization scheme (21), is equivalent to the solution, obtained by the second order finite-difference discretization scheme on a uniform grid.
Corollary 6. The solution u, obtained from the formula (21), converges to the exact solution, when h goes to zero, with the second order in the exact arithmetic under standard conditions for the PDE coefficients.
4. Solver in the QTT-format.
4.1. Vectors in a low-rank format. The proposed in section 2 discretization scheme is robust for small grid steps h. Small h are required in the case when standard finite element/difference scheme converges slowly (corners, point singularities in the spatial domain, etc.). Storage of the solution when h is small can be prohibitive, we hence go to the main algorithmic contribution of the paper, and propose a "tensorbased" version of the scheme.
The right-hand side f and coefficients k x , k y of the model PDE (2) in the discrete setting are considered as the vectors f , k x and k y from (11), (12) and (13) respectively. These vectors will be represented in the memory-efficient QTT-format [14, 10] .
The concept of the QTT-decomposition looks as follows. Consider a vector x ∈ R I of the size 
After this transformation, that is also called quantization, we represent the tensor X in the low-rank TT-format [15] . A tensor X ∈ R I1×I2×...×I d is said to be in the TT-format, if its elements are represented by the formula
. . .
are three-dimensional tensors, that are named TT-cores, and integers R 0 , R 1 , . . . , R d (with convention R 0 = R d = 1) are named TT-ranks. The last formula can be also rewritten in a more compact form
where . . . For a given tensorX in the full format, the TT-decomposition (compression) can be performed by a stable TT-SVD algorithm [15] . This algorithm constructs an approximation X in the TT-format to the given tensorX with a prescribed accuracy Algorithm 1 discretization of the PDE coefficients and the right-hand side on a spatial grid in the QTT-format.
2d in the QTT-format.
τ in the Frobenius norm
but a procedure of the tensor approximation in the full format is too costly, and is even impossible for large dimensions due to the curse of dimensionality. A TT-cross method [18] can be used instead. This method is a generalization of the cross approximation method for matrices [19] 
operations for the construction of the approximation with a prescribed accuracy τ . Construction of the vectors f , k −1
(from formulas (11), (12) and (13) respectively) in the QTT-format 8 is described in Algorithm 1. First we prepare the 7 An exact TT-representation exists for the given full tensorX, and TT-ranks of such representation are bounded by ranks of the corresponding unfolding matrices [15] . Nevertheless, in practical applications it is more useful to construct TT-approximation with a prescribed accuracy τ , and then carry out all operations (summations, products, etc) in the TT-format, maintaining the same accuracy τ of the result. 8 For vectors in the QTT-format hereinafter we use bold lower case calligraphic letters (x, y, f, . . .) to emphasize that in operations of linear algebra they play the same role as ordinary vectors. At the same time, for matrices in the QTT-format (see subsection 4.2) we will use upper case calligraphic letters. T , and function tt round for the rounding of the given QTT-vector to the prescribed accuracy τ .
4.
2. Matrices in a low-rank format. The next step is to represent matrices. Even though these matrices are in general of full matrix rank, they also admit lowrank QTT-approximation, and we will use it for the effective construction of the matrices (23), (24), (25) and (26), that are involved in the formulation of the proposed discretization scheme.
The QTT-representation of matrices is defined as follows. Consider a matrix A ∈ R I×J , where
d).
We can treat this matrix as a d-dimensional tensor
9 All basic operations in the QTT-and TT-format are implemented in the ttpy package (see Table 1 with a list of the main used operations and functions with complexity estimations and TT-ranks of the result). This package is publicly available from https://github.com/oseledets/ttpy (python programming language) and from https://github.com/oseledets/TT-Toolbox (MATLAB version). 
Then we can apply the TT-decomposition in the form (59) to the tensor A
where three-dimensional TT-coresG α ∈ R Rα−1×IαJα×Rα are represented as matrices G α depending on a multi-index i α j α for α = 1, 2, . . . , d. If we reshapeG α to fourdimensional tensors G α ∈ R Rα−1×Iα×Jα×Rα , then the QTT-decomposition for the matrix A can be written as
or in the form like (58)
The QTT-representation (62) or (63) for the matrices 10 makes it possible (see [15, 14, 2] ) to formulate standard linear algebra operations, like matrix-by-vector and matrix-by-matrix product, and to solve linear systems in the QTT/TT-format. For example, matrix-by-vector multiplication x = Ay can be efficiently implemented in the QTT/TT-format. It has complexity
and TT-ranks of the resulting QTT-vector x are equal to the product of the ranks of the QTT-matrix A and the QTT-vector y:
. It should be noted, that in many cases ranks of the QTT-vector x are overestimated, and to avoid rank growth one has to reduce the ranks of the product, while maintaining accuracy. Robust TT-round algorithm [15] is available for this purpose. It has complexity
and should be used after such operations in the QTT/TT-format that leads to the growing of the ranks. In Algorithm 2 and Algorithm 3 we present a pseudo code for the construction of the matrices W x and W y in the QTT-format from the formulas (23) and (24) respectively. Function tt diag(·) constructs a diagonal matrix in the QTT-format from the given QTT-vector, function tt ones mat(s, d) is used for construction of an
QTT-matrix of all ones, and tt round function is used for rounding of the given QTT-matrix to the prescribed accuracy. Inversions of vectors q x and q y from (25) and (26) are performed by the TT-cross method (function tt cross). Notation "× 1 " in Algorithm 2 and Algorithm 3 means tensor-by-matrix multiplication. Given a tensor X ∈ R I1×I2×...I d and matrices A ∈ R I d ×I A and B ∈ R I B ×I1 , we define right-tensorby-matrix multiplication operation as follows
and left-tensor-by-matrix multiplication
Linear system construction and solution. A practical implementation
11 of the new descritization scheme in the QTT-format is described in Algorithm 4. The main steps of the computational process were formulated in Theorem 1 from section 2. To obtain the solution u of the model PDE (2) and its derivatives u x , u y in the QTT-format, we have to select a grid factor d, construct QTT-vectors f, k −1
y , that are the discrete versions of the right-hand side and inverses to the PDE coefficients k x and k y respectively. Then we calculate QTT-matrices W x and W y from (23) and (24), using Q x and Q y QTT-matrices from (25) and (26). After that, we construct QTT-matrix B from (15) 
, and then QTT-matrices R x , H x , R y and H y from (23) and (24) are calculated.
With the matrix-by-vector operation the problem of solving linear systems in the QTT-format can be formulated. For a given square matrix A ∈ R I×I and a vector f ∈ R I , that are given in the QTT-format as a QTT-matrix A and a QTT-vector f respectively, one has to find a QTT-vector x, that is an approximation of solution x ∈ R I of a linear system Ax = f . Efficient iterative solver with step-complexity
named AMEn-solver, exists [2] for such class of problems. We use this solver (function tt amen in Algorithm 4) for approximation of the solution of the linear system (22) in the QTT-format. And, finally, we construct PDE solution and derivatives from explicit formulas (21) and (20) respectively. It should be noted, that after each operation in the QTT/TT-format, TT-round procedure with accuracy τ should be performed (it is omitted in Algorithm 4 for the compactness of the presentation). and I = max α=1,2,...,d I α complexity with the result X ∈ R I1×I2×...×I d also in the QTT/TT-format (see [15] for more details). In Table 1 we present main operations with estimates for maximum TT-rank and complexity 12 . Using these estimates, 12 To construct a sum of two TT-tensors C = A + B (or a sum of a constant and a TT-tensor C = a+ B), we only need to put each TT-core of A and B into diagonal of the corresponding TT-core of C, and for the case of Kronecker product C = A⊗ B only concatenation of TT-cores is performed, Table 1 : basic operations in the QTT/TT-format.
Operation
Maximum TT-rank Complexity
we can derive the rank bounds for the matrix and the right-hand side of the linear system (22). 
is the maximum TT-rank of the discretized right-hand side of the model PDE. Proof. As presented in Algorithm 4, to construct matrix R x in the QTT-format, we use formula (23), where all operations are performed in the QTT-format. Given that r(B) = 2, r(I) = 1, r(I 2 ) = 1, and with rank estimates from Table 1 , we have
hence these operations have, formally, the zero complexity. Nevertheless, as was mentioned above, the TT-rounding procedure with complexity dIR 3 C should be done after such operations to avoid rank growth.
13 TT-ranks of the QTT-vectors qx and qy can be expressed in terms of the TT-ranks of discretized PDE coefficients kx and ky under some additional restrictions on their smoothness, using an approach similar to the one described in [9] , but this work will be reported elsewhere. where r( W x ) is the maximum TT-rank of the QTT-matrix W x . Due to Algorithm 2 we can conclude that r( W x ) ≤ r q,x , since Kronecker product does not increase TT-ranks, then
and since H x = B x R x , we obtain
Using the same idea, we can obtain a similar estimate for H y (67) r(H y ) ≤ 4 1 + r 1/k,y r q,y r 1/k,y .
Summing (66) and (67), we immediately obtain (64). Using (67) and the estimate of the maximum TT-rank for the matrix-by-vector product from Table 1 , we obtain (65).
Numerical exaples.
In this section we illustrate the theoretical results presented above with numerical experiments. We compare three different solvers:
• FS-QTT-solver, that is based on the new scheme from Algorithm 4,
• FD-solver, that is based on the finite difference discretization scheme in the standard sparse format, which is described in section 3, • FD-QTT-solver, that is the QTT-version of FD-Solver.
PDE with known analytic solution.
Firstly, we consider a PDE with known analytic solution and homogeneous Dirichlet boundary conditions
with a scalar coefficient k
and the right-hand side
It can be shown, that the problem (68), (69), (70) has exact analytic solution (71) u(x, y) = sin(w 1 x 2 ) sin(w 2 y).
We select w 1 = π, w 2 = 2π in (70) and (71), and perform calculations for different grid factor values: Table 2 . As we can see from the table, all ranks are bounded and only slightly depend on the grid factor d.
All solvers have almost the same accuracy for moderate grids according to Figure 3 , where relative errors of solution and its derivatives are presented. But for the grid factor d > 12 FD-QTT-solver becomes unstable, and the error grows. FS-QTTsolver keeps second order accuracy for PDE solution, until d = 18, where accuracy reaches the value of the selected accuracy of AMEn-solver (10 −10 ). The same conclusion can be made from the analysis of the energy functional (u, f ), that is a scalar product of the calculated solution and the right-hand side of the PDE. On the right plot in Figure 2 we present dependence of the value (u, f )−(u, f ) RE on the grid factor d, where (u, f ) RE is Richardson extrapolation under assumption
where h = 2 −d is a grid step, and, as can be seen from the figure, the value of (u, f ) − (u, f ) RE for FS-QTT-solver tends to zero with the second order convergence until d = 18.
5.2. PDE with constant right-hand side. Next, we consider one more example, that is similar to the problem (68), (69), but instead of (70), we select the case of the uniform constant source (72) f (x, y) = 1, for all (x, y) ∈ Ω.
We select 10 −6 as accuracy of AMEn-solver, and 10 −8 as accuracy for TT-round and TT-cross operations and perform calculations for the following grid factor values:
14 Effective TT-rankR of a TT-tensor X ∈ R I 1 ×I 2 ×...×I d with TT-ranks R 0 , R 1 , . . . , R d (R 0 = R d = 1) is a solution of quadratic equation
The representation with a constant TT-rankR
yields the same total number of parameters as in the original decomposition of the tensor X. Figure 4 and Table 3 represent computational results for three solvers, that were described above. FD-QTT-Solver, as in the previous example, becomes unstable for d > 12, at the same time, FS-QTT-Solver keeps second order accuracy until d = 15, and the approximate solution has bounded TT-ranks even for the case d = 30.
PDE with point source.
We consider one more model problem of the form (68) with coefficient k from (69) and with a right-hand side that is a model of four point sources
We select 10 −6 as accuracy of AMEn-solver and 10 −8 as accuracy for TT-round and TT-cross operations, and perform calculations for the following grid factor values:
• 6. Related work. Tensor numerical methods are becoming increasingly popular in various fields of science (see, for example, review [4] and book [5] ). Applications of low-rank tensor based techniques to PDEs are typically limited to multidimensional equations. In [11] the QTT-decomposition was applied for the problem of quantum molecular computations. Molecular Schrodinger equation was represented in the QTT-format, and the corresponding high-dimensional eigenvalue problem was efficiently solved by DMRG method [20] . Low-rank tensor techniques were also applied to parametric and stochastic PDEs, that arise in uncertainty quantification and optimization problems. Tensor decompositions can be used for solving these problems, for instance combined with a finite element discretisation [3, 1, 12] . The total solution error is then influenced by the finite element discretisation, the truncation of coefficient expansions and polynomial degrees, and by the tensor approximation ranks.
Tensor based approach can be applied to a low-dimensional PDEs via QTT- decomposition technique [14, 10] . In [9] it was proved, that approximate solution of elliptic problem with piecewise-analytic coefficients admit a compact QTT-representation, where a number of parameters depends polylogarithmic on the accuracy of approximation. Huge grids are required in a list of practical applications. For example, in multi-
