ABSTRACT
INTRODUCTION
In a conventional approach to control a robotic manipulator, we follow the multiple steps as follows. First, we generate a reference path that the robot end-effector should follow to accomplish a task. Second, we compute robot motion with which the robot can follow the path. Inverse kinematics is used to find the robot configuration (or joint angles) along the reference path. Third, the input signal to generate the computed motion is applied to the robot. If the feedback controller is also used, the actual position of the robot is measured and the next control input is updated to compensate the position error. In this methodology, the robotic system is usually assumed to be deterministic in the first and second steps (path and motion planning) and the actual motion error is considered only at the last step (feedback control). Since most real systems contain a certain level of stochasticity, we can achieve more accurate control of the robot by taking the system stochasticity into account in the early steps.
This idea can be explained using an analogy of archery. Let us assume that the arrow arrives at the desired location when there is no wind. Now suppose that there is wind from left to right at slightly varying speed. If we aim the center of the target, then the arrow will arrive away from the aimed position to the right due to the wind. If we repeat it, then the arrow locations on the target will form a distribution due to the varying speed of the wind. If the average location of the distribution is 10 cm away from the target center to the right, then the best shooting strategy may be to aim the left side of the target center with the distance of 10 cm. Based on this reasoning, we can design a method to find the optimal robot configuration for desired position and orientation of the robot end-effector, when the errors exist in the robot joints. By applying the method to a series of desired positions and orientations, we can generate the optimal motion of the robot manipulator.
Planning methods for path or motion of a system with uncertainty or stochasticity have been an interesting research topic. Latombe et al. [1] developed a motion planning method when the errors exist in control and sensing. They concerned how the robot configuration should move from a starting point to a goal. The efficient computation of 'preimage' that is used for backchaining was also their focus. Alterovitz et al. [2] developed a new motion planning algorithm that can be applied to the flexible medical needle which contains uncertainty in the needle motion and the environment. Other methods to generate needle paths using the system's uncertainty have been introduced in [3, 4] . The similar method to use the uncertainty to generate the path for the mobile robot was developed in [5] . All of these works generate the path or motion with which the system can move from a starting position to a goal to maximize the probability. However, it is not clear whether maximizing the probability is the best strategy in terms of targeting errors. This paper finds the robot motion that minimizes the expected error in the position and orientation of the end-effector. This idea stems from the fact that the distribution of the end-effector position and orientation due to the stochasticity in joint angles are dependent on the robot configuration.
MATHEMATICAL BACKGROUND AND PROBLEM STATEMENT
Since actual systems always contain a certain amount of disturbance or uncertainty, a better model can be obtained by including the stochastic effect in the deterministic model. A stochastic differential equation (SDE) in R n for a stochastic model is written as [5] 
where x ∈ R n and W ∈ R m . This can be obtained by perturbing the deterministic system dx/dt = h(x,t) at every value of time by noise or random forcing denoted by W(t) where W(t) is a vector of uncorrelated Wiener processes, each with unit strength and H ∈ R n×m is a matrix that scales and couples these noises. The system variable x(t) can be obtained by integrating the SDE (1), but the resulting variable x(t) will be different due to the noise term every time the SDE is integrated. Let us consider the probability density function (pdf) ρ(x,t) of x(t). The FokkerPlanck equation is a partial differential equation that governs the time evolution of the probability density function. The FokkerPlanck equation corresponding to (1) is written as
The theory was first founded by Fokker and Planck. The advancement for the methodology can be found in many references [6] [7] [8] [9] .
An alternative way to obtain the probability density function ρ(x,t) is to numerically integrate the SDE (1) a number of times and build the histogram which represents the probability density function. The numerical integration of the SDE can be done by Euler-Maruyama method [10] . Explicitly this numerical integration can be written as
where
The simple update procedure represented by these equations is the Euler-Maruyama method. Since W(t) is the Wiener process, we can conclude that ∆W i has a Gaussian distribution with zero mean and variance ∆t i , which means
To apply the stochastic model to robotic manipulators, the angle variable for the i th joint is modeled as
where ω(t) is the angular speed of the joint rotation, dW is the increment of unit-strength Wiener process, and λ determines the strength of the Wiener process. When the robotic system operates based on the inputs for angular speeds (ω i (t)) in joints from t = 0 to t = t f , the angle at time t = t f can written as
where θ d i (t f ) is the desired angle at t f which can be obtained by the deterministic model that is equivalent to (4) with λ i = 0. In addition, W i (t f ) is sampled from the Gaussian distribution with zero mean and variance λ 2 i t f . Forward kinematics based on a homogeneous transformation matrix provides the systematic and mathematical tool to compute the position and orientation of the robot end-effector using the joint angles. A 4 × 4 homogeneous transformation matrix to represent the position and orientation of the end-effector can be obtained by multiplication of the homogeneous transformation matrices between the adjacent joints as [11] 
where R ∈ R 3×3 and p ∈ R 3 represent the orientation and position of the end-effector, respectively. When the joint angles are generated by (5), the position and orientation of the robot end-effector contain the error. If we perform the robot manipulation multiple times, we can observe the distributions of the final position and orientation of the endeffector. An interesting question is whether the distributed po-
with the joint angles in (5). Intuitively, it may look obvious that we should use (5) to target
However, this intuitive solution becomes ambiguous, when there exist multiple joint angles that produce the same position p and orientation R in the redundant robotic systems. Therefore, the question to answer in this paper is as follows: 
MOTION PLANNING USING OPTIMIZATION
To solve the problem in the previous section, we first define a theorem and prove it. Theorem: A random variable X is drawn from a probability density function (pdf) ρ(x). The mean of ρ(x), µ is the optimal value that gives the minimum root-mean-square (RMS) distance from sufficiently large number of samples drawn from the probability density function, where the RMS distance is computed as
where x i is the i th sampled value and N is the number of samples. Proof: Since the minimum is of our interest, the new cost function can be written as
where y is a variable to minimize the cost, N j is the number of samples in the j th bin, x b j is the representative value of the j th bin, and m is the number of bins. Due to the law of large numbers, the approximation can be replaced with the equal sign as more samples are drawn. In addition, the distance can be expressed using the probability density function as
Using the definition of the probability density function and its mean and variance, we can expand the cost as
Therefore the minimizer is y = µ. This theorem says that when the pdf is given, the optimal value that we can target using the pdf is the mean of the pdf. This theorem can be viewed from a different perspective. What if the value that we want target has been already chosen and we want to design the optimal pdf? To solve this problem, we can define a new cost function with respect to the mean and variance as
where x d is the desired value to be targeted by sampling the pdf. Now let us connect this statistics problem with the robot motion planning. Suppose that a reference path that the robot endeffector should follow is given as
Based on the deterministic model, we can get the joint angles θ d so that
However, as aforementioned, these desired joint angles may not be the best choice, when the joint angles are perturbed by the system stochasticity as modeled in (4) . Therefore, we define the cost function
The actual joint angles are defined as
and the multiple samples for p(θ 1 , θ 2 , ..., θ n ) are drawn. Then sample mean and sample variance are used to evaluate the cost function. By minimizing the cost function, we can find the optimal θ * i (t) with which the robot end-effector can be located at the desired position, p(θ 1 , θ 2 , ..., θ n ) with the least RMS error. In this explanation, only the position is considered, but it is easy to include the orientation as shown in the following section for numerical results.
NUMERICAL RESULTS
To test the proposed method, we simulate two example redundant manipulators. The first one is a 4DOF planar robot manipulator as shown in Figure 1 . The link lengths are L 1 = 10, L 2 = L 3 = 5 and L 4 = 2. We test desired position and orientation for the end-effector. Because the serial robot arm is a holonomic and fully actuated system which means that the final configuration of the robot is independent of the motion history, this test for the position and the orientation will be sufficient to show the benefit of the new method.
The position (p) and the orientation (R) of the end-effector for this manipulator are given as
respectively. The cost function (6) obtained at the end of the previous section can be simply extended to be applied for this planer manipulator as
where ϕ d is the desired orientation of the end-effector. The parameters, α and β , in (10) are scaling factors for the position and the orientation errors of the end-effector, respectively. This extended cost function can be minimized with respect to both the position and orientation simultaneously.
For a numerical example, a set of desired position and orientation is chosen as
respectively. The variance of the Gaussian for W i (t) in (7) is set to be λ 2 i t = 0.08. The scaling factors are selected as α = β = 0.5, which means the position and orientation have the same weight. We use the Matlab function 'fmincon' to minimize the cost function (10) . The resulting position and orientation that we should target in the stochastic manipulator are computed as To compare this to the traditional approach, we also solve the inverse kinematics without considering the joint stochasticity. The joint angles are obtained by applying the Matlab function 'fsolve' to the forward kinematics formulation in (8) and (9) with the desired position and orientation in (11) and (12) . The joint angles are computed as
The resulting configurations from the two methods are different as shown in Figure 2 , and the cost (the RMS error) is reduced by 23.4% using the proposed method. By changing the scaling factors (α and β ) in the cost function(10), we can adjust the weighting of the position and orientation errors. The test results with different scaling factors are listed in Table 1 .
As shown in Table 1 , the optimization results can be varied depending on the scaling factors, α and β . It was observed that the resulting orientation is more sensitive to the choice of the scaling factors than the resulting position.
We also perform a similar test for a 7DOF spatial manipulator shown in Figure 3 . The homogeneous transformation matrix can be used to find the position and orientation of the end-effector as a function of the seven joint angles. The forward kinematics for this system is given in Appendix. The main approach is based on the homogeneous transformation and the Denavit-Hartenberg parameters [12] .
We cannot use the simply extended version of the cost function that we used in the 4DOF planar manipulator because the difference in 3D orientation should be defined carefully. To handle this issue, we add the following left-invariant distance met- ric [13] to the cost function to measure a distance between two rotation matrices:
where logR = The variance of the Gaussian for W i (t) in (7) is set to be λ 2 i t = 0.01. The scaling factors, α and β , are set as 0.1 and 0.9 respectively to obtain the optimization result. We used these values due to the observation that the large scaling factor β for orientation generated a better result in the 4DOF planer manipulator. Now let us check effects of different scaling factors on the resulting position and orientation. Table 2 shows the results of the position and the orientation obtained by different scaling factors. As seen in the resulting position vectors and rotation matrices, the rotation matrices are more sensitive than the position vectors. In addition, a larger value for β gives a better result.
The method to find the optimal configuration for the position and orientation described above can be extended to motion generation. Basically the optimization for multiple locations along a reference path is performed for the motion generation. Figure 5 shows a motion for a 4DOF planar manipulator that is following a given reference path for the end-effector. The link lengths are L 1 = 10, L 2 = L 3 = 5 and L 4 = 2. To get the initial motion, the location of the reference path is sampled at every 1/14 sec for 1 sec, and then the joint angles for each time frame are obtained from inverse kinematics without consideration of stochasticity. For the test, a reference path, r(x r , y r , θ r ,t), is defined as
where (x s , y x , θ s ) and (x f , y f , θ f ) are the starting and end poses for the end-effector, respectively. t is the time. For the motion simulations in Figure 5 and Figure 6 , we use parameters x s = 5, x f = 10, y s = 12, y f = 15, θ s = π/4 and θ f = 3π/4. Figure 6 shows the optimal motion resulting from the proposed method. At each time frame, the cost function defined in (10) is minimized with respect to the joint angles. The variance of the Gaussian for W i (t) in (7) is set to be λ 2 i t = 0.08 2 t. It is worth noting that the joint error is accumulated as time goes on. The initial joint angles for a starting point of the numerical minimization at t = 0 sec in Figure 6 is obtained from the result of the inverse kinematics at t = 0. The other initial joint angles after t = 0 sec for numerical minimization are obtained from the result of the previous time frame. This strategy guarantees that the motion from the stating time frame(t = 0) to the last frame(t = 1) is sufficiently smooth. For the fifteen time frames (t = 0 ∼ 1 sec), the average of cost reduction was 24.88%.
DISCUSSION
We can see that every example result simulated in this paper shows that the cost is decreased when the proposed method is applied. This result guarantees the manipulator can target the desired pose more accurately than the classical approach in terms of the RMS error. In this section, we will discuss more about global or local behavior for the cost function. We will verify whether the optimization of the cost function found global or local minimum. Additionally, we will further examine the function behavior in terms of possibility of minimization.
The goal of the proposed method is to find better joint angles to target desired goal position and desired orientation for the end-effector by minimizing the estimated targeting error. We confirmed that the cost in the proposed method is lower than the one in the classical inverse kinematics approach. Based on this result, it is also worth confirming if the result is global minimum. Since the proposed method is applied to redundant manipulators, the dimension of the joint space should be higher than the dimension of the workspace. All dimensional difference between the joint space and the workspace for examples used in this paper is 1. It means that we can check all possible cases of the configuration by giving a constrain to one joint angle. To check the behavior of the cost function, we evaluate all cost values by changing a joint angle(θ 1 ) by 1 degree interval and solving the minimization problem for the rest of joint angles based on the minimum RMS error. Figure 7 shows the cost plot for the varying θ 1 in the 4DOF planer manipulator. In Figure 7 we excluded the case where the end-effector cannot reach the desired target. The cost plot shows that the result obtained for the 4DOF planar manipulator by the proposed method is the global minimum. Moreover in terms of the function behavior, the cost function in the Figure 7 shows a quadratic smooth profile which means the minimization of the cost function is achievable without the concern of the effectiveness of the numerical solver.
CONCLUSION
In this work, we developed a method to generate the optimal motion for a redundant robotic manipulator to follow a reference path when the joint angles of the robot contain stochasticity. The cost function was defined as the RMS error between the desired end-effector pose and the end-effector poses sampled from the stochastic model for the robotic manipulator. We minimized the cost function with respect to the robot configuration. By stitching the optimal robot configurations for multiple positions and orientations sampled from the reference path, we generated the optimal motion for a robotic manipulator. We used a 4DOF planar manipulator and a 7DOF spatial manipulator to demonstrate the performance of the proposed method using simulation. We showed that the cost was significantly reduced in the numerical examples.
It is worth noting that the new approach in this paper is not dependent on the type of error in the joint angles. Even though we assumed that the joint errors can be simulated using the Gaussian distribution, the proposed method can be applied to any type of errors. On the other hand, the sampling method to evaluate the cost function may increase the computation time for more complex situation. Therefore the future work will be to develop a method for fast evaluation of the cost function by an analytic approach.
