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CHAPTER I
GENERAL INTRODUCTION
1.1

Background
Several studies in the past have indicated that human ledactivities such as clear

cut harvesting, deforestation, conversion of forest to other landuse types modifies
watershed hydrology and consequently impairs water quality (Bosch and Hewlett, 1982;
Costa et al., 2003; Douglass, 1974; Grace et al., 2006; Hewlett and Helvey, 1970;
Hewlett and Hibbert, 1967; Jones et al., 2009; Jones and Grant, 1996). Most of these
studies were conducted in small watersheds by using the paired watershed approach.
However, during recent years, computer simulation models are preferred over field
method because of two reasons: First, field method such as the paired watershed
approach requires two homogenous watersheds in terms of slope, aspect, soil, area,
climate, vegetation, landuse etc. Therefore, it is practically not feasible to apply this
method in large watersheds because of their spatial variation (Gao et al., 2009; Lin and
Wei, 2008; Wilk et al., 2001). Second, trees need a longer time span (>25 years) to reach
maturity (Ziemer et al., 1991), therefore, it requires one to wait for a long period of time
to understand the effect of forest harvesting such as clearcutting and to implement their
remedial measures. On the contrary, computer simulation models are able to provide
relatively quick answers to various ‘what if’ scenarios and can be applied in both small
and large watersheds (Eckhardt et al. 2003). For this reason, many studies in recent years
have used different hydrological models for quantifying changes on hydrologic and water
1

quality response following landuse/landcover change (Eckhardt et al., 2003; Fohrer et al.,
2001; Githui et al., 2009; Haverkamp et al., 2005; Kuhnle et al., 1996; Li et al., 2009;
Saleh et al., 2004; Wang et al., 2007).
The Soil and Water Assessment Tool (SWAT) model is the one of the most
widely used hydrologic model in recent years. The large amount of literature based on
SWAT indicates that it has been tested worldwide given its ability to predict hydrologic
and water quality change caused due to different land management practices, and ability
to predict crop yield/biomass(Eisenbies et al., 2006; Fohrer et al., 2001; Gassman et al.,
2007; Githui et al., 2009). These studies based on SWAT model have shown that
landuse/landcover change influences hydrologic response of the watershed with potential
implications for water quality. Likewise, SWAT model has also been tested by number of
studies for its ability to predict crop yield/biomass (Baskaran et al., 2010; Faramarzi et
al., 2010; Srinivasan et al., 2010).
The Upper Pearl River Watershed (UPRW) located in east-central Mississippi is a
large forest dominated (75%) watershed(USDA-NASS, 2009). Since different water
bodies in the UPRW ultimately drain into the Ross Barnett Reservoir (RBR), the
importance of balancing the hydrology and maintaining the water quality of this
watershed cannot be overlooked. The RBR is one of the largest surface water bodies in
Mississippi and is the main source of drinking water for the city of Jackson (MDEQ,
2010a, b; Parajuli, 2010). However, excess sedimentation from unprotected clearcut sites
or harvested sites has been identified as one the major threat to UPRW, and RBR
(MDEQ, 2000, 2007). However, none of the studies (Parajuli, 2010; Tagert, 2006)
conducted recently in this watershed have evaluated the potential impact of clearcut
forest harvesting on the hydrology and water quality of this watershed. As a note, large
2

numbers of past studies conducted in other areas by using SWAT have focused mainly on
deforestation or landuse change and are limited to small watersheds (Eckhardt et al.,
2003; Fohrer et al., 2001; Githui et al., 2009; Haverkamp et al., 2005; Kuhnle et al., 1996;
Li et al., 2009; Saleh et al., 2004; Wang et al., 2007). However, to the best of our
knowledge, little research has used SWAT to simulate the impact of clearcut forest
harvesting on the watershed hydrology and water quality response.
Clearcut forest harvesting is mainly practiced to optimize economic benefit
through timber harvesting of entire forest stand at one time. It has also been identified
one of the most appropriate harvesting operation for generating biofuel from forest
biomass (Foster et al., 2005). Even though, until recently feedstock from agricutltural
crops such as corn and soybean have been used for generating biofuel at the commercial
level in the United States (U.S), the concern over food versus biofuel from agricultural
crops have raised interest on forest biomass (Eidman, 2006; Guo et al., 2007; Joshi and
Mehmood, 2011a; Perez-Verdin et al., 2008; Pimentel et al., 2009). Furthermore, when
compared with agricultural crops, studies have reported several benefits of producing
biofuel from forest biomass, mainly due to their large resource base and high sugar yield
per unit area (Hamelinck et al., 2005; Hammerschlag, 2006). Given these benefits,
research pertaining to forest biomass assessment can be important for determining the
amount of biomass available in the watersheds. Moreover, the assessment of forest
biomass in large watersheds like UPRW which is dominated with forest might be helpful
in determining the amount of biomass that could be extracted without jeopardizing
watershed health.
As noted earlier, ability of the SWAT model to predict crop yield, particularly
agricultural crops or herbaceous crop, has been tested by number of studies in different
3

parts of the world (Baskaran et al., 2010; Faramarzi et al., 2010; Srinivasan et al., 2010).
These studies, in general, have reported about the ability of the SWAT model to
reasonably predict crop yield of agricultural crops. However, studies related to the
performance of SWAT model to predict forest biomass production are still lacking.
The performance of the model in its application can be tested by varying various
parameters that it incorporates. Since the actual value of many model parameters are
rarely known, changing the value of parameter may introduce some amount of
uncertainty in the model results (Cibin et al., 2010; Holvoet et al., 2005). Furthermore, at
times when the number of parameters are large, varying the value of each paramter can
be computationally cumbersome (Rosso, 1994; Sorooshian and Gupta, 1995). In such
case, sensitivity analysis (SA) has been identified as an appropriate approach for
identifying and ranking parameters that might have considerable impact on simulated
output (Campolongo et al., 2000; Haan and Skaggs, 2003; Saltelli et al., 2004). Besides,
it also helps in making appropriate selection of the parameter during model calibration.
Until recently, studies on SA of model parameter are limited to parameters that are
associated with hydrology and water quality (Arabi et al., 2007; Chaubey et al., 2011;
Holvoet et al., 2005; Lenhart et al., 2002; White and Chaubey, 2005). Very few studies
have performed sensitivity analysis on crop growth parameters of the SWAT model for
yield prediction of agricultural crops (Chaubey et al., 2011; Faramarzi et al., 2010; Sarkar
et al., 2011). Moreover, to the best of my knowledge, there are limited studies, if not
none, regarding the SA on crop parameters that are used for simulating forest biomass
production in the watersheds.

4

1.2

Thesis Organization
This thesis has been organized as follows. Chapter I present the general

introduction of this study. Chapter II focuses on the potential impacts of clearcut forest
harvesting on the components of hydrology and water quality. This was done by
assessing five different clearcut forest harvesting scenarios. Chapter III focuses on the
significant influence of seven crop growth parameters on forest biomass production. This
was done by using local sensitivity analysis. Further, this chapter also focuses on the
performance analysis of the SWAT model to predict potential forest biomass production.
Finally, chapter IV presents the overall conclusion and also provides few
recommendations for future research.
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CHAPTER II
HYDROLOGIC AND WATER QUALITY IMPACT OF CLEARCUT FOREST
HARVESTING IN THE UPPER PEARL RIVER WATERSHED OF
EAST CENTRAL MISSISSIPPI
2.1

Abstract
Complete removal of forest cover due to harvesting practices such as clear cutting

can have significant environmental consequences such as soil erosion, and effect on
water quality, among others. The main objective of this study was to quantify the
potential impacts of clearcut forest harvesting on the components of hydrology and water
quality of the Upper Pearl River Watershed (UPRW) located in east-central Mississippi
by using the Soil and Water Assessment Tool (SWAT) model. For this purpose,
hydrology calibration (1980-1995) and validation (1996-2008) was done by using the
monthly observed streamflow data at six USGS stations. Likewise, sediment verification
was done at one station by using 11 months of observed data. The results indicated
satisfactory performance of the model for both streamflow and sediment simulation. The
results revealed substantial hydrologic and water quality increase with increase in the
percentage of harvested area. Analysis of variance showed significant differences
between effects caused by each harvesting scenario. Multiple comparisons of the impact
from each scenario demonstrated no significant difference between 20% and 30%
scenario for all variables. However, except in the case of water yield, significant increase
was observed between 30% and 50% scenarios. These findings suggest that 30% clearcut
6

harvesting would be safer from an environmental as well as economic point of view. This
study helps stakeholders to understand what percentage of clearcut harvesting will have
significant potential impact on the hydrology and water quality of the UPRW and hence
assist them to design appropriate conservation measures.
Keywords. Forest harvesting, clearcut harvest, hydrology, water quality,
watershed, SWAT
2.2

Introduction
It has been widely accepted that different anthropogenic activities such as timber

harvesting, deforestation and reforestation, landuse change for agricultural expansion and
construction causes significant impacts to the hydrology of watersheds (Costa et al.,
2003; Githui et al., 2009). Consequently, such activities modify the hydrologic response
of the watershed, mainly due to their direct influence on evapotranspiration, interception
and infiltration (Bosch and Hewlett, 1982; Douglass, 1974; Jones et al., 2009; Jones and
Grant, 1996). For instance, Bosch and Hewlett (1982) reviewed 94 paired watershed
experiments conducted worldwide on the impact of forest cover change and reported 40
mm and 25 mm increase in mean annual water yield for every 10% change in coniferous
and deciduous forest area, respectively. Similar results have been reported by Stednick
(1996) on a review of 96 paired watershed experiments conducted in the United States
(U.S). Costa et al. (2003) in a study conducted on the impact of deforestation on
streamflow in large scale watershed in the upper Tocantins basin (175,360 km2) in central
Brazil revealed that their results were consistent with the deforestation effects on
streamflow in small watersheds. Likewise, in a study conducted on the impact of
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landuseand climate change on runoff, Githui (2008) found that landcover change, without
climate change, has accounted for about 55-68% of the change in runoff.
Moreover, forest cover change can also have significant impact on water quality
owing to the transportation of non-point source pollutants (Arthur et al., 1998; Fohrer et
al., 2001; Grace et al., 2006; Jones and Grant, 1996; Moore and Wondzell, 2005; Swank
and Johnson, 1994). For instance, Arthur et al. (1998) assessed the impact of clearcutting
in three watersheds: control, clearcut with best management practices (BMP) and clearcut
without BMP in eastern Kentucky. The authors found considerable increase in sediment
and nutrient concentration from clearcut watersheds. When compared with the control
watershed, sediment concentration was found to be 14 times higher from clearcut
watershed with BMP and 30 times higher from clearcut watershed without BMP (Arthur
et al., 1998).
Nonetheless, the response of each watershed to various disturbance is unique and
may vary under different factors such as climate, geology, topography, vegetation type
and soil properties, among others(Caissie et al., 2002; Eisenbies et al., 2006; Hewlett and
Hibbert, 1967; Stednick, 1996). For example, Stednick (1996) detected 0 to 400 mm and
306-752 mm increase in water yield following clearcutting in the Appalachian mountain
region and central plain hydrologic region, respectively. Besides, the magnitude of
impacts on the hydrology and water quality may also differ with the size of watershed as
well as the percentage of total forest cover change (Bosch and Hewlett, 1982; Caissie et
al., 2002; Lin and Wei, 2008; Stednick, 1996). As noted by Bosch and Hewlett (1982),
and Stednick (1996), at least 20% of the forest cover should be removed in order to
observe detectable change in the streamflow. However, this detectability threshold is
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based on the studies conducted in small watersheds (less than 100 km2) and may not hold
for large watersheds.
Past studies, with emphasis on landuse change (deforestation, conversion of forest
to other landuse type) in large watersheds have revealed mixed results regarding the
impacts of forest clearing, mainly on the hydrology of the watershed. For instance, Buttle
and Metcalfe (2000) in their study in Northeastern Ontraio, Canada found no significant
response of streamflow as a result offorest cover changes from 5-25% in a large-sized
watersheds (ranging from 401-11,900 km2)(Buttle and Metcalfe, 2000). Likewise, no
significant change on water yield was observed by Wilk et al. (2001) in a study
conducted in Nam Pong catchment (12,100 km2), Thailand when forest area decreased
from 80% to 27% between 1957-1995 (Wilk et al., 2001). On the contrary, some studies
have reported about the significant change in hydrologic response following forest cover
change caused by activities such as deforestation or timber harvesting. For instance,
Siriwardena et al. (2006) found a 78% increase in runoff during a post harvest period.
Likewise, Lin et al. (2008) reported a significant impact of forest clearcutting on annual
flow.
It is worth mentioning that large numbers of existing literature were based on
paired watershed approach in small watersheds(Arthur et al., 1998; Bosch and Hewlett,
1982; Douglass and Swank, 1974; Hewlett and Helvey, 1970; Hewlett and Hibbert, 1967;
Patric et al., 1984; Yoho, 1980). However, there are certain limitations on the
applications of this method in watershed greater than 1,000 km2 (Gao et al., 2009; Lin
and Wei, 2008; Wilk et al., 2001). One limitation of paired watershed approach is that it
requires two homogenous watersheds in term of slope, aspect, soil, area, landuse, climate
and vegetation (Gao et al., 2009; Li et al., 2009; Lin and Wei, 2008; Ziemer et al., 1991).
9

Therefore, this approach may not be feasible due to inherent spatial variability in large
watersheds. Another limitation is the long time span (> 25 years) required for the forest to
reach maturity, thereby requires one to wait for a long period of time before making any
conclusion regarding the impact of forest cover change on hydrology and water quality
(Ziemer et al., 1991).
Given such limitations of paired watershed approach, computer simulation models
are often preferred for assessing the impacts of forest cover change on large watersheds
since they provide quick answer to various ‘what if’ scenarios. As a result, in recent
years, effects of forest cover change caused by different human led activities on
hydrology and water quality have been predicted using various hydrological models
(Eckhardt et al., 2003; Fohrer et al., 2001; Haverkamp et al., 2005; Legessea et al., 2003;
Li et al., 2009). In general, hydrological models can be classified into three different
categories namely: empirical, conceptual and physically based distributed models
(Legessea et al., 2003). Among these, physically based hydrological models are widely
known for their ability to produce reliable results by means of representing the spatial
variability of the watershed (Eckhardt et al., 2003; Legessea et al., 2003). One of the most
commonly used hydrological models is the Soil and Water Assessment Tool (SWAT)
model. Its ability to predict impacts of landuse/landcover change on water quality and
quantity has been tested worldwide (Eckhardt et al., 2003; Fohrer et al., 2001; Githui et
al., 2009; Kalin and Hantush, 2006; Kaur et al., 2003; Kepner et al., 2004; Kuhnle et al.,
1996). These studies have reported that decrease in watershed vegetation increases water
yield, surface runoff and streamflow, thereby increasing water quality components such
as sediment and nutrients transport to downstream water bodies.

10

The UPRW is a part of the large Pearl River basin and is dominated by forest land
cover. The UPRW drains directly into the Ross Barnett Reservoir (RBR), which is the
main source of drinking water for the city of Jackson (MDEQ, 2010a, b; Parajuli, 2010).
However, excess erosion and sedimentation from timber harvesting has been identified as
one of the biggest threats to the UPRW, particularly to the RBR (MDEQ, 2000, 2007). In
2007, Mississippi Department of Environmental Quality (MDEQ) assessed the water
quality condition of the entire Pearl River Basin and reported that 19% (217 stream
miles) of streams are in poor or very poor condition (MDEQ, 2007). Furthermore, it also
shows that a large proportion of this poor condition streams are located in the UPRW.
To this point, only few studies have been conducted in the UPRW to evaluate the
hydrology and water quality variables by using a modeling approach (Parajuli, 2010;
Tagert, 2006). For instance, Tagert (2006) observed the pesticide and sediment
concentration of the UPRW by using the Annualized Agricultural Nonpoint-Source
(AnnAGNPS) runoff model. Parajuli (2010) assessed the sensitivity of the hydrologic
responses to climate change and reported that the hydrology of this watershed is highly
sensitive to potential future climate change. However, none of these studies have assessed
the impact of forest harvesting on the hydrology and water quality of the UPRW.
Furthermore, as earlier mentioned, large numbers of studies have used the SWAT model
to assess impacts associated with landuse/landcover change on hydrology and water
quality (Fohrer et al., 2001; Githui et al., 2009; Haverkamp et al., 2005; Kuhnle et al.,
1996; Oerung et al., 2011). However, to the best of my knowledge limited research has
used the SWAT model to predict impacts of forest clear cutting on hydrology and water
quality of the watershed.
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Therefore, to fill this gap in knowledge, this study aimed at quantifying the
potential impact of clearcut forest harvesting on the components of hydrology and water
quality by assessing five different clearcut scenarios. The effect of clearcutting on the
hydrology was evaluated in terms of the response of water yield and streamflow. The
effect on water quality was evaluated by assessing change in sediment load and sediment
yield. This study had identified the proportion of watersheds that can be harvested
without significantly impacting the hydrologic and water quality components of the
UPRW. Thus, this might help stakeholders to develop cost effective management
strategies to minimize potential impacts of clearcut forest harvesting at the outlet as well
as over the entire watershed.
2.3
2.3.1

Materials and Methods
Study Area
The UPRW has an area of 7,885 km2 and is located in east-central Mississippi

(Figure 2.1). The UPRW originates from the headwater in Choctaw and Winston counties
in Mississippi and flows down to the RBR (MDEQ, 2007). The watershed covers eleven
counties of Mississippi namely: Choctaw, Attala, Winston, Leake, Neshoba, Kemper,
Madison, Rankin, Scott, Newton and Noxubee. Forests are the major landuse in the
watershed, accounting for about 75% of the total watershed area. Longleaf pine, mixed
pine-hardwood, dense cypress-Tupelo swamps and bottomland hardwood are the most
common types of forest in the watershed (MDEQ, 2007). Other landuse types of the
watershed include pasture (19%), and urban and others (6%). The dominant soil texture
of the UPRW is fine sandy-loam and silt loam. The mean elevation of the UPRW is about
133 m, with minimum and maximum elevation of 78 m and 221 m, respectively.
12

Figure 2.1

2.3.2

Location map of the Upper Pearl River Watershed showing climate
stations, USGS gage stations, highway and reservoir

SWAT Model
The SWAT Model version 2005 (Neitsch et al., 2005) was used in this study. The

SWAT model has been describe as a physically based, watershed scale hydrological
model that requires spatially distributed datasets such as topography, landuse, soil and
weather (Arnold et al., 1998). SWAT delineates and divides the entire watershed into
sub-watersheds/sub-basins which are further subdivided into number of hydrologic
response units (HRUs). The HRUs are the smallest unit within each sub-basin and are
assumed to be homogenous with respect to their hydrologic properties (Eckhardt and
Arnold, 2001; Neitsch et al., 2005). The HRU’s are created by combining unique landuse,
soils and topography within the sub basin (Neitsch et al., 2005).
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The SWAT is used for analyzing long term effects of management practices on
water, sediment, and agricultural chemical yields in large watersheds and river basins
(Arnold et al., 1998; Borah and Bera, 2003). The model is physically based and operates
on a daily as well as on annual time steps to predict hydrology, water quality and crop
growth (Fohrer et al., 2001; Spruill et al., 2000). It consists of three main components
namely: sub-basin, reservoir routing, and channel routing, which are further divided into
a number of sub-components. For instance, the sub-basin component consists of SWAT
consists of eight sub-components: hydrology, weather, sedimentation, soil temperature,
crop growth, nutrients, pesticides and agricultural management (Arnold et al., 1998;
Borah and Bera, 2003; Neitsch et al., 2005; Spruill et al., 2000).
The major hydrologic processes that are simulated by the SWAT are: surface
runoff, percolation, lateral subsurface flow, groundwater flow, snowmelt,
evapotranspiration, transmission losses and ponds (Arnold et al., 1998; Spruill et al.,
2000). The SWAT simulates hydrological component based on the soil water-balance
equation at each time step (Arnold et al., 1998; Neitsch et al., 2005) (Equation 2.1).
SW

SWO

∑

R

Q

E

W

Q

[2.1]

Where SWt is the final soil water content (mm), SW0 is the initial soil water
content on day i (mm), t is the time (days), Rday is the amount of precipitation on day i
(mm), Q surf is the amount of surface runoff on day i (mm), Wseep is the amount of water
entering the vadose zone from the soil profile on day i (mm), and Qgw is the amount of
return flow on day i (mm).
The SWAT computes surface runoff volume by using the modified United States
Department of Agriculture (USDA) soil conservation service (SCS) runoff curve number
(CN) method (Equation 2.2) or the Green-Ampt infiltration method (Arnold et al. 1998;
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Neitsch et al. 2005). The SCS curve number is is determined by soil permeability,
landuse, and antecedent soil water conditions. Higher curve number indicates higher
surface runoff potential and less infiltration (Arnold et al., 1998; Borah and Bera, 2003;
Neitsch et al., 2005; Parajuli, 2010).
.

0.2

.

[2.2]

Where Q is the daily surface runoff (mm), R is the daily rainfall (mm), and S is a
retention parameter. The retention parameter (S) varies spatially due to variation in soils,
landuse, management and slope. It also varies with time due to changes in soil water
content. The surface runoff occurs when R is greater than 0.2S. The retention parameter
is defined as:
25.4

10

[2.3]

Where, CN is the curve number for the day, the constant 25.4 in equation 2.3 gives S in
mm
Sediment yield is predicted by using the Modified Universal Soil Loss Equation
(MUSLE) for each HRU (Williams and Brendt, 1977) (Equation 2.4). The MUSLE
predicts the amount of soil eroded in HRU that are likely to be delivered into the channel
(Wang et al., 2010). In the channel network, transported sediment is simulated as a
function of deposition and degradation. The channel peak velocity determines the amount
of maximum sediment that can be transported from reach (Neitsch et al., 2005). The
SWAT computes deposition and degradation in either of the two ways: first by assuming
same channel dimension for the entire simulation and second by updating channel
dimensions through the simulation (Wang et al., 2010).
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.

11.8

[2.4]

Where, Y is the sediment yield from the HRU on a given day (metric tons), Qsurf is the
surface runoff column for the HRU (m3) qpeakis the peak flow rate for the HRU (m3/s),
areahruis the area of the HRU (ha) K is the soil erodibility factor, C is the crop and
management factor, PE is the erosion control practice factor, LS is the slope length and
steepness factor, and CFRG is the coarse fragment factor.
Actual evapotranspiration (AET) is computed from potential evapotranspiration
(PET) by using any of the following three different methods namely: Penman-Monteith
method, Priestley-Taylor method and Hargreaves method. The AET represents the water
that is actually removed from HRU through evaporation from the plant canopy,
transpiration, and evaporation from the soil (Arnold et al., 1998; Wang et al., 2006).
While calculating AET, SWAT first evaporates intercepted water in the canopy and in the
next step it calculates maximum amount of transpiration and soil water evaporation.
Transpiration is a linear function of LAI, root depth, soil water content and PET, whereas
soil-water evaporation is an exponential function of soil depth, soil water content and soil
cover index (Arnold et al., 1998; Wang et al., 2006).
The SWAT simulates pollutants such as surface runoff, sediment, and nutrient
first at the HRU level and later aggregates them at the sub-basin level (Parajuli, 2010).
The predicted pollutants are then routed through stream channel networks to the outlet for
predicting total pollutant for entire watershed (Arnold et al., 1998; Neitsch et al., 2005;
Parajuli, 2010). Detail on each SWAT model component and sub-component can be
found in Nietsch et al. (2005). In this study, SCS curve number method was used to
estimate surface runoff; the Penman-Monteith method was used to estimate potential
evapotranspiration (PET); and the Muskingum method was used for channel routing.
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2.3.3

Model Input
The SWAT operates on the Geographic Information Systems (GIS) interface and,

therefore, requires various sets of spatial datasets (e.g. DEM, soil and land cover).
Furthermore, SWAT also requires non-spatial datasets such as precipitation, minimum
and maximum temperature, wind speed, snow and relative humidity. For this study,
USGS 30 m × 30 m DEM (USGS, 1999) was used for delineating entire watershed
boundary, creating sub-watershed, defining stream network and for determining different
topography related information such as slope and angle (Figure 2.2a).
The land cover data layer for the UPRW was obtained from U.S. Department of
Agriculture, National Agricultural Statistics Service (USDA-NASS, 2009). Cropland data
layer of year 2009 was used to develop land use data of the studied watershed. The
obtained cropland dataset consists of more than 25 different landuse types in the UPRW;
however landcover map in Figure 2.2b shows only 6 major landuses in the watershed.
The State Soil Geographic Database (STATSGO) available within the SWAT 2005
database was used for creating soil database (USDA-NRCS 2005). For the UPRW, the
STATSGO data layer consists of 28 different classes; however, Figure 2.2c shows only
18 major classes of soils in the watershed.
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Figure 2.2

Representation of (a) Digital Elevation Model, (b) Landcover types, (c)
Soil class, (d) Watershed delineation and weather stations of the Upper
Pearl River Watershed

Observed daily precipitation and temperature data were obtained from National
Climatic Data Center (NCDC) for a period from 1980 to 2010. Based on the availability
of continuous data, daily precipitation data were obtained from ten rainfall stations:
Ackerman, Canton, Carthage, Forest, Gholson, Kosciusko, Louisville, Newton,
Philadelphia and Walnut Grove. Likewise, observed daily temperature data were obtained
from seven climate stations namely: Carthage, Canton, Forest, Kosciusko, Louisville,
Newton and Philadelphia (NCDC, 2010). However, the model used precipitation and
temperature data from only five stations in this study (Figure 2.2d). The mean annual
precipitation of the watershed is approximately 1,367 mm for the period from 1981-2010,
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with 907.55 mm (1983) and 2,001.03 mm (2007) as the minimum and maximum annual
average precipitation, respectively.
2.3.4

Statistical Analysis
The performance of the SWAT model in predicting simulated versus observed

data was computed by using widely used model efficiency statistics, i.e., coefficient of
determination (R2) (Equation 2.5) Nash-Sutcliffe model efficiency index (NSE)
(Equation 2.6), Root mean square error (RMSE) (Equation 2.7), and percent bias
(PBIAS) (Equation 2.8) (Gupta et al., 1999; Moriasi et al., 2007; Nash and Sutcliffe,
1970; Parajuli, 2010).
∑
∑
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Where, Oi is the observed flow value and O is the mean of the observed value, Pi denotes
the model predicted flow value and P is the mean of the model predicted value for the
total simulated period and n is the number of observation.
The R2 describes the consistency between observed and model predicted values
(Parajuli, 2010; Srinivasan et al., 2010) and determines what proportion of total variance
in the observed data is explained by the predicted data. The value of R2 can range from 0
to 1 and closer the value to 1, better is the goodness of fit between predicted and observed
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value. On the other hand, if the value of R2 close to zero, the model prediction is
considered unacceptable or poor (Santhi et al., 2001).
The NSE determines the predictive power of model as it indicates how well the
observed versus predicted values fit the 1:1 line (Nash and Sutcliffe, 1970). The value of
NSE can range from -∞ to 1, where -∞ indicates poor model performance and 1 indicates
perfect model performance (Moriasi et al., 2007; Parajuli, 2010; Srinivasan et al., 2010).
The predicted value is considered acceptable when the value of NSE ranged between 0
to1 and closer the value of NSE to 1, higher is the accuracy of the predicted values. A
positive NSE indicates that the simulated data mean is a better predictor than the
observed data mean, while a negative value indicates that simulated data is less reliable
than that of the observed data. In such case, performance of the model is not acceptable
(Moriasi et al., 2007; Parajuli, 2010; Santhi et al., 2001). Generally, monthly model
performance is considered as excellent for NSE greater than 0.90, very good for NSE
between 0.75-0.89, good for NSE 0.50-0.74, fair for NSE 0.25-0.49, poor for NSE 0-0.24
and unsatisfactory for NSE less than 0 (Moriasi et al., 2007; Parajuli et al., 2008; Parajuli
et al., 2009).
The RMSE describes the average error between model predicted value and
observed value in the unit of the variables (Singh et al., 2004). The RMSE indicates the
deviation of slope from 1:1 line (Parajuli, 2010). The value of RMSE is always positive.
When the model predicted value match well with the observed values, RMSE is closer to
zero and hence model predicted values possesses small error (Moriasi et al., 2007;
Parajuli, 2010; Singh et al., 2004).
The average tendency of simulated data to be larger or smaller than the observed
counterpart is measured by PBIAS (Gupta et al., 1999). It is a deviation of the data being
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evaluated and can be either positive or negative (Moriasi et al., 2007). Positive value
signifies underestimation of bias where as negative value denotes overestimation of bias
by the model (Gupta et al., 1999; Moriasi et al., 2007; Srinivasan et al., 2010). Model
performance is considered very well when PBIAS is small, with 0 being the optimal
value. Generally, when the value of PBIAS is ±25 % for streamflow, ±55 % for sediment,
± 70 % for nitrogen and phosphorus, model performance is considered acceptable
(Moriasi et al., 2007).
2.3.5
2.3.5.1

Model Performance Analysis
Streamflow Calibration and Validation
Streamflow calibration was done by using average monthly observed streamflow

data obtained from six USGS gage stations: Burnside, Edinburg, Ofahoma, Kosciousko,
Carthage, and Lena. The average of mean annual streamflow for a period of 1981-2010
from five stations, with an exception of Lena station, was 26.50 m3/sec, and varies from a
minimum of 7.95 m3/s (1988) to a maximum of 76.07 m3/s (1983), respectively (Figure
2.3). The streamflow data at Lena station were available only for a period of 19982010.Figure 2.3 graphically demonstrates the average observed streamflow and
precipitation data of five USGS stations obtained for 30 hydrological years. This figure
illustrates that the fluctuation in annual average streamflow changes with precipitation
indicating precipitation as an important hydrologic input for the model to predict
streamflow.
The calibration process was done manually for a period from 1980-1995, except
for Lena station from 1998-2002. In order to minimize the initial unknown conditions
such as antecedent soil moisture and initial ground water table height, the first year of
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model simulation, following Kalin and Hantush (2006), was considered as model warm
up period and was excluded at the time of statistical analysis. During the calibration
process, streamflow parameters were adjusted continuously within the given range in
order to obtain a good fit between predicted and observed average monthly streamflow.
The parameters that were modified during model calibration process are presented in
Table 2.1. Furthermore, the sequence of parameter adjustment followed the same
sequence as shown in Table 2.1. The final value of each model parameter that showed
optimal model efficiency during the calibration period was used for model validation
without their further modification. Model validation was performed for a period from
1996-2008, except at Lena station from 2003-2008.
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Figure 2.3

Observed annual precipitation and mean annual streamflow of the Upper
Pearl River Watershed
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Table 2.1
No.

Parameters
1.

I.
II.
III.
IV.
V.
VI.
VII.
2.
3.
4.
5.
6.

Adjusted parameters’ range, default values, and final values adjusted for
monthly streamflow calibration and validation
Range

Curve number (CN)
Deciduous forest (FRSD)
Evergreen Forest (FRSE)
Mixed Forest (FRST)
Wetland Forest (WETF)
Pasture (PAST)
Corn (CORN)
Residential Medium Density (URMD)
Soil evaporation compensation factor
(ESCO)
Base flow alpha factor (ALPHA-BF)
Ground water “revap” coefficient
(GWREVAP)
Threshold depth of water in the shallow
aquifer (GWQMIN)
Surface runoff lag coefficient (SURLAG)

Default
value

Final
value

70-77
70-77
70-77
70-77
74-86
85-90
77-94

83
77
79
83
84
83
79

77
70
73
77
79
89
92

0-1

1

0.4

0-1

0.048

0.9

0-1

0.02

0.2

0-5000

0

1000

1-12

4

1

Curve number (CN), soil evaporation compensation factor (ESCO), base flow
alpha factor (ALPHA_BF), surface runoff lag coefficient (SURLAG), ground water
‘revap’ coefficient (GW_REVAP) and threshold depth of water in the shallow aquifer for
baseflow(GWQMIN) were modified during model calibration. These parameters were
selected based on the earlier studies conducted in the same watershed (Parajuli, 2010)
and in other similar watersheds (Gassman et al., 2007; Saleh et al., 2004; Santhi et al.,
2001). Thus, these values are assumed to have less variability and thereby likely to
represent the field situation of the study area more realistically. The streamflow
calibration was performed by adjusting CN parameters for different landuses such as
pasture, deciduous forest, evergreen forest, mixed forest, residential medium density,
24

wetland forest and corn in the entire sub-basins of the watershed. Different CN were
assigned for different landuses based on the optimal efficiency shown by the model for
each landuse. The CN is a parameter that balances soil moisture and allows modifying
the moisture condition of the soil for predicting surface runoff. Thus, the value of CN
depends on the antecedent moisture condition of each landuse type. When the value of
CN is reduced, less water become runoff from the surface and vice versa (Neitsch et al.,
2005).
The ESCO allows the model to modify depth distribution in such a way that the
evaporative demand of the soil layers is met and for this study, it was set to 0.4. The
model is able to extract more of the evaporative demand from lower boundary of the soil
layer when the value of ESCO is reduced. The ALPHA_BF is a base flow recession
constant and is a direct index of groundwater flow response to changes in recharge. The
value of ALPHA_BF ranges from 0.1-0.3 for land with slow response to recharge and
from 0.9-1.0 for land with rapid response to recharge. In this study, the value of
ALPHA_BF was set to 0.9. The SURLAG is the surface runoff lag coefficient and
controls the fraction of the total available water that will be allowed to enter the reach on
any given day. In this study, the value of SURLAG was set to 1. As the value of
SURLAG decreases, water held in the storage is more and vice versa (Neitsch et al.,
2005).
The GW_REVAP allows the movement of water from the shallow aquifer into the
overlying unsaturated zone. When the value of GW_REVAP is close to zero, the
movement of water from the shallow aquifer to the root zone is restricted. On the other
hand, the rate of water transfer from the shallow aquifer to the root zone approaches the
rate of potential evapo-transpiration as its value approaches to 1. In this study, value of
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GW_REVAP was set to 0.2. The GWQMN is required in order for return flow to occur.
Flow of ground water to the reach is allowed only at the time when the depth of water in
the shallow aquifer is equal to or greater than GWQMN (Neitsch et al., 2005).
2.3.5.2

Sediment Verification
The observed sediment data were collected manually from one sample point at

two weeks interval for one year from February to December 2010. The sample point was
located at nearby USGS gage station named Lena (02483500). The water quality samples
collected bi-weekly were analyzed at State Chemical Lab in Mississippi State University
to determine daily total suspended sediment (TSS). The observed TSS values were later
converted into sediment loadinoreder to be in consistent with the SWAT output.
Moreover, due to the limited availability of observed data for each month, daily empirical
data were created for the entire month by using power equation of observed data. The
power equation was chosen over other equations because differences between the sums of
the total observed available data and the empirical data as well as the average between
the data for the same period were very close to each other when this equation was used.
Model performance to simulate sediment load was done by adjusting parameters
that were reported as being sensitive for sediment simulation by the earlier studies
(Oerung et al., 2011; Santhi et al., 2001; Setegn et al., 2009; Wang et al., 2010).The
parameters that were modified during sediment verification process along with their
range, default value and final value are presented in Table 2.2. The parameters that were
adjusted for sediment simulation were: universal soil loss equation (USLE) crop
management factor (C) coefficient in sediment transport equation (SPCON), exponent in
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sediment transport equation (SPEXP), and universal soil loss equation (USLE) support
practice factor (P).
The SPCON can be explained as a linear parameter that is used to calculate the
maximum amount of sediment that can be reentrained during channel sediment routing
(SPCON). The SPEXP is the exponent in sediment transport equation and is defined as
an exponential parameter for calculating channel sediment routing. The USLE_C is the
universal soil loss equation crop management factor and the USLE_P is the universal soil
loss equation support practice factor. The higher value of USLE_C and USLE_P, higher
is the rate of soil erosion and vice versa.
Table 2.2
No
1

2
3
4

Parameters’ range, default values, and final values adjusted for sediment
verification
Parameter

Universal soil loss equation (USLE) crop
management factor (C)
I.
Forest (deciduous forest, evergreen
forest, mixed forest, wetland forest)
II. Pasture
III. Corn
Coefficient in sediment transport equation
(SPCON)
Exponent in sediment transport equation
(SPEXP)
Universal soil loss equation (USLE)
support practice factor (P).
I.
Forest (deciduous forest, evergreen
forest, mixed forest, wetland forest)
II. Pasture
III. Corn
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Range

Default
value

Final
value

0.001-0.5
0.001-0.5
0.001-0.5
0.0001-0.01

0.001
0.001
0.2
0.0001

0.003
0.003
0.5
0.0003

1-1.5

1

1.5

0-1

1

0.5

0-1
0-1

1
1

0.5
0.8

2.3.6

Scenario Simulation
Scenario analysis provides an ability to identify the range of potential impact that

is likely to be caused by different scenarios at one time (Kepner et al., 2004). For the
purpose of this study, five hypothetical clear cut forest harvesting scenarios were
simulated: (a) 10 % clearcut forest harvesting, (b) 20 % clearcut forest harvesting, (c) 30
% clearcut forest harvesting, (d) 55 % clearcut forest harvesting, and (f) 75% clearcut
forest harvesting (Figure 2.4). The percent in each scenario represents the percentage of
total forest area that is likely to be cleared annually from the forested area of the
watershed. First three scenarios (10%, 20% and 30%) were simulated based on the
assumptions that they will have limited implications on the quantity and quality of water
in the watershed. As mentioned earlier that at least 20-30% of the forested area should be
cleared in small watershed (<100 km2) in order for detecting measurable change in
hydrology. Therefore, it would be interesting to see wheather the same result will hold for
large watersheds like the UPRW.
The other two scenarios (55% and 75%) represent the impacts of extreme clearcut
forest harvesting situations within the studied watershed. These scenarios are expected to
cause the greatest impact on the hydrology and water quality of the watershed. The
selection of these scenarios was motivated by the findings of earlier studies that were
conducted in large watershed and have reported mixed response of hydrology to forest
clear cutting (Buttle and Metcalfe, 2000; Lin and Wei, 2008; Siriwardena et al., 2006;
Wilk et al., 2001). It is noteworthy, however, to mention that the percent scenario in this
study does not represent clearcut forest harvesting that had happened in the past, but
indicates the scenario that might possibly happen in the future. Thus, it was anticipated
that the assessment of the potential effect of different clearcutting scenarios on
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streamflow, sediment load, water yield and sediment yield would help to identify the
critical limit of clear cutting that could have significant environmental implications in the
studied watershed.
Sub-basins for implementing each percent scenario were first selected randomly.
However, due to different area distribution of each sub-basin ranging from 0.61 – 821
km2, this method did not accurately reflect the percent scenario required for this study.
When selected randomly, percentage of forest area covered by sub-basins selected for
10% scenario was found to be higher than that of the percentage of area covered by subbasins selected for 20% scenario. Thus, to avoid such inconsistencies and to better
represent each scenario, stratified random sampling was done by creating strata of subbasins based on their size. Later, sub-basins were selected randomly from the strata. For
instance sub-basins ranging in size from 0-100 km2 were considered as one stratum.
Likewise sub-basins with area between 700-800 km2 were considered as another stratum.
This method resulted in a total of 8 strata: 0-100, 100-200, 200-300, 300-400, 400-500,
500-600, 600-700 and 700-800 km2.
Once the sub-basins were selected, the proposed scenarios were applied only in
forested HRUs of selected sub-basins keeping other land cover unchanged (Figure 2.4).
The details of the total forest area clearcut under each scenario along with the percentage
of total forest area and total watershed area are presented in Table 2.3. The total forest
area of the UPRW is 4,946 km2 which includes area covered by only three types of
forest: deciduous forest (FRSD), evergreen forest (FRSE) and Mixed forest (FRST).
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Table 2.3

Area details of the clearcut forest harvesting scenarios

Clearcut
Scenario
0%
10 %
20 %
30 %
55 %
75 %

Figure 2.4

Forest area clear cut
under each percent
scenario (Km2)
0
488
992
1466
2707
3718

Total forest area
clearcut under each
scenario (%)
0
10
20
30
55
75

Total watershed area
clearcut under each
scenario (%)
0
6
13
19
34
47

Spatial distribution of sub-basins selected for clearcut forest harvesting
scenarios.

For scenario simulation, SWAT model was ran by adjusting parameters in the
crop database (crop.dat) and management file (.mgt) in such a way that they correspond
to the proposed scenario as well as the local situation (Fohrer et al., 2001; Legessea et al.,
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2003). Table 2.4 demonstrates the parameters that were adjusted during scenario
simulation.
Table 2.4
SN
1
2
3
4
5

Crop growth parameters adjusted for scenario simulation
Parameter

BLAI
LAI_INIT
BIO_INIT
Current age
Mature age (MAT_YRS)
a. Deciduous Forest
b. Evergreen Forest
c. Mixed forest

Default value

Value used

5
0
0
0

8
4
1000
10

10
30
50

40
40
40

Clearcut forest harvesting, as its name implies the removal of standing trees from
the forestland in a single harvesting operation (Foster et al., 2005). For this reason, areas
with forested HRUs in the selected sub-basins under each scenario were assumed to have
no growing crops and were simulated for 31 years from 1980 to 2010. The change in
response of hydrologic and water quality was then evaluated by taking an average of the
entire simulated years. As a note, in reality, some logging residues are generally left in
the ground after harvesting which, to some extent, might prevent surface runoff and soil
erosion after clear cutting. However, because of the limitation of assigning this situation
in the model, forested HRUs of selected sub-basins were presumed to have no residues
left on the ground after clearcutting. Furthermore, implementation of any type of forestry
BMP following clearcut harvesting was not been considered in this study.
Implementation of BMP’s are considered to be effective in reducing sediment
transportation to the waterbody by means of reducing sediment delivery from the
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harvested sites (Anderson and Lockaby, 2011). Hence in this study, an increase in water
and sediment components under each scenario can be expected to be higher than a real
field situation. Thus, cautious interpretations of the results are suggested.
2.4
2.4.1

Result and Discussion
Streamflow
Streamflow calibration was done by using parameters shown in Table 2.1 to

improve the objective functions: R2, NSE, RMSE, PBIAS. The model performance in
predicting streamflow was evaluated on a monthly basis at six USGS gage stations.
Based on the performance classification outlined by Moriasi et al., 2007, the calibrated
SWAT model for the UPRW showed good (Ofahoma and Kosciousko station) to very
good (Edinburg, Burnside and Carthage stations) performance with values of R2 and NSE
ranging from 0.58 to 0.82 and 0.53 to 0.83, respectively (Table 2.5). Likewise, SWAT
model also showed reasonably good performance during validation period, except at the
Burnside and Kosciousko stations, with the value of R2 and NSE ranging from 0.36-0.68
and 0.37-0.64, respectively (Table 2.5). Figure 2.5 graphically illustrates observed versus
simulated mean annual streamflow at six USGS gage stations located in the UPRW. The
simulated streamflow followed a similar trend as that of the observed streamflow with
frequent over and under prediction during both calibration and validation periods (Figure
2.5).
The result on RMSE revealed minimum level of average errors during both
calibration and validation period. The value of RMSE ranged from 13.60 to 44.30 m3/s
and 12.31 to 52.44 m3/s during calibration and validation period, respectively (Table 2.5).
Similarly, the PBIAS was found to be within ± 25 % except for the Ofahoma station
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during the validation period. The value of PBIAS ranged from -2.70 % to -20.67 % and
0.09 % to -36.98 % during calibration and validation periods, respectively (Table 2.5).
This suggests that the model has overestimated bias at all six stations during the
calibration period. Likewise, except at the Burnside, Edinburg and Lena stations, similar
result of PBIAS was observed during the validation period.
Table 2.5

Station

Model performance during streamflow calibration and validation at six
USGS stations

R2
Burnside
0.78
Carthage
0.81
Edinburg
0.82
Kosciousko 0.58
Lena
0.72
Ofahoma
0.72

Calibration Period
RMSE
NSE (m3/s) PBIAS(%)
0.75 13.6
-9.90
0.83 32.63
-2.70
0.83 20.90
-4.50
0.53 13.27
-22.91
0.72 44.30
-1.20
0.70 14.96
-20.67

R2
0.36
0.64
0.59
0.49
0.67
0.68

Validation Period
RMSE PBIAS(
NSE
(m3/s)
%)
0.37 18.48
9.85
0.63 34.97
-11.06
0.64 24.74
0.09
0.35 12.31
-15.29
0.54 52.44
4.89
0.43 14.93
-36.98

The SWAT simulated average daily streamflow at six spatially distributed USGS
gage stations consisted of a total 10,227 runoff events for the period from 1981-2008. For
the analysis of peak flow event (>100 m3/s) (Parajuli, 2010), runoff events greater than 1
m3/s of streamflow were considered in this study. This resulted in a total of 6,750 runoff
events with 800 (11.85%) peak flow events. The 1 m3/s limit for runoff events was
imposed to avoid the presence of small runoff events that are typically less likely to have
serious impacts on the stream. Out of 800 peak flow events, 77 events (9.67%) were
under predicted and 723 (90.38%) were over predicted by the model.
The performance of the SWAT model to predict streamflow in this study appears
to be consistent in term of the R2, NSE and RMSE values with the earlier study
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conducted by Parajuli (2010) in the same watershed. Furthermore, SWAT performance
was also found to be consistent with large number of scientific literatures documented for
SWAT by Gassman et al. (2007). Overall, the results indicated that SWAT performed
reasonably; therefore, this model was used for further analysis of the impact of clearcut
forest harvesting scenarios on the components of hydrology and water quality with
minimum bias and adequate accuracy.

a) Kosciousko

b) Burnside

Figure 2.5

Observed and simulated annual streamflow at six USGS stations during
model calibration and validation (a) Kosciousko, (b) Burnside, (c)
Edinburg, (d) Ofahoma, (e) Carthage, and (f) Lena.
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c) Edinburg

d) Ofahoma

e) Carthage

Figure 2.5 (continued)
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f) Lena

Figure 2.5 (continued)

2.4.2

Sediment
Sediment verification was done on a monthly time scale by running model for two

years (2009-2010) considering year 2009 as model warm up period. Figure 2.6
graphically illustrates the trend of observed and simulated monthly sediment load at the
outlet of the Lena station. Simulated sediment load followed a similar trend to observed
sediment load, except in the month of February and March in which model has underpredicted sediment load. Results indicate that there is good agreement between simulated
and observed sediment load with R2 value of 0.91 (Figure 2.7). Model verification results
presented in Table 2.6 reveales that the model was able to simulate monthly sediment
load with the difference between mean or PBIAS less than (-) 5%. Moreover, the lower
value of PBIAS also indicates that the model was able to simulate sediment load with
minimum bias. The negative value, however, indicated that the model has over-predicted
bias. Furthermore, the value of Nash-Sutcliffe efficiency index of 0.90 indicated that the
model was able to simulate monthly sediment load with higher degree of accuracy as it
shows good fit between the simulated and observed data.
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Figure 2.6

Trend showing observed and simulated monthly sediment load during
model verification

NSE = 0.90

Figure 2.7

Correlation between observed versus simulated monthly sediment load
during model verification

Overall, the model showed good performance in predicting monthly sediment
load indicating that the model can be further used to predict the effects of clearcut forest
harvesting on sediment load and sediment yield with minimum bias. However, the
availability of limited sediment data for model performance verification hinders in
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making some robust conclusions about the impacts related to forest harvesting on
sediment component. Thus, the impact on sediment load and sediment yield due to forest
harvesting need to be regarded with care.
Table 2.6

Model performance during sediment load verification
Average

Standard deviation

R2

NSE

PBIAS

Observed

5905.80

10953.03

0.91

0.90

-4.37

Simulated
Difference
(%)

6163.60

9271.73

-4.37%

15.35%

2.4.3

Scenario Analysis
Given that model performance for predicting streamflow and sediment load was

found satisfactory, calibrated SWAT model was further used to simulate the impacts of
clearcut forest harvesting on streamflow, sediment load, water yield and sediment yield.
The calibrated SWAT model was considered as a base scenario and all scenarios were
simulated using the same input data. The potential effect of each scenario was quantified
by computing the average difference between the base scenario and the respective
scenario. Provided that same inputs were used for all scenarios including the base,
difference in hydrologic and water quality components between the base and all other
scenarios was obviously the cause of clearcut forest harvesting. The potential impacts of
clearcut forest harvesting on the hydrologic and water quality components were assessed
at the outlet of the watershed, and over the entire watershed.
2.4.3.1

Effect at the Watershed Outlet
The potential impacts of each scenario on mean annual streamflow and mean

annual sediment load were assessed at the outlet of the UPRW which is located at the
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head of the RBR. Figure 2.8 and Figure 2.9 demonstrate positive correlation between the
scenarios and their impacts on streamflow and sediment load. As expected, the most
significant increase in streamflow was observed in the 55% and 75% clearcut scenario. It
increased by 638 mm (145%) and 822 mm (187%) from the base value of 440 mm,
respectively (Figure 2.8). As sediment transportation is largely controlled by streamflow,
substantial increase in sediment load was also observed in the 55% and 75% clearcut
scenario. From these scenarios, sediment load increased by 290,979 Mg (311%) and
436,560 Mg (466%), respectively.

Figure 2.8

Annual average streamflow (mm) and change in streamflow (%) at the
watershed outlet
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When compared with streamflow, the percent increase in sediment load in each
scenario from the base was found to be dramatically high. Perhaps, this could be due to
the routing process of sediment in SWAT as it allows all eroded soil by surface runoff to
reach directly into the river without considering deposition on the surface of the
catchment (Oerung et al., 2011).

Figure 2.9

Annual average sediment load (Mg in thousands) and change in sediment
load (%) at the watershed outlet

Furthermore, the potential effects of all scenarios on streamflow and sediment
load were tested statistically by using analysis of variance (ANOVA) at 95% confidence
level. The overall model indicated that both streamflow and sediment load under each
scenario are significantly different (Table 2.7). To further find out which scenarios were
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significantly different from each other, multiple comparisons were done using the least
significant difference (LSD) test. Although visual analysis showed that potential increase
in streamflow and sediment load increases with increase in percent scenario, results based
on multiple comparisons showed no significant difference between 10% and 20% and
between 20% and 30% clearcut forest harvesting scenarios in the case of both streamflow
and sediment load (Table 2.7). Nonetheless, significant increasein both streamflow and
sediment load was observed between 30% and 55% scenarios and between 55% to 75%
clearcut scenarios, respectively (Table 2.7).
Unlike few studies that did not found significant impact of landuse change on
large scale watershed (Buttle and Metcalfe, 2000; Wilk et al., 2001), the results in this
study demonstrate significant effect of clearcut forest harvesting on mean annual
streamflow and seems to be in consistent with Lin et al. (2008). The authors found
significant increase in mean annual streamflow after clearcutting 31.92% of the
watershed (2,860 km2) area in central interior of British Columbia. The possible
explanation for such finding could be due to approach followed. In this study, assumption
was made that no regeneration will occur in the site following clearcut forest harvesting.
The reasons for this assumption are: first, due to the difficulties associated with defining
clearcut forest harvesting scenario in the management (.mgt) file of the SWAT model;
and second reasoning is rather more hypothetical because in this study assumption was
made that part of the basin will remain without trees. This assumption was made because
forest industry is the major economy base of the Pearl River basin and silvicultural
operations have been identified as one of the major threat to the watershed (MDEQ,
2007). However, it is important to note that the location/distance of harvested site from
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the watershed outlet determines the magnitude of harvesting impact on the streamflow
and sediment load that will be discharged from the outlet.
2.4.3.2

Effect over the Entire Watershed
The effects of five scenarios on water yield and sediment yield were assessed at

the watershed level by taking an average of the whole simulation period. The potential
change in mean annual water yield and sediment yield are summarized in Figure 2.10 and
Figure 2.11, respectively. The simulation results demonstrated that all scenarios have
produced pronounced effect on both water and sediment yield. The predicted increase in
water yield ranged from 456 mm from base scenario to 894 mm from 75% clearcut
scenario, respectively. Likewise, the range of increase in sediment yield with an increase
in percentage of clearcut forest harvesting also appears to be relatively large and ranged
from 4 Mg/ha to 15 Mg/ha.
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Figure 2.10

Annual average wateryield (mm) and change in wateryield (%) over the
entire watershed

The results based on the ANOVA exhibited significant difference between the
scenarios in generating water yield and sediment yield (Table 2.7). Furthermore,
ANOVA using LSD was done to group scenarios by their effects on water yield and
sediment yield (Table 2.7). In the case of the effect on water yield, results based on
multiple comparisons showed no significant difference between the base and, 10% and
20% scenarios (Table 2.7). Likewise, no significant difference was observed in the
increase in water yield caused by 10% up to 30% and also between 30% and 50%
scenario (Table 2.6). However, 75% clearcut harvesting scenario showed a significantly
higher increase in water yield than that of the 55% (Table 2.7). It was found that 55%
clearcut scenario increased the water yield by 286 mm, which is similar to the water yield
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observed by Hubbart et al (2007) for this level of clearcutting in small watershed of
approximately 30 km2. Furthermore, findings were also consistent with the conclusion of
earlier studies, though based on small watershed, in which the authors have reported that
at least 20% or more of the forest cover should change for detecting significant change in
water yield (Bosch and Hewlett, 1982; Stednick, 1996).

Figure 2.11

Table 2.7

Annual average sediment yield (Mg/ha) and change in sediment yield (%)
over the entire watershed
Results based on the LSD multiple comparison test

Stream flow
Sediment load
Water yield
Sediment yield

ANOVA
<0.001
<0.001
<0.001
<0.001

Base
98.09a
93611a
456.09a
4.306a

10%
117.85ab
163544ab
534.09ab
5.716ab
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20%
151.75bc
204104b
589.1ab
7.667bc

30%
185.06c
265790b
666.7bc
9.189c

55%
240.4d
384590c
742.16c
11.578d

75%
281.31e
530171d
893.87d
15.075e

The multiple comparisons of sediment yield from each scenario demonstrated
slightly different results than that of the water yield. No significant increase in sediment
yield was observed between 0% and 10%, 10% and 20% and also between 20% and 30%
clearcut forest harvesting scenarios (Table 2.7). However, significant increase in
sediment yield was observed when percent scenario was increased from 30% to 55% and
from 55% to 75%, respectively (Table 2.7). This result indicates that the magnitude of
clearcut harvesting to significantly impact sediment yield is lower than that of the
streamflow.
2.5

Conclusions
The SWAT model showed reasonable performance during both calibration and

validation of streamflow at six USGS gage stations. The higher value of efficiency
statistics i.e. R2 and NSE (> 0.6) at five of six stations during calibration period and four
of six stations during validation period illustrates good fit between simulated and
observed streamflow. Likewise, small values of PBIAS and RMSE also revealed that
SWAT model was able to predict streamflow with minimum average error and limited
bias. Furthermore, the model also showed good performance during sediment verification
with value of R2 and NSE greater than 0.6 and PBIAS less than the desired limit of ± 55.
The impacts of all proposed scenarios on water and sediment were predicted using
the calibrated SWAT model. The results based on ANOVA indicated higher impacts of
all scenarios at the outlet than over the entire watershed. For all scenarios, significant
increase in mean annual streamflow and sediment load was observed when percent
scenario was increased from 30% to 55%. However, results on the response of entire
watershed exhibited that the increase in water yield was significantly higher only at 75%
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scenario and sediment yield at 55% clearcut scenario. Over all, these results indicate that
in the case of large watershed like the UPRW the threshold of detectable hydrologic
response is more than 30%. At the same time, results also showed that the significant
impact on sediment load occurs when 30% or more forested area is cleared in the
watershed.
The economic benefits associated with clearcut forest harvesting motivate
landowners to cut forest at large scale often without considering hydrologic and water
quality implications. Provided that no significant difference was observed in this study in
the sediment load, water yield and sediment yield from 20% and 30% clearcut scenarios,
it can be concluded that clearcutting up to 30% of the forested area can be safer from
environmental point of view when compared with 55% and 75% scenarios. At the same
time, 30% clearcut harvesting when compared to 10% and 20% would provide higher
economic benefit to landowners without threatening the watershed health. Thus, this
study provides an overview on what percentage of clearcut harvesting will have
significant impact on the hydrology and water quality of the UPRW and hence may assist
relevant stakeholders to design appropriate conservation measures.
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CHAPTER III
SENSITIVITY ANALYSIS AND EVALUATION OF FOREST BIOMASS
PRODUCTION POTENTIAL USING SWAT MODEL
3.1

Abstract
The sensitivity analysis of crop parameters of Soil and Water Assessment Tool

(SWAT) and the performance of the SWAT to simulate potential forest biomass
production in the Upper Pearl River Watershed (UPRW) in Mississippi were evaluated in
this study. The calibrated SWAT model that revealed optimal model efficiency to predict
streamflow was used for further analysis. Sensitivity analysis of seven crop parameters:
radiation use efficiency (kg/ha)/(MJ/m2)(BIOE), potential maximum leaf area index for
the plant (BLAI), fraction of growing season at which senescence becomes the dominant
growth process (DLAI), fraction of growing season corresponding to the 1st point on the
optimal leaf area development curve (LAIMX1), plants potential maximum canopy
height (m) (CHTMX), maximum rooting depth for plant (mm) (RDMX) revealed that
only three parameters: DLAI, BIOE and BLAI were sensitive to forest biomass
production. Further, results also indicated that DLAI and BIOE were only moderately
sensitive and BLAI showed low sensitivity with relative sensitivity value of 0.44, 0.35
and 0.14, respectively.
The performance of the SWAT to simulate forest biomass was evaluated by
comparing three years of observed data. The results indicated satisfactory performance of
SWAT in predicting forest biomass with high value of coefficient of determination (R2=
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0.83), small root mean square error (RMSE=11.4 Mg/ha), and small difference between
mean suggesting minimum average error and bias. The results also revealed that the
UPRW has the potential to produce approximately 49 tons/ha of average forest biomass
annually which is approximately 8% less than the observed biomass. Future research with
sufficient observed data is recommended for more plausible estimation of forest biomass
available in the watersheds.
Keywords. Sensitivity, Forest biomass, SWAT, crop parameter, watershed
3.2

Introduction
In recent years, the benefits of bioenergy over fossil fuel have raised much

interest in generating renewable energy in the United States (U.S.). Reduction in
greenhouse gas (GHG) emissions, improvement of forest health and quality, contribution
to the nation’s energy supply and generation of income and employment are the most
important benefits associated with producing bioenergy (Domac et al., 2005; Eidman,
2006; Mayfield et al., 2007). Bioenergy is a renewable form of energy and can be made
from various materials obtained from biological sources. Electricity (biopower), liquid
fuel (biofuel) and heat generation are the examples of the various forms of bioenergy
(Perez-Verdin et al., 2008). Among these, biofuel can only be produced from biomass
feedstock (Guo 2007). Therefore, generation of biofuel, particularly bioethanol, from
biomass, has been in the centre of debate and discussion (Sissine, 2007; USDA, 2012)
and also the focus of the current research (Joshi and Mehmood, 2011a, b; Perez-Verdin et
al., 2008). One possible reason for this may be due to the increasing dependency of the
U.S. on politically unstable foreign countries for fossil fuel (Foster et al., 2005). Another
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reason might be the goal that has been set forth by the U.S. to replace 30% of currently
use fossil fuel by 2030 (Perlack et al., 2005; USDE, 2006).
Biomass can be obtained from various sources such as forest biomass, perennial
herbaceous crops and agricultural crops (Guo et al., 2007). Among these, agriculture
crops such as corn and soybean have been used for producing biofuel at the commercial
level in the U.S. (Eidman, 2006). However, due to the increasing demand of fossil fuel in
the U.S., it has been anticipated that the supply of feedstock from agricultural crop alone
would be insufficient to meet the growing demand (Guo et al., 2007). Besides, use of
agricultural crops as feedstock for biofuels has often been criticized on ethical ground for
competing with human food (Perez-Verdin et al., 2008; Pimentel et al., 2009; Powers et
al., 2011). As a result, emphasis has been placed on looking for other biomass feedstock
options for producing biofuel without putting food security at risk (Bartuska, 2006). For
instance,energy independence and security act (2007) has cap the production of grain
based ethanol and require 21 billion gallons of renewable fuel to be generated from
cellulosic sources by year 2022 in the U.S. (Sissine, 2007). Furthermore, some studies
have argued that in addition to competing with food crops, biofuel production from
agriculture crop could have serious implications on environment, particularly on water
quality (Oliveira et al., 2005; Pimentel and Patzek, 2005; Simpson et al., 2008). These
studies have reported that large scale expansion of agricultural crops for bioenergy
feedstock might require intensive management practices such as frequent tillage and
planting, increased use of fertilizer and other chemicals, thereby, resulting in increased
pollutant loadings to the water body.
Since forest biomass does not compete with food crops, it has been recognized as
important feedstock source for bioenergy production (Guo et al., 2007; Perez-Verdin et
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al., 2008). Forest biomass, in general, includes residues obtained from different parts of
trees during forest harvesting practices (Perlack et al., 2005). Compared to agricultural
crops, bioenergy production from forest biomass has been reported to have several direct
benefits (Perez-Verdin et al., 2008; Solomon et al., 2007). For instance, forest biomass
can reduce greenhouse gas emissions more efficiently than agricultural crops (Solomon et
al., 2007). Furthermore, studies have reported that bioenergy production from forest
biomass is preferred over agricultural feedstock due to their widespread resource base,
low production costs and high sugar yield per unit area (Hamelinck et al., 2005;
Hammerschlag, 2006). Undoubtedly, sustainable extraction of forest biomass for
bioenergy production can also have several other ancillary benefits such as reduction of
wildfire, proper functioning of hydrological process and habitat improvement for certain
species (Bartuska, 2006).
Given such benefits associated with producing bioenergy from forest biomass,
research pertaining to forest biomass assessment is imperative to determine how much
biomass is available for timber or bioenergy feedstock (Parresol, 1999). Also,
quantitative assessment of forest biomass is important to understand the productivity and
sustainability of the forest (Lu, 2006; Main-Knorn et al., 2011). Thus, it is not surprising
to mention that the accurate quantification of the potential amount of forest biomass
available in the watershed will not only help to quantify biomass available in the
watershed but also help to minimize possible negative consequences to the hydrologic
cycle and water quality due to their over extraction.
While comprehensive field based methods are an established practice to quantify
forest biomass, this method is considered to be laborious, time consuming, and costly
(Lu, 2006). Given such limitations of field method, computer simulation models has
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evolved as an effective tool for predicting crop yield/biomass available in an area (Lu,
2006; Wang et al., 2005). In recent years, computer based model such as the Soil and
Water Assessment Tool (SWAT) has been used to predict crop yield and biomass
production by limited number of studies (Baskaran et al., 2010; Faramarzi et al., 2010;
Srinivasan et al., 2010). For instance, Srinivasan et al (2010) used SWAT to predict crop
yield in the Upper Mississippi River basin (UMRB); Baskaran et al (2010) used SWAT
to quantify the availability of switchgrass for producing bioenergy at the regional scale;
Faramarzi et al (2010) model the spatial and temporal variability of crop yields/biomass
for wheat crop at the sub-basin level with and without irrigation system in Iran by using
SWAT. These authors, in general, recognized the capability of the SWAT model to
successfully predict the crop yields and biomass of agricultural and herbaceous crops that
are available in the watershed. However, to the best of my knowledge, a comprehensive
study on forest biomass prediction using SWAT is still lacking.
The SWAT is a distributed hydrological model and is characterized with large
number of model parameters. However, the actual value of many of these parameters are
rarely known because of the spatial variation in the processes simulated (Cibin et al.,
2010; Holvoet et al., 2005). As a reuslt, predicted model parameter may introduce certain
degree of uncertainty in the simulated results. Therefore, adjustment of model parameters
within their given range is necessary to obtain a sufficient match between simulated and
observed values (Holvoet et al., 2005). However, at times when the number of parameters
is large, this approach can be computationally burdensome(Rosso, 1994; Sorooshian and
Gupta, 1995). In such case, sensitivity analysis (SA) can be a better approach for identify
and ranking parameters that have significant impact on simulated outputs. It helps in
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making appropriate selection of the parameter during model calibration (Campolongo et
al., 2000; Haan and Skaggs, 2003; Saltelli et al., 2004).
Sensitivity analysis can be performed in two different ways: local sensitivity
analysis and global sensitivity analysis. Local sensitivity analysis, also known as one-at
a-time (OAT) approach, involve changing only one parameter at a time by a certain
fraction from the base value for identifying model output responses (Holvoet et al., 2005;
Saltelli et al., 2004). Since other parameters are kept constant, change in the output for
each model simulation is the contribution from an individual parameter (Griensven and
Meixner, 2006; Soutter and Musy, 1999). Global sensitivity analysis, in contrast, allows
changing random parameters simultaneously over their entire range. A global technique
differs from local technique by accounting for the variance of the model output
associated with model parameter over their entire range of uncertainty (Pathak et al.,
2007). However, if a model is complex and requires large input data, local sensitivity
analysis method is preferred over global analysis due to its ease of operation (Graff et al.,
2005). Many studies in the past have indicated local sensitivity analysis is a good and
simple approach for identifying sensitivity of model parameters on the model output
(Graff et al., 2005; Pathak et al., 2007; Sarkar et al., 2011)
The amount of avilable literature on sensitivity ananlysis of crop paramters for
simulation of yield/biomass production using SWAT is still very limited. Sarkar et al.
(2011) performed sensitivity analysis of SWAT crop parameters that influence biomass
and yield prediction of switch grass and cotton. Likewise, Faramarzi et al. (2010) have
reported sensitive crop parameters in the calibration process of wheat production. These
studies, few in numbers, were primarily focused on identifying crop parameters sensitive
to crop yield prediction of agricultural crops. However, none of these studies have
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focused on sensitive crop parameters that have significant impact on forest biomass
production. Thus, with this background, the objectives of this study included: (1)
sensitivity analysis of SWAT crop parameters to predict forest biomass production, and
(2) performance analysis of the SWAT model to simulate potential forest biomass
production in the Upper Pearl River Watershed.
3.3
3.3.1

Materials and Methods
Study Area
The UPRW has a total area of 7,885 km2 and is located in east central Mississippi

(Figure 3.1). The UPRW originates from the headwater in Choctaw and Winston counties
in Mississippi and flows down to the RBR (MDEQ, 2007). The watershed covers eleven
counties of Mississippi namely: Choctaw, Attala, Winston, Leake, Neshoba, Kemper,
Madison, Rankin, Scott, Newton and Noxubee. Forests are the major landuse in the
watershed, accounting for about 75% of the total watershed area. Longleaf pine, mixed
pine-hardwood, dense cypress-Tupelo swamps and bottomland hardwood are the most
common types of forest in the watershed (MDEQ, 2007). Other landuse types of the
watershed include pasture (19%), urban and others (6%). The dominant soil texture of the
UPRW is fine sandy-loam and silt loam. The mean elevation of the UPRW is about 133
m, with minimum and maximum elevation of 78 m and 221 m, respectively
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Figure 3.1

3.3.2

Location map of the Upper Pearl River Watershed showing climate
stations, USGS station, highway and reservior

SWAT Model
The SWAT Model version 2005 (Neitsch et al., 2005) was used for this study.

This model can be describe as a physically based, watershed scale hydrological model
that uses spatially distributed data such as topography, landuse, soil and weather (Arnold
et al., 1998). Based on the topography, SWAT delineates and divides the entire watershed
into a number of sub-watersheds/sub-basins which is further subdivided into number of
hydrologic response units (HRUs). The HRUs are the smallest unit within each sub-basin
and are assumed to be homogenous with respect to their hydrologic properties (Eckhardt
and Arnold, 2001; Neitsch et al., 2005). The HRU’s are created by combining unique
landuse, soils and topography within the sub basin (Neitsch et al., 2005).
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The SWAT is used for analyzing long term effects of management practices on
water, sediment, and agricultural chemical yields in large watersheds and river basins
(Arnold et al., 1998; Borah and Bera, 2003). This model is physically based and operates
on a daily as well as annual time steps to predict hydrology, water quality and crop
growth (Fohrer et al., 2001; Spruill et al., 2000). It has three main components namely:
sub-basin, reservoir routing, and channel routing which are further divided into a number
of subcomponents. For instance, the sub-basin component consists of eight subcomponents: hydrology, weather, sedimentation, soil temperature, crop growth, nutrients,
pesticides and agricultural management (Arnold et al., 1998; Borah and Bera, 2003;
Neitsch et al., 2005; Spruill et al., 2000).
The SWAT model simulates plant biomass and crop yield by using crop growth
component incorporated within it. Crop growth component in SWAT is a simplified
version of Environmental Policy Integrated Climate (EPIC) model (Faramarzi et al.,
2010). Accumulation of biomass in SWAT is a function of intercepted energy, leaf area
index (LAI) and the conversion of intercepted energy into biomass based upon radiation
use efficiency (RUE). In SWAT, the amount intercepted daily solar radiation by plant
leaf is computed using the Beer’s law (Equation 3.1) (Neitsch et al., 2005).
0.5

1

[3.1]

Where, Hp= intercepted photosynthetically active radiation on a given day, Hday=
incident total solar radiation on a given day, kl = light extinction coefficient, LAI = leaf
area index.
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The maximum increase in biomass (Δbio) on a given day resulting from the
intercepted photosynthetically active radiation is estimated by using Equation 3.2
(Neitsch et al., 2005).
∆

[3.2]

Where, RUE = radiation use efficiency and is determined from the slope of the regression
line between dry matter and cumulative intercepted photosynthetically active radiation
(Kiniry et al., 1999)
Likewise, SWAT computes crop yield based on accumulated heat units, harvest
index for the partitioning of grain yield and the monteith approach for potential biomass
and water, nutrient and temperature stress (Weber et al., 2001). Simulation of the yield
and biomass is based on the Equations 3.3 and Equation 3.4, and simulation of above
ground biomass is based on Equation 3.5 (Arnold et al., 1998; Neitsch et al., 2005).
.

when

. 1

1.00

when

1.0

[3.3]
[3.4]

Where yldis the crop yield (kg/ha), bioag is the aboveground biomass on the day of
harvest (kg/ha), HI is the harvest index on the day of harvest, and bio is the total plant
biomass on the day of harvest (kg/ha). The aboveground biomass is calculated using
Equation 3.5
.

1

[3.5]

Where frroot is the fraction of total biomass in the roots the day of harvest, bio is the total
plant biomass on the day of harvest (kg/ha). Detail description about SWAT model can
be found in Nietsch et al. (2005).
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3.3.3

Model Input
The SWAT operates on the Geographic Information Systems (GIS) interface and,

therefore, requires various sets of spatial datasets (e.g. DEM, soil and land cover).
Furthermore, SWAT also requires non-spatial datasets such as precipitation, minimum
and maximum temperature, wind speed, snow and relative humidity. For this study,
USGS 30 m × 30 m DEM (USGS, 1999) was used for delineating entire watershed
boundary, creating sub-watershed, defining stream network and for determining different
topography related information such as slope and angle (Figure 3.2a).
The land cover data layer for the UPRW was obtained from U.S. Department of
Agriculture, National Agricultural Statistics Service (USDA-NASS 2009). Cropland data
layer of year 2009 was used to develop land use data of the watershed. The obtained
cropland dataset consists of more than 25 different landuse types in the UPRW; however,
landcover map in Figure 3.2b shows only 6 major landuses in the watershed. The State
Soil Geographic Database (STATSGO) available within the SWAT 2005 database was
used for creating soil database (USDA-NRCS 2005). For the UPRW, the STATSGO data
layer consists of 28 different classes; however Figure 3.2c shows only 18 major classes of
soils in the watershed.
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Figure 3.2

Representation of (a) Digital Elevation Model, (b) Landcover types, (c)
Soil class, (d) Watershed delineation and weather stations of the Upper
Pearl River Watershed

Observed daily precipitation and temperature data were obtained from National
Climatic Data Center (NCDC) for a period from 1980 to 2010. Based on the availability
of continuous data, daily precipitation data were obtained from ten rainfall stations:
Ackerman, Canton, Carthage, Forest, Gholson, Kosciusko, Louisville, Newton,
Philadelphia and Walnut Grove. Likewise, observed daily temperature data were obtained
from seven climate stations namely: Carthage, Canton, Forest, Kosciusko, Louisville,
Newton and Philadelphia (NCDC, 2010). However, the model used precipitation and
temperature data from only five stations in this study (Figure 3.2d). The mean annual
precipitation of the watershed is approximately 1,367.09 mm for the period from 1981-
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2010, with 907.55 mm (1983) and 2001.03 mm (2007) as the minimum and maximum
annual average precipitation, respectively.
3.3.4

Statistical Analysis
The performance of the SWAT model in predicting simulated versus observed

data was computed by using widely used model efficiency statistics, i.e., coefficient of
determination (R2) (Equation 3.6), Nash-Sutcliffe model efficiency index (NSE)
(Equation 3.7), Root mean square error (RMSE) (Equation 3.8) and percent bias (PBIAS)
(Equation 3.9) (Gupta et al., 1999; Moriasi et al., 2007; Nash and Sutcliffe, 1970;
Parajuli, 2010).
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Where, Oi is the observed flow value and O is the mean of the observed value, Pi denotes
the model predicted flow value and P is the mean of the model predicted value for the
total simulated period and n is the number of observation.
The R2 describes the consistency between observed and model predicted values
(Parajuli, 2010; Srinivasan et al., 2010) and determines the proportion of total variance in
the observed data that is explained by the predicted data. The value of R2 can range from
0 to 1 and closer the value to 1, better is the goodness of fit between predicted and
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observed value. On the other hand, if value of R2 is close to zero, the model prediction is
considered unacceptable or poor (Santhi et al., 2001).
The NSE determines the predictive power of model as it determines the goodness
of fit in the 1:1 line of observed versus predicted values (Nash and Sutcliffe, 1970). The
value of NSE can range from -∞ to 1, where -∞ indicates poor model performance and 1
indicates perfect model performance (Moriasi et al., 2007; Parajuli, 2010; Srinivasan et
al., 2010). The predicted value is considered acceptable when the value of NSE ranged
between 0 to1 and closer the value of NSE to 1, higher is the accuracy of the predicted
values. A positive NSE signifies that the simulated data mean is a better predictor than
the observed data mean, while a negative value denotes that simulated data is less reliable
than that of the observed data. In such case, performance of the model is not acceptable
(Moriasi et al., 2007; Parajuli, 2010; Santhi et al., 2001). Generally, monthly model
performance is considered excellent for when NSE is greater than 0.90, very good for
NSE between 0.75-0.89, good for NSE 0.50-0.74, fair for NSE 0.25-0.49, poor for NSE
0-0.24 and unsatisfactory for NSE less than 0 (Moriasi et al., 2007; Parajuli et al., 2008;
Parajuli et al., 2009).
The RMSE describes the average error between model predicted value and
observed value in the unit of the variables (Singh et al., 2004). The RMSE indicates the
deviation of slope from 1:1 line (Parajuli, 2010). The value of RMSE is always positive.
When the model predicted value match well with the observed values, RMSE is closer to
zero and hence model predicted values possesses small error (Moriasi et al., 2007;
Parajuli, 2010; Singh et al., 2004).
The average tendency of the simulated data to be larger or smaller than the
observed counterpart is explained by PBIAS (Gupta et al., 1999). It is a deviation of the
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data being evaluated and can be either positive or negative (Moriasi et al., 2007). Positive
value indicates underestimation of bias and negative value indicates overestimation of
bias by the model (Gupta et al., 1999; Moriasi et al., 2007; Srinivasan et al., 2010).
Model performance is considered very well when PBIAS is small, with 0 being the
optimal value. Generally, when the value of PBIAS is ±25 % for streamflow, ±55 % for
sediment, ± 70 % for nitrogen and phosphorus, model performance is considered
acceptable (Moriasi et al., 2007).
3.3.5
3.3.5.1

Model Performance Analysis
Streamflow Calibration and Validation
Streamflow calibration was carried out by using average monthly observed

streamflow data obtained from six USGS gage stations: Burnside, Edinburg, Ofahoma,
Kosciousko, Lena and Carthage. The average of mean annual streamflow for the period
of 1981-2010 from five selected stations, with an exception of Lena station, was 26.50
m3/sec, and varies from a minimum of 7.95 m3/s (1988) to a maximum of 76.07 m3/s
(1983), respectively (Figure 3.3). The Lena station was excluded because it has observed
data for period from 1998 to 2008. Figure 3.3 graphically demonstrates average observed
streamflow and precipitation data of five USGS stations obtained for 30 hydrological
years. This figure illustrates that the fluctuation in annual average streamflow changes
with precipitation indicating precipitation as an important hydrologic input for the model
to predict streamflow.
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Figure 3.3

Observed annual precipitation and mean annual streamflow of the Upper
Pearl River Watershed

The calibration process was done manually for a period from 1980-1995, except
for Lena station from 1998-2002. In order to minimize the initial unknown conditions
such as antecedent soil moisture and initial ground water table height, the first year of
model simulation, followingKalin and Hantush (2006), was considered as model warm
up period and was excluded at the time of statistical analysis. During the calibration
process, streamflow parameters were adjusted continuously within the given range in
order to achieve good fit between predicted and observed average monthly streamflow.
The parameters that were modified during model calibration process are presented in
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Table 3.1. Furthermore, the sequence of parameter adjustment followed the same
sequence as shown in Table 3.1. The final value of each model parameter that showed
optimal model efficiency during the calibration period was used for model validation
without their further modification. Model validation was performed for a period from
1996-2008, except at Lena station from 2003-2008.
Table 3.1
No.

Adjusted parameters’ range, default values, and final values used for
streamflow calibration

Parameters

Range

Default
value

Final
value

1. Curve number (CN)
I.

Deciduous forest (FRSD)

70-77

83

77

II.

Evergreen Forest (FRSE)

70-77

77

70

III.

Mixed Forest (FRST)

70-77

79

73

IV.

Wetland Forest (WETF)

70-77

83

77

Pasture (PAST)

74-86

84

79

Corn (CORN)

85-90

83

89

Residential Medium Density (URMD)

77-94

79

92

2. Soil evaporation compensation factor (ESCO)

0-1

1

0.4

3. Base flow alpha factor (ALPHA-BF)
4. Ground water “revap” coefficient (GWREVAP)
5. Threshold depth of water in the shallow
aquifer (GWQMIN)

0-1

0.048

0.9

0-1

0.02

0.2

0-5000

0

1000

1-12

4

1

V.
VI.
VII.

6. Surface runoff lag coefficient (SURLAG)

Curve number (CN), soil evaporation compensation factor (ESCO), base flow
alpha factor (ALPHA_BF), surface runoff lag coefficient (SURLAG), ground water
‘revap’ coefficient (GW_REVAP) and threshold depth of water in the shallow aquifer for
baseflow(GWQMIN) were modified during model calibration. These parameters were
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selected based on the earlier studies conducted in the same watershed (Parajuli, 2010) and
in other similar watersheds (Gassman et al., 2007; Saleh et al., 2004; Santhi et al., 2001).
Thus, these values were assumed to have less variability and thereby likely to represent
the field situation of the study area more realistically. The streamflow calibration was
performed by adjusting CN parameters for different landuses such as pasture, deciduous
forest, evergreen forest, mixed forest, residential medium density, wetland forest and
corn for the entire sub-basins of the watershed. Different CN were assigned for different
landuses based on the optimal efficiency shown by the model for each landuse. The CN is
a parameter that determines and allows modifying the moisture condition of the soil for
predicting surface runoff. Thus, the value of CN depends on the antecedent moisture
condition of each landuse type. When the value of CN is reduced, the model allows less
water to runoff from the surface and vice versa (Neitsch et al., 2005).
The ESCO enables the model to modify depth distribution in such a way that the
evaporative demand of the soil layers is met. For this study, it was set at 0.4. When the
value of ESCO is reduced, the model extracts more of the evaporative demand from
lower boundary of the soil layer and vice versa. The ALPHA_BF has been described as a
base flow recession constant and is a direct index of the change in flow of groundwater
response to changes in recharge. The value of ALPHA_BF ranges from 0.1-0.3 for land
with slow response to recharge and from 0.9-1.0 for land with rapid response to recharge.
In this study, the value of ALPHA_BF was set to 0.9. The SURLAG can be explained as
the surface runoff lag coefficient which controls the fraction of total available water that
will be allowed to enter the reach on any given day. In this study, the value of SURLAG
was set to 1. As the value of SURLAG decreases, water held in the storage is more and
vice versa (Neitsch et al., 2005).
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The GW_REVAP allows the movement of water from the shallow aquifer into the
overlying unsaturated zone. As this value gets close to zero, the movement of water from
the shallow aquifer to the root zone is restricted. On the other hand, as the value gets
close to 1, the rate of movement from the shallow aquifer to the root zone come close to
the rate of potential evapo-transpiration. In this study, value of GW_REVAP was set to
0.2. The GWQMN is required for return flow to occur. The movement of Ground water
to the reach is allowed only if the depth of water in the shallow aquifer is equal to or
greater than GWQMN (Neitsch et al., 2005).
3.3.6

Sensitivity Analysis
Local sensitivity analysis or one at a time parameter change method was used in

this study to assess how change in the value of each model parameter around their base
value affects the SWAT sensitivity to predict forest biomass production. During each
model run, only one parameter was changed from the base value within its given range
and all other parameters were kept constant in base value. The sensitivity of model
response to variation in the value of model parameter was computed by using relative
sensitivity index (Equation 3.10) (James and S.J. Burges, 1982 ; Jesiek and Wolf, 2005;
White and Chaubey, 2005).
Sr

Pb
Rb

R Rb
P Pb

[3.10]

Where, Sr is the relative sensitivity index, R is the result or output, P is the model
input parameter and b represents the value of the base scenario. The relative sensitivity of
0 indicates that the model is not sensitive to changes in the value of the model parameter;
sensitivity index of 1 indicates that the output range is directly proportional to input
range; negative value denotes that an increase in input value will decrease in output
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value; and a greater absolute value of the index indicates a greater influence of a model
parameter on model response (Parajuli, 2007; Walker et al., 2000). This suggests that the
sensitivity of the model tends to increase as the value of the relative sensitivity increases
(White and Chaubey, 2005). The sensitivity of the model for this study was assessed by
using the sensitivity class outlined by Lenhart et al. (2002). The range of sensitivity class
is given in Table 3.2
Table 3.2

Sensitivity class outlined by Lenhart et al. (2002)

SN

Value range (Sr)

Sensitivity class

1
2
3
4

0.00-0.05
0.05-0.20
0.20-1.00
>1.00

No sensitivity
Low sensitivity
Moderately sensitive
High sensitivity

The relative sensitivity analysis was performed on seven crop parameters to
identify their sensitivity to predict forest biomass production. The studied model
parameters, their definition, base value and range can be found in Table 3.3. The
selection of these parameters was based on SWAT manual (Neitsch et al., 2005) and
earlier literatures that have either considered these parameters as being sensitive for
calibration process of crop yield but not have done sensitivity analysis of these
parameters (Breuer et al., 2003; Eckhardt et al., 2003; Faramarzi et al., 2010) or have
performed sensitivity analysis for crop yield prediction (Akhavana et al., 2010; Chaubey
et al., 2011). However, all these existing studies were primarily focused on either
agricultural crops (cotton, wheat) or bioenergy crops (switchgrass, miscanthus).
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As indicated by the above mentioned literatures, parameters shown in Table 3.3
are important crop parameters that contribute to total crop biomass and yield. However,
their influence on biomass production can only be determined by means of sensitivity
analysis. Thus, for analyzing sensitivity of each parameter model was simulated by
changing value of one parameter from its base value over its given range. The value that
resulted in greater sensitivity index was considered as being more sensitive for predicting
forest biomass. All the highest value of the relative sensitivity of each parameter was then
compared and based on their value.
Table 3.3
Parameter
LAIMX1

CHTMX
FRGRW1
RDMX
BLAI
BIOE
DLAI

3.3.7

Parameters selected for local sensitivity analysis along with their definition,
base value and range
Definition
Fraction of the maximum plant leaf
area index corresponding to the 1st
point on the optimal leaf area
development curve
Plant's potential maximum canopy
height (m)
Fraction of growing season
corresponding to the 1st point on the
optimal leaf area development curve
Maximum rooting depth for plant
(mm)
Potential maximum leaf area index
for the plant
Radiation use efficiency in ambient
CO2 ((kg/ha)/(MJ/m2))
Fraction of growing season at which
senescence becomes the dominant
growth process

Base value
0.05

Range
0-1

6

0.1-20

0.05

0-1

3.5

0-3

5

0.5-10

15

10-90

0.99

0.15-1

Forest Biomass Simulation
Forest biomass simulation was performed by continuously adjusting crop

parameters within the given model range. Provided that the studies related to forest
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biomass prediction using SWAT is still lacking, crop parameters for forest biomass
simulation were selected based on the earlier studies related to crop yield prediction of
agricultural crops (Faramarzi et al., 2010; Nair et al., 2011) and crop parameters listed in
SWAT manual (Neitsch et al., 2005). According to these studies, Radiation use efficiency
(BIO_E), planting and harvesting date, heat unit (HU), initial biomass (BIO_Init) and
maximum leaf area index (BLAI) are the important parameters for crop yield prediction.
Therefore, during the simulation process, all these parameters, including maximum
canopy height (CHTMX) and maximum root depth (RDMX) were modified sequentially
in the forested HRUs while keeping base value of these parameters constant in all other
landuses. The final crop parameters that were modified during the biomass simulation
process along with their range, base value and final value are presented in Table 3.4. The
selection of these final parameters was based on the sensitivity shown by these
parameters to predict forest biomass in the studied watershed.
The annual average simulated forest biomass of three forest types (deciduous,
evergreen and mixed) was compared with the observed forest biomass data obtained from
USDA website (USDA, 2011). The obtained observed data were available at the county
level, therefore, to be in consistent with SWAT output format; the data were adjusted at
the county level data by estimating the weighted biomass yield at the sub-basin level so
that simulated forest biomass can be compared with the observed biomass. Unlike
agricultural crops, trees reach their full maturity in more than decades and in most cases it
is difficult to obtain continuous forestry data. For this reason, the biomass data for the
UPRW were available for only three different time periods: 1994, 2006 and 2010.
Because of the range of available data, model was run for a period from 1990-2010
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considering first three years as the model warm up period. Simulated forest biomass was
verified by comparing data from only three years for which they were available.
Table 3.4

Adjusted parameters’ range, default values, and final values adjusted for
forest biomass simulation

Parameter

Range

Default

FRSD

FRSE

FRST

BIO_E
BLAI

10-90
0-10

15
5

75
8

75
8

75
8

3.4
3.4.1

Results and Discussion
Streamflow
Streamflow calibration was done by using parameters shown in Table 3.1 to

improve the objective functions: R2, NSE, RMSE, PBIAS. The model performance in
predicting streamflow was evaluated on a monthly basis at six USGS gage stations.
Based on the performance classification outlined by Moriasi et al., 2007, the calibrated
SWAT model for the UPRW showed good (Ofahoma and Kosciousko station) to very
good (Edinburg, Burnside and Carthage stations) performance with values of R2 and NSE
ranging from 0.58 to 0.82 and 0.53 to 0.83, respectively (Table 3.5). Likewise, SWAT
model also showed reasonably good performance during validation period (except at
Burnside and Kosciousko stations) with value of R2 and NSE ranging from 0.36-0.68 and
0.37-0.64, respectively (Table 3.5). Figure 3.4 graphically illustrates observed versus
simulated mean annual streamflow at six USGS gage stations located in the UPRW. The
simulated streamflow followed a similar trend as that of the observed streamflow with
frequent over and under prediction during both calibration and validation periods (Figure
3.4).
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Table 3.5

Model performance during streamflow calibration and validation

Station
R2
Burnside
0.78
Carthage
0.81
Edinburg
0.82
Kosciousko 0.58
Lena
0.72
Ofahoma
0.72

Calibration Period
RMSE
NSE (m3/s) PBIAS(%)
0.75 13.6
-9.90
0.83 32.63
-2.70
0.83 20.90
-4.50
0.53 13.27
-22.91
0.72 44.30
-1.20
0.70 14.96
-20.67

R2
0.36
0.64
0.59
0.49
0.67
0.68

Validation Period
RMSE
NSE
(m3/s) PBIAS(%)
0.37 18.48
9.85
0.63 34.97
-11.06
0.64 24.74
0.09
0.35 12.31
-15.29
0.54 52.44
4.89
0.43 14.93
-36.98

The result on RMSE revealed minimum level of average errors during both
calibration and validation period. The value of RMSE ranged from 13.60 to 44.30 m3/s
and 12.31 to 52.44 m3/s during calibration and validation period, respectively (Table 3.5).
Similarly, the PBIAS was found to be within ± 25 % except for the Ofahoma station
during the validation period. The value of PBIAS ranged from -2.70 % to -20.67 % and
0.09 % to -36.98 % during calibration and validation periods, respectively (Table 3.5).
This suggests that the model has overestimated bias at all six stations during calibration
period. Likewise, except at the Burnside, Edinburg and Lena stations, similar result of
PBIAS was observed during validation period.
The SWAT simulated average daily streamflow for the six spatially distributed
USGS gage stations consisted of a total 10,227 runoff events for the period from 19812008. For the analysis of peak flow event (>100 m3/s) (Parajuli, 2010), runoff events
greater than 1 m3/s of streamflow were considered in this study. This resulted in a total of
6,750 runoff events with 800 (11.85%) peak flow events. The 1 m3/s limit for runoff
events was imposed to avoid the presence of small runoff events that are typically less
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likely to have serious impacts on the stream. Out of 800 peak flow events, 77 events
(9.67%) were under predicted and 723 (90.38%) were over predicted by the model.
The performance of the SWAT model to predict streamflow in this study appears
to be consistent in term of the R2, NSE and RMSE values with the earlier study
conducted by Parajuli (2010) in the same watershed. Furthermore, SWAT performance
was also found to be consistent with large number of scientific literatures documented for
SWAT by Gassman et al. (2007). Overall, the results indicate that SWAT performed
reasonably well. Therefore, this model was further used to examine the potential impacts
of clearcut forest harvesting scenarios on the components of hydrology and water quality
with minimum bias and adequate accuracy.
a) Kosciousko

Figure 3.4

Observed and simulated annual streamflow at six USGS stations during
model calibration and validation (a) Kosciousko, (b) Burnside, (c)
Edinburg, (d) Ofahoma, (e) Carthage, and (f) Lena.
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b) Burnside

c) Edinburg

d) Ofahoma

Figure 3.4 (continued)
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e) Carthage

f) Lena

Figure 3.4 (continued)
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3.4.2

Model Sensitivity to Crop Parameters

Figure 3.5

Relative sensitivity of selected crop parameters within their tested range
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Figure 3.5 illustrates the relative sensitivity of all selected crop parameters and the
range for the tested value. The Y-axis represents the relative sensitivity index and the Xaxis represents the parameter value varied over their entire range. The higher the relative
sensitivity index, the more sensitive is the SWAT simulated biomass to that parameter
value. Visual analysis of Figure 3.5 indicates that DLAI, BIOE, BLAI and RDMX
showed positive relative sensitivity and FRGRW1, LAIMX1 and CHTMX showed
negative relative sensitivity. Furthermore, results also indicate that relative sensitivity of
parameters such as DLAI, BIOE, BLAI, RDMX, CHTMX increases with decrease in
their value from their given base value. On the contrary, relative sensitivity of parameter
FRGRW1 increases with an increase in value from 0.25 to 0.45. However, further
increase in the value causes decrease in the relative sensitivity. Similarly, relative
sensitivity of LAIMX1 increases with increase in parameter value from 0.25 to 0.65 but
further increase in value from its base value decreases the relative sensitivity.
Once the relative sensitivity for each parameter was obtained, maximum relative
sensitivity from each tested parameter was compared to identify the most sensitive
parameter that affects forest biomass production. Figure 3.6 demonstrates the highest
value of relative sensitivity of each tested crop parameters for forest biomass production.
The results indicate that the relative sensitivity of the parameter varied between no
sensitivity to (Sr= -0.0080) to moderate sensitivity (Sr= 0.44). Based on the visual
analysis of Figure 3.6, only three parameters: DLAI, BIOE and BLAI seem to be
sensitive (with relative sensitivity greater than 0.1). However, based on the sensitivity
class outlined by Lenhart et al. (2002) (Table 3.2) DLAI and BIOE showed only
moderate sensitivity and maximum leaf area index (BLAI) showed low sensitivity with
relative sensitivity value of 0.44, 0.35 and 0.14, respectively. Other parameters such as
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RDMX, FRGRW1, CHTMX and LAIMX1 seem to have no effect on forest biomass
production. One possible reason that the model showed moderate sensitivity to almost no
sensitivity in the case of the studied parameters could be due to the limitation associated
with OAT method as the interaction between parameters is not taken into account by this
method. Thus, it is possible that the result may differ under other methods such as global
sensitivity analysis technique.

Figure 3.6

Overall relative sensitivity index of studied crop parameters

Biomass production is a function of total solar energy intercepted by a plant
(Kiniry et al., 1999; Neitsch et al., 2005). According to Kiniry et al. (1999) LAI of the
plant directly controls the amount of energy intercepted and the conversion of intercepted
energy to biomass depends on BIOE, therefore, higher sensitivity of these parameters to
forest biomass production was anticipated in this study. Likewise, the sensitivity of other
parameters namely: FRGRW1, LAIMX1, RDMX and CHTMX were also expected as
they directly impact the amount of light intercepted by leaves. Our result on the value of
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relative sensitivity for all studied crop parameters appears to be lower than the values
reported by Chaubey (2011) for switchgrass and miscanthus. In contrast to our finding,
BIOE and BLAI were found to be the most sensitive parameter followed by the DLAI.
On the other hand, with an exception of BLAI our finding appears to be consistent with
Chaubey (2011), if the relative sensitivity shown by each parameter is classified based on
the sensitivity class outlined by Lenhart et al. (2002).
It is important to mention that due to the limited availability of studies related to
sensitivity analysis of SWAT crop parameter for yield/biomass prediction,
comprehensive comparison of relative sensitivity shown by each studied parameters for
forest biomass production was not possible in this study. Thus, this has precluded us from
making any robust conclusion about the relative sensitivity of studied parameter to
influence forest biomass production.
3.4.3

Forest Biomass Production Potential
Forest biomass simulated with default crop growth parameters was found to be

much lower than that of the observed biomass, thereby resulting in poor model
performance. As a result, increasing simulated forest biomass has been the main
focusinorderto obtain satisfactory correspondence between simulated and observed
biomass. For this purpose, BIO_E and BLAI were gradually increased one at a time from
their base value because it was found that increasing their values increases simulated
forest biomass. Further, these parameters were also found to be sensitive to forest
biomass prediction during their sensitivity analysis. On the other hand, forest biomass
remained almost unchanged when parameters that were not found to be sensitive were
modified during sensitivity analysis. Hence, these parameters were set to their default
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value at the time of the final simulation process. In addition, parameter DLAI, though
appeared to be the most sensitive parameter during sensitivity analysis, was also set to its
default value because it was found that changing its value reduces the simulated forest
biomass. The SWAT model was primarily developed for agricultural crops and is still
infancy in the forestry component. Thus, this could have been the reason that large
number of crop growth parameters that have been reported as being sensitive for crop
yield simulation of agricultural crops hardly made any change to the simulated forest
biomass in this study.
Since published literature pertaining to the tested values of BIO_E for forest
biomass simulation was not found, the value of BIO_E in this study was increased
gradually and was finally set to 75. On the contrary, other studies related with yield
prediction of agricultural crops have reduced the value of BIO_E due to higher yield
prediction when default value was used (Baumgart, 2005; Nair et al., 2011). Additionally,
the value of BLAI was increased gradually and was set to 8 as this value resulted in good
agreement between observed and simulated data. The final value of BLAI for forested
area is in agreement with the value reported by earlier literature (Fohrer et al., 2002).
The performance of the SWAT model to simulate forest biomass production was
computed by comparing average forest biomass of three forest types with observed
biomass. Result based on simple regression demonstrated strong correlation between
simulated and observed biomass, as is evident from higher value of R2 (Figure 3.7). The
results also revealed that except for year 1994, simulated forest biomass was lower than
observed (Figure 3.8). The lower value of RMSE (Table 3.6) indicated that the SWAT
model was able to simulate forest biomass production with minimum degree of average
error. Visual analysis of Figure 3.8 illustrates that SWAT was able to predict forest
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biomass production reasonably as there is not much difference between the observed and
simulated biomass mean. Furthermore, it is also evident from Table 3.6 that the simulated
forest biomass is within 10% of the observed biomass in the study area.

Figure 3.7

Correlation between observed versus simulated forest biomass

Figure 3.8

Comparison of observed versus simulated forest biomass during 1994,
2006, 2010 and average
79

On the other hand, high value of standard deviation and coefficient of variation in
Table 3.6 reveals that the variability within simulated forest biomass is relatively higher
than that of the observed biomass. One possible reason for this could be due to the
limited availability of the observed data. Another reason might be due to the differences
in simulated and actual management practices such as planting date, harvesting date, age
of trees, type of forest etc., consistent with the argument of Akhavana et al. (2010) and
Faramarzi et al. (2010).These large differences between the simulated and observed
forest biomass for each individual year necessiates further research with detail field
information that can be used as an input in the model.
Table 3.6

Model performance during annual forest biomass simulation
Mean
(Mg/ha)

Standard deviation
(Mg/ha)

Coefficient of
variation (%)

RMSE
(Mg/ha)

Observed

53.22

5.34

10

11.24

Simulated

48.96

7.68

16

Difference (%)

8.16

-43.82

The spatial distribution of average forest biomass was predictedusing three
different years for which the observed data were available. The results showed that the
predicted forest biomass has spatially followed a similar trend as that of the observed
forest biomass. However, results have indicated that the simulated forest biomass
significantly under predicted in nine of 31 (29%) sub-basins with observed forest biomass
more than 20 Mg/ha than that of the simulated forest biomass. On the otherhand, spatial
distribution of simulated forest biomass appears to be very close to observed forest
biomass in other sub-basins with frequent over and under prediction. The spatial
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distribution of observed and simulated forest biomass ranged from 20.60 to 89.61, and
38.71 Mg/ha to 62.14 Mg/ha, respectively (Figure 3.9). The close match between
simulated and observed forest biomass in 22 (71%) of the sub-basin suggests satisfactory
performance of SWAT to simulated forest biomass. On the other hand, large difference
between simulated and observed forest biomass in nine sub-basins can be attributed to the
differences in simulated and actual field management setting as indicated earlier. For
instance model considers the age of the tree to be homogenous whereas in actual field
situation there is great variation in the age of the trees with young trees producing less
biomass than mature trees.

Figure 3.9

3.5

Spatial distribution of observed and simulated average forest biomass of
the Upper Pearl River Watershed

Conclusions
The results of manual streamflow calibration at six USGS stations were found to

be quite satisfactory. The values of R2 and NSE were found to be greater than 0.6 at five
of six stations during the calibration period and four of six stations during the validation
period. Moreover, the results also revealed smaller value of PBIAS and RMSE indicating
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SWAT model was able to predict streamflow with minimum average error and bias. The
calibrated and validated SWAT model was further used to perform sensitivity analysis
and also to assess the performance of the SWAT model to simulate potential forest
biomass production.
The results based on the local sensitivity analysis technique demonstrated that the
simulated forest biomass was sensitive to only three crop parameters. In contrast to
sensitivity analysis conducted in switchgrass and miscanthus, relative sensitivity of all
studied parameters in this study has shown lower value of relative sensitivity. However,
with the exception of BLAI, classification of other parameters based on sensitivity class
was found to be consistent with earlier study. The results based on visual analysis
indicated that DLAI was the most sensitive parameter followed by the BIOE.
Furthermore, results based on the sensitivity class revealed that DLAI and BIOE were
only moderately sensitive and BLAI showed low sensitivity. Other parameters such as
CHTMX, RDMX, LAIMX1, and FRGRW1 were not found to be sensitive for
influencing forest biomass production.
The performance of the SWAT model to simulate potential forest biomass
production demonstrated good fit between simulated and observed forest biomass. High
value of R2 and small difference between predicted and observed mean indicated strong
relationship between the data with minimum bias in simulated data. Further, small value
of RMSE also reveals that the predicted potential forest biomass possess minimum
degree of average error. On the other hand, higher value of standard deviation and
coefficient of variation of simulated data revealed higher variability in the simulated
biomass. Undoubtedly, this can be attributed to small number of observed data. The result
also showed that the UPRW has the potential to produce approximately 49 Mg/ha of
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average forest biomass annually. This value is slightly less (4.26 Mg/ha) than the average
observed forest biomass in the study area. A comparison of the spatial distribution of
simulated forest biomass with the observed forest biomass within the watershed shows
that except in nine sub-basins, simulated forest biomass is close to observed biomass.
This value represents the total forest biomass available in the watershed and not the
biomass that can be used as a feedstock for bioenergy production. Thus, further study will
be needed to determine how much of the available forest biomass can be use as a
feedstock for bioenergy production.
Overall, the results based on sensitivity analysis provide baseline information
about the sensitivity of seven crop parameters of the SWAT model to influence forest
biomass production and therefore, may serve as a basis for similar future research.
Likewise, SWAT model showed satisfactory performance in predicting forest biomass
production. A robust statistical analysis was not possible because of the limited
availability of detailed observed forest biomass data.Consequently, this limit in making
strong conclusion about the performance of the SWAT in predicting potential forest
biomass production in the UPRW. Thus, it is suggested to interpret the findings of this
study cautiously. Also, further verification with sufficient observed data is needed for
more plausible result on the performance of SWAT to simulate potential forest biomass
production.
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CHAPTER IV
CONCLUSIONS AND RECOMMENDATIONS
4.1

Overall Conclusions
Based on the discussion of chapters 2, and 3, the overall conclusions of this study

are:
1) Clearcut forest harvesting showed a significant hydrologic and water quality
impact at the outlet as well as at the watershed level. The magnitude of
impact, however, differed with clearcut scenario applied to the forested area
of the watershed. Based on the results and discussion in Chapter 2, an increase
in streamflow and sediment load at the watershed outlet, and an increase in
water yield and sediment yield over the entire watershed occurred gradually.
Multiple comparisons of streamflow and sediment load at the watershed outlet
demonstrated no significant difference between 10%, 20% and 30% clearcut
harvesting scenarios. On the other hand, significant difference was observed
between 30% and 55% scenario as well as between 55% and 75% scenario. It
was also observed that the impact of clearcut harvesting scenarios over the
entire watershed was different from the impact at the watershed outlet. With
an exception of scenarios between 55% and 75%, no significant difference
was observed between other scenarios at the watershed level. As expected,
largest increase in all components occurred under 55% and 75% clearcut
harvesting scenario. Among all components, percent increase in sediment load
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was substantially high from the base scenario (936,111 Mg) and percent
increase ranged between 75% and 466%, respectively (Figure 2.9). Likewise,
increase in sediment yield from the base scenario (4tons/ha) was also
relatively high compared to increase in water components and ranged between
33% and 250%, respectively (Figure 2.11). Percent increase in streamflow
from base scenario (440mm) ranged between 20% and 187%, respectively
(Figure 2.8). Likewise, percent increase in water yield from its base scenario
(456 mm) ranged between 33% and 250%, respectively (Figure 2.10). Thus,
based on the findings of this study, it can be concluded that impact of
clearcutting is more severe at the outlet than over the entire watershed.
Furthermore, as there is no significant difference on the impact among 10%,
20% and 30% clearcut scenarios at the outlet, clearcutting at the 30% is likely
to be economically feasible and environmentally safe.
2) Only three crop growth parameters of seven studied parameters were found to
be sensitive to prediction of forest biomass production. The result based on
visual analysis showed that the DLAI ranked as the most sensitive parameter
followed by the BIOE with relative sensitivity index of 0.44 and 0.35,
respectively (Figure 3.6). On the other hand, results based on sensitivity class
indicated that DLAI and BIOE are only moderately sensitive, and BLAI
showed low sensitivity to forest biomass production (Figure 3.6). Since
similar studies related to sensitivity analysis of crop parameters to simulate
forest biomass is lacking, this study might serve as a baseline for similar
future research.
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3) The UPRW has the potential to produce approximately 49 Mg/ha of average
forest biomass annually, which is slightly less than the observed average
forest biomass. The results also revealed good fit between simulated and
observed forest biomass which is apparent with higher value of R2 = 0.83
(Figure 3.7). The results also demonstrated that the simulated forest biomass
possesses minimum degree of average error and minimum bias as the value of
RMSE appear to be small (11.24 Mg/ha) (Table 3.6) and the difference
between the mean of simulated and observed forest biomass is less than 5
Mg/ha (Table 3.6). At the same time, higher value of standard deviation and
coefficient of variation indicated higher variation in the simulated forest
biomass and hence limits in making strong conclusion about the SWAT’s
performance in predicting potential forest biomass in the UPRW.
4.2

Recommendations for Future Study
Based on the number of limitations and problems encountered to achieve the

overall objective set forth by this study, several suggestions have been made for the
future research.
1) The hydrologic and water quality components of the watershed may vary with
factors such as the availability of forest road in the clear felled sites and the
implementation of BMP on the site following clearcutting. However, these
factors were not considered in this study. Thus, for more plausible result on
the impact of forest clearcutting in the future study, it is suggested to simulate
model by incorporating these factors.
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2) Past studies conducted in small watersheds have shown that impact due to
forest cover change, particularly in the hydrologic component depends on the
type of forest vegetation clearcut (Bosch and Hewlett, 1982; Stednick, 1996).
For instance clearcutting of pine forest generally results in higher water yield
compared to deciduous or mixed forest. However, this study has analyzed the
cumulative impact of clearcutting three types of forest: deciduous, evergreen
and mixed. Thus, in future research, it is suggested to assess the impact of
individual forest type.
3) The SWAT model was used in this study for predicting the impact of clearcut
forest harvesting. This model has been recognized as a robust hydrological
model for assessing the impact of landuse change and land management
practices on watershed hydrology and water quality. However, a problem was
encountered in this study in defining clearcut forest harvesting in the
management (.mgt) file. Thus, this study suggests for further improvement in
the SWAT management file so that the impact of clearcut forest harvesting
can be realistically simulated.
4) This study was able to determine the total forest biomass production in the
UPRW instead of the biomass feedstock available for bioenergy. Therefore,
future research related to the assessment of forest biomass that could be
potentially used as feedstock for bioenergy might help to determine forest
biomass that could be extracted for bioenergy production without impacting
the hydrology and water quality of the study area.
5) One of the major challenges of this study was to identify appropriate crop
growth parameters as well as their tested value for forest biomass production.
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Thus, future research on crop growth parameters used in this study as well as
other potential crop related parameters might result in more realistic
simulation of forest biomass production by the SWAT model.
6) This study has used local sensitivity analysis to identify the sensitive crop
growth parameters of SWAT to predict potential forest biomass production.
Since this method is based on the assumption of linearity, and do not consider
correlation between parameters, it is suggested to use other approaches such
as global sensitivity analysis in the future study related to sensitivity analysis
of crop parameter to influence forest biomass production.
7) Even though BLAI is an important crop parameter for simulating biomass
production, results from this study indicated low sensitivity to forest biomass
production. Thus, further research is suggested to verify the finding of this
study as well as to reduce uncertainty associated with BLAI.
8) In spite of strong correlation and small difference between simulated and
observed forest biomass in this study, caution must be excercised in
considering the value of predicted forest biomass due to insufficient observed
data for the study area. Thus, for realistic forest biomass prediction by the
SWAT model, more detail and sufficient forest biomass data are needed in
future studies.
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