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Constructing and implementing useful quantum algorithms is one of the central challenges in
quantum information science. Efficient sampling from a classical Gibbs distribution is an important
computational problem with applications ranging from statistical physics over Monte Carlo and
optimization algorithms to machine learning. Here, we introduce a family of quantum algorithms
that provide unbiased samples by preparing a state that encodes the entire Gibbs distribution. We
show that this approach leads to a speedup over a classical Markov chain for several examples
including the Ising model and sampling from weighted, independent sets of two different graphs.
We further propose a realistic implementation of sampling from independent sets based on Rydberg
atom arrays. Our approach connects computational complexity with phase transitions, providing
a physical interpretation of quantum speedup, and opens the door to exploring potentially useful
sampling algorithms using near-term quantum devices.
Efficient algorithms that sample from Gibbs distribu-
tions are of broad practical importance in areas includ-
ing statistical physics [1], optimization [2], and machine
learning [3]. Quantum systems are naturally suited for
encoding sampling problems: according to the Born rule,
a projective measurement of a quantum state |ψ〉 in an
orthonormal basis {|s〉} yields a random sample drawn
from the probability distribution p(s) = |〈s|ψ〉|2. This
observation underpins recent work aiming to demonstrate
quantum advantage over classical computers by sam-
pling from a probability distribution defined in terms of
a quantum gate sequence [4] or an optical network [5].
While these efforts have led to impressive experimental
demonstrations [6, 7], thus far they have limited implica-
tions for practically relevant problems.
In this Article, we introduce a family of quantum al-
gorithms for sampling from classical Gibbs distributions.
We illustrate our approach with several specific examples
including sampling from the Ising model and weighted in-
dependent sets. Since approximating the size of the max-
imum independent set on a random graph is NP hard [8],
the latter case encompasses computationally hard prob-
lems, which are potentially relevant for applications such
as computer vision [9], biochemistry [10], and social net-
works [11]. Before proceeding, we note that several quan-
tum algorithms for sampling problems have been devel-
oped previously [12–22]. In contrast to many of these
pioneering proposals, our approach does not require a
large-scale, universal quantum computer and may be re-
alized on relatively near-term quantum devices.
The key ideas for our approach are summarized in
Fig. 1. We consider a system of n classical bits, label-
ing a complete bit string by s. We focus on spin mod-
els, where s = s1s2 . . . sn with each spin being either
up (si = +1) or down (si = −1). The desired Gibbs
distribution pβ(s) = e
−βHc(s)/Z is defined in terms of
the energies Hc(s) and the inverse temperature β with
Z = ∑s e−βHc(s) denoting the partition function. Sam-
pling from a classical Gibbs distribution can be reduced
to preparing the quantum state
|ψ(β)〉 = 1√Z
∑
s
e−βHc(s)/2|s〉, (1)
referred to as the Gibbs state, followed by a projec-
tive measurement in the {|s〉} basis. To prepare this
state, we start from a classical Markov chain Monte
Markov chain sampling problem Hamiltonian
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Fig. 1. Quantum algorithms to sample from classi-
cal Gibbs distributions. a, Key steps in the construc-
tion of the proposed quantum algorithms. The green boxes
constitute the sampling procedure, which is carried out on a
quantum computer. b, In two examples discussed below, the
speedup of our algorithm can be understood to be due to bal-
listic propagation of domain walls in the quantum system as
opposed to the diffusive random walk in the Markov chain.
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2Carlo algorithm for sampling from the Gibbs distribu-
tion. Any such Markov chain can be mapped onto a so-
called parent Hamiltonian Hq(β) with the unique ground
state |ψ(β)〉 [23]. Next, we identify a sufficiently sim-
ple Hamiltonian H0 whose ground state can be readily
prepared and which can be adiabatically deformed into
Hq(β), thereby producing the Gibbs state. In contrast to
prior work [18], we do not restrict the adiabatic evolution
to the one-parameter family of Hamiltonians defined by
Hq(β) for arbitrary β. Instead, as shown below, more
general paths allow one to outperform adiabatic evolu-
tion along the one-parameter family and give rise to an
asymptotic speedup over the classical Markov chain.
In two of the examples presented below, the origin of
the speedup can be understood as resulting from bal-
listic propagation of domain walls enabled by quantum
coherent motion in contrast to the diffusion caused by
classical thermal fluctuations. Since the width of the re-
gion explored by diffusion is proportional to the square
root of time (dashed curve in Fig. 1b), we generically
expect a quadratic speedup. Additional speedup is pos-
sible if diffusion in the Markov chain is suppressed, e.g.
by a thermal barrier. An alternative speedup mechanism
associated with quantum tunneling is uncovered in the
independent set problem on star graphs.
PARENT HAMILTONIANS
Our construction of the parent Hamiltonian follows the
prescription in reference [23] (see references [24–26] for
related earlier work). We first define a Markov chain
that samples from the desired Gibbs distribution pβ(s).
The Markov chain is specified by a generator matrix Mβ ,
where the probability distribution qt(s) at time t evolves
according to qt+1(s) =
∑
s′ qt(s
′)Mβ(s′, s). By construc-
tion, pβ(s) is a stationary distribution of the Markov
chain and therefore constitutes a left eigenvector of Mβ
with eigenvalue unity. We assume in addition that the
Markov chain satisfies detailed balance, which can be ex-
pressed as e−βHc(s
′)Mβ(s
′, s) = e−βHc(s)Mβ(s, s′). This
property implies that
Hq(β) = n
(
I− e−βHc/2MβeβHc/2
)
(2)
is a real, symmetric matrix. It can be viewed as a quan-
tum Hamiltonian with the Gibbs state |ψ(β)〉 being its
zero-energy eigenstate. The Gibbs state is a ground state
because the spectrum of Hq(β) is bounded from below by
0. For every eigenvalue n(1 − λ) of Hq(β), there exists
an eigenvalue λ of Mβ , where λ ≤ 1 because Mβ is a
stochastic matrix. If the Markov chain is fully mixing
and aperiodic, the Perron–Frobenius theorem [27] guar-
antees that |ψ(β)〉 is the unique ground state of Hq(β).
The factor of n in equation (2) ensures that the spectrum
of the parent Hamiltonian is extensive. To account for
the natural parallelization in adiabatic evolution, we di-
vide the mixing time of the Markov chain by n for a fair
comparison, denoting the result by tm. The correspon-
dence between the spectra of Mβ and Hq(β) establishes
the bound tm ≥ 1/∆(β), where ∆(β) is the gap between
the ground state and first excited state of the parent
Hamiltonian [28].
SAMPLING FROM THE 1D ISING MODEL
We now illustrate this procedure by considering a fer-
romagnetic Ising model composed of n spins in one di-
mension. The classical Hamiltonian is given by Hc =
−∑ni=1 σzi σzi+1 with periodic boundary conditions, let-
ting σzn+1 = σ
z
1 and σ
z
0 = σ
z
n. We choose Glauber dy-
namics as the Markov chain, in which at each time step,
a spin is selected at random and its value is drawn from a
thermal distribution with all other spins fixed [29]. Up to
a constant, the corresponding parent Hamiltonian takes
the form
Hq(β) = −
n∑
i=1
[h(β)σxi + J1(β)σ
z
i σ
z
i+1
− J2(β)σzi−1σxi σzi+1
]
, (3)
where 4h(β) = 1 + 1/ cosh(2β), 2J1(β) = tanh(2β), and
4J2(β) = 1−1/ cosh(2β) (see supplementary information
(SI) for details and references [30, 31] for early deriva-
tions of this result). At infinite temperature (β = 0), we
have J1 = J2 = 0 and h = 1/2. The ground state is
a paramagnet aligned along the x-direction, which cor-
responds to an equal superposition of all classical spin
configurations, consistent with the Gibbs distribution at
infinite temperature. When the temperature is lowered,
the parameters move along a segment of a parabola in
the two-dimensional parameter space (J1/h, J2/h) shown
by the red curve (ii) in Fig. 2a. We highlight that any
point along the segment can be viewed as a generalized
Rokhsar–Kivelson point [25, 32], where the Hamiltonian
is by construction stoquastic and frustration free [26, 33].
The quantum phase diagram of the parent Hamilto-
nian for arbitrary values of h, J1, and J2 is obtained by
performing a Jordan–Wigner transformation that maps
equation (3) onto a free-fermion model [34, 35] (see SI).
The distinct quantum phases are displayed in Fig. 2a.
The model reduces to the transverse field Ising model
on the J2/h = 0 axis, in which a phase transition from
a paramagnet to a ferromagnet occurs at J1/h = 1.
Along the J1/h = 0 axis, the ground state under-
goes a symmetry-protected topological phase transition
at J2/h = ±1 from the paramagnet to a cluster-state-
like phase [36]. We note that the tricritical point at
(J1/h, J2/h) = (2, 1) describes the parent Hamiltonian
corresponding to zero temperature (β →∞).
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Fig. 2. Sampling from the 1D Ising model. a, Phase
diagram of the parent Hamiltonian corresponding to the Ising
chain. The black lines indicate the boundaries between para-
magnetic (PM), ferromagnetic (FM), and cluster-state-like
(CS) phases. The curves labeled (i)–(iv) show four differ-
ent choices of adiabatic paths with (ii) representing the one-
parameter family Hq(β). b, The time dependence of J1/h
for a chain of n = 100 spins according to equation (5) of the
Methods section. c, Fidelity as a function of the sweep time
along these trajectories. d, The time ta required to reach a
fidelity exceeding 1−10−3 as a function of the number of spins
n. The black lines are guides to the eye showing the expected
linear, quadratic, and cubic dependencies of ta on n.
To prepare the Gibbs state |ψ(β)〉, one may start from
the ground state of Hq(0) before smoothly varying the
parameters (h, J1, J2) to bring the Hamiltonian into its
final form at the desired inverse temperature β. States
with finite β can be connected to the infinite temperature
state by a path that lies fully in the paramagnetic phase.
Both adiabatic state preparation and the Markov chain
are efficient in this case. Indeed, it has been shown previ-
ously that there exists a general quantum algorithm with
run time ∼ log n for gapped parent Hamiltonians [22],
which is identical to the Markov mixing time tm for the
Ising chain [37].
Sampling at zero temperature is more challenging with
the mixing time of the Markov chain bounded by tm & n2
(see SI). For the quantum algorithm, we consider the
four different paths in Fig. 2a. To evaluate the dynam-
ics quantitatively, we choose the rate of change with the
aim of satisfying the adiabatic condition at every point
along the path (see Fig. 2b and Methods) and numeri-
cally integrate the Schro¨dinger equation with the initial
state |ψ(0)〉 to obtain |φ(ttot)〉 after total evolution time
ttot (without loss of generality we set h = 1). Figure 2c
shows the resulting fidelity F = |〈φ(ttot)|ψ(∞)〉|2 for a
chain of n = 100 spins. The total variation distance
d = ||p− q|| between the desired Gibbs distribution and
the prepared distribution q(s) = |〈s|φ(ttot)〉|2 is bounded
by d ≤ √1−F [38]. To determine the dependence on
the number of spins, we extract the time ta at which the
fidelity exceeds 1−10−3, Fig. 2d. We find three different
scalings of the time ta: along path (i), it roughly scales as
ta ∼ n3, along (ii) as ta ∼ n2, while (iii) and (iv) exhibit
a scaling close to ta ∼ n.
These scalings follow from the nature of the phase tran-
sitions. The dynamical critical exponent at the tricrit-
ical point is z = 2, meaning that the gap closes with
system size as ∆ ∼ 1/n2, which is consistent with the
time required along path (ii). As shown in the SI, the
dynamical critical exponent at all phase transitions away
from the tricritical point is z = 1 and the gap closes as
∆ ∼ 1/n. Therefore, the paramagnetic to ferromagnetic
phase transition can be crossed adiabatically in a time
proportional to n, only limited by ballistic propagation
of domain walls as opposed to diffusive propagation in
the Markov chain. There is no quadratic slowdown as
paths (iii) and (iv) approach the tricritical point, which
we attribute to the large overlap of the final state with
ground states in the ferromagnetic phase. Path (i) per-
forms worse than path (ii) because the gap between the
paramagnetic and cluster-state-like phases vanishes ex-
actly for certain parameters even in a finite-sized sys-
tem (see SI). To further support the statement that the
speedup is of quantum mechanical origin, we note that
the half-chain entanglement entropy of the ground state
diverges logarithmically with the number of spins when
paths (iii) and (iv) cross from the paramagnetic into the
ferromagnetic phase. Hence, it is impossible to find a
representation for the ground state at the phase transi-
tion in the form of equation (1) with a local, classical
Hamiltonian Hc because any such representation would
be a matrix product state with constant bond dimension
and bounded entanglement entropy [23].
While this example illustrates a mechanism for quan-
tum speedup, sampling from large systems is hard only
at zero temperature [39]. Since sampling at zero temper-
ature is equivalent to optimization, there may exist more
suitable algorithms to solve the problem. In addition,
the parent Hamiltonian, equation (3), does not have a
simple physical realization. We address these limitations
by considering the weighted independent set problem.
WEIGHTED INDEPENDENT SETS
An independent set of a graph is any subset of vertices
in which no two vertices share an edge, see Fig. 3a. We
say vertex i is occupied if it is in the independent set and
assign the occupation number ni = 1. All other vertices
are unoccupied with ni = 0. In the weighted indepen-
4dent set problem, each vertex is further assigned a weight
wi and we seek to minimize the energy Hc = −
∑
i wini
subject to the independent set constraint. The corre-
sponding Gibbs distribution has been studied extensively
in probability theory and computer science [40] as well
as in statistical physics [41, 42].
To construct a quantum algorithm, each vertex is as-
sociated with a spin variable σzi = 2ni − 1. Single spin
flips with the Metropolis–Hastings update rule [43] yield
the parent Hamiltonian
Hq(β) =
∑
i
Pi [Ve,i(β)ni+
Vg,i(β)(1− ni)− Ωi(β)σxi ] , (4)
where we only consider the subspace spanned by the inde-
pendent sets (see SI). In equation (4), Pi =
∏
j∈Ni(1−nj)
projects onto states in which the nearest neighbors Ni
of vertex i are all unoccupied. The remaining param-
eters are given by Ve,i(β) = e
−βwi , Vg,i(β) = 1, and
Ωi(β) = e
−βwi/2.
The projectors Pi involve up to d-body terms, where
d is the degree of the graph. Nevertheless, they can
be implemented e.g. using programmable atom arrays
with minimal experimental overhead for certain classes
of graphs. In the case of so-called unit disk graphs,
Fig. 3a, these operators are naturally realizable using
highly excited Rydberg states of neutral atoms (see
Fig. 3b and Methods). As a simple example of a unit
disk graph, we consider a chain of length n and choose
equal weights wi = 1. The resulting parent Hamilto-
nian has been studied both theoretically [44, 45] and
experimentally using Rydberg atoms [46]. Its quantum
phases can be characterized by the staggered magneti-
zation Mk = (1/n)
∑n
j=1 e
2piij/kσzj . Figure 3c shows the
ground state expectation value of |M2|+ |M3| for n = 30,
clearly indicating the presence of three distinct phases.
For large Ω/Vg or large, positive Ve/Vg, assuming Vg > 0
throughout, the ground state respects the full transla-
tional symmetry of the Hamiltonian and |Mk| vanishes
for all integers k > 1. When Ve/Vg is sufficiently small,
the ground state is Z2 ordered with every other site oc-
cupied and |M2| 6= 0. Owing to next-to-nearest neighbor
repulsive terms in the Hamiltonian, there further exists
a Z3 ordered phase, in which |M3| 6= 0 and the ground
state is invariant only under translations by three lattice
sites or multiples thereof.
The one-parameter family Hq(β) is indicated by the
red curve (i) in Fig. 3c. We note that |ψ(0)〉 is not a
product state. However, the Hamiltonian Hq(0) can be
adiabatically connected to Ω/Vg = 0 and Ve/Vg > 3,
where the ground state is a product state of all sites unoc-
cupied. Since such a path may lie fully in the disordered
phase, adiabatic state preparation of the zero tempera-
ture Gibbs state is efficient. Similarly, the Markov chain
at infinite temperature is efficient as the parent Hamil-
tonian is gapped. More generally, we show numerically
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Fig. 3. Sampling from independent sets of unit disk
graphs. a, Example of an independent set (red vertices) on a
unit disk graph. Two vertices are connected if and only if they
are separated by a distance less than R. b, Physical realiza-
tion of the parent Hamiltonian, equation (4), using Rydberg
blockade as discussed in the Methods section. The Hamilto-
nian parameters are determined by the drive amplitudes Ei
and E ′i as well as their detuning from resonance. c, Parame-
ter space and order parameter of the parent Hamiltonian for a
chain of length n = 30. The order parameter |M2|+ |M3| dis-
tinguishes the disordered phase from the Z2 and Z3 ordered
phases. The red curve (i) indicates the one-parameter family
Hq(β), while the blue curve (ii) is an alternative adiabatic
path crossing into the Z2 phase. d, Adiabatic state prepara-
tion time ta along the two paths in (c). Path (i) terminates
at βc = 2 logn while (ii) continues to β → ∞. The sweep
rate was chosen according to equation (5) and the threshold
fidelity was set to F = 1 − 10−3. The black lines are guides
to the eye showing the scalings ta ∼ n and ta ∼ n4.
in the SI that the gap is proportional to e−2β at high
temperature and e−β/n2 at low temperature. In con-
trast to the Ising chain, the gap vanishes as β →∞ even
for finite sized systems. The physical reason is that de-
fects in the Z2 ordering must overcome an energy barrier
to propagate. Since the Markov chain is not ergodic at
zero temperature, it is only possible to sample approx-
imately from the ground state by running the Markov
chain at a low but nonzero temperature β & βc, where
βc = 2 log n corresponds to the temperature at which the
correlation length is comparable to the system size. The
gap of the parent Hamiltonian bounds the mixing time
by tm & e2βc ∼ n4. As shown in Fig. 3d, the adiabatic
state preparation time along the one-parameter family
Hq(β) appears to follow the same scaling.
A quantum speedup is obtained by choosing a differ-
ent path. For example, an approximately linear scaling
ta ∼ n, is observed along path (ii) in Fig. 3c. In analogy
to the Ising chain, we attribute the linear scaling to the
5dynamical critical exponent z = 1 at the phase transi-
tion between the disordered and the Z2 ordered phases.
Note that for the independent set problem, the quan-
tum speedup is quartic owing to the more slowly mixing
Markov chain. We remark that it is possible to improve
the performance of the Markov chain by adding simulta-
neous spin flips on neighboring sites, though the quantum
algorithm still retains at least a quadratic speedup in this
case similar to the Ising model (see Methods).
SAMPLING FROM HARD GRAPHS
We next consider a graph for which it is hard to sam-
ple from independent sets even at nonzero temperature.
The graph takes the shape of a star with b branches and
two vertices per branch (see Fig. 2a). The weight of the
vertex at the center is b, while all other weights are set
to 1. The classical model exhibits a phase transition at
βc = logϕ ≈ 0.48, where ϕ is the golden ratio (see Meth-
ods). Above the phase transition temperature, the free
energy is dominated by the entropic contribution from
the 3b states with the center unoccupied. Below the tran-
sition temperature, it is more favorable to decrease the
potential energy by occupying the center at the cost of
reducing the entropy as the independent set constraint
limits the number of available states to 2b (see Fig. 4b).
The Markov chain on this graph has severe kinetic con-
straints since changing the central vertex from unoccu-
pied to occupied requires all neighboring vertices to be
unoccupied. Assuming that each individual branch is in
thermal equilibrium, the probability of accepting such a
move is given by p0→1 = [(1 + eβ)/(1 + 2eβ)]b. Similarly,
the reverse process is energetically suppressed with an
acceptance probability p1→0 = e−bβ . The central vertex
can thus become trapped in the thermodynamically un-
favorable configuration, resulting in a mixing time that
grows exponentially with b at any finite temperature.
When starting from a random configuration, the Markov
chain will nevertheless sample efficiently at high temper-
ature because the probability of the central vertex being
initially occupied is exponentially small. By the same
argument, the Markov chain almost certainly starts in
the wrong configuration in the low temperature phase
and convergence to the Gibbs distribution requires a time
tm & 1/p0→1.
The corresponding quantum dynamics are captured by
a two-state model formed by |ψ0(β)〉 and |ψ1(β)〉, which
are Gibbs states with the central vertex fixed to be re-
spectively unoccupied or occupied (see Fig. 4a and Meth-
ods). The tunneling rate between these states, i.e. the
matrix element 〈ψ0|Hq|ψ1〉, is given by J = Ωcen√p0→1,
where Ωcen denotes the coefficient Ωi in equation (4) as-
sociated with the central vertex. The time required to
adiabatically cross the phase transition is bounded by
ta & 1/J with J evaluated at the phase transition. Along
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Fig. 4. Hard sampling at nonzero temperature.
a, Sampling from a star graph with two vertices per branch is
kinetically constrained because occupying the central vertex
requires all adjacent vertices to be unoccupied. The mixing of
the Markov chain is limited at low temperature by the prob-
ability p0→1 of changing the central vertex from unoccupied
to occupied. The quantum algorithm achieves a quadratic
speedup over the Markov chain by tunneling between such
configurations. b, Entropy per branch S/b of the Gibbs dis-
tribution corresponding to the weighted independent set prob-
lem on this star graph. The system exhibits a discontinuous
phase transition at βc ≈ 0.48 (dashed, vertical line). The
central vertex is occupied with high probability when β > βc
and unoccupied otherwise. The blue curves were obtained
for finite-sized systems, while the black curve indicates the
thermodynamic limit (see Methods).
the one-parameter family Hq(β), we have Ωcen =
√
p1→0.
In addition, at the phase transition, p0→1 = p1→0 such
that ta & 1/p0→1, yielding the same time complexity
as the Markov chain that samples at the phase transi-
tion. However, the square-root dependence of the tunnel-
ing rate on p0→1 immediately suggests that a quadratic
speedup may be attainable by crossing the phase tran-
sition with Ωcen = 1. An example of such a path is
provided in the SI along with a demonstration of the
quadratic speedup by numerically evaluating the adia-
batic state preparation time.
OUTLOOK
Our approach to quantum sampling algorithms un-
veils a connection between computational complexity and
phase transitions and provides physical insight into the
origin of quantum speedup. The quantum Hamiltoni-
ans appearing in the construction are guaranteed to be
local given that the Gibbs distribution belongs to a lo-
cal, classical Hamiltonian and that the Markov chain up-
dates are local. Consequently, time evolution under these
quantum Hamiltonians can be implemented using Hamil-
tonian simulation [47]. Moreover, a hardware efficient
implementation in near-term devices may be possible for
certain cases such as the independent set problem. While
the proposed realization utilizing Rydberg blockade is re-
stricted to unit disk graphs, a wider class of graphs may
be accessible using anisotropic interactions [48] and indi-
vidual addressing with multiple atomic sublevels [49].
6Our approach can be extended along several direc-
tions. These include quantum algorithms correspond-
ing to Markov chains with cluster updates, which are of-
ten effective in practice. To address practically relevant
sampling problems, our method should be expanded to
disordered systems in two or more dimensions, where it
may be challenging to directly identify an efficient adia-
batic path. Extensions to hybrid algorithms that com-
bine quantum evolution with classical optimization may
offer a solution to this problem. For instance, the en-
ergy of the parent HamiltonianHq(β) could be minimized
using variational quantum algorithms, similar to previ-
ous proposals that directly minimize the free energy [50],
without requiring complex measurements of the entangle-
ment entropy. Apart from testing such algorithms, their
realization on near-term quantum devices can open the
door to exploration of novel applications in areas ranging
from physical science to machine learning.
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8METHODS
Adiabatic sweeps
The rate of change of the Hamiltonian parameters are
chosen to satisfy the adiabatic condition at every point
along a given path [51, 52]. For a general set of parame-
ters λµ, we let ∑
µ,ν
gµν
dλµ
dt
dλν
dt
= ε2, (5)
where ε is a small, dimensionless number and
gµν =
∑
k 6=0
〈∂µ0|k〉〈k|∂ν0〉
(Ek − E0)2 . (6)
Here the |k〉 and Ek label the eigenstates and correspond-
ing eigenenergies of the system with k = 0 denoting the
ground state. The notation ∂µ is a shorthand for d/dλµ.
Equations (5) and (6) ensure that the parameters change
slowly when the gap is small while simultaneously taking
into account the matrix elements 〈k|∂µ0〉, which deter-
mine the coupling strength of nonadiabatic processes to
a particular excited state |k〉. The total evolution time
can be adjusted by varying ε and is given by
ttot =
1
ε
∫ √∑
µ,ν
dλµdλν gµν , (7)
where the integral runs along the path of interest.
We show in the SI that for the cases studied here, a
constant fidelity close to unity is reached at a small value
of ε that is independent of n. Hence, the parametric de-
pendence of the adiabatic state preparation time on n
only depends on the integral in equation (7). Indeed, we
find that the scalings along the various paths for the 1D
Ising model can be analytically established from the sin-
gular properties of gµν at the tricritical point. A similar
numerical analysis is provided in the SI for both of the
independent set problems.
Implementation with Rydberg atoms
For unit disk graphs, the parent Hamiltonian for the
weighted independent set problem, equation (4), can
be efficiently implemented using highly excited Rydberg
states of neutral atoms [49]. As illustrated in Fig. 3b, the
ground state |gi〉 of an atom i encodes the unoccupied
state of a given vertex i. Similarly, the occupied state
is encoded in a Rydberg state |ri〉. We implement the
first and last term in equation (4) by driving a transition
from |gi〉 to |ri〉. The value of Ve,i is set by the detuning
of the drive, whereas Ωi is proportional to the amplitude
of the drive, Ei. The projectors Pi arise due to Rydberg
blockade. If an atom is excited to the Rydberg state,
the strong van der Waals interaction UvdW shifts the Ry-
dberg states of all neighboring atoms out of resonance,
effectively turning off the drive and thereby enforcing the
independent set constraint. The remaining second term
in equation (4) can be realized using a similar approach,
combining the Rydberg blockade with an AC Stark shift
induced by an off-resonant drive from the ground state
to an auxiliary Rydberg state |r′i〉. The Rydberg interac-
tion contributes additional terms to the Hamiltonian that
decay as 1/r6 with the distance r between two atoms.
We have neglected these terms throughout, noting that
a strategy to mitigate their role has been proposed in a
related context [53].
Interactions between Rydberg atoms can also be used
to implement more complicated parent Hamiltonians.
For instance, Fo¨rster resonances between Rydberg states
can give rise to simultaneous flips of two neighboring
spins [54]. Such updates allow defects of two adjacent,
unoccupied vertices to diffuse without an energy barrier.
This results in a gap ∆ ∼ 1/n2 at low temperature along
the one-parameter family Hq(β) without the factor e
−β .
Hence, the corresponding Markov chain samples quadrat-
ically faster from the ground state than the Markov chain
with only single spin flips. The quantum algorithm does
not experience a parametric speedup with these updates
as the computation time is limited by the time for corre-
lations to spread over the entire system. Both the clas-
sical and quantum algorithms associated with correlated
updates will be discussed in detail elsewhere.
Finally, we note that even though the star graph is
not a unit disk graph, its parent Hamiltonian could po-
tentially be implemented using anisotropic interactions
between Rydberg states [48].
Classical phase transition of the star graph
The temperature at which the classical model associ-
ated with the weighted independent set problem for the
star graph undergoes a phase transition can be computed
exactly. The partition function is given by
Z = (1 + 2eβ)b + ebβ (1 + eβ)b . (8)
The two terms correspond to the different configurations
of the central vertex. The probability that the central
site is occupied is given by
p1 =
1
Z e
bβ
(
1 + 2eβ
)b
=
[
1 +
(
1 + 2eβ
eβ + e2β
)b]−1
. (9)
In the thermodynamic limit b → ∞, this turns into the
step function p1 = Θ(β − βc), where βc = logϕ with
ϕ = (
√
5 + 1)/2 being the golden ratio. The entropy
S = β(U − F ) can be computed from the Helmholtz
9free energy F = − logZ/β and the total energy U =
−∂ logZ/∂β.
Two-state model for the star graph
The star graph has three types of vertices: the ver-
tex at the center and the inner and outer vertices on
each branch. Restricting our analysis to the subspace
that is completely symmetric under permutations of the
branches, we introduce the total occupation numbers
nin =
∑b
i=1 nin,i and nout =
∑b
i=1 nout,i as well as the
number of unoccupied branches n0. The symmetric sub-
space is spanned by the states |ncen, nin, nout, n0〉, where
ncen ∈ {0, 1}, while the other occupation numbers are
nonnegative integers satisfying nin + nout + n0 = b. If
ncen = 1, the independent set constraint further requires
nin = 0. The state |ncen, nin, nout, n0〉 is an equal super-
position of b!/(nin!nout!n0!) independent configurations.
The permutation symmetry leads to a bosonic alge-
bra. We define the bosonic annihilation operators bin,
bout, and b0 respectively associated with the occupation
numbers nin, nout, and n0. The Hamiltonian can be split
into blocks where the central vertex is either occupied
or unoccupied as well as an off-diagonal term coupling
them. Explicitly,
Hq = H
(0)
q ⊗(1−ncen)+H(1)q ⊗ncen +H(od)q ⊗σxcen. (10)
It follows from equation (4) that in terms of the bosonic
operators
H(0)q = Ve,inb
†
inbin + Ve,outb
†
outbout + (Vg,in + Vg,out)b
†
0b0
− Ωin(b†inb0 + h.c.)− Ωout(b†outb0 + h.c.)
+ Vg,cenP (nin = 0), (11)
H(1)q = Ve,outb
†
outbout + Vg,outb
†
0b0
− Ωout(b†outb0 + h.c.) + Ve,cen, (12)
H(od)q = −ΩcenP (nin = 0), (13)
where P (nin = 0) projects onto states with no occupied
inner vertices. The parameters are labeled in accordance
to the definitions in equation (4) with the vertex index i
replaced by the type of the vertex.
To diagonalize the Hamiltonian, we treat P (nin = 0)
perturbatively. We identify the lowest energy modes that
diagonalize the quadratic parts of H
(0)
q and H
(1)
q and as-
sociate with them the bosonic annihilation operators c0
and c1, respectively. Both modes have zero energy while
the other modes are gapped for any finite value of β. We
may thus expect the ground state to be well approxi-
mated in the subspace spanned by |ψ0〉 = c†b0 |0〉/
√
b! and
|ψ1〉 = c†b1 |0〉/
√
b!, where |0〉 denotes the bosonic vacuum.
We focus on the situation where all parameters follow the
one-parameter family Hq(β) except for Ωcen and Ve,cen,
which may be adjusted freely. One can show that in this
case, |ψ0〉 and |ψ1〉 correspond to the Gibbs state of the
star with the central vertex held fixed.
To include the effect of the terms involving P (nin =
0), we perform a Schrieffer–Wolff transformation for the
subspace spanned by |ψ0〉 and |ψ1〉 [55]. We arrive at the
effective Hamiltonian
Heff =
(
ε0 + δε0 −J − δJ
−J − δJ Ve,cen + δε1
)
, (14)
where the terms
ε0 = 〈ψ0|P (nin = 0)|ψ0〉 =
(
1 + eβ
1 + 2eβ
)b
, (15)
J = Ωcen〈ψ1|P (nin = 0)|ψ0〉 = Ωcen
(
1 + eβ
1 + 2eβ
)b/2
(16)
are obtained by projecting the full Hamiltonian onto the
low-energy subspace. The corrections from coupling to
excited states as given by the Schrieffer–Wolff transfor-
mation up to second order are
δε0 = −ε0
∑
n
1
E
(0)
n
∣∣∣〈E(0)n |σxcen|ψ1〉∣∣∣2 , (17)
δε1 = −Ω2cen
∑
n
∣∣∣〈E(0)n |σxcen|ψ1〉∣∣∣2
E
(0)
n − Ve,cen
, (18)
δJ = −1
2
Ωcen
√
ε0
∑
n
(
1
E
(0)
n
+
1
E
(0)
n − Ve,cen
)
×
∣∣∣〈E(0)n |σxcen|ψ1〉∣∣∣2 . (19)
Here, we made use of the relation P (nin = 0)|ψ0〉 =√
ε0σ
x
cen|ψ1〉, which holds along the paths of interest. The
sums run over all excited states |E(0)n 〉 with energy E(0)n of
the quadratic part of H
(0)
q (excluding |ψ0〉). We will ne-
glect the term Ve,cen in the energy denominators of equa-
tions (18) and (19), which is justified when Ve,cen is small
compared to E
(0)
n . The discussion remains valid even if
this is not the case because the second-order corrections
from the Schrieffer–Wolff transformation can then be ig-
nored. Combining these results, the complete effective
Hamiltonian may be written as
Heff =
(
(1− f)ε0 −(1− f)J
−(1− f)J Ve,cen − fΩ2cen
)
, (20)
where f =
∑
n
∣∣∣〈E(0)n |σxcen|ψ1〉∣∣∣2 /E(0)n . We find numer-
ically that f decays as an inverse power law in b such
that our approximations are well justified in the thermo-
dynamic limit (see SI). Along the one-parameter family
Hq(β), we have Ve,cen = Ω
2
cen. Hence, Heff depends on f
only through an overall factor (1 − f), which tends to 1
in the limit of large b. The phase transition of the un-
derlying classical model manifests itself as a first-order
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quantum phase transition from |ψ0〉 to |ψ1〉. The transi-
tion occurs when the two states are resonant, ε0 = Ve,cen,
which can be solved to give βc = logϕ as expected.
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