Abstract-With the establishment of cloud computing as the environment of choice for most modern applications, auto-scaling is an economic matter of great importance. For applications like stream computing that process ever changing amounts of data, modifying the number and configuration of resources to meet performance requirements becomes essential. Current solutions on auto-scaling are mostly rule-based using infrastructure level metrics such as CPU/memory/network utilization, and system level metrics such as throughput and response time. In this paper, we introduce a study on how effective auto-scaling can be using data generated by the application itself. To make this assessment, two algorithms are proposed that use a priori knowledge of the data stream and use sentiment analysis from soccer-related tweets, triggering auto-scaling operations according to rapid changes in the public sentiment about the soccer players that happens just before big bursts of messages. Our application-based auto-scaling was able to reduce the number of SLA violations by up to 95% and reduce resource requirements by up to 33%.
I. INTRODUCTION
Users are caution on how much they spend in the cloud to meet their QoS requirements. Auto-scaling, also known as elasticity [1] , is an important technique to help users configure resource allocation dynamically. There are several efforts on auto-scaling solutions and resource management in general [2] - [18] . Most of them are based on rules [19] that assess system or infrastructure level variables such as CPU, memory, response time, and throughput.
Another source of metrics to trigger auto-scaling operations comes from the applications themselves, which can serve as an earlier indicator that there will be a load change in near future. In this paper, we carry out a study on using application data as a trigger for auto-scaling operations. Our hypothesis is that this approach meets QoS requirements more efficiently than using auto-scaling triggers based on infrastructure or system metrics. Therefore, our contributions are:
• Identification of auto-scaling triggers that use correlation between data produced by the application and the volume of data to be processed ( § II); • Two auto-scaling triggers based on application data, including one with user sentiment analysis ( § III); • An extensive evaluation of the auto-scaling triggers using millions of tweets from the 2013 FIFA Confederations Cup and an application that calculates public sentiment changes during soccer matches. We use a CPU-based threshold algorithm for comparison purposes ( § IV).
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II. USE CASE APPLICATION
We used an in-house application [20] , [21] to study the impact of using application data as a trigger for auto-scaling. This application is based on IBM Streams and evaluates tweet sentiment at real time. The scenario here is analyzing public sentiment about players during soccer matches.
The application uses Twitter APIs to continuously read a live stream of tweets and its infrastructure must support the variable and sometimes huge volume of tweets posted and deliver sentiment analysis at real time. That is a requisite from clients and the usual SLA agreed is that every tweet must be processed under 5 minutes. For each tweet analyzed, sentiment is given as three real numbers called the probability that the tweet is positive, negative or neutral, which their sum is 1. The probability calculation is via a machine learning based sentiment analysis [20] , [21] .
The motivation for developing an auto-scaling trigger comes from the observation that there is a relationship between user sentiment intensity and the volume of tweets generated afterwards. Figure 1 shows how that happens over a period of 100 minutes of the Brazil vs Spain match. Although there are some false positives and a false negative in the example, peaks of sentiment variation tend to appear just a minute or two before peaks of tweets.
We used a set of 7 games from the 2013 FIFA Confederations Cup to study the sentiment-volume relationship, derive statistics and models, and feed the sentiment analysis tool. The number of tweets per match varied from 281,882 to 4,309,863. Figure 2 shows the time series for the volumes of tweets captured for all matches. 
III. EVALUATION TOOL AND AUTO-SCALING TRIGGERS
In order to evaluate several and repeatable scenarios with different computing configurations, we created a simulation tool based on the in-house application for sentiment analysis.
A tracer was attached to the in-house sentiment analysis application's code to monitor how tweets move through the processors. It logged the tweet id and the clock every time a tweet was parsed and every time it was finished being processed by the sink. It also logged from which processing element of the real application the tweet came before reaching the sink so it would be easy to know the path it took, and whether/where it was discarded.
To model the delay distributions of a real instance of the sentiment analysis application, a test-bed comprising of a PC with 2.6 GHz CPU and 1 GB memory was used. The application was slightly adapted to read tweets from the dumps instead of Twitter. This way, the system could read all tweets at once and process them as fast as its CPU was able to. The memory was enough for the application and no other storage was used during runtime.
One at a time, all seven dumps were given to the system and the same behavior was observed every time: an almost constant number of tweets was processed in the system simultaneously. By sampling on 1-second windows, the average number of tweets processed by the system was 15, 875.32 with a standard deviation of 1, 233.80, the average processing delay was of 192.09 seconds and the average input rate of 82.65 tweets/second. These numbers closely follow Little's Law: L = λW where L = 15, 875.32 and λ × W = 82.65 × 192.09 = 15, 876.24 Two auto-scaling trigger algorithms are proposed based on a priori knowledge of the application: 1) load algorithm: knows the processing delay distributions of the sentiment analysis application;
2) appdata algorithm: only deals with peaks, is oblivious to ordinary increases of traffic and runs alongside the load algorithm-it uses the sentiment analysis data generated by the application itself.
The load algorithm is based on the expected time to process all current tweets versus the given SLA. The estimated delay is calculated from the quantile function of the delay distribution of the different tweet flows inside the real application. A quantile of 0.5 is the median and roughly means a delay that is greater or equal to half of the observable delays. A quantile of 0.9 will return a delay estimative that will cover as much as 90% of the tweets. The higher the quantile the more pessimistic the model is and more likely it is to react before the SLA is really violated. On the other hand, a higher quantile will also spend more resources.
Downscaling is limited to a single CPU being returned at a time, so sudden increases in tweet volume have less impact. For upscaling, an estimate of necessary resources is calculated by the proportion of the expected delay and the SLA over the current available resources, as shown in the formula below:
The appdata algorithm analyzes the average sentiment score of the last minutes and compares it to the average sentiment of the minutes before. If the sentiment score increases by 0.5 or more, a predefined quantity of new CPUs is allocated.
The two proposed algorithms are used in opposition of the classic and largely adopted auto-scaling algorithm: the CPU usage threshold algorithm. The way this algorithm was implemented in the simulator, every time the average CPU usage goes above a certain predefined threshold, an extra CPU is allocated. On the other hand, every time the CPU usage is below 50%, a CPU is released. 
IV. SIMULATION RESULTS AND ANALYSIS
The goal of the experiments is to compare the performance of the load and appdata algorithms against the classic CPU usage threshold algorithm. For the CPU usage threshold algorithm, thresholds of 60%, 70%, 80%, 90%, and 99% are used. For the load algorithm, quantile values are: 90%, 99%, 99.9%, 99.99% and 99.999%. The appdata algorithm was run alongside the load algorithm with a quantile of 99.999% and different values of extra CPUs allocated when peaks were detected: from 1 to 10. All simulations were run with 1 initial CPU, SLA of 300 seconds, adaptation frequency and resource allocation time of 60 seconds. Figure 3 shows the quality and cost of each match as a function of the algorithms and parameters. Matches of Brazil against England and France were left out of the figure as there was close to no difference on the algorithms to be shown. On those matches, the volume of tweets was not as significant as on the other matches which made it easier for the auto-scaling algorithms to react to the relatively small variations of volume. The load algorithm consistently spends fewer resources than the threshold algorithm and is able to react faster allocating a variable amount of resources at a time. That can only happen because of the knowledge of the delay distribution.
A. Load algorithm performance

B. Appdata algorithm performance
The appdata algorithm detects peaks through the analysis of the live stream of sentiment taken from the tweets being processed. Its use was put to test together with the load algorithm with a 99.999% quantile and a number of extra CPUs varying from 1 to 10.
Peaks of tweets can be detected by analyzing sudden changes in user sentiment. CPUs allocated preemptively are available when peaks occur and more resources are necessary, preventing quality loss. In that context, a window of 60 seconds is compared to a previous window of same size. Peaks are consequences of certain events and the first few tweets related to the event that come before the peak are the key to detecting them. Older tweets, from before the event, that just happened to take longer to process cannot be confused with those few first peak tweets even if they are done being processed at the same time. For this, care must be taken that it is not the time the tweet is done being processed that is used to analyze the sentiment time series, but the tweets post time.
In practice, windows of 60 seconds are not large enough for efficiently detecting peaks. If at a given time, only tweets that were posted at most 60 seconds sooner are considered for a window, very few will be considered and will be processed under these 60 seconds. After various tests, the 120-second one rendered the best results. With that size, even if most tweets are not done being processed, a sufficiently large number of tweets with sentiment are available for detecting peaks. Figure 4 shows the results of running the appdata algorithm allocating a varying number of extra CPUs when peaks were detected. Just as CPUs allocated by the load algorithm, these CPUs take 60 seconds for being available. The test bed chose for the algorithm was the final match of the Confederations Cup: Brazil vs Spain. That is the most challenging match of the seven, with the most tweets and with the highest peaks and where this algorithm is most necessary.
The appdata algorithm was delivered better results already with one extra CPU. Compared to the load algorithm alone, the number of tweet above the SLA dropped from 1.67% to 1.23% while the cost increased from 20.97 to 21.27 CPU hours. When more extra CPUs are used, the quality consistently increases while the cost increases. At 10 extra CPUs, only 0.12% of the tweets miss the SLA but at a considerably higher cost of 34.78 CPU hours. At those points, it means an improvement of 92.81% with an increase of costs of 63.52%. When compared to the threshold algorithm, the quality improvement was of 95.24% with a cost increase of only 12.05%. Even if the quality improvement is greater than the cost increase, while the percentage of tweets above the SLA seems to fall linearly, the cost seems to increase exponentially. But since the SLA is very close to being completely met, it is probable that the cost-benefit will still be favorable when this happens.
The current peak detection algorithm has false negatives and that is the reason a number of tweets still miss the SLA. It also has false positives, which results in some CPUs being unnecessarily allocated and, since the algorithm only releases a single CPU at once, excess CPUs can take long to disappear. While the excess CPUs are the reason why costs rise so rapidly in the graph they are also the reason why the number of tweets missing the SLA decreases: excess CPUs can compensate an undetected peak if present at the right time.
V. CONCLUSION For monitoring events with smaller volumes of data, any algorithm performs well, but the load algorithm consumes fewer resources compared to the other algorithms. For moderate sized events, the threshold algorithm is able to perform slightly better but the load algorithm uses fewer resources. For great events with significant bursts, the appdata algorithm is preferred as it is able to predict peaks and prevent many SLA violations. Though it uses more resources than the load algorithm, it is more likely to meet the SLA. The balance between cost and the necessity of SLA adherence must be considered when choosing the algorithm for such events.
