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Half of the world’s population already lives in cities, and by 2050 two-thirds of the
world’s population are expected to further move into urban areas. This urban growth
leads to various environmental, social and economic challenges in cities, hampering
the Quality of Life (QoL). Although recent trends in technologies equip us with
various tools and techniques that can help in improving quality of life, air pollution
remains the ‘biggest environmental health risk’ for decades, impacting individuals’
quality of life and well-being according to World Health Organisation (WHO). Many
efforts have been made to measure air quality, but the sparse arrangement of
monitoring stations and the lack of data currently make it challenging to develop
systems that can capture within-city air pollution variations. To solve this, flexible
methods that allow air quality monitoring using easily accessible data sources at the
city level are desirable. The present thesis seeks to widen the current knowledge
concerning detailed air quality monitoring by developing approaches that can help
in tackling existing gaps in the literature. The thesis presents five contributions
which address the issues mentioned above. The first contribution is the choice of
a statistical method which can help in utilising existing open data and overcoming
challenges imposed by the bigness of data for detailed air pollution monitoring.
The second contribution concerns the development of optimisation method which
helps in identifying optimal locations for robust air pollution modelling in cities.
The third contribution of the thesis is also an optimisation method which helps
in initiating systematic volunteered geographic information (VGI) campaigns for
detailed air pollution monitoring by addressing sparsity and scarcity challenges
of air pollution data in cities. The fourth contribution is a study proposing the
involvement of housing companies as a stakeholder in the participatory framework
for air pollution data collection, which helps in overcoming certain gaps existing in
VGI-based approaches. Finally, the fifth contribution is an open-hardware system that
aids in collecting vehicular traffic data using WiFi signal strength. The developed
hardware can help in overcoming traffic data scarcity in cities, which limits detailed
air pollution monitoring. All the contributions are illustrated through case studies
in Muenster and Stuttgart. Overall, the thesis demonstrates the applicability of the
v
developed approaches for enabling air pollution monitoring at the city-scale under
the broader framework of the open smart city and for urban health research.
vi
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Over the last few years, there has been an explosion in research on smart cities (Ojo
et al., 2016), sustainability and policies related programs for cities (Foley et al.,
2017). Approaches like these capture the collective imagination with a promise to
help in addressing various problems of ongoing economic crisis, of choices from
the rigidity of urban systems, of opening up public decision making, and of greater
respect for the environment, all through the use of new technologies. It is not difficult
to appreciate the advantages of quickly advancing technologies on our day to day
life. These new technologies propose solutions that can contribute to improving
our Quality of Life (QoL) in many ways. QoL is tied to the perception of ‘meaning’.
The quest for meaning is central to the human condition, and we are brought in
touch with a sense of meaning when we reflect on that which we have created,
loved, believed in or left as a legacy (Barcaccia, 2013). For some, it may mean
safety and security, employment opportunity, a clean environment, ease of travel,
adequate health care, good school, etc. Every individual in the society holds their
own perception of quality of life (Ariely et al., 2008). QoL has been influenced by the
multifaceted and complicated characteristics of multi-dimensional issues and features
such as environmental pressure, total water management, total waste management,
noise pollution and the level of air pollution (Feneri et al., 2013; Eusuf et al., 2014).
QoL studies usually pertain to the analysis of more subjective factors, such as the
quantity and quality of natural amenities (e.g. climate and physical beauty) as well
human-created amenities (e.g. recreation/entertainment opportunities, education
and health services) and other ‘objective’ factors (e.g. unemployment rate and
human capital). In the past decade, there has been an increased interest in studying
both objective and subjective measures of QoL such as happiness, socioeconomic,
demographic as well as possible geographical determinants.
1
More than half of the world’s population now lives in urban areas (Heilig, 2012).
Several environmental constraints affect the life in urban cities, which are related to
traffic congestion, overcrowding, environmental quality, waste management, health
facilities, criminality and other factors such as the well-being of individuals, and
spatial dimension (Royuela et al., 2007). The healthy environment for a living is an
essential need for each human being living on the Earth. The outdoor environment
is one important aspect, which directly affects the quality of people’s lives (WHO,
2015). Pollution of any kind, be it noise, aerosol, smoke, smog, haze, oil spills, and
unclean water reduces the quality of life in the city, its livability, its attractiveness,
and most importantly the health of its inhabitants. The air we breath is the basis
for our existence. On average, an adult breathes over 11,000 litres of air per day;
children breathe even more air relative to the body surface area, breathing frequency,
and heart rate. Any contaminant in the air will, therefore, take in and will be
absorbed in the body, more in the case of children. Air quality—or its converse, air
pollution—is a significant risk factor for human health. Numerous diseases may be
caused by air pollution such as respiratory infection, lung cancer, cardiovascular
disease, chronic obstructive pulmonary disease (COPD), and asthma (Prüss-Üstün
and Corvalán, 2006; Sadalla et al., 2005). With an increasing number of humans
now living in urban space, there are urgent needs of examining what the rising
number of people in the cities means for air pollution, local climate and the effects
these changes have on QoL.
Currently, air quality modelling approaches based on proximity, interpolation, dis-
persion, land use regression (LUR) and other sophisticated methods, integrated
with modern statistical modelling techniques (e.g. neural networks, independent
component analysis, boosting, and random forests) are utilised both as diagnostic
models to explore the relationship between responses and influential factors and/or
as predictive models (Sayegh et al., 2016; De Nazelle et al., 2013). Yet, because
of the limited availability of air pollution monitoring data, proper results cannot
be inferred (Shaddick et al., 2018). Most of the cities’ or nations’ air pollution
measurements are usually collected using fixed monitoring sites which are limited
in number, leading to a lack of spatial representativeness and temporal coverage.
This poses demands on the development and deployment of tools and techniques
that can help in collecting data from various sources for multi-scale integrated
models and integrated urban services. Therefore, helping in adapting to the re-
sponsibilities associated with fast-growing cities along with changing climate and
global challenges associated with our environment (Baklanov, 2012). During the
writing of this thesis, in 2015-2017 Beijing and Delhi suffered from some of the
worst air pollution issues worldwide, leading to the pollution and health emergency
(Independent, 2017; BBC, 2015). The European Environment Agency (EEA) in
2017 has also warned that people living in European cities are being exposed to
high concentrations of air pollution, with particulate matter (PM), nitrogen dioxide
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(NO2) and ground-level ozone (O3) causing the most damage to human health
(European Respiratory Society, 2017). Consequently, people suffer from bad air
quality but continue their day to day activity. These episodes showed the necessity of
having systems in place that can help in controlling air pollution impact, especially
in growing cities. Extensive efforts are required for monitoring and controlling the
harmful impact of bad air quality on human health and well-being. The primary goal
of this thesis is to contribute to air pollution monitoring research by developing and
investigating various approaches that can help address the issues caused by limited
data available to enable air pollution monitoring at intracity level.
1.2 Scope
The spur for this thesis came from the topic of “Sensing Quality of life (QoL)" in the
open smart city. As discussed in the previous section, quantifying QoL requires con-
sideration of various subjective and objective indicators which make it a too broader
as a topic. This study focuses on the monitoring of one hazardous environmental
factor, which is affecting the QoL of the cities in recent years, namely air pollution.
Hence, the title of this thesis is “ Spatial modelling of air pollution for the open smart
city". The scope of the thesis can be expressed as follows:
1. The thesis focuses on addressing concerns related to air pollution monitoring
in open smart cities. The focus on air pollution monitoring can help to quantify
the two quality of life indicators used by European commission (Eurostat,
2015): ‘health’; and the ‘natural and living condition’. Issues related to other
objective or subjective indicators of QoL fall outside the scope of this thesis.
2. The studies carried out in this thesis are focused on detailed air pollution
monitoring and overcoming constraints limiting it. The developed tool and
techniques can be adapted for application in other scientific fields, such as
sound pollution, urban heat islands estimation and other adverse environmen-
tal variable assessment which can affect the well-being of cities.
With the scope as mentioned earlier of the present work, various approaches devel-
oped in the study will be integrated as tools in the OCT.
1.3 Problem Statement
The growing population in cities is associated with a significant increase in road
vehicles and air pollution (Kumar et al., 2015b; Gurjar et al., 2010). The impacts
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of highly spatiotemporally restricted pollution and its exposure are still poorly
understood (Kumar et al., 2015b). Air quality varies over a relatively small scale since
the resulting pollutant concentration in a particular place depends predominantly
on local emission sources and atmospheric flow conditions (Britter and Hanna,
2003). It is crucial for the local governing authorities, stakeholder, planners and the
public to have precise data to take actions against unhealthy exposure to polluted
air for improving quality of life in cities. Many countries have real-time air quality
forecasting (RT-AQF) programs in place to forecast the concentrations of pollutants of
particular health impact such as O3, NO2, PM2.5, and PM10 (Manins and Committee,
2001; Dye et al., 1999; Pudykiewicz and Koziol, 2001). However, RT-AQF pollutant
concentration maps still lack spatial granularity for large urban areas at present
because they require a significant amount of data, computing facilities and various
other inputs that are not readily available for many cities. This complexity restricts
the overall approaches for assessing human exposure to harmful pollutants. Getting
hold of data and converting it into knowledge is one of the valuable steps for making
decisions and forming policies for air pollution control. Despite local variations in
air pollution concentrations (Nieuwenhuijsen et al., 2015), air pollution monitoring
stations are few and sparsely installed in some cities. Monitoring station numbers
are approximately 2-3 in a city with the population size of a million or more, as
per the environmental directives from the EEA/EU directive of 2008 and USEPA
(European Parliament Councils, 2008; Federal Register (OFR) and Government
Publishing Office.OFR, 2018). Moreover, such monitoring systems are cumbersome
in size to install, expensive and costly to maintain. Also, these existing sparsely
organised expensive devices are also affected by highly localised factors, such as
nearby trees, framing their measurements potentially not the representation of air
quality even a few streets away.
For the measurement of such a complex behaviour of air quality distribution in cities,
we need approaches which are well suited to collect spatiotemporal variability in
air pollution in cities affected by local variables like traffic density, street topology,
altitude, land use type and distance from sources of emission. We need to devise
methods which are capable of adapting based on the available data sources for
air quality monitoring considering the variability factors mentioned above. For
the development of such methods, we need air pollution monitoring data sources.
There is a need for low-cost, portable, and sensitive air pollution monitoring devices
that are capable of long-term, continuous, routine, and real-world air pollution
monitoring in cities (Su, 2018). Moreover, the rapid developments in information
and communication technologies (ICT) can help us to collect real-time, localised data.
These technologies, if used optimally can help spatial planners and decision-makers
for gathering air pollution data and use it for modelling and exposure assessment.
Increasing the number of monitoring stations could help to quantify and characterise
air pollution gradients in the city.
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Another complication of practical concern in air pollution monitoring is the selection
of the locations of the air pollution measurement sensors. The application of
advancing ICT low-cost air quality sensors can also help in enabling much denser
air quality monitoring networks at a comparably lower cost than existing official
stations. However, placing monitoring stations without considering their relevance
may affect the outcome for air pollution monitoring, as one aspect of the significance
of the monitoring data relies on “where” the data is collected (Kanaroglou et al.,
2005a; Hao and Xie, 2018). Having a method which can systematically find the
optimal locations for air quality monitoring network design, therefore, can promote
the application of low-cost air quality sensors for robust air quality monitoring in
cities.
Furthermore, the striking phenomena of urbanisation also create excessive demands
for cities’ infrastructure. Increasing demands for transport combined with limited
available urban road infrastructures can lead to traffic congestion. These traffic
loads and congestion increase the vehicular emissions and degrade the ambient air
quality in cities (Zhang and Batterman, 2013). The currently enforced 2008/50/EC
EU Directive (European Union, 2008a) states that fixed urban traffic stations shall
measure urban air pollution levels mostly influenced by road traffic emissions.
Thus, to provide adequate information on air quality spatial distribution, traffic
congestion data is required. Various air pollution monitoring methods rely on the
traffic congestion data for emission inventory input (Thouron et al., 2018; Yu et al.,
2018). However, traffic data is usually available for a very limited number of roads
in a city (Ryan and LeMasters, 2007; Eeftens et al., 2012a). Currently, existing
official traffic monitoring stations are large, expensive, power hungry and require
the lane closure and traffic disruption for installation or regular maintenance (Balid
et al., 2018). When the air pollution monitoring aims to develop a detailed map
of air quality, traffic data in a detailed form is necessary. Having a low cost and
easily installing devices for data sources can be a useful source to gather traffic
data at higher resolution in cities. Besides, these low-cost sensor devices offer new
opportunity to measure real-time data and provide immediate feedback, which
serves as an opportunity to build the capacity of residents in the city to understand
traffic impact, air pollution, spatial and temporal variability, and exposure patterns
relevant to their locality (Clements et al., 2017a).
This research work aims to further widen the current knowledge about detailed air
quality monitoring initiatives at the city level by devising methods for addressing
the following problems:
P1. Which approach could be well suited to collect air pollution data such that it
is capable of representing the spatial variability caused by local geographical
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variables like traffic density, street topology, altitude, land use type and distance
from sources of emission?
P2. How to systematically find optimal locations for an air quality monitoring
network design for robust air quality monitoring in cities?
P3. How can other data sources be well utilised for addressing scarcity and sparsity
of air pollution measurement devices for air quality monitoring?
P4. How to gather traffic data at a higher resolution using low-cost sensors?
By addressing these four problems, we believe that we can address a few barriers to
detailed air quality monitoring initiatives for the cities.
1.4 Research questions
Considering the problems stated above, the present thesis investigates the following
research questions :
RQ 1. How can we use statistical methods like LUR and SSA for detailed air quality
monitoring in an open smart city? (Addressing problem P1 and P2)
RQ 2. How to systematically place stations for an air quality monitoring network to
maximally reduce land use regression prediction errors? (Addressing problem
P2)
RQ 3. How can citizen participation curb the air pollution data sparsity constraint
for air quality monitoring? (Addressing problem P3)
RQ 4. How can housing companies act as stakeholders in participatory processes for
air pollution monitoring to address data gaps? (Addressing Problem P3)
RQ 5. How can we use the abundance of existing WiFi networks to collect detailed
traffic data in the city? (Addressing problem P4)
The thesis aims to answer these five research questions and develop solutions for
them. The approach pursued to answer these research questions are discussed in
the following section.
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1.5 Approach
1.5.1 A statistical method to address data challenges for
detailed air pollution monitoring
The primary purpose of air quality monitoring is to identify areas where air quality
is unhealthy for life in the city. To identify the impact of air pollution on quality
of life of residents in the city, we require an air quality monitoring network that is
capable of providing the continuous stream of data from certain locations. Generally,
the map representing air pollution for cities are coarser in resolution, because of the
sparse arrangement of monitoring sensors. Various alternate approaches ranging
from downscaling to the utilisation of the latest sensor technologies were proposed
in the literature to overcome the sparsity challenge. However, the deployment of new
monitoring sensors for gathering spatiotemporal feed of air pollution data brings up
new challenges concerning the handling of big data, represented as 5Vs: Volume,
Velocity, Variety, Veracity and Value. Furthermore, sometimes the challenges are
also caused due to the lack of representative data for air pollution from monitoring
stations or not well-spread monitoring network to enable detailed air pollution
monitoring at the desired scale in the cities. In order to address these challenges for
open smart cities, an optimal setup of the data stream is desired. The combination
of two well-established statistical methods: Land Use Regression (LUR) and Spatial
Simulated Annealing (SSA) is proposed to optimise the selection of variables and
locations for enabling timely spatial and temporal analysis of air pollution data
sources, hence can help in addressing the data challenges. The approach presented
in Chapter 3 as part of the thesis is helpful in addressing the challenges associated
with big data.
1.5.2 An optimisation method for the systematic placement of
monitoring stations for air quality monitoring
To capture the intraurban air pollution concentration variability, we need a network
of monitoring stations that can represent the air pollution concentration across areas
of interest. Barriers to collect the data within the city at a finer scale involve the
sparse arrangement and limited amount of air quality monitoring devices. If we
try addressing this limitation by adding new devices, the question of “where" to
place the new data source is of great significance. Chapter 4 of the thesis presents
the method that can help in identifying the “optimal" locations for placing new
air pollution monitoring devices for robust air pollution estimation for LUR model.
The optimisation considers the criterion implemented using SSA to find the specific
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number of locations which together contribute to decreasing the spatial mean
prediction error for the LUR estimation. Furthermore, the optimisation methods are
extended to identify the optimal locations which together contribute to decreasing
the spatial mean prediction error in the highly residential areas of the city by
considering the population weight parameter in the optimisation process, as has
been demonstrated in the case study for the city of Muenster. It, therefore, helps in
addressing the data scarcity and limited data availability challenges by identifying
the optimal locations which can improve the detailed air pollution monitoring efforts
for the cities.
1.5.3 An optimisation technique to utilise the public
participation opportunities for detailed air pollution
monitoring
As discussed above, we developed an optimisation method to identify the set of
locations where the air pollution monitoring sensors can be placed for applications
in detailed air pollution monitoring. Although governmental organisations are col-
lecting data, the limitations imposed by cost and hardship to maintain bulky sensor
generally lead to a sparsely arranged limited number of monitoring stations. With
the advancement in ICT, the application of low-cost and small devices for measuring
air quality is under discussion recently for addressing the sparsity, and limited data
availability challenges (Borrego et al., 2016; Spinelle et al., 2017). For the fruitful
application of these new technologies for air pollution monitoring, some crucial
aspects need to be considered. In Chapter 5, we discuss these aspects which are
essential for planning the participatory initiatives for air pollution monitoring by
systematically identifying the locations for the participatory nodes. The systematic
placement helps in reducing the flow of redundant and less useful data into the air
pollution monitoring process and increase the resolution of air quality monitoring
initiatives. It used the optimisation method from the previous step with certain mod-
ifications based on participatory data constraints and demonstrated in the case study
of the city of Stuttgart. In all, the systematic placement of participatory air pollution
monitoring nodes helps in collecting more data and reduces the barrier of sparsity
and limited data source availability. Hence, improving the data collection procedures
to develop detailed air pollution monitoring with equal public participation.
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1.5.4 Involving housing companies stakeholders for detailed
air quality data collection and to overcome challenges
in participatory sensing approaches
As discussed in the above section, the scientific community can benefit by democratis-
ing the collection of air pollution data. However, there are a few instances where
these approaches fail to achieve as desired. Since participatory data collection is
a voluntary and open contribution, there is room for inclusion of corrupt data in
the data collection process. The literature suggests participatory sensing is prone
to various inimical behaviours, such as false values, misuse of the sensor, lurker
phenomena, calibration, maintenance and ethical concerns. We briefly elaborate on
these aspects in Chapter 6 of the thesis, where we also highlighted the two significant
challenges of public participation approach for air pollution monitoring: Data chal-
lenge and privacy challenge. The chapter discusses these two challenges and how it
can influence the data collection process for detailed air pollution monitoring.
Furthermore, to solve the discussed limitations of the participatory approach, we
proposed the involvement of housing companies as a stakeholder in the partici-
patory sensing approach for air pollution data collection. In order to recognise
the practicality of the proposed approach, a survey was conducted with 71 housing
companies in Germany for understanding there prospective to be part of air pollution
monitoring using low-cost sensors. Broadly, 78% housing companies shared their
interest to use low-cost sensors for air pollution monitoring in their property. We
believe that the proposed approach will aid in reducing the corrupt data, increasing
the spatial spread of the large number of low-cost well-maintained sensors in the city,
complemented with its advantage to confront challenges of participatory sensing.
1.5.5 WI-FI based road tra c data collection in cities
For monitoring the air pollution in cities, detailed information about the input vari-
ables required to produce a detailed output for air pollution monitoring. Considering
the importance of road traffic data for air pollution estimation, we developed a
hardware device which is capable of reducing barriers in comprehensive traffic flow
data collection in cities. The hardware is low-cost, small in size, consumes less power
than traditional devices and easy to install. The device utilises the power of WiFi
signals existing around us to identify the type and count vehicles on the road. The
primary advantage of this hardware is its ability to work efficiently in situations like
rain, storms or in dark backgrounds where some time traditional systems like video
surveillance system fails. We evaluated the effectiveness of the developed hardware
by deploying it in two different scenarios. Chapter 7 provides the detailed results of
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the developed hardware and its application. By developing these open hardware
solutions, we also attempt to support detailed open data collection for improving
the air pollution monitoring in cities.
1.6 Thesis Structure
The following Chapter 2 provides background information about the developed
methods, hardware, and on the application of the developed outcomes. It also briefly
describes various existing tools and techniques for monitoring the air pollution in the
smart city. The structure of the six subsequent chapters follows the five questions,
and the applied approaches as described in the previous sub-section. These chapters
consist of manuscripts which were published or submitted for publication, listed in
Table 1.1 below.
Chapter 3 describes briefly existing methods of air quality monitoring and application
of two well known statistical methods for overcoming challenges in environmental
monitoring with the particular focus on air quality monitoring for improving quality
of life in the city. The method is also helpful in overcoming the challenges of big data
for air quality monitoring. The advantages and limitations of the proposed method
are also discussed.
Chapter 4 presents the optimisation method developed to systematically place air
pollution monitoring devices for addressing the data sparsity and limited data
availability challenges of air quality monitoring. The optimisation method developed
in this chapter demonstrates the ecological validity of the method selected in Chapter
3.
Chapter 5 demonstrates the application of the developed optimisation method
in Chapter 4 for crowdsourcing air pollution by public participation for further
addressing sparsity and limited air pollution monitoring station data availability for
detailed air pollution monitoring in the city of Stuttgart.
Chapter 6 proposes the involvement of housing company as another stakeholder
participatory sensing framework for air pollution data collection. The proposed
approach is supported by the survey results from housing companies concerning
their interest to be part of the proposed approach.
Chapter 7 discusses the open hardware device we developed for collecting the
detailed road traffic data in cities. Finally, the summarised results, their implications
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and outlook for the complete research will be presented in Chapter 8. Chapter 9
presents the conclusion of the thesis.
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2Background
This chapter presents the related work and provides more background for the core
chapters (Chapter 3-7) of the thesis. As stated in the motivation, the underlying
theme for this thesis is from the main topic of sensing Quality of Life (QoL) in open
smart cities. The mind map in Figure 2.1 visually organises the path we chose while
researching for the thesis. The lines in red colour represent the path we took from
the inception to the final stage of the research work for the thesis. This chapter will
briefly discuss in Section 2.2 the general overview on the topic: Sensing Quality of
Life and its relation to air pollution. The next Section 2.3 phrase the current concerns
in cities related to air pollution and why it is important to focus on solving this
problem. The Section 2.4 catalogues the background of various existing approaches
used for modelling air pollution in cities and their significance to the research we
conducted in this thesis. Furthermore, Section 2.5 reviews the application of Spatial
Simulated Annealing (SSA) for optimisation of air pollution monitoring network
studies, which will be useful for Chapters 3, 4 and 5.
2.1 Open Smart City
The increasing demographic pressure caused by urbanisation, coupled with the crises
of climate change and economic instabilities lead to a range of new concepts that cen-
tre cities to solve these problems. Over the last 20 years, the concept of smart cities
has gained considerable attention among businesses, governments and academia
(Ojo et al., 2016). With the advancements in information and communication tech-
nologies (ICT), the smart cities vision represents a concept of urban development
by the utilisation of human, collective and technological capital (Angelidou, 2014).
The concept is still evolving, and there are differences in the conception of a smart
city (the academic, business and government envision differently for the economic,
ideological and theoretical orientations). Academic institutions working on smart
cities, especially in the computational sciences position their work as pragmatic and
not ideological. They endure the idea to produce technologies and solutions that can
improve governance and economic advancements. At the same time, businesses aim
to present their ideas as being city and citizen-oriented. They are vested in interest
to push market lead technological solutions to city administration. Similarly, gov-
ernments along with supra-national states, such as European Union (EU), endorse
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the smart city vision positively for socio-economic progress, with the goal of making
cities more livable, safe, and sustainable for the better quality of life (Ahvenniemi
et al., 2017; Viitanen and Kingston, 2014).
For this thesis, we define a smart city as suggested by Yin et al., 2015: “As a system
integration of technological infrastructure that relies on advanced data processing with
the goals of making city governance more efficient, citizens happier, businesses more
prosperous and the environment more sustainable ”. This definition considers the
citizens as one main beneficiary along with other stakeholders, such as businesses and
government. A smart city is a place where the exploitation of digital technology can
solve previously untraceable social and environmental problems that are impacting
the city. More interesting is the new trend of envisioning smart cities with the
application of open data. Since massive data collection with the help of ICT had
been a characteristic feature of smart cities, publishing such data as open data for city
management and life is a relatively recent phenomenon (Ojo et al., 2015). Various
studies of smart cities highlight the importance of enabling citizen participation by
various open data initiatives (Graaf and Veeckman, 2014; Zubizarreta et al., 2015;
Wijs et al., 2016). These open framework based smart cities can be referred to as
“Open Smart Cities”. Opening up cities for citizen participation and publishing open
data can foster innovation, creativity, and citizen-centric solution development which
can help in improving QoL in smart cities (Oser, 2017; Degbelo et al., 2016).
2.1.1 Open City Toolkit (OCT)
The thesis is the part of the GEO-C project that aims to enable open smart cities
by increasing the transparency, facilitating collaboration among citizens and other
stakeholders of cities, and enabling the participation of citizens in the improvement
of their cities’ services and quality of life. The open city toolkit (OCT) is the resulting
platform of the project bringing together the research contributions from various
research studies conducted under the project. In essence, the OCT is a collection
of tools, applications, services, datasets, specifications and guidelines to empower
citizens and various stakeholders to participate in shaping the future of their cities
by delivering services based on open data that can be useful for citizens, businesses
and governing bodies. The complete toolkit was developed using open source tools,
and all the new developments are regularly published as open source software
components on GitHub. The present thesis outcome will also be contributed as part
of OCT.
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2.2 Sensing Quality of Life (QoL)
55% of the world population is already living in the urban areas, and urbanisation
is expected to increase this proportions to 68% by 2050 (UNDESA, 2018). There
are urgent needs of examining what this rising number of people means for cities’
environment, resources and Quality of Life (QoL). A large and rapidly growing
number of studies these days focuses on urban areas, building on the long tradition of
analysing ‘objective’ QoL measures and combining them with subjective approaches
to measuring well-being (Ballas, 2013; Marans and Stimson, 2011). The QoL
indicators are the ways to measure the vital signs of a community. The conventional
approach used for policy has been to use measures of gross domestic product (GDP)
or regional gross valued added. Various EU policies are increasingly laying stress on
the importance of equality, citizenship and public participation in decision-making,
to the extent that economic measures are related to resource use and consumption.
There are also various pressing issues about public goods and the sustainability
of economic growth. Other facets of QoL besides income includes environment,
freedom, health, working conditions, leisure, social and family relationships, and
levels of satisfaction, amongst others, (Diener and Suh, 1997). Economists do not
deny that these facets play a role in the quality of life. Their arguments have instead
been that there is a trade-off between income and other facets of QoL.
The multifaceted and complicated characteristics of QoL is a multi-dimensional issue
impacted by features such as environmental pressure, total water management, total
waste management, noise and the level of air pollution (Feneri et al., 2013; Eusuf
et al., 2014). The QoL index, which is shaped by a series of factors including safety,
healthcare, consumer prices and purchasing power, traffic commute time, pollution
and property price to income ratio is used to represent the QoL in a city (Eusuf et al.,
2014). However, not much consideration has been given about the impact of envi-
ronmental parameters and their impact on QoL. Several environmental constraints
affect the QoL in urban spaces. Factors related to traffic congestion, overcrowded,
environmental quality, waste management, health facilities, and criminality is still
impacting the well being of individuals, with the spatial dimension.
Pollution of any kind, be it noise, aerosol, smoke, smog, haze, oil spills, and unclean
water reduces the QoL in cities, its livability, its attractiveness, and most importantly
the health of its inhabitants. One of the essential longing to survive on earth is "air".
The air around us is one of the indicators which defines the existence. On average,
an adult breathes over 3,000 gallons of air per day; children breathe even more
air relative to body surface area, breathing frequency, and heart rate. Our bodies
carefully regulate the oxygen-carbon dioxide exchange that occurs when we inhale
and exhale. When the air is polluted, we breathe in pollutants along with the air.
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At present, bad air quality is accounting for more pressing environmental concerns.
As per the records of the World Health Organization (WHO), more than 80% of
people living in urban areas that monitor air pollution are exposed to harmful air
quality limits (WHO, 2018c). The pollutants in the air are responsible for chronic or
non-communicable diseases (NCDs), causing over causing an estimated one-quarter
(24%) of all adult deaths from heart disease, 25% from stroke, 43% from chronic
obstructive pulmonary disease and 29% from lung cancer (WHO, 2018a). This issue
is included by the European Union (EU) as one of the challenges for smart cities in
its H2020 programme, recently debated in the European Forum on Eco-Innovation
(European forum on eco-innovation, 2018). As an ever-increasing number of cities
loom large, a new generation of multi-scale integrated detailed air pollution models
and services are needed for helping to ensure that we can adapt to the coming
responsibilities associated with faster growing cities. Hence, we decided to work on
methods to address air pollution problems (see Figure 2.1).
2.3 Air pollution
Although clean air is considered as a vital requirement for living and maintenance of
human health and well being, air pollution continues to pose a significant threat.
Degradation of the environment through air pollution combined with lifestyle
changes can contribute to increasing rates of obesity, diabetes, cardiovascular disease,
nervous system problems and cancer-like disease. Air quality—or its converse, air
pollution—is a significant risk factor for human health. Numerous diseases may be
caused by air pollutants such as respiratory infection (Grigg, 2018), lung cancer
(Gharibvand et al., 2017), cardiovascular disease (Hadley et al., 2018), chronic
obstructive pulmonary disease (COPD) (Cohen et al., 2017), and asthma (Bowatte
et al., 2017). In the year 2016, ambient air pollution was responsible for 4.2 million
deaths worldwide. Ambient air pollution is estimated to cause about 16% of the lung
cancer deaths, 25% of chronic obstructive pulmonary disease (COPD) deaths, about
17% of ischaemic heart disease and stroke, and about 26% of respiratory infection
deaths (WHO, 2016). The top five causes of deaths globally are directly related to
air pollution (WHO, 2018b). Furthermore, reproductive and mental health problems
are also on the rise because of air pollution, which concerns the future generation.
Children represent the largest subgroup of the population susceptible to the effects
of air pollution (WHO, 2014).
Among children, air pollutants are associated with increased acute respiratory illness,
increased incidence of respiratory symptoms and infections, episodes of longer
duration, and lowered lung function. Asthma, the most common chronic disorder
of childhood, is on the rise in the United States and other industrialised nations.






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure. 2.1. Mind map reflecting the scope of this thesis, and its relationship to Quality of
Life (QoL)
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Several studies have linked ozone and particulate air pollution with exacerbation
of asthma in children afflicted with the disease (Gauderman et al., 2015). Due to
their greater respiratory rates, children breathe a proportionately greater volume
of air than adults. As a result, children inhale more pollutants per pound of body
weight. They also spend more time engaged in vigorous activity than adults. Besides,
because of young children’s height and play habits (crawling, rolling), they are more
likely to be exposed to pollutants or aerosols that are heavier than air and tend
to concentrate in their breathing zone near ground level (Goldizen et al., 2016).
Children’s physiological vulnerability to air pollution arises from their narrower
airways and the fact that their lungs are still developing. Irritation caused by
air pollutants that would produce only a slight response in an adult can result
in a potentially significant obstruction in the airways of a young child. Various
studies suggest that air pollutants are associated with a wide variety of adverse
health effects in children (Gauderman et al., 2015; Gent et al., 2003), such as;
increased death rates in very severe pollution episodes and increased mortality risks
for those living in highly polluted areas, increased risk of acute respiratory illness,
aggravation of asthma, increased respiratory symptoms, and increased sickness rates
(as indicated by kindergarten and school absences), and decreases in lung function.
Previous research also indicates that carcinogens in ambient air can be transferred
transplacentally from the mother to the fetus (Fucic et al., 2017). Such impacts
can lead to genetic damage to the fetus, higher than damage to mothers, indicating
the increased sensitivity of the developing fetus to the effects of carcinogenic air
pollutant exposures. In all, it is evident that air pollution has a direct impact on
individuals’ health, and an economic impact induced by health costs and missed
days at work and school (Sadalla et al., 2005).
These impacts of spatially restricted air pollutants and their exposure are still poorly
understood (Carvalho, 2016). Considering the influence of air pollution on urban
sustainability and health, therefore, requires measuring air pollution and utilisation
of the gathered information to predict and discover relationships between different
urban health problems. Hence, to better plan and understand the city needs for better
QoL, it is crucial to comprehend the air quality perspective. City morphology and road
traffic play a significant role in realising and dynamics of air quality in the streets of
the city (Di Sabatino et al., 2018). Air quality varies over a relatively small scale since
the resulting pollutant concentration in a particular place depends predominantly on
local emission sources and atmospheric flow conditions(Britter and Hanna, 2003). It
is difficult to predict and identify individual air pollutant as a sole cause for adverse
health effect without sophisticated modelling approaches. The following part of this
chapter briefly outlines the various air pollution monitoring approaches used for air
quality monitoring and indicates the existing gaps in knowledge about the topic.
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2.4 Air pollution monitoring techniques
With consideration to our discussions in the previous section, accurate air quality in-
formation can offer tremendous societal and economic benefits by enabling advanced
planning for individuals, organisations, and communities in order to reduce adverse
health impacts in the urban space and foster urban sustainability. Air pollution mon-
itoring can provide crucial quantitative insight into the pollutants concentrations
and their spatiotemporal disposition. However, air pollution monitoring can only
describe air quality without imparting clear identification of the source of pollution.
Interest in assessing the ambient air quality at the interurban scale has increased in
the recent years. Several public health and epidemiological studies have reflected on
the importance to account for spatial and temporal variation in air pollution within
cities. However, it is not an easy task to estimate varying air quality at a city level as
cities are very complex organisations. No two cities are identical, and hence need
different approaches in order to assess the air pollution concentration.
Traditional approaches for monitoring air pollution involves setting up networks
of fixed stations for precise measurements of air pollution, requiring significant
investment that is mainly led by environmental or governmental authorities. The
official fixed site suffer from the low spatial resolution constraint of the data, as
the monitoring networks of fixed-site monitors have low spatial densities (i.e. the
distance between monitors is generally 1–10 km). The concentrations of pollutants
in the air can vary significantly within 10–100 m from local variables around like
roadways or buildings (Snyder et al., 2013), which may lead to inaccurate assessment
of air pollution over the study area. These fixed-site monitoring stations are often
located away from roadsides and major traffic congestion areas, which can also
cause a localised impact on emissions and pollutant concentration measurements.
This sparse arrangement of monitoring stations usually provide a large quantity
of data for a wide range of pollutants at detailed temporal resolution, but with
limited spatial context. The monitoring stations cannot be placed at all the locations
in cities and hence limiting it to few monitoring stations places at critical sites
and thus making them the representation of specific microclimates rather than of
the city. Hence, makes it difficult to compile thorough representative and reliable
information for high-resolution monitoring for a city or area as a whole, and thereby,
form a more macroscopic view of pollution field trends for the city. Detailed city
level characterisation of air quality cannot be sufficiently attained using the sparse
network of air pollution monitors (Mead et al., 2013).
Air pollution modelling approaches are essential tools that allow the determination of
relationships between emissions and concentrations of pollutants. These can provide
insights into the consequences of past and upcoming space and time scenarios for
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air pollution management strategies. Air pollution modelling involves the use of
mathematical and numerical approaches to simulate the physical and chemical
processes which are endured by pollutants in air and to simulate their impacts due
to geographical variables around the measurement site, dispersion and reaction in
the atmosphere (Jerrett et al., 2005a; Amoako et al., 2005). Several modelling
approaches exist in the literature for air quality modelling, but they are applicable
in certain specific conditions. Hence, to understand these specific conditions, it is
crucial to know their possible applications, impacts and advantages of each group
of models. A better understanding of these modelling approaches and their locus
will help in better management of the air quality and its health effects in cities. A
variety of modelling approaches has been proposed in the literature to estimate the
air pollutants concentration and personal exposure to them. The approaches include
proximity measures, linear regression, geostatistical techniques, Gaussian models,
artificial intelligence and compressed sensing. Taking into account the discussions in
the air pollution monitoring community (Hystad et al., 2011), commonly mentioned
techniques involve spatial proximity, geostatistical interpolation, land use regression
(LUR) and dispersion models. These all techniques are discussed below, to briefly
highlight their characteristics, advantages and limitations.
2.4.1 Spatial Proximity Models
Previous research suggests that the most basic approach to model spatiotemporal
variability in intraurban air pollution are spatial proximity models (Jerrett et al.,
2005a). Spatial proximity based models are being used in identifying relationships
between air pollution and health outcome based on the assumption that spatial
proximity of the emission source proxies for exposure in the human living envi-
ronment (Hoffmann et al., 2006; Dadvand et al., 2014). The two advantageous
aspects of proximity metrics are ’their clear relevance to policy ’ and not so strict
requirement for air pollutant measurements (Allen et al., 2011). However, the major
drawback of these models is the simple underlying assumption used. The method
discards much of the exposure information by proxying exposure with the distance
to the source. Also, the vehicle mix may have an influence on emission and this
method completely ignore those parameters of air quality measurement. Proximity
models take into account the same dispersion assumption in all directions (Ryan and
LeMasters, 2007), which somehow also impact the final outcomes.
2.4.2 Interpolation Models
Another method to model air pollution is the spatial interpolation. The method, in
general, relies on deterministic and stochastic geostatistical techniques. The models
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estimate the value at unmeasured locations as a weighted average of the measure-
ments at the surrounding air quality monitoring station. By applying interpolation
methods, spatial maps of air pollutant concentrations are derived. The interpolation
methods differ in their choice of sample weights and available monitoring stations
measurements. Commonly used methods for air pollution estimation include: spatial
averaging, nearest neighbour, inverse distance weights and kriging. These methods
are simple to apply, and in this sense, estimates obtained may be more appropriate
in an instance where the sampling network is sparse, and errors are assumed to be
substantial. With the help of the derived estimation surface, pollutant concentrations
can be spatially related to a population or a specific subpopulation. Interpolation
methods are suitable to model regional pollution patterns but fail to capture the
air pollution variation at a finer scale (Brauer et al., 2003). Problems in this ap-
proach can also come up while integrating factors like terrain or localised pattern
in other possible predictors. Another problematic characteristic of the method is
that a smooth varying concentration surface is created, which may lead to bad
coverage of hot-spots in the city like roadways (Hoek et al., 2008). Lack of pollution
measurement station data limits the application of interpolation methods (Adams
and Kanaroglou, 2016; Singh and Gokhale, 2015).
2.4.3 Dispersion Models
Dispersion models take into account the insights related to the chemical and physical
processes and assumptions of the dispersion for explaining the transformation of
pollutant considering the emission sources to predict the concentrations, as well as
pollutants spatiotemporal variability (Vardoulakis et al., 2003). The dispersion mod-
elling approach requires a different kind of data to estimate pollutants concentration,
to be specific topography, emission inventory, meteorological and environmental
data. These models have been widely used in road traffic-related pollution prediction
by using other road-related characteristics, such as traffic intensity, vehicle speed,
terrain, obstruction height, meteorological conditions, etc. The dispersion models
usually vary depending on the mathematical procedures involved in developing
the model. Most commonly used models for pollutant dispersion modelling are
Gaussian-based dispersion models (Lagzi et al., 2014), non-Gaussian dispersion
models have also been developed to estimate the pollutant concentrations within
street canyons but are less widely used (Mensink et al., 2003; Oftedal et al., 2008).
Dispersion models can help in representing the spatial and temporal differences
in pollutant concentrations, without relying on the data from dense monitoring
network for modelling. The models are also capable of modelling at different
geographical scales, and they can easily be tailored for use in different study areas.
However, the downfall of the method is the cost of the data needed for the study
2.4 Air pollution monitoring techniques 21
with various assumptions about the dispersion patterns which may not be applicable
in real-world scenarios and the need for monitoring station data for extensive cross-
validation. Even though a dense monitoring network is not necessary, dispersion
models are still very data intensive, and utilisation of these methods requires months
of training (Ross et al., 2006; Hao and Xie, 2018). Other problems associated with
the dispersion modelling approach include the data requirement of different time
periods which can cause estimate errors and the need for extensive cross-validation.
In all, these constraints make this modelling approach less suitable for research
purposes, especially in the case of growing cities with limited resources.
2.4.4 Land Use Regression Models
The models are based on the principle that the pollutants concentration at any par-
ticular location depends on the geographical characteristics of the surrounding area.
Land Use Regression (LUR) models are the one that uses least square regression
modelling approach to predict the pollution surface based on pollution monitoring
data and existing exogenous independent variables to predict the pollution con-
centration at a given site using information based on surrounding land use, traffic
characteristic or topography (Beelen et al., 2013a). These models can then help
in predicting the air pollution at the locations of importance like homes (Ryan and
LeMasters, 2007), which can further be used for epidemiological and public health
studies in the city. Often the predictor variables like traffic intensity, road length,
distance to the major road, road type, population density, land cover, wind speed,
altitude etc. help reasonably well in explaining the spatial variation in the intracity
pollution concentration (Beckerman et al., 2013a; Korek et al., 2017).
One of the major advantages of the LUR models is its applicability to estimating
the within-city variability of air pollutants (Poplawski et al., 2009; Kerckhoffs et al.,
2017). Much focus is also given on this method in last few years to understand
the air pollutant dynamics in the city by integrating it with a different kind of
algorithms to make the prediction more efficient (Rahman et al., 2017; Dirgawati et
al., 2015; Dons et al., 2013). The competence of a LUR model to estimate pollutant
concentration can be further improved by adding more monitoring stations (Wang
et al., 2014b). However, few studies reject this argument. They believe that the
variability in monitoring station location is a more important factor than the number
of monitoring stations. LUR models have often been used for epidemiological studies
(Beckerman et al., 2013b; Wang et al., 2013a; Gilbert et al., 2005; Beckerman et al.,
2012; Gulliver et al., 2011; Chen et al., 2010; Adam-Poupart et al., 2014). Another
major advantage in comparison to dispersion models is that the LUR models are more
favourable because of less data intensiveness. Besides, LUR models integrate more
factors than spatial proximity models, typically performs better than, or equivalent
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to, the geostatistical interpolation models and dispersion models (Ross et al., 2006;
Hoek et al., 2008). It is also found that LUR is a powerful air pollution modelling
approach and is relatively simple concerning data requirements and analysis (Ross
et al., 2006). Regarding cost-effectiveness considering the transferability, LUR
models perform well, especially when seen in the context of the budget for large
epidemiological studies (Hoek et al., 2008). Hence, LUR models are considered as
an important tool for incorporating traffic and geographical information in the air
pollution impact assessment within a city (Oiamo et al., 2015).
The main limitation of these models is that it is hard to distinguish between the
influence of the different air pollutants. The underlying reason for such limitations
is that some of the harmful pollutants like NO2 and PMx are usually correlated.
This limitation makes LUR models limited to address only one pollutant at a time.
Another limitation is the inability of LUR models to characterise large variations
in pollutant’s concentration over a short distances (Hoek et al., 2008). Although
transferability was discussed in the advantages, it can also be seen as a limitation
to some extent as the transfer of the model is only possible up to a certain extent.
Transferability of the model depends on the similarity between two areas concerning
land use and the morphological structure of the city where the model is going to be
used (Hoek et al., 2008; Johnson et al., 2010). It is also important to note that the
quality of input data profoundly influences the LUR models outcomes.
2.4.5 Hybrid Models
Various studies have also started exploring the applicability of the combinations of
two or more air pollution models considering the limitations of individual methods
discussed above. Jerrett et al., 2005a gave the example of personal monitoring
combined with regional monitoring. Beckerman et al., 2013a developed a hybrid
model which combines LUR and Bayesian Maximum Entropy (BME) interpolation.
Beelen et al., 2009 developed the methods combining kriging interpolation and
regression to extend fine spatial scale air pollution monitoring. Similarly, Akita et al.,
2014 developed a modelling framework based on the BME method that integrates
monitoring data, the output of LUR, and chemical transport models. Recently, Wu
et al., 2018 proposed a hybrid kriging/LUR model to improve the accuracy of air
pollution estimation.
One of the objectives of this thesis is to support detailed air pollution modelling
preferably by utilising datasets which are easily accessible, openly available. The
precedence of LUR models over other air pollution modelling methods makes it an
advantageous method for our objective as well as for air pollution impact assessments
in general (Michanowicz et al., 2016). LUR models have been used to estimate the
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intra-urban small-scale spatial variations in exposure to air pollution in one of the
most comprehensive European Study of Cohorts for Air Pollution Effects (ESCAPE)
study to understand the impact of ambient air pollution on health (Habermann et al.,
2015; Lipfert, 2017). Taking into account the competence of ESCAPE to help in air
pollution monitoring, we decided to build upon this method (see Figure 2.1).
2.5 Location optimisation techniques
The spatial representation of air pollution monitoring stations plays a decisive role
in describing the impact of air pollution at a particular location. It is important to
provide useful measurements from monitors which are placed to observe pollutants
under the variety of pollutant level for modelling air pollution. Because monitoring
stations cannot be placed everywhere, the monitoring stations network must be
designed in such a way that it can be used to predict and forecast pollutant levels
for the locations with no monitors. The air pollution concentrations from various
monitoring stations are used in the modelling methods discussed before. The models
then help in estimating the pollutant concentration at unsampled locations. However,
the outcomes obtained by applications of various modelling approaches may inherit
aleatoric and epistemic uncertainties due to rough approximations in input data
sources (Kumar et al., 2015b). Lack of appropriate air pollution monitoring station
measurements as input can impact the application and quality of outcome possible
from specific models for detailed air pollution monitoring. The number and spatial
representation of monitoring sites are of great importance in identifying the relevance
for collected air pollution measurements, and the approaches it can be used in, as
one critical aspect of the air pollution data is "where" the data is collected (Wang
et al., 2014b; Ryan and LeMasters, 2007).
Focusing on a few highly populated locations in the city is an example of conditional
sampling. For statistical inferences, sometimes the data collected from such sampling
approach are regarded as biased data. Seldom, the air pollution model estimations
for the areas with no monitoring stations are used to identify new monitoring
station locations. Moreover, if the specific model is calibrated to a particular sample
of monitors, then the outcomes that are utilised to inform changes to the future
monitoring network design are likely to be biased. In practice, the search for optimal
design of monitoring networks involves two possible situations: the design of a new
monitoring network and the redesign of an existing monitoring network. Various
regulation and actors govern the design of air pollution monitoring stations which
also need to be considered with the objective of the study to find the optimal
locations (Muller and Ruud, 2018). The optimal designing of a monitoring network
can be performed by using one or more objective functions and assign a score
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to each of the possible configurations of the designed monitoring network. The
monitoring network configuration that minimises the objective function’s assign score
is considered the optimal network for air pollution monitoring. Several methods
can be used to run through the set of locations for monitoring stations to optimise
them concerning the objective function. Usually, optimisation algorithms contain
random steps, which can lead to varying outcomes using the same data. Sometimes
the optimisation algorithms are heuristics that do not provide certainty that the
best optimal configuration can be achieved (Helle and Pebesma, 2015). Different
approaches were explored to assess the spatial representativeness for monitoring
network design and optimisation, for maximising the spatial resolution, coverage and
avoiding redundant stations (Righini et al., 2014; Janssen et al., 2012; Santiago et
al., 2013; Shi et al., 2018). The collection of various other optimisation approaches
can be referred from Mateu and Müller, 2012. Here we are discussing algorithms
distinguished as deterministic and stochastic, which were proposed in the literature
for optimisation.
2.5.1 Deterministic Approaches
Deterministic optimisation approaches take advantage of the analytical properties
of the criterion at hand to generate a sequence of configurations that converge to
a global optimal solution. Approaches use the cost function to assess the differ-
ence between different configurations to identify the optimal once Kumar et al.,
2015a. These approaches can provide general tools for solving the optimisation prob-
lems to obtain an optimum spatial configuration. Deterministic search approaches
like greedy search have been used commonly for spatial optimisation (Holan and
Wikle, 2012; Fussl et al., 2012; Pilz et al., 2012; Helle and Pebesma, 2015). Other
approaches like neural network algorithm (Wang et al., 2015a) and several regular-
isation methods have also been exploited to realise the optimisation goals(Zhang
et al., 2017; Ma et al., 2017).
2.5.2 Stochastic Approaches
Concerning stochastic optimisation approaches Behzadian et al., 2009; Kumral and
Ozer, 2013 used genetic algorithms, which start with a set of possible sampling
configurations, ranking them according to the objective and then later combine the
single locations of the good configurations. Hu and Wang, 2011 used Particle Swarm
optimisation which was further integrated with Monte Carlo simulations to identify
optimal configuration. Spatial Simulated Annealing (SSA) is among the stochastic
optimisation algorithm which was commonly used in recent years for optimisation.
SSA approach was developed by Van Groenigen and Stein, 1998, which is based
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on Simulated Annealing. A standard application of this approach is to minimise
the objective function value, Heuvelink et al., 2012 used it for minimising kriging
variance, Marchant et al., 2013 used it add samples to delineate areas which need
soil remediation, Szatmári et al., 2018 used it for multivariate soil mapping and
Barca et al., 2015 used it for redesigning the environmental monitoring networks.
Most of the SSA optimisation was implemented for the soil science studies. In
Chapters 3, 4 and 5 of this thesis, the SSA optimisation method is used to identify
optimal locations for air pollution monitoring in cities.
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3.1 Introduction
Quality of life (QoL) is tied to the perception of ‘meaning’. The quest for meaning is
central to the human condition, and we are brought in touch with a sense of meaning
when we reflect on what we have created, loved, believed in or left as a legacy
(Barcaccia, 2013). QoL is associated with multi-dimensional issues and features such
as environmental pressure, total water management, total waste management, noise
and level of air pollution (Eusuf et al., 2014). A significant amount of data is needed
to understand all these dimensions. Such knowledge is necessary to realize the
vision of a smart city, which involves the use of data-driven approaches to improve
the quality of life of the inhabitants and city infrastructures (Degbelo et al., 2016).
Technologies such as Radio-Frequency Identification (RFID) or the Internet of Things
(IoT) are producing a large volume of data. Koh et al., 2015 pointed out that
approximately 2.5 quintillion bytes of data are generated every day, and 90 percent
of the data in the world has been created in the past two years alone. Managing this
large amount of data, and analyzing it efficiently can help making more informed
decisions while solving many of the societal challenges (e.g., exposure analysis,
disaster preparedness, climate change). As discussed in Goodchild, 2016, the
attractiveness of big data can be summarized in one word, namely spatial prediction
- the prediction of both the where and when.
This article focuses on the 5Vs of big data (volume, velocity, variety, value, veracity).
The challenges associated with big data in the context of environmental monitoring
at a city level are briefly presented in Section 3.2. Section 3.3 discusses the use of
statistical methods like Land Use Regression (LUR) and Spatial Simulated Annealing
(SSA) as two promising ways of addressing the challenges of big data.
3.2 Environmental monitoring and big data
challenges
With an increasing number of people moving in (and to) urban areas, there is an
urgent need of examining what this rising number means for the environment and
QoL in cities. Air quality has an effect on the population’s QoL (Darçın, 2014),
which is also the major environmental risk factor for health. In 2012, one in eight
deaths could be attributed to exposure to air pollution according to the World Health
Organization1. Air quality has high fluctuation at a fine scale due to its very complex
1See http://www.who.int/phe/health_topics/outdoorair/global_platform/en/ (last ac-
cessed: December 4, 2017).
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distribution, the structure of the city, and dispersion processes. Institutions such
as the European Environmental Agency have produced maps of air quality across
Europe. Nonetheless, these maps have two drawbacks: first, their spatial resolution
is coarse (i.e., they are usually available for the member state level), and second,
they do not give a real-time account of the situation. Projects such as the World
Air Quality Index provide real-time air quality maps (see http://aqicn.org/), but
again they have a relatively coarse spatial resolution.
Data for environmental and meteorological analysis are not only of a significant
volume but are also complex in space and time. Formats and types of data are
also very diverse (e.g., netCDF, GDB, CSV, GeoTIFF, shapefile, JSON, etc.), and
many interconnections prevail within data, which make it complicated for traditional
data analysis procedures. Fusing official monitoring stations data with methods
like IoT based crowd-sourced data sources can increase redundancy and make data
management a serious challenge. Using this example, challenges associated with big
data can be illustrated as:
Volume: The large data volume is induced by fusing data from monitoring stations,
with crowd-sourcing sensors which can further be integrated with significant environ-
mental data, city dynamics data and other parameters like city land use information.
The data size for some variables varies from MBs to TBs (e.g., a single data file
for atmospheric data is around 2GB’s for a single point of interest). Handling this
amount of data needs proper planning; otherwise, the analysis may take longer time
because of the mixture of redundant or less relevant data.
Velocity: The speed at which the data from monitoring stations, added sensors and
other data sources are created, captured, extracted, processed and stored also needs
to be dealt with appropriately. Statistical issues arise from fusing together different
data source streams at different spatiotemporal scales. Delay in data fetching from
remote storage devices or geographical constraints may also impact the process.
Velocity is one crucial characteristic that defines the kind of outcomes we can develop
from the data sources.
Variety: Environmental data are in various formats (e.g., NetCDF files for environ-
mental variables, GeoTIFF files for land use, shapefiles of the city for road networks
and traffic congestion), which represents heterogeneity challenges, entity resolution
issues arising by merging data from different data sources and interaction challenges
between big data and data applications.
Veracity: With the variety of data pouring in the analysis, the level of uncertainty
also increases. Outcomes expected from the analysis may be affected by some offsets
and origin errors of data sources. To maintain data veracity, it is sometimes advised
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to discard noisy sources and include only reliable sources. However, ignoring some
data points may lead to missing some air quality pattern in the city.
Value: A large amount of data is of no use until it is converted into value. For air
quality, the value can be considered as the extraction of intelligence to improve QoL
in the city through the development of applications which help city dwellers become
aware of their air quality exposure. However, issues such as inefficient handling
of large amounts of data, inability to provide quality results on a timely basis, the
bottleneck in sharing processed data, high computational cost of big data processing
hinder the provision of efficient, easy outcomes for public use.
3.3 Statistics and environmental monitoring
As Scott (2017) said, statistics remains highly relevant irrespective of ‘bigness’ of
data. It provides the basis to make data speak while taking into account the inherent
uncertainties. Statistical analysis involves developing data collection procedures
to further handle different data sources and to propose formal models for analysis
and predictions. There are a number of statistical methods varying from sophisti-
cated data requirement (e.g., dispersion models) to simple inference models (e.g.,
proximity-based models) for air quality prediction. Each of the methods has their
specific data and computational requirements. Some methods cannot always be
implemented due to the cost, time and resources involved. Notable air quality
modeling methods, such as dispersion models, are very sophisticated and require
deep insight into the chemical and physical assumptions of the pollutant along with
pollutant monitoring sites in the city at a very fine spatiotemporal resolution. The
downfall of these methods also includes the cost of the data needed for the study with
disputable assumptions about the dispersion pattern (i.e., Gaussian dispersion) and
extensive cross-validation with monitoring station data (Jerrett et al., 2005a). The
next subsections highlight the potential of land use regression and spatial simulating
annealing in addressing both big data challenges, and shortcomings of previous
work.
3.3.1 Land use regression (LUR)
Land use regression requires simple geographical variables for predicting environ-
mental factors such as air pollution or sound pollution in the city. It is one of the
standard methods used by epidemiologists and health care researchers for exposure
analysis. LUR helps in breaking the limitations in developing the models while
offering the flexibility to use already available data sources. Regarding performance,
LUR-models have been outperforming geostatistical methods and may perform
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equally, or sometimes better, than dispersion models (Gulliver et al., 2011). With
LUR, researchers can estimate individual exposures from statistical models that
combine the predictive power of several surrogates based on their relationship with
measured concentrations.
Advantages. The advantage of the LUR approach is the flexibility of incorporating
more theoretical knowledge about the process governing the spatial and spatiotempo-
ral variation. This way the challenges due to the addition of new data (e.g., IoT data)
can be handled with the context-based variable selection. This restricts the amount
of input in the analysis and hence can help in tackling the volume, variety, veracity
and velocity data challenges. The perk of LUR also is its ability to run models within
raster spatial environments, which allows for a rapid computation. Hence, it can
help with challenges related to the value aspect of big data analysis. Another major
advantage of the LUR-model over dispersion and interpolation models is to gain the
spatial scale desired at the city level. LUR-models are better at describing hot-spots
in cities, unlike aforementioned methods which provide smoother concentration
maps (Marshall et al., 2008).
Drawbacks. Compared to dispersion models, the LUR method requires less detailed
input data at the expense of the need to obtain monitoring data for a sufficiently
large number of sites. Moreover, LUR-models have limited capacity to separate
the impact of some pollutants because they are collinear to each other, which is
the same case of other exposure study methods. LUR methods can benefit from a
more systematic selection and description of space-time attributes of monitoring
locations.
Building reliable models for big data requires strengthening the sampling process
towards locations and time points which can improve predictability. The reliability
of methods always depends on the quality of input data. The selection of monitoring
sites to develop the air quality models has been identified as one of the factors
affecting the quality of models’ outcomes. We still lack rigorous methods to determine
the number and distribution of monitoring sites (Hoek et al., 2008). Using a large
number of monitoring sites to build a model improves its ability to estimate the
pollutants. However, improvement in models’ predictive power can be achieved
by a certain number and specific distribution of monitoring stations. Selecting
optimal locations may assist in minimizing data redundancy and can enhance the
computational time. Various statistical methods exist for optimizing the sampling
process. Here, we discuss the method called “Spatial Simulated Annealing (SSA)”
for optimization of an air quality monitoring network.
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3.3.2 Spatial simulated annealing for optimizing monitoring
network
Placing sensors at certain locations often should fulfill several purposes, and these
can be achieved by combining the respective cost functions. By defining the cost
function, we try moving each sensor in their neighbourhood cells/locations and find
the best places where a cost function can be achieved so that the purpose of placing
the sensor is worth. SSA takes into account the spatial neighborhood to optimize
spatial sampling schemes based on a defined cost function. During the process,
both the size of the movement of sensors around the specified area of interest, and
the probability to agree to the worst results decrease with a decreasing annealing
temperature. By using this approach, we can decrease the amount of data needed to
perform the analysis with optimal results.
Recent works regarding spatial sample configuration optimization using SSA, em-
phasized on the following aims: (a) conditioned latin hyper cube sampling (Roudier
et al., 2012); (b) variogram identification and estimation using constraints like pairs
contributing to each lag-distance class (Truong et al., 2013); (c) spatial interpolation
using constraints like minimization of the kriging variance in a space-time setting
(Delmelle, 2014).
Advantages. SSA enables the specification of various types of optimization goals
during the spatial analysis. Once the goal is decided, we can limit the area of interest
along with the geostatistical criterion, i.e., we magnify our research goals at certain
spatial vicinity for a proposed outcome. This method can take into account the
weight of the area we are more keen on collecting knowledge about. By limiting the
area and incorporating context-aware goals in location selection processes, we also
curb the creation of a large amount of nonessential data, thus helps in overcoming
aforementioned big data challenges.
Drawbacks. Based on convergence analysis, different forms of temperature updating
functions are followed concerning different kinds of probability density functions
employed. The convergence of the objective using SSA depends on the input of
appropriate conditions for both the probability density function and the temperature
updating function. Calculating these inputs for SSA can be a time-consuming process
and needs practical experience. Depending on the objective and size of an area,
the processing of the algorithm is intermittently time-consuming too. However,
time-consuming processes will pay off at a later phase as they help in selecting the
possible best locations for data collection and hence improve the overall flow of the
analysis. Table 3.1 summarizes the key points of the combined use of both methods
discussed earlier to tackle challenges of big data for environmental monitoring.
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Dimension Challenge Solution
Volume Data reduction techniques
(Koh et al., 2015)
LUR selects variables and SSA selects
the optimal locations, hence reduc-
ing data for analysis
Velocity Quick and constant access
of data (Namiot and Sneps-
Sneppe, 2012)
By finding optimal locations we can
decrease the data to process and ac-
celerate data access
Variety Creating a knowledge base
from different data formats
(Koh et al., 2015)
LUR reduces the number of variables
to process, possibly reducing the va-
riety of data sets for analysis
Veracity Avoid inessential data (Koh
et al., 2015)
LUR variable selection and SSA opti-
mal location can avoid the inessen-
tial data
Value Complexity restricts timely
processing (Villanueva et al.,
2014)
LUR selected variables provide con-
text and SSA puts cost function
to achieve context-aware outcomes
timely
Table. 3.1. Challenges of big data, and potential of the combined use of the proposed
methods.
3.4 Conclusions
In this paper, we have focused on the role of statistics in handling the five Vs of
big data, and the challenges posed. Big data analytics demands different method-
ologies from traditional statistical approaches which can enable efficient computer
processing and timely outcomes for the efficient use of data. We propose to combine
two well-established statistical methods to optimize the selection of variables and
locations for spatial and temporal analysis of environmental data sources. The
combined use of both methods will help in designing data acquisition processes so
that the maximum information can be extracted given a specific number of possible
measurement sites. Limiting the data sources can increase the speed of the analysis.
The key highlight of integrating LUR and SSA is to make processes like air quality
monitoring flexible because LUR can consider limited but accessible data sources.
However, we need to consider some crucial aspects. First, variables should be se-
lected carefully and used correctly in the models. Second, the design of SSA-based
optimization relies on the quality of input from the LUR for putting weight on those
areas for the cost function we want to achieve. It is also helpful in reflecting on
the temporal dependency of air quality at a location and the spatial correlation
among other locations. Third, SSA needs inputs about probability distributions and
temperature change functions which is a critical aspect of optimal location selection.
Hence, by using such statistical tools, big data analysis can be effective regardless of
the “bigness". Statistics has been a major component of data analysis for centuries
and will be crucial in the era of big data.
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Abstract A very common curb of epidemiological studies for understanding the
impact of air pollution on health is the quality of exposure data available. Many
epidemiological studies rely on empirical modelling techniques, such as land use
regression (LUR), to evaluate ambient air exposure. Previous studies have located
monitoring stations in an ad hoc fashion, favouring their placement in traffic “hot
spots”, or in areas deemed subjectively to be of interest to land use and population.
However, ad-hoc placement of monitoring stations may lead to uninformed decisions
for long-term exposure analysis. This study introduces a systematic approach for
identifying the location of air quality monitoring stations. It combines the flexibility
of LUR with the ability to put weights on priority areas such as highly-populated
regions, to minimise the spatial mean predictor error. Testing the approach over the
study area has shown that it leads to a significant drop of the mean prediction error
(99.87% without spatial weights; 99.94% with spatial weights in the study area).
The results of this work can guide the selection of sites while expanding or creating
air quality monitoring networks for robust LUR estimations with minimal prediction
errors.
Keywords: air quality monitoring; land use regression; monitoring location optimi-
sation; simulated annealing; spatial mean prediction error
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4.1 Introduction
Nitrogen dioxide (NO2) has been identified as one of the harmful pollutants affecting
the quality of life of population (McConnell et al., 2010; Health Effects Institute
Panel, 2010). Other pollutants of interest include fine particles (PM2.5), elemental
carbon (EC), and Ozone (O3); each has been linked to respiratory diseases and
vehicular emissions (Charpin and Caillaud, 2017). Describing the pathways from
the generation of emission, dispersion and chemical transformation of pollutants in
ambient air is very challenging because of its high variability over space and time
(Mayer, 1999). To represent this intraurban variability in pollutant concentrations,
various sophisticated exposure assessment methods were used in the recent past
Khreis et al., 2017; Conti et al., 2017. There are also several research efforts
investigating air pollution modelling approaches using machine learning and other
computationally intensive methods Bougoudis et al., 2018; Bougoudis et al., 2016;
Feng et al., 2015. Dispersion models that simulate pollutants’ dispersion and reaction
in the atmosphere are also often infeasible at higher spatial resolution throughout
larger areas. These methods require measurements from the monitoring station
(directly or indirectly) and data calculated by meteorological prediction models as
inputs for predicting the extreme values of air pollutants. However, these approaches
are not well suited for situations where data is scarce.
GIS and spatial analysis have increasingly become an essential tool for air pollution
monitoring (Briggs, 2005). Interpolation of pollution data collected by regulatory
air quality monitoring stations can help in regional patterns, but the air quality
monitoring networks are very sparsely arranged to collect informed data at a city
level. Land Use Regression (LUR) models are helpful to take into account air
pollution variability with in the cities. LUR models are a promising alternative to
these conventional approaches as they establish the relationship between easily
accessible land use characteristics and pollutant measurement. LUR models also
require the pollutant measurements collected at the monitoring sites to select the
independent variables, but are less data intensive than the other air pollution
monitoring methods mentioned above.
The present study introduces an air quality monitoring network design (MND)
optimisation method and demonstrates its applicability for the city of Münster
(Germany). A LUR model was selected based on Beelen et al. (2013b) to model
the NO2 distribution in the study area. The selection of this LUR model assumes
that it asserts the knowledge about the real NO2 distribution for the study area
considering predictors. The predictors of the regression model were then used as the
input to the optimisation method. The primary objective for the method developed
in this study is to find the combination of locations which minimise the spatial
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mean prediction error over the entire study area for two contexts: (1) without
using any weighted function; and (2) with a spatial population weighted function
for high population density areas. There are two significant innovations for the
proposed method. First, the flexibility to identify optimal locations for air quality
monitoring devices without the obligation to feed in air quality monitoring station
measurements. The method exploits variables as input data which do not include
pollutants concentration values (or measurements from monitoring stations), and
relies on predictors of an LUR model which are easily accessible for all the locations
in the study area. Second, the determination of the locations of new monitoring
stations, which can optimally contribute to improve air quality monitoring efforts
(and help lessen data scarcity challenges).
The paper is organised as follows. Section 4.2 gives a brief overview of the previous
research conducted in this area. In Section 4.3, we describe the study area and the
data considered for the optimisation method. We propose the optimisation method
adopted as the criterion for air quality MND in Section 4.4. Section 4.5 presents the
results of the proposed method. Finally, Section 4.6 points at the limitations of the
work, and Section 4.7 concludes the article.
4.2 Related Work
Understanding the effect of pollution on city residents requires a monitoring network
that can provide a representative view of the experiences across the population
(European Union, 2008; Raffuse et al., 2007). In an urban space, a network of
monitoring stations can routinely measure pollutants concentration in space and
time. However, placing only a few centrally located monitoring stations is not very
helpful for assessing the spatial variability of air pollution over an urban area (Ott
et al., 2008). The measurement of spatial air pollutant concentration variation
was ineffective with single monitoring stations (Goldstein and Landovitz, 1977).
Since the process of air pollution monitoring for capturing spatial variability is costly
and time-consuming (Kanaroglou et al., 2005a), it is highly desirable to find the
air quality MND which can use an optimal number of measurement devices and
reduce costs (Nejadkoorki et al., 2011). In general, the objective of air pollution
monitoring network concerns spatial representativeness (i.e., siting criteria, including
fixed or mobile sites and numbers of sites), temporal resolution, and accuracy of
measurement (Kuhlbusch et al., 2013).
An optimal air quality MND is essential for air pollution management (Mofarrah
and Husain, 2010; Wu et al., 2010). The MND can be determined by its placement
criteria based on study objectives. The determination of spatial and temporal
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variations in the air pollutant concentration and its degradation are two widely
used underline consideration for choosing the air quality MND (Benis et al., 2016).
MND selection can be considered as an optimisation problem, i.e., searching for
the best combination of potential locations (Elkamel et al., 2008). The process
of comparing all possible combinations of locations and determining the optimal
configuration is practically intensive, especially when optimisation aims involve
multiple variables and multiple objectives for the vast area. An heuristic approach
such as spatial simulated annealing (SSA) can be helpful in solving the optimisation
problems for location selection at different scales (Wang et al., 2015b; Van Groenigen
et al., 1999). Many studies have extended the optimisation criterion for various
other constraints, such as protecting sensitivity receptors (e.g., population districts
and historic buildings), response to emission sources nearby, and minimising costs
(Sarigiannis and Saisana, 2008; Kao and Hsieh, 2006; Benis et al., 2016). Because
of these increasingly complex constraints, optimisation of MND for monitoring air
pollution is considered a demanding task (Wang et al., 2015b).
Although various approaches discussed previously have been put forward to make
valuable progress, only a few have focused on the challenge of setting up a new
monitoring network, and of revision and redistribution of an existing air quality
MND considering their optimisation for robust LUR estimation. The primary goal
of developing LUR is to predict air pollutant values, and this can help in deriving
information about the exposure to harmful air quality at the city level. The evaluation
of LUR models has been limited to the number of measurements available in a
monitoring campaign (Hoek et al., 2008). In some cases (such as in our study with
two), no or very few air quality monitoring measurement stations exist. Selection of
new monitoring sites without air pollution data create an issue, as one aspect of the
accuracy of the monitoring devices and related estimations deals with the aspect of
“where" the data is collected.
Few studies indicated that the robustness of the LUR model to predict air pollution
can be improved when more monitoring sites can be considered (Marshall et al.,
2008). Other studies argue that the variability of monitoring sites is more important
than the number of monitoring sites. This implies that a LUR model can be more
robust when a large variety of land use characteristics are considered for monitoring
network design (see Ryan and LeMasters, 2007). In a recent work, Wu et al. (2017)
pointed at two current gaps in research of LUR development: the lack of rigorous
methods to determine the number of monitoring sites, and the lack of systematic
ways of finding out the distribution of these monitoring sites. Wu et al. (2017) also
examined the aspect of tackling the number and distribution for monitoring sites
required to develop LUR, but the selection criteria for optimal location selection was
judged based on manual land use entities rules. The question of how to systematically
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place monitoring stations of an air quality monitoring network is the main focus in
this article.
4.3 Material
The method was applied to the city of Münster in North Rhine Westphalia, Germany
(51.96¶ N, 7.63¶ E). Münster is one of the 42 agglomeration areas and one of
Germany’s biggest cities in terms of area (303 km2 ), as shown in Figure 4.1a. The
city is divided into six administrative districts with nearly half the city’s area being
agricultural, resulting in a low average population density of approximately 900
inhabitants per km2, but with a population density of about 10,000 inhabitants per
km2 in the city centre. For analysis, the whole city is divided into 599 grid cells of 1
km2, as shown in Figure 4.1b.
As often happens for a mid-sized city in Europe, air quality data are collected by
only two monitoring stations for the whole study area (European Union, 2008),
and this is clearly insufficient for performing any meaningful geostatistical analysis.
Moreover, various other air quality models such as CHIMERE, LOTOS-EUROS,
and ENSEMBLE models (Colette et al., 2017) for retrieving air quality data were
not very helpful, because the resolution of these models were meagre compared
to the area of study. We can only represent nine cells of these standard models
output for our area of interest (as shown in Figure 4.2). Since the data were not
available for more than two monitoring stations in Münster, we added 14 simulated
locations as existing air quality monitoring locations (n = 14 + 2 = 16) in the MND
during the study. The simulation of these 14 locations was based on the argument
of Ryan and LeMasters (2007) for considering different land use types, and a special
focus on populated areas in city (see Figures 4.1 and A.1). We assume that the
knowledge about selected LUR in the study can represent the actual state of the
NO2 concentration in the study area and hence predictors selected in the regression
can be used to judge the performance of the proposed optimisation method.
In recent years, LUR has been a choice for various epidemiological and health studies
to explain exposure (Khreis et al., 2017). In addition, this method demonstrates a
better or an equivalent performance to other geostatistical methodologies such as
kriging and conventional dispersion models (Hoek et al., 2008). The structure of the
LUR method varies depending on the study objective and available data (i.e., number
of variables, different distances and buffer sizes) due to location and size of the areas
(i.e., city, state, and nation). In any case, a model typically involves information
about traffic, road type & length, land use, and population. LUR uses multiple linear
regression to derive the relation between air pollutant concentration and known
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variables at a location or its surroundings. It is then applied to unmeasured locations
to predict a spatially resolved average air pollution values. The regression model is
of the form :
y = X— + ‘ (4.1)
where
• y is an n ◊ 1 vector of air pollution concentration from monitoring sites at any
particular time (in our case annual mean NO2 concentration at monitoring
stations);
• X is an n ◊ k matrix with observations of k independent variables for the n
available air pollution monitoring stations;
• — is a k ◊ 1 vector of unknown parameters that we want to estimate; and
• ‘ is an n ◊ 1 vector of errors, assumed to be independent and identically
distributed.
The main strength of LUR is the empirical structure of the regression mapping
and its relatively simple input/low cost (compare to dispersion modelling). A well
established study for LUR model, European Study of Cohorts for Air Pollution Effects
(ESCAPE), has been applied to develop local LUR models for 36 European regions
for NOx, and nitrogen dioxide (NO2) (Beelen et al., 2013a), to explain the impact
of long term exposure of air pollution on health. Methods were also hypothesised
to improve the accuracy and prediction power of the LUR models using various
approaches such as random forests (Brokamp et al., 2017). However, the number
and distribution of monitoring sites to build LUR models were identified as one of
the critical factors affecting the quality of LUR outcomes in previous studies Wu
et al., 2017. Various methods were adopted in the recent past which can help in
determining the number and distribution of monitoring sites (Benis et al., 2016;
Wang et al., 2015b). Few previous studies also evaluated the impact of the number
of monitoring sites on LUR model results Basagaña et al., 2012; Wang et al., 2012b,
but the influence of the spatial distribution of monitoring sites remains poorly
understood. Since monitoring stations cannot be placed everywhere, the monitoring
network must be used in a way that it represents critical pollutant levels where
there are no monitoring stations. A viable alternative to address the constraint of
monitoring station data availability could be to consider the spread of predictor
variables which are available for all the locations in study area for identifying the
optimal locations which can help in improving LUR robustness.
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For our study, a LUR model was selected, assuming it represents annual average NO2
for the study area, pursuing the standardised predictors selected from the ESCAPE
study (Beelen et al., 2013b). GIS analyses were conducted to derive the discrete
values of predictors at all potential monitoring station locations included in this
study based on the selected LUR model. The predictor values were derived using the
open geospatial data gathered from various sources, e.g. road network and building
datasets were obtained from OpenStreetMap (OpenStreetMap contributors, 2017).
These datasets were used to calculate the total length of major roads, minor roads
and building counts in varying buffers sizes of 25, 50, 100, 300, 500, 1000, and
5000 m. We also calculated the distances to the nearest major or minor roads data
for each monitoring location. The city council of Münster provided traffic intensity
data on major roads. Minor roads traffic intensity was calculated by spreading
the 25% of the total vehicles in the city based on its length. CORINE land cover
data of 2012 were used to extract the land use information around the monitoring
station in the buffers. The land cover classification from CORINE was regrouped
into high-density residential land, low-density residential land, industry, port, urban
green, semi-natural and forest areas. We calculated the surface area of each land use
regrouped in each buffer considered in the study. After model selection, predictors
involved (Table 4.1) were further utilised in the study for identifying the combination
of optimal locations for air pollution monitoring network.
Table. 4.1. LUR variables selected
Variable Variable Description
rdcount_1000 Road count in 1000 m buffer
minrdcount_100 Minor road count in 100 m buffer
minrdcount_500 Minor road count in 500 m buffer
rdlength_100 Road length count in 100 m buffer
rdlength_5000 Road length count in 5000 m buffer
rdlength_50 Road length count in 50 m buffer
mjrdlength_300 Major road length count in 300 m buffer
dist.mjrd Distance to major roads
minrdlength_5000 Minor road count in 5000 m
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(a) Administrative boundary and monitoring sta-
tion locations in the study area.
(b) Study area divided into 599 grid cells.
Figure. 4.1. Study area: City of Münster.
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Figure. 4.2. NO2 concentration (µg/m3) map predicted by CHIMERE model as of 20
October 2017 for Münster.
4.4 Method
Our knowledge of air pollution monitoring is largely based on limited data. The
present paper takes a new look at MND using a new optimisation method which
identifies the potential locations in the study area. The optimisation methods were
developed to identify the new MNDs by random perturbation over potential locations,
considering associated predictors within the LUR models. The random selection of
the monitoring sites, and the optimisation of their spatial distribution in the study
area was implemented using Spatial Simulated Annealing (SSA).
4.4.1 Spatial Simulated Annealing (SSA)
Having an objective before initiating the monitoring campaign is helpful in dis-
tributing the sensors optimally. The objective must be in agreement with the aim
of the study. If the objective requires monitoring the excess level of pollutants,
one approach is to locate the monitoring sites in the study area where pollutants
concentration is higher. Usually, such design of the network is in agreement with the
intention to monitor the maximum exposure values, and it does not represent the
whole picture about the air pollution in the city. Air quality varies on a comparatively
small scale, as the pollutant concentration at a particular place relies heavily on
local emission sources, structures and atmospheric flow conditions (Britter and
Hanna, 2003; Ott et al., 2008; Röösli et al., 2000). The location selection for
MND can be optimised numerically using approaches such as geostatistical surveys,
where probability sampling is not considered (De Gruijter et al., 2006). Finding
the optimal locations for monitoring networks manually is practically impossible
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given the extraordinary number of possible combinations, even with the coarse
grid than we considered for our study. This process can be automated by using
the spatial numerical search algorithm called spatial simulated annealing (SSA).
The method implements optimisation by generating a sequence of new possible
monitoring locations. A new monitoring location is considered by selecting random
locations and shifting them in a random direction over the random distance in two
dimensional space defined in the optimisation process. After each such perturbation,
the mismatch between the current MND’s discrete value and the observed new
MND’s value is quantified for combination of locations according to a predefined
optimisation criterion function. In the 2000s, Van Groenigen et al. (1999) introduced
a simulated annealing algorithm as a method to find the spatial distributions of
monitoring points based on an optimisation criterion function. Over the years, the
approach has been used for investigating optimal sample designs for criterion as
variogram estimation (Lark, 2002), thinning existing sampling networks (Boer et al.,
2002), optimisation of geostatistical surveys (Brus and Heuvelink, 2007), phased
sampling designs for containment urban soil (Wang et al., 2014a), and Kriging with
External Drift (KED) variance minimisation for rainfall prediction (Wadoux et al.,
2017), to name just a few.
The SSA approach to finding an optimal monitoring design involves the minimisation
of the optimisation criterion value using an objective function such as the average
kriging variance across the area of interest (Van Groenigen et al., 1999). The optimal
location identification problem is formalised as a single-objective optimisation func-
tion, pointing at criteria involving discrete-valued variables. For some monitoring
design objectives, the optimality of a particular combination of monitoring sites may
be judged based on more than one criterion, considering not only the quality of the
resulting information obtained but also the cost of acquiring the data.
4.4.2 Optimisation Criterion Estimation
The optimal MND is the configuration for which the criterion chosen is minimal.
The criterion we used in this study is to minimise the spatial mean prediction error
for the selected LUR model. Under the assumption of independent and identically
distributed (IID) errors, the (ordinary least squares) estimator —̂ of — is a linear
combination of the observations y:
—̂ = (X ÕX)≠1X Õy (4.2)
and the predicted pollutant concentration ŷo for a new location with predictor
variables xo is given by
ŷo = xo—̂ (4.3)
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with xo the k ◊ 1 vector with predictor variables at that location.
The estimation error in — is
V ar(—̂ ≠ —) = (X ÕX)≠1‡2 (4.4)
and hence the error in ŷo is
V ar(ŷo ≠ yo) = V ar(xo—̂ ≠ xo—) = xoV ar(—̂ ≠ —)xÕo = xo(X ÕX)≠1xÕo‡2 (4.5)
with ‡2 the variance of ‘.
Considering a two-dimensional study area A, we want to decrease the prediction
error using n observation sites using a network design Dn. The optimisation process
starts with a existing MND (can also be done using randomly selected monitoring
design) D0 œ Dn, consisting of observation points so, . . . , sn with corresponding
predictor variable vectors xo,. . . ,xn. At the first optimisation step, the monitoring
sites are transformed into a random vector with only one element different from the
initial, yielding a new monitoring design D1. During the optimisation process, the
prediction error is calculated at each node of the rasterised study area A.
The different monitoring sites in the MND are supposed to cover a diverse range of
representative areas. Therefore, to optimise the MND considering all the sites in
MND, we average over all potential locations so inside the study area A. Since ‡2






with |A| the size of the area (expressed as the number of grid cells representing the
area). In this optimisation criterion, manipulating the MND leads to the modification
of X.
The typical aim for air pollution monitoring is to accurately measure air quality and
understand the impact of ambient air pollution on population. However, because
of the limited number of possible monitoring station sites, we need to prioritise the
MND optimisation in a way that it can help in collecting precise information about
air quality in the residential area of the cities. With this aim, we fine tuned the above
mentioned optimisation method to identify the optimal locations which can help in
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decreasing the spatial mean prediction error prioritising areas where the population





P (so)(xo(X ÕX)≠1xÕo) (4.7)
where P (so) is the population at location so. We established the weight for our study
by focusing on the areas with more than 1500 houses per grid cells (see Figure A.1
in Appendix A).
We use as scenario a setting where (due, e.g., to budget and infrastructure con-
straints) the number of air quality monitors deployed n are fixed. We aim to find
the optimal locations for the specific n monitors, which can help in developing the
robust LUR model for cities. The optimisation method developed in this section will
allow us to compare the different possible combinations for optimal MND. In this
study, we only consider a static design for the monitoring network, i.e., locations of
the network do not change over time. With a finite number of candidate locations
N derived by discretising the whole study area A, we can get Nn combinations,
and select the one which minimises the optimisation criterion. Every time a new
possible MND is generated, the optimisation criterion mentioned earlier is calculated
and compared with the criterion value of the previously selected monitoring design.
The new location will be accepted if the MND leads to a smaller optimisation cri-
terion overall. If the MND leads to a larger optimisation criterion, the new design
might sometimes be accepted, based on the probability of acceptance defined in the
parameters of the annealing algorithm, expressed as:
P (acceptance) = e
e(old)≠e(new)
temperature (4.8)
where temperature is a control parameter which controls the number of remaining
iterations. The temperature defined in the annealing algorithm decreases from a
positive starting value to zero as the count of iterations increases. From Equation
(4.8), we see that, at a given temperature, the larger the increase in criterion value,
the smaller will be its probability to accept a worse network design. In addition, for
lower values for temperature (at larger number of iterations), the probability of
accepting a worse design becomes lower. The repetition for a new design creation
continues until the total number of defined iterations has been achieved. We refer
to the work of Heuvelink et al. (2010) for a more detailed explanation of the
optimisation algorithm used in our study.
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4.4.3 The Optimisation Procedure
The steps of the optimisation algorithm are the following:
1. A LUR model is chosen for the study area by selecting predictors that explain
the air pollutant considered.
2. An initial (possibly existing) monitoring design D0 is defined, consisting of n
observations to be optimised.
3. The area of study A is discretised, the raster is defined with N raster nodes.
4. The optimisation criterion (proportional to average prediction error over A) is
calculated using Equation (4.6) or Equation (4.7);
5. D0 is modified, returning a monitoring design D1 and the new mean prediction
error is calculated
6. A new monitoring design is accepted if it reduced the optimisation criterion
value or rejected as the basis for further optimisation based on Equation (4.8).
7. The optimisation continues until the proposal monitoring designs are no longer
accepted, based on energy transition and iteration parameters.
The schematic overview of the proposed optimisation method described above is
shown in Figure 4.3. All geospatial and statistical calculations for the study were
conducted using the R packages sp (Pebesma and Bivand, 2015), sf (Pebesma, 2017).
For running SSA, we used the R package spsann (Samuel-Rosa et al., 2017). The
source code for the proposed optimisation method can be accessed from Github
(Gupta, 2018a).
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Figure. 4.3. Schematic overview of the proposed optimisation method. Since no LUR
regression model was available for the study area at the moment of the analysis,
the LUR model from the ESCAPE study was used in this paper.
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4.5 Results
Nine (out of 58) predictor variables were used from the selected LUR model (Ta-
ble 4.1). The variables were selected based on the existing knowledge about their
relationship with the pollution concentration data and their inclusion in previous
LUR models (Beelen et al., 2013a). We used all 599 raster cell as the potential
locations for monitoring stations and the associated values of selected predictors at
those locations in SSA to find the optimal MND. The inputs for running both of our
optimisation algorithms require a raster grid with potential sites (599 cells) for mon-
itoring stations, the predictor of the LUR as covariates for each raster cell, an initial
monitoring network design D0 with the location of existing monitoring stations, the
temperature and the probability of acceptance parameters for annealing.
4.5.1 Optimisation without a Weighted Function for the Study
Area
The optimal MND identification started with n = 16 monitoring network points,
based on already existing monitoring network design (D0). The method iterated to
select any MND which can minimise the criterion value recognising the optimisation
method (Equation 4.6), and representing a minimum spatial mean prediction error
for the study area. Figure 4.4 represents the criterion values achieved at different
probability parameter values while keeping other annealing parameters constant
during the whole process. Figure 4.5 shows that several worsened designs were
accepted in the beginning, succeeding that the mean prediction error steadily de-
creased. After about 3500 iterations, no substantial further reduction was achieved,
indicating that the algorithm reached a nearly optimum configuration design, as was
confirmed by observing the similar patterns of decline at different runs. Overall, the
defined criterion was considerably dropped from 156.5 to 0.1918595 with 0.3 as
probability of acceptance, which shows an improvement of about 99.87%.
It can be inferred from the results in Figure 4.6 that the final optimised monitoring
locations have a larger density around the city centre than in the initial monitoring
design, and this is consistent with the population-based optimisation criterion for
MND defined earlier.
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Figure. 4.4. Spatial mean prediction error achieved by SSA at different probabilities of
acceptance using the optimisation method without weights.
Figure. 4.5. Energy transition while running optimisation in SSA using parameters of 0.3
probability of acceptance after removing five higher values.
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(a) Initial monitoring network design (D0).
(b) Optimised monitoring network design after us-
ing criterion.
Figure. 4.6. Monitoring network designs realised after using the first optimisation criterion.
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4.5.2 Optimisation with a Population Weighted Function for
the Study Area
After realising the optimal MND that represents the least spatial mean prediction
error for the study area, we considered focusing on the areas with high population
density (calculated based on the number of residential buildings around each poten-
tial location for the monitoring stations). Equation (4.7) was used as a criterion for
implementing the weighted optimisation method.
Again, the configuration was considered optimal based on the least energy (spatial
mean prediction error) obtained during the calculation of the criterion value at
various probabilities (Figure 4.7). Figure 4.8 shows the optimised monitoring
design obtained after running the algorithm. As a comparison with Figure 4.6b, an
alternative design was obtained using the weighted spatial areas of highly populated
housing areas (see Figure A.1). The new monitoring design has a close resemblance
to the previous optimal configuration but this time with more emphasis on the
area with weight (green areas in the Figure 4.8b represents populated housing
areas) than on areas with no weight (or non-housing areas). The optimised MND
represents a significant drop in the spatial mean prediction error, from 571,492.23
to 332.8651, a difference of about 99.94%. The optimal configuration obtained
at various other probability of acceptance presented graphically can be found in
Appendix A.2. The optimised monitoring networks also placed the monitor locations
towards the boundary of the study area. This is a well-known effect while running
SSA, expressed by Van Groenigen et al. (1999) in the literature.
Figure. 4.7. Spatial mean prediction error achieved by SSA at different probability of
acceptance using optimisation method with population weighted criterion.
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(a) Initial monitoring network design (D0).
(b) Monitoring network design after population
weighted optimisation.
Figure. 4.8. Monitoring network designs obtained using a population weighted optimisation
criterion.
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4.5.3 Sensitivity of the Optimisation Methods
The distribution of optimal monitoring sites at various locations and its criterion
values can be influenced by various parameters or with different iterations. Indeed,
SSA is a stochastic algorithm and does not generate a unique spatial distribution
of monitoring stations at each run (i.e., algorithm execution). To investigate the
variation in final criterion values for each complete process of optimisation, we
ran the algorithm 15 times each for both without weighted optimisation and with
population weighted area optimisation. The 15 runs for each involve exactly the same
parameters and the probability of acceptance as the run with the least optimisation
criterion values according to the graphs of previous runs (see Figures 4.4 and 4.7)
(i.e., 0.3 probability of acceptance for non weighted and 0.1 probability of acceptance
for weighted area, respectively). Figure 4.9 shows the results of the investigation for
change in optimal criterion values. The resulting energy state for the optimisation
criterion without weights returned values with mean 0.2058 and standard deviation
of 0.0091 or 4.42%. In the case of the population-weighted optimisation run, the
criterion values obtained were with the mean of 398.030 and standard deviation of
31.53 or 7.3%. These small deviations from the mean values can be considered as
insignificant in comparison with the improvement of around 99% in spatial mean
prediction error for both the methods.
Besides the variation of final criterion values per run, the sensitivity of our method to
the number of monitoring stations in the optimisation method was also investigated.
For this, we changed the numbers of monitoring sites in the input parameters.
Figure 4.10 compares the criterion value obtained at a different monitoring station
involved in the optimisation method. We again used the same optimisation method
parameters with the least criterion values of 0.3 and 0.1 probability of acceptance
from the results obtained in previous runs (Figures 4.4 and 4.7) for this investigation.
More monitoring stations yielded better results; the spatial mean prediction error
decreased with a increase in monitoring sites. However, we kept other parameters
such as initial temperature, chains and temperature change for all the optimisation
runs unchanged. It would be interesting to investigate the influence of the change in
parameters and number of monitoring stations on the outcome of the optimisation
method.
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(a) For optimisation without weights.
(b) For population weighted optimisation.
Figure. 4.9. Deviation of the spatial mean prediction error values from mean value obtained
after 15 repetitions with same parameters.
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(a) Using optimisation method without weights (0.3 Probability of acceptance).
(b) Using population weighted optimisation method (0.1 probability of accep-
tance).
Figure. 4.10. Summary of least spatial mean prediction error values obtained for different
numbers of monitoring stations.
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4.5.4 Comparative Analysis
From the above results, we can infer that the combinations of locations obtained
from our optimisation methods employed in the selected study area give satisfactory
results towards the development of a reliable, less assumption based, less data
intensive, easy to use and low-cost methods for identifying the optimal location
for air quality monitoring at a city level. The proposed methods also consider the
enhanced efforts to anticipate areas of more importance (such as residential areas)
in cities for planning air pollution monitoring network, without using pollutants
monitoring station values as inputs.
Since LUR have been a useful exposure estimation method in various epidemiological
and public health studies. Location optimisation considering such methods can be
useful to understand exposure in cities. At this point, it could be useful to compare
the results of the proposed methods with results from previous similar research works
(Sarigiannis and Saisana, 2008; Kao and Hsieh, 2006; Benis et al., 2016; Mofarrah
and Husain, 2010; Wu et al., 2010; Wu et al., 2017), where other strategies were
adopted to identify the optimal locations for air quality MND. The main difference
with these approaches is that the proposed optimisation method used LUR predictor
variables values which are available for all the candidate locations of the study
area for optimal location identification, rather than the computationally intensive
datasets inputs from dispersion models (which sometime are not accessible at the
city level). The proposed method tries to address the fundamental input data
required for air quality monitoring initiatives with the significant decrease in the
assumption parameter involvement in the previous studies (such as dispersion model
or emission sources and its assumptions) for location optimisation. In addition, the
proposed method is more flexible and low cost compared to others, as it uses the
easily accessible geospatial data for LUR estimation. The approach is also less data
intensive compared to other existing approaches for optimal design of MND (Kao
and Hsieh, 2006; Sarigiannis and Saisana, 2008; Wu et al., 2010). Moreover, few
of the methods in the literature are suitable for application on a smaller scale, such
as cities, because of spatial resolution limits of the input datasets (Benis et al., 2016;
Wu et al., 2017). As illustrated in Section 4.5.2, the current method does not suffer
from this drawback, and is applicable at the city level.
4.6 Discussion
In this paper, we have presented an optimisation method that can help identifying
the optimal MND for robust LUR estimations. The method utilises the predictors
selected in the regression model for optimal location identification. The optimisation
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method shown in this study was initially developed to select the combination of
locations which can represent the least spatial mean prediction error in air pollution
estimation without giving weights to any specific regions in the study area. Figure 4.6
presented the outcome obtained by applying this optimisation method. Furthermore,
to consider the relevance of precise air pollution information close to population,
the initial optimisation method was further adapted to prioritise the specific regions
of importance in the study area. The weights for the population were added to
the optimisation method for identifying the optimal combination of locations that
minimise the spatial mean prediction error while prioritising populated regions in
the study area. SSA was used to implement the optimisation. Figure 4.8 showed the
results of the modified optimisation method for the study area. Overall, the proposed
approach can be of interest to air quality management authorities, researchers trying
to monitor the air pollution, particularly if considering LUR estimation methods,
and to the city councils to better collect air quality data in future. As discussed
in Gupta et al. (2018b), it has the potential of addressing big data challenges in
environmental monitoring. The method can also be of use in other domains, such as
sound pollution studies, which also utilise land use regression estimations.
The standard criteria used for ambient air quality assessment are the number and
locations of monitoring stations. The number of monitoring stations and locations
affects the degree of detail for pollution monitoring across regions. According to the
EU directive of 2008 (European Union, 2008), a minimum of one monitoring station
per million inhabitants over agglomerations and additional urban areas of more than
100,000 inhabitants is required for placing air quality monitoring stations. A large
number of EU member states seems to follow the strict minimum regarding number
of monitoring stations, and this leads to a low resolution air quality data inventory
for cities. Previous work has shown that using a limited number of monitoring
stations in cities will not be sufficient for determining the patterns of air pollutants
due to their complex behaviour (Wang et al., 2015b). Given that the collection of
ambient air quality data is not possible at all locations in the study area, optimising
the distribution of monitoring stations can help in collecting precise representative
information for all the locations in the study area.
Randomly selecting monitoring station locations in the area could result in a clus-
tered or dispersed design which may be ineffective and not representative for the
real aim of the study. The efficiency of spatial monitoring design can be increased by
embedding prior knowledge about the random field (Wang et al., 2012a). According
to Wu et al., 2010, the design of monitoring network involves three significant
considerations: (1) determining the design criteria; (2) estimating the concentration
of pollutant; and (3) solving an optimisation problem. The proposed optimisation
methods favour all three considerations. Firstly, it takes into account the design
criterion which focuses on identifying the combination of locations for decreasing
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the spatial mean prediction error in the area. Secondly, the selection of MND in
the optimisation method is dependent on the linear function of predictors which
estimate air pollution concentration. The optimal design will decrease the error for
the estimated air pollution values based on predictors involved in the optimisation
process. Figure A.2 in Appendix A.1 shows the histograms of various predictors used
in the present optimisation study. It is worth mentioning here that the selection of
predictors for optimisation may differ from those considered in the ESCAPE study
if real data about monitoring stations is available or the number of monitoring
stations involved in the initial monitoring design (D0) changes for area-specific LUR
estimations. Lastly, the proposed optimisation methods in the current study can
help in solving the problem for robust LUR estimation for the study area by iden-
tifying the optimal location underlying the specific LUR model. The weight-based
optimisation method also supports solving the optimisation problem based on a
specific goal of the study by prioritising specific regions in the study area. The final
optimal MNDs obtained from the proposed optimisation method were successful in
selecting a combination of the broad range of locations (such as roads or residential
areas) while also giving higher priority in the area-weighted optimisation. Thus, we
complement the finding of Wu et al. (2017) regarding the advantage of mixed site
MND for LUR exposure analyses.
This study optimised MND by minimising the spatial mean prediction error while us-
ing a given LUR model. To the best of our knowledge, such an approach has not been
used before concerning LUR based air quality monitoring network optimisation. It is
essential to find the optimal locations for the case of future monitoring campaigns
plans to readjust the existing network or to develop a new MND for the city. The two
significant advantages of the proposed optimisation method are: (1) flexible covari-
ate integration, which allows the integration of other possible variables of interest for
optimisation; and (2) autonomy to monitoring data, hence avoiding dependencies
on monitoring data for identifying locations for MND. Overall, the flexibility offered
by the proposed methods can be helpful in developing the optimal MND for the area
with no or negligible amount of air pollution monitoring data. Furthermore, we
would like to emphasise that this method only applies to optimisation of the MND
based on an already selected LUR model. In case of unavailability of air pollution
monitoring data for estimating LUR, various already existing standard LUR models
(e.g., ESCAPE (Beelen et al., 2013b)) regression models can be considered for opti-
mising the MND as we did in our study. This particular advantage can help in setting
up the air pollution monitoring network from a very early stage for underlying a
selected LUR model. Another significant advantage of the proposed methods can be
to overcome the limitation of the LUR models concerning transferability. According
to Hoek et al. (2008), transferability of LUR models depends on the similarity of
the area regarding land use. On the other hand, Johnson et al. (2010) stated that
LUR models are not transferable most of the time. With the help of the proposed
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method, it is possible to initiate air quality monitoring considering the specific LUR of
interest hence making it transferable. Based on the study focused on transferability
by Allen et al. (2011), it was suggested that locally calibrated models performed
better than the transferred model. The proposed method can be used as a tool
for transferring the selected model and re-calibrating it locally by optimising the
locations of monitoring station using predictors. Furthermore, the method provides
resilience for increments and decrements of weights as per the aim for distribution
of monitoring sites.
4.6.1 Limitations and Future Work
There are also limitations to the proposed method. First, the selection of a LUR
model is vital for implementing the optimisation method, which means that, in
the case of unavailability of monitoring station data for LUR model estimation, the
regression model needs to be assumed from previous studies. In this case, the
selection would be arbitrary, and may not provide a correct representation of the
air pollution variability in the area of study. The availability of data and selection
procedures for predictors selection in regression model also impacts the outcome.
Second, the underlying assumptions of multiple regression concerning linearity
between dependent and independent variables in the regression, independence and
normal distribution of error term may create bias in the interpretation of the final
results, which are the typical limitations for many simplistic LUR based studies.
Third, the initial MND (D0) considered in the study is comprised of 16 monitoring
stations, of which 14 locations are simulated, and 2 originally had a known location.
These two stations, in reality, will not be considered for relocation easily based on
various objective functions. Further research should be dedicated to fine tune the
existing criterion functions which can restrict perturbation of permanently located
monitoring stations but only allowing optimal location identification for additional
monitoring stations (Van Groenigen et al., 1999). These limitations also highlight
the difficulty of having proper data about air pollution and concerning predictors.
There may also be several other sources which can inherit errors, concerning the
open data and simulated locations of monitoring stations used in the study. Although
many optimisation methods have already been developed, the flexibility offered
by our method provides room for more insights to be considered for optimisation
in the future. For example, taking into account the geographical information,
preliminary observations, and information on the spatial correlation could have
helped in improving MND optimisation strategy (Beelen et al., 2009; Wadoux
et al., 2017; Brus and Heuvelink, 2007). We have not considered using such
optimisation constraints in the current study, but they could be integrated during
future research.
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Future work will include the testing of the method with other datasets in different
cities. As to the potential of low-cost sensors to increase the spatial coverage of
air pollution monitoring (which has been a matter of discussion in recent years,
see Clements et al., 2017b), the proposed method can be further extended for
decisions making process about where one should deploy low-cost sensors for air
pollution monitoring in cities. Further data collection is required to determine
precisely how air pollution monitoring network can be developed and optimised
considering various LUR models for higher resolution air pollution monitoring in
the study area. Further studies can also be carried out, utilising enhanced data
collection procedures including systemic crowd-sourcing approaches and higher
resolution remote sensing data from the various missions (such as Sentinel-4 and
-5P), to enable air pollution monitoring efforts at the higher spatial scale in cities.
Thus, encouraging the efficient monitoring of air pollution distribution and gathering
information about the possible exposure of the population can serve as a base for
improving environmental sustainability and urban health.
4.7 Conclusions
LUR models provide the opportunity to take into account within-city variability of air
pollution concentration for epidemiological and public health studies. In the present
study, we aimed at improving the robustness of LUR by identifying the combination
of locations which can decrease the spatial mean prediction error for air quality
estimation in the cities. A statistical optimisation method was developed to optimise
locations in the study area. The initial version of the optimisation method focused
on identifying the locations for MND which can help in representing the air pollution
estimates with minimal spatial mean prediction error considering an area of interest.
This version was then further modified to include the weighted function of the
population to determine optimal locations which can represent the estimates with
least spatial mean prediction error in high density populated spaces of the study area.
The methods require all predictor variables in selected LUR to be known at all of
the potential locations for calculating their significance in the optimisation process.
The optimisation method does not rely on monitoring station data for monitoring
site placement, thus giving independence for planning and readjustments of the
optimal air quality MND for the cities with no or insignificant amount of air quality
data. Furthermore, we demonstrated that, by distinguishing between weighted
areas, the optimisation method could be a helpful tool in air quality monitoring and
exposure studies. The proposed optimisation method is an efficient way to achieve
air quality estimates with minimal prediction errors to understand air pollution
variability and support the sustainable air quality control efforts for the urban spaces.
One possible extension of the method could be the inclusion of Wu and co-workers’
work on selecting the number of monitoring stations required and their optimal
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design for robust LUR estimation. Moreover, the possibility to prioritise particular
areas of interest may be considered as a useful control in the air quality control
and exposure assessment related decision-making processes. Additional further
work could include assessing how the method performs when provided with various
quality of LUR models and data sources for a given urban area as input.In all,
the proposed optimisation method can be a helpful tool in air quality MND that
enables LUR estimations with fewer errors for preventing air pollution exposure and
advancing urban health sustainability.
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Abstract
Air quality has had a significant impact on public health, the environment and
eventually on the economy of countries for decades. Effectively mitigating air
pollution in urban areas necessitates accurate air quality exposure information.
Recent advancements in sensor technology and the advent of volunteered geographic
information (VGI) open up new possibilities for air quality exposure assessment
in cities. Yet, citizens and their sensors are put in areas deemed to be subjectively
of interest (e.g. where citizens live, school of their kids or working spaces), and
this leads to missed opportunities when it comes to optimal air quality exposure
assessment. In addition, while the current literature on VGI has extensively discussed
data quality and citizen engagement issues, few works, if any, offered techniques
to fine-tune VGI contributions for an optimal air quality exposure assessment. This
article presents and tests an approach to minimise land use regression prediction
errors on citizen-contributed data. The approach was evaluated using a dataset
(N=116 sensors) from the city of Stuttgart, Germany. The comparison between the
existing network design and the combination of locations selected by the optimisation
method has shown a drop in spatial mean prediction error by 52%. The ideas
presented in this article are useful for the systematic deployment of VGI air quality
sensors, which can aid in the creation of higher resolution and more realistic maps
for air quality monitoring in cities.
Keywords: Air quality monitoring, sensor location optimisation, crowdsourcing,




Air pollution is currently a global fret, which can be linked to the extensive population
growth and urbanisation, together with their aftereffect in traffic, industrialisation
and energy consumption (Molina et al., 2004). Human health is closely linked to
the air we breathe (Barer, 2017), as evidence from recent studies for the adverse
health effects has shown (Brown and Bowman, 2013; Bauernschuster et al., 2017).
A recent report of the World Health Organization (WHO) report suggests that 92%
of the world’s population live in places that exceed the recommended annual mean
concentrations of Particulate Matter (PM2.5) WHO, 2016. Because of the growing
health effects of chronic exposure to ambient air pollution, policy makers and
scientists are showing an increased interest in monitoring air pollution at a higher
spatial resolution. Various recent studies from spatial epidemiology and public health
have set out a specific interest in traffic based pollution (Jerrett et al., 2007; Hamra
et al., 2015; Khreis et al., 2017), particularly in Stuttgart, Germany (Bauer et al.,
2018). Generally, air pollution monitoring is done by environmental or government
organisations using a network of fixed monitoring stations. Typical regulatory
decisions are taken based on long duration temporal trends and statistics (Conti
et al., 2017), while considering certain conditions related to hotspots are estimates
based on real-time data, if available. Interpreting the pathways from the generation
of emission, dispersion and chemical transformation of pollutants in ambient air
pollution concentrations is very challenging due to its high spatiotemporal variability
(Mayer, 1999). In the recent years, land use regression (LUR) is widely used in
various health and epidemiological studies to estimate air pollution at a finer spatial
scale in the urban areas (Nunen et al., 2017; Wolf et al., 2017; Weichenthal et al.,
2016). However, due to economic reasons, the number of air quality monitoring
stations in cities is usually sparse and limited, and this considerably limits an accurate
assessment of the intraurban variability of air pollution.
Citizens and environmental agencies are exploring the potential of small, low-cost
air quality monitoring sensors to enable detailed real-time information on air quality
in the city (Jiao et al., 2016; Snyder et al., 2013; Yi et al., 2015). Several low-cost
sensor deployments have been conducted in recent years extending from citizens
investigating air quality in the houses and surrounding areas, to networks of sensors
to measure community-level air quality, to a vast network of sensors covering the
cities (Jiao et al., 2016; Shusterman et al., 2016). However, the datasets provided by
low-cost sensor network are argued for less accuracy (Fang and Bate, 2017; Castell
et al., 2017; Schneider et al., 2017a). Despite such limitation, the demand for sensor
technology is high, driven by widespread concern about the air pollution as well
as an interest in reducing the personal exposure (Clements et al., 2017b). While
crowdsourcing approaches for air quality data gathering and related technologies are
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escalating, research to inform the translation of low-cost air quality sensor data into
real application remains limited. The term "low-cost" may be interpreted differently
depending on the end users and the specific purpose of the study. For instance, U.S
EPA Tier 3 instruments can be low cost (2000-3000 USD) for regulatory authorities
but not for general citizens who are willing to participate in the data collection
process (Watkins, 2013). Therefore, in our study, we refer to low-cost sensors as a
device which cost less than 200 Euros that can be used by individuals or community
for air quality monitoring.
In order to capture the spatial variability in detail, accuracy of data will profoundly
be relating to “where” the data is collected. To better understand exposure in
microenvironments at a right level it is crucial to take into account the spatial
coverage of air pollution monitoring networks. Inappropriate location selection may
lead to over or underestimation of pollution originated from various emission sources
in the city. When considering low-cost sensors to gather air quality data, previous
studies suggest that generally, the datasets generated with the help of citizen or
community participation approaches inherit serious data gaps and the measurements
collected are from irregularly spread sensors (Schneider et al., 2017a). Since the
process of air pollution monitoring to capture spatial variability involves specific
cost and time (Kanaroglou et al., 2005b), it is desirable to optimise the monitoring
locations. Hence, to overcome the data gaps and irregular spatial spread of sensors
to make data collection more efficient, there is a need for methods that can help in
extending wide-spread and optimal location identification.
Participatory data approaches can be helpful to enable detailed air quality data
collection, but exploiting the datasets generated from these low-cost devices requires
tools and techniques for data cleaning and processing. The vast amount of dynamic,
varied, detailed, and interrelated datasets from citizen participatory approaches
could be enhanced by preparing the protocols and infrastructure that enables scientif-
ically sound data collection (Bonney et al., 2014). The deployment of systematically
spread low-cost sensors for urban air quality monitoring can be useful for air quality
data collection. With the potential of low-cost air quality monitoring sensors to
increase the spatial coverage (Elwood et al., 2012), along with its application to
foster participation (Clements et al., 2017b), it is desirable to systematically identify
the optimal placement of monitoring stations to make the best use of advanced
sensor technology and citizen engagement efforts.
The present paper aims to develop a method which can help in systematically
identifying the optimal locations of citizen sensors for air pollution monitoring. The
method is tested using citizen-contributed data from the city of Stuttgart, Germany
as a scenario. The primary objective of the optimisation method includes the
identification of the most advantageous spread and optimal monitoring site locations
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that minimises mean prediction error for Land Use Regression (LUR) estimations
of air quality parameters for the study area. LUR is a method for spatial exposure
assessment. It helps to model pollutant concentrations (e.g. particulate matter,
nitrogen dioxide) at any location using various environmental characteristics of
the surrounding area (e.g. traffic intensity, elevation, land use type). The spatial
simulated annealing (SSA) algorithm was used to run the objective function for
finding the optimal monitoring network design.
The main contributions of this study can be summarised as follows :
1. we formulated the optimisation method that can help in the placement of
low-cost citizen sensor with an aim to minimise the mean prediction error of
the air quality estimation method: Land Use Regression (LUR). Based on our
understanding, this is the first formulation of the low-cost sensor placement
problem in the context of systematic location identification for improving LUR
estimations
2. we reflected on the properties of the objective function which takes into account
the wide-spread network aspect along with the objective to decrease the mean
prediction error for a given LUR model during the optimisation process.
3. we provided a case study of the city of Stuttgart to demonstrate the applicability
of our approach
While existing works on analysing the quality of volunteered geographic information
have mostly aimed at examining the degree to which a fact contributed by a volunteer
is likely to be true (see e.g. Goodchild and Li, 2012), this work approaches the
question of quality of VGI from a slightly different angle. By trying to find the
spatial distribution of volunteers which can minimise the global prediction error of
the air pollution monitoring network, this work intends to inform the coordination
of VGI efforts for air pollution monitoring at the city level. As such the method
proposed can be classified as belonging to the fourth type of VGI validation process
identified in (Sieber and Haklay, 2015), namely ‘measure of fitness by way of
completeness’ (not the amount of points, but the promise of detail or spatial extent).
There are a couple of methods in the literature to tackle the VGI quality aspects of
positional accuracy, thematic accuracy, and topological consistency, but a general
lack of methods addressing other aspects such completeness, temporal accuracy, or
vagueness, as a recent review by Senaratne et al. (2017) reminded. Criteria such as
road density (Haklay, 2010), or errors of omission/commission (Jackson et al., 2013)
were used as surrogates for completeness in previous articles, but completeness in
this work is approximated using the combination of two criteria: spatial spread and
minimal prediction error of the air pollution monitoring network.
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The rest of the paper is organised as follows. In Section 5.2 we present a brief
overview of the previously done work on the topic. Section 5.3 describes the
study area and the data used in the study. A new methodology for optimisation
is described in the Section 5.4. In the next Section 5.5 we present the results and
discuss the objective function used in the proposed optimisation method. Section
5.6 presents the discussion regarding the developed optimisation method. We draw
the conclusion in Section 5.7.
5.2 Related work
The deployment of the network of air quality monitoring stations is of vital impor-
tance for various air quality monitoring methods. Various air quality methods and
their regulation exist in the literature, and the adoption of crowdsourced air quality
data for filling data gaps has also been a critical discussion in recent years, especially
for the vision of the smart city and citizen engagement. This section briefly discusses
previous related work on the topics of crowdsourced data integration approaches
and air pollution monitoring.
5.2.1 Citizen participation/ VGI
The effect of pollution on city residents requires a monitoring network that can pro-
vide a representative view of the experiences across the population while considering
the wide distributions of pollution levels and socioeconomic location conditions
across the monitoring sites. Low-cost sensors are the technologies that can be
helpful in advancing air pollution monitoring by gathering a massive amount of
spatiotemporal air quality data. Various low-cost air pollution sensors have already
been successfully integrated into long-term deployments to access fine-grained air
pollution information (Yi et al., 2015). In practice, these data sources can help
in facilitating ongoing indications of changes in air quality, rather than absolute
measurements (Gabrys and Pritchard, 2018). The applicability of low-cost sensors
for future air pollution monitoring is well recognised in literature (Snyder et al.,
2013; Castell et al., 2017; Clements et al., 2017b). Extending the application of
these sensors by involving citizens or communities for environmental data collec-
tion has increased in the recent past (Jovašević-Stojanović et al., 2015; Clements
et al., 2017b). Through volunteered geographic information (VGI) or crowdsourc-
ing data methods, a large number of individuals may be engaged to collect data
about phenomena impacting the city life. In general, (and as indicated in Lisjak
et al., 2017) the involvement of citizens not only provides an opportunity to close
data gaps but also brings the policy-making process closer to people. Citizens are
willing to get involved in air pollution monitoring studies and get aware of the
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ambient environment (Clements et al., 2017b; Budde et al., 2017). With the help
of citizen participation, hundreds of low-cost sensors can be dispersed in an urban
environment that can facilitate data collection simultaneously. This gathered data
can promote the development of improved models that can explain the pollutant
variability within the urban environment.
Education and involvement of communities for air quality monitoring is not only
crucial for improving public health but also for building awareness about the sources
of air pollution, exposure causes and impact of other pollutants on health. Engaging
citizens may also support in deploying the network of low-cost air quality monitoring
sensors that can be of significant potential for improving the spatial coverage of
pollutant’s variability in urban space and can foster citizen participation (Clements
et al., 2017b). Despite these advantages, while utilising these alternative data
sources, attention is needed to undertake valid capturing and representation of
the data. The design of the air quality monitoring network is of vital importance
for extracting precise and detailed spatial variability information of air pollution
in the city. Most of the datasets generated with the help of citizen or community
participation approaches suffer from serious data related gaps and the measurements
collected are usually from irregularly spread sensors, which may represent the air
quality for only a small number of areas (Schneider et al., 2017a). The irregular
distribution of air quality data acts as a barrier in utilising such observations for
air quality mapping applications for the cities. Another important consideration
while monitoring detailed air quality in the city involves the selection of monitoring
sites and the number of sensors involved in an air quality monitoring network. The
number of sensors involved and their locations can affect the expected outcome
of the air quality modelling approaches which utilises the data specific modelling
approaches (Hoek et al., 2008; Kanaroglou et al., 2005b; Wang et al., 2012b;
Basagaña et al., 2012).
The selection of monitoring site is challenging because of various parameters such
as local land use type, emission source, electricity connections, installation require-
ments of the equipment and aim of the study. Increasing the number of sensors in
the monitoring network also increases the costs and efforts for data process and
information generation. Systematic location and size selection for sensor network
deployment can be a useful consideration to gather the optimal amount of data
with the proper spread as per the fitness of purpose. It is not practically possible to
gather air quality measurements at all the locations in a city, nor is it required. Few
carefully chosen locations which can fit the purpose of the study with the specified
number of sensors in the network can be helpful in representing the air quality
for the city in detail. The necessity of formulating the requirements for low-cost
sensor network deployment for the specific purpose and at a specific location is
essential. Clements et al. (2017b) recommended the identification of the research
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question as one of the key consideration for planning the deployment of the citizen
participation based air quality sensor networks. Their discussion suggests that the
research question and pollutant(s) of interest should govern the size and locations
of the air quality sensor network. For instance, if the aim of the study is to reliability
measure air quality in a city over a large area (which is the primary focus of our
study), sensor locations are important but also the data redundancy aspect, pollutant
variation and sensor density within the network (Clements et al., 2017b). For the
systematic deployment of the low-cost air pollution monitoring sensor network, we
could combine the crowdsourced data location selection with scientific models and
their variables, to achieve better spatial coverage.
5.2.2 Air quality monitoring methods
Geospatial tools have become a useful tool for modelling air pollution in the recent
years. To represent the intraurban variability of pollutants, various exposure assess-
ment methods were proposed (Khreis et al., 2017; Conti et al., 2017). Approaches
include interpolation of fixed-site monitoring stations, dispersion modelling, remote
sensing, land use regression (LUR), proximity and various other deterministic meth-
ods (Hystad et al., 2011). Each method has their inherent limitations that may
restrict their application for developing detailed air pollution maps for the cities. For
instance, the dispersion models that simulate pollutants dispersion and reaction in
the atmosphere are often infeasible at higher spatial resolution throughout larger
areas (Jerrett et al., 2005a). The interpolation of pollution data collected by regula-
tory air quality monitoring stations can help in regional patterns identification, but
the networks are very sparsely arranged to collect informed data, hence, limiting
their application for detailed air pollution modelling (Hoek et al., 2008). Over the
years, LUR modelling has demonstrated better or equivalent performance to other
geostatistical and dispersion methods and is therefore being considered for appli-
cation in various epidemiological exposure studies (Hoek et al., 2008). However,
the scarcity of sensor data may impact the outcome of LUR models. In order to
address the sparsity and scarcity challenges, robust and compact systems which can
be wide-spread are desired to capture the spatiotemporal variations of air pollutants
(Peng et al., 2014).
Usually, the measurement of air pollution in urban space is possible with the help
of a network of air quality monitoring sites. In practice, EU states are required to
comply with the directive, framework and legal requirement for assessment and
management of ambient air quality as described in Air Quality Directive 2008/50/EC
(European Union, 2008b). The methods for monitoring air quality currently involve
the use of fixed monitoring station networks in the European cities. Monitoring of air
pollutants is primarily performed using analytical instrumentation, such as optical
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and chemical analysers. However, installation of single monitoring stations will not
help effectively in monitoring air pollution (Goldstein and Landovitz, 1977), nor
will the placement of monitoring stations ad-hoc or in few centrally located areas
be adequate to infer the pollutants’ detailed spatial variability in a city (Ott et al.,
2008). The air quality maps observed presently are very scarce as the analysers
used in the observation network are complicated, bulky and expensive, together
with a significant amount of resources required to maintain and calibrate them
(Chong and Kumar, 2003). These constraints lead to the low number of air quality
monitoring stations which are generally not adequate to capture the small-scale
spatial variability of air pollutants in the urban environment. As said previously,
recent advancements related to sensor technologies have resulted in relatively low-
cost and small devices for measuring air quality (Borrego et al., 2016; Spinelle et al.,
2017). The emergence of low-cost devices was also recognised by the policymakers
and was recommended to be embodied in the air quality directives (Borrego et al.,
2015; Watkins, 2013). Current air pollution monitoring networks can benefit from
the use (and efficient spatial distribution) of these low-cost sensing devices in the
context of volunteered geographic information.
In all, crowdsourced data/volunteered geographic information has a significant
potential to improve current air pollution monitoring networks, notably through
the provision of new data points to expand their spatial coverage. The spatial
arrangement of sensors usually influence how well the spatial distribution of air
pollutants and their impact can be captured (Wang et al., 2012b). Although various
approaches have been proposed to identify the optimal locations for air pollution
monitoring sensor placement (Benis et al., 2016), a limited number of studies
have focused on general location selection aspect for deployment of low-cost sensors
(Weissert et al., 2017b; Kim et al., 2017). To our knowledge, no previous studies have
considered the application of the optimisation method approach for systematically




The proposed method was applied for the city of Stuttgart (48.7758¶ N, 9.1829¶ E),
which is the capital and largest city of the state of Baden-Württember, Germany. The
city of Stuttgart, is also the capital of Baden-Württemberg state (pop. 11 million,
36,000 square kilometers) and the Administrative Region of Stuttgart (pop. 4 million,
11,000 km2), is located in the centre of the very densely populated southwestern
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Stuttgart Region (population 2.7 million, 3,700 km2), close to both the Black Forest
and the Swabian Jura. It covers an area of 207.35 km2 and lies in a bowl-shaped
valley about 270m above the sea level on the back of the Neckar river. The city
centre is situated in a lush valley, ringed with vineyards and forests, and the river
and has a population of 62,8032 (as of 31 December 2016) (Baden-Württemberg,
2018). Air pollution is a severe concern in the city due to its topographic conditions
and industrialisation. Few German newspapers also called the city of Stuttgart as
“the German capital of air pollution" (Deutsche Welle, 2016b). In 2016, the city
authorities issued alert, first-ever warning in Germany concerning air pollution
(Deutsche Welle, 2016a). Currently, city environmental protection authorities are
utilising four monitoring stations to gather data about air quality in the city (City
of Stuttgart, 2018). Measurements from three out of four stations are available as
open data. Figure 5.1 shows the locations of stations whose data is openly available
on Umwelt Bundesamt portal (Umbelt Bundesamt, 2018). Figure 5.2 presents the
study area with the crowdsourcing sensor network.












Figure. 5.2. Study area: City of Stuttgart and the existing citizen sense air quality network
5.3.2 Data
The sources of data that are used for this study can be divided into two categories,
as detailed in the following section:
Citizen sense air pollution data
Four official monitoring stations alone will not be enough to fully assess the ampli-
tude of the air pollution issue in Stuttgart, as well as the effectiveness of measures
taken to mitigate it. Fortunately, the city of Stuttgart is having a dense network of
citizen sensed low-cost air pollution monitoring sensor network developed by OK
labs (OK Labs, 2018b). Ground measurements of PM10 and PM2.5 from low-cost
sensors were available as open data for various locations (OK Labs, 2018a). Initially,
the data of total 594 1 sensors were downloaded for the 1st week of 2018 (1st-7th
1The dataset does not allow for statements on the actual number of contributors.
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Jan 2018). Further data cleaning for removing sensors with no values in the specified
period and the pollutant of interest lead to final 117 monitoring sensors, which were
used in this study. The measurements are collected using SDS011 sensors, with the
measurement unit of µg/m3 OK Labs.
Land use regression (LUR) variables open data
A LUR model needs several geographical predictors variables (e.g. land use type,
road count, distance to roads, traffic, and terrain variables for specific buffers
around the monitoring stations) as input. In the modelling process, the air pollutant
measurements are considered as the dependent variable, and geographical predictor
variables are considered as the independent variable to establish a regression model
that can help in estimating the air pollution at unmeasured locations. The regression
model is of the form :
y = X— + ‘ (5.1)
with
• y an n x 1 vector of air pollution concentration from monitoring sites at any
particular time (in our case annual mean NO2 concentration at monitoring
stations),
• X an n x k matrix with observations of k independent variables for the n
available air pollution monitoring stations,
• — a k x 1 vector of unknown parameters that we want to estimate, and
• ‘ an n x 1 vector of errors, assumed to be independent and identically dis-
tributed.
The values about the predictor variables were extracted from the open data available
on the internet. The buildings and road datasets were downloaded from Open
Street Maps (OSM) and Geofabrik services (Geofabrik GmbH Karlsruhe, 2018; Open-
StreetMap contributors, 2017); population data was downloaded using European
Data Portal (Open.NRW, 2018), altitude data was downloaded from Bundesamt
für Kartographie und Geodäsie open data portal (Bundesamt für Kartographie und




As mentioned in Section 5.1, the present paper seeks to develop an optimisation
method which can take into account fitness-of-purpose objective for VGI data col-
lection. As Clements et al. (2017b) suggested, the identification of the research
question before planning the deployment of the VGI based air quality sensor network
can help in useful data collection. The optimisation method presented later takes the
question what are the set of locations in the city where measurements are required for
estimating air pollution with minimal LUR prediction error? as the research question.
It uses Spatial Simulated Annealing (SSA) to run the objective function.
Spatial Simulated Annealing (SSA) is a random search algorithm that explicit deals
with spatial vicinity. It is the spatial version of the probabilistic techniques Simulated
annealing, which was developed by Van Groenigen et al. (1999) for spatial soil
sampling design optimisation. The SSA technique mimics the cooling of the metal
phenomena to reach global optima, like simulated annealing. In the starting phase of
the annealing process, the locations for sensors can change a lot, with low probability
even at not so optimal locations. As the process cools down with time, changes in
locations become smaller, and acceptance of worse designs of monitoring network
becomes less likely. During the optimisation process, the algorithm takes several
hundred or thousands of iterations to identify the optimal configurations. The SSA
algorithm is widely used in sampling design for mapping (Heuvelink et al., 2010;
Van Groenigen et al., 1999). The SSA algorithm requires an objective function,
whose output value acts as ‘energy’ in the optimisation process. The optimal design
identification is made based on the set of the location which represents the minimal
energy of all iterations in SSA. Hence, the objective functions should be formalised
as a single objective optimisation function, pointing at discrete-valued variables
which calculate the energy value.
5.4.1 Optimisation objective function
The optimisation is performed based on some rules and objectives that are used as a
function. The optimisation objective function is usually composed of one or many
constraints or aspects which are calculated by using the explanatory variables of
a given LUR model in our case. The objective function is implemented using SSA,
where it estimates the objective function value (also called the energy of annealing)
to identify the set of locations which fulfil the given optimisation objectives.
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In our study, the first aspect of the objective function was to identify the set of
locations which can decrease the spatial mean of prediction error (PE) for the study
area. It can be expressed as follows :




with |A| the size of the area (expressed as the number of grid cells representing
the area), xo,...,xn set of predictor variables values for all potential location in A,
X and X Õ being the matrix and transpose matrix of the predictor variables for the
randomly selected monitoring design Do œ Dn in optimisation process. For the
objective function, manipulation of the set of locations leads to the modification of
X matrix values.
For a two-dimensional study area A, the prediction error is calculated using n ob-
servation sites using a network design Dn. The optimisation process starts using
a network configuration fed in as input or by randomly selecting monitoring de-
sign Do œ Dn (if just n is defined), consisting of observation points so, ..., sn with
corresponding predictor variable vectors xo,...,xn. During the optimisation process,
the monitoring sites are transformed into a random vector with only one element
different from the initial, yielding a new monitoring design D1. The optimisation
process, compute the prediction error for each Dx utilising each node of the ras-
terised study area A, until the minimum value is achieved. For the further details
about the above-mentioned objective function, we suggest referring to the work
done by Gupta et al. (2018a).
Along with the requirement of the objective function to decrease the mean prediction
error for the study area, the second aspect in the objective function was to enforce the
wide-spread distribution of sensors in the study area. The wide-spread deployment
is necessary because it can help in providing granularity to air pollution data, better
informs the identification of pollution sources and supports in more conclusive
studies on the effect of air pollution on the quality of life in cities (Mitchell and
Dorling, 2003; Kumar et al., 2015b). The widespread deployment also helps in
reducing the uncertainties associated with the modelled forecasting results. Hence,
we extended the application of objective function developed by Gupta et al. (2018a)
to consider the wide-spread distribution of sensors for VGI based monitoring network
design.
To integrate the wide-spread aspect in the optimisation objective function, we
calculate the inverse mean shortest distance (IMSD) for the set of locations selected
in each iteration of annealing after calculating the mean prediction error value using
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Equation 5.2 in the optimisation process. The spread aspect of the objective function










where N is the number of points in the configuration considered for optimisation,
and minj≠1(Dij) is second minimum distance between the ith point to other points
of configuration (as the minimum value will be 0 for each point distance to itself).
The algorithm for computing the IMSD (Equation 5.3) to enforce wide-spread
distribution of points can be summarised as :
1. input of a number of points (N) with a different spatial configuration as
selected in each iteration of SSA,
2. compute the distance matrix for all the points,
3. identify the second minimum value in each row of the matrix, as distance
matrix will contain the first minimum value as 0,
4. compute the mean of the minimum values from each row and column of the
distance matrix,
5. compute the inverse of the mean value.
After the computation of inverse mean value, the value from the mean prediction
error part will be added to get a single objective function value which will be further
characterised as energy state in the SSA optimisation process. Furthermore, the
optimisation function also can consider the weight function to prioritise one of the
two aspects (prediction error or spread function) when identifying optimal locations
during the optimisation process. The weights must be equal to or larger than 0 and
sum to 1. The overall equation of the objective function which identifies the set of
wide-spread locations presenting minimal prediction error for the study area can be
expressed as :
Energy = (P E · W1) + (IMSD · W2) (5.4)
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where W1 and W2 are the weights which can be assigned to each aspect the objective
function based on the aim and fitness aspect of the VGI based air pollution monitoring
initiatives. LUR prediction error and spatial spread are both critical for air pollution
monitoring. The main idea behind the discussed objective function with the flexibility
to consider weights is to give policymakers (e.g. coordinators of VGI initiatives) some
control over prioritising their goal considering two crucial aspects of air pollution
monitoring campaigns. Minimising the prediction error of the LUR implies confidence
in the estimated values of air pollution at locations that were not observed. On
the other side, maximising spatial spread leads, as said above, to an air quality
monitoring network potentially more informative as to the identification of various
unidentified pollution sources in the city.
The overall steps for the optimisation algorithm can be summarised as follows:
1. A LUR model is selected/developed (using the air pollution ground data from
low-cost sensors and predictor variables). If the ground data is not available
for LUR creation, already existing LUR models can be selected arbitrary or by
selecting models containing specific predictor variables which are significant
for the study area;
2. Initial monitoring station locations are defined as the input, consisting of N
observations, which can also be feed in as a whole number ;
3. The study area A is discretised, the candidate locations are defined based on
the resolution expected for the study area;
4. Random point selection in each iteration starts and calculates the constraint
values using SSA;
5. The design of each previously selected configuration during the optimisation
is modified until the network design is accepted based on objective function
value;
6. A design will be accepted if it reduced the prediction error as well as distribute
the sensor in a wide-spread fashion, depending on the weight assigned to each
objective as per Equation 5.4;
7. The optimisation continues to iterate and find the set of optimal locations
until the new energy value reached minimum and is not changing in further
iteration based on the energy transition and other annealing parameters.
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All geospatial and statistical operations for the study were carried out in the R
statistical environment (R Core team, 2017), using packages sp (Pebesma and
Bivand, 2015), sf (Pebesma, 2017) and SpatialTools (French, 2015). For running
SSA, we used the R package spsann (Samuel-Rosa et al., 2017). The source code
of the optimisation method developed in this study can be accessed from GitHub
(Gupta, 2018f).
5.5 Results
The monitoring of air pollution is highly location-dependent. In order to tackle
the challenges of acquiring spatially fine-grained air pollution data for cities using
VGI based approach, it is crucial to pay considerable attention to where the air
pollution data must be collected by participants. We tested the optimisation method
for the city of Stuttgart where a large number of citizens are collecting air pollution
data using low-cost sensors developed by OK Labs. In this section, we present the
results of the tests we performed to understand the significance of the proposed
optimisation method.
In our study we tested the application of the developed optimisation method for two
different practical scenarios:
1. Starting a new VGI campaign
2. Finding out where to place new VGI sensors
5.5.1 Starting a new VGI campaign
Considering the advantages of new low-cost miniature sensor devices that are
capable of monitoring air pollution, we first tested the application of the developed
optimisation method for the aim of initiating a VGI campaign. Initiating a new
campaign would mean that no crowdsourced air pollution data is available, which
leads to either relying on the official monitoring station data for LUR development
or start the process from scratch. Since for the study area of Stuttgart, only three
monitoring stations are measuring the air pollution data (which are not enough to
develop the LUR model), we are of the opinion that it would be wise to start the
procedure from scratch, believing no air pollution data availability in the study area
for the first test case.
To initiate the process to identify optimal location for the deployment of new sensors
network, we need to follow the steps as discussed in the previous section (subsection
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5.4.1). As suggested, the optimisation method requires the input of explanatory
variables of a given LUR model for identifying the optimal locations. We selected the
model of Austria from the ESCAPE project for PM2.5 (Eeftens et al., 2012b), as the
underlying model which can explain the PM2.5 concentration distribution for the
study area. The selected model can be presented as :
25.44 + 0.11 ú BUILDINGS_100 ≠ 0.65 ú SQRALT (5.5)
The selection of the Austrian model was based on two underlying assumptions.
First, the model utilises square-root of altitude (SQRALT) as one of the explanatory
variables. Stuttgart is characterised by very uneven altitudes and has a valley around
it. We assumed that the SQRALT could help in explaining the dynamics of air
pollution. The second factor is the availability of data, the building and altitude data
was easily accessible; hence we decided to use this model for testing the optimisation
method for the city of Stuttgart. It is also important to point out that we have used
the number (N=116) and location of existing crowdsourcing network’s configuration
as the initial monitoring network for the test. However, it is not mandatory to provide
a configuration; the optimisation method can also select random locations as the
initial configuration for a certain number of sensors if given as input. We chose to
use configuration to investigate the change in optimal locations from the existing
monitoring network for a selected LUR model.
Figure 5.3 represents the optimal locations identified by the optimisation method,
when only considering the prediction error aspect of the objective function keeping
the spread function to 0 (i.e. W2=0 in Equation 5.4). As can be inferred from
the figure, the resulting configuration is clustered, which can be attributed to the
explanatory variables under consideration from the selected LUR model. After
getting the first overview of the significant locations with prediction error aspect, we
again used the optimisation method with the equal weight (W1=W2=0.5) to also
consider the wide-spread location selection aspect. Appendix B shows the influence
of different weight values on resulting configuration.
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Figure. 5.3. Optimisation outcome without using the spread aspect of the objective function
(N=116)
Figure. 5.4. Optimisation outcome considering the equal weight on both wide-spread as
well as prediction error aspect of the objective function (N=116)
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Figure. 5.5. Annealing energy transition during the optimisation with objective function
laying equal weight to prediction error and wide-spread aspect (N=116)
Figure 5.4 presents the result of the optimisation with equal weight on each aspect
of objective function. The outcome of this optimisation process acknowledges the
wide-spread aspect. Several changes in location selection in monitoring network
design can be noticed with few locations being clustered due to an equal weight
of prediction error aspect. The outcome of the similar weight optimisation process
decreased the prediction error from 0.018700 to 0.0089, as a percentage decrease of
52.41% in prediction error along with wide-spread configuration. As one can see, the
location distributions of Figures 5.3 and 5.4 differ considerably within themselves,
and from the original distribution from Figure 5.2. This visual inspection suggests
two things: First, that the method works as expected, since incorporating spread
as a criterion on Figure 5.4 has had the desired impact on the distribution of the
network; Second, given that the difference between the distribution of locations
with and without the use of the method turns out to be substantial, Figures 5.3 and
5.4 remind that randomly placing stations is not enough to take the most out of VGI
air quality monitoring endeavours.
5.5.2 How many sensors should we deploy?
When initiating the air pollution monitoring campaign, one important consideration
is the number of sensors desired to start the monitoring campaign. To understand
the impact of the size of the monitoring network to the overall performance, we
ran the optimisation method to identify the effect of the number of monitoring
stations to the optimisation objective function. In the Figure 5.6 we can see the
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influence of the change in monitoring network size to the prediction error value
from the developed optimisation objective function with equal weight on both wide-
spread as well ad prediction error aspect (i.e., W1=W2=0.5). Figure 5.7 presets
various optimal configuration of monitoring network obtained while running the






















Figure. 5.6. Influence of number of monitoring sensors on the decreased prediction error
aspect of objective function with equal weights on both the aspects.
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(a) With 20 sensors. (b) With 40 sensors.
(c) With 60 sensors. (d) With 80 sensors.
Figure. 5.7. Optimal location identified for specific number of sensors to initiate VGI cam-
paign.
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(e) With 100 sensors.
Figure. 5.7. Optimal location identified for specific number of sensors to initiate VGI cam-
paign (Cont.).
5.5.3 Location significance
Another important factor while starting any air pollution monitoring campaign is to
identify locations which are of great significance to the overall process of air pollution
monitoring. Figure 5.8 presents a collective plot of all the configurations which
can help in inferring the locations of significance in the study area for deploying
sensors considering a given LUR model. The optimal locations obtained from various
runs of the optimisation method using different numbers of monitoring stations
suggests that few of the locations are indispensable. The repetitive selection of
few locations in the study area highlights the significance of those locations for
decreasing prediction error for a given LUR model. The results also demonstrate the
potential of the optimisation method to identify locations which require significant
attention and must not be neglected while initiating a new VGI campaign for air
pollution data collection.
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Figure. 5.8. Plot collectively representing all the configurations obtained by running ob-
jective function using different numbers of monitoring sensors which can be
deployed for initiating VGI campaign to identify the location of significance.
5.5.4 Where to place new VGI sensors?
The ideas from the previous sections are useful while planning a new VGI campaign
(e.g. a two-days citizen science project to gather some values about pollutant
concentrations in the city), and can help VGI coordinators decide where to best
channel the available resources. This section considers another scenario, namely that
of extending an existing VGI network with new sensors using a systematic approach.
By using the already existing VGI sensor data (i.e. the 116 sensors), we developed a
LUR model. The advantage of developing a new LUR model using the air pollution
data from crowdsourcing approaches is that it provided a more realistic explanation
of the air pollution in the city than from an arbitrarily selected model (as we did in
the previous test). The regression model developed by using the real data measured
in the city can be helpful for choosing the predictor variables which can actually
explain up to some extent the air pollution in the study area.
In our study, we have created the LUR model using the low-cost sensor data by
following the steps suggested in the ESCAPE study (Eeftens et al., 2012b). The
model uses PM10 concentration as the dependent variable and the following ex-
planatory variables; square root of altitude (SQRALT), buildings in 500m buffer
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(BUILDINGS_500), industries in 300m buffer (INDUSTRY_300), major roads length
in buffer of thousand (MAJORROADLENGTH_1000) and low density residential
land in 1000m buffer (LDRES_1000). The final model can be represented as :
Pollutant Concentration ≥ SQRALT + BUILDING500 + INDUSTRY300
+MAJORROADLENGTH1000 + LDRES1000
(5.6)
The quality of the model was low (R2 of 0.1442). Nevertheless, we believe that even
with low explanatory power, the developed model was more reliable to represent
the air pollution in the study area than an arbitrarily selected model (Subsection
5.5.1). The explanatory variables of the developed LUR model were then used in
the optimisation method for determining optimal locations.
Same as for the previous case, the optimisation method was exercised to identify
optimal locations using the LUR model developed using crowdsourced data. The
resulting configuration (see Appendix B) acknowledged the spread aspect for identi-
fying locations which were widely spread as well as decreases the prediction error
from 0.01870 to 0.008903, as a percentage decrease of 52.39%.
Extending the existing network
However, it is not feasible to move the existing monitoring sensors locations. Thus,
we investigated the applicability of the developed optimisation method to identify
the set of locations, if the VGI campaign decides to extend the existing monitoring
network with 20,40,60,80 and 100 more sensors. Figure 5.9 shows the influence
on the prediction error when the existing monitoring network was extended. It is
apparent from the figure that with the addition of more monitoring stations system-
atically, the prediction error decreased. Figure 5.10 presents various configurations
realised during the expansion of the existing monitoring network (in red) by adding
the specified number of sensors (in green).
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Figure. 5.9. Diagnostic study to capture the impact of extending the number of monitoring
sensors into the existing VGI based monitoring network
(a) With 20 sensors. (b) With 40 sensors.
Figure. 5.10. Optimal location identified for extending the existing crowd sourcing moni-
toring network using proposed objective function.
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(c) With 60 sensors. (d) With 80 sensors.
(e) With 100 sensors.
Figure. 5.10. Optimal location identified for extending the existing crowd sourcing moni-
toring network using proposed objective function (Cont.).
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5.6 Discussion
This section reflects on the significance of the study as well as its limitations, and
points at future work.
5.6.1 Significance
The study demonstrates the application of optimisation method which can aid in
the systematic deployment of low-cost sensors for detailed air quality monitoring
while considering the scientific models like LUR. Low-cost sensors can provide
data with very high spatial and temporal resolution, which is not feasible with
conventional measurement approaches. The study has provided means to combine
low-sensor datasets to a scientifically recognised air pollution modelling approach to
facilitate a better air pollution data collection in the city. The developed optimisation
method builds upon ideas suggested by Gupta et al. (2018a), to optimise air quality
monitoring networks for VGI campaigns. The significant performance of the proposed
optimisation method to decrease the mean prediction error by 52% along with wide-
spread sensor network, demonstrate its applicability to enable systematic planning
for VGI campaign for efficient air pollution monitoring.
The wide-spread VGI campaign sources can be useful for overcoming the issues
connected to data quality, such as field duplication, data duplication and irregular
spread of sensors as pointed out by Clements et al. (2017b) and Budde et al. (2017).
The optimisation method also helps in leading the way to first define the research
question (LUR in our case) to drive the data collection process. By defining the
objectives before data collection, the method can also be useful for reducing the
cost of deployment by limiting the number of sensor nodes required. The method
can also be beneficial to identify locations which are easily accessible for sensor
maintenance and calibration, for example by using population-weighted optimisation
(Gupta et al., 2018a). Such extensions can assist in decreasing sensor failure and
replacement costs for successful long-term deployment. If the population weights
are considered, the optimisation method foster construction of LUR models with
network design incorporating area close to population and roads, which can better
characterise the full range of pollutant concentrations close to population (Wu et al.,
2017).
Since the currently available sophisticated monitoring stations are not capable of
expressing the air pollution variability at a detailed spatial scale, the wide-spread
and less prediction error based low-cost monitoring network can be an alternative for
gathering measurements, which can be detailed and informative. Using alternative
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data sources also helps in overcoming the sparsity and scarcity challenges existing
in the literature. The resilience of the developed optimisation objective function to
prioritise the wide-spread and prediction-error aspect could be advantageous for
developing a systematic crowdsourcing sensor network whose measurements can
be used in versatile air quality modelling approaches. The spatial spread aspect of
the proposed optimisation method helps in shrinking the effects caused by spatial
correlation in LUR residuals (which usually exist Beelen et al. (2009)). However,
by using weighted least squares (WLS) instead of ordinary least square (OLS) for
Equation 5.2 or considering the kriging prediction error based optimisation as
suggested by Van Groenigen et al. (1999) would have presented an analogous effect
on the spatial spread of optimal configuration as the spread aspect of the proposed
optimisation objective function achieved for declustering points. The method also
inherits the flexibility offered by LUR and SSA, making it more implementable even
in the cases where availability of data is limited. The outcome of the optimisation
objective function considering the wide-spread distribution aspect can also help
in distributing the points in different land use type, which can be constructive for
developing robust LUR models as suggested by Wu et al. (2017).
The current state of sensor technologies with relatively large measurement uncer-
tainties lead to concerns regarding engaging the citizens in the data collection
process. Observing spikes while collecting data using VGI approaches may promote
behavioural change which can help in preventing exposure to bad air quality. On the
other side, this may also lead to the panic situation, possibly negating any health
benefit. Nevertheless, relating the spikes to the geographical variables like road
counts, traffic, and other emission sources by using LUR models may help in wide-
informing citizens about their actions and local area contributions. Furthermore,
the low-cost sensors data might not be monetised for proper air quality applications,
but the LUR approach used in the study can act as a tool to process and visualise
the data; the resulting analysis and the corresponding information generated can be
easily monetised.
Overall, the optimisation method can help in defining the locations for systematic
VGI campaign planning, which anticipates the wise use of the participation efforts
along with reducing the error for air pollution modelling. The use of open and easily
accessible data for VGI campaign systematic deployment, make this approach more
implementable. Another major benefit of deploying VGI sensors is their ability to
measure real-time data and provide immediate feedback that helps in improving
the air pollution monitoring strategy systematically with the help of the proposed
optimisation method. This also gives the opportunity to serve as a tool to help in
building the capacity of participants to understand air pollution and the influence
of geographical variables in the proximity, which can also explain air pollutant’s
variability. The wide-spread distribution aspect in the proposed optimisation method
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also enables citizens to identify potential sources of air pollution otherwise unknown
to regulatory authorities. Altogether the optimisation method proposed in the study
helps in enabling VGI-based systematic collaboration and foster discussions that are
important for understanding the applicability of low-cost sensors for detailed air
quality monitoring in cities.
5.6.2 Limitation and Outlook
Along with the advantages, the proposed optimisation method also brings along
some challenges and limitations. One of the critical limitations for the application
of the low-cost sensor data for air pollution monitoring is the reliability of the
measured data. Further challenges include short working time, inadmissible data
and calibration challenge (Clements et al., 2017b). In the study, we used the data
from low-cost sensors to develop a LUR model. The quality of the LUR model
developed was low (R2=0.1442) which concerns the quality of data produced by
the low-cost devices, and the locations from where they were collected (Wu et al.,
2017). However the field is in transition, future sensors may overcome quality flaws
with better deployment strategies.
In addition to these limitations related to the use of low-cost sensor data, there
are limitations concerning the proposed optimisation method. To begin with, the
selection of LUR model is the first step to find the optimal location, which means that
if we do not have a LUR model for the study area, we have to select one from the
previous studies by specifying some assumption based rules for model selection. The
selection of a LUR model based on some assumptions may not involve variables that
are convincing enough to explain air pollution in the study area. Other limitation
of the approach concerns the use of a LUR model and the underlying assumptions
of multiple linear regression (e.g. linearity between dependent and independent
variables, independent and normal distribution of error terms may create biases
in interpreting the outcomes, which are the typical limitations for any simplistic
regression-based studies). Limitations also exist for the SSA approach, as it is a
stochastic method, every different run of optimisation method may yield different
monitoring network designs. The process of optimisation is also very time-consuming,
depending on the input parameters of annealing, variables used for computing the
objective function and the study area size. While running the optimisation for the
study, the process took 6-8 hours for one optimisation outcome.
As can be seen from the results, the output of the optimisation ended up being clus-
tered. This clustering can sometimes be caused by the spatial auto-correlation of the
predictor variables which lead to all points close to each other. The reliability of the
LUR used for the optimisation may also contribute to the clustered results. Devising
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the methods that address these limitations by taking into account robust LUR, and
information on the spatial correlation and interpolation based constraints can be
helpful in improving the design objectives of the study. We have not considered
such factors in our study but future work could consider integrating it. Extending
the developed optimisation method to consider the population distribution weights
as proposed by Gupta et al., 2018a, can also be useful in identifying the locations
close to living spaces. A population-based weight can be useful in two ways. Firstly,
for identifying locations where the citizen lives, which can make the initiation of
VGI campaign easier. Secondly, it promotes the gathering of air pollution data
which is representing the real exposure of the population in the living spaces of the
city. For the practical implementation of the proposed optimisation method for VGI
approaches, future work can focus on integrating the optimal location identification
method with citizen observatory based projects like FLAMENCO Project (2018).
Integration with citizen observatory based projects can be fruitful because the op-
timisation method can identify the locations and citizen observatory can identify
the participants at the optimal location, making the overall flow of VGI-campaign
initiation easy.
As discussed in previous studies related to low-cost sensors deployment (Clements
et al., 2017b; Budde et al., 2017), the field of low-cost sensors for environmental
monitoring is in transition, and more work is needed to continue exploring the
potential of low-cost sensors for air pollution monitoring. With the help of low-cost
sensor systematic deployment initiatives by using citizen participation approaches, it
is possible to bring forward a whole new system which anticipates the development
of open data platforms like OK Labs (2018a). These initiatives also help in connecting
other systems that utilise air quality data like health informatics, housing companies,
sustainable urban planning; thereby helping in enabling the development of tools
and techniques which can improve Quality of Life (QoL) in cities.
5.7 Conclusion
In this paper, we propose an optimisation method that can help in the systematic
deployment of air pollution monitoring sensors for VGI approaches. The systematic
deployment of the monitoring station in the city is desired to enable detailed air
pollution monitoring with significant accuracy. The optimisation method takes into
account two important aspects, namely, the decreasing prediction error for a given
LUR model and the wide-spread distribution of locations in the study area. While
identifying optimal locations, the optimisation method considers the weight for each
aspect, if required to give priority to any of the aspects. The decreased prediction
error aspect can help in developing a robust LUR model, and the wide-spread
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distribution aspect support in making the data collection approach more versatile
and informative. The applicability of the optimisation method was demonstrated
using two practical cases: 1.) initiating a new VGI campaign, and 2.) placing new
VGI sensors. In the first test case, the optimisation method identifies the set of
locations using the explanatory variable of an already existing LUR model. This
approach is used to initiate a VGI campaign for the cities where no air pollution
data is available to develop the LUR model. In the second test case, a LUR model
was developed using the VGI based air pollution data source. The results of the
optimisation method exercise revealed a significant decrease in prediction error (by
52%) while taking into account the wide-spread distribution. The method can thus
be considered as a useful tool to policymakers for systematic planning of the size
and location of VGI campaigns. The availability of more accurate and open data,
improved low-cost sensor for reliability and systematic deployment of sensors in
VGI campaign may help in refining the performance of the proposed optimisation
method for more robust results. Future work can involve integrating the optimisation
method with citizen science observatories to identify participants at the optimal
locations identified by the objective function, which can help in detailed air quality
monitoring in cities using VGI approaches.
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The following abbreviations are used in this manuscript:
ESCAPE European study of cohorts for air pollution effects
IMSD Inverse mean shortest distance
LUR Land Use Regression
OLS Ordinary Least Squares
PE Prediction Error
PM2.5 particulate matter (PM) that have a diameter of less than 2.5 micrometers
QoL Quality of Life
SQRALT Square root of altitude
SSA Spatial Simulated Annealing
USEPA United States Environmental Protection Agency
VGI Volunteered Geographic Information
WHO World Health Organisation
WLS Weighted Least square
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Abstract
The complex nature of air quality suggests the need for fine scale air quality moni-
toring in cities. With 1 in 8 death worldwide associated with air pollution in 2012,
communities have started partnering with academic institutions, state and federal
agencies to assess local air quality and address these concerns. Participatory Sensing
(PS) has recently become one popular method for collecting air quality information.
It offers the prospect of collecting data at finer levels of granularity, but is subject
to at least two significant challenges: data gaps (due e.g., to the lack of calibration,
maintenance and replacement of sensors), and concerns of citizens with respect to
their privacy protection. In this paper, we argue that including housing companies as
stakeholders of participatory sensing frameworks may be beneficial in overcoming
the aforementioned challenges. A survey (N=18) investigating the perception of
housing companies to participate in air quality monitoring for cities, suggests that
housing companies are indeed willing to participate in air quality data collection.
The ideas presented in the article are pertinent to the design of more robust and
privacy-aware participatory sensing frameworks.




Air pollution has a huge impact on human health. Research has shown associations
with a broad range of health endpoints such as mortality, asthma and low birth weight
(Kelly and Fussell, 2015). In 2015, long-term exposure to ambient fine particulate
matter air pollution (PM2.5) was associated with 4.2 million deaths, representing
7.6% of total global deaths (Cohen et al., 2017). The rapid urbanisation accompanied
with surging air pollution have now led to increasing regulatory measures for air
pollution monitoring. Nevertheless, not much has helped to decrease the exposure
since the large segment of the population continues to reside in areas with air
quality concerns (Brauer et al., 2015). Air pollution concentration monitoring is
usually taken care of by environmental or government authorities using networks
of fixed monitoring stations, equipped with sophisticated instruments which are
specialised for measuring various kind of pollutants such as carbon monoxide (CO),
nitrogen oxides (NOx), sulphur dioxide (SO2), ozone (O3) and particulate matter
(PM). These sophisticated instruments are considered reliable because the governing
authority ensures the standard procedures for instrument calibration, data collection
and analysis. Usually, regulatory control measures are taken after a long time series
data analysis of the collected data. However, regulatory air monitoring systems in
general do not assess variability in air quality at a sufficiently detailed spatial scale
(Jerrett et al., 2005b). This is not possible due to the cost and expertise required for
utilising expensive air quality monitoring stations.
Geographic information systems (GIS), deterministic models (e.g., AIRMOD, RLINE,
SHEDS), and remotely sensed data have been the bases for most of the air pollution
modelling efforts (Özkaynak et al., 2013). With recent progresses in GPS/GIS
enabled devices like cell phones, low-cost navigation devices and measurement
sensors, individual citizens can also contribute to the flow of geospatial data about
health-related environmental factors (Richardson et al., 2013; Fang and Lu, 2012).
These activities are broadly referred to as participatory GIS, crowdsourcing, or
volunteered geographic information (Mooney et al., 2013). Various environmental
monitoring technologies and communications have led to the increased availability
of air pollution sensing devices which are affordable and easy to use (Jiao et al.,
2016). These technologies can result in rapid evolution of air pollution monitoring
approaches (Jiao et al., 2016; Fang and Lu, 2012). With the help of these affordable
technologies for collecting large environmental datasets, participatory sensing has
been one of the popular methods quite recently because of peoples’ concerns about
the negative impact of environmental factors (Commodore et al., 2017).
Participatory sensing (PS) is defined in this work after Christin et al., 2011 as people’s
voluntary use of devices, to contribute data for their own benefit and/or the benefit
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of the community. For environmental monitoring, the data aspect is of particular
importance. Our understanding of the complex relationship between air pollution
and human health has improved substantially with time, but data gaps and the
resultant uncertainties still limit our ability to fully assess the adverse impact of air
pollution. To fill this gap and for increasing public participation, non-professionals
and citizen communities have emerged recently to help in the data collection process
(Clements et al., 2017b). The core of any successful PS approach entails three
essential ingredients: technology, data and people. By making use of advancing
computing powers, high-performance networks, storage and evolving sensors, PS
can be conducive in collecting and analysing environmental data. A typical PS
application involves data collected by devices (cellphone enabled/independent
sensor) of volunteers, which is then forwarded to a central server for processing.
The captured data is augmented with meta-data such as location, time, identification
and context information, for further processing and made available to individuals or
communities depending on the needs.
Scientific research can also benefit from well-prepared crowd-sourced observation
campaigns. A high-density sensor network of PS has a significant potential for
improving spatial monitoring of environmental variables (Schneider et al., 2017b).
Thus, with the help of PS, it is possible to provide a picture of various environmental
variables at spatial scale and resolution, which is not previously available (Fang
and Lu, 2012). Community participation may also help to build trust and empower
the participants and communities, especially when the data is community managed
and owned, giving them an opportunity to be equally weighted with industry and
regulatory bodies (Clements et al., 2017b). In the recent past, PS has been effectively
used to monitor various environmental phenomena such as noise, air, radiation and
water pollution (Hemmi and Graham, 2014; D’Hondt et al., 2013; Weissert et al.,
2017a; Little et al., 2016). Despite their advantages, PS approaches have their
own issues, for example human error, varying data type, reliability of low-cost
sensor measurements, data quality, the stability of data sources, malicious use of
deployed devices, maintenance and calibration issues, and the privacy of participants
(Richardson et al., 2013).
The aim of this article is to discuss the prospect of involving housing companies as
stakeholders of air quality sensing initiatives. Including them as a player could be
helpful to address two issues of current participatory sensing frameworks, namely
data completeness challenges and privacy protection concerns. There is a strong
conceptual overlap between the terms of participatory sensing and volunteered
geographic information (Mulalu, 2018; Haklay et al., 2018), and both are used
interchangeably throughout the article. Section 6.2 presents participatory sensing
frameworks, and elaborates on some of the current issues in PS. Section 6.3 suggests
to involve housing companies as a third player in PS framework to address issues
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related to the sparsity of PS nodes, maintenance of sensors, and location privacy
threats for the participants. Section 6.4 presents results of a survey we conducted to
assess their willingness in joining PS initiatives for air quality monitoring. Finally,
Section 6.5 and 6.6 put forward the discussion and the conclusion of the work,
respectively.
6.2 Background
Environmental research for cities requires fine-grained data for an accurate assess-
ment of city phenomena. GIScience can be helpful in addressing various environ-
mental challenges of city by using a wide range of key concepts that contribute to
urban intelligence - representation, connection, coordination, measure, networks,
movements, participation or even sensors, to list few of them (Batty et al., 2012).
These urban sensing approaches have the potential to generate a “data commons",
that is, a data repository generated through decentralized collection, shared freely,
and amenable to distributed sense-making not only for the pursuit of science but
also advocacy, art, play, and politics (Cuff et al., 2008). GIScience’s approach of
connecting urban citizens as the active sensors for data collection have the capac-
ity to contribute effectively to the spatial intelligence of the cities (Roche, 2014).
The major advantage of using PS frameworks for environmental monitoring is its
potential to increase the spatial resolution of atmospheric measurements to identify
variations below the city or regional levels, even down to street-level or below (Apte
et al., 2017; Gabrys and Pritchard, 2018). As Goodchild, 2007 pointed out, the most
important value of such information may be in what it tells us about local activities
in various geographic locations that go unnoticed. There are numbers of citizen
science programmes that actively collect source data from members of the public for
environmental monitoring including air pollution (Honicky et al., 2008; Boulos et al.,
2011; Costa, 1999; Elen et al., 2012). Nonetheless, there are still some important
open issues concerning PS frameworks. These are briefly discussed below.
6.2.1 Data Completeness Challenges
Traditional data collection methods for air pollution levels at intra-city level are often
sparse (Schneider et al., 2018). Compared to conventional procedures for collecting
air pollution data using sophisticated monitoring stations, PS can be very different
(Elwood et al., 2012). For instance (and unlike PS), any information with low or no
administered value along with difficulties in data collection, may not be present in an
official monitoring sources. Balanced spatial spreads for data sources are expected
in official monitoring sources, yet this may not be the case in PS. Also, data quality
aspects in PS need considerable attention. The list of components of spatial data
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quality vary from author to author (see Degbelo, 2012; Devillers et al., 2010), but
the focus of this section is on accuracy and completeness. Both are critical, since
inaccurate or incomplete environmental data not only impacts the action taken by
policy makers, but the general public perception’s towards the environment also.
When monitoring air pollution or other environmental disturbances with low-cost
technology, citizen-led initiatives are typically challenged about the validity or accu-
racy of their data (Gabrys and Pritchard, 2018). In the case of air quality monitoring,
the current evaluations of low-cost sensors unveil that available particulate mat-
ter (PM) sensors exhibit reasonable performance (AQ-SPEC, 2017). Often these
data sources can provide ongoing indications of changes in air quality, rather than
absolute measurements (Gabrys and Pritchard, 2018). Since PS is open to the
contributions of volunteers, there is room for inclusion of corrupted data. Indeed,
people sometimes can act selfishly and exploit the resources for their benefit, and PS
frameworks are prone to such inimical users behaviours (Mousa et al., 2015). Users,
for instance, can start using outdoor air quality sensors to measure the air quality
inside their houses.
With respect to completeness, the spatial density of the overall PS network is key
to the inferences which can be made based on the PS data. It has been discussed
in the literature (Gibson et al., 2000) that the amount of spatial detail in a dataset
influences the types of patterns which can be detected during the analysis process.
In the context of PS, the number of participants actively contributing data does not
necessarily correlate with the amount of spatial detail in the PS dataset. For example,
many people collecting data at one location (immediate surroundings) can also
contribute redundant data, which can be useful for assessing data quality (Budde
et al., 2017), yet put some limits on spatial coverage of the data collection process
(Jaimes et al., 2012; Thepvilojanapong et al., 2010). Furthermore, PS approaches
suffer sometimes from representativeness issues (also called lurkers phenomena
(Lombi, 2018)) where large number of participants do not actively contribute to
the campaign. Other factors which may contribute to incomplete data collection
in the PS framework include the maintenance of the sensors and their calibration.
For example, temperature and humidity have a large effect on gas-phase air quality
sensors leading to a decreased sensitivity which requires re-calibration and cleaning
up over time (Lewis et al., 2016; Masson et al., 2015). Citizens are interested in
participation but may not be willing to handle repeated replacement, calibration
and maintenance of the sensors for proper measurements. If not well maintained,
these sensors can produce corrupt data, and bring about adverse consequences for
the overall data analysis.
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6.2.2 Privacy Concerns
A PS incorporates people who may have ethical concerns about their privacy. If
participants use personal devices to collect sensor data (e.g. Fang and Lu, 2012),
one of the key challenges in integrating them for PS discussed in the literature is
“Privacy” (Kotovirta et al., 2012; Liu et al., 2018). As PS involves the creation of data
including the participant’s location and time (see Christin et al., 2011), the disclosure
of such data comes with location privacy threats for participants which should be
mitigated. These threats deserve attention because “[o]ur precise location uniquely
identifies us, more so than our names or even our genetic profile" (Duckham and
Kulik, 2006). Participants’ ambivalence due to privacy concerns may slim down their
interest for participating and contributing in the data collection process.
The problem of privacy is not new, and several works (Richardson et al., 2013; Cuff
et al., 2008; Bowser and Wiggins, 2015; Kotovirta et al., 2012; Liu et al., 2018;
Kessler and McKenzie, 2018) pointed out the need for addressing it. The technical
challenges in providing privacy in PS, originate from the simultaneous presence of
several mutually untrusted (and/or potentially unknown) entities, including partici-
pants, data consumers and service providers (Eugster et al., 2003). Various methods
have been proposed to preserve and increase awareness about the privacy of the
citizens (Agrawal and Srikant, 2000). Infrastructures which can serve to participants
and data collectors using cryptographic tools were proposed (De Cristofaro and
Soriente, 2013). Various methods like k-anonymity and l-diversity which blurs
sensitive information, have also been considered to protect participants information
in the PS system (Huang et al., 2010). However, there is still considerable ambiguity
with regards to participants’ privacy when PS systems are extended based on realistic
assumptions (Christin et al., 2011). Methods like anonymous reputation architec-
tures (Androulaki et al., 2008), pseudonyms (Li and Cao, 2013) were also proposed
to solve privacy and incentive related conflicts in PS. However, they are vulnerable
to identity-based attacks (Niu et al., 2018). Also, the privacy-enhancing peer-to-peer
reputation system from Kinateder and Pearson, 2003 was not well utilised because
of lacking trust between PS participants and data collectors. Personal data may in
principle be gathered, analysed and used with participant’s consent (Taylor et al.,
2016), but overall, the discussion on privacy threats is still ongoing in PS (Jiang
et al., 2018)
6.3 Method
The previous section has pointed out some open issues in PS framework with respect
to data completeness, and privacy. In essence, PS frameworks still suffer from
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challenges related to the sparsity of sensor networks, maintenance of sensors, and
location privacy threats for the participants. The rest of the article discusses the
prospect of involving housing companies as stakeholders of air quality sensing
initiatives to address these issues. The argument is presented first (Subsection
6.3.1), followed by the design of a survey to assess the actual interest of housing
companies in being involved (Subsection 6.3.2). Results of the survey are presented
in Section 6.4, and complemented by a critical reflection of their implications for PS
and GIScience in Section 6.5.
6.3.1 Involving housing companies
Decent housing is essential for both individual and economic growth. It impacts
individuals’ well being, health and inclusion in society (Hulchanski, 2002). Housing
companies are the partners in the urbanisation which own residential buildings and
offer maintenance (and further services) to their tenants. These residential spaces
are usually with arrangements such as single family home ownership, condominiums
and cooperatives are rented on tenure. where maintenance and services are managed
some public or private entities. Some housing companies have become partners with
various organisations, education institutions and government to develop new services
(e.g., services related to mobility) for the residents (Bäumer, 2004). Product-oriented
and social services are new marketing strategies.
Location is one of the main selling points for housing companies because view,
safety, and facilities in vicinity are criteria which may influence a buyer’s decision.
Air pollution is one of the hidden element which is also attached to the location
and can impact the buyer’s behaviour. In the recent years, the traditional housing
sale prices in certain parts of the cities are declining because of the environmental
factors associated with the location (Le Boennec and Salladarré, 2017; Chen and
Chen, 2017). According to Eurostat’s recent statistics on the quality of life indicator
“natural and living environment", 77% of EU citizens believe that the environment
has an impact on their quality of life and 87% believe protection of the environment
to be at least in part, the responsibility of citizens. 95% of EU citizens feel that
protecting the environment is important to them personally (Eurobarometer, 2011).
These statistics suggest that involving housing companies in PS initiatives can lead
to a win-win situation for both. On the one hand, housing companies can tackle the
above-mentioned cost decline issues, and develop environment-related services by
getting involved in the PS process. In particular, offering services where the health
impact caused by environmental aspects are covered can influence buyers’ overall
choice for some housing property locations. On the other hand, PS can also get some
of the issues mentioned in Section 6.2 better addressed. The proposed approach can
draw upon existing low-cost tools for air quality monitoring (see Clements et al.,
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2017b for a recent review) and support the vision of future smart cities (Batty et al.,
2012; Degbelo et al., 2016).
6.3.2 Would housing companies want to join participatory
sensing?
There has been very few studies in PS research, if any, looking into the wishes of
housing companies regarding their involvement as stakeholders. Understanding the
perception of housing companies regarding their participation in PS frameworks
is important, if they are to be involved in the process of improving air quality
monitoring close to the citizen’s living space, and help fill the gaps of the PS.
The current research investigated housing companies’ perception about two main
indicators of quality of life, namely “health" and “natural and living environment".
The target population in this research consisted of executive and planning officials of
various housing companies in Germany. The housing companies are from the network
of companies who utilise various GIS applications and services for their work. The
survey was administered online and by paper mails to 179 individuals of 71 housing
companies established in 42 major cities of Germany. The survey ran from June 2017
to January 2018. Participation in the survey was voluntary, and participants did
not receive compensation for their participation. The questionnaire consisted of 16
questions (all in German) among which multiple choice questions, likert questions
and dichotomous questions. The survey questionnaire was designed to collect the
perception of housing companies regarding: (1) Quality of Life (QoL) indicators in
general, (2) “health" and “natural and living environment" QoL Indicators, (3) using
low cost air quality sensors to collect air quality data, and (4) sharing data with
public and related institutions. Of course, there are other important aspects as well
to be covered, especially in relation to specific interests and public requirements. We
did not include more, however, to prevent the survey from becoming complex and
long in size, as the survey was aimed at higher officials of the housing companies.
In total, we received 18 responses (1 response online, and 17 via paper mails).
Of these, one was incomplete and was discarded from the analysis. It is not, at
this point, possible to make definite statements about non-response bias (i.e., the
degree to which sampled respondents differ from the survey population as a whole,
see Johnson, 2012). The reason for this is that recent statistics about the number
of housing companies in Germany are scarce. To give an impression of orders of
magnitudes to the reader, a report by Consilia Capital (Moss, 2011) in 2011 listed
about 84 housing companies in Germany. Given that 71 companies were randomly
sampled, it’s likely that non-response bias has been little for the current dataset.
















Figure. 6.1. Have you ever considered quality of life indicators for the development and
planning of housing?
6.4 Results
The main results of the questionnaires are now presented. They touch on the four
topics of the survey, namely (1) QoL indicators in general, (2) QoL indicators for
“health" and “natural and living environment", (3) using low cost air quality sensors
to collect air quality data, and (4) sharing data with public and related institutions.
QoL indicators in general: 83% of the participants indicated that they have con-
sidered the QoL indicators suggested by Eurostat for development and planning
purposes (Figure 6.1). But when asked about the information they have about their
resident’s QoL, only 11% were very well informed, 61% of them were well informed
and 28% of them were not informed (Figure 6.2). The majority of participants
was well informed about their residents’ QoL suggests that housing companies may
indeed be in a good position to contribute to further improve this QoL.
QoL indicators for “health" and “natural & living environment": As shown in
Figure 6.3, a large percentage of participants gave importance to health as a crucial
indicator (41%), and in general about 71% believe it to be an important indicator.
Regarding the indicator for “natural & living environment", the participants surveyed
did not see it as critical as health but still view it as crucial (41%). The rest (59%)
do not believe it to be a crucial indicator and ranked it as not so important (Figure
6.4). When asked about the importance of both indicators taken together, one can
see that “Health and Natural & living environment QoL Indicators" are crucial: 17%
believe it to be ‘very important’, 78% find it to be ‘important’, while only 6% does

















Figure. 6.2. How informed do you feel about quality of life of residents in your housing
space?
Low cost air quality sensors for data: Interestingly, as indicated in Figure 6.6, a
large portion (78%) of participants expressed interest in using low-cost sensors to
measure air quality around housing space so that they can control it and residents
can be warned to take measures.
Sharing data with public and related institutions: Only a small proportion (17%)
of the participants indicated their complete interest, a large proportion (50%) of
them expressed moderate interest, whereas 22% of them indicated little interest
in sharing air quality monitoring data with the institutions which can help in data
analysis for air quality monitoring and prediction. A very small proportion (11%)
of participants were not interested in sharing the data (Figure 6.7). Moreover,
when asked about sharing data with the residents directly using low-cost sensor, the
majority of companies (44% said ‘No’ and 22% selected ‘others’) were reluctant. As
shown in Figure 6.8, only 33% of the companies were interested in sharing the data
with the residents. The negative responses for sharing data with residents may be
attributed to the lack of trust due to data quality concerns existing at this point in
time (Gabrys and Pritchard, 2018). Overall, the results suggest a difference - from
the point of view of housing companies - between data sharing with institutions, and
data sharing with residents. The exact nature of this difference, and the causes for it
need further investigation (e.g., through follow-up interviews) at this point.
Limitations: The figures above give some insight into housing companies’ stand-
point as regards QoL indicators, as well as data collection and sharing. There are
nonetheless few limitations to mention with respect to the data itself. First, there is
non-response bias from which all surveys suffer (although as discussed above, this
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Figure. 6.3. How important is “Health" as QoL indicator for your company planning and
development?
0 % 0 %
41.18 %
0 %










 Very Important 








Figure. 6.4. How important is “natural & living environment" as QoL indicator for your


















Figure. 6.5. How crucial is “health" and “natural & living environment" for housing space
















Figure. 6.6. Would you like to use low-cost sensors to measure air quality around housing
space, so that you can control it and residents can take measures to breath
safe?



















Figure. 6.7. What would be your take on sharing the air quality monitoring data with
the institutions which can help in data analysis and air quality monitoring

















Figure. 6.8. Would you like to provide air quality information to the residents like normal
other services so that they can save them self from harmful pollutant impact?
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bias might be little). Second, the survey used paper mails and an online survey to
examine 71 housing companies’ perception as said above. However, to maintain
the anonymity of the participants we have not requested the housing company’s
identity when responding. That is, the exact number of distinct companies who took
part in the survey is unknown to us. Most responses obtained were from different
cities (14 out of 42) and indicate different housing companies. The remaining three
came from one city in Germany (i.e., Hamburg) and may have all been from the
same housing company. Whether the responses all come from 15 different housing
companies or 17 different, they reflect the view of 17 planning/executive members
currently active in the housing business in Germany. It would be interesting to see
how whether these views are shared with other planning/executive members in
other countries.
6.5 Discussion
The previous section has illustrated that the housing companies surveyed not only
find QoL indicators to be important, but would also be willing to use low-cost sensors
to measure air quality around the housing space. This indicates that the idea of
involving them as stakeholders of participatory sensing initiatives for air quality
monitoring holds promise. They may play the three roles of participatory sensing
applications listed in (Christin et al., 2011). They may act as campaign administrators,
i.e., initiate participatory sensing campaigns when they invite their tenants (from
time to time) to collect data for creating awareness about air quality. They may
also design, implement, manage, and maintain PS infrastructures for specific houses
(which is a typical role of campaign administrators). Furthermore, they may act
as a participant when they install low-cost sensors which collect data continually
about the air quality. Finally, they can also act as end-user when they visualise the
data collected, reflect on it, and take evidence-based measures to improve the life
of the residents. The next two subsections reflect on advantages and drawbacks of
including them as stakeholders in PS systems.
6.5.1 Addressing data completeness challenges
As mentioned in Section 6.2, PS data suffer from issues of accuracy and completeness.
Housing companies as participants can (in agreement with the residents) install
low-cost sensors on top of buildings to collect air quality data. Involving a large
number of housing companies in cities will help monitor air quality at a finer spatial
granularity (addressing thereby the completeness issue). By using optimal location
identification methods for air quality monitoring network spread (see Gupta et
al., 2018a), PS data handling and completeness can be managed more efficiently.
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Housing companies as campaign administrators can maintain PS infrastructures (one
of the key issues at the moment), leading to more reliable nodes in the PS network
and reduced chances for erroneous contributions from PS nodes. This approach also
overcomes the bottlenecks of malicious data in the process caused by exploitation of
the PS devices by some individuals (Budde et al., 2017). The lurker phenomenon is
also here partly addressed, because the amount of data generated for air quality is
no longer dependent on few individuals. Finally, housing companies as end-users can
provide broadcasting services related to the surrounding environment, which can
keep citizens updated (without being responsible for device management). Beyond
addressing PS issues, the participation of housing companies in PS frameworks
could (a) help them make services to their residents more attractive and updated;
(b) create a profile of being ecological and innovative; (c) show the importance of
proximity air quality monitoring around their property to potential customers; (d)
maintain their loyalty to being resident friendly; and (e) provide data not only to
their residents, but to the city at large.
There are also few drawbacks of the approach. The survey has shown, for example,
that some housing companies may not be willing to share their data. This poses
the question of ownership of the jointly collected air quality datasets, and it’s
unclear how the mediation between the different stakeholders (city council, citizens,
researchers, housing companies) could be best orchestrated. In addition, successfully
addressing data calibration and maintenance issues relies on the commitment of
housing companies (which is likely, but may not be guaranteed). Finally, it is also
possible that housing companies might act as lurkers in the proposed framework
(but this is less likely compared to individuals level data gathering because of the
spur of a competitive market on housing companies’ business).
6.5.2 Addressing privacy concerns
As discussed in Section 6.2, privacy is another constraint which impacts participation
in the PS approaches. The question of getting participants to contribute without
identifying them has attracted lot of attention from previous work. By involving
housing companies as one of the contributors for PS, we can enable shifting the
sensitive information collected from the individual level to one group of people
living at a certain location. With this grouping, we no longer need central data
analyses and collection at the individual level. This approach has been termed
“group privacy", where data is no longer gathered about one specific individual
or a small group of people, but rather about large and undefined groups (Taylor
et al., 2016). The involvement of housing companies can help collect data to better
understand the concept of “group privacy" (Taylor et al., 2016), in the context of
PS frameworks. Besides, the data collected will be inherently dis-aggregated and
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therefore anonymous from inception. This, in turn, may be helpful in making data
easily accessible and open for sharing. There are few drawbacks though and it
is worth mentioning that there is always a trade-off between information sharing
and services. There is thus the possibility of individuals missing some interesting
personalised service due to the lack of more fine-grained location data. In addition,
the scientific community has yet to provide effective techniques to fully prevent the
identification of participants when their data is integrated with other data sources.
Full anonymity of the residents, may thus not be guaranteed.
6.5.3 Further opportunities for GIScience
Beyond data completeness issues, and location privacy threat mitigation, involving
housing companies in PS networks presents additional opportunities for GIScience.
For instance, as pointed out in Richardson et al., 2013, spatial data holds an enor-
mous potential for creating discovery in health research. Distributed spatial infras-
tructures are key to tap into this potential. A PS initiative with residents and housing
companies as participants could provide valuable input for such an infrastructure.
Another area where such an initiative would be beneficial is that of an open smart
cities. Roche, 2014 presented four dimensions of a smart city: the intelligent city
dimension (i.e., social infrastructure and civic spatial engagement practices), the
digital city dimension (i.e., urban informational infrastructure), the open city di-
mension (i.e., governance based on the concept of open democracy) and the live
city dimension (i.e., continuous adaptability to change). The approach proposed
here is arguably relevant to the dimensions of digital city (feed the urban infor-
mational infrastructure), open city (enable the democratisation of environmental
data collection), and live city (provide material for fine grained assessment and
decision-making regarding environmental change).
6.6 Conclusion
Participatory sensing has a great potential for air quality monitoring in cities, but its
success depends on the amount of participants, spread and quality of data collected.
In this paper, we discussed two open issues of participatory sensing frameworks for
air quality monitoring: data completeness and privacy. We proposed the inclusion of
housing companies as one more stakeholder in PS framework for data collection to
mitigate current data gaps & privacy issues. To understand what housing companies
perceive about their inclusion, we conducted a questionnaire (N=18) administered
to executive and planning staff of housing companies in Germany. The companies
surveyed showed interest in using low-cost sensors for air quality monitoring and
in sharing data with institutions which can analyse and process data for proper
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understanding, but less inclination about sharing the data with the public. Further
work is needed to establish whether people residing in the housing companies’
premises would be willing to use such services at all. The view of the residents will
be critical for the ultimate adoption of the proposed approach in reality.
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Abstract
Road traffic and its impacts affect various aspects of wellbeing with safety, congestion
and pollution being of significant concern in cities. Although there have been a
large number of works done in the field of traffic data collection, there are several
barriers which restrict the collection of traffic data at higher resolution in the cities.
Installation and maintenance costs can act as a disincentive to use existing methods
(e.g. loop detectors, video analysis) at a large scale and hence limit their deployment
to only a few roads of the city. This paper presents an approach for vehicle counting
using a low cost, simple and easily installable system. In the proposed system,
vehicles (i.e. bicycles, cars, trucks) are counted by means of the WiFi signals.
Experiments with the developed hardware in two different scenarios - low traffic (i.e.
400 objects) and heavy traffic roads (i.e. 1000 objects) - demonstrate its ability to
detect cars and trucks. The system can be used to provide rough estimates of vehicle
numbers for streets not covered by official traffic monitoring techniques in future
smart cities.




The rapid escalation of the population in urban spaces accompanied by increasing
demands for mobility in cities (Lord and Washington, 2018), leads to substantial
challenges in city planning. Increasing demands on mobility lead to growing traffic
on the road, inducing suffering for citizens concerning the reduction of travel
efficiency, increase in fuel consumption and health hazards from air and noise
pollution caused by vehicles. In addition to being a significant source of air pollution
in cities, road traffic exposes a large number of people to high daytime noise levels
(Birgitta et al., 1999; Cai et al., 2017). Road traffic also leads to anthropogenic
heat that together with reradiation effects from urban spaces can increase urban
space temperature, resulting in urban heat islands (UHI) (Xu, 2017). Hence, it is of
great importance to monitor the complex interplay of the road network and traffic
conditions for better of sensing Quality of Life (QoL) in future smart cities.
Road traffic is one of the major source of air pollution in cities (Agency, 2017). It is
a significant anthropogenic source of NOx (Mertens et al., 2016), particulate matter
(PM) and other harmful pollutants which impact human health (Agency, 2017).
Exposure to road traffic induced air pollution can lead to various health impairment
for the current as well as to the future generation. Multiple studies demonstrated
the association of traffic generated air pollution to different heart-related disease
in adults as well as for pregnant women (Pedersen et al., 2017; Roswall et al.,
2017). Traffic data is one of the critical input variables for air pollution modelling
approaches (Gulliver et al., 2018; Forehead and Huynh, 2018).
For many years, various approaches are devised to monitor air pollution at a higher
resolution in the city (Forehead and Huynh, 2018). High-resolution monitoring
approaches require input parameters also at a higher resolution. However, most
studies used traffic models and simulation to represent traffic data because the traffic
monitoring datasets are usually available for a very limited number of roads in the
cities, hence limiting the possibilities to model air pollution at higher resolution in
the city.
Traffic data collection was traditionally performed by using manual processes or
with the application of inductive loops at certain locations (Polk et al., 1996). The
inductive loops for traffic monitoring became standards in many jurisdictions and are
widely utilised till date (Grote et al., 2018). Various other conventional traffic moni-
toring approaches include passive infrared devices, Doppler and radar microwave
sensors, acoustic detectors, magnetic strips, Piezoelectric sensors, Pneumatic road
tube counting devices and video vehicle detection. However, these approaches
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inherit certain limitations (notably installation and maintenance costs) making them
hard to deploy for detailed data collection with better spatial coverage in cities.
The vision of "smart cities" was proposed to address particular problems caused by
urbanisation and to promote sustainable urban development in cities. This vision
relies on the efficient application of information and communication technology
(ICT) for sensing, analysing, integrating critical information which can support
efficient operation and development of cities. Improved traffic control was identified
in Hancke et al., 2013 as one of the possible benefits of advanced sensing in smart
cities. Taking into account the emergence and rapid growth of the Internet of
Things (IoT) and analytical tools, future cities may be able to enhance the execution
and connectivity of urban services, reduce costs and operate on better resource
management. The recent advancements in microelectronics, telecommunications
and data analysis domains have led to the growing adoption of smart devices. With
the application of these smart devices, it is possible to overcome detailed traffic
data collection challenges. Extending the deployment of the low-cost IoT devices in
a distributed model like crowdsourcing can support well-spread data collection in
cities. Altogether, the recent developments in low-cost hardware and support from
the crowd can help gather data, which can support transport planning and urban
health risk assessment for cities.
In this paper, we present a novel system based on open-source hardware that has the
potential to benefit traffic monitoring technologies because of its low-cost, privacy-
preserving, ease of application and potential to large-scale deployment. Because the
system is low-cost (less than $50), it can be used to involve citizens in WiFi-based
traffic data crowdsourcing projects, and this way expand traffic data collection to
streets currently not covered by conventional traffic monitoring techniques. Section
7.2 briefly discusses the previous work done related to the topic. Section 7.3
describes technologies and the sensor used for the traffic monitoring and presents
the algorithm used to infer the results from the proposed system. In Section 7.4, we
present the results we obtained concerning the performance of the proposed system
in the real world, using two different scenarios. Section 7.5 discusses the results we
obtained, as well as the applications and limitations of the proposed system. Section
7.6 and 7.7 presents the future work and concludes the work.
7.2 Related work
Traffic monitoring in cities involves, among other things, estimating the number of
vehicles on the road. The vehicles are tracked from point to point along the road for
their information. A traffic monitoring station is used to measure traffic parameters
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such as vehicle count, speed and occupancy at a specific location. The measurement
at monitoring station locations is to be representative of the traffic on the road.
Generally, vehicle detection and traffic surveillance involve a network of devices
deployed at various roads of the cities. This section presents a brief overview of the
various type of technologies and devices used for traffic surveillance with a particular
focus on low-cost sensors, as it is also the primary focus of this paper. Furthermore,
this section also discusses in brief privacy-related concerns while deploying traffic
surveillance systems.
7.2.1 Tra c monitoring techniques
Traffic monitoring is a vital, yet challenging since to built traffic density maps
traffic parameters such as vehicle count, location, speed and follow of vehicles are
required. One of the essential requirement for efficient traffic systems is the reliable
and real-time traffic data collecting network of devices to facilitate instantaneous
decision-making. The technologies used in the devices for vehicle detection and




4. Sensor combinations devices
5. Relatively low-cost devices
Intrusive devices
Intrusive devices are installed directly into the pavement surface by creating saw-cuts
or holes in the road surface, by burrowing them under the surface, or by anchoring
them directly into the pavement surface. Devices such as inductive loops (IDL),
magnetic detectors, micro-loop probes, pneumatic road tubes, piezoelectric and
other weigh-in-motion devices are considered as intrusive devices. These devices
are highly accurate for vehicle detection (> 97%) (Oh et al., 2002). However, a
major drawback concerning the utilisation of the intrusive devices is the disruption
of traffic caused for installation, repair and failure associated with installation in
1See also the list of traffic sensing technologies frequently employed in traffic surveillance for data
collection provided in Nellore and Hancke, 2016.
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poor surfaces and use of substandard installation procedures (Mimbela and Klein,
2000). These devices are also expensive, large and consume much power which
limits their implementation for better spatial coverage in cities (Balid et al., 2018).
Resurfacing and repair tasks on the roads can also create the need for reinstallation
of these devices. The safety of workers, those who are deploying these devices has
also been a matter of concern (Balid et al., 2018).
Non-intrusive devices
Non-intrusive devices are a more reliable and cost-effective vehicle detection and
surveillance devices than intrusive devices. They can be easily installed, maintained
with safety with minimal disruption to traffic flow, and can provide traffic data with
similar accuracy to that of inductive loop detectors (Mimbela and Klein, 2000). Non-
intrusive devices include technologies such as video image processing, microwave
radar, laser radar, passive infrared, ultrasonic, passive acoustic array, in which
devices are mounted overhead on roadways or roadsides. These devices are capable
of measuring vehicle count, presence, and passage on the road. Some devices also
have the potential to provide vehicle speed, vehicle classification, and multiple-lane,
multiple-detection zone coverage (Buch et al., 2011; Tang et al., 2017). However,
the devices fail to perform in certain environmental condition. For instance, infrared
devices can be affected by fog, and temperature change, video image processing
devices detection efficiency can be hampered by weather conditions, shadows,
vehicle projection into adjacent lanes, day-night transitions, vehicle/road contrasts
and water salt grime or cowebs on camera lens (Mimbela and Klein, 2000). The high
cost involved in the aforementioned technologies limits the large-scale integration
of these devices into the traffic surveillance systems.
O -roadways devices
These devices utilise the technologies that do not require any hardware deployment
under the pavement or mounted overhead/roadside. The devices enable traffic
monitoring via aircraft or satellite, as well as by probing the vehicles equipped with
Automatic vehicle identification (AVI), Global Positioning System (GPS) and mobile
phones (Martin et al., 2003). These technologies can help in enabling the high
percentage of roads coverage. However, privacy concerns and other technology-
specific limitations restrict their application (Cheung and Varaiya, 2006).
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Sensor combinations devices
Due to certain limitations of individual technologies, various studies suggested the
application of the off-roadway devices together with more than one technology to
monitor traffic flow on the road. Applications include the combination of passive
infrared with ultrasound and Doppler microwave radar, which enhanced the ac-
curacy for vehicle detection in queues and counting them along with their height
and distance discrimination (Mimbela and Klein, 2000). Nevertheless, the cost of
deployment and its complexity limit the well-spread deployment of a network in the
cities.
Relatively low-cost devices
The scalability and availability of traffic monitoring systems are essential for efficient
and reliable, real-time traffic monitoring (Orosz et al., 2010). Devices like Magne-
tometer (MAG) have been found to serve the requirement (Haoui et al., 2008), but
the maintenance and installation cost along with limitations with radar detectors
impact the performance (Haoui et al., 2008). Low-cost, portable, and easy-to-install
technologies are desired to supplement existing data sources for efficient, detailed
traffic monitoring in the cities (Balid et al., 2018). The availability of new low-cost
and miniaturised hardware platforms has enabled the idea of developing advanced
and pervasive image-based devices, which can help in vehicle counting and traffic
surveillance. Till date, several approaches have been proposed to investigate the
feasibility of vehicle detection and traffic surveillance using low-cost sensors.
A method which uses continuous-wave radar was presented by Fang et al. (2007).
The method uses an antenna, a microwave radio front, the analogue signal amplifier
and the digital signal processor (DSP) for vehicle detection. A computer vision appli-
cation enabling vehicles monitoring by using low-cost and low-complexity devices
was proposed by Salvadori et al. (2015). Recently, Wifi signal based approaches
were used for assessing human activity recognition (Depatla et al., 2015; Wang
et al., 2013b; Hong et al., 2016; Pu et al., 2013), suggesting possible additional
applications of the WiFi technology other than providing easy internet access. Ap-
proaches based on channel state information (CSI) (Won et al., 2017), link quality
indicator (LQI) (Roy et al., 2011), packet loss rate (Roy et al., 2011), and received
signal strength indicator were proposed for vehicle detection using radio waves
(Horvat et al., 2012; Haferkamp et al., 2017). However, the methods mentioned
above are not well suited for crowdsourcing applications because of their expensive
specialised hardware (laptop specific WiFi cards and modules) or energy data trans-
fer requirements. With regards to computer vision applications, low-cost devices
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constrain its computational capabilities and available onboard memory, making it
unfeasible for effective implementation (Salvadori et al., 2015). Approaches utilising
Bluetooth low-energy beacons and smartphones were also proposed for enabling
crowdsourcing of traffic data with low-cost devices (Lewandowski et al., 2018).
However, dependency on smartphone and its utilisation of approach by users at
the roadside seems a bit impractical. Moreover, gathering data by utilising smart-
phones or video analysis based system also impose the threat on the privacy of the
commuters on the road.
7.2.2 Privacy and Tra c Monitoring
Traffic surveillance and vehicle detection systems are promising approaches which
are cyber-physical by nature. These cyber-enabled systems face various security
and privacy preserving challenges (Lu et al., 2013). If the vehicles’ location privacy
cannot be preserved, commuters may object to the process of being monitored in
such systems. If the devices which can collect privacy sensitive data is handed over
for crowdsourcing, it could be a bigger threat to the society. Hence, the privacy
devices would be capable of appropriately protecting the privacy of the vehicle and
the commuters on the road (Hoh et al., 2012; Yang et al., 2015). With the wider
application of computer vision technologies for traffic monitoring, it is important to
realise the impact of the approach on the commuters. Privacy and security is one side
effect caused by the application of computer vision methods (Cote and Albu, 2017).
Several approaches are proposed to solve the privacy problem in traffic monitoring
approaches. Lu et al. (2008) proposed conditional privacy-preserving protocol, Lin
et al. (2007) presented conditional privacy and group signature building techniques.
The techniques for dealing with unlinkable pseudo-ID were also proposed by Raya
and Hubaux (2007). However, these are not implemented for the latest transition
of approaches to low-cost devices. Since the primary focus of the paper is to
enable counting and identification of vehicles on the road using low-cost devices for
crowdsourcing, it is easy to have a system which only enables the measurement of
the specific parameter and discarding sensitive data collection on the origin itself.
The system proposed in this paper utilises the low-cost open hardware which utilises
the WiFi signal, which is commonly available at all locations these days to traffic
data. The approach has the potential to overcome various limitations existing in
current systems discussed above and also preserve the privacy of the commuters.
7.3 Materials and Methods
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7.3.1 System Design
In this section, we present the proposed vehicle detection and counting system
utilising the received signal strength indicator (RSSI) data produced from the router
and collected by the receiver, a low-cost open hardware system. The deployment
plan for the proposed traffic monitoring system is illustrated in Figure 7.1
Figure. 7.1. Illustration of deployment plan for the proposed hardware system
Receiver
The receiver hardware system was developed using an Arduino Uno R3 single-board
microcontroller mounted with a BlueFly-Shield (ATWINC1500) and an SD card
shield V3.0 (Model: INT106D1P). The hardware system receives the WiFi signal
transmitted from a TP-Link router for our study case.
Arduino Uno R3 is a simple microcontroller with simpler software structure. The
Arduino works according to the modular principle with the simple procedure to add
components. We mounted two components to capture and store Wi-Fi signals. The
first component was the Wifi shield (ATWINC1500), which receive the Wi-Fi signal
from connection created via IEEE 802.11n standard and works with the encryption
type WPA2. The second component was an SD card shield V3.0 (Model: INT106D1P)
that stores the Wi-Fi strength in dB and time in milliseconds. The code was written in
the integrated development environment (IDE) which runs on the chip. No firmware,
interpreter or operating system was involved in the process, which makes the whole
procedure easier to implement and also limit the noise when receiving the signal.
Transmitter
For transmission of the WiFi signals in the study, we used the router from TP-LINK
(Model: TL-WDR3600) with features like dual-band with 2.4 GHz & 5 GHz bands
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and an Atheros Chip. We installed OpenWrt2, an open source project based on
Linux with the ability to allow specific changes in physical settings of the radio
hardware such as operating frequency, transmit power and encryption. OpenWrt
runs on a router only with necessary scripts. These scripts/activities can be enabled
or disabled at any time. As a result, the router works in a simple version without




• Encryption: mixed WPA/WPA2 PSK (CCMP)
The 2.4GHz band was used in our study instead of 5GHz because of the wide range
and the compatibility with the receiver hardware system. It should be noted that
introduced system structure, which includes low-cost open hardware system has not
been considered in the literature. The transmitter and the receiver were installed
at different (opposite) sides of the road, using WiFi signals to communicate with
each other. The interference caused by the passing vehicle to the communication
pathway between the two devices is measured by the receiver which is then stored
in the SD card mounted present in the device. Distinct patterns of change in RSSI
are observed when vehicles pass, which is captured and further utilised for analysis
to count and detect the type of vehicle on the road.
7.3.2 System Implementation
For the implementation of the proposed system, we deployed the receiver and the
transmitter on the roadside as shown in Figure 7.1. The proposed system was
evaluated for two different scenarios: 1.) low traffic road 2.) heavy traffic road. The
low traffic road in our study is the road called Heisenbergstraße, which can also be
considered as the local road with fewer cars. The heavy traffic road we used as an
environment in our study is Steinfurterstraße, which is one of the busiest roads in
the city. Both the roads are situated in the city of Muenster, Germany. More than
500 objects objects for Scenario 1 and more than 2000 objects were recorded for
Scenario 2 during the real-world field data collection. In order to collect the ground
truth data we deployed GoPro HERO4 camera that collect video data. Figure 7.2 and
7.3 depicts the setup of the proposed system in the two different scenarios under
consideration. The low traffic scenario was considered in the study to understand
2https://openwrt.org/ (last accessed: August 21, 2018).
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the accuracy of the system under limited vehicles with complexity caused by bicycles,
pedestrians and other objects on the road. In contrast, the heavy traffic scenario was
considered to access the performance of the proposed system with complications
created by the large number and frequency of vehicles on the road with two lanes.
Figure. 7.2. Experimental setup: Scenario 1 (Low traffic road)
Figure. 7.3. Experimental setup: Scenario 2 (Heavy traffic road)
In order to evaluate the accuracy of the proposed system, it is important to prepare
the ground data video stream at the same scale as the data collected from the
receiver. We have also developed a web application which enables the processing
of video streams and register the type, number and time stamp of the object on
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the road. Figure 7.4 illustrates the developed web-application. The user of the
web-application have to watch the video and select the type of object (car, truck,
bike, pedestrian and so on), the system then takes the timestamp and count the
total number of specific type of objects identified automatically. The input to select
the type of object can be done by clicking on the web application’s buttons or by
using keyboard shortcuts. The outputs of the video data analysis are stored as JSON
files, with each file representing a vehicle type under study with the timestamp in
milliseconds, same time scale as of the dataset generated by the proposed system.
During the study, the objects were mainly counted by one researcher. However, a
second researcher independently redid the count on 20% of video data for Scenario
1 to confirm the number of objects counted. The Cohen’s kappa coefficient was
calculated to assess the agreement between the two, and the result indicates a
very high overall inter-rater agreement (0.8 for bicycles and 1 for cars). The web
application used can be customised as per the requirement and is available online
(see Gupta, 2018h) as an open-source tool under Creative Commons licence.
Figure. 7.4. Illustration of the web-application developed for video stream analysis
7.4 Results
This section evaluates the performance of the proposed hardware device. The RSSI
changes detected by the open-hardware was stored in an SD-card. The stored
data stream was then processed to evaluate the performance. The data processing
involves multiple steps as discussed below:
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7.4.1 Vehicle Detection Algorithm
An algorithm was used to detect the objects in the data stream collected by the
device. Two parameters were used:
1. RSSI change for object detection
2. Time window for object detection
Change detection in RSSI value
Whenever an object interferes with the communication path of receiver and trans-
mitter, the RSSI fluctuates. The pattern in fluctuation can be useful to detect the
vehicle movement on the road. In order to isolate the fluctuation patterns in the
data stream, during prepossessing, we removed all fluctuations of strength less than
or equal to 2dB, as noise. The deletion of the 2dB signal was concluded to ignore the
usual noises in the WiFi signals transmission and on the receiving end. The leftover
data stream was used to detect vehicles, based on the fluctuations patterns.
In order to segregate patterns which can represent vehicle movement, the data
stream was analysed. The time window needs to be determined whenever any high
fluctuation is observed. In the algorithm, we identify a pattern in signal fluctuation
by comparing the signal strength at each time to the preceding and subsequent time
stamp of the data. During comparison, if the signal strength change is significant
for the following three time stamps we start recording the initial time (say T1) and
the end time (say T2) where the significant signal fluctuation stops. The T1 and
T2 recorded for each fluctuation pattern provides the time window and respective
signal strength that convey the presence of some object (see Figure 7.5).
After the identification of the time window and the signal strength associated,
the maximum signal strength change for each time window was computed. This
maximum change in signal strength in a given time window can help in identifying
the type of object. However, threshold values are required to define the rule based
on which the algorithm can distinguish between the different types of objects.
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Figure. 7.5. Illustration of time window and associated signal fluctuation pattern identifica-
tion.
Time window for object detection
As can be inferred from the Figure 7.5, the time window is used for recording the
patterns in the data stream collected. We also used the the length of time window,
i.e., difference between T2 and T1 to identify the object in the algorithm (Equation
7.1 ). The intuition behind this is that different objects can produce disturbances
of varied temporal length. For instance, if the fluctuation continues for a long time
window, there is a possibility of having a long object between the transmitter and
receiver communication path. Here also, deciding the threshold for the time window
size is also important to characterise different sizes of objects.
T ime window size = T2 ≠ T1 (7.1)
7.4.2 Vehicle detection
In the study, we used the hardware device to identify the vehicle, namely bicycles,
cars, and trucks. As discussed previously, defining thresholds is necessary to charac-
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terise the type of vehicle. In our study, we defined the threshold using the summary
statistics of both, the maximum fluctuation parameters and time window size.
Figure 7.6 and 7.7 present the summary statistics we observed for the data calculated
using the above-mentioned algorithm for Heisenbergstrasse and Steinfurtstrasse. As
the figures show, there are lots of outliers at a time, illustrating a lack of regularity
in the detection of signal fluctuations using the device. This was not entirely
unexpected, given the low cost of the receiver hardware.
0 4 7.5 14 3029
Heisenbergstrasse Straße AmplitudeMaxValue
(a) Box plot of RSSI maximum fluctuation value parameter from the isolated patterns of data stream collected by the
proposed hardware at Heisenberstrasse.
118 243 368 611 36641134
Heisenbergstrasse Straße Width resultsT2MinusT1
(b) Box plot of time window size value parameter from the isolated patterns of data stream collected by the proposed
hardware at Heisenbergstrasse.
Figure. 7.6. Parameters summary statistics for Heisenbergstrasse.
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Steinfurter Straße AmplitudeMaxValue
(a) Box plot of RSSI maximum fluctuation value parameter from the isolated patterns of data stream collected by the
proposed hardware at Steinfurtstrasse.
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Steinfurter Straße time results(t2−t1) in milliseconds
(b) Box plot of time window size value parameter from the isolated patterns of data stream collected by the proposed
hardware at Steinfurtstrasse.
Figure. 7.7. Parameters summary statistics for Steinfurterstrasse.
Based on the summary statistics (and visual inspection of the data), we defined the
most plausible thresholds for vehicle identification. Threshold values were chosen
so that they coincide with the values of the quartiles. Tables 7.1 and 7.2 present the
threshold rules we used for vehicle detection in each of the two test scenarios under
consideration.





Table. 7.2. Threshold rules for vehicle identification using Steinfurterstrasse data
Vehicle Threshold
Trucks >1849
Cars >=357.5 & <=1849
Bicycles <357.5
7.4.3 Vehicle count
After defining the threshold rules, the algorithm is capable of identifying the vehicle
type. The vehicle identification finally helps in counting the number of vehicles using
the particular road. We compared the accuracy of the algorithm with the ground
truth data we measured after interpreting video recording into JSON files for each
test case scenario. Table 7.3 and 7.4 present the comparison between the ground
truth data from video and vehicle classification using the algorithm parameters we
used in the study.
Scenario 1 : Heisenbergstrasse
Table. 7.3. Vehicle classification using algorithm and video
Vehicle Vehicle detected using algorithm Vehicle detected in the video
Using time window parameter
Cars 176 182
Bicycles 510 467
Using maximum RSSI parameter
Cars 177 182
Bicycles 371 467
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Scenario 2 : Steinfurterstrasse
Table. 7.4. Vehicle classification using algorithm and video
Vehicle Vehicle detected using algorithm Vehicle detected in the video








7.4.4 Precision, Recall and F Measure
To understand the reliability and performance measures of the proposed device
in the two different test case scenarios, we computed the precision, recall and F








F measure = 2 ◊ Precision ◊ Recall
Precision + Recall (7.4)
where, P is the total number of objects detected using the parameters of the algorithm,
A is the number of P objects actually overlapping (temporally) with objects in the
ground truth data, and V is the total number of objects detected in the video. Table
7.5 and 7.6 summarise the results for each object in both the test case scenarios.
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For Heisenbergstrasse:
Table. 7.5. Precision, recall and F Measure using Heisenbergstrasse data
Precision Recall F measure
Time window change parameter
For Cars (A = 61)
0.3465 0.3351 0.3407
For Bicycles (A = 40)
0.0784 0.0856 0.08188
Using maximun RSSI parameter
For Cars (A = 64)
0.3615 0.3516 0.3565
For Bicycles (A = 47)
0.1266 0.1006 0.1121
For Steinfurterstrasse:
Table. 7.6. Precision, recall and F Measure using Steinfurterstrasse data
Precision Recall F measure
Time window change parameter
For trucks (A = 21)
0.3281 0.4666 0.3853
For cars (A = 425)
0.514 0.425 0.465
For bicycles (A = 2)
0.0067 0.0303 0.0110
Using maximun RSSI parameter
For trucks (A = 15)
0.3333 0.3333 0.3333
For cars (A = 451)
0.5356 0.451 0.4896
For Bicycles (A = 0)
0 0 0
7.5 Discussion
This study has explored the potential of using low-cost hardware for WiFi-based
vehicle count. Given existing initiatives to increase free WiFi hotspots in cities
(e.g. European Commission (2018a)), there is a need for techniques which take
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advantage of WiFi availability for traffic monitoring purposes. The advantage of
low-cost sensors over expensive, highly performant sensors is that they can be bought
by a large number of citizens. As a result, they can be deployed on any road of the
city, enabling data collection about traffic at places currently uncovered by official
traffic monitoring techniques. It can be inferred from the results that the proposed
system is capable of identifying some types of vehicles on the road with limited
reliability. The classification accuracy on the low traffic road suggests the ability of
the system to identify large objects like cars with higher accuracy than other objects
like bikes. That is, the proposed system is useful for collecting data about cars and
trucks in the residential areas, where traffic data is not generally collected.
Looking at Tables 7.5 and 7.6, one can conclude that the system should not be used
to count bikes, as the values for precision/recall are simply too low. One can also
notice that the recall values are roughly around 0.33 for cars/trucks in the tables.
This suggests that counting cars/trucks using the proposed technique can be used to
do rough estimates about the number of cars/trucks which have been on the street
during a time period. The recalls being around 0.33 = 1/3 means that if one would
detect 2 cars/trucks with the code, there were roughly 6 cars/trucks on the street; if
one has 1000 cars/trucks in the code, roughly 3000 cars/trucks were available in
reality, and so on. Lastly, it should be noted that the numbers of vehicles identified
in Tables 7.3 and 7.4 are actually quite close to the numbers of the vehicles in the
videos (which suggests a good overall accuracy for the technique). However, the
precision/recall values computed subsequently (Tables 7.5 and 7.6) led to much
lower numbers when it comes to the overall performance. This could be due to
the process of computing precision/recall values during the work. An object from
the code was said to correspond to an object in the video if and only if the time T0
of the video object was within the time window [T1, T2] of the signal fluctuation
(see Figure 7.5). Since the units of measurements were all in milliseconds, and
the times T0 of the video objects were manually identified, there are chances, that
overlaps between the two were missed by the algorithm. Relaxing the ‘if and only if’
constraint a bit could have led to different values of precision/recall.
We believe that our system can help in overcoming the limitation imposed by other
traditional existing methods. The proposed system does not require any installation
within the road surface or overhead that can lead to hindrance in the normal traffic
flow. This advantage of the proposed method helps in overcoming the limitations
imposed by various intrusive methods as discussed by Mimbela and Klein (2000).
The proposed system only performs the simple operation making the data storage and
flow easy and less in volume, which helps in overcoming the barriers imposed by low-
cost computer vision based traffic detection methods. Overall the proposed system
addresses limitations (i.e. cost, privacy concerns, high maintenance requirements,
weather and light effect) imposed by the various methods discussed in the Section
7.5 Discussion 131
7.2. Since the system uses WiFi signals, it is tolerant to weather conditions, such as
rain or thunderstorms, which is a significant advantage over various computer vision
based devices, ultrasonic devices and related technologies. Therefore, it can be
considered as an excellent fit to overcome the performance issues, such as the effect
of weather and light condition, pointed out by Balid et al. (2018) for vision-based or
radar-based low-cost devices. The system only uses RSSI of WiFi signal to access the
vehicles on the road, which can be considered as the simpler version of the approach
suggested by Won et al. (2017). Lastly, the technique proposed does not use any
sensitive data, making it privacy-friendly during traffic data collection.
The system is also subject to some limitations, one major one being its inability to
differentiate between noise and objects in a few instances. This can be because of
the low power of the WiFi signals. During the study, the system represented the
slow-moving pedestrian and fast-moving cars as the same object which leads to
false vehicle identification or sometimes even missing the vehicle. The proposed
method also has specific issues concerning the identification of a big object like
trucks. The results we obtained while analysing the dataset from scenario 2 of the
study suggest the limitation of the current method to identify the long objects, as
the signal transmission path get used to new normal due to low time interference,
missing the data in the process. The low-cost sensor also has its limitations to
function at the specific temperature, or sometimes the sensor behaves unexpectedly
leading to no signals or very high peaks in data. These limitations are inherent to
any low-cost sensing device. Another limitation could the fluctuating tolerance of
WiFi receiver to specific signal strength, making some of the legitimate peaks of
objects as noise in the dataset.
Another critical factor is the selection of thresholds during the study. The limits
defined for identifying vehicles from the receiver dataset are based on the summary
statistics (i.e., using quantile ranges), which is one way of making the threshold
selection systematic. However, the quantile-based threshold values defined may
not be ideal in all situations. Weather and other surrounding situations like the
gathering of people or proximity to vehicle parking can trigger changes in values
at any point during the deployment. These factors can change the observation
value fluctuation to other extreme values, changing the overall quantile range of the
data stream, leading to a sub-optimal threshold definition for vehicle classifications.
Though threshold values are necessary for object identification, choosing the optimal
threshold systematically remains a question which needs further investigation.
In all, the proposed system is capable of overcoming some limitations which exist
in various traffic monitoring methods. It is also useful in addressing the privacy
concerns, making the data collection process easy and fast for real-time traffic
monitoring. The system tolerance to weather and luminescence related conditions
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make this method more advantageous. The very low-cost of the whole infrastructure
($50) can facilitate the traffic data collection using a large number of devices,
enabling better spatial spread for detailed city-level traffic data. The easy deployment
capability and operation with generally available WiFi signals make the system
useful for crowdsourcing, which can encourage citizen participation and open data
collection for open smart cities initiatives.
7.6 Outlook
The proposed system currently utilises the summary statistics for threshold identi-
fication for vehicle type identification and extending it to utilise machine learning
based approaches may help in removing more noise in the datasets and improve the
overall accuracy. Currently, the technique has been only used to detect one vehicle
at a time. Extending it so that it can identify the aggregated peaks of two objects by
using various statistical approaches could also be worth considering in future work.
Another future work could be to improve the performance of the proposed system
by developing new modules which can help in differentiating various small and
big object with speed parameters. Extending the current method with approaches
suggested in Roy et al., 2011; Won et al., 2017 for low-cost open hardware can also
be considered for future work.
The accuracy of the proposed method is measured by using the video data which
is converted to the same scale as data from the receiver by manually watching the
video. This process is error-prone, as the time ascribed by the human being while
counting the video object may not be the exact original time at which the object
crossed the WiFi infrastructure. Future work may consider automating the current
manual process with the application of vision-based analysis, such as using old phone
cameras in combination with proposed hardware. The low-resolution camera from
used phones or other electronic wastes with just enough resolution to differentiate
between small and big objects on the road can help with the real-time feedback
mechanism. Integrating the low-cost video devices data with WiFi receiver data
stream can improve the overall accuracy of vehicle detection and counting.
7.7 Conclusions
In this paper, we presented a WiFi RSSI based traffic monitoring system using low-
cost open hardware that is capable of providing essential functionalities for vehicle
detection and counting. Real-world test results suggest that the proposed method
is capable of detecting the big objects like cars in both low traffic and heavy traffic
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scenarios. The proposed system is promising and can be improved significantly with
more sophisticated tools and techniques for vehicle classification considering its
low-cost, easiness and accessibility of technology used for its implementation. The
proposed system is tolerant to weather conditions and also helps in preserving the
privacy of the commuters by not using any sensitive data for vehicle identification.
Since the technique is based on low-cost hardware, it has the potential to enable well
spread detailed traffic data collection that can help in improving various services in
the future smart cities such as transport planning, detailed air and noise pollution
monitoring to improve Quality of Life (QoL).
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8Synthesis
In this chapter, firstly we present a general summary of the wide variety of approaches
presented in the thesis for spatial modelling of air pollution in open smart cities
(Section 8.1). Following that, the results from Chapter 3 to Chapter 7, under the
perspective of each research questions posed in the introduction (Section 1.4) will be
summarised along with their contributions, limitations and future studies in Section
8.2. Afterwards, Section 8.3 presents the overall contributions of the thesis for Open
City Toolkit (OCT). A discussion of a more general type that has not been expressed
in previous chapters will be presented in Section 8.4. Finally, the outlook for the
research work as a whole will be described in Section 8.5.
8.1 Summary
The purpose of this study was to investigate and develop methods to assist detailed air
pollution monitoring for open smart cities. Combining the existing knowledge from
literature with empirical investigations enabled us to reach the desired objectives.
The literature study (Chapter 2) suggested the need for a flexible method that can
mould to the constraints caused by limited data availability for enabling air pollution
monitoring. With the help of the two statistical methods Land Use Regression (LUR)
and Spatial Simulated Annealing (SSA), the thesis seeks to fulfil this requirement.
However, air pollution monitoring at the city level is hard because of limited or no
monitoring station data availability at the city level. Based on the findings from
the literature study, an optimisation method was developed that can help in finding
locations where the monitoring stations can be placed for initiating data collection
in the city with the desired resolution. The optimisation method uses open data
and identifies a set of locations which can help in developing the LUR model with a
smaller spatial mean prediction error for the study area. Since it is more important
to know precise ambient air quality for areas where people reside, the optimisation
was further extended to find the set of optimal locations which can represent precise
information about air pollutant considering the population distribution, with more
focus on densely populated areas.
The air pollution data from traditional monitoring devices is limited because of
their cost, maintenance and bulkiness, making them very sparsely arranged in
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space and limited in numbers. This thesis investigated a systematic approach to
identify optimal locations for utilising citizen participation opportunity wisely and
address the sparsity and scarcity constraint of air pollution measurements, taking
into account the motive of open smart cities to foster the participation of citizens,
businesses and government. Furthermore, the thesis proposed the involvement of
housing companies for collecting the air pollution data using low-cost sensors, which
can help in overcoming certain sparsity and scarcity limitations along with various
data gaps discussed in the literature concerning citizen participation. Overall, the
approaches discussed in the thesis contribute to help in overcoming the limited
data availability of air pollution measurements; however, the literature and the
approaches we developed in this thesis also identifies a gap in the availability of
detailed traffic data in the cities. Usually, traffic data is available for the limited
number of roads, which limits constrain the magnification of various models for
detailed air pollution monitoring within the cities. The present thesis also attempted
to overcome the lack of traffic data availability by developing a low-cost open
hardware based device. The hardware device uses WiFi Received signal strength
indication (RSSI) for detecting and counting vehicles on the road to generate data
about traffic flow on the road. The detailed summary regarding each specific research
question of this thesis is discussed in the following subsections.
8.2 Summarised Results
8.2.1 How can we use statistical methods like LUR and SSA
for detailed air quality monitoring in an open smart city?
Answering this research question was the primary focus of Chapter 3. In practice,
air pollution monitoring for cities requires a significant amount data of various
kinds. The significant amount of data required can be characterised as ‘big data’.
Traditional statistical methods are limited in their capabilities to handle big data and
challenges associated with it. In the study, we presented various big data challenges
and how these challenges can impact the environmental monitoring for open smart
cities, especially air pollution. In order to address the big data challenges and also
to overcome barriers concerning data for detailed air pollution for open smart cities,
the study discusses the application of two powerful statistical methods LUR and
SSA.
The combination of the methods suggested in the Chapter 3 helps in extending the
data collection process in a way that the maximum amount of data required for
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detailed air pollution monitoring can be extracted from the limited number of data
sources. The LUR approach provides flexibility for incorporating more theoretical
knowledge about the process governing the spatial and spatiotemporal variation
in air pollution. The SSA helps in identifying the finite number of locations by
utilises context-aware goals, which can curb the collection of a significant amount of
nonessential data. This control on the number and optimal locations for air pollution
measurements making the combination of LUR and SSA method a useful process
for addressing big data challenges. Furthermore, limiting the data requirements to
selected variables in LUR and air pollution measurements to only optimal locations
also help in overcoming the big-data challenges, which may focus considering the
recent applications of new alternate data sources (e.g., IoT data) for air pollution
monitoring. Even though the combination of LUR and SSA seems promising, the
study also pointed out a few constraints associated with it. The incapability of
the LUR method to distinguish between the impact of specific pollutants in the
environment because of their symbiotic effects limits its performance. Furthermore,
well-applied SSA function depends on the various essential input parameters. The
calculation of appropriate parameters requires various test runs which can be time-
consuming. Additionally, the SSA implementation to identify optimal locations may
also require a significant amount of time, depending on the size of the area and
objective under consideration.
Fundamentally, the power of statistics can help in solving various challenges of big
data. The combined application of statistical methods like LUR and SSA can be a
useful approach for extending air pollution monitoring at a finer scale for the open
smart cities along with addressing big data challenges. However, it is also important
to keep in consideration a few essential prospects. Firstly, concerning variable
selection for developing legitimate LUR model. Secondly, about the design of SSA-
based optimisation objective function which relies on the quality of input variables
used in selected LUR model. Finally, the requirement of SSA input parameters, such
as probability distributions and temperature change functions which are decisive for
the quality of optimisation outcomes. The approach can also be useful for extending
the monitoring of various other environmental factors impacting human health in
cities, such as noise pollution.
8.2.2 How to systematically place stations for an air quality
monitoring network to maximally reduce land use
regression prediction errors?
Air pollution monitoring relies on the availability of monitoring station measure-
ments. Air pollution modelling approaches like Land Use regression (LUR) uses the
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monitoring station data for estimating the air pollution at the unmeasured locations.
Commonly, one of the constraints for developing LUR models at a finer spatial
resolution for the cities is the limited or no monitoring station data availability. To
overcome the limited data availability, deploying few monitoring stations in the study
area can help; however, sometimes the new sensor deployments may not be helpful
for capturing the detailed spatial variability of air pollution in a city. Systematic
selection of monitoring station locations for establishing the new monitoring station
network or extending the existing monitoring network is desired for robust LUR
(Hoek et al., 2008; Kanaroglou et al., 2005a). In Chapter 4, the question concern-
ing systematical placement of air pollution monitoring stations was addressed by
developing the optimisation method. The objective of the optimisation method
was to find the set of locations which together can decrease the spatial mean of
prediction error for a given LUR model. Usually, the air pollution monitoring stations
are very sparsely arranged which act as a barrier for detailed city-level air pollution
monitoring. Even though it is possible to access open data about the explanatory
variables for LUR estimations, the limited number of sparsely arranged monitoring
stations measurements restricts the computation for precise air pollution monitoring
at a finer spatial resolution in cities. In order to overcome such a limitation in air
pollution modelling, an optimisation method was developed which was presented in
Chapter 4.
The optimisation method requires a given LUR model, and its predictor variables
for finding the set of locations represent the minimal LUR prediction error for the
study area. If the study area has monitoring station measurements for LUR model
creation, optimisation function can use the particular LUR’s covariates in SSA to find
optimal locations for extending or redesigning the existing monitoring network. In
the case where the measurements are not available, the study suggests using one
of the ESCAPE project’s LUR model for identifying locations to collect air pollution
data by using the optimisation method. In any case, the essential requirement for
optimisation method is the LUR model, and the predictor variables involved in it to
run optimisation function.
Generally, air pollution monitoring aims to understand the impact of pollutants on
the population living in the cities. In the study, the optimisation method mentioned
above was further extended to find the optimal locations considering the weight
of the population while identifying optimal locations. The extended optimisation
approach helps in identifying the locations by prioritising the areas where the
population is higher, as in, finding locations which decrease the prediction error
for the populated areas of the city. The application of the optimisation method was
demonstrated by the case study of the city of Münster. The result shows that the
optimisation method performed well by decreasing the spatial mean of prediction
error from the initial monitoring network configuration to final optimal configuration
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by 99.87% and 99.94% using optimisation method without and with population
weight respectively for the given LUR model. The result of the study was promising,
which demonstrates the applicability of the method discussed in Chapter 3.
The optimisation method has the advantage of being flexible regarding input covari-
ates integration and autonomy to monitoring station measurements for identifying
locations to initiate air pollutant measurement collection. Which means, without the
availability of air pollution measurement data we can start the process to identify
locations that can help in detailed air pollution monitoring in cities. The optimisation
approach also enables the transferability of the already existing LUR models, hence
making the air pollution monitoring initiative more cost-effective (Hoek et al., 2008;
Allen et al., 2011). Furthermore, the extended version of the optimisation method
provides resilience for increasing and decreasing the weighted regions of the study
area making it more flexible concerning applicability. The study also has few limita-
tions concerning the selection of a particular LUR model in the case where there is
no existing data for developing the LUR model for the study area. The selection of
LUR can be arbitrary or based on specific variables of significant importance, leading
to assumption based selection. The limitations also include the inherent assumptions
of multiple regression concerning linearity between dependent and independent
variables, independence and normal distribution of error terms which are typical for
any regression studies (Beelen et al., 2013a; Beelen et al., 2009). Another limitation
is regarding the utilisation of SSA, as it is a stochastic approach, which implies, every
run of the optimisation with the same data and parameters may provide different
outcomes (Helle and Pebesma, 2015).
Overall, the optimisation method developed was capable of identifying the optimal
locations with a well-spread monitoring station locations in the study area. It is
subject to the boundary effect, which is common for any SSA based optimisation
(Van Groenigen and Stein, 1998). The extended version of the optimisation also
demonstrated the acknowledgement of the population weight for identifying the
optimal locations which decrease prediction error for the populated areas of the city.
The optimisation method can be a useful tool for planning air pollution monitoring
networks, however, sometimes the clustering of optimal locations may arise in opti-
misation. The reason for clustering can be attributed to the spatial autocorrelation
in the variables used for optimisation or the annealing parameters used for SSA. It
is important to investigate the legitimate parameters for SSA to prevent attaining
local optima during the optimisation process. The process to identify the legitimate
parameters for annealing may be tedious, as it may require various test runs. The
annealing process may also be time-consuming, which usually depends on the size
of the area under consideration, the number of variables used for computation and
computation requirements for calculating the objective function values (also called
energy in SSA).
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8.2.3 How can citizen participation curb the air pollution data
sparsity constraint for air quality monitoring?
Citizen participation is one of the significant aspects concerning the vision of smart
cities (Risimati and Gumbo, 2018). Citizen participation can promote action to
prevent harmful exposures or improve local air quality. Traditionally air quality was
measured using the sophisticated pieces of equipment that are expensive, bulky and
require high-maintenance. The recent advancements in the miniaturisation and other
information and communications technologies (ICT) have brought to market many
low-cost sensors. These low-cost sensors extend the opportunity to collect data at
higher spatial and temporal resolution, which is hard to achieve using conventional
devices. Individual citizens and environmental communities are showing interest
in collecting air quality data. Such participation can help in gathering the vast
amount of data that comes with large-scale deployment (Schneider et al., 2017b;
Clements et al., 2017a). Citizens are ready to participate but to understand the
spatial variability of air pollution, the question of where they need to collect the
air quality data is essential. Most of the times, citizens install the sensors at their
place of residence, which sometimes lead to repetitive data or false data into the
data collection process, hence limiting the full application of citizen sensors for air
pollution monitoring (Budde et al., 2017). In the Chapter 5, the study developed
an optimisation method which can assist in the systematic deployment of low-cost
air quality sensors for detailed air pollution monitoring in cities. The study presents
and tests the approach to utilise the citizen participation for air pollution monitoring
using LUR models. The combination of locations in the optimisation method was
identified using the objective function which takes into account two constraints:
1.) well-spread citizen sense network and 2.) set of locations which represent the
minimal spatial mean prediction error for a given LUR in the study area.
The developed optimisation method was tested for two different cases. Both the
cases use the equal weight for the two optimisation constraint discussed above.
The monitoring stations used were from the crowdsourcing network existing in
the city of Stuttgart. Initially, the method was tested for the case where it was
assumed that no monitoring station data exist to develop LUR model, only predictor
variables based on previously existing LUR studies (such as ESCAPE (Beelen et
al., 2013b)) was available from several open data sources. The study tested the
optimisation method using the previously existing model of Austria (Beelen et al.,
2013b), considering that the model contains altitude as one explanatory variable for
PM2.5 concentration in the study area. Stuttgart is located at an altitude ranging
from 207 m to 549 m; hence we assumed that the Austrian model could be an
alternative LUR for the study. The number of stations and their locations was used as
they exist in the real world and has nothing to do with the LUR model. The results
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obtained were clustered as well as spread-out considering the two constraints of the
optimisation method. The clustering can be because of the LUR model not being the
real representation of the pollution in the study area. Another explanation could be
the spatial auto-correlation of the variables involved in optimisation. Moreover, the
results demonstrated a distinct improvement by decreasing the prediction error in
the resulting configuration compared to the original configuration we gave as input
by 52.42% for a given ESCAPE Austria LUR model.
The second and final test performed was based on the LUR model developed using
the citizen sensed air quality data. We used the procedure suggested by ESCAPE
(see Beelen et al., 2013b) for developing a regression model. The open data from
various data sources were used as explanatory variables for the study. The regres-
sion model we obtained was with a very low R2 value of 0.1422, but this model
could be a better representative for explaining the pollution for the study area
than arbitrary or assumption based model selection (as we did in the previous
case). The optimisation method was then tested using the developed LUR model,
resulting in the identifying configurations for monitoring network that were less
clustered and with better spread than the previously tested cased for assumed LUR
model. The optimisation method performed considerably well by identifying the
well-spread monitoring station network while also decreasing the prediction error in
the optimised configuration compared to the original configuration given as input by
52.39%.
The tests of the study present promising results regarding the performance of the
optimisation method considering the objective of identifying locations which are well-
spread and represents minimal prediction error for the study area. The advantage of
the method is its resilience to incorporate available open data for the optimal location
identification to initiate or redesign existing air pollution monitoring network. The
method also allows laying custom weights on the two constraints, which must be
equal to or larger than 0 and sum to 1. Primarily, the application of the developed
optimisation method can encourage systematic practice for VGI based opportunities
by identifying locations. Limited locations but essential location selection for overall
air pollution modelling process may lead to wisely use citizen participation and also
limiting the flow of nonessential data into the process. The study also discusses
the significance of the number of participants required for efficient air pollution
monitoring for the city, making it cost-efficient. Another significant advantage of the
approach is the open access availability of the data to various authorities and public
for environmental issues as well as for the researchers and businesses to perform
analyses and then share the services with the users. The proposed approach helps in
enabling systematic VGI based data collection process that may open up channels
for further communication among researchers, analysts and might help advancing
science.
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Along with the advantages, the method also suffers few limitations concerning the
reliability of measurements and maintenance aspect of the sensors. Since the sensors
were from low-cost sensors, the need for re-calibration and maintenance are usually
required, which may limit the regular, uninterrupted flow of data. Also, the frequent
involvement of citizen to actively commit on a day to day bases to keep up sensors
running may not be practically possible. Sometime, citizens may also act selfishly and
use devices for personal benefits, such as for indoor air pollution monitoring, leading
to false data in the pollution monitoring process. Another major limitation is the
behaviour of the citizens in the data collection process. With time the participants’
interest to collect data fades, leading them to act as lurkers, which may impact the
whole process of air pollution monitoring. Privacy concerns are also triggering the
unwillingness to participate in the data collection process, which leads us back to
the lack of data. The optimisation also suffers from the limitation as discusses in
the previous study concerning LUR and SSA. The process of optimisation using the
objective function we developed is tedious. For our analysis, the process took hours
to days for identifying the optimal parameters and deciding best configuration for
further analysis.
Altogether, the optimisation method has the potential to initiate systematic VGI based
air pollution data collection. The method helps in first deciding the research goal
and then helps in planning by identifying the optimal locations for air pollution data
collection, making the whole process of participatory data gathering and analysis
more efficient as suggested by Clements et al., 2017a. Moreover, the optimisation
method generated clustered results, which can be attributed to factors concerning
the variables used, annealing parameters and the LUR considered. Moreover, these
factors can be improved if more open data is available to develop variables which
can explain air pollution better for the study area. The approach also has the
vulnerability to cluster around the extreme values producing few clusters in the
optimisation method. Future research can consider developing the constraints in
objective function which can limit the sampling of points on the well-distributed
range of values of variables under study and not only extreme values.
8.2.4 How can housing companies act as stakeholders in
participatory processes for air pollution monitoring to
address data gaps?
In practice, citizen participation suffers from challenges related to data gaps (due,
e.g., to the lack of calibration, maintenance and replacement of sensors), lurker
phenomena from individuals and concerns of citizens about privacy. The study
in Chapter 6 helps in addressing such challenges which limit air pollution data
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collection by using participatory sensing approaches, which is not limited to citizens.
The study discusses the importance of involving the private-public stakeholders in
the air pollution data collection process. The study proposes the idea of involving
housing companies as stakeholders of a participatory sensing initiative to support
air pollution monitoring close to where people live. The study proposed that the
housing company can play three different roles as suggested in the literature for
participatory sensing framework:
1. as campaign administrators, i.e., initiate participatory sensing campaigns when
they invite their tenants. Also, the housing companies design, implement,
manage, and maintain PS infrastructures for houses spaces,
2. as participants when they install low-cost sensors which collect data continually
about the air quality,
3. as end-users when they visualise the data collected, reflect on it, and take
evidence-based measures to improve the QoL of the residents.
The participation of housing in air pollution monitoring initiatives can be a useful
alternative for air pollution data, which also overcomes some limitations of the
citizen participation approach. The limitation with regards to the unwillingness to
maintain and re-calibrate sensors from time to time can be resolved by involving
housing companies as campaign administer. The misuse of the sensors by citizens
can be mitigated if housing companies can act as a participant. Finally, the lurker
phenomena and privacy concern limitations can be addressed, if the housing com-
pany act participant and end user by broadcasting the data to the public and based
on group privacy implementation. In all, the proposed approach can overcome
various limitations of the citizen participation and encouraging “good” air pollution
data collection from a well maintained low-cost sensor network.
The study further investigated the perception of housing company for getting in-
volved in a participatory sensing approach through a survey questionnaire to the
executive and planning personnel of 42 major housing companies of Germany. The
result of the survey reveals the majority (78%) of housing companies who responded
(18 responses from 71 housing companies in Germany) were interested in being
part of participatory sensing framework to aid in collecting air pollution data using
low-cost sensors.
The proposed approach also sustain some limitations. Issues concerning the own-
ership of the collected data, housing companies commitment to calibration and
maintenance and chances of housing companies as a lurker in the data collection
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process may impact the whole data collection process. Also, concerning privacy, the
trade-off between information sharing and services may lead to individuals missing
some interesting personalised service. The full anonymity of the residents, may not
be guaranteed as the scientific community is yet to provide a full-proof solution for
privacy.
All in all, the involvement of housing companies can help in collecting data from
well maintained, well spread and in reasonable proximity to peoples’ living spaces.
The housing can not only provide data but can also initiate the data collection
process which can help in monitoring air pollution for the whole city with great
detail. Housing companies can also provide services to the citizens by developing
various new service models. As results suggested, few companies were interested in
being part of the initiatives; however, the response rate we have in our survey was
pretty low which was expected as we administered the survey to the executive staff
of the housing companies. Future research may consider surveying the people living
in the housing company premises and housing companies to get a broader picture
about general public interest in air pollution-related services if housing companies
collect data.
8.2.5 How can we take advantage of WiFi networks to collect
detailed tra c data in the city?
Road traffic is amongst the major sources of air pollution. In Europe, traffic con-
tributes to 40% of NOx and PM2.5 pollution. In order to monitor air pollution in
cities, traffic data is one of the crucial inputs for air pollution monitoring. Especially
in the case of the LUR method we discussed in the previous studies, traffic data is an
essential input (Beelen et al., 2013b). Traffic data is also useful for city governance
to survey existing traffic conditions which may lead to air pollution outburst at
specific locations in the city. For modelling air pollution at higher resolution, we
need to have high-resolution input data too. Usually, traffic data is not available
at higher resolution; only a few major roads are monitored in cities considering
their significance to the transportation system and local authorities. However, for
modelling air pollution, detailed traffic related data can lead to better understanding
of traffic-related emission impact on air pollution and its spread. To curb the limited
traffic data availability in cities, in Chapter 7 we presented a method to gather traffic
flow data on the road. The method utilises the open hardware to measure traffic
data using WiFi, which is available in abundance nowadays. The hardware device
uses the WiFi received signal strength indication (RSSI) to identify the objects on
the road.
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The traditional way of measuring traffic intensity on the road requires various kind
of sophisticated devices ranging from high-resolution cameras to Infrared (IR) and
ultrasonic devices. However, these devices are expensive, need high maintenance
which can interrupt traffic, bulky and not compatible in various weather conditions
making it hard to gather traffic data at a detailed level in cities. To overcome all
these constraints we developed a traffic monitoring system, which is capable of using
WiFi RSSI to detect the object and count it for traffic data collection. The method
identifies the object based on the interference cause, which is further analysed to
identify the vehicle type, such as the car, truck and bikes.
The developed hardware was tested in two different real-world scenarios: a.) under
low traffic condition, b.) under heavy traffic conditions. Both scenarios were real-
world situations at two different roads in the city of Münster. The hardware was
installed on the opposite sides of the road with WiFi transmitter on one side and
open hardware we developed as a receiver on the other side of the road. Vehicle
passes from the middle of the two devices. Whenever, any object crosses between
the devices, lead to an interference in the signal flow. This interference is recorded
by the receiver, which is further utilised to detect the object and identify the type of
object. The proposed system is capable of identifying some types of vehicles on the
road with limited reliability.
Various sophisticated methods exist to analyse RSSI changes, we have used the
simple amplitude and time width based approach to analyse the RSSI for object iden-
tification and detection. The hardware performs better in the low-traffic scenarios,
making it useful for the residential and low traffic zines of the city. These areas are
not usually monitored for traffic, but by using the proposed hardware, it is possible
to monitor now. The advantage of the developed hardware and the proposed method
is its ease, performance and low cost. Another significant advantage is its ability
to work in extreme weather conditions, where some of the sophisticated devices
suffer to provide results. The advantage also includes its ability to monitor traffic
independent of any connection to mobile devices or utilising any sensitive data like
video recording, hence preserving the privacy of the commuters. One of the notable
drawbacks of the method was the unreliable signal fluctuations, which sometimes
can lead to wrong results. There are also some limitations concerning the hardware
processing power such as storage capacity, processing power; however, it can be
addressed by increasing the memory on the board.
Primarily, the hardware and method are capable of identifying the objects on the road
with high precision. The deployment of the developed low-cost sensors at a large
scale in cities can help in collecting the traffic intensity values which can contribute
to the detailed information of traffic flow in cities. The collection of traffic data
can further help in detailed air pollution and noise modelling. Use of the proposed
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hardware can also help in enabling smart traffic and commute systems with real-time
data. The significant contribution of the developed for transport monitoring is its
low-cost for enabling crowdsourcing. The real-time privacy protected crowdsourcing
data can be useful, as it can act as a feedback system, which can help in enabling
quick services for city transportation and related domains such as air pollution
monitoring. Moreover, further work is needed to make the idea more implementable
and efficient to distinguish between objects with more accuracy.
8.3 Contribution to Open City Toolkit and its
Significance
Detailed air quality information can be essential for improving quality of life (QoL)
in cities. This thesis focused on solving various issues on the road towards detailed
air pollution monitoring using open data and open source tools for the open smart
city. To implement the approaches discussed in the thesis, we utilised open data and
open source tools modules like QGIS, GRASS and the R statistical environment. The
scripts were developed to evaluate and utilise the available open data for city-level
LUR model creation, optimal location identification for sensor placement in cities
which can foster further data collection by involving government, private-public
stakeholders and citizens, as discussed in Chapters 4, 5, 6 of the thesis. These R
scripts together act as tools in the Open City Toolkit (OCT) which is a deliverable
under the scope of the EU H2020 project GEO-C. Furthermore, the thesis also tried
addressing the lack of detailed traffic data for the city by developing the open
hardware which is also a contribution to the OCT for enabling open data collection
and exploitation.
In all, the contributions of this thesis for the OCT can be summarised as follows :
1. R scripts for developing LUR model using open data (Chapter 3)
a) GitHub repository : OCT-LUR-Scripts (Gupta, 2018d).
b) Content: Source code, data, results and detailed guide for utilising the
contribution.
2. R scripts for optimal location identification for robust LUR (Chapter 4)
a) GitHub repository : AQ-MND-optimisation (Gupta, 2018a)
146 Chapter 8 Synthesis
b) Content: Published paper, source code, data, results and detailed guide
for utilising the contribution.
3. R scripts to download and utilise citizen sensed air pollution open data and
optimisation method (Chapter 5)
a) GitHub repository : VGI-AQM-Optimisation (Gupta, 2018f)
b) Content: Source code for downloading crowdsourced air pollution data,
the source code for analysis, data used in analysis, results and a manual
for utilising the contribution.
4. Open hardware tool for road traffic data collection (Chapter 7)
a) GitHub repository : WiFi-Hardware-setup (Gupta, 2018g)
b) Content: Detailed specification of the open hardware developed for traffic
monitoring, the source code to set up, and data analysis module.
5. Manual video data extraction tool for ground truth dataset generation (Chapter
7)
a) GitHub repository : WiFi-traffic-videotool (Gupta, 2018i)
b) Content: The source code of the web-application and instructions for
using the video tool.
6. Datasets used and created during the project (Chapter 4,5, 7)
a) GitHub repository : ESR08-OCT-Datasets (Gupta, 2018b)
b) Content: The dataset used in during the study and their links to access
from Zenodo.
Upcoming contribution
1. A comic version of the whole thesis illustrating the significance of each chapter
and its importance for enabling open smart cities.
a) GitHub repository : ESR08-Thesis-comic (Gupta, 2018c)
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b) Content: The repository will contain the comic representing the contribu-
tion of the work done my ESR08 concerning Open smart cities.
2. Shiny app for developing LUR using open data
a) GitHub repository : OpenLUR-Shinyapp (Gupta, 2018e)
b) Content: The repository will contain the shiny app for developing LUR
model using open data for Open smart cities.
8.4 General Discussion
The recent proliferation of the visions of smart, resilient, healthy, green or sustainable
cities around the globe is the part of strategic countermeasures by various institu-
tions to the growing cities as the nexus of human and societal developments. The
advantage of these bottom-up approaches is their promise to reduce risk and barriers
to enable less affluent cities and communities to undertake the visions mentioned
above. Urbanisation, along with urban growth brings about more environmental
severe problems, such as deforestation, air, water and pollution. The European
Union (EU) is fostering efforts in devising strategies for achieving urban develop-
ments in a smart way for its metropolitan areas by investing in ICT research and
innovation and for developing policies that can stimulate improvement in the QoL
of citizens and be making cities sustainable and liveable (Caragliu et al., 2011). It is
expected that more extensive developments and practical use of digital technologies
can provide citizens with better QoL and wellbeing (Europe Commission, 2015). For
the realisations of the vision of smart cities and their impact on the general public,
it is believed that the services provided by either local authorities or public-private
stakeholders should be initiated in a collaborative, sustainable and creative way, thus
making the most of any opportunity and potential for quality of life improvement.
Considering this line of thought, this thesis attempted to address few limitations in
detailed air quality monitoring for the open smart city, hence can facilitate fast and
precise information about air quality to citizens for improving their quality of life
and well being in cities.
Air pollution has been a topic of debate for ages, and still, we are not able to control
it well. Air pollution is impacting the epicentre of our civilisation. Cities, extensively
and causing global health and economic impact, leading to decreased quality of life.
There is also inequality in air pollution distribution and exposure in cities, which
may lead to environmental inequalities causing social and economic challenges in
cities. Relying on distinct authorities and policymakers for addressing these global
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issues is not practically the solution, as we can see from the history. Residents and
businesses of the city can also be part of the solution as much as they are part of the
problem. Collective efforts are required to address such issues of our generation.
While the thesis explored the ways to enable detailed air pollution monitoring in
cities utilising open and participatory approaches, Section 2.4 referred to various
other modelling techniques used for air quality monitoring. The thesis proposed
methods which are flexible and able to help in utilising open available data and tools
to model air pollution and to optimally place monitoring devices for data collection.
The case studies presented in the thesis seek to reflect on the practical adoption
of the proposed approaches for overcoming some of the barriers to detailed air
pollution monitoring.
As recent research suggests, air pollution is one of the great killer of our age
(Landrigan, 2017) and especially in urban areas, where combustion and traffic-
related emissions are impacting the QoL profoundly. We decided to dedicate the
research under the general topic of “ Sensing Quality of Life ” for addressing this
significant health burden. Although the thesis has not implemented the outcome
of the research on the ground, the approaches developed during the research work
suggest promising statistical significance making it worth for consideration in the
planning and implementation phase. The convergence of smart cities and open data
initiatives is fast unfolding designating the outcome of the thesis more applicable.
The overall outcome of the thesis contributes by providing various approaches which
can promote monitoring air quality at a detailed level in the city using Land Use
Regression (LUR) method as the bases for modelling air pollution. However, the
concepts in this thesis take into account the limited reliability of the results because
of various assumption going under the LUR models and the stochastic method SSA
such as the linear relation between the pollutant concentration and explanatory
variables, independence and normal distribution of error term, which may not
represent the reality.
Furthermore, it is important to be aware of a few considerations before using the
results from the proposed approaches. The outcomes are generated using open
access data sets, which means the inherent errors in data sources may influence the
outcome. This can also be seen the other way as the use of the input data can partly
explain the model errors. The approach used in the study provides the flexibility
in such a way that LUR modelling can be initiated from whatever possible data
sources we have in hand. Nowadays at least the geographical data from the Open
Street Map (OSM) is available along with various open remote sensing data hubs
(Copernicus, 2018), which can be the useful source for generating variables required
for LUR development as per projects like ESCAPE (Eeftens et al., 2012a; Beelen et al.,
2013b). Moreover, there has been an increasing discussion in the literature about
opening up of city data, which will make the LUR modelling approach more useful as
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city-level data can be used as input. The approach is also flexible in the sense that it
allows incorporation of whatever data is collected from participatory approaches and
a significant amount of freely available remote sensing data, augmenting the work
of (Schneider et al., 2017b; Clements et al., 2017a; Kumar et al., 2015b; Wulder
and Coops, 2014; Mayfield et al., 2017)
In the case of absence (or limited availability) of air pollution measurement data
for LUR modelling in the city, the thesis suggested optimisation method which can
be used by environmental authorities for systematically placing new monitoring
devices in the city or by environmental activist and businesses to install low-cost
sensors as part of the participatory approach. The optimisation methods allow
considering variables which can be significant for predicting air quality in the city
using the previously developed LUR model as the starting step for initiating the air
pollution data collection. However, it is important to note that arbitrary selection
of model from the existing LUR models in literature may not be providing the
appropriate information to infer the locations for placing sensors. Hence, it is
essential to understand the significance of the selected model and the variables to
the optimisation. As the variables used in optimisation are selected from LUR, the
flexibility of the LUR continues in the optimisation. Another important aspect of the
optimisation method is the variation in the final configuration output because SSA is
a stochastic method, even with the utilisation of same data and parameters the final
configuration obtained vary in each iteration. Also, the consideration for boundary
effects of the SSA is important while accessing the relevance of the optimisation
outcomes (Van Groenigen et al., 1999).
The types of monitoring sites used in developing LUR models has been somewhat
arbitrary (Wu et al., 2017) or ad-hoc (Beelen et al., 2013a). The systematic way
of exploring the geographical distribution of the air pollution monitoring stations
is essential, the present thesis help in systematically characterising the locations
which are in the selected LUR models. Also, few critical regulatory and policy
considerations need to be taken into account for identifying locations. Existing local,
regional or national policies for monitoring are essential and need to be weighted
while creating an objective function for optimisation (Muller and Ruud, 2018). In the
thesis, the approaches discussed takes into account only LUR variable consideration,
and future work may incorporate regulatory consideration to making the system
more suitable for the application. No particular configuration of monitoring stations
can simultaneously provide precise information about all the pollutants because
of the LUR models’ shortcoming to make a distinction between the influence of
the different air pollutants, which also influences the outcomes of the optimisation
method. Specific LUR and optimisation methods will address specific pollutant
monitoring need. However, having widespread multiple sensors across the city
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can be a useful approach of deployment in generalising the approach for various
pollutant concentration measurement. In the [LUR CROWEDSOURING SPREAD ]
The traffic data is hard to acquire, and authorities are not so open to sharing the
useful data easily. Even though the data will be shared at some point, the amount
of data is limited to certain major roads of the city. If the air pollution information
needs to be estimated in detail, it is essential to have information about traffic in
detail, not only temporally but also spatially. The hardware device and method
devised in the thesis is low-cost, which can make its utilisation for data gathering
at various locations in the city. Even citizens can collect the data and share it in
an open domain for further application. With the EU’s plans to install more WiFi
networks in public spaces (European Commission, 2018b), it is advantageous to
have approaches which can extend the usability to such initiatives along with already
existing public WiFi. The method presented in the thesis can be a useful tool to
re-utilise the abundance of WiFi networks for addressing various significant concerns
of the city, such as traffic mobility, air pollution, sound pollution. As the approach
does not have dependencies on the commuters to connect to the network or register
the device, the applicability becomes much easier. Furthermore, the method for
calculating traffic only analyses the change in the WiFi signal strength, making it
privacy proof and so the data can easily be shared fostering real-time usability.
8.5 Outlook
In this thesis, various approaches to help in the detailed monitoring of air pollution
in the open smart city have been presented. Although many approaches exist, the
presented approaches leave room for many more advancements and applications
in the future. Most importantly, the practical implementation of the citizen partici-
pation sensors for air pollution data based on optimisation method outcomes must
be conducted to understand the practicality of the method. This will be useful espe-
cially in the case studies to understand the applicability of low-cost sensors for air
pollution monitoring under systematically planned data collection initiatives. It will
be important that future investigations take into account the effect of geographical
information, preliminary observations, and information on the spatial correlation
to help improve optimisation strategies (Beelen et al., 2009; Brus and Heuvelink,
2007; Wadoux et al., 2017). These tasks were left out during the work and could be
focused in future.
Further areas for investigation worth mentioning include:
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1. Exploring the ways of extending the approach for other adverse environmental
factors monitoring using open data,
2. Incorporating regulatory constraints in optimisation objectives,
3. Focusing on spatiotemporal optimisation methods for real-time monitoring,
4. Shedding light on the applicability of the method for supporting various health,
environment and public participation related urban sustainable development
goals for cities,
5. Working on systems which can enable data gathering from all stakeholders,
6. Usability of approach for detail climate impact assessment in cities,
7. Extending approaches which can help in geomedicine and geohealth informat-
ics.
Extending the approach for other adverse environmental factors monitoring
The Internet of Things (IoT) is rapidly gaining attention as a key enabler of the
smarter cities and the future. The WHO and its partners are using IoT for helping to
improve the health and well-being of people in cities. Participatory sensing is also
utilising the power of IoT solutions for data collection. Encouraging the IoT based
participatory sensing applications systematically by utilising the approach discussed
in Chapter 5 can further help in high-resolution monitoring of various environmental
factors impacting human health in cities, such as urban heat, humidity, pollutants.
With the help of advancing open remote sensing tools like OpenEO, 2017, the
detailed monitoring of environmental factors can be further extended with timely
outcomes.
Incorporating regulatory requirements in optimisation objectives As discussed
in Muller and Ruud, 2018, there are various regulatory constraints which govern the
design of the monitoring station networks. It is important to take into account the
measures put forward by various regulatory bodies (e.g., European Union, 2008a;
Raffuse et al., 2007) while finding optimal locations for practical implementations
of the services involving regulatory bodies for equal participation. For example,
extending the method from Chapter 4 with adding to objective function rules
concerning regulatory requirements can help in identifying locations which may
honour requirement for decreasing prediction error and regulatory principles for
robust LUR estimations.
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Spatio-temporal optimisation methods for real-time monitoring The present
work focuses on the approaches which can help in a spatial context for air pollution
monitoring. Future work may involve developing the optimisation method which
can be tailored for multiple pollutant measurements. It is also essential to know
the temporal dimension of the environmental variables, because of their temporal
dynamics. Developing the optimisation methods which can help in identifying
locations in real time for spatiotemporal monitoring can be another extension. The
spatiotemporal monitoring optimisation approach can be considered as the location
identification approach which can help in real time identifications of the set of sensors
that should register data for a specific pollutant at a specific time. However, such
an approach can be used when the well-spread air pollution monitoring network
with a significant amount of sensors exist. Collecting data with space and time
consideration can be useful for not only capturing specific spatiotemporal dynamics
but also restricting the flow of unnecessary data in the process, which can improve
the speed of data analysis and information generation.
Working on the unified systems which can enable data gathering from all stake-
holders The need to have a unified system for all stakeholders is essential to support
the vision of open and transparent governance. Extending the platform like Open
City Toolkit (OCT) (Degbelo et al., 2016) for real implementation in cities can help
in enabling data sharing, participatory data gathering and collective decision making.
Hence, can contribute to anticipating equal participation and responsibility sharing
for combating various problems in cities. For instance, extending the tools proposed
in this thesis for OCT can help in bringing together citizens, housing companies
and governmental organisations. This unification can encourage dialogues between
different parties to discuss there roles and contributions for enabling detailed air
quality monitoring for the city.
Shedding light on extensions to support urban sustainable development goals
Since the underlining aim of the smart cities is to enable sustainable urban growth,
it would be interesting to see, how the approaches presented in the thesis can be
extended for supporting certain goals of United Nations Sustainability Goals (UNDP,
2016), especially for:
1. Goal 3: Good health and well being, by further developing the methods
proposed in the thesis, especially from chapter 3, 4, 5 to help in monitoring
and communicating citizens about health risks and healthy mobility for cities.
2. Goal 10: Reducing environmental and social inequality, by fostering partici-
pation and sharing the detailed information about the environmental factors
to the people in cities. The detailed information can be generated using the
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outcomes of the thesis and further extending it for environmental factors. In-
formation sharing and inducing participation are the ways promoted to reduce
social inequalities.
3. Goal 13: Climate action, by broadening the approaches proposed in this thesis
for detailed information creation concerning environmental factors which can
help in explaining the effects of climate change at the micro level in the city.
4. Goal 17: Partnerships for the goals, by utilising the benefit of methods in
the thesis for developing the unified platforms, open data application and
stimulating participation of various stakeholders of the city for monitoring and
discussions.
Figure 8.1 presents a mind map highlighting the general applications of the outcome
of each chapter for the UN sustainability goals to develop sustainable cities.
Working towards approaches which can contribute to geomedicine and geo-
health informatics
Detailed information about the environmental factors and well participatory frame-
work can be useful in accessing individuals exposure to adverse conditions in space
and time (Jenerette et al., 2016). Various environmental factors can contribute to
specific health risk scenarios such as communicable disease outbreak, thermal dis-
comfort, cardiovascular distress (Salata et al., 2017). Detailed information can help
with environmental factors can enhance the capabilities of the health care system by
taking mitigation measures, providing personalised treatments and helping people
to improve their quality of life in cities.















































































































































































































































































































































































































































































































































































































































































































































































Figure. 8.1. Mind map shredding light on the possible extensions of the outcomes of this




Open and participatory approaches have great potential for addressing various con-
cerns in the public domain because of their abilities to involve multiple stakeholders
to overcome specific challenges which are hard to be taken care of by individuals.
Cities are a multifaceted entity, and one single entity cannot quickly solve all the
emerging concerns. Involving general public and private-public stakeholders will not
only help to gather data but also can contribute to bringing forward new ideas and
solutions. In the thesis, we explored different approaches that can help in utilising
open data, citizen participation and businesses for air pollution monitoring in cities.
Our results demonstrate that with the application of flexible and robust statistical
methods like Land Use Regression (LUR) and Spatial Simulated Annealing (SSA),
open data can be beneficial for detailed air pollution monitoring and also counter
big data challenges. While the flexibility of LUR models allows the application of
open data, limitations exist regarding air pollution measurement data in the city,
making the whole approach for detailed air pollution monitoring coarser.
In order to address the limitations caused by lack of monitoring station measurements
for monitoring air quality, the thesis developed an approach for identifying optimal
locations, thereby enabling data collection. The optimisation method developed
achieves the objective of identifying the set of locations in the city which can decrease
the prediction error for the air pollution estimations using a given LUR. The approach
was also extended to identify the set of locations which consider the population
weights, to model air quality with less prediction error close to populated areas of the
city. By using LUR and SSA, we were able to provide a systematic workflow that can
guide additional data collection in cities. The approach has a potential to foster the
systematic, collaborative collection of air pollution data involving citizens, businesses
or governmental organisations for detailed air pollution monitoring approach more
producible and transparent.
In practice, the monitoring stations used by governmental agencies are bulky and ex-
pensive, making their deployment limited to only a few locations in the city (usually
one or two). In order to address the limited data availability constraints, the thesis
also demonstrates the applicability of the optimisation method to enable systematic
data collection using citizen sensed air pollution data. The citizen sense approach
utilises low-cost sensors, enabling them to be deployed in bulk. Even though the
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reliability of low-cost sensor measurements is still the matter of discussion, the
relative changes in measurements can help in identifying the surrounding geograph-
ical variables which can explain air pollution locally, making it acceptable for LUR
modelling. However, some time citizen participation may lead to false data along
with several data gaps. For overcoming the data gaps in participatory frameworks,
the thesis also proposed the approach for involving housing companies in the air
pollution data collection process using low-cost sensors. The inclusion of housing
companies in the process helps in overcoming some of the factors which can feed
in false data in the air pollution monitoring, therefore encouraging private-public
partnership in overcoming barriers to detailed air pollution monitoring for open
smart cities.
For monitoring air pollution, traffic data is of high relevance, especially for LUR
models. The thesis has also attempted to address the restrictions caused by lack
of finer scale traffic data by devising a method which uses WiFi signals. The
method developed utilises a low-cost sensor device which exploits WiFi signals
to gather traffic data. WiFi signals are existing in abundance in cities, utilising
such technologies for data collection make this approach more sustainable and
implementable. The advantage of the method involves its low-cost, ability to work
in adverse weather conditions and privacy-preserving abilities, which is not the case
for traditional methods used for traffic monitoring.
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Figure. A.1. Populated housing area map with initial monitoring station locations (red plus
signs) for study area
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A.1
The following image shows the histogram of all the predictor variables used in the




















































































































































































































































Figure. A.2. Histogram of predictor variables for LUR used in the study
A.2
In this section we show all the configurations we realised for the study area by using
optimisation method for non weighted and weighted optimisation.
Various other configurations realised during the study for different probability of acceptance
Without weight optimisation Population weighted optimisation
Spatial mean prediction Error: 0.1990 Spatial mean prediction Error: 404.57
Spatial mean prediction Error: 0.2039 Spatial mean prediction Error: 363.34
Spatial mean prediction Error: 0.21179 Spatial mean prediction Error:332.86
Spatial mean prediction Error: 0.2018 Spatial mean prediction Error: 370.25
Spatial mean prediction Error: 0.1918 Spatial mean prediction Error: 385.52
Spatial mean prediction Error: 0.2027 Spatial mean prediction Error:405.39
Spatial mean prediction Error: 0.2579 Spatial mean prediction Error: 387.15
Spatial mean prediction Error: 0.2043 Spatial mean prediction Error: 387.57
Spatial mean prediction Error: 0.19381 Spatial mean prediction Error: 27798.28
Spatial mean prediction Error: 0.2094 Spatial mean prediction Error: 333.96





W1= 0.10 | W2= 0.90
(a) W1=0.10 and W2=0.90.
W1= 0.20 | W2= 0.80
(b) W1=0.20 and W2=0.80.
W1= 0.30 | W2= 0.70
(c) W1=0.30 and W2=0.70.
W1= 0.40 | W2= 0.60
(d) W1=0.40 and W2=0.60.
Figure. B.1. Configuration with various weights on prediction error (W1) and wide-
spread(W2) aspect of developed objective function.
W1= 0.60 | W2= 0.40
(e) W1=0.60 and W2=0.40.
W1= 0.70 | W2= 0.30
(f) W1=0.70 and W2=0.30.
W1= 0.80 | W2= 0.20
(g) W1=0.80 and W2=0.20.
W1= 0.90 | W2= 0.10
(h) W1=0.90 and W2=0.10.
Figure. B.1. Configuration with various weights on prediction error (W1) and wide-
spread(W2) aspect of developed objective function.
B.1
Figure. B.2. Optimal locations considering prediction error constrain for Stuttgart LUR
model developed using low-cost sensor network data.
Figure. B.3. Optimal locations considering prediction error and wide-spread aspect in the




AVI Automatic Vehicle Identification
CORINE coordination of information on the environment
CSI Channel State Information
DSP Digital Signal Processor
EC Elemental Carbon
ESCAPE European study of cohorts for air pollution effects
GIS Geographical information systems
GPS Global Positioning System
ICT Information and Communication Technology
IMSD Inverse mean shortest distance
IoT Internet of Things
LQI Link Quality Indicator
LUR Land Use Regression
MAG Magnetometer
MND Monitoring Network Design
NOx Nitrogen oxides
OECD Organisation for Economic Co-operation and Development




PM2.5 Particulate Matter (PM) that have a diameter of less than 2.5 micrometers
QoL Quality of Life
RSSI Received Signal Strength Indication
SSA Spatial Simulated Annealing
SQRALT Square root of altitude
UHI Urban Heat Islands
USEPA United States Environmental Protection Agency
VGI Volunteered Geographic Information
WHO World Health Organisation
WLS Weighted Least square
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