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Resumo
Atualmente, a tecnologia computacional tornou-se cada vez mais pervasiva por meio de
computadores de diferentes tamanhos, formas e capacidades. Mas avanços tecnológicos,
embora necessários, não são suficientes para tornar a interação com tecnologia compu-
tacional mais transparente, como preconizado pela computação ubíqua. Sistemas com-
putacionais atuais ainda exigem um vocabulário técnico de entradas e saídas para serem
utilizados. No campo da Interação Humano-Computador (IHC), a adoção da teoria da
cognição enativa pode lançar luz sobre um novo paradigma de interação que preenche a
lacuna entre ação e percepção. Sistemas computacionais enativos são um promissor tema
de pesquisa, mas seu design e avaliação ainda são pouco explorados. Além disso, sistemas
enativos, como já proposto na literatura, carecem de consideração do contexto social. O
objetivo desta tese de doutorado é contribuir para o design de tecnologia computacional
dentro de uma abordagem da cognição enativa, além de também sensível à aspectos so-
ciais. Portanto, esta tese investiga os conceitos de sistemas enativos e socioenativos por
meio do co-design de arte interativa e instalações. Para atingir esse objetivo, é proposto
um arcabouço teórico-metodológico chamado Arte Factus para apoiar o estudo e o co-
design socialmente consciente de artefatos digitais. O arcabouço Arte Factus foi utilizado
em três estudos de design relatados nesta tese: InterArt, InstInt e InsTime. Esses estudos
envolveram a participação de 105 estudantes de graduação e pós-graduação em Ciência
da Computação e Engenharia de Computação no co-design de 19 instalações. O processo
envolveu o uso de tecnologia pervasiva do tipo Faça-Você-Mesmo (Do-It-Yourself, DIY ), e
algumas dessas instalações foram estudadas em oficinas de prática situada que ocorreram
em cenários educacionais (escola e museu exploratório de ciências). O arcabouço Arte
Factus, como a principal contribuição desta tese de doutorado, mostrou-se eficaz no apoio
ao co-design socialmente consciente de instalações interativas que materializam o conceito
de artefatos digitais socioenativos. Além disso, através do estudo dos artefatos criados
no contexto desta investigação, esta tese também contribui para a construção teórica do
conceito de sistemas socioenativos.
Abstract
Currently, computational technology has become more and more pervasive with comput-
ers of different sizes, shapes, and capacities. But technological advancements, although
necessary, are not enough to make the interaction with computational technology more
transparent, as preconized by the ubiquitous computing. Current computational sys-
tems still require a technical vocabulary of inputs and outputs to be interacted with.
Within the field of Human-Computer Interaction (HCI), the adoption of the enactive
cognition theory can shed light on a new interaction paradigm that bridges the gap be-
tween action and perception. Enactive computational systems are a promising subject
of research, but their design and evaluation are still hardly explored. Furthermore, en-
active systems as already proposed in the literature lack a social context consideration.
The objective of this doctoral thesis is to contribute towards the design of computational
technology within an enactive approach to cognition, while also being sensitive to social
aspects. Therefore, this thesis investigates the concepts of enactive and socioenactive sys-
tems by enabling the co-design of interactive art installations. To achieve this objective,
a theoretical-methodological framework named Arte Factus is proposed to support the
study and socially aware co-design of digital artifacts. The Arte Factus framework was
used in three design studies reported in this thesis: InterArt, InstInt, and InsTime. These
studies involved the participation of 105 Computer Science and Computer Engineering
undergraduate and graduate students in the co-design of 19 installations. The process
involved the use of pervasive Do-It-Yourself (DIY) technology, and some of these installa-
tions were further studied in workshops of situated practice that took place in educational
scenarios (school and exploratory science museum). The Arte Factus framework, as the
main contribution of this doctoral thesis, has shown effective in supporting the socially
aware co-design of interactive installations that materialize the concept of socioenactive
digital artifacts. Moreover, through the study of the artifacts created in the context of
this investigation, this thesis also contributes towards the theoretical construction of the
concept of socioenactive systems.
List of Figures
1.1 Overview of the Arte Factus framework . . . . . . . . . . . . . . . . . . . . 22
1.2 Design in the semiotic “onion” . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1 Visual dialogue genre examples . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2 Embodied dialogue genre examples . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Tangible dialogue genre examples . . . . . . . . . . . . . . . . . . . . . . . 40
2.4 Social dialogue genre examples . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 Illustration of the design of the perception warm-up . . . . . . . . . . . . . 59
3.2 Peer review evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Interactive artwork from the Kubrick team . . . . . . . . . . . . . . . . . . 66
3.4 Interactive artwork from the Lobos-Guará team . . . . . . . . . . . . . . . 67
3.5 Interactive artwork from the Romero Britto team . . . . . . . . . . . . . . 69
3.6 Top 15 most frequent words from the perception warm-up, by group . . . . 69
3.7 Student feedback on the used practices and artifacts . . . . . . . . . . . . . 72
4.1 Exploring three artworks during the Interactive Art Gallery activity . . . . 86
4.2 Map of stakeholders from the use of the Stakeholder Identification Diagram 89
4.3 The participants during a BrainDraw round . . . . . . . . . . . . . . . . . 91
4.4 Sample of two (out of five) BrainDraw designs from each of the three rounds 91
4.5 Physical co-construction of the small-scale interactive installation . . . . . 93
4.6 Final prototype of the small-scale interactive installation . . . . . . . . . . 94
5.1 Chronos’ interactive installation . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 CronoBit’s interactive installation . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 De Volta Para o Futuro’s interactive installation . . . . . . . . . . . . . . . 107
5.4 General Purpose Timer’s interactive installation . . . . . . . . . . . . . . . 108
5.5 Limbo’s interactive installation . . . . . . . . . . . . . . . . . . . . . . . . 109
5.6 Looper’s interactive installation . . . . . . . . . . . . . . . . . . . . . . . . 110
5.7 Rolex’s interactive installation . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.8 Temporário’s interactive installation . . . . . . . . . . . . . . . . . . . . . . 112
5.9 Time’s interactive installation . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.1 Teachers exploring the interactive maned wolf . . . . . . . . . . . . . . . . 124
6.2 Children exploring the interactive maned wolf . . . . . . . . . . . . . . . . 125
6.3 Sample of maned wolf drawings from the children . . . . . . . . . . . . . . 125
7.1 The three artifacts exhibited: Lobo-Guará, Memoção, and Monolito . . . . 134
7.2 The construction of “magic potions” and “magic wands” . . . . . . . . . . . 135
7.3 Monolito as a socioenactive system . . . . . . . . . . . . . . . . . . . . . . 139
A.1 Illustration of the interactive artifact created with Pincello’s tutorial . . . . 172
A.2 Pincello’s microcontrollers . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.3 Pincello’s sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.4 Pincello’s actuators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.5 Two examples of interactive installations from the InterArt case study . . . 180
A.6 Construction and final artifact from the InstInt case study . . . . . . . . . 181
A.7 Two examples of the interactive installations from the InsTime case study . 182
B.1 The two counterparts of the lobo-guará interactive artifact . . . . . . . . . 184
B.2 Lobo-Guará’s Circuit & Wiring Diagram . . . . . . . . . . . . . . . . . . . 185
List of Tables
5.1 A characterization of socioenactive design. Ext. from Dunne and Raby . . 117
6.1 Self-Assessment Manikin results from the teachers . . . . . . . . . . . . . . 127
6.2 Self-Assessment Manikin results from the children . . . . . . . . . . . . . . 128
List of Abbreviations
ACM Association for Computing Machinery
API Application Programming Interface
CSS Cascading Style Sheets
DIY Do-It-Yourself
FAPESP São Paulo Research Foundation
GOMS Goals, Operators, Methods, and Sections rules
GSR Galvanic Skin Response
GUI Graphical User Interface
HCI Human-Computer Interaction
HTML Hypertext Markup Language
IDE Integrated Development Environment
IoT Internet of Things
JIS Journal on Interactive Systems
LDR Light-Dependent Resistor
LED Light Emitting Diode
MOOC Massive Open Online Course
MQTT Message Queuing Telemetry Transport
NFC Near-Field Communication
OS Organisational Semiotics
PAD Pleasure, Arousal, Dominance
PAM Problem Articulation Methods
RGB Red, Green, Blue
SAC Socially Aware Computing
SAM Self-Assessment Manikin
SBC Brazilian Computer Society
SIG Special Interest Group
TUI Tangible User Interface
UI User Interface
Unicamp University of Campinas
USB Universal Serial Bus
UX User Experience
Contents
1 Introduction 18
1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.1 Socioenactive Conceptualization . . . . . . . . . . . . . . . . . . . . 23
1.2.2 Design Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.3 Situated Practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.1 Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3.2 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3.3 Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3.4 Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.5 Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.3.6 Chapter 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.3.7 Appendix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.3.8 Appendix B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2 The Interface Between Interactive Art and Human-Computer Interac-
tion: Exploring Dialogue Genres and Evaluative Practices 32
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Interactive Art: Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.1 The visual dialogue genre . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.2 The embodied dialogue genre . . . . . . . . . . . . . . . . . . . . . 38
2.3.3 The tangible dialogue genre . . . . . . . . . . . . . . . . . . . . . . 39
2.3.4 The social dialogue genre . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4 Interactive Art: Design and Evaluation . . . . . . . . . . . . . . . . . . . . 43
2.4.1 Candy’s Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2 Costello and Edmonds’ Pleasure Framework . . . . . . . . . . . . . 45
2.4.3 Participatory Approaches . . . . . . . . . . . . . . . . . . . . . . . 47
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.5.1 Towards a Research Agenda . . . . . . . . . . . . . . . . . . . . . . 50
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3 InterArt: A Constructionist Approach to Learning Human-Computer
Interaction 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 The InterArt Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.1 Introductory Questionnaire . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 Perception Warm-up . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.3 Forming a Concept of Interactive Art . . . . . . . . . . . . . . . . . 59
3.3.4 Ideation Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3.5 Requirements Formalization . . . . . . . . . . . . . . . . . . . . . . 60
3.3.6 Hands-on Workshop with an Electronics Kit . . . . . . . . . . . . . 61
3.3.7 Peer Review Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.8 Final Presentation & Feedback Questionnaire . . . . . . . . . . . . 62
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Teams & Interactive Artworks . . . . . . . . . . . . . . . . . . . . . 63
3.4.2 Perception & Interactive Art Concept Warm-ups . . . . . . . . . . 68
3.4.3 Introductory & Feedback Questionnaires Responses . . . . . . . . . 70
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.5.1 Known Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4 InstInt: Enacting a Small-scale Interactive Installation Through Co-
design 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 The InstInt Co-Design Case Study . . . . . . . . . . . . . . . . . . . . . . 84
4.3.1 Exploration: Interactive Art Gallery . . . . . . . . . . . . . . . . . 85
4.3.2 Ideation: Collaborative Sensemaking . . . . . . . . . . . . . . . . . 86
4.3.3 Requirements: Problem Clarification . . . . . . . . . . . . . . . . . 88
4.3.4 Sketching: Paper Prototyping . . . . . . . . . . . . . . . . . . . . . 90
4.3.5 Co-construction: Physical Prototyping . . . . . . . . . . . . . . . . 92
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5 InsTime: a Case Study on the Co-design of Interactive Installations on
Deep Time 98
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.1 Philosophy of Science . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.2 Speculative Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.3 Embodied Cognition . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.3 The InsTime Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.3.1 InsTime’s Design Process . . . . . . . . . . . . . . . . . . . . . . . 102
5.3.2 InsTime’s Interactive Installations . . . . . . . . . . . . . . . . . . . 104
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4.1 Paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.4.3 Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.4.4 Axiology & Rhetoric . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.4.5 Epistemology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.4.6 Towards a Socioenactive Design Attitude . . . . . . . . . . . . . . . 116
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6 “Maned Wolf in the Museum:” a Case Study on Learning Through
Action 120
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.2 Background: Learning Through Action . . . . . . . . . . . . . . . . . . . . 121
6.3 Case Study: “Maned Wolf in the Museum” . . . . . . . . . . . . . . . . . . 122
6.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7 “The Magic of Science:” Beyond Action, a Case Study on Learning
Through Socioenaction 131
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.2 Background: Learning Through Action and Enactivism . . . . . . . . . . . 132
7.3 Case Study: “The Magic of Science” . . . . . . . . . . . . . . . . . . . . . . 133
7.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8 Conclusion 141
8.1 A Situated, Living Characterization of Socioenactive Digital Artifacts . . . 143
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
A Pincello: An Affordable Electronics Kit for Prototyping Interactive In-
stallations 167
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
A.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.3 Pincello . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
A.3.1 Microcontrollers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
A.3.2 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.3.3 Actuators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
A.4 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.4.1 InterArt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.4.2 InstInt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
A.4.3 InsTime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
A.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
B Lobo-Guará’s Technical Specifications 184
B.1 Circuit & Wiring Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
B.2 Microcontroller Programming . . . . . . . . . . . . . . . . . . . . . . . . . 185
B.3 Web Page Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B.3.1 Hypertext Markup Language (HTML) . . . . . . . . . . . . . . . . 189
B.3.2 JavaScript . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
B.3.3 Cascading Style Sheets (CSS) . . . . . . . . . . . . . . . . . . . . . 193
C Publisher Authorizations for Using Published Articles 196
18
Chapter 1
Introduction
When Weiser [171] proposed his concept of ubiquitous computing in the year 1991, he
exemplified his predictions for future devices with what he named “tabs” and “pads”,
concepts that much resemble current pervasive devices such as smartphones and tablets.
Although the accuracy of his predictions was remarkable, his most substantial contribu-
tion is not a description of devices, but rather the introduction of the abstract concept of
ubiquity in computing. Weiser argues that ubiquitous computing is not only about tech-
nology (e.g., making computers readily available anywhere), as technology alone does not
make computers a natural part of the environment. Ubiquitous computing, the author
argues, is about making the computer “disappear”, to integrate it seamlessly into everyday
life until it becomes unnoticed while still always present.
From a technological perspective, it is clear how the concept of ubiquitous computing
has been inspiring the development of a wide range of technological products. Currently,
computational technology comes in varied sizes, shapes, and even embedded into “things”
of everyday life. Besides being a tool for common tasks and entertainment, some of
these computers also collect information and make autonomous decisions, aligned with the
concept of an Internet of Things (IoT) as described by Ashton [8]. Furthermore, supported
by a Do-It-Yourself (DIY) philosophy, the phenomenon of the maker culture empowers
an ever-growing number of people to form communities of practice and independently
develop their own hand-made technological products [126]. Weiser [171], however, argued
since the beginning that the “disappearance” of the computer into the background of
everyday life “is a fundamental consequence not of technology, but of human psychology”.
Even with different sizes, shapes, and capacities, current computational technology still
have what Weiser named at the time as an “arcane aura”, and it can also be argued that
current computational technology is still “approachable only through complex jargon that
has nothing to do with the tasks for which people actually use computers” [171].
Taking into account how Weiser [171] refers to how humans cease to be aware of some-
thing when they learn it sufficiently well, it can be inferred that what the author meant
by “human psychology” in the sentence “is a fundamental consequence not of technology,
but of human psychology” may be more accurately described as human cognition. The
fact that the author mentions different sources related to cognitive science (e.g., com-
puter science, psychology, and philosophy) corroborates with this interpretation. In this
subject, the Human-Computer Interaction (HCI) field of research, in which this doctoral
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thesis is situated, has a long-standing interest in human cognition. Classic HCI literature
features a significant amount of cognitive models (e.g., Fitts’ law [83], the Goals, Oper-
ators, Methods, and Sections rules (GOMS) model [33, p. 139-192], or Norman’s model
of gulfs of execution and evaluation [139, p. 45-52]). These classic models are concerned
with aspects such as ergonomics, interaction steps, and describing the human mind in
terms of information processing, therefore well aligned with what is considered first or
second-wave HCI (these characteristics contrast with the more recent third-wave HCI,
which goes beyond work-related and “purposeful” interaction to emphasize more aspects
of life and open-ended contexts [21, 99]). Although HCI researchers have shown an in-
terest in human cognition for quite some time, the adoption of models that traditionally
represent human cognition in terms of information processing has yielded little progress
towards making the computer “disappear”. This outcome may be a consequence of how
these models feature the computer not only as a very present entity, but also having its
own non-human vocabulary in terms of input and output. Therefore, it is plausible that
an approach aligned with the more recent third-wave HCI, and consequently with a dif-
ferent approach to human cognition other than information processing, may yield better
results towards seamlessly integrating computational technology into everyday life.
Similarly to the HCI’s three different waves of thought, Varela, Thompson, and Rosch
[168, p. 3-14] argue that Cognitive Science can also be categorized within the three
different approaches of cognitivism, emergence and enactivism. In the view of Varela,
Thompson, and Rosch [168, p. 172-173], advocates of the more recent enactive approach,
cognition cannot be explained exclusively in terms of representation, be it in the form
of the recovery of a pre-given outer world (realism), or the projection of a pre-given
inner world (idealism). The authors describe cognition as embodied action. Embodied
means that cognition is dependent on the experiences that emerge from having a physical
body with varied sensorimotor capacities, and these sensorimotor capacities, in turn, are
embedded in a more encompassing biological, psychological and cultural context. Action,
in this context, means how sensory and motor processes (i.e., perception and action) are
fundamentally inseparable in a co-origination and co-dependence relation. With embodied
action in mind, the authors define the concept of enaction based on two central ideas:
1. Perception consists in perceptually guided action; and
2. cognitive structures emerge from the recurrent sensorimotor patterns that
enable action to be perceptually guided. [168, p. 173]
In summary, the enactive cognition theory does not view cognition as a process con-
tained entirely inside one’s brain (nor entirely outside, for that matter), and therefore
cognition cannot be described only in terms of information processing in the brain, anal-
ogous to a computer. In the enactive cognition theory, cognition is better described as
the emergence of cognitive structures that comes from having a physical body with spe-
cific sensorimotor capacities, and sensing and acting are not two separate operations, but
rather something simultaneous and inseparable. Therefore, there is a clear contrast be-
tween classic cognitive models used in HCI and cognition as understood in the enactive
cognition theory. In Norman’s model of gulfs of execution and evaluation [139, p. 45-
52], for instance, there is an emphasis on the accomplishment of well-defined tasks, and
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more prominently, there is a clear-cut distinction between action (input) and perception
(output) in what the author named as evaluation and execution gulfs.
As an attempt to bring the perspective of the enactive cognition theory to HCI, the
work of Kaipainen et al. [112] represents an approach towards a more coupled interaction
paradigm named by the authors as enactive systems and enactive media. The control
of the computational system does not occur through a classic interaction mode oriented
by tasks and well-defined goals, but instead through a dynamic coupling between body
and technology. For instance, instead of deliberate inputs, the computational system
can use sensors to collect psychophysiological data from a person (e.g., heart rate, facial
expressions etc.) and constantly produce dynamic responses based on those readings. The
authors illustrate this approach with a movie theater that collects psychophysiological
data from a person watching a movie and then uses this data to dynamically generate
the following scenes of the movie, generating new psychophysiological data. Therefore, in
this “enactive movie theater”, the person affects the movie as much as the movie affects
the person, and no specific vocabulary is necessary to take part in the interaction, being
present is enough. Notwithstanding being valuable and innovative in many ways, there
is one important limitation in Kaipainen et al.’s [112] example of an enactive system: it
is ultimately a one-person experience. In the form it was presented, this example does
not address how watching a movie is often a social activity, and a conventional movie
theater is usually occupied by dozens of people that also affect each other’s experience,
be it by laughing together or being annoyed by the sudden brightness of a smartphone
screen. Taking into account how Varela, Thompson, and Rosch’s [168] enactive cognition
theory emphasizes how sensorimotor capacities are embedded in a more encompassing
cultural context, and even how Weiser [171] contrasts ubiquitous computing with virtual
reality arguing that the latter is conclusively alienating, any computational system that
does not actively acknowledge humans as social beings can also be alienating to some
degree, failing to be faithful to the enactive cognition theory regardless of how “coupled”
its interaction may be.
To achieve computational systems more faithful to the enactive cognition theory, it
seems necessary to equally balance theory and practice. From a theoretical and concep-
tual perspective, the interaction should go beyond tasks and well-defined goals, and the
very concept of an interface between a person and computer should be reconsidered not as
an interface that mediates the interaction through a pre-defined language, but as a cou-
pling between person and computational technology. From a practical and technological
perspective, the interaction should go beyond a common Graphical User Interface (GUI)
that is manipulated through conventional input devices (e.g., mouse, keyboard, and touch-
screen), the interaction should be embedded into the physical environment through the
use of sensors and actuators. Ultimately, it can be argued that no computational system
can be truly enactive in the way described by Varela, Thompson, and Rosch [168], because
a computer is no living being and it discreetly separates sensing (input) and acting (out-
put). The enactive cognition theory, however, can still be used as an analogy to inspire
computational systems in which the interaction occurs in a more coupled and transparent
way, contributing towards making the computer “vanish into the background” as Weiser
[171] predicted. In this context, this doctoral thesis is part of a more encompassing project
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titled “Socio-Enactive Systems: Investigating New Dimensions in the Design of Interac-
tion Mediated by Information and Communication Technologies” (São Paulo Research
Foundation (FAPESP) Thematic Project #2015/16528-0). This doctoral thesis, there-
fore, is not only interested in investigating the concept of enactive systems, but also in
contributing towards the conceptualization and materialization of the original concept of
socioenactive digital artifacts with the following hypothesis and research questions:
Hypothesis: The enactive cognition theory can support the socially aware
co-design and study of computational technology to create digital artifacts
that evoke an experience that is both enactive and social.
Research Question 1: How can we construct interactive digital artifacts in
a way that they make emerge a socioenactive experience?
Research Question 2: How can we formally understand and characterize a
socioenactive experience evoked by an interactive digital artifact?
To investigate the concept of socioenactive digital artifacts, a theoretical and method-
ological framework named Arte Factus (Latin for “artifact”, meaning made by art) is
constructed in this thesis. The framework, illustrated in Figure 1.1, is composed of three
main components: (1) design studies, (2) situated practices, and (3) socioenactive con-
ceptualization. In design studies, a process is proposed and followed using pervasive
technology to create socioenactive digital artifacts. In situated practices, the artifacts
created in design studies are experienced in real-world settings and the experience is
evaluated to create empirical knowledge. The socioenactive conceptualization, in turn,
consolidates acquired knowledge into theories and methods that can be applied in design
studies, completing a full circle. Although the overview implies a sequence to be followed
within the framework, each component is also a complex entity in itself rather than an
input/output black box, with its own rhythm and internal cycles. With inspiration from
the enactive cognition theory, each of these components is autonomous, but at the same
time, they are part of each other’s environment, mutually affecting and being affected
by its neighbors (e.g., a formal understanding of the concept of socioenaction is equally
affected by empirical knowledge on current artifacts as much as current artifacts are af-
fected by an understanding of the concept of socioenaction). Additionally, it should be
noted that the cyclical nature of the framework does not mean that the conceptualiza-
tion and materialization of the original concept of socioenactive digital artifacts occurs
through a simple accumulation of artifacts, knowledge, and methods, but rather through
a continuous reframing and reconstruction of the understanding of socioenaction.
While the Arte Factus framework can be used in other contexts, in this doctoral thesis
it was investigated in the context of interactive art installations. According to Muller, Ed-
monds and Connell [135], the act of “experimenting” any work of art is already an active
and fundamentally interactive process, but it is the advent of art with computer-based
interactivity that started what is now widely referred to as interactive art. Interactive art,
especially in the form of installations that occupy or permeate the physical environment,
represents a suitable investigation context for the Arte Factus framework. This suitability
stems from how interactive installations often intrinsically value a different relationship
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Figure 1.1: Overview of the Arte Factus framework.
between person and computational technology other than tasks and well-defined goals,
and sometimes even bring this relationship to the spotlight. Moreover, interactive art
installations often explore novel forms of interaction with computational technology (e.g.,
creative uses of the body to interact with installations, or immersive interactive environ-
ments) that can serve as inspiration for computational systems with or without artistic
intent, including socioenactive digital artifacts. Lastly, while the terms interactive art
and interactive installations are used to describe the digital artifacts created in the de-
sign studies of this doctoral thesis, it is important to emphasize that this thesis has no
intention of defining what is and what is not art.
1.1 Objectives
This doctoral thesis has the main objective of contributing to the HCI field by investi-
gating a new paradigm for the design of interactive systems. Drawing on the enactive
cognition theory from Varela, Thompson and Rosch [168], and the concept of enactive
system from Kaipainen et al. [112], this thesis aims at contributing towards the design
of computational technology within an enactive approach to cognition, while also being
sensitive to social aspects. Therefore, this thesis investigates the concept of socioenactive
digital artifacts by enabling the co-design of interactive art installations. The concept
of a socioenactive digital artifact should not only contribute towards the design of more
transparent computational technology, but also towards interactive artifacts that take the
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social dimension into account. With an alignment of theory and practice, this doctoral
thesis has the following more specific objectives:
• Construct the Arte Factus theoretical and methodological framework to support the
design of socioenactive digital artifacts;
• Design and develop, in a socially aware manner and with the use of DIY pervasive
technology, digital artifacts in the form of interactive installations that materialize
aspects of the concept of socioenaction; and
• Study digital artifacts that take the social dimension into account in its construc-
tion, alongside an enactivist view of interaction design, to support the ongoing
characterization of socioenactive digital artifacts.
1.2 Methodology
In a high level of abstraction, the methodology of this doctoral thesis follows Baranauskas’
[11] semioparticipatory approach to design. Using Organisational Semiotics (OS) [127] as
a theoretical frame of reference, the semioparticipatory approach adopts a systemic view
of the role of technology in society, and the design of computational technology is not
viewed as an exclusively technical activity. Figure 1.2 illustrates this systemic view in
which not only technical, but also formal and informal aspects are also considered, and
a socially aware design process should permeate all layers of this semiotic “onion” in a
continuous cycle that cuts through the three layers. In this representation, the outer
layer of the onion contains the informal interactions between people within a society,
such as culture and values. The middle layer has the formal meanings and intentions
through which society is organized, such as laws, models, and regulations. Lastly, the
inner layer represents the technical artifacts that mediate the interactions from the other
layers, such as software and other computational systems. Consequently, this approach
assumes that technical systems not only depend on their formal and informal contexts
when they are designed, but once materialized they also affect these contexts back by
being situated within them, characterizing the continuous cycle shown in the figure. The
semioparticipatory approach is adequate to the objectives of this doctoral thesis because
it welcomes and encourages a plurality of worldviews and experiences to be brought into
the design process, likely avoiding the creation of alienating digital artifacts.
Regarding our methodological approach for more specific parts of the Arte Factus
framework, a brief description of the methodology adopted in the three distinct compo-
nents of the framework is presented in the following sections: (i) socioenactive conceptu-
alization, (ii) design studies, and (iii) situated practices.
1.2.1 Socioenactive Conceptualization
An evolving conceptualization that represents a live understanding of the concept of
socioenactive digital artifacts is the product of two complementary efforts: the conduc-
tion and monitoring of situated literature reviews, and the analysis and interpretation of
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Figure 1.2: Design in the semiotic “onion”. Adapted from Baranauskas [11].
empirical data regarding the design, construction and situated use and evaluation of so-
cioenactive digital artifacts. By the monitoring academic publications related to at least
one of the main topics of this doctoral thesis (e.g., enaction, enactive systems, interactive
art installations, and co-design processes), it is possible to create and evolve an under-
standing of how these subjects can be articulated to enable the design of socioenactive
digital artifacts. Although some of the efforts of this doctoral thesis are more directed
towards design studies or situated practices, they all involve a situated literature review
within the scope of the study. On the other hand, empirical data from the experience of
interacting with socioenactive digital artifacts validates (or transforms) the understanding
of the concept of socioenaction and its encompassing theories and methods.
1.2.2 Design Studies
The Arte Factus framework was used in three design studies reported in this thesis:
InterArt, InstInt, and InsTime. These studies involved the participation of 105 Com-
puter Science and Computer Engineering undergraduate and graduate students from the
University of Campinas (Unicamp). The students co-designed a total of 19 installations
with the use of pervasive DIY technology. Each design study has its particularities, but
they all followed an original and constructionist-inspired [141] process containing the fol-
lowing activities:
1. a hands-on exploration of existing artifacts for inspiration;
2. participatory ideation for generating original ideas;
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3. clarification of the problem and involved stakeholders;
4. participatory sketching of design proposals;
5. physical and digital co-construction of artifacts; and
6. peer evaluation of artifacts.
These design studies provided the students with creative freedom, meaning that they
were free to choose the direction they wanted to take and what they wanted to construct.
The design process, in turn, favored co-authorship and social awareness. Furthermore, to
support the technical aspect of these design processes, the students were provided with the
Pincello electronics kit, which is accompanied by original online documentation (Pincello,
an original contribution of this doctoral thesis, is described in detail in Appendix A).
1.2.3 Situated Practice
The design studies conducted within the scope of this doctoral thesis were responsible for
the creation of a substantial collection of promising interactive artifacts. This, in turn,
creates the opportunity to explore these artifacts in situated practices in the educational
contexts of a school and an exploratory science museum. These practices involved an
activity to be conducted within a specific time-frame (between one to three hours) and
following a specific narrative aligned with the artifacts involved (e.g., a workshop with
technology that feels like magic follows the narrative of making the participants become
magicians by mastering the technology). Each situated practice in this doctoral thesis
have its particularities, but they all roughly contain the following activities:
1. Free, hands-on and instructionless exploration;
2. Guided reflection about the involved technology; and
3. Evaluation of the experience.
These practices were recorded in video and audio for further analysis of actions, di-
alogue and other relevant aspects that may emerge from the participants during the
exploration of the selected artifacts. The analysis of the recordings may be conducted
in an ad-hoc manner, or follow a more strict methodology such as the grounded theory
[93], depending on the quality of the collected data and the specific objectives of the
investigation. The evaluation, in turn, is focused on the self-reporting of emotional state
and qualities of the experience during the activity, with the use of instruments such as
the Self-Assessment Manikin (SAM) [24] and AttrakDiff [100].
1.3 Organization
Aside from the introduction and conclusion, this doctoral thesis is organized in 6 chapters.
Each chapter is already published or is being submitted as conference proceedings, book
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chapters, or journal articles. Additionally, Appendix A is composed of a book chapter
accepted for publication, and Appendix B presents the technical specifications of an in-
teractive artifact named Lobo-Guará. With the exception of the additional Appendix C,
which presents publisher authorizations for using published works in this thesis, a sum-
mary of the contents of each chapter and appendix is presented in the following sections.
1.3.1 Chapter 2: The Interface Between Interactive Art and
Human-Computer Interaction: Exploring Dialogue Genres
and Evaluative Practices
This chapter is composed by an article published on the Brazilian Computer Society (SBC)
Journal on Interactive Systems (JIS) [64]. The article is an extension of the previous paper
“Revisiting Interactive Art from an Interaction Design Perspective: Opening a Research
Agenda” [56], published in the proceedings of the 17th Brazilian Symposium on Human
Factors in Computing Systems (IHC 2018), and awarded with second place among the
best full papers during the symposium. The article that composes this chapter has the
following abstract:
Abstract: In this article, we investigate the relatively common origins, dif-
ferences, and similarities between the Interactive Art and Human-Computer
Interaction (HCI) areas of knowledge. We also investigate what kind of human-
computer interactions are sought by artists or emerge in Interactive Art exam-
ples, as well as what kind of frameworks, evaluation criteria or methodologies
are reported in the literature to support the design and evaluation of Inter-
active Art. As a result of our analysis of Interactive Art examples found in
the literature and beyond, we derived four genres of dialogue that emerge
naturally or are stressed by authors: visual, embodied, tangible and social.
These genres, albeit not comprehensive, can inspire the design of novel forms
of interaction in computational systems with or without artistic intent. More-
over, frameworks, evaluation criteria, and methodologies may allow a cross-
pollination between Interactive Art and HCI. While interactive artists may
provide novel ways to look at the design and evaluation of interactive systems,
these artists may also benefit from appropriating traditional HCI methods,
tools, and technologies for new purposes. Lastly, we draw on our findings and
learned lessons to outline a research agenda with the main objectives of 1)
encouraging Interactive Art research, 2) studying Interactive Art examples, 3)
practicing Interactive Art design and evaluation, and 4) designing Interactive
Art for all.
This chapter investigates the subject of interactive art from an HCI perspective. It
narrates how these two distinct fields have similar origins and a latent synergy, but only
recently are being brought together in academic literature. The chapter presents an
overview of dialogue genres and evaluative practices found in the literature and other
non-academic examples that are relevant to the scope of this thesis, and concludes with
a research agenda for the study of interactive art within the field of HCI.
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1.3.2 Chapter 3: InterArt: A Constructionist Approach to
Learning Human-Computer Interaction
This chapter is composed of an article submitted for peer review [57]. The article is an ex-
tension of the previous paper “InterArt: Learning Human-Computer Interaction Through
the Making of Interactive Art” [55], published as a book chapter in “Human-Computer
Interaction. Theories, Methods, and Human Issues: 20th International Conference, HCI
International 2018, Las Vegas, NV, USA, July 15–20, 2018, Proceedings, Part I”. The
article that composes this chapter has the following abstract:
Abstract: As new ubiquitous and pervasive technologies constantly change
what we understand as a computer, Human-Computer Interaction (HCI) edu-
cators are required to not only stay updated but prepare their students to work
with state-of-the-art technology and an ever-growing number of socio-technical
situations. This phenomenon constitutes a challenge for HCI syllabuses and
practices, demanding new approaches to HCI education. In this article, we
present InterArt: a constructionist approach to teaching/learning HCI. We
report and discuss a case study with 55 Computer Science and Computer En-
gineering undergraduate students engaged in the design and construction of
physical interactive artworks that go beyond the computer screen. Results
suggest that our approach made possible for the students to creatively express
themselves through the construction of nine different interactive artifacts that
they were interested in. Furthermore, our design process allowed the construc-
tion to be the result of participatory and socially aware practices. Overall, our
students reported an expanded view of HCI at the end of the course, as well
as a developed competence to appropriate new methods and artifacts in the
design of interactive systems.
This chapter presents InterArt, a design study conducted in the scope of this doctoral
thesis. The chapter narrates how the creation of interactive art can be used to learn
HCI, describing a design process and resulting artifacts. Following the open-endedness of
the theme, emphasis on the use of pervasive technology, and the adoption of a co-design
process, the featured interactive installations showed qualities relevant to the concept of
socioenaction, such as going beyond the computer screen and traditional input methods
(e.g., mouse, keyboard and touchscreen) through the use of sensors and actuators, while
also being aware of social aspects and promoting empathy.
1.3.3 Chapter 4: InstInt: Enacting a Small-scale Interactive
Installation Through Co-design
This chapter is composed of a paper published in the proceedings of the 30th Australian
Conference on Computer-Human Interaction (OzCHI ’18) [59]. The paper that composes
this chapter has the following abstract:
Abstract: As interaction moves away from the screen into physical space, re-
search on design techniques and practices is of central importance to cope with
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novel interaction possibilities. Participatory approaches are a viable strat-
egy for the design of ubiquitous systems, however, going beyond early design
phases is usually a challenge. In this work, we propose a design process that
integrates technical and creative abilities of participants, promoting a more
holistic involvement in the co-design of interactive artefacts. The design pro-
cess is illustrated in the InstInt case study. We detail the co-design process,
from ideation to construction, of a small-scale interactive installation for pub-
lic spaces. This process was conducted with Human-Computer Interaction
(HCI) students. Results of the study indicate that participation reached the
physical prototyping stages of design and the final artefact emerged from the
materialisation of participants’ different ideas and purposes, illustrating what
we call a socioenactive design process. Our design process can be useful for
HCI educators and practitioners seeking for new activities and approaches for
open-ended scenarios.
This chapter presents InstInt, a design study conducted in the scope of this doctoral
thesis. The chapter reports the enactment of a small-scale interactive installation through
co-design. The design process is closely investigated, highlighting how participatory de-
sign techniques can be used to allow everyone within a design team to equally participate
and be responsible for the resulting artifact in a co-authorship relationship. The resulting
small-scale interactive installation showed qualities relevant to the concept of socioenac-
tion, such as needing multiple people interacting at the same time to achieve a complete
experience, ultimately encouraging strangers to notice each other.
1.3.4 Chapter 5: InsTime: a Case Study on the Co-design of
Interactive Installations on Deep Time
This chapter is composed of a paper accepted for publication in the proceedings of the
2020 Designing Interactive Systems Conference (DIS 2020) [65]. The paper that composes
this chapter has the following abstract:
Abstract: New technologies and practices are constantly transforming our
interaction with computational systems. These transformations bring chal-
lenges to the Human-Computer Interaction (HCI) field, along with a constant
need to better understand and describe how the design of interactive systems
is changing. Currently, movements and theories such as speculative design
and embodied cognition present unconventional perspectives and bring debate
into the field. We investigate what kind of artifacts and attitude towards the
design of interactive systems emerged in the InsTime project, in which 9 inter-
active installations were co-designed addressing the concept of deep time. Our
discussion draws on a juxtaposition of backgrounds in philosophy of science,
speculative design, and embodied cognition to analyze and characterize the
empirical data from the InsTime project. As contributions, besides presenting
the 9 interactive installations from InsTime and their co-design process, our
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discussion leads to a characterization of an attitude towards design that we
named socioenactive design.
This chapter presents InsTime, a design study conducted in the scope of this doctoral
thesis. The chapter narrates the design of interactive installations with the more specific
theme of “deep time”. The design approach taken in the study is framed against the con-
cept of speculative design [67] and aspects from the philosophy of science. This framing,
alongside the qualities of the resulting interactive installations, allowed the characteriza-
tion of a socioenactive approach to design. This characterization is composed of stances
towards the design of interactive systems concerning paradigm, methodology, ontology,
axiology & rhetoric, and epistemology.
1.3.5 Chapter 6: “Maned Wolf in the Museum:” a Case Study
on Learning Through Action
This chapter is composed of a paper published in the proceedings of the XXIV Workshop
de Informática na Escola (WIE 2018) [60]. The paper has the following abstract:
Abstract: Newer theories of cognition, together with novel ways of interact-
ing with computers, allow us to revisit the idea of learning through action.
In this paper, we explore, in an educational context, the use of the “maned
wolf” interactive artifact. The artifact promotes a learning experience about
the real animal, through the action of actively exploring its digital tangible
replica. Our study included 5 teachers and 15 children, who independently
discovered the (not initially obvious) artifact features. We discussed the tech-
nologies involved and applied an evaluation instrument of their emotional re-
sponse. Results indicate that the activity was generally well-received and that
our study informs a discussion that can revisit the long-standing concept of
learning through action.
This chapter presents the “Maned Wolf in the Museum” workshop, a situated practice
that took place in a school and involved the exploration of the interactive artifact Lobo-
Guará from the InterArt design study. The chapter revisits the concept of learning through
action, linking with the enactive cognition theory. The activity was well-received by both
teachers and students, and it contributed with valuable empirical data of multiple people
interacting with the digital artifact (often at the same time), while gradually exploring
the mysterious wolf and socially discovering how it works.
1.3.6 Chapter 7: “The Magic of Science:” Beyond Action, a
Case Study on Learning Through Socioenaction
This chapter is composed of a paper published in the proceedings of the XXV Workshop
de Informática na Escola (WIE 2019) [63]. The paper has the following abstract:
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Abstract: Recent advances in Human-Computer Interaction (HCI) can sig-
nificantly affect technology-enhanced educational contexts. Our evolving re-
lationship technology is a challenging topic of investigation, but alternative
theories to cognition and socially aware empirical studies can shed light on
the subject. In this paper, we explore “The Magic of Science” workshop, con-
ducted in an educational museum context. With a background on learning
through action and enactivism, our objective is to observe how people can in-
dividually and socially experience pervasive digital technology in educational
contexts. Our study included 15 participant children and adolescents, who
explored an exhibit of three interactive artworks and then built an interactive
artifact from scratch during the workshop. We observed how these interac-
tions took place and collected feedback on the experience of the workshop.
Our results indicate that new ways of interacting with pervasive technologies
allow us to expand the concept of learning through action, towards learning
through socioenaction.
This chapter presents the “The Magic of Science:” workshop, a situated practice that
took place in an exploratory science museum and involved the exploration of three in-
teractive artifacts from the InterArt design study. This chapter expands the concept of
learning through action, towards the original concept of learning through socioenaction.
The activity was well-received by the participants, and its empirical data was analyzed
with the grounded theory methodology to obtain deeper insights about the interactions
of the participants with the interactive artifacts and among themselves.
1.3.7 Appendix A: Pincello: An Affordable Electronics Kit for
Prototyping Interactive Installations
This appendix is composed of a paper accepted to be published as a book chapter in a book
containing the proceedings of the 22nd International Conference on Human-Computer
Interaction (HCI International 2020) [58]. The article that composes this chapter has the
following abstract:
Abstract: Interactive artifacts and environments that involve more aspects
of life other than work (e.g., social relations, entertainment, art etc.) are gain-
ing more attention within the Human-Computer Interaction (HCI) field. This
includes interactive art and installations. Do-It-Yourself (DIY) technologies,
such as Arduinos with sensors and actuators, are often used in interactive in-
stallations. These technologies, however, are often oriented towards hobbyists
and engineers. Moreover, easy-to-use commercial kits have a relatively high
cost and a lack of flexibility. In this paper, we present Pincello: an affordable
electronics kit for prototyping interactive installations. Pincello is not a com-
mercial product, but rather a recommendation of components accompanied
by meaningful hands-on documentation. We present and discuss the main
components of the kit, including suggestions on how they can be used to allow
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different forms of interaction. We also present three case studies in which Pin-
cello was used, involving 105 HCI students. Considering how the kit received
positive feedback in the three case studies, and how it was successfully used to
create 18 installations of varied themes, Pincello has shown to be a promising
tool for the design and construction of interactive installations.
This appendix presents the Pincello electronics kit. It narrates the importance of DIY
pervasive technology in the creation of interactive installations and presents Pincello as
a tool that is relatively affordable, flexible and accompanied by practical documentation.
The components in the kit are described with an emphasis on their possible uses in
interactive installations, and InterArt, InstInt, and InsTime are presented as successful
cases of the creation of interactive installations with Pincello.
1.3.8 Appendix B: Lobo-Guará’s Technical Specifications
This appendix presents the technical specifications of an interactive artifact named Lobo-
Guará, which is representative of the installations featured in this doctoral thesis. The
technical specifications include an overview of what is the artifact and how it behaves,
a circuit & wiring diagram with a list of hardware components used to build it, the
microcontroller programming and wireless communication source code, and lastly the
source code for the web page responsible for displaying information.
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Chapter 2
The Interface Between Interactive Art
and Human-Computer Interaction:
Exploring Dialogue Genres and
Evaluative Practices
2.1 Introduction
The articulation of art and science has been an important source of innovation and contri-
butions in many fields throughout history. In the Renaissance, for example, the search for
knowledge often led to a blurred line between art and science. The work of Leonardo da
Vinci is an exemplary illustration of this interdisciplinarity. According to Wilson [174],
throughout Leonardo’s many intellectual accomplishments, engineering inventions, and
artistic creations, he was also successful in incorporating scientific approaches and the-
ory into the practices and reflections of his creative process (e.g., conducting a careful
observation of phenomena and developing grounded theories of understanding). There
were no gulfs among the aesthetic, scientific, and technological dimensions of his works
or accomplishments, they intermingle each other.
Around four centuries after Leonardo da Vinci, during the late eighteenth hundreds
and early twentieth century, both science and art were revolutionary. Science had rev-
olutionary breakthroughs that still shape contemporary research. Einstein’s relativity,
Heisenberg’s quantum mechanics, and Gödel’s incompleteness theorems challenged the
universal worldview, showing it contingent to the point of view. Art, on the other hand,
broke conventions about perspective, representation, the role of the self and the uncon-
scious, starting movements that still influence contemporary artists. Some examples,
among a myriad of other ones, are: modernism challenged perspective and classical rules
of composition; cubism questioned the solidity of objects and explored relativistic con-
cepts of time; dadaism brought everyday objects to the artistic scene, questioning art
itself.
According to Wilson [173], artistic traditions such as iconoclasm (constantly challeng-
ing or rejecting the status quo) and a greater appreciation of subjectivity allows artists
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to be more likely to pursue lines of inquiry devalued by others. By applying these artis-
tic traditions in scientific research projects, it may allow scientific discoveries that would
otherwise probably not happen or be overlooked. Furthermore, the author argues that
through a closer relationship between artists and scientists, artists may be able to employ
their critical thought and become an active part of the creation of new technologies.
Still on the subject of articulating art and science, John Maeda [131] argues that “For
those of us involved in either field today [art and science] (and many of us have a hand in
both), we know that the similarities between how artists and scientists work far outweigh
their stereotypical differences”. However, there is also a growing need to better specify
what is meant by “art” and “science”. Candy and Edmonds, for instance, open the first
chapter of Explorations in Art and Technology [31] with an epigraph from Roy Ascott, an
artist with a long-standing contribution to the relation between the arts and computing,
which says “It is no longer enough to speak of the convergence or reciprocity of art and
science [. . . ] but to specify which art and which science, and, by what means they might
fruitfully interact.” [31, p. 4].
In this article, we explore the subject of articulating art and science under the lens of
Interaction Design in the HCI and Interactive Art fields. Both HCI and the Interactive
Arts are broad, diversified, and relatively recent fields. They subsume interdisciplinary
practices and perspectives. HCI includes computing, among other fields such as psychol-
ogy, anthropology, language studies, philosophy, communication. The Interactive Arts, in
turn, relaxed the compulsory roles attributed to other stakeholders, such as the audience,
bringing them to the forefront of the processes of art-making. Early examples of the
explorations of computations in the arts are the Cybernetic Serendipity exhibition held
at the Institute for Contemporary Art in London in 1968 [31, p. 5], and Giorgio Moscati
and Waldemar Cordeiro’s works, who explored computers and printers in the 1960s [134].
Edmonds [70] stresses that some artists give great importance to what the audience
feels or the ways it responds. Moreover, in Interactive Art, in particular, experience and
participation are not only important but key aspects. Similarly, participation and expe-
rience, and shifts in their understanding are also challenging and often enriching what
the HCI community conceives as encompassing “User Experience (UX)” design. Benford
et al.’s “Uncomfortable UX” concept [18], for instance, employs an annoying form of in-
teraction as a strategy to deliver entertaining, enlightening and socially bonding cultural
experiences. Therefore, the articulation between art and science in HCI should be further
encouraged, and this may be accomplished through the study and practice of Interactive
Art. Weiley and Edmonds [170], for example, argue that HCI researchers can incorpo-
rate art approaches to (1) make some types of decisions more explicit by documenting
not only results but also the ideation process, (2) support stronger hypothesis generation
by fostering divergent thinking and informed intuition, and (3) enrich evaluation meth-
ods by adopting a more reflective practice. Furthermore, Edmonds [71] argue that HCI
researchers, especially those interested in experience design, could benefit from incorpo-
rating the concerns of interactive artists (e.g., hedonic qualities and different forms of
engagement) into the study of interaction design and user engagement.
In this article, we present a brief and modest introduction to the intersection between
the Interactive Arts and HCI, as well as some examples and criteria of evaluation of
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interactive works. We revisit the concept of Interactive Art grounded on our Interaction
Design perspectives and practices. We bring a subset of the material production of joint
efforts between HCI and the Interactive Arts, to reflect on their design processes, following
the two main questions:
1. What kinds of human-computer interactions are sought by artists or emerge in
Interactive Art examples in the literature and other non-academic sources?
2. What kinds of frameworks, evaluation criteria or methodologies are reported in the
literature to support the design and evaluation of Interactive Art?
This article is structured as follows: we begin Section 2.2 by presenting a brief back-
ground on the connection between Interactive Art and HCI. In Section 2.3 we present
an initial categorization of dialogue genres from Interactive Art examples found in the
literature and other non-academic sources (Question 1). Then, in Section 2.4 we explore
different frameworks and methodologies found in the literature that support the design
and evaluation of interactive works of art (Question 2). Afterward, in Section 2.5 we
discuss our main findings and contributions, as well as their implications for the design
processes, leading to the outline of a research agenda. Lastly, in Section 2.6 we summarize
our main considerations and present directions for further work.
2.2 Background
The cross-pollination between the arts and HCI is not new, as some knowledge and meth-
ods related to art have been used in HCI for quite some time. For example, Gestalt
psychology, color theory, and other visual principles have been applied with relative suc-
cess in the design of interfaces, bringing visual balance, consistency and harmony, when
desired or employed. Furthermore, the methodology described by Frayling as Research
through Art and Design [85] has been gaining attention within the HCI community in
recent years [178, 90, 16]. Among many possible approaches to understand and articulate
art and science through computational works of art, in this article, we focus on something
that has been inhabiting the worlds of the arts, the sciences and the technologies for some
decades, but somehow always manages to reinvent itself and retains a feeling of novelty
and innovation: the theory and practice of Interactive Art itself.
It is worth noting that interactivity in art does not necessarily involve computational
technology. According to Muller et al. [135], the act of “experimenting” any kind of
work of art is always an active and fundamentally an interactive process. In this case,
the interaction occurs in the processes of perception and creation of meaning by the
audience. For instance, Hélio Oiticica and Lygia Clark, Brazilian artists, are recognized
as rather important to the initial development of the field of Interactive Art, with artworks
developed between the 1950s and 1970s. These early works are valuable in their pioneering
and other aesthetic qualities.
As argued by According to Muller et al. [135], it was the advent of art which explored
computer-based interactivity, material-wise, that brought forth what is now broadly rec-
ognized as Interactive Art. Therefore, due to our field of inquiry being HCI, for practical
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reasons we consider interactivity in art that does not involve computers to be beyond the
scope of this article. Furthermore, considering the way our investigation is focused on
HCI and Interaction Design, in this article we consider Interactive Art to be any form of
art enhanced with computer-based interactivity. It is important, however, to emphasize
that it is not our intention to define what is and what is not Interactive Art. Even though
we give some examples in the next section to suit our needs, we encourage readers to
explore the concept of Interactive Art to construct their own understanding of what is
(and what is not) Interactive Art.
In Interactive Art, interactivity is not restricted to the cognitive, narrowly understood
as within the realm of the mind, the symbolic. It engulfs and demands and includes the
embodied, the situated, the historical throughout its frameworks of understanding. It
ceases to be conceived solely as a mental abstract process, which would happen in the
mind of each spectator. Contrastingly, each participant handles the work of art, in a two-
way embodied and intentional sensory-motor-mindful exchange, forming an interactive
dialogue that has the potential to be unique for each person.
England [75] points out that Interactive Art and HCI share common origins. Dur-
ing the 1960s and 1970s, several artists explored video and computing technology and
created the first digital interactive experiences. Krueger’s GLOWFLOW and VIDEO-
PLACE projects [120], for instance, date from 1969 and 1974 respectively. In Brazil,
Waldemar Cordeiro [130], worked in the same period, but also added political-social com-
mentary during the controversial years of the Brazilian military government. Regarding
fundamental differences, Edmonds [70] discusses the way Interactive Art is not exactly
concerned with task analysis, error prevention or task completion times, recurrent themes
in mainstream HCI. Goals may not be well defined, and the focus tends to be on pleasure,
play, experience, and engagement. The works of Dunne and Raby [67], which mingle art,
design, and computing, are examples of design not for efficiency or usability, but as a
catalyst for “design fiction” or “social dreaming”. As the authors say, designers can aspire
for more than making technology easy to use and consumable.
Though Interactive Art was already on track during the 1960s, the field of computing
was still emerging and in process of consolidation as a recognized academic field. Engel-
bart developed the computer mouse during that decade and published his “Augmenting
Human Intellect: A Conceptual Framework” [74] already in 1962. At the Association for
Computing Machinery (ACM), people interested in computing and people gathered within
the Special Interest Group on Social and Behavioral Computing, renamed as Special In-
terest Group on Computer-Human Interaction in 1982. Xerox Alto, which is considered
the first computational machine designed to embed an operating system and a graphical
user interface had its first unities delivered in 1973.
These common interests and themes among interactive artists and interface profes-
sionals and researchers, however, fade out during the 1980s, when HCI was formalized as
an academic field, and somehow restricted its interests mainly to professionals from areas
such as cognitive psychology and computing as its predominant voices. People with other
interests went elsewhere because there was no substantial space for more subjective or
social aspects of interaction. Later, HCI has seen the sprout and growth of distinct trends
or schools, sometimes described as waves. They differ among commentators. Based on
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Duarte and Baranauskas [54], they can be described roughly as:
1. First-wave HCI is more concerned with ergonomic universals, task modeling, and ex-
perimental methods. It relies heavily on task analysis, cognitivism and information
processing models of human behavior. Its methods focus on how subjects, usually
in laboratory conditions, process information displayed by a computer and commu-
nicate back through a user interface, making use of both experimental methods and
more naturalistic inquiries to derive “universal laws”, such as Fitt’s law [83], Card,
Newell and Moran’s GOMS [33], and Norman’s gulfs of evaluation and execution
[139].
2. Second-wave HCI stems from the so-called cognitive science revolution. Around the
mid-1980s, divergent researchers and movements questioned the universal validity of
such generalizations commonly found in first-wave HCI. Authors such as Winograd
and Flores stated the situated, historical, and mediated nature of human cognition
[175]. Other examples are Suchman’s work on planning and action [162], as well
as Bødker’s work on human activity [20]. However, the context was still mostly
circumscribed around the work environment.
3. Third-wave HCI brings forth previously under-recognized and marginalized topics
such as culture and values. As computing reached out [96] across a manifold of
human endeavors, affecting the everyday life of a significant parcel of the privileged
population, a richer set of phenomena fell under the umbrella of HCI, transcending
work in uncountable ways. As such, third-wave HCI concerns go beyond production-
related and “purposeful” tasks (e.g., to study how to reintroduce humanities in HCI
to stimulate emancipatory or social change-oriented approaches [15]). It relies on
experimental methods and more naturalistic inquiries to understand different facets
of everyday life.
According to England [75], since the first years of the 2000s, a community effort was
made to bring HCI and art closer together. This is illustrated by panels & Special Interest
Groups (SIGs) (e.g., [156, 76, 77]) and workshops & art exhibitions (e.g., [3, 78, 79]),
mainly at the CHI conference, but there are also contributions in smaller, but no less
important conferences, such as Creativity & Cognition [30]. Without exhausting the
subject, there have been academic discussions regarding hybrid evaluation methods that
can potentially contribute both to new media arts and HCI practitioners [3]; cataloging the
digital arts and reported curatorship experiences [77, 78, 79]; possible articulations of lines
of research in digital arts and HCI through intersections and cross-fertilization [156, 81,
76]; the relationships between the Interactive Arts, audience engagement and experience
design [73]; how can HCI research be aligned with socially engaged arts practices that
encourage debate around societal challenges [40]; how art and HCI discourses can both
inform and be informed by innovation policies and initiatives [80]; and how art and HCI
can investigate together the shifting role of the former “user”, who can now become, for
instance, an author, collaborator or performer [124].
With the growing number of contributions at the intersection between art and HCI,
it is our understanding that interaction designers could benefit from the unconventional
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thinking and the creative efforts that arise from the creation of Interactive Art in its
many forms. This can be achieved by studying dialogue genres found in Interactive Art
examples, both in scientific literature and other sources, as well as design and evaluation
approaches employed in the creation of Interactive Art artifacts, as we will present in the
two following sections.
2.3 Interactive Art: Examples
Interactive Art is well covered by the academic literature, as well as within online com-
munities. In this section, we bring some examples of Interactive Art. Our aim in choosing
this subset is to illustrate both distinct trends we identified within the literature and the
possibility of analyzing the cross-fertilization between HCI and the arts. By analyzing
examples of interactive works of art from the perspective of both art and computing, we
derived some types of emphasis they stressed, mostly based on the genre of dialogue they
enable or stress when handled. A dialogue genre is defined at the SIGCHI Curricula for
HCI [103] as “the conceptual uses to which the technical means are put.". The identified
genres are (A) Visual, (B) Embodied, (C) Tangible, and (D) Social.
Our focus on the dialogue genre or theme of the artifacts restricts the kind of analysis
we carry and is somehow naïve, from the perspective of the cultural, situated, and histor-
ical dimensions of the artworks we picked. However, though limited, they have enabled
us to illustrate the types of technological environments works of art have been exploring,
the means they explore, and some of their uses. In the following subsections, we present
these four dialogue genres and provide examples to illustrate them.
2.3.1 The visual dialogue genre
People gaze, view and look at GUIs, interactive artworks and installations. An interface
where the visual is predominant is an example of a visual HCI dialogue genre. GUIs usu-
ally stressed the visual representation of something, such as an environment, a landscape,
a map, a product, in two or three dimensions. The desktop metaphor enables users to
tackle with distinct documents, and later on, as windows, representing distinct applica-
tions. As computers and associated displays became cheaper and more affordable, smaller
(to be used in headsets) and larger (to engulf us), they enable users to fall in an environ-
ment, where we can look, view and sail around, either to design products (computer-aided
design and manufacturing) or institutions (virtual museums, digital libraries), or large and
complex data sets (geographical information systems).
When stressing the visual interaction qualities or perceptions, the artwork has been
sometimes labeled as virtual (i.e., have a digital representation). In many cases, it is
experienced through a set of display screens or a virtual reality headset, usually correlated
eye tracking or head position, together with more traditional input devices, such as a
mouse, keyboard, touchscreen, or joystick.) Usually, these artifacts are designed with a
significant degree of aesthetic interest when compared to everyday counterparts. Some
examples of Interactive Art with a focus on visual interactions are:
38
• Live Writing: Gloomy Streets1, illustrated in Figure 2.1a and created by Sang Won
Lee, is an application in which the experience of writing a poem is enriched with a
real-time audio-visual performance on top of what was written. As a person writes
in a blank screen with a typeface and sound effects, which resemble those of a
typewriter, the text may start to blur and ripple while an enigmatic sound effect
plays in the background. The writer’s own emotions emerge through keystrokes and
letters that seem to be alive [123].
• Journey2, illustrated in Figure 2.1b and developed by thatgamecompany, is origi-
nally a Playstation 3 digital game in which the player controls a character roaming
in a vast desert towards a distant mountain. Although it is an online multiplayer
game, the player has limited interaction with other players, relying only on commu-
nication through character movement and a musical chime. It was not the gameplay
that made it very well received by both critics and players alike, but the strong emo-
tional and aesthetic experience, as can be seen in the aggregated reviews available
at Metacritic3 [165].
• Additional examples of visual interaction include but are not limited to: This Is Not
Private [46], idMirror [109], and Fukushima Audio Census [117].
(a) Live Writing: Gloomy Streets [123, p. 1389]. (b) Journey [165] (PlayStation Europe, CC BY-
NC 2.0).
Figure 2.1: Visual dialogue genre examples.
2.3.2 The embodied dialogue genre
People are present, move and wander in physically immersive interactive artworks and
installations. An interface where the embodiment is predominant is an example of an em-
bodied HCI dialogue genre. As a wide range of sensors and computer vision algorithms
1Live Writing: Gloomy Streets, by Sang Won Lee https://livewriting.github.io/
2Journey, by thatgamecompany http://thatgamecompany.com/journey/
3http://metacritic.com/game/playstation-3/journey
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are created, become more efficient, affordable and easier to use, computing artifacts be-
came more diluted and distributed across and around the user’s physical space (a trend
labeled as ubiquitous or pervasive computing). These ubiquitous or pervasive computa-
tional technologies can surround the places we live and work in, and embodied computer
interfaces enable us to interact with them by being within a physical environment, present
with our full bodies.
When stressing or incorporating embodied interactions, the artwork reaches out to the
physical world to receive embodied methods of input that go beyond traditional everyday
interaction. Usually, it involves sensors capable of identifying psycho-physiological indi-
cators, and the person’s own body is used for conscious, or even unconscious, interaction
with the artwork, as in the concept of an Enactive System proposed by Kaipainen et
al. [112], drawing upon the enactive approach proposed by Varela et al. [168]. Some
examples of Interactive Art with a focus on embodied interaction are:
• iMorphia4, illustrated in Figure 2.2a and created by Richard Brown, is an art in-
stallation in which a person has its body tracked by sensors so that a computer
connected to a projector can project a virtual character over the person’s body.
Body tracking allows the projected character to follow the person’s movements in
real-time. It can be used, for instance, to project fictional characters such as anime
or cartoon protagonists, allowing the tracked person to physically impersonate the
character, challenging basic conventions of screen-based interaction [25].
• CAVE5, illustrated in Figure 2.2b and created by Domingues et al., is an art instal-
lation in which the audience can experience an interactive ritual related to Afro-
Brazilian popular religions. Sensors are used to detect physiological indicators and
walking patterns to, accordingly, control projections on the walls and other interac-
tive resources, such as ambient sound. The goal is to “enhance the sensorial experi-
ences and amplify kinesthesia by adding the sensations that are formed in response
to the physical world, which aesthetically constitutes the principle of synaesthesia”
[51, p. 1].
• Additional examples of embodied interaction include but are not limited to: Dis-
tractions [27], Avian Attractor [53], and BrightHearts [115].
2.3.3 The tangible dialogue genre
People touch, handle and manipulate tangible interactive artworks and installations. An
interface where tangibility is predominant is an example of a tangible HCI dialogue genre.
As interactive devices transcended the graphical output (representation or spectacle) and
computational technology is somehow embedded into physical objects, they enable a per-
son to physically handle these objects. This physical handling has immediate feedback,
be it haptic or not, and provide an improved sense of being-in-a-world. This improved
4iMorphia, by Richard Brown http://mimetics.com/
5CAVE, by Diana Domingues et al. [51]
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(a) iMorphia [25] (Art.CHI 2016 Archive). (b) CAVE [51].
Figure 2.2: Embodied dialogue genre examples.
sense of being-in-a-world effect, in turn, is not only abstract but concrete, as tangible
interfaces enable the manipulation and use of physical tools that are ready-to-hand, en-
abling a richer set and sense of attitudes and actions contained within these tangible
computational objects.
Drawing from the concept of “Tangible Bits” by Ishii and Ullmer [105], in the tangible
interaction approach, the interactive works of art go beyond the virtual and is some-
how embedded in real-world objects, by enabling their manipulation. It usually involves
sensors capable of tracking these objects and sensors in the objects themselves to cap-
ture interaction data, as well as actuators that constraint or facilitate the manipulation.
They may also involve networked and distributed devices commonly known as IoT. Some
examples of Interactive Art with a focus on tangible interaction are:
(a) Crafted Logic [148]. (b) Breaking AndyWall [113].
Figure 2.3: Tangible dialogue genre examples.
• Crafted Logic6, illustrated in Figure 2.3a and created by Irene Posch and Ebru
Kurbak, is an interactive installation situated within a larger project focused on
6Crafted Logic, by Irene Posch and Ebru Kurbak http://www.ireneposch.net/crafted-logic/
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handcrafting simple electronic components from scratch. It consists of handcrafted
hardware created with textile-crafting techniques, such as crochet. The hardware
is connected forming basic logic gates controlled through electromagnetism and can
perform designed logical operations. According to the authors, this installation “[...]
challenges the aesthetics, interactions, and technology creation scenarios we take for
granted in the field today” [148, p. 3884].
• Breaking AndyWall7, illustrated in Figure 2.3b and created by Leo Kang, is an
interactive installation where participants are invited to “destroy” pieces of art that
are socially considered what the author calls “great art”, such as Andy Warhol’s
Marilyn Diptych. The chosen famous artwork is projected onto a canvas that can
be hit by the audience with a provided wooden hammer. Sound sensors capture the
impact of the hammer on the canvas, and with each hit, the projected artwork is
gradually broken down into shattered pixels. According to the author, the objective
is to provide an experimental space to discuss the dynamic roles of users in art and
Design [113].
• Additional examples of tangible interaction include but are not limited to: Endless
Ripples [98], eBee [145], and Dichroic Wade [155].
2.3.4 The social dialogue genre
People share, communicate and dialog within social interactive artworks and installations.
An interface where the social is predominant is an example of a social HCI dialogue genre.
As computer networks continuously connect privileged people in separated geographical
and social landscapes, the sharing, collective, and participatory nature of knowledge are
also constantly targeted. This happens not only computationally, but also culturally,
politically, and historically. When some social or geographical and spatial boundaries
become obsolete through computational technology such as social networks, people with
similar or complementary knowledge and skills can create large groups (or, sometimes,
“bubbles”) to share stories, be part of something bigger, and collaborate or compete among
each other.
When stressing or incorporating some kind of social interaction, an artwork may not
necessarily excel in its degree of aesthetic interest and neither provide any novel form of
interaction with computational technology in the traditional sense; on the other hand, they
may somehow allow and/or encourage people to interact with each other in unconventional
ways through its provided resources. They may encourage people to collaborate and
achieve highly complex levels of self-organization. Some examples of Interactive Art with
a focus on social interaction are:
• Twitch Plays Pokémon8 is a social experiment created by an anonymous program-
mer, still active by the time we write this article. Its most memorable moment was
7Breaking AndyWall, by Leo Kang http://leokang.com/portfolio/index.php/hciart/
breaking-andywall/
8Twitch Plays Pokémon, anonymous https://twitch.tv/twitchplayspokemon
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(a) Snapshots of Twitch Plays Pokémon.
(b) Snapshots of Reddit’s r/place canvas from beginning to end. Reconstructed from Albini’s
Archive [5].
Figure 2.4: Social dialogue genre examples.
during the very beginning of February 2014, when thousands of players could si-
multaneously issue commands to control the character of a live stream play-through
of the classic game Pokémon Red [88], as illustrated in Figure 2.4a. Oscillating
between democracy and anarchy, ultimately the players could collaborate to the
extent that they surprisingly were able to finish the game in precisely 16 days, 9
hours, 55 minutes and 4 seconds.
• Reddit’s /r/place9 is a social experiment by the Reddit social network conducted in
April 2017. Users of Reddit, also known as Redditors, were given a shared empty
canvas with 1000×1000 pixels, and each Redditor could place or paint only one pixel
on the canvas every 5 to 20 minutes. The experiment, illustrated in Figure 2.4b,
lasted only three days, but it was enough to show a fierce competition between
different groups of people for the limited pixels, as well as complex levels of self-
organization and collaboration between people with shared interests. As an attempt
to catalog everything that was created during the three days of the Reddit’s /r/place
event, the /r/place Atlas10 has 1493 entries.
• Additional examples of social interaction include but are not limited to: Tango
9Reddit’s /r/place, by Reddit https://www.reddit.com/r/place/
10https://draemm.li/various/place-atlas/
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Apart: Moving Together [72], Whorl [132], and Sprung! [42].
Concerning common interests of HCI and Interactive Art, both assume many forms
and can be analyzed from many perspectives, beyond the limited scope of the analysis
of this article. Our proposed categorization of dialogue genres and respective examples
illustrate only some of these angles. Besides the humanistic value that may or may not
be intended, these examples provide a basis to understand further research on important
topics for both HCI and Interactive Art. The provided examples encompass, for instance,
properties that led to high levels of immersion and engagement; novel forms of interaction
with computer systems based on alternative technologies and sensors; and social behaviors
of collaboration (or competition) and self-organization through computer systems.
It is important to emphasize that these different dialogue genres are not mutually
exclusive, and they are not intended as a strict nor comprehensive categorization of In-
teractive Art. The Twitch Plays Pokémon and Reddit’s /r/place examples, for instance,
could also be considered examples of visual dialogue genres due to their computer screen
emphasis and interaction through traditional peripherals, while embodied and tangible
genres can easily become intertwined.
2.4 Interactive Art: Design and Evaluation
Bannon and Ehn [10] and Kostakos [119] argue that HCI communities often focus on
results, products, and services, while the design processes and practices often lack thor-
ough presentation and discussion. However, besides analyzing Interactive Art examples,
we may also benefit from studying how these artifacts are created. In this section, we
aim to address our second research question, concerning how to evaluate joint HCI and
Interactive Art efforts. We briefly present some methods and frameworks that we have
considered relevant during our study, without exhausting the subject. We will emphasize
evaluation processes, as it is one of the central aspects of HCI practice and research. The
evaluation also often informs design in a formative manner.
Evaluation processes in HCI can significantly differ from one another as they have
different criteria regarding distinct interests, values, objectives, and methodologies from
researchers and practitioners. Leaning on a summary of the three HCI waves previously
presented in Section 2.2, we have:
1. First-wave HCI evaluative criteria appear to be more concerned with finding er-
gonomic universals and quantifying interaction metrics, relying on experimental
methods. They are focused on tasks and intend to improve the fit between human
and machine to avoid human error, improve performance, and reduce strain. They
are usually conducted in controlled laboratory conditions.
2. Second-wave HCI evaluative criteria are also focused on improving production in
work-related activities. However, they go beyond short-term tasks, focusing on long-
term human action or work, as well as their outcomes. They are usually carried out
in work settings. It is usually conducted in contextualized actual work settings.
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3. Third-wave HCI evaluative criteria rely on both experimental methods and more
naturalistic inquiries to understand different facets of life and reality. They are
mostly conducted in everyday life conditions and way beyond restricted, work-
related environments.
In summary, evaluation criteria in HCI spans from short-term controllable settings, all
the way to long-term uncontrollable situations. On the one hand, short-term controllable
settings enable some generalization, such as production metrics in the evaluation of a
simulated workstation on a shop floor. On the other hand, long-term uncontrollable
situations, are more subjective and unpredictable, such as the more naturalistic study of
any kind of life activity, not necessarily work-related.
In art, in turn, reception and evaluation tend to be uncontrollable, as in third-wave
HCI. Candy [29] argues that evaluation is usually an unfamiliar practice, and sometimes
even a rejected notion among artists – even though some form of evaluation may implicitly
occur in the art-related activities of critique and curatorship. According to the author,
however, there are pioneer practitioners and researchers that are exploring forms of eval-
uation that impact how art is made and exhibited. For example, drawing on Dewey’s
notion that “[...] art is complete only as it works in the experience of others than the one
who created it.” [49], we could say that interactive artists could opt to give away control
of their creation to allow other people to “complete” their work by experimenting with
it, similar to what Eco [69] has called “the open work”, later in 1967. This experience-
focused approach supported by evaluation methods may allow not only the discovery of
new knowledge on engagement and UX but also the creation of new artworks altogether.
It is our understanding that the cross-pollination between the arts and HCI can be
explored as a two-way process. As HCI tends to move towards undetermined purposes and
uncontrollable settings, and as art intends to explore the constraints and implications of
computational media, which still demands the specialized technical skills of programming
and testing, it is possible to envision space for mutual contribution between the fields.
Even though HCI researchers and practitioners have had decades to propose, design, study
and put into practice a wide range of evaluation methods, the use of these methods in
different artistic contexts, and with unorthodox objectives, has the potential of shedding
light on aspects not yet considered, possibly further improving such evaluation methods
and contributing to HCI research.
In the following subsections, we present some examples of design and evaluation frame-
works in Interactive Art. They are illustrative of evaluative practices of interactive sys-
tems, mostly developed in the realm of the arts. A larger and more comprehensive set of
examples can be explored in [32]. Afterwards, we briefly discuss the use of participatory
approaches to the design of Interactive Art.
2.4.1 Candy’s Model
Candy [29, 28] proposes a generalized design and evaluation model which aims to support
higher-level problem clarification regarding the development of Interactive Art. Candy’s
evaluation model is designed to clarify the elements of a design and/or evaluative process
and the features to be designed and/or evaluated, along with applicable criteria, qualities
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or values. It includes four categories, which are: (1) Participants (people, creators);
(2) Experience (process, interactions); (3) Outcomes (products); and (4) Environment
(context). It may be summarized as follows:
1. Participants: it may include artists, technologists, audience, curators, organizers
or even funding agencies; which may lead to the evaluation of features such as
imagination, expertise, skill, experience, intention, reputation, success or failure;
with criteria considering levels or degree of motivation, skill, education, expertise,
engagement, curiosity, commitment or resources.
2. Experience: may encompass audience engagement, art practice, curatorship or sys-
tem development; which may lead to the evaluation of features such as response,
attitudes, risk-taking, interaction, innovation, design quality or performance; with
criteria considering levels or degree of the experience being positive, negative, op-
portunistic, adventurous, curious, cautious, experienced or transcendent.
3. Outcomes: may include artworks, installations, exhibitions, performances or com-
positions; which may lead to the evaluation of features such as novelty, originality,
impact, adaptability, aesthetics, effectiveness or appropriateness; with criteria con-
sidering levels or degree of qualities such as leading-edge, engaging, purposeful,
enhancing, exciting or disturbing.
4. Environment: may comprise a studio, laboratory, museum, gallery or public space;
which may lead to the evaluation of features such as physical spaces, facilities, costs,
time, resources, effort, constraints or support; with criteria considering levels or de-
gree of qualities such as design quality, convincing, adaptable, effective, innovative,
sufficient, sustained, damaging or copious.
Candy’s model shows a heavy emphasis on knowing beforehand and planning for the
different parts who influence or are influenced by the design or evaluative process. Even
though it is exemplified with stakeholders or aspects that are historically not common in
HCI (e.g., art practice, performances, and disturbing or damaging qualities), we believe
that there is a common ground to be explored here, especially when research more aligned
with third-wave HCI is concerned.
2.4.2 Costello and Edmonds’ Pleasure Framework
Aiming at identifying what constitutes pleasure in what the authors refer to as “play-
ful interaction”, Costello and Edmonds’ pleasure framework [41, 42, 43] is composed of
thirteen categories of pleasure that can be experienced when interacting with Interactive
Art. According to the authors, the framework can be used both to support the design,
as well as to evaluate playful interactive experiences. The framework’s categories, with
some considerations of our own in parenthesis, are:
• Creation is the pleasure from being able to create and express yourself creatively,
obtained from the aesthetic qualities of the creation or simply from being in control
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(for an artwork to excel in this category it seems plausible that it must not only
be interactive, but also participatory, elevating the audience to the status of co-
authorship).
• Exploration is the pleasure of exploring something or an unfamiliar situation. It is
often linked with Discovery, but sometimes it may also be self-contained.
• Discovery is the pleasure obtained from making a discovery, like discovering rela-
tionships between performed actions and respective responses from an artwork or
even finding a solution to a problem (the amount of pleasure for finding a solution
to a problem seems correlated with the next pleasure category: Difficulty).
• Difficulty is the pleasure from developing or exercising a physical or intellectual skill
to do or achieve something, as an activity may often be more fun if it is not too
easy (there may, however, be a fine line between achieving this pleasure and being
frustrated with a too high difficulty).
• Competition is the pleasure of achieving a system or self-defined goal. This goal may
or may not involve working with or against another physical or virtual entity (when
Competition is between people and not a virtual entity, it may be even a harder
task to adjust Difficulty without frustrating one or both competitors, as Difficulty
cannot be explicitly controlled anymore).
• Danger is the pleasure from feeling scared, in danger or as taking a risk. This
feeling may vary between simply feeling a mild sense of unease, to a strong feeling
of fear, and may occur indirectly through empathy for another entity, e.g., a fictional
character.
• Captivation is the pleasure from feeling mesmerized, like being in some way con-
trolled by another entity. It may happen, for instance, through an immersive expe-
rience that leaves the audience unconscious of its surroundings.
• Sensation is the pleasure from feeling a sensory physical action, e.g., touch, hearing
etc. (besides a category on its own, the multisensory nature of Sensation leads us
to think of it as also an underlying aspect of the other categories, as our senses are
directly related to them).
• Sympathy is the pleasure from sharing physical or emotional feelings (as we under-
stand, Sympathy is inherently reciprocal, as sharing feelings in the terms of simply
exposing them may not be enough to achieve pleasure from this category. Reci-
procity seems to be essential).
• Simulation is the pleasure from perceiving a copy or representation of something
from real life (in our understanding, the Simulation category may not be limited to
representations from the real, physical world; a physical or virtual representation of
something virtual may also invoke the described pleasure).
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• Fantasy is the pleasure from perceiving a fantastical creation of the human imagi-
nation, like the representation of peculiar fictional worlds and creatures.
• Camaraderie is the pleasure from developing a sense of friendship, fellowship or inti-
macy with someone (this category seems highly likely to be linked with Competition
and Sympathy, and it seems fundamental to achieve behaviors of collaboration and
self-organization).
• Subversion is the pleasure from breaking rules, subverting the meaning of something
or watch someone else do it (in doing something not allowed or predicted by the
system, this category may be linked with Exploration, Discovery, and Creation, as
well as Danger in some circumstances).
According to Costello and Edmonds, it is not feasible for an interactive artwork to
excel in all categories they propose simultaneously. This should not be the goal or the
purpose of the framework altogether. The authors are more concerned with surfacing
and understanding possible aspects of playful interaction that may or may not lead to
some form of pleasure for people interacting with an artifact, as well as identifying which
categories stand out in an artwork.
In contrast with Candy’s model, which is more generalized and concerned with plan-
ning, Costello and Edmonds’ pleasure framework is much more concerned about the very
specific and complex qualities of playful interaction. Although the design of “pleasurable”
user interfaces can be argued as a goal of UX design, we believe that the depth to which
Costello and Edmonds explore the subject makes it a promising tool to be used by HCI
researchers and practitioners, especially regarding categories of pleasure that traditionally
can be considered unconventional (if not completely undesired) in traditional interaction
design, such as difficulty, danger or subversion, with the exception of digital games design.
2.4.3 Participatory Approaches
The use of participatory approaches in the design of Interactive Art or installations has
been reported in the scientific literature for over fifteen years. Frecon et al. [86], for
instance, reported on how a museum installation about visualizing sound perception in
submarines was redesigned with participatory activities to collect design suggestions with
invited stakeholders. There is a significant amount of publications in the literature that
present interactive installations designed with some kind of participatory design approach
(e.g., [45, 23, 138, 157]). However, these studies tend to have their contributions oriented
towards showing the created product qualities, while details of the design process are
often absent or briefly discussed.
For studies that do give greater emphasis to the design process, many of those highlight
the use of participatory approaches in early design phases to generate ideas and concepts.
Some studies present the benefits of conducting fieldwork at the intended environment
for an interactive artifact or installation [37, 36]. Some studies present a variety of early
phase approaches to design, such as a rapid ethnographic study in a museum setting [144],
integrating stakeholders into the design team to open-endedly generate design ideas, or
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developing early prototypes to gather feedback from users to lead the design from there
[110, 39], and showing the feasibility of including children in the process to generate ideas
for a virtual reality exhibit [159]. In a more holistic approach, Ciolfi et al. [38] describe
a co-design process that iterates phases for the generation of new concepts (divergent
activities) with phases for the selection of concepts to pursue (convergent activities). The
authors describe the use of practical, embodied activities such as sketching in hardware,
in-situ scenario building, bodystorming and combining technology and content.
Perhaps the most controversial aspect of it, participatory approaches may challenge
traditional understandings of the concept of authorship, leading to the concept of co-
authorship of Interactive Art. Jacucci et al. [107], for instance, compare the dichotomy
between designer and users in HCI to artist and audience in artworks. It is argued that
the growing interest in participatory approaches to both art and design can blur these
dichotomies. Artists may invite people to contribute within a given conceptual framework,
or they may encourage the artwork to be ultimately appropriated and extended by the
joint participation of audience and artist.
2.5 Discussion
Because evaluation is a central aspect of HCI, there is already a vast amount of knowledge
on the subject in the literature and among HCI researchers and practitioners. Neverthe-
less, the HCI community could always benefit from novel perspectives on the subject. On
the other hand, there is a growing interest from Interactive Art practitioners in evaluating
their work. This apparent alignment of interests may allow the evaluation to serve as a
common ground for collaboration between the fields. Classical HCI evaluation methods,
however, do not seem to be useful, neither well accepted, in the context of art. Their focus
on well-defined goals and objective metrics seems indeed out of place in the evaluation
of Interactive Art, which is noticeable as both presented frameworks are heavily focused
on experience. In contrast, evaluation methods focused on aspects of UX and aligned
with third-wave HCI methods are already being appropriated by artists and used with
relative success in some contexts, such as the evaluation of audience interaction with a
collaborative interactive music system [19]; evaluation in public art, including planning,
preparation and different points of view by different stakeholders [4]; and evaluation in
the collaborative creation of a public digital media exhibition [17]. How artists may ap-
propriate, apply and evolve these methods is of high interest of HCI research as well, as it
brings novel approaches and different views the HCI community alone could not be able
to devise or envision.
Candy’s model, for instance, seems aligned with problem clarification methods that
already inhabit HCI research for quite some time. As an example, Organisational Semi-
otics’ Problem Articulation Methods (PAM), commonly used within Baranauskas’ Socially
Aware Computing (SAC) approach [11], similarly makes use of specific artifacts to elu-
cidate problems. With proper epistemological and methodological considerations, an ar-
ticulation of these two approaches may yield novel insights into projects with or without
artistic intent. This line of inquiry, however, may also lead to a possible conflict between
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the traditional individualism of the creative process in art against the participatory nature
of the SAC approach, i.e., authorship vs. co-authorship.
Costello and Edmonds’ pleasure framework, in turn, could benefit from the Pleasure,
Arousal, Dominance (PAD) emotional state model used in HCI practices. The pleasure
framework’s categories seem to be associated with the pleasure dimension in the PAD
model; it also seems to encompass the arousal dimension, as the authors argue that some
aspects of arousal act as modifying variables to the categories. This alignment with the
PAD model may, perhaps, allow the use of well-established evaluation instruments along-
side the framework, such as the SAM [24]. Also, understanding the role of pleasure in
interaction design may be an important tool for encouraging engagement, collaboration,
and other desired aspects in projects with or without artistic intent. For that, the study of
Tan and Ferguson [164] on the role of emotions in art evaluation may also provide further
insights. Furthermore, some categories from the pleasure framework may be correlated
with aspects already familiar to some HCI researchers. For instance: certain levels of cre-
ation can be considered to elevate the audience to the status of co-authorship, resembling
aspects of Participatory Design; the amount of pleasure from difficulty can be analyzed
from a perspective that combines the often fragile balance between motivation and ability;
competition and sympathy may both involve and shape cultural aspects and values from
the people involved; sensation can be explored from a Universal Design perspective; and
simulation has much potential in the field of virtual reality.
We have already explored Costello and Edmonds’ pleasure framework in the contexts
of HCI computer science and computer engineering undergraduate and graduate courses
[55, 59]. In these courses, we experimented with the approach of inserting art as a context
for the discipline’s main project. As preliminary results, students expanded their under-
standing of art and HCI and explored novel forms of interaction by creating projects
around the concept of Interactive Art or installations. Students were also able to make
sense of Costello and Edmonds’ pleasure framework while they used it to evaluate projects
from colleagues in a peer review manner and to inform the design of their projects. To
further report these case studies is beyond the scope of this article, but it shows both ap-
plicability of the framework and how the classroom may be a useful medium to promote
the articulation of art and science, reaching not only the HCI community but perhaps
widely and openly Computer Science itself.
Lastly, we did not find in the literature efforts in Interactive Art design and evaluation
that emphasize accessibility or Universal Design. This seems to be a missed opportunity
as Interactive Art has an excellent potential for multisensory approaches (i.e., unlike a
painting or a sculpture you are not allowed to touch, Interactive Art can be designed
to not rely too heavily on sight by, for instance, also promoting other senses such as
touch and hearing.) Some of the projects we designed and built with undergraduate and
graduate HCI students already have higher attention to accessibility, but this remains
an open opportunity for research. Furthermore, another possible direction to explore the
subject of evaluation at the intersection between art and HCI is to revisit the practices
of art critique and curatorship, which are usually not conducted by the artist itself, from
an HCI perspective.
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2.5.1 Towards a Research Agenda
Informed by what we presented and discussed so far in this article, we consider the
following recommendations as essential steps towards articulating art and science in HCI
through the concept of Interactive Art:
Encourage Interactive Art Research
There seems to be a steady increase in publications relative to the intersection between
Interactive Art and HCI. However, there will always be numerous unexplored possibilities,
and the potential mutual benefit for art and science seems to be a motivation to encourage
further research on the subject. HCI communities could benefit from being open to works
that permeate this frontier between the fields. Even though this could incur in some
controversies regarding what is a valid scientific contribution in HCI (from conflicting
ontological perspectives to different forms of rhetoric), these discussions could play an
important role in contributing to the maturity of communities and openness to new ideas.
Study Interactive Art Examples
There are many Interactive Art approaches to be found in scientific literature and other
sources from digital games to online communities, and this article only scratches the
surface in this regard. Sometimes these artworks are not even intentionally designed
as or named Interactive Art by their authors, but the lack of artistic intent does not
prevent them from being perceived as art. Nevertheless, Interactive Art examples can
provide useful insights that can inform the design of digital artifacts with or without
artistic intent. Our examples of Interactive Art, for instance, show a varied collection
of interaction approaches and desired qualities for interactive systems that, with proper
study, may also be achieved to some degree in non-artistic contexts. The embodied ways
in which we can interact with art, for instance, can be applied to the design of IoT systems
for smart homes and other environments that go beyond a dashboard controlled from a
smartphone, detecting and responding to our physical presence and actions.
Practice Interactive Art Design and Evaluation
Theory on Interactive Art cannot be considered complete without practice, and it is the
very practice of Interactive Art that resonates well with the field of HCI, providing a mu-
tual benefit relationship. Furthermore, Cressey [44] argues that we are entering the “age
of the arduino”, supported by data on how such devices are transforming science regard-
ing automation and data collection. Besides their low cost, these devices are relatively
simple, allowing its use by people without expertise on the subject, i.e., there is no need
to be an engineer or a computer scientist to use them successfully. Therefore, Arduino
boards and the Raspberry Pi can serve as an inexpensive technical playground for people
to explore interactive possibilities, whether they may be called Interactive Art or not. By
exploring these technologies with a playful attitude, one can emerge significant learning
experience and useful insights that could otherwise not be attained. Evaluation, in turn,
complements the practice of Interactive Art with direct contributions to both Interactive
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Art practitioners and HCI researchers, serving as a common ground between the fields.
The extensive evaluation knowledge from HCI can be borrowed, employed and decon-
structed by interactive artists, which in turn can contribute to unconventional insights
and approaches to evaluation. One possible way to foster the practice of Interactive Art
design and evaluation is to conduct design projects about the subject in undergraduate
and graduate HCI classes, such as the InterArt [55] and InstInt [59] projects we have
already conducted and reported on.
Design Interactive Art for All
People should be able to experience Interactive Art regardless of their age, size, ability or
disability. The open-ended nature of Interactive Art can be explored to push the bound-
aries of our understanding of accessibility and universal design both in terms of social
critique, as well as in making use of multisensory approaches with different technologies
of sensors and actuators. Tactile and sound feedback, for instance, can be used to not
only complement visual features but also to open entirely new ways and possibilities to
experience Interactive Art artifacts altogether, artifacts, in turn, that can be experienced
to the greatest extent possible of people. The design of Interactive Art for all can be
approached both from “bottom-up” or “top-down” perspectives: you can make universal
design a goal from the start, and conduct every design activity with universal access in
mind, or, by exploring current technologies and prototypes, you may obtain insights about
how these can be used to allow people with some limitation or disability to have a better
experience.
2.6 Conclusion
The articulation of art and science can be an important source of innovation in the
domain of interactive systems, and HCI can have a mutual benefit relationship with art
through Interactive Art. Looking back at our first research question, Interactive Art can
be considered a source of innovation regarding unconventional forms of interacting with
a computer. We highlighted four distinct interaction approaches found in Interactive Art
in the literature and other sources. These have stressed virtual, embodied, tangible and
social forms of interaction, and are illustrated with examples that contain useful qualities
that may also be desired in computational systems without artistic intent.
For our second research question, evaluation can be used as a common ground between
HCI and Interactive Art researchers and practitioners. There are useful frameworks in
the literature to support the design and evaluation of Interactive Art, such as Candy’s
and Costello and Edmonds’. Although it is plausible that these could also be used in
other contexts without artistic intent, there is still room for studies mixing them to some
HCI practiced methods. Participatory approaches also provide unique ways of designing
Interactive Art, providing a different perspective on the participatory design itself. It is
noticeable how the potential issues raised by a combination of theory and practice on both
art and technology design can have on reflection about political and social issues related
to our being in the contemporary society.
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The discussion on the results of the research questions addressed in this work leads
to encouraging Interactive Art research, studying Interactive Art examples, practicing
Interactive Art design and evaluation, and designing Interactive Art for all, as essential
starting points in a research agenda.
Ongoing work involves the articulation of art and science in HCI by following the
research agenda we outlined. More specifically, we are conducting work on the design of
Interactive Art in a socially aware manner [11], and with a coupled relation between body
and environment as described in the Enactive approach by Varela, Rosch and Thompson
[168]. We expect this articulation to lead us towards the conception of what we may call
socioenactive Interactive Art.
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Chapter 3
InterArt: A Constructionist Approach
to Learning Human-Computer
Interaction
3.1 Introduction
Technological advances such as personal mobile devices, artificial intelligence, and IoT
devices are substantially changing what we understand as a computer, as well as how we
interact with it. When it comes to the field of HCI, technological advances also bring
to researchers and practitioners the inevitable challenge of staying updated. The field
of HCI, especially HCI education, has no option but to evolve alongside the changes in
the technological landscape, infrastructure and the expanding capacities and contexts of
technology use [97, 35, 95]. The power and impact of designers (to which we include
interaction designers, user experience designers and other professional designations under
the encompassing term of HCI practitioners) in our contemporary world is undeniable
[166]. This profound and ever-expanding role that HCI practitioners are playing in our
society raises the importance of formally discussing how these professionals may learn
their craft.
Regarding formal discussion and practical approaches to HCI education in the liter-
ature, True et al. [166] argue that even though there are numerous approaches across
existing programs worldwide, the inner workings of these programs are rarely discussed
outside their own institutions. Grandhi [95], in turn, argues that most discussions re-
garding HCI pedagogy are informal and done through social networks or in conferences.
To make things even more complicated, there is also no consensus in the literature about
what topics constitutes the field of HCI to begin with. In 1992, when attempting to
establish a curriculum, Hewett et al. stated that “There is currently no agreed-upon def-
inition of the range of topics which form the area of human-computer interaction” [103].
Even though the field has considerably evolved and matured in the following decades, in
Churchill et al.’s survey [35], the authors conclude that Hewett et al.’s observation was
still valid in 2013. We find it plausible that this observation will remain valid indefinitely.
To be clear, this is not necessarily a flaw in HCI education, but likely a sign of the diver-
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sity of thought in the field, as well as a response to the need of adapting HCI education
to different socio-technical contexts, further highlighting the need to report and formally
discuss these approaches.
Besides the lack of detailed reports and an agreed-upon definition of the encompassed
topics of the field, it is a grand challenge for an HCI educator to constantly stay updated
and properly prepare students to cope with the state-of-the-art technology, a vast amount
of interaction possibilities, and an ever-growing collection of sociotechnical challenges.
Furthermore, it is an even greater challenge to prepare a future generation of HCI re-
searchers and practitioners for possibilities and implications that yet do not exist, cannot
be precisely predicted, but will certainly happen at some point. It is our understanding
that to better prepare HCI students to cope with current technologies, while also trying to
prepare them for forthcoming technological advances, (1) students should be encouraged
to creatively engage and tinker with novel tools and computational technologies, such as
Arduinos and similar electronics gadgets, artificial intelligence Application Programming
Interfaces (APIs), and IoT devices. Furthermore, following the well-accepted notion that
HCI research and practice is no longer limited to well-defined and/or workplace problems
[21, 99, 151, 22], (2) students should be encouraged to design for more elusive, open-ended
scenarios. Building upon these educational challenges, as well as points (1) and (2), we
devise our general and specific research questions:
General research question: Can HCI students be prepared not only for
current design problems, but also for those that will be faced in the next 5,
10 or 20 years?
Specific research question: Can students learn HCI through a construc-
tionist approach by exploring emergent technologies, such as Arduino and
other devices, in the design of open-ended scenarios, such as the creation of
interactive artworks?
In this article, we address a constructionist approach to the learning of HCI by pro-
moting an articulation between art and science. Besides studying and practicing what
can be considered traditional topics within the field, Computer Science and Computer
Engineering undergraduate students also explored tools and technologies from the maker
culture to approach an open-ended design problem presented to them: to design, imple-
ment and evaluate an interactive art project. Our primary objective was to engage our
students by providing an HCI course that was challenging (the students had to step out
of their comfort zones), and self-oriented (the students had the freedom to decide what
to pursue and choose something meaningful to them). Taking advantage of the fact that
HCI courses in Brazil are often offered within Computer Science or Computer Engineering
programs, our approach also articulated several computing abilities beyond the traditional
scope of HCI that were collaterally practiced during the semester, such as programming,
electronic circuit making, and physical construction of artifacts. As results, we analyzed
data collected throughout the course (e.g., student feedback and the content of turned in
assignments), as well as the resulting interactive artworks created by the students. We
believe that our constructionist approach may lead to more versatile and open-minded
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HCI practitioners, which in turn are better prepared to cope with novel technologies and
emerging forms of interaction.
The article is structured as follows: in Section 3.2 we present our theoretical back-
ground and some related work; in Section 3.3 we present the InterArt case study and its
activities; in Section 3.4 we report our results from data collected throughout the course,
including descriptions of the created interactive artworks; in Section 3.5 we discuss our
results and main findings; and in Section 3.6 we present conclusions and directions for
future work.
3.2 Background
The learning theory that underlies our study is the one developed by Seymour Papert
in the early 1980s, now widely known as constructionism [141]. It may be tempting to
describe the constructionist approach with short, catchy expressions such as “learning-by-
making”, or “project-based-learning”. While these short expressions are not exactly wrong
about important aspects of the approach, Papert and Harel [142] argue that construction-
ism can be much richer and more multifaceted, and also have much deeper implications
than what can be conveyed by such expressions. Even the use of definitions is avoided
when the goal is to convey the concept of constructionism, as the authors further argue:
“[...] it would be particularly oxymoronic to convey the idea of constructionism through
a definition since, after all, constructionism boils down to demanding that everything be
understood by being constructed” [142].
Therefore, even though we cannot convey Papert’s constructionism with simple ex-
pressions and formal definitions, it is our understanding that it encompasses at least two
fundamental ideas [12]: First, it views the relationship between teaching and learning
not as a transmission of knowledge from the professor to the student (described as an
instructionist approach), but rather as a form of individual reconstruction, in which the
learner is supported by the teacher in the effort of actively building his/her own knowl-
edge structures. Second, there is an understanding that learning is most effective when
the learner has the opportunity to experience the construction of an artifact that is some-
how meaningful to him/her, and this construction process includes having the freedom
to make his/her own decisions about what to construct and how. In a general sense, in
the constructionist approach learners are not expected to achieve the same results (e.g.,
finding the correct solution to a proposed problem). Instead, each learner can be viewed
as an independent “bricoleur ”, someone with his/her inventiveness, constantly building
their own knowledge as s/he explores and constructs artifacts of his/her interest.
In academic literature, constructionism is often associated with learning approaches
for children, perhaps due to Papert’s emphasis on childhood and his studies with children
and computers. However, we have no reason to believe that the constructionist approach
could not also be effectively explored with adults and in higher education. This is the
focus of our study, to provide a constructionist environment to the learning of HCI at the
undergraduate level, more specifically with Computer Science and Computer Engineer-
ing students. There are studies reporting HCI educational approaches with the intention
56
of constructing things and going beyond software displayed in a computer screen (e.g.,
[94, 163]). However, these reports do not focus on the underlying learning approach.
Therefore, in the next subsection, we present a brief survey of works that explicitly use a
constructionist approach with undergraduate Computer Science and Computer Engineer-
ing students, although without exhausting the subject.
3.2.1 Related Work
Regarding the explicit use of constructionist approaches to the teaching of Computer
Science, the work of Korte et al. [118], with first-year Computer Science and Computer
Engineering students, report a game-building method for teaching modeling skills in the-
oretical Computer Science. Even though the subject (finite-state and Turing machines)
is initially abstract and theoretical, it obtains new meaning through a direct mapping
between the games that the students are building and the models that they are trying to
master. The authors argue that besides the benefit of learning by doing a practical task,
which may help in understanding a hard to grasp content such as theoretical Computer
Science, a significant element of customization and choice present in the assignment has
the potential to increase both motivation and performance among students.
The work of Apiola et al. [7], in turn, describe a teaching experiment with LEGO
Mindstorms robots for intermediate-level Computer Science students. With a focus on
supporting creativity and intrinsic motivation among students, the learning objectives of
the classes were not strict, in fact the students took part in defining those objectives by
imagining and designing “future” uses for robots. The open-endedness of the objectives
allowed the creation of playful projects, such as a tic-tac-toe playing robot, or a “guard”
robot that shoots rubber bands. The authors argue that the robots were a powerful trigger
of an initial curiosity and motivation in students, and even though the students faced a
significant amount of technical challenges, they were able to self-direct the project while
they creatively practiced computing skills.
Another explicit use of a constructionist approach to the teaching of Computer Science,
but more specifically for the teaching of HCI within Computer Science, the work of Khoo
[114] is concerned with learning user interface design. The author argues that traditional
class lectures (i.e., with textbooks, handouts, transparencies, and assignments) have the
major limitation that students are often unable to “experience” user interface design. The
author advocates for a constructionist approach to the learning of user interface design
by letting students “do” or “construct” user interfaces with the use of HTML to better
understand the subject. It is argued by the author that this was an effective approach for
user interface design pedagogy.
The work of Nielsen and Majgaard [137], in turn, is concerned with merging inter-
active design processes and the development of interactive prototypes for first-semester
software and information technology engineering students without prior programming ex-
perience. The authors make use of constructionism-inspired programming tools, most
notably MIT’s App Inventor, to support the students in the development of touch-based
learning apps for children. The design process included specifying requirements, con-
ceptual design, physical and interactive prototyping, and user evaluation. The authors
57
argue that this approach allowed the students to have a “real-life experience”, and even
though the students did not have previous programming experience, the constructionism-
inspired programming tools allowed them to create relatively complex applications with,
to name a few examples, animations and sound, database connection, and with the use
of integrated sensors in smartphones, such as the camera or an accelerometer. The use
of “scaffolding” programming tools to create smartphone apps is also the subject of the
work of Reardon and Tangney [149], even though the focus is on learning programming
instead of interaction design.
Considering that interaction is no longer limited by classic peripherals (e.g., touch-
screen, mouse, and keyboard), it is our understanding that teaching/learning HCI and
interface design should go beyond the classical projects with focus on the design of GUIs,
and even beyond the conventional notion of the computer. There are a few studies in
the literature that report the use of robots and other tangible or pervasive computational
technologies in a Computer Science or Computer Engineering context of learning program-
ming and related theoretical concepts, sometimes even with some relatively open-ended
design problems. However, to the best of our knowledge, there is no reported use of an
explicit constructionist approach to the learning of HCI through the open-ended theme of
making interactive artworks. This distinction becomes especially more significant when
we consider that our approach includes not only creating a conceptual design, fictional
product or mock-up but actually going past this abstract stage and actually building and
programming functional physical artifacts.
3.3 The InterArt Case Study
Our study was conducted in an HCI undergraduate course in the first semester of 2017,
ministered by a professor and an intern teacher (second and first authors, respectively). A
total of 55 Computer Engineering and Computer Science students from Unicamp, Brazil
participated. As a first action, the students organized themselves in 9 teams of 6 or
7 members for the group activities to be conducted during the semester. Regarding
the methodology, besides our general constructionist approach to teaching/learning, we
adopted a sociotechnical perspective to the design of interactive systems, making use of
inclusive and participatory practices [11, 127, 154]. Regarding the specific topics, the
syllabus was based on Preece et al. [111], and Rocha and Baranauskas [150], and the
students were proposed with pre-class “warm-up” activities between classes. The course
program included:
1. History and evolution of the field of HCI;
2. Human factors in HCI (e.g., perception, memory);
3. HCI paradigms and respective design and evaluation methods;
4. Introduction to Semiotics and Organisational Semiotics;
5. Accessibility and Universal Design theory and practice;
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6. User Interface (UI) design tools and environments; and
7. Selected subjects (e.g., IoT interaction design, cultural aspects).
Students were evaluated with two tests and two hands-on projects developed in groups
and conducted in the classroom as the topics were presented along the semester. The first
project was a more traditional approach to an HCI problem: students were asked to
redesign, in the form of a mobile app, their university’s current web app for managing
classes, grades, and other academic matters. This first project included classic HCI tech-
niques and methods that the students would likely apply in the industry right now, such
as the creation of personas, heuristic evaluation, and paper and digital prototyping. The
second hands-on project, however, is the one we will focus on in this article. The second
project was entitled InterArt, and students were asked to design and build from scratch
an original interactive artwork.
The articulation of art and science has been an important source of innovation and
ground-breaking contributions in many fields throughout history [174]. Considering John
Lasseter’s quote that “[. . . ] art challenges technology, and technology inspires art” [122],
we take the perspective that there is a two-way path of influences between art and science,
and articulation can be beneficial for both sides. In HCI, art and science may be articu-
lated through the overlapping concept of interactive art [135, 70, 75, 56]. It is important
to emphasize that we opted to not adhere to any precise or definitive definition of what
is interactive art, as it would require equally precise definitions of what is both art and
interaction, and every attempt to do so will always be subject of debate [2, 104]. For the
practical purposes of this article, we consider interactive art to be broadly any form of ar-
tifact enhanced with any kind of computer-based interactivity. The creation of interactive
artworks, in turn, brings us a fortunate consequence: it also represents an opportunity to
explore novel technologies and interaction possibilities that could otherwise be overlooked
in more traditional design problems. Concerning the importance of exploring novel tech-
nologies and materials, Löwgren [129] emphasizes the importance of the maker culture
in interaction design research. According to the author, it can support the exploratory
design of what he refers to as non-idiomatic interaction, a kind of interaction that is not
yet inside the “established idiom”, i.e., not yet broadly known or understood. Posch [147],
in turn, discusses how our tools, that we often take for granted, have the potential to
shape our interaction with any kind of technology in a making process, and how we may
appropriate our tools in new ways by reflecting and experimenting with them. Therefore,
in this study, we opted to employ technologies and tools often associated with the maker
culture phenomenon.
Before formally presenting the InterArt proposal, whenever possible, we articulated
the course’s content with the InterArt design context. Some of the proposed warm-ups and
in-class activities allowed students to discuss aspects that might intersect with art, such
as perception, and to form their own definitions of interactive art instead of adhering to
an arbitrary one. In the following subsections, we list all the activities that were somehow
connected to the InterArt project.
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3.3.1 Introductory Questionnaire
The first warm-up activity was a questionnaire aimed at better knowing the students and
their motivations, which would help us in tailoring the course to be more engaging and
aligned with their interests. We asked open questions about their motivations for choosing
Computer Science or Computer Engineering, and things they like and dislike in it. The
last question, however, was our first approach towards the subject of art: we asked the
students to “Indicate an artist or artwork that you admire.” In the following week, when
the teams for group activities were formed, the students named their teams after an artist
or artwork of their liking.
3.3.2 Perception Warm-up
As a warm-up activity for a class on the topic of human perception, students were asked
to openly state what they “perceive” in a picture of Lygia Pape’s Divisor (1968). Without
their knowledge, the class was randomly divided into two groups for this assignment: the
first group answered without having access to the responses of colleagues, while the second
group had access to previous responses from colleagues in the same group. The design
of the warm-up, which is illustrated in Figure 3.1, was intended to discuss with students
that perception is not only a physiological phenomenon but also a socially informed one.
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What do you perceive in this artwork?
Supported by the above responses, 
what do you perceive in this artwork?
Colleague A The artwork exists […]
Colleague X The artwork portrays […]
G
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p
 A
Answer goes to a new line
Answer goes only
to professor
Figure 3.1: Illustration of the design of the perception warm-up.
3.3.3 Forming a Concept of Interactive Art
After a brief introduction about the theme of the InterArt project, we tasked students with
researching the subject and coming up with an initial concept of what they understood as
interactive art. Each team presented their initial concept in 10-minute seminars, including
at least one illustrative example and describing their research process. After the class, we
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asked in an online form: “Did watching your colleague’s presentations somehow aggregate
or modified your initial concept of interactive art? Please justify your answer.” Following
our constructionist stance, instead of imposing some arbitrary definition, our objective
was to have students construct their own understanding of the subject and to expand
their understanding by sharing it with each other.
3.3.4 Ideation Techniques
We proposed three ideation techniques to help teams come up with ideas for interactive
artworks. The first technique, called “challenging existing assumptions”, was adapted from
Michalko [133, p. 43–52]. In this first technique, the students listed preconceived ideas
related to the project and then proceeded to challenge these ideas, promoting unconven-
tional thinking patterns. The second technique was a brainwriting session [167], in which
the team selected their favorite existing assumptions from the previous activity and col-
laboratively wrote a proposal on how to make the reversal of that assumption come true.
The third technique, called “translating sensory experiences”, is based on the reported
influence of sensory experiences on creativity [177], and consists of listing non-visual sen-
sory elements and trying to give them a visual representation. This third technique could
not be conducted in class due to time constraints but was still presented to the students
so that they could conduct it outside the classroom if they wanted to.
3.3.5 Requirements Formalization
As a next step towards creating their interactive artwork, students were asked to write
formal requirements for their projects. To support this activity, students made use of
the Semiotic Framework [127, p. 26–35]. The Semiotic Framework can be described as
a “ladder” with six “steps” (which is the reason it is sometimes referred to as Semiotic
Ladder): (1) physical world; (2) empiric; (3) syntactic; (4) semantic; (5) pragmatic;
and (6) social world. Unlike functional and non-functional, each step of the Semiotic
Framework reveals different levels of requirements that are necessary for any system to
be made and used, from the very physical components that make up a computational
system in the physical world, to aspects of human relations in the social world. To help
clarify the more technical levels of requirements, before this activity with the Semiotic
Framework we had already conducted a hands-on exploration of the two examples of
interactive artworks “Interactive Mondrian” and Emojic Mirror [61]. This exploration led
to a discussion about the inner workings of these examples and brought up relevant topics
such as emotion recognition APIs, sensors, actuators, microcontrollers, and connectivity,
giving the teams an early idea about possible technical requirements that could be raised
in the Semiotic Framework.
After using the Semiotic Framework to formalize requirements, the students also cre-
ated a diagram that we named “communicational map”. Because we encouraged students
to go beyond computer screens and mouse & keyboard, in this diagram they were asked to
represent both the physical and the virtual components mentioned in the Semiotic Lad-
der, as well as the involved human actors. Furthermore, the diagram also illustrates how
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these components may communicate with each other by highlighting what are the paths
in which information travels, and what kind of information travels through each path.
For instance, a vibration sensor may be triggered by shaking the sensor hidden inside
an object; this information reaches a microcontroller through wires; the microcontroller
uses Wi-Fi to broadcast the information, a web page is notified of the new value for the
vibration variable and updates a visual element accordingly.
3.3.6 Hands-on Workshop with an Electronics Kit
Considering our constructionist stance to learning HCI and the current directions of the
HCI field, it is clear to us that only building digital user interfaces (no matter the tech-
nology involved) is not sufficient. Therefore, to support a hands-on attitude and en-
courage novel forms of interaction, we provided each team with a custom-made Arduino-
compatible electronics kit (we kept in mind the growing interest, low cost and easy to
learn curve of these devices [44]). The kit, properly presented with a set of slides to which
we will refer to as “kit slides”, was composed of:
• Hardware platform: NodeMCU 1.0 (Arduino-compatible, with built-in Wi-Fi);
• Sensors: temperature & humidity (DHT11), Light-Dependent Resistor (LDR), sound
(KY-038), reflexive obstacle (FC-51), vibration (SW-420), and push buttons with
colorful covers;
• Actuators: assorted single-color Light Emitting Diodes (LEDs), Red, Green, Blue
(RGB) LEDs, and a buzzer; and
• Other components: organizer box, breadboard, jumper wires, and resistors.
The kit was accompanied by custom documentation on every component (made public
at a later moment under the name Pincello1), to which we will refer to as “Examples of
Circuits and Codes”, and by an original illustrative tutorial on how to send information
from the microcontroller to a remote HTML page and vice versa, called “Interactive
Mona Lisa”. In the example from the tutorial, an LED could be turned on or off from a
web page, and a virtual representation of the Mona Lisa from Leonardo da Vinci shook
when the vibration sensor was shaken. Students had an entire 2-hour class dedicated to
exploring the kit, following the tutorial and asking any questions that might arise in the
process. The students were able to keep the kit in their possession until the end of the
semester, and they were not even required to use it if they did not want to, as long as
they somehow created an experience that went beyond the computer screen. After the
hands-on workshop, there were two more 2-hour classes dedicated to using the electronics
kit or any other tools the students wanted to, but this time exclusively for prototyping
the interactive artwork the teams had been designing up to that moment.
1https://efduarte.github.io/pincello/
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3.3.7 Peer Review Evaluation
After the teams finished a functional prototype, we conducted a session of peer review.
The students set up their prototypes inside the classroom simulating an exhibition, and,
circularly, each team experimented with and evaluated the prototype of the next team
in the alphabetical order. This activity is illustrated in Figure 3.2. To support the
evaluation, the students used Costello and Edmond’s Pleasure Framework [42]. We opted
for this framework instead of more classical HCI evaluation methods because of the nature
of the project: in our context, analyzing aspects of playful interaction could yield more
meaningful and helpful results than a traditional usability test. We complemented the
Pleasure Framework with a part of the SAM [24] in the following manner: for each of the
thirteen categories of the Pleasure Framework, we inserted a 5-point Likert scale with the
pleasure dimension from the SAM, and after choosing a point in the scale, the evaluators
had to justify their answers in writing. Afterward, the teams gathered the results of the
peer review and used this feedback to further improve their interactive art prototypes.
Besides helping students to finish their projects on time and improving it for the final
presentation, this activity was also designed to encourage interaction between groups,
allowing the students to experiment with each other’s works.
Figure 3.2: Peer review evaluation.
3.3.8 Final Presentation & Feedback Questionnaire
At the end of the semester, each team presented their project in a 10-minute, free format
presentation, followed by a live demonstration of their interactive artwork. Later, after
the course was over and all the grades were assigned, we sent to the students an online
form containing some questions about their experience during the semester. Among other
questions, we asked: “Considering the experiences and activities conducted in this course,
did your perception of what can be art, technology and HCI change during the semester?
Please justify your answer.” We also asked students to individually evaluate the tools and
methods employed in the project, including the electronics kit. Because the semester was
already over, the filling of this questionnaire was entirely optional. Lastly, the students
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had the option to fill it anonymously if they wanted to.
3.4 Results
Our main results are organized into three categories. First, we present the 9 teams and
their interactive artworks; then, we present results obtained from the perception and
interactive art concept warm-up activities; finally, we present responses from both the
introductory questionnaire and the course feedback questionnaire, highlighting student’s
reported experience and acceptance of the employed methods and artifacts. Quotes from
participants are numbered only for reference within this article and are a free translation
from Brazilian Portuguese.
3.4.1 Teams & Interactive Artworks
The InterArt project had 9 teams, and each team co-designed an original interactive
artwork from scratch through the proposed design process. The teams are presented in
alphabetical order in the following subsections, along with a description of their final
artifact and its main features.
500cc
The team name (to be read as cinquecento, Italian for the number 500), was chosen after
the cultural and artistic events of Italy during the period between 1500 and 1599, which
encompasses the period known as the Italian Renaissance. This team’s interactive artwork
was a sensory dancing platform that captures body movements and translates them to
a digital drawing of the dancing. The audience can freely dance to a song on a wooden
platform with speakers that vibrate according to the music. The drawing happens as the
dancing is captured by a Microsoft Kinect connected to a computer (this is the only team
that opted for not using the electronics kit, instead opting for the use of a Microsoft Kinect
owned by one of the team members). The computer then projects an abstract painting
being dynamically generated by capturing the body movements of anyone dancing over
the platform.
Anyone interested in experimenting with the artwork is given the option of wearing a
blindfold or noise-canceling headphones while dancing. It was the author’s intention to
raise awareness and create empathy about physical disabilities, while also highlighting the
accessibility of their artifact by showing how people with disabilities are also able to enjoy
the interactive artwork (e.g., a deaf person can still feel the music through vibrations
on the wooden platform and enjoy the dynamic drawing being generated). Furthermore,
the projected dynamic drawing also has noticeable benefits for people that are shy about
dancing: it draws the attention away from the person dancing and into the projection,
and it does not matter how good or bad a dancer you are, the dynamic abstract drawing
tends to always be visually interesting while it takes shape in real-time.
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Autorretrato
The team name (Brazilian Portuguese for self-portrait) was chosen after the category of
artworks in which an artist portrays him/herself. This team’s interactive artwork was a
dynamic display of self-portraits based on physiological measurements. There is a curated
selection of 16 self-portraits, categorized according to brightness, color temperature, and
perception of movement. The interaction occurs as a set of vibration, heart rate and
temperature sensors collect data from someone interacting with the artwork, and this
collected data is used to either modify a self-portrait currently displayed (e.g., making it
warmer and brighter), or to bring up another self-portrait more aligned with the inferred
emotional state of the person interacting.
Analogous to the work of Kaipainen et al. [112] on Enactive Systems and Enactive
Media, this interactive artwork aims at creating a coupling between body and computer
through the reading of physiological signals, resulting in a computational system that
responds not to deliberate inputs, but to our very physical being in the world. As we
do not have fine control over our heart rate (or any control at all in some situations),
there is no direct or conscious control over which self-portrait will be displayed, or how
will it be modified. Instead, the system chooses the self-portrait and visual modifications
more aligned with the inferred emotional state of the person interacting with the artwork,
resulting in a coupling between person and machine.
Gabe Newell
The team name was chosen after the BAFTA Fellowship Award-winning game developer
Gabe Newell, known for Half-Life (1998) and other popular games and achievements in
the video game industry. This teams’ interactive artwork was a “non-game” exploring
the concept of loneliness. Based on the Loneliness non-game by Jordan Magnuson, the
audience uses gestures in the air (e.g., waving your hand to the right, left, top or bottom
of an optical sensor) to control a virtual character that tries to approach new friends, but
inevitably repels every other non-playable character. This interaction is supposed to lead
us to a feeling of loneliness, and while the feeling of loneliness increases, it is accompa-
nied by the gospel blues song Dark Was the Night, Cold Was the Ground (1927–1928)
performed by Blind Willie Johnson.
Besides explicitly approaching the subject of loneliness and the difficulties of making
friends and fitting in, a relevant problem faced by many people of different ages and in
different contexts, the use of a gesture sensor further highlights the loneliness feeling as all
the interaction occurs without physical contact. The ultimate intention of the authors,
however, is not to make people feel lonely or sad, but to evoke these feelings to raise
awareness about how serious of an issue this can be for some people. Furthermore, people
that are going through a similar situation of loneliness may perceive that they are not
entirely alone, as the artwork acknowledges them.
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Guns
The team name was chosen after the hard rock band Guns N’ Roses. This team’s in-
teractive artwork was a digital musical instrument for composing melodies without the
need of knowing how to play any musical instrument. With a curated set of rhythms
from various instruments, the audience can shake a physical artifact and press buttons
on it to select between instruments and change their rhythms. There is also an algorithm
that automatically keeps all the instruments in the composition synchronized to ensure a
harmonious melody.
This interactive artwork is designed to allow people without musical skills to develop a
different relationship with music. Instead of being only a passive listener, one can take an
active instance by composing a pleasurable rhythm, all without the need to learn how to
play musical instruments or mastering music theory. Even though the creative process is
limited to the permutation of the available arrangements, this is sufficient for people who
otherwise would never be able to experience the creation of a song. This low entry barrier
is particularly appealing for people without musical practice or education, or even people
that are not able to play instruments due to motor disability, highlighting an accessibility
aspect in the artwork.
Kubrick
The team name was chosen after the Academy Award-winning film director Stanley
Kubrick, known for 2001: A Space Odyssey (1968) and other popular movies. This team’s
interactive artwork was a miniature monolith to interact with scenes from Kubrick’s 2001:
A Space Odyssey. While a psychedelic part of the movie is projected in a loop sequence,
the audience can interact with the monolith by picking it up and moving it in the air.
Movement is captured by an accelerometer and gyroscope, and used to control the pro-
jection accordingly (e.g., speeding or slowing down the playback rate and adding a red
filter proportional to the acceleration captured by the accelerometer). This is one of three
artifacts from the InterArt project that were selected to be exhibited in a workshop at the
Exploratory Science Museum of Unicamp [62]. Figure 3.3 illustrates the hardware inside
the monolith and the artwork exhibited with a 360◦ projector at the museum.
Because the control of the projection is subtle, it is not trivial to distinguish between
an effect caused by moving the monolith and the colorful and abstract transitions of the
sequence from the movie. This uncertainty allows the interactive artwork to be mysterious:
while it may be clear that something is happening when you interact with the miniature
monolith, it is a significant challenge to pinpoint exactly what actions are detected by the
system and what kind of response they cause. This cryptic nature and lack of explicit
answers and explanations from the artwork is aligned with the approach taken by the
director Stanley Kubrick on 2001: A Space Odyssey, and it allows the interaction to be
intriguing, exploratory, and playful.
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(a) Monolith hardware. (b) Interactive artwork exhibition.
Figure 3.3: Interactive artwork from the Kubrick team.
Lobisomem Atacando o Galinheiro
The team name (Brazilian Portuguese for Werewolf Attacking the Chicken Coop) was
chosen after the painting with the same name, Lobisomem Atacando o Galinheiro (2007),
by Brazilian artist Felipe Abranches. This team’s interactive artwork was a farm mock-
up with sensors to control interactive storytelling involving a chicken coop being attacked
by a werewolf. There is a proximity sensor in a chicken, a sound sensor in a tree, and
a luminosity sensor. The sensors’ activation order determines the sequence of the story
being projected, and the story, based on the original painting, addresses the contrast
between urban and rural settings and their respective way of life.
By interacting with the mock-up farm in unconventional ways, playing with physical
elements based on the original painting, this interactive artwork allows playful non-linear
storytelling. To illustrate the details: the proximity sensor in the chickens will make their
digital representation flee; the sound sensor in the tree (calibrated to only be activated
by blowing on it) will shake the digital trees simulating wind; and turning off the ambient
lights (or simply covering the luminosity sensor) will make it nighttime in the story,
triggering the appearance of the werewolf. To add significance to the audience choices,
the werewolf will behave differently according to previous interactions. For instance, he
will be confused if he arrives at the coop but there are no chickens because they had
already fled before nighttime.
Lobos-Guará
The team name (Brazilian Portuguese for Maned Wolves) was chosen after the paintings
Lobo-guará I (2005) and Lobo-guará II (2005) also by Brazilian artist Felipe Abranches.
This team’s interactive artwork was a cardboard maned wolf designed for educational
museums. The maned wolf artifact has buttons in important parts (head, body, leg, and
tail) that, when pressed, presents relevant information about the wolf both in text and
speech. There is also a proximity sensor in its head to detect when someone tries to
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pet the wolf. When petted, the wolf’s eyes become red and he barks, a behavior that
is explained by the wolf being a wild and dangerous animal. This is also one of three
artifacts from the InterArt project that were selected to be exhibited in a workshop at
the Exploratory Science Museum of Unicamp [62]. Figure 3.4 illustrates the hardware
prototype and the interactive artwork exhibited at the museum (a layer of synthetic fur
was added over the cardboard for this exhibition).
It is common for museums to not allow its public to touch the exhibits. Even though
this is an understandable way of protecting and preserving the exhibits, nevertheless it can
also be frustrating, especially for children. This interactive artwork goes in the opposite
direction by not only allowing but requiring people to touch it. It is through this tactile
exploration (that became less obvious and even more interesting after the addition of the
synthetic fur for the exhibit) that the interaction occurs, adding a tangible dimension to
the educational experience of learning about the maned wolf (which is also an important
cultural figure in some regions of Brazil). This tangibility was also intended by the authors
to allow the interactive artwork to be accessible, i.e., even though a blind person will not
be able to see the visual and textual information projected, it will still be able to hear it
while touching the artifact.
(a) Hardware prototype. (b) Interactive artwork exhibition.
Figure 3.4: Interactive artwork from the Lobos-Guará team.
Nychos
The team name was chosen after the urban/graffiti artist and illustrator Nychos, known for
his “dissections”, “cross-sections”, and “x-rays” of animals and other famous pop culture
characters. This team’s interactive artwork was a reinterpretation of famous Nychos’
“dissections” of Darth Vader and Yoda from Star Wars. When the audience reaches out
to a proximity sensor, the characters act as if you are trying to use “the force” against them
(e.g., Darth Vader shows disdain in your futile attempt), and when a vibration sensor is
shaken, an animation of the dissection is played back and forth, giving movement to the
previous static works of art.
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This interactive artwork gives praise to a specific culture and kind of artwork not
initially created for museums, but now often shown in galleries. Considering how the
original artist plays with famous pop culture characters by “dissecting” them, this in-
teractive artwork gives a new dimension to this playfulness by giving the audience new
ways to interact with these characters, as well as control over the “dissection” that can be
played back and forth. It can be argued that, symbolically, the ability to reach your hand
towards a proximity sensor to simulate the use of “the force” can also be considered, in a
way, a metaphor for technology as a kind of “magical” power.
Romero Britto
The team name was chosen after the Brazilian artist Romero Britto, known for his use
of vibrant colors and bold patterns. This team’s interactive artwork was a sensory black
box with textures inside that evoke emotions associated with Internet memes. Inside the
box, there are six buttons covered by different textures (e.g., rough, soft, gooey), and
when a texture is pressed, a related meme is projected, along with a corresponding sound.
For instance, pressing the gooey texture evokes a disgust meme and sound. To keep the
experience non-repetitive, the meme and sound are selected randomly from a curated
collection of 10 memes and 2 sounds for each of the six emotions. This is also one of
three artifacts from the InterArt project that were selected to be exhibited in a workshop
at the Exploratory Science Museum of Unicamp [62]. Figure 3.4 illustrates the hardware
prototype and the interactive artwork exhibited at the museum.
By making the artifact in the form of a mysterious black box, people are invited to
explore the artwork by sticking their hands into the unknown. This “blind” exploration
allows what can be considered the main characteristic of the interactive artwork to take
the spotlight: multi-sensoriality. As you touch each of the six different textures, you expe-
rience a collection of emotions related to those textures reinforced through a combination
of touch, image, and sound. The use of Internet memes, in turn, gives a light-hearted (and
sometimes even comical) tone to the interaction, even for emotions that are commonly
considered negative, such as anger or disgust.
3.4.2 Perception & Interactive Art Concept Warm-ups
For the perception warm-up question that asked what did the students “perceive” in a
picture of Lygia Pape’s Divisor (1968), there were 28 responses from group A (the an-
swer was private) and 24 from group B (the answer was public within the group). We
gathered the responses, translated them from Brazilian Portuguese to English, and con-
ducted a brief analysis of the data by looking at the most used words by students in their
responses (stop words were not considered, and we grouped words such as “children” and
“child” into the singular form). As a result, Figure 3.6 illustrates the top 15 most frequent
words in both groups A and B. It is noticeable how the first group’s responses had a
greater emphasis on literal aspects of the artwork (e.g., child, cloth, head), while second
group’s responses tended more towards finding conceptual meaning (e.g., individual, peo-
ple, collective). This different emphasis becomes evident when looking at some of the
responses, such as quote Quote 1 from group A and Quote 2 from group B. The results
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(a) Hardware prototype. (b) Interactive artwork exhibition.
Figure 3.5: Interactive artwork from the Romero Britto team.
from this warm-up also led to a productive discussion inside the classroom, as it engaged
the students on the subject of perception by allowing them to actively participate and
construct meaning, instead of simply being lectured about it.
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Figure 3.6: Top 15 most frequent words from the perception warm-up, by group.
Quote 1: “Children in the middle of a large sheet with holes, through which
they pass their heads. Most of them are looking forward, but some look at each
other.” (Group A)
Quote 2: “The work portrays the participation of the individual as part of
something greater. In this case, it is a work of art of a neo-creative artist.
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However, the analogy can expand to the participation of being in Society.”
(Group B)
For the task of forming a concept of interactive art of their own, instead of adhering to
any arbitrary definition, the teams freely researched the subject and collected a wide range
of what they considered to be interactive art examples. The examples brought up by the
students varied widely, from unanimous choices such as interactive artworks exhibited in
museums, to controversial ones such as a book that invites the readers to systematically
destroy parts of it in different ways, or a popular rock band that always invites a random
person from the audience to sing the last song of a concert. After the presentations, 46
students answered the follow-up question of “Did watching your colleague’s presentations
somehow aggregate or modified your initial concept of interactive art? Please justify
your answer.”. The vast majority (a total of 43 students) agreed that watching their
colleague’s presentations aggregated to or modified their initial concept of interactive art.
When asked to inform what has been aggregated to or modified in their initial concept,
most students mentioned the acknowledgment of different perspectives that they had not
thought about before, as can be seen in the samples from Quotes 3 to 5.
Quote 3: “Acquiring other perspectives and examples of Interactive Art. For
example, taking accessibility into account in art”
Quote 4: “The idea that interactive art is metaphorically a symbiosis between
the artwork and the viewer because it exists with his participation.”
Quote 5: “I did not consider some types of art as capable of interactivity.”
3.4.3 Introductory & Feedback Questionnaires Responses
There were 51 responses to the introductory questionnaire. We will focus our analysis
on the last question, that asked the students to “Indicate an artist or artwork that you
admire.”. The answers were considerably varied among respondents. Some pointed out
famous painters, graphic artists or sculptors (e.g., Vincent Van Gogh, Leonardo da Vinci,
Claude Monet, Pablo Picasso, M. C. Escher, Michelangelo). Other responses contem-
plated music (e.g., Ed Sheeran, Raul Seixas, Johann Sebastian Bach, System of a Down),
literature (e.g., George R. R. Martin, Carlos Drummond de Andrade) or cinema (e.g.,
Dennis Villeneuve, Bill Murray). There were also names of people with other trades
usually more related to design, such as industrial design (Jonathan Ive) or video game
development (Falco Girgis). It is noticeable how the personal tastes of the students ended
up being reflected in the themes of the final artifacts, as there were artifacts that explored
famous paintings, music composition, storytelling, or video games. This was consistent
with the constructionist approach, which demands us to allow the students to pursue
something meaningful for them. Three responses, however, stood out and caught our
attention, they are presented in Quotes 6 to 8. It is worth noting that the student from
Quote 8 had shown interest in digital games in a previous question, a field in which many
argue that video games are a form of art.
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Quote 6: “none”
Quote 7: “I did not think of any”
Quote 8: “I’m not very attached to art”
For the course feedback questionnaire, in turn, there were only 12 responses. This
significant drop in the number of responses can be attributed to the questionnaire being
optional and being sent only after the semester was officially over and the final grades were
attributed. Although the responses may not be statistically representative of the entire
class, they still provide relevant feedback towards the overall experience of the course
and the usefulness of methods and artifacts employed during the InterArt project. For
instance, for the question “Considering the experiences and activities during the semester,
did your perception of what can be Art, Technology and Human-Computer Interaction
change?”, 9 out of the 12 respondents answered “yes”. To further illustrate the answers,
Quotes 9 and 10 are two justification examples from students who responded “yes”, while
Quote 11, in contrast, is from a student who responded “no”, even though his response
seems out of the topic of the question, instead being more oriented towards his/her design
notion expectations for a computer engineer.
Quote 9: “The projects of the other teams showed me the various interpre-
tations of art and made me reflect that there are several kinds of interac-
tion between art, technology and human-computer interaction that I had never
stopped to think about.”
Quote 10: “I believe that my perception of what can be considered art has
improved greatly. At the beginning of the course, the students were asked their
favorite artist and I answered none because, at that moment, I did not see that
innumerable ways of expressing yourself are great examples of art.”
Quote 11: “I think that the way the topics were covered did not help to create
the design notion needed for a computer engineer.”
Regarding the methods and artifacts used to support the InterArt project along the
semester, we provided 14 statements that students had to answer by using a 5-point Likert
scale. The scale ranged from “completely” agree to “completely disagree”, and students
also had to justify their answer. As can be seen in Figure 3.7, 2 questions were referring
to ideation, 2 referred to requirements, 5 referred to evaluation and the last 5 referred to
the electronics kit. In general, the feedback was mostly positive towards the methods and
artifacts used throughout the semester, and the responses are accompanied by qualitative
feedback. In the following subsections, we will provide details for the answers for each of
these 4 groups of statements.
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Ideation
R
equirem
ents
Evaluation
Electronics Kit
0 1 2 3 4 5 6 7 8 9 10 11 12
B. The BrainWriting technique helped the
team develop ideas for the project
A. The Challenging Existing Assumptions
technique helped the team to have ideas
for the project
D. The Communicational Map artifact helped
the team to specify how the project would
be implemented
C. The Semiotic Ladder artifact helped the
team to understand and define the project
I. The evaluation reports allowed the
project to be improved
H. The evaluation reports helped to
identify weaknesses
G. The evaluation reports helped to
identify strengths
F. The SAM helped me to express my
impression about the categories
E. The Pleasure Framework's categories
were useful and appropriate in the
evaluation
N. The document "Examples of Circuits
and Codes" was useful for learning to use
other components
M. The kit slides helped with ideas for
the use of sensors and actuators
L. The "Interactive Mona Lisa" tutorial
was useful for the team to start learning
how to use the kit and Adafruit IO
K. The electronics kit helped to think of
new forms of interaction and expand what I
understand as HCI
J. The electronics kit was my first
experience with this type of technology
Number of responses
Completely agree  Partially agree   Indifferent   Partially disagree   Completely disagree   
Figure 3.7: Student feedback on the used practices and artifacts.
Feedback for ideation techniques.
For the Challenging Existing Assumptions and BrainWriting techniques, statements A
(“The Challenging Existing Assumptions technique helped the team to have ideas for
the project”) and B (“The BrainWriting technique helped the team develop ideas for the
project”) in Figure 3.7 respectively, there were mostly positive responses. Quote 12), for
instance, highlights how the participatory nature of these activities facilitated engagement
within the respondent’s team and allowed the emergence of several different options to be
pursued in the project. The student from Quote 13, in turn, expresses how the Challenging
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Existing Assumptions technique had a major positive role for his team in determining the
basic idea of the project. Lastly, to provide a counterpoint, Quote 14 contrasts with
the previous two examples with the argument from the student that, in his opinion, the
creation of an interface is supposed to be linked primarily with system requirements and
client needs, and therefore concludes that the BrainWriting was not a suitable technique
because it supposedly led to a polluted design.
Quote 12: “In my opinion and personal experience, one of the biggest barriers
to team brainstorming is the self-censorship that most participants do. How-
ever, in the way the ideation techniques were conducted, for example, a paper
for each participant, it was much easier to express the ideas that emerged, al-
lowing the team to generate several different options and choose the best ones
to implement/execute.”
Quote 13: “The Challenging Existing Assumptions basically guided our work,
which had as its frame the creation of accessible and creative zoos (contrary
to the idea that a person with visual impairment, for example, would not have
much to enjoy in such an environment). The BrainWriting, in turn, only had
the function of guiding the challenge of assumptions.”
Quote 14: “The BrainWriting has greatly hindered the creation of the applica-
tion interface. I do not think the technique works for this purpose, the creation
of an interface is much more linked to the system requirements and what the
client wants, while the technique led to several different styles of good design
being superimposed, creating a polluted design. In the end, my team had to
redo everything.”
Feedback for requirements artifacts.
Regarding the Semiotic Ladder and Communicational Map artifacts, statements C (“The
Semiotic Ladder artifact helped the team to understand and define the project”) and D
(“The Communicational Map artifact helped the team to specify how the project would
be implemented”) in Figure 3.7 respectively, most of the responses were positive for both
artifacts. In Quote 15, the student argues how the Semiotic Ladder helped him to obtain
a more holistic view of the project’s components, while in Quote 16, another student
reported the Communicational Map’s importance in planning the parts of the project.
As a counterpoint, the student from Quote 17, argues that, in his opinion, these artifacts
may not be of much help if there are already well-defined ideas for the project.
Quote 15: “I do not know if my understanding is in accordance with the objec-
tives of the use of the Semiotic Ladder, but the ‘climb’ from the physical world
to the ‘meaning’ of the presented concepts, organized by the Semiotic Ladder,
helped a great deal to understand the role of each component of our project and
to communicate the desired message.”
74
Quote 16: “The map helped plan the parts of the project, improving the way
we organized ourselves.”
Quote 17: “I believe that, with clear ideas, these artifacts provided little help.”
Feedback for evaluation artifacts.
For the Pleasure Framework and SAM artifacts, statements E (“The Pleasure Framework’s
categories were useful and appropriate in the evaluation”) and F (“The SAM helped me
to express my impression about the categories”) in Figure 3.7 respectively, the former
had mostly positive responses, while the latter had a mixed feedback. Furthermore,
the majority of the students agreed that the evaluation reports helped in identifying
strengths (statement G), weaknesses (statement H) and allowed the project to be improved
(statement I). Quote 18 highlights how the Pleasure Framework helped in understanding
hedonic qualities, and how the SAM can be useful to identify and categorize feelings.
The student from Quote 19 emphasizes how the Pleasure Framework can bring forth
aspects overlooked by the team, while also reporting that the SAM was overshadowed by
written justifications. The student from Quote 20 argues how evaluation is essential in
his understanding of interactive art, and that the peer-review process was not only useful
but necessary. As a counterpoint, the student from Quote 21 argues that even though it
is a pictorial instrument designed for children, in his opinion, the SAM can be confusing
and was not helpful during the evaluation process.
Quote 18: “The Pleasure Framework’s categories were useful because they
helped categorize hedonic quality in a way that was not very subjective. The
SAM also helped to interpret my impression, because it is not always easy to
identify and categorize what we are feeling or what the object makes us feel.”
Quote 19: “The Pleasure Framework introduced concepts and aspects not pre-
viously considered by the team, so it was very useful. The SAM had less
attention, considering that the focus of the feedback was on the justifications.”
Quote 20: “The concept of Interactive Art is precisely the art in symbiosis with
its appreciators, so it does not make sense only the creators to evaluate if it
is good. The peer review was necessary to identify the positive and negative
aspects of the work.”
Quote 21: “The SAM is confusing if you are not used to the framework, and
through it, I was not able to explain what could be improved in the work of the
team I evaluated, nor did it help to critically evaluate the project.”
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Feedback for the electronics kit.
Concerning the electronics kit, overall, 7 students reported that this was their first experi-
ence with this type of technology, while the remaining 5 students had previous experience
(statement J in Figure 3.7). A total of 10 students agreed that the kit helped them to
think of new forms of interaction and expanded what they understood as HCI (state-
ment K), and no student disagreed. Lastly, most students agreed that the “Interactive
Mona Lisa” tutorial, presentation slides and examples of circuits and codes were useful
(statements L, M, and N). The student from Quote 22 considered the kit to be the best
experience in the course, and the student from Quote 23 praised the quality of the pro-
vided material. The student from Quote 24, in turn, reported how his concept of what
can be an IoT system has been expanded during the course. Lastly, as a counterpoint,
the student from Quote 25 reported that a lack of previous technical experience with
some languages could increase the project difficulty. The feedback on the electronics kit
is particularly important in our study because of our commitment to a constructionist
approach to learning HCI. Considering how the students had to design, construct and
program a physical interactive artwork, the electronics kit and accompanying documenta-
tion had the vital role of being the scaffold that supported them in this process, and the
feedback from the students towards the kit suggests that it was successful in this regard.
Quote 22: “It was definitely the best experience I’ve had in the course.”
Quote 23: “All the material was very well explained and was a great base for
the creation of our project.”
Quote 24: “It helped a lot to think about new forms of interaction because
my concept of IoT was just to automate some actions and to collect data on
everyday objects. Even having seen some examples of art using technology, im-
plementing a system whose goal was to get a message across and be interactive
has caused a change of perspective.”
Quote 25: “Anyone with little or no experience with HTML, CSS, and JS had
difficulty implementing the project, and the tutorial did not help in this regard.”
3.5 Discussion
Even though there is no agreed consensus on the topics that compose the field of HCI,
Hewett et al.’s [103] broadly accepted definition of HCI as “[...] a discipline concerned with
the design, evaluation and implementation of interactive computing systems for human
use and with the study of major phenomena surrounding them” can provide some insights
on what, in general, HCI educators should be concerned with. It seems clear that the
competence of design (in the sense of doing creative work) is necessary but not enough
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for HCI practitioners, as the competences of evaluation and implementation are also
necessary, completing a cycle. Interactive systems and major phenomena surrounding
them, however, are concepts that seem to be constantly challenged by innovation and
new contexts of technology use. Therefore, these ever-evolving concepts should often be
revisited inside the classroom, preferably with the involvement of the students themselves.
In this direction, it is our understanding that the adoption of a constructionist approach
to learning HCI can play an important role in allowing and fostering this involvement
from the students, because they are able to investigate innovative technologies that they
are genuinely interested in, as well as working with contexts of technology use that make
sense to them.
It is important to emphasize that we are not advocating against the design, evaluation,
and implementation of more “traditional” interactive systems, such desktop or mobile
applications designed for well-defined and/or work-related problems. In fact, as presented
in Section 3.2, one of the projects of the HCI course addressed in this article (the redesign,
in the form of a mobile app, of their university’s current web app for managing classes,
grades, and other academic matters) involved what we consider a traditional system, and
this redesign project involved skills, methods, and competencies that are likely needed in
the industry right now. We are, however, advocating that HCI educators could and should
explore new ways of expanding the students’ perceptions of what can be an interactive
system, and by doing so in a constructionist way, it is likely that we, educators, will also
expand our own understanding. Overall, our approach yielded the positive results we
presented in Section 3.4. Based on our results, we highlight and discuss the following
main aspects and benefits of the approach:
• Creative Freedom: following on one of the fundamental ideas of constructionism,
if we want the students to experience the construction of an artifact that is somehow
meaningful to them, this includes giving them the creative freedom to make their
own decisions about what to construct and how. Accordingly, we noticed that the
high degree of freedom we provided the students within the InterArt project had sev-
eral positive effects. As can be seen in Section 3.4.1, in which we present the teams
and their interactive artworks, by having creative freedom in choosing their team
name and the kind of interactive artwork they would construct, the students had
the opportunity to express themselves and pursue something that they are highly
interested in, as well as represent and pay tribute to artists and artworks that they
admire. The creative freedom, in turn, also brought an unexpected cultural value
that came from, for instance, appreciating local and relatively unknown artists such
as Felipe Abranches. We conclude that this creative freedom, therefore, contributed
to the high degree of engagement we witnessed from the students. It was noticeable
how many of them cared for the project and felt proud after the final presentation.
• Participation & Collective Sensemaking: during the whole semester we aimed
towards a collective construction of knowledge. It is already expected by our con-
structionist approach that instead of providing authoritative definitions that stu-
dents would listen to passively, we designed the course’s activities to encourage
active participation. However, going beyond individual participation, we can argue
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that we extended the constructionist approach to explicitly include social participa-
tion, towards what can be considered a socio-constructionist approach [12]. Students
could initially research a subject on their own as warm-up activities, but afterward,
they would openly discuss it with the class. The perception and interactive art
concept warm-ups are two examples of this approach, and both led to meaning-
ful in-class discussions. Quotes 3 to 5 illustrate the benefits the students saw in
the discussion originated from the interactive art concept warm-up, while Quote 12
generally highlights the importance that participatory techniques had during the
project. These two warm-up activities showed that encouraging a collective con-
struction of knowledge can be fruitful for most students, as their colleagues are
likely to bring in different aspects and points of view that can enrich an initial,
individual concept.
• Social Awareness: during the semester we also encouraged students to think about
the concept of socially aware design [11]. As a result, during the InterArt project, we
constantly noticed the students questioning themselves: if their interactive artwork
was placed in a museum, or other public space, who could affect or be affected by it?
Could a blind person also appreciate their work? What about other disabilities or
conditions? For instance, during ideation, in the Challenging Existing Assumptions
technique, some teams challenged the idea that a blind person could not properly
visit a museum. This can be seen in Quotes 3 and 13, that illustrate accessibility and
people with visual impairment being taken into account in the design of interactive
artworks, respectively. Following our constructionist stance, instead of arbitrarily
demanding accessibility in the interactive artworks, we observed that by introducing
the subject under the lens of social awareness, the students were able to expand
their view of the impact of designing new technology. This expanded view, in turn,
contributed towards the students caring about accessibility and willingly incorporate
it into their interactive artworks. In the end, most of the teams created interactive
artworks that do not depend on vision alone, and three of them, 500cc, Lobos-Guará,
and Romero Britto, actually had accessibility as a central aspect of their project.
• Expanded View of HCI: the idea of bringing elements from the maker culture to
the classroom was intended to provoke and expand what the students previously un-
derstood as HCI. The answers to statement K (“The electronics kit helped to think
of new forms of interaction and expand what I understand as HCI”) in Figure 3.7,
illustrated by Quote 24, which mentions a change of perspective about being able
to use technology to communicate an idea instead of only doing tasks, indicate that
this objective was achieved. The availability of tools, as well as the learner’s ability
to construct something with them, are paramount in a constructionist approach.
In this sense, the electronics kit and documentation provided to the students act
as a form of scaffolding, but even this scaffolding needs some kind of balance. On
the one hand, if there is not enough scaffolding, the students will most likely bump
into technical difficulties and not be able to construct what they want. On the
other hand, if the scaffolding provided is too restrictive, like a closed platform, it
severely hinders creativity. Quotes 22 and 23, which praise the experience of using
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the electronics kit and its documentation, indicate that our substantial effort of
preparing an electronics kit with hand-picked components and writing meaningful
documentation was important for the success of the InterArt project. In the end,
the projects tacitly explored varied and important vanguard concepts in HCI, such
as pervasive and ubiquitous computing, IoT, and enactive systems and embodied
interaction.
• Appropriation of Methods and Artifacts: when we expand our view of HCI,
inevitably we must also expand our view of HCI evaluation. In this study, our
appropriation of the Pleasure Framework also seemed important in expanding stu-
dents’ views of qualities to be considered in interactive interfaces. This is illustrated
in Quotes 18 and 19, that highlight how the Pleasure Framework’s categories were
useful and introduced concepts and aspects not previously considered by the team.
We, however, must emphasize that we opted for the Pleasure Framework due to
the specific theme of the InterArt project, which involved constructing interactive
artworks. Much like a constructionist learner works with tools towards an objective
that is significant to him/her, HCI researchers and practitioners should be able to
critically assess the usefulness of different evaluation methods in different domains
and contexts, and also be able to adapt, combine, or remix those evaluation instru-
ments and methods as needed. Furthermore, considering the wide range of specific
domains and contexts that may arise when we start designing for open-ended scenar-
ios that go beyond traditional, work-related problems, this competence of assessing
and choosing or creating evaluation methods becomes especially important.
3.5.1 Known Limitations
Besides the overall positive results, we acknowledge that our constructionist approach to
learning HCI does not come without some limitations. Working with interactive artworks,
for instance, may not resonate well with every student since the beginning, as previously
illustrated in Quotes 6 to 8 from students that could not indicate an artist or work of art
that they admire. Participatory methods, in turn, may also not be well received by some
students, as indicated by Quotes 14 and 17, from students that already had more strict
views about interface design or what they wanted to create. No approach, of course, will
be universally accepted by all the students. The student from Quote 11, for instance,
already had a preconceived view of what a computer engineer should know about design,
which we conjecture to be a more objective, market-oriented perspective. However, our
approach did work with some students that first seemed prone to dislike it: the student
from Quote 10, for instance, did not show interest in art at the beginning of the course but
in the end reported a change of mind about the subject and overall positive experience.
Another known limitation is affordability and know-how of state-of-the-art gadgets and
technologies. In our study, we relied on relatively low-cost hardware. The electronics kit
provided to the students has a cost of approximately US$60.00 per kit, already considering
local availability and taxes. Hypothetically, this value can be lowered to around US$20.00
per kit depending on the country and availability of components. Even though this value is
relatively affordable, not every institution and HCI program may have a budget available
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for providing students with this kind of material, especially in economically disadvantaged
countries. Furthermore, these components will need maintenance or replacement over
time, and there is a constant release of better and/or cheaper alternatives. Besides the
actual price, a substantial level of know-how is needed to both initially compose the kits,
as well as to keep them documented, supplied, and updated.
Lastly, considering the necessary physical components and the idea of active participa-
tion, collective sensemaking, and physical construction of artifacts in teams, it is possible
that the constructionist approach described in this article may not be suitable for the ex-
panding modality of virtual classes, such as in Massive Open Online Courses (MOOCs).
Our close contact with the students, particularly during practical activities, seemed to be
essential to the success of the InterArt project. All things considered, we do not rule out
the possibility of a constructionist approach to learning HCI in MOOCs, but it should be
noted that a virtual classroom would need to emulate and/or find proper alternatives to
our activities and methods. These alternative activities and methods should ensure that
the students can somehow work with innovative technologies that go beyond the computer
screen, and learn HCI by constructing things they are interested in.
3.6 Conclusion
Considering our specific research question (“Can students learn HCI through a construc-
tionist approach by exploring emergent technologies, such as Arduino and other devices,
in the design of open-ended scenarios, such as the creation of interactive artworks?”),
the study shows that it is possible to learn HCI through a constructionist approach by
employing novel technologies and proposing the design of an open-ended scenario. As an
example of an open-ended scenario, or study also shows that the construction of interac-
tive artworks as a project theme is a viable option in an undergraduate HCI course for
Computer Science and Computer Engineering students. In a general sense, the technolo-
gies and tools that we employed proved to be useful in expanding the students’ view on
what can be an interactive system. Our open-ended scenario, in turn, fostered creativity
and participation among the students. Even though we cannot expect our approach to
resonate well with every student (can any approach?), it allowed a significant number of
students to rethink their perception of art, technology, and HCI. In summary, our con-
structionist approach also provided a relatively open learning environment for students to
explore and construct with new technologies (e.g., Arduino, electronics and the Internet
of Things), express themselves and their tastes creatively, and ultimately play an active
role in enacting the course’s main project.
Regarding our general research question (“Can HCI students be prepared not only for
current design problems but also for those that will be faced in the next 5, 10 or 20 years?”),
we can make educated guesses, but we cannot predict the technology that will be available
and the design problems that our students will be facing in the next 5, 10 or 20 years
from now. Nevertheless, we do believe that by fostering an attitude of being open and
capable to explore new tools and technologies to construct novel, unconventional forms
of interaction, and by practicing design in a socially aware manner, our students will be
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somehow prepared for the unforeseen challenges that they may face in the future, be it as
researchers or practitioners. Moreover, we believe that by encouraging participation and
critical thinking, and being able to work with state of the art technology and interaction
techniques, these students may not only be prepared to cope with future technologies and
design challenges but may indeed play an active role in constructing the technology and
respective design problems of the future.
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Chapter 4
InstInt: Enacting a Small-scale
Interactive Installation Through
Co-design
4.1 Introduction
Advances in technology are changing the way people interact with computer-based sys-
tems, going much beyond the keyboard, screen and touch into the physical space. The
concept of ubiquitous computing [171] is now technologically materialised in computers
with varied sizes and formats for different purposes. Computational technology can be
embedded in everyday objects with wireless connection capability, opening numerous IoT
possibilities. Novel devices such as Raspberry Pi’s and Arduino’s are relatively easy to
learn and use, even by people without expertise in computer science or engineering [44].
Because of these advances, new design techniques and practices are needed to cope with
the changes and to understand how users perceive and interact in such new technologically-
enhanced spaces. These advances bring numerous challenges to HCI research, such as how
to consider the multitude of implications these new devices can bring to the design and
evaluation of interactive systems. Nevertheless, they also bring a unique opportunity:
easier, more open technologies can allow a new level of co-design and co-authorship in
interactive systems that go all the way from design to actual construction of new artefacts.
Currently, many exciting design ideas for technology-enhanced devices are constantly
presented and released, and many relatively affordable DIY fabrication tools and inven-
tor kits are inspiring and facilitating an artefact “makers” culture. Maker culture phe-
nomenon, albeit not free from critique [6], make use of these technological advances and
empowers an increasing number of people to constitute communities of practice and maker
spaces to share knowledge and independently develop their own, handmade, technolog-
ical projects [126]. While the ad hoc construction of things enhanced with ubiquitous
technology might favour the familiarisation of some people to contemporary technology,
academic research efforts on methods and processes for the design and prototyping of
computationally embedded artefacts might benefit a broader spectrum of people, from
new makers to those who will make use of the enhanced space.
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As argued in the literature [23, 37, 38, 1], a common strategy to develop technologically-
enhanced artefacts has been to pursue clearly articulated and appealing design concepts,
motivating them by theory, market considerations, or designer-intuition. Moreover, as
discussed by Bowers et al. [23], while much research is concerned with investigating in-
dividual innovative computerised devices, less concern has been shown regarding how a
multiplicity of devices might combine to make emerge a coherent experience. In this di-
rection, literature suggests that public spaces, such as airports and museums, for instance,
are both rich and challenging environments for the design of technology embedded into
a physical space [37, 38, 1]. In public spaces, people are involved in a broader range of
activities that go beyond the traditional work-oriented scope. Moreover, even in contexts
usually open to participatory collaboration with academia, such as museum institutions,
the design process does not always make participants as an active and able part of the
entire design process, beyond the initial stages [38].
In this context, this paper investigates the process of co-designing a small-scale tech-
nologically enhanced artefact intended for a public space. Our objectives are twofold:
1. Describe and illustrate a design process in which technical and creative abilities are
integrated by exploring novel relationships and possibilities enabled by emergent
media and interaction technologies; and
2. Promote a more holistic and socioenactive participation in the co-design of interac-
tive artefacts by identifying different design approaches and strategies in the use of
ubiquitous computing technologies.
To achieve our objectives, we present the InstInt case study and reflect on the pro-
cess of co-designing a small-scale interactive installation for a public space context. The
study is illustrated with the participation of a small group of graduate students, coming
from different backgrounds, in the context of a project in an HCI course. The paper
is structured as follows: in Section 4.2 we present a background and related work. In
Section 4.3 we present the case study, describing the context, design process, conducted
activities, and outcomes. In Section 4.4 we discuss our main findings by reflecting on the
case study and our objectives. Lastly, in Section 4.5 we present our conclusion and final
considerations.
4.2 Background and Related Work
In HCI, when the design of interactive systems expanded beyond well-defined work-related
problems and delved into our homes, everyday lives, and culture, it was plausible to expect
the need for design theories and methods more aligned with this third-wave HCI context
[21]. Participatory Design, albeit being available since the early 1970s, regained popularity
to face third-wave challenges, presumably due to its inherent inclusion of people in the
design process, which allows a more grounded and realistic grasp at the elusive and open-
ended design problems that people face daily. It is from participatory approaches that
the concept of co-design and co-authorship emerged in HCI. Literature has shown several
approaches towards the co-design and participatory design of interactive installations.
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In this section, we will briefly discuss some results from the literature that we consider
relevant to our study, without exhausting the subject.
The benefits of participatory approaches in the design of interactive installations have
been reported in the literature for at least the past 14 years. In 2004, Frecon et al. [86]
reported on how a museum installation about visualising sound perception in submarines,
initially not well received by people with experience on the subject, was redesigned by
conducting meetings with stakeholders to collect design suggestions; the focus of their
work is on interaction and technical details of the installation. Similarly, Devecseri et al.
[47] mention the use of a participatory design process that was employed to further develop
PhotoRobot, a Kinect-based installation. There are other works that present interactive
installations designed with some kind of participatory design or co-design approach (e.g.,
[45, 23, 138, 157, 9]). Several studies have their contributions oriented towards showing
the created product qualities, while details of the design process are often not presented
or not thoroughly described.
For studies that do give some focus to the design process, participatory approaches
are usually privileging early design phases. Some studies emphasise the benefits of con-
ducting fieldwork at the intended interactive installation site before any practical design
activities. Ciolfi et al. [37], for instance, report how fieldwork at an airport was impor-
tant in understanding the various stakeholders involved and their interrelations before any
brainstorming or concept design activities. Ciolfi and Petrelli [36], in turn, describe how
field walks with a local community of cultural heritage volunteers at a historic cemetery
provided valuable insights and prepared stakeholders for brainstorm workshops conducted
afterwards. Other studies present varied approaches to early phases of design. The work
of Patsoule [144] exemplifies a rapid ethnographic study in a museum with the objective
of better understanding stakeholders and their interactions. The works of François [110]
and Ciolfi et al. [39] each present two similar approaches for early phases of the design of,
respectively, augmented environments and tangible interactive installations: integrating
stakeholders into the design team to generate design concepts in an open-ended manner,
or developing early working prototypes to gather feedback from users and lead the design
from there. Last but not least, the work of Sim et al. [159] describe how children can
participate in the generation of ideas for a virtual reality exhibit by drawing over parts
of a given storyboard with museum artefacts, simulating an augmented reality experience
mediated by special glasses.
Regarding the more abstract concepts of authorship and co-authorship, Jacucci et al.
[107] compare the dichotomy between designers and users in HCI to artists and audience.
The authors argue that the growing interest in participatory design and participatory art
can play the role of blurring these dichotomies. In participatory art, artists usually foster
audience participation through two approaches: by creating conceptual frameworks or
digital environments and then inviting people to contribute within them; or by organising
environments or events that are subsequently appropriated and extended by the joint
participation of audience and artist. According to Ciolfi et al. [38], museum curators and
other cultural heritage professionals are usually not actively involved in the design process
of interactive technology in their domains. However, in the cases they are involved, the
main responsibility for the design still lies with other people, such as technology experts,
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design consultants and researchers. In a museum context, Ciolfi et al. [38] present a
co-design process that iterates divergent (generation of new concepts) and convergent
(selection of concepts to pursue) phases. The authors describe practical activities such as
sketching in hardware, in-situ scenario building, bodystorming and combining technology
and content.
Even though there is an inherent use of multiple senses in interactive installations, we
did not find in the literature much emphasis on accessibility or universal access in the
co-design of interactive installations. The work of Partarakis et al. [143] addresses the
need for accessibility in cultural heritage exhibits, raising some challenges on the subject,
although without showing practical results.
A brief analysis of related work shows many valuable contributions to the fields of
participatory design and HCI for the design of interactive installations. Nevertheless, the
literature also shows a tendency to focus on results, products and services [10, 119], while
the design processes and practices lack thorough presentation and discussion. While we
acknowledge that there are seminal works that give greater emphasis on design processes
and practices (e.g., [153, 172]), these are usually only present in conferences and journals
in which participatory design or co-design is the main topic, and, to the best of our
knowledge, they do not approach the design of interactive art or interactive installations.
Furthermore, possibly due to a significant technical expertise gap among stakeholders,
the prototype construction is usually conducted by experts after gathering results from
early stage participatory design activities. In our view, participatory approaches could
get inspiration from maker culture to involve people with varied skills and experiences
not only in early, conceptual design phases but also all the way towards the physical
prototyping.
4.3 The InstInt Co-Design Case Study
The study illustrated in this paper was conducted with five students attending an HCI spe-
cial topics course of a graduate program at Unicamp, Brazil, during the second semester
of 2017. This is a specialised, non-mandatory, course intended for students with interest
in expanding their knowledge on HCI and research methods in the field. The project we
describe here was part of the program of the discipline, and the students consented with
the use of results in scientific research and publications. We (a professor and two intern
teachers) ministered the course with a sociotechnical perspective to the design of inter-
active systems, and we used inclusive and participatory approaches [11, 127, 154]. The
participants had different formal education backgrounds (Computer Science, Computer
Engineering and Visual Arts), different levels of programming experience (from basic Web
front-end technologies, such as HTML, CSS and JavaScript, to more complex, full-stack
system engineering), two of them had experience with graphical design, and one had
experience with sound design.
The course’s main program included: concepts, theories, scientific schools of thought
and research methodologies in HCI; and design and evaluation practices and processes for
pervasive and ubiquitous systems, including interactive installations and IoT scenarios.
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For the course’s main project, named InstInt (short of instalação interativa, Portuguese
for interactive installation) and our focus in this paper, we asked the participants to
idealise, co-design and prototype (in a small scale) an interactive installation for a public
space. We wanted the participants to do something more than working together in a
pre-given, well-defined design problem. We conceived the InstInt project with the goal
of allowing the participants to enact their own design project with creative freedom, and
our main task as educators was to mediate a co-design process (from the very conception,
all the way to actual construction) of an open-ended design problem.
We defined an interactive installation as an artwork that is three-dimensional and
site-specific, and that involves the participation of the audience not only as a passive
observer but also as someone capable of acting on it. Interactive installations may involve
computers, sensors and actuators to perceive and react to movement, sound and other
stimuli, allowing the audience (local or remote) to change aspects of the artwork. We
chose to work with this kind of artefact because it allows us to explore novel technologies
and design and co-design tools, while also considering social contexts for interaction.
We conducted several activities designed to support the participants during the InstInt
project, including exploration, ideation, requirements, sketching and co-construction. We
will briefly describe the activities and their respective results as follows.
4.3.1 Exploration: Interactive Art Gallery
Before formally introducing the InstInt project, we provided the participants with an
experience that pointed towards what they would be working with. Simulating a museum
exhibit, we selected and displayed three interactive artefacts1
• Maned Wolf : an interactive cardboard maned wolf designed for educational muse-
ums. It is connected to a computer through Wi-Fi, and as people interact with the
wolf, the computer projects images and play sounds related to information about
the wolf.
• Monolith: a miniature monolith to interact with scenes from Kubrick’s 2001: A
Space Odyssey. There are a gyroscope and a Wi-Fi connection in the monolith,
and when it is picked up and moved, it controls the speed and colour of psychedelic
scenes being projected.
• Memotion: a sensory black box with textures inside that evoke emotions associated
with memes. When a texture is pressed, a computer displays a meme and sound
related to feelings evoked by the texture.
Pictures of the activity and artefacts can be seen in Figure 4.1. The artefacts had very
distinct intentions, as well as interaction approaches. We asked the participants to freely
explore them in any way they wanted, but to take notes regarding three HCI-related as-
pects: 1) What kinds of interaction does the artwork reveal? Answers for the Maned Wolf
highlighted the tactile exploration, but also sound and visual interactions. The Monolith
1These artefacts were created by undergraduate students in the previous semester in a project named
InterArt [55].
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was more enigmatic, it could be moved, shaken, rotated, but the actual results from these
actions were not clear. Lastly, Memotion was oriented towards touching different textures,
but also with sound and visual feedback; 2) What technologies/devices are involved? Be-
sides the obvious computer with a graphical interface, participants noticed buttons on
the Maned Wolf and Memotion and guessed about Arduinos, some kind of motion sensor
and Bluetooth connection on the Monolith; and 3) For each interactive artwork, write
three words that emerge from the interaction. The Maned Wolf was recognised for being
both cute/pretty and comical, but also for its accessibility and educational values. The
Monolith was curious, mysterious, extraterrestrial, but also frustrating. Lastly, Memotion
was fun, curious and recognised for its accessibility.
(a) Maned Wolf. (b) Monolith. (c) Memotion.
Figure 4.1: Exploring three interactive artworks during the Interactive Art Gallery activ-
ity.
To conclude the activity, we presented the participants with Costello and Edmonds’
Pleasure Framework [42], and asked them to evaluate the three artworks with regard to the
thirteen categories of the framework. The participants mainly highlighted “exploration”,
“discovery”, “danger”, “sensation” and “simulation” for the Maned Wolf, “creation”, “ex-
ploration”, “difficulty”, “fantasy” and “camaraderie” for the Monolith, and “exploration”,
“discovery”, “captivation” and “sensation” for Memotion. This evaluation allowed the
participants to experience an evaluation method that goes beyond traditional usability
testing, and discover hedonic qualities that are relevant for interactive art and installa-
tions.
4.3.2 Ideation: Collaborative Sensemaking
The open-ended nature of the InstInt project required that, as a first step, participants
formulate a general idea of the interactive installation. To mediate this task, we proposed
activities involving three distinct ideation techniques. The first one, Challenging Existing
Assumptions, was adapted from Michalko [133]. The participants listed preconceived
ideas related to the project, and then challenged these ideas, promoting unconventional
thinking patterns. For the second technique, Brain Writing [167], the participants selected
their favourite ideas from the previous activity and collaboratively wrote a proposal on
how to make the reversal of that idea come true. Translating Sensory Experiences, is
based on the reported influence of sensory experiences on creativity [177]: it consists of
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trying to give a visual representation to non-visual sensory elements. This third technique
was not conducted in class due to time constraints but was still presented and used by
the participants.
With the context broadly defined as a “public space”, each participant had to choose
a specific public space for the Challenging Existing Assumptions technique. The selected
public spaces were: 1) train station; 2) bus station; 3) science museum; 4) visual arts
museum; and 5) public park. The main preconceived assumptions that emerged are:
“People do not communicate in a train station”
“Only sighted people use a bus station”
“Children do not like or go to science museums”
“Only sighted people go to a visual arts museum”
“People in public parks have a lot of free time”
These assumptions are not necessarily prejudiced ideas from the participants, but
thoughts believed to be possible as common sense. Each statement was then used as the
starting point for a collaboratively written proposal on how to make the reversal of that
statement come true. Examples of the reversals, a summary of the proposed solutions
and the main value (the central aspect of it) are presented as follows:
• People can notice each other in a train station: interactive installations could
instigate people to look around and notice other people; and serve as a playful
experience, like a game in which two or more people need to collaborate with each
other to achieve a certain goal. The main value here is “human connection”.
• Blind people can use an accessible bus station: interactive installations could
allow blind people to share their experiences and difficulties about the use of public
spaces; and provide information about bus schedules, destinations and other relevant
information in an accessible manner. The main value here is “accessibility”.
• Science museums can engage both children and adults at the same time:
interactive installations could allow children to play games with colleagues, both
local and remote; allow both children and parents to interact together, participate
and enjoy; and allow visitors to explore interactive representations of traditional
exhibition artefacts that they would normally not be allowed to touch. The main
value here is “diversity”.
• Blind people can visit a visual arts museum with multisensory artworks:
multisensory experiences could be provided by interactive installations that expand
visual artworks to also include other senses. For instance, allow people to interact
with 3D representations of paintings, complemented by audio about the artwork
and artist and a smell related to what is represented. The main value here is “multi-
sensoriality”.
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• People in a public park have a life story: installations could display who are
the people at the park and what they do; show information about the history of
the park and its natural environment; and raise awareness about taking good care
of the public space and the people around it. The main value here is “empathy”.
Because the purpose of this activity was ideation, and only a single interactive in-
stallation would be created, the participants would now face the challenge of combining
the many ideas and solutions that emerged in the ideation into a single coherent interac-
tive installation proposal. The ideation activity was successful in highlighting five main
desired aspects (one for each participant) that would need to be articulated during the
co-design and accommodated in the installation to be proposed: human connection,
accessibility, diversity, multi-sensoriality, and empathy.
4.3.3 Requirements: Problem Clarification
After defining the five main desired aspects of the installation, the participants had to
better understand the design problem at hand and define an initial set of requirements
to work on. Considering the need for problem clarification, and the social aspects of a
public space installation, we mediated this design phase with a socially aware approach
to the design of computational systems [11]. This approach understands design as a
social process that involves the production and interpretation of meaning by those in-
volved. Various instruments (informal, formal and technical) are used as communication
and mediation tools between participants during the co-design of an interactive system.
The participants worked with three instruments in particular: Stakeholder Identification
Diagram [128], Evaluation Frame [13], and Semiotic Framework [160].
With the Stakeholder Identification Diagram, the participants identified and mapped
people and institutions that might affect or be affected by their installation, as can be
seen in Figure 4.2. Besides passengers and museum or public park visitors, this artefact
supported the identification of less obvious stakeholders that might also play an important
role (e.g., institutions, sponsors and governmental organisations), or are often only recog-
nised in later stages, if at all, such as people with disabilities. The Evaluation Frame, in
turn, was used to anticipate problems related to stakeholders, and raise possible solutions
to these problems. For instance, a question was raised about whether people with visual,
hearing or physical disabilities would be able to interact with the installation, therefore,
the installation’s inputs and outputs might be thought of in an accessible way. Another
concern was the lack of resources and infrastructure to build the interactive installation,
which could be mitigated by using low-cost technologies and materials. Furthermore,
approval from authorities and conformity with applicable laws are necessary to place an
installation in a public space.
Lastly, the Semiotic Framework, also known as Semiotic Ladder, was used to organise
requirements in different levels, from the social world (e.g., culture, values etc.), all the
way down to the physical world (e.g., needed devices and components). With a top-
down approach, starting with the social world, the participants specified the following
requirements:
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Operation
Passenger
Curator
Person with
Disability Museum
Visitor
Public Park
Visitor
University Museum
Public 
Park
Bus 
Station
University
Museum 
Manager
Bus 
Station 
Manager
Public Park 
Manager
Sponsor
Ministry 
of Culture
Ministry of 
Transportation
Environmental 
Group
Train 
Station
Figure 4.2: Map of stakeholders resulted from the use of the Stakeholder Identification
Diagram [128].
• Social world: Make strangers notice themselves and the environment in a deeper
way than usual.
• Pragmatic: Foster interest in the public. Then, foster interaction between people
to reach a common goal.
• Semantic: A “game” with rules.
• Syntactic: An interaction that considers a physical position in space. Inputs and
outputs must be thought of in an accessible way. Simple language should be used.
• Empirical: Public space noise control.
• Physical world: Speakers, lights, projected images, motion engine, touch-sensitive
surfaces.
It is important to emphasise that, even though these project stages were conducted
and are presented in sequential order, problem clarification was an on-going process.
Sketching in paper and co-construction with physical prototyping, which we will address
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next, and informal discussions with the professor and intern teachers also contributed to
a continuous problem clarification and requirements refinement.
4.3.4 Sketching: Paper Prototyping
With an initial clarification of the design problem and requirements, we mediated a par-
ticipatory sketching activity using the BrainDraw [136] method. Each participant started
sketching a solution for the interactive installation, and after 60 seconds intervals, they
would exchange their paper sheets in a cyclical order until everyone worked in every draw-
ing. After that, they would highlight and discuss design options they found interesting
in the design initiated by them. This activity was intended to allow everyone involved
to participate in the design process, even people that are introverted or shy about ex-
pressing their ideas, while also smoothing potential authoritarian characteristics of some
participants.
We conducted three BrainDraw rounds. A picture of the activity being executed by
the participants can be seen in Figure 4.3 and a sample from the three BrainDraw rounds
can be seen in Figure 4.4. Solutions from the first round were significantly varied, as
each participant did their best to express their understanding of the yet open and elusive
design problem at hand. Solutions included an interactive dome with movement sensor
and projections; a musical totem with ribbons that could be pulled in a specific order
(round 1, sample “B” in Figure 4.4); a giant piano keyboard painted on the ground in
which keys are activated by pressure sensors; an interactive climbing wall with sound,
projections and sensors along the climb (round 1, sample “A” in Figure 4.4); and an
interactive room with surround sound and projections on the walls that responds to the
position and movement of people inside. Even though solutions varied considerably, the
discussion after the first round was an important step towards a mutual understanding of
the physical form of the installation and the kind of interaction the participants wanted
it to provide.
In the second BrainDraw round, the participants converged towards the idea of a
circular, audiovisual installation with ribbons that can be pulled. Design solutions for the
main form of the circular installation included totems (round 2, sample “A” in Figure 4.4),
giant umbrellas (round 2, sample “B” in Figure 4.4), and a carousel. For interaction, all the
designs included audiovisual responses for presence, touch and movement. For instance,
each ribbon could represent a musical instrument to be played; ribbons could be rolled up
in the totem in a manner that resembles the local folkloric dança das fitas ; and ribbons
could have different sizes so that people of different heights would participate together.
The design solutions in this second round ended up being chosen as the physical aspect
of the interactive installation, but the interaction itself still needed to be better specified.
The third BrainDraw round was focused on the actual interaction. We recommended
participants to think about three distinctive interaction moments: what happens when
1) no one is interacting with the installation; 2) a person interacts alone, or two or more
people interact together with the installation; and 3) people leave the installation. Because
this round was more complex and needed more detail, each participant worked on each
drawing three times. From the design solutions, the following ideas emerged: 1) The
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Figure 4.3: The participants during a BrainDraw round.
Figure 4.4: Sample of two (out of five) BrainDraw designs from each of the three rounds.
installation should make use of sound, light and movement to invite people to interact
with it. 2) Being close and touching the ribbons makes the installation “happier” with
joyful sound and blinking lights, but two or more people are needed for a higher level of
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happiness. 3) When people leave, it becomes less happy with slower movements and light
effects, and a melancholic sound.
After three BrainDraw rounds, the participants consolidated the design solutions into
an interaction scenario, highlighting how the scenario articulates their individual goals of
human connection, accessibility, diversity, multi-sensoriality, and empathy. Expanding on
the third BrainDraw round, the scenario is organised in four distinctive moments:
1. Waiting for interaction: the installation plays an instrumental sound at a low
volume, blinks some colourful lights and spins at a low speed. The colour of the lights
is linked to the current predominant musical instrument (multi-sensoriality). A
tactile floor guides people with or without visual disabilities towards the installation
(accessibility).
2. One person interacting: when a person approaches, ribbons are lowered. Some
ribbons have a rustic appearance but play a pleasant sound when touched, and
some are pretty but play a less pleasant sound (empathy). The ribbons also con-
trol blinking lights and a projected image inside the dome (multi-sensoriality and
accessibility). Some ribbons are too high and can only be touched by adults, while
others are too low and are more easily touched by children (diversity).
3. Several people interacting: when several people interact with the installation at
the same time, the music becomes progressively more cheerful and energetic as more
people collaborate and coordinate new sequences for touching the ribbons (human
connection). In accordance with the music, lights, projection and spin movement
also react to how people interact with the ribbons, providing different forms of
feedback (multi-sensoriality and accessibility).
4. People leaving the installation: like a spring-loaded toy, exciting melodies, lights
and projections start losing energy when people leave, and the installation becomes
a little bit more melancholic instead of happy.
4.3.5 Co-construction: Physical Prototyping
For the construction of a small-scale interactive installation, we provided each participant
with a custom-made electronics kit, and they also had access to varied affordable crafting
materials. The kit was composed of:
• Controller: NodeMCU (with built-in Wi-Fi);
• Sensors: temperature & humidity, LDR, sound, reflexive obstacle, vibration, tilt,
touch and push buttons with colourful covers;
• Actuators: micro servo motor, assorted single-colour LEDs, RGB LEDs and buzzer;
and
• Other components: organiser box, breadboard, jumper wires, copper foil tape, and
resistors.
The electronics kit was accompanied by customised documentation on every com-
ponent, and by an original illustrative tutorial on how to send information from the
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microcontroller to a remote web page and vice versa2. Halfway throughout the course,
the participants had an entire 2-hour class dedicated to exploring the kit, following the
tutorial and getting help. Afterwards, they could keep the kit in their possession until
the end of the semester.
The participants started physically prototyping their installation by experimenting
with separate, small proofs of concept (initially, every participant worked individually
on separate exploratory ideas). These proofs of concept included: connecting copper
foil tape to a touch sensor, to simulate touch-sensitive ribbons; creating a web page
that dynamically composes a music from sounds of varied instruments in response to
inputs; creating a web page that remotely controls LEDs, and to make them blink in
different patterns and colours; building a rotating base for the installation prototype with
a micro servo motor; and building a small, home-made projector using a cardboard box,
a smartphone and a magnifying glass. After a few weeks, when these small projects
were working well independently, all the participants started bringing them all together
in the co-construction of a small-scale mock-up of their interactive installation. This
co-construction effort lasted a few more weeks and is illustrated in Figure 4.5.
In the end, although not implementing every desired technical functionality due to
time constraints (the InstInt project was only a part of a semester course), the final
prototype ended up being a plausible minimum viable product that shows the essence
of the interactive installation. The smartphone-powered projector, as initially desired,
was set aside for not being bright enough and being difficult to accommodate in the base
alongside the micro servo motor. More importantly, the prototype is the materialisation
of something that was co-designed (and co-constructed) by five people, articulating five
different desired aspects that were all embedded into the final artefact. Figure 6 illustrates
the final prototype (we must disclose that, unfortunately, pictures and videos do not
convey the captivating and mesmerising feeling of interacting with the artefact first-hand).
Figure 4.5: Physical co-construction of the small-scale interactive installation.
4.4 Discussion
Exploration and ideation activities are relatively common in participatory approaches
shown in the literature. These activities for early design phases provide participants
2https://efduarte.github.io/pincello/
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Figure 4.6: Final prototype of the small-scale interactive installation.
with both a more informed understanding of available technologies and its possibilities,
as well as the opportunity to express individual ideas in the form of conceptual designs.
Nevertheless, if their participation does not reach the prototype construction stages, they
may not be able to continue advocating towards their ideas and desires for the final
artefact. In this work, we argue that there is still room for expanding the understanding of
co-design beyond including people in conceptual design stages (and sometimes evaluation).
Inspired by maker culture, participatory approaches could allow the very practical design
and construction of artefacts to be genuinely co-authored by the participants.
Our focus lied in articulating a design process with a group of people with diverse back-
grounds, in which every person is actively involved in every design phase, from ideation
and conceptual design, all the way to the physical construction of the artefact. Although
our case study is relatively limited in scope at this moment, it suggested ways of coping
with all design phases.
From this expanded co-design approach, a challenge that arose was the active and
continuous articulation of the particular focus of each stakeholder throughout the entire
process. The materialisation of concepts can become an increasingly complex task when
the construction is also participatory, but it is also an opportunity for stakeholders to not
only advocate for their needs and desires but to actually take part in implementing it in
the final artefact. In our case study, an interplay between the values that emerged during
ideation (human connection, accessibility, diversity, multi-sensoriality, and empathy) was
alive during the entire subsequent design process. It was essential that each participant
had the means to advocate and act towards his or her initial proposed value whenever
necessary. In this direction, the subsequent methods and instruments that we chose
to mediate the co-design and co-construction played an important role in fostering the
interplay between the five initial values, and in allowing each participant to always have
a say and something to do.
During problem clarification, each participant was able to express which stakehold-
ers they found relevant and then anticipate possible problems and solutions. Because
the participants derived their main value from different public spaces, the Stakeholder
Identification Diagram and Evaluation Frame instruments allowed the emergence of com-
mon aspects that permeate all five initial contexts. Moreover, the Semiotic Framework
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supported the articulation, in the form of requirements, of a newly found common under-
standing of the problem. Even though the described requirements were not very detailed,
they were sufficient to support an evolving common understanding. In paper prototyping,
we chose the BrainDraw technique to specify the design in a way that all the participants
could express their ideas and contribute to each other design concepts. At the end of
a BrainDraw round, each drawing has no discernible author anymore, but it carries the
co-authorship of a concept that emerged from all the participants. Finally, it was also
important that every participant had its own electronics kit to experiment with, as it
empowered them to be able to participate in the physical construction of the small-scale
interactive installation. In the end, each participant was able to put time and effort to-
wards the expression of his or her own priorities and values, while also being aware of the
goals and contributions of other team members when working together.
Analysing the small-scale interactive installation, it is possible to perceive how each of
the initial value from each participant is materialised there. Both the values of accessibility
and multi-sensoriality complement each other in the installation through the use of lights,
sound and touch, allowing a broader range of people to interact with the artwork, which
is also tangential to diversity. The values of human connection, empathy and diversity
emerge in how the installation was designed to allow different people to interact with it
and with each other. Some interaction states are only achieved when people physically
collaborate with each other, and even some of the touch-sensitive ribbons have different
heights so that both children and adults can play at the same time. In a genuine manner,
the artwork has the potential of promoting human connection, empathy and diversity by
leading different people to notice each other in ways that otherwise would probably not
happen, no matter age, social class or disabilities, and does so in an accessible and multi-
sensorial way. The ways of how some features materialise more than one value at the
same time reinforce how there was a close integration of technical and creative abilities.
The participants, in their own words, praised the conducted design process and the final
artefact they co-designed:
“I see the essence of what each author of the project imagined at the beginning,
somehow contained in the final artefact. [...] even if each author had a differ-
ent goal and different formal training, we were able to explore the best of each
one.”
“[...] we were able to bring together, in an organic way, five concepts that, if not
totally opposed to each other, did not seem to initially converge in a coherent
theme. Maybe that is why the work has become rich, as if the artefact, once
built, did not excel by individual qualities but by its own peculiarity that has
emerged in this union.”
“[...] giving voice to everyone on the project, especially in its design, added me
a lot because although I have already worked on some projects, I have always
felt a lack of foundation for this aspect in design.”
Reflecting upon the design process, the participatory physical prototyping conducted
by the participants highlight how construction is not simply a scripted materialisation
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of a pre-given design. In the InstInt case study, the co-construction was a part of the
design process, as it had a substantial influence on the design of the final artefact. From
our design approach emerged something that we call a socioenactive design process.
On the concept of enaction, Varela et al.’s [168] enactive approach consists of two points:
“(1) perception consists in perceptually guided action and (2) cognitive structures emerge
from the recurrent sensorimotor patterns that enable action to be perceptually guided.”
[168, p. 173]. In other words, the enactive approach does not understand cognition as
something that occurs in the brain alone (like the idea of a brain in a vat), the body and
its sensorimotor capabilities also play an equally important role in the cognitive process.
Appropriating the concept of enaction to our design and HCI context, the act of phys-
ically constructing a digital artefact is an intrinsically perceptually guided action as you
mount, fit, and connect things. In turn, it is our understanding that the sensorimotor
experimentation with the features, sensibility, and precision of a varied range and combi-
nations of devices, sensors and actuators allow the emergence of cognitive structures that
lead to new design ideas and solutions. When the physical construction also happens in a
participatory manner, as we advocate and illustrate in this paper, the design is not only
enactive, it is socioneactive. In our case study, one particular design solution illustrates
this concept: the participants first envisioned an installation that continually rotates in
the same direction, like a carousel. However, when experimenting with the available micro
servo motor that can only rotate 180 degrees, participants ended up implementing it to
rotate back and forth in a semicircle, resembling a waltz dance that further corroborated
to the captivating experience provided by the small-scale installation. We acknowledge
that this socioenactive design process may also occur in other activities at different levels,
such as problem clarification, programming or digital design, but it seems that it stands
out and can be better perceived and exemplified when physical, participatory construction
is involved.
In the socioenactive design process we described above, every participant brings forth
his own identity into what is being co-created. Therefore, it is plausible to expect that,
with different participants, the same design process we conducted in this case study would
end up with different results altogether. We can not foresee what kind of interactive
installation different groups of people (e.g., varied motivations, demographics or design
and computational skills) would devise, or the different challenges that would arise in the
process. We can, however, expect that the result will always be a materialisation of a
genuine collaborative design effort, a social enactment of a digital artefact.
4.5 Conclusion
The pervasiveness of more open and affordable technologies have the potential of redefining
the concept of co-authorship by reducing the divide between the roles of user and designer
in the context of interactive systems design. At the same time, the increasingly higher
number of current ubiquitous technological devices demands research efforts on how to
combine a multiplicity of devices embedded in a physical space into a coherent experience.
This demand is even more challenging in the context of public spaces, where there is a
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wide diversity of backgrounds and purposes of the people that inhabit the space.
Although the benefits of participatory approaches in the design of computer-based
systems, including interactive installations, has been reported in the literature for some
time, there is still room for expanding the concept of co-design. Novel forms of par-
ticipation and co-authorship can be fostered with a closer relationship with the maker
culture phenomenon and through the investigation of the design processes and practices
of co-created physical artefacts.
In the InstInt case study, we described and illustrated a co-design process to facilitate
participants in collaboratively enacting their technical and creative abilities. This enact-
ment happened in the holistic and participatory co-creation of a small-scale interactive
installation for a public space context. Each participant was able to advocate and act to-
wards his or her own ideas and objectives, while also being aware of each other values and
efforts. Our results revealed that the participants were able to coherently articulate and
materialise five initial values into a single artefact. We found that the participants bene-
fited from having autonomy and creative freedom to devise their own priorities, advocate
towards their interests, and the means to physically implement their ideas, first in small
proofs of concept, and later in the installation. Moreover, the participants’ readiness to
interact and help each other throughout the entire project was essential in allowing indi-
vidual efforts to be combined into a coherent final materialised design, and to constitute
a socioenactive design process.
The socioenactive design process we presented in this paper combines a wide range of
participatory design tools and techniques from the literature into a unified method: first,
participants acquire some first-hand experience with key concepts and involved technolo-
gies before any form of ideation and, afterwards, they collectively guide the direction of the
project, enacting a digital artefact that is genuinely co-authored. This design process can
be useful for HCI educators and practitioners seeking for new activities and approaches for
the design of open-ended scenarios, especially those involving problems that are not well
defined and computational technologies that go beyond the screen and into the physical
environment.
For future work, we intend to follow up and expand upon the socioenactive design
process that emerged in the InstInt project, joining a museum institution and the appli-
cable stakeholders into the co-design of a full-scale version of the interactive installation
presented in this paper.
98
Chapter 5
InsTime: a Case Study on the
Co-design of Interactive Installations
on Deep Time
5.1 Introduction
The field of HCI has a particular relationship with new technologies. When technological
developments change how we understand, design and interact with computers, and new
practices and methods emerge from these developments, HCI itself is bound to evolve
together. This phenomenon can be illustrated with the emergence of devices such as
Raspberry Pis and Arduinos and their encompassing “maker culture”, in which commu-
nities of practice and maker spaces allow people to share knowledge and independently
develop their technological projects [126]. According to Wakkary and Stolterman [169],
the growing interest of HCI in making has influenced most educational programs related
to interaction design. Currently, students are working with a wide variety of materials
to shape and develop physical artifacts. Consequently, pervasive devices and 3D-printing
techniques are changing the concept of sketching in HCI, expanding the design of com-
putational systems from the constraints of classical GUIs.
We emphasize the words “evolve together” because HCI is not passively influenced by
technological and societal developments. Through its related areas of Design, Computer
Science, Engineering, Psychology, among many others, the field of HCI can play an ac-
tive role in envisioning and producing new technology and sociotechnical contexts. This
active role can be illustrated with speculative design, in which design proposals challenge
assumptions, preconceptions, and established notions about the role that products play in
our everyday life, contributing towards more desirable futures [67, p. 6]. As an alternative
to “affirmative design”, or “design as it is usually understood”, Dunne and Raby describe
speculative design as “more of an attitude than anything else, a position rather than a
methodology”. In HCI, this attitude can be perceived in some research through design
studies (e.g., [178, 90, 16]). The resulting artifacts are usually not suited for production
or consumption (which commonly is not their purpose anyway), but they can materialize
knowledge by being “vehicles for embodying what ‘ought to be” ’, potentially influencing
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both research and practice communities [178].
Considering how novel technologies and practices can substantially change what we
understand as an interactive system, there is a growing need to investigate the different
ways in which interaction design is changing. Making an analogy with The Structure
of Scientific Revolutions by Thomas Kuhn [121], in the same way that it is argued that
science does not progress from the simple accumulation of facts, progress in interaction
design is not necessarily the result of the accumulation of new technology and features.
Kuhn argues that scientific progress comes from the successive and overlapping reframing
of ideas, described as paradigm shifts. Correspondingly, we consider the current changes
in interaction design (i.e., the successive and overlapping reframing of ideas about how
we are supposed to design and evaluate interactive systems for new contexts and with
newer technologies, and the new pervasive role of technology in our lives), as a paradigm
shift in HCI.
In this paper, we investigate aspects of this paradigm shift through a case study of the
InsTime project, in which 45 Computer Science and Computer Engineering undergraduate
students designed 9 interactive installations addressing the concept of deep time. The
concept of deep time revolves around Earth’s age, estimated to be around 4.54 billion
years. It is a difficult-to-grasp concept because it involves an order of magnitude we are
not used to. To put it into perspective, in a 12-hour analogy of Earth’s estimated age,
humans have existed approximately only for the last 19 seconds. Deep time is a complex
theme for installations, but also one that allows different approaches to communicate
or experience the concept, and with provocative philosophical aspects to be explored,
such as reflecting about our role within this grandiosity. Our objective is to investigate
the attitude towards the design of interactive systems that may emerge when designers
are faced with an open (yet non-trivial) theme, pervasive technologies, and a co-design
process (in this paper we refer to co-design as in co-authorship of a design, which does
not necessarily involves participatory design with different stakeholders). Aligned with
alternative views on cognition that favor a physical engagement with the world, we base
our analysis on aspects from the philosophy of science, affirmative vs. speculative design,
and concepts of enaction and embodied cognition. We analyze both the design process in
the InsTime project, and the resulting interactive installations motivated by the following
research question:
What kind of artifacts and attitude towards the design of interactive systems
emerges in the InsTime project?
This paper is structured as follows: in Section 5.2 we present a background on phi-
losophy of science, speculative design, and embodied cognition; in Section 5.3 we present
the InsTime project; in Section 5.4 we analyze the design of the installations by framing
it against paradigmatic aspects from philosophy of science and a characterization of affir-
mative vs. speculative design; and our results lead to the proposal of an approach to the
design of interactive systems that we named socioenactive design. Lastly, in Section 5.5
we present our main conclusions.
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5.2 Background
Our work balances theory and practice. We investigate theoretical concepts from the phi-
losophy of science to investigate paradigmatic aspects of interaction design. Concurrently,
we investigate the practical approach of speculative design to investigate alternative at-
titudes towards design. Finally, the theory of embodied cognition allows us to bridge the
gap between theory and practice. In the following three subsections we present a brief
background on these three subjects.
5.2.1 Philosophy of Science
Concerning fundamental definitions that are often tacit among researchers, Ponterotto
[146] broadly defines science as a “systematic quest for knowledge”, and philosophy of
science as the “conceptual roots undergirding the quest for knowledge”. Philosophy of
science incorporates beliefs or assumptions regarding a set of “philosophical anchors”,
areas of study related to how scientists formulate and conduct their research, as well as
how they evaluate each other’s work in processes of peer review. The five philosophical
anchors pointed out by Ponterotto, contextualized with their role in research, are:
• Ontology: the study of the nature of being and reality that will be considered during
research (e.g., whether reality is considered objective, subjective, enactive, etc.);
• Axiology: the study of the role and place of values in a research process (e.g.,
deciding whether researchers’ and participants’ values should be kept out of the
research process, or highlighted as an important part of it);
• Epistemology: the study of knowledge, acquisition of knowledge, and the relation-
ship between the knower and the known (e.g., deciding whether researchers should
avoid interacting with participants, or actively provide guidance as an important
part of the research objective);
• Methodology: the study of methods and processes chosen to conduct research (e.g.,
how to find and review relevant literature, or the choice between quantitative or
qualitative approaches to data analysis); and
• Rhetoric: the study of the language and presentation format used to report research
(e.g., length and format of an article, voice and tone in writing, use of illustrations,
etc.)
These philosophical anchors are used for describing the paradigmatic schema presented
by Lincoln, Lynham and Guba [125, p. 108–150], containing Positivism, Postpositivism,
Critical Theory et al., Constructivism and Participatory as different research paradigms.
These philosophical anchors and research paradigms have already been reported in HCI
literature by Duarte and Baranauskas [54], juxtaposed with the three HCI waves. We
acknowledge that philosophy of science is not limited to the five philosophical anchors
presented, and the anchors are more complex than the short description we can provide
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here. However, due to their conciseness and comprehensiveness (from the fundamental no-
tion of ontological worldview, to the concretization of knowledge through rhetoric), these
philosophical anchors provide an adequate framework to investigate aspects of interaction
design.
5.2.2 Speculative Design
According to Dunne and Raby [67, p. 2], design is traditionally associated with objective
problem solving: problems are broken down, quantified and fixed. However, many of the
problems we face today as a society cannot be “fixed”, they are wicked problems with many
complexities and lack a correct solution to be found. In an earlier work, Dunne and Raby
[66, p. 58] exposed how design is inherently an ideological practice, mentioning how design
processes are informed by values (axiology) based on a specific worldview (ontology), while
also highlighting two distinct approaches to the design practice – affirmative and critical
design:
“Most designers [...] view design as somehow neutral, clean and pure. But all
design is ideological, [...] is informed by values based on a specific worldview,
or way of seeing and understanding reality. Design can be described as falling
into two very broad categories: affirmative design and critical design. The
former reinforces how things are now, it conforms to cultural, social, technical
and economic expectation. Most design falls into this category. The latter
rejects how things are now as being the only possibility, it provides a critique
of the prevailing situation through designs that embody alternative social,
cultural, technical or economic values.” [66, p. 58]
Dunne and Raby argue that “critical design, or design that asks carefully crafted
questions and makes us think, is just as difficult and just as important as design that
solves problems or finds answers” [66, p. 58]. Critical design, however, is criticized for
lacking methodological specifics, and there is also debate in the HCI community about
what can be considered a critical design [14]. Expanding critical design, Dunne and
Raby [67] similarly present speculative design as an alternative to affirmative design, with
several example projects. By speculating how things could be, instead of affirming how
they are, one can “create spaces for discussion and debate about alternative ways of being,
and to inspire and encourage people’s imaginations to flow freely.” [67, p. 2].
Dunne and Raby summarize speculative design in a manifesto called “A/B”, in which
“A” is a column of keywords for design as it is usually understood, and “B” is a column of
alternative keywords for the authors’ attitude towards design [67, p. vii]. The manifesto
contains 22 pairs of keywords. For instance, while “A” is concerned with “Problem solving”,
“B” is concerned with “Problem finding”. The authors state that it is not their intention for
“B” to replace “A”, but instead to add another dimension, something to be compared with
and to generate discussion. The authors also leave open the opportunity for the creation
of subsequent “C”, “D”, “E”, etc. columns, that can represent yet different perspectives on
design.
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5.2.3 Embodied Cognition
In opposition to the mainstream understanding of cognition as a process contained inside
the brain as an information processing machine, Varela, Thompson and Rosch [168] argue
about the importance of having a body and being in the world. Their embodied cognition
theory, also known as the enactive approach to cognition describe cognition as “laying
down a path as you walk it”. Under this perspective, cognition is not considered to be
contained entirely in the brain; the environment and the whole body are part of it, and
action cannot be separated from perception and vice versa.
In analogy to the embodied cognition theory, to the field of HCI, by embedding compu-
tational technology into everyday physical objects and environments we can bring meaning
to our engagement with the world. In this sense, from a phenomenological perspective,
meaning is created, manipulated and shared through our interaction with technological ar-
tifacts, characterizing what Dourish [52] called embodied interaction. As a more technical
and illustrative example, the concept of enactive systems from Kaipainen et al. [112] con-
tributes to a view of human and computer as a dynamic coupling. The authors’ premise
is that an enactive system can detect both deliberate and unconscious actions, such as
body movements or physiological readings (e.g., heart rate), and respond in accordance
to the readings. This feedback, in turn, may directly affect the person and cause new
readings, composing an ongoing enactive cycle.
We argue that the theory of embodied cognition is useful not only to investigate how we
may interact with computational technologies, but also to investigate our very approach
to the design of pervasive, interactive systems that span beyond the virtual and into the
physical world.
5.3 The InsTime Project
The InsTime project was conducted with N = 45 Computer Science and Computer Engi-
neering students attending an HCI undergraduate course at Unicamp, Brazil, during the
first semester of 2018. In the course’s program a project should be developed along with
the classes. The students organized themselves in 9 teams of approximately 5 members
each, with names inspired by the theme of “time”. In the course, we (a professor and two
intern teachers) adopted a sociotechnical perspective to the design of interactive systems,
making use of inclusive and participatory approaches. We challenged the students to
create an interactive installation that explores the concept of deep time. Supported by
a design process, students had plenty of creative freedom to decide how to approach the
theme and who is their intended audience.
5.3.1 InsTime’s Design Process
The InsTime project was structured in a similar way as the InterArt [55] and InstInt
[59] projects. This design process was chosen for favoring research, concept creation, and
technological exploration in a blended and balanced way. We conducted the following
activities: (1) Introductory Questionnaire; (2) Research on Deep Time; (3) Hands-on
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Pincello Tutorial; (4) Generation of Ideas; (5) Paper Prototyping; (6) Presentation of
Initial Proposals; (7) Physical and Digital Prototyping; (8) Formative Peer Review; And
(9) Final Presentation. We briefly describe each in the following:
1. Introductory Questionnaire: we asked the students about their motivations and
technical skills. But there was one last cryptic question: “Indicate an author, work
or event that represents time for you.”. The answers varied, with reference to movies
(e.g., Back to the Future), books (e.g., The Posthumous Memoirs of Bras Cubas
by Machado de Assis), paintings (e.g., The Persistence of Memory by Salvador
Dalí), concepts (e.g., cryptography), and events (e.g., the victory of Deep Blue over
Kasparov).
2. Research on Deep Time: the teams were asked to research the concept of deep time
and preparing a 10-minute presentation containing: a) their understanding of deep
time; b) at least one example of how to represent the concept of deep time; and
c) their methodological process. The teams presented different perspectives on the
subject and varied representational examples. One noticeable feeling that emerged
within students was the duality between how infinitely small we are in the universe
and the scale of time, while at the same time we have the power to greatly transform
our environment much beyond our lifespan.
3. Hands-on Pincello Tutorial: we wanted to allow students to explore different tech-
nologies and expand their view beyond computers and smartphones. Similarly to
InterArt and InstInt, we provided each team with a Pincello electronics kit [58]. In
this activity, the teams were tasked with following the tutorial on how to send sensor
information from the microcontroller to a remote web page and vice versa. Besides
expanding their perception of computational systems, this activity also provided the
teams with technological tools they could use for the rest of the project, as they
kept the kit until the end of the semester.
4. Generation of Ideas: to kick-start ideas, we conducted two ideation techniques.
In the first, called Challenging Existing Assumptions and adapted from Michalko
[133], the students listed general preconceived ideas related to deep time and then
challenged these ideas to promote unconventional thinking patterns. In the second,
called Brain Writing [167], the students selected their favorite ideas from the previ-
ous technique and collaboratively wrote a proposal on how to bring those ideas to
reality. This activity allowed each team to formalize a small set of initial concepts.
5. Paper Prototyping: each team selected three ideas from the ideation activity and
listed possible ways to implement them. Afterward, the teams conducted a Brain-
Draw [136] paper prototyping round for each idea: each student started sketching
an interactive installation, and in 60 seconds intervals they would exchange their
paper sheets in a circle until everyone worked in every drawing. The BrainDraw
method allows the entire team to participate, even students that are introverted
or shy about expressing their ideas. The method also has the benefit of smooth-
ing potential authoritarian characteristics of some participants. In the end, each
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team consolidated the paper prototypes into a single schematic drawing of their
interactive installation proposal.
6. Presentation of Initial Proposals: we asked each team to make a 10-minute presen-
tation of their proposal. To highlight both the social (e.g., culture, values, etc.)
and technical (e.g., needed devices) aspects involved, the teams had to frame their
proposals within Stampers’ Semiotic Framework [160]. Each team received feedback
and suggestions from the instructors and the other students.
7. Physical and Digital Prototyping: we provided students with two 2-hour classes to
materialize their proposals. We also provided them with guidance and technical
support. Of the 9 teams, 8 made use of the provided electronics kit. One team,
instead, pursued the use of webcams and the OpenCV1 computer vision library.
8. Formative Peer Review: each team set up its prototype inside the classroom simulat-
ing an exhibition, and the teams experimented with and evaluated the installation of
the next team in alphabetical order. For the evaluation, the students used Costello
and Edmond’s Pleasure Framework [42] to analyze aspects of playful interaction,
and the AttrakDiff questionnaire [100] to measure hedonic, pragmatic and attrac-
tive qualities of the installation. The teams were able to use the obtained results to
improve their projects for the upcoming final presentation.
9. Final Presentation: at the end of the semester, each team presented their project.
The presentations contained a short video (between 3 and 5 minutes, telling the
story behind the design and construction of the team’s interactive installation) and
a brief live demonstration of the final artifact.
5.3.2 InsTime’s Interactive Installations
The 9 teams delivered interactive installations that explored available technologies in
varied and creative ways. They were constructed with affordable materials or even scrap
readily available, such as tin cans and cardboard. In the following, we briefly describe the
final concept and how the interactive installation works in terms of interaction design.
Chronos
Named after the personification of time in pre-Socratic philosophy, this team explored
Earth’s geological periods, including their duration when compared to each other and main
characteristics. The interactive installation, composed of a styrofoam mock-up, a tangible
hourglass, and a display, is focused on presenting educational information regarding the
periods, including geology, life forms, and atmosphere composition. Furthermore, through
the hourglass, the installation plays with the understanding of the duration of each period.
The interactive installation, illustrated in Figure 5.1, has images of five geological
periods (Archaeozoic, Proterozoic, Paleozoic, Mesozoic, and Cenozoic), and each period
has 4 LEDs with alongside 4 push buttons. First, the display prompts the audience
1https://opencv.org/
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to pick-up and shake the hourglass (it contains a vibration sensor hidden inside), and,
proportional to the duration of each period, the amount of time shaking the hourglass will
define which period will be selected (selecting some periods may be challenging by design
due to their relative low duration when compared to others). When a period is selected,
the display plays a video about the selected period and the 4 LEDs in the respective
period are turned on. When a button is pressed, further information about that period
is displayed according to where the button was positioned (e.g., a button on top a of
a volcano will display geological information). A new period can always be selected by
shaking the hourglass again.
Figure 5.1: Chronos’ interactive installation.
CronoBit
Named after a combination of the concepts of time and digital technology, this team
explored the significance of the human impact on natural processes. The interactive
installation, composed of a display and two tin can drums with drumsticks, is focused
on highlighting, in a playful way, how human beings can dramatically accelerate natural
processes that otherwise would take much longer, such as erosion (e.g., accelerated through
deforestation) or the evolution of a species (e.g., accelerated through selective breeding).
The interactive installation, illustrated in Figure 5.2, has two drums labeled “human-
ity” and “nature” (they contain sound sensors inside that are calibrated to detect the
drumming). The display invites the audience to pick up the drumsticks and play the
drums to start the interaction. You can choose between two natural processes: the ero-
sion of a coastline or the evolution of a species. Each option contains a temporal sequence
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of images, and the current image is replaced by the next one every time a drum is played,
generating an interactive animation. However, the “nature” drum plays the animation
in normal speed, while the “humanity” drum drastically increases its speed by skipping
several images. For instance, by playing the “nature” drum you can watch a naturally
slow process of erosion on a coastline, but it is accelerated when the “humanity” drum is
played, symbolizing human impact on erosion through actions such as intensive farming
or deforestation.
Figure 5.2: CronoBit’s interactive installation.
De Volta Para o Futuro
Named after the movie Back to the Future (1985), this team explored the concept known
as flow state, i.e, the subjective way we perceive the passage of time when engaged in a
playful activity. For instance, not perceiving the passage of time when having fun. The
interactive installation is composed of a display and 4 pairs of push buttons and LEDs in
4 different colors: green, red, blue and white.
The interactive installation, illustrated in Figure 5.3, is inspired by the classic Simon
electronic game of memory skill, in which the player has to memorize crescent sequences
of colors and reproduce them. In this installation, the game starts and the first sequence
is triggered by pressing the green button. After the LEDs blink in a specific sequence,
you are tasked with pressing the buttons in the same order, which always leads to a more
complex sequence. After a mistake is made the interaction departs from the original game:
besides showing the final score, the display asks the player to estimate how much time
s/he believes s/he spent playing. The estimated time is then displayed and contrasted
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with the actual time spent, highlighting how our perception of the passage of time may
be subjective. It is expected by the authors that, because the player was engaged and
having fun, s/he will usually guess less than the actual time spent playing.
Figure 5.3: De Volta Para o Futuro’s interactive installation.
General Purpose Timer
Named after a Computer Architecture component, this team explored how to raise aware-
ness on the environmental consequences of the disposal of trash in different ways. It also
has an educational purpose, by presenting the audience with proper destinations for each
kind of trash. The interactive installation uses a camera and the OpenCV library to
detect the selected kind of trash, and where it was disposed, while a display informs the
consequences of the respective choice.
The interactive installation, illustrated in Figure 5.4, invites the audience to pick up
a piece of “trash” among a yellow banana, a red battery, a white styrofoam piece, and
a green glass bottle. The selected object can be “disposed of” by placing it over one of
four symbols that represent: disposal at sea, incineration, landfill, and recycling. The
installation detects the kind of trash that was selected by reading its color, and where
it was placed by identifying the quadrant. After the detection, the display presents
information about the consequences of that choice. For instance, a battery discarded in
the ocean will take thousands of years to decompose while also releasing harmful heavy
metals in the ecosystem. At any moment you can switch your choice to explore the
different consequences and find a better outcome or try another object.
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Figure 5.4: General Purpose Timer’s interactive installation.
Limbo
Named after the concept from Catholic theology, this team explored the direct manipula-
tion of Earth’s and humanity’s history, aimed at tangibly highlighting how old Earth is in
comparison to any memorable human event. The interactive installation is composed of
a display with a 3D representation of Earth and a timeline, and the direct manipulation
occurs through a hand crank recycled from a bicycle pedal.
The interactive installation, illustrated in Figure 5.5, invites the audience to turn the
hand crank (with attached accelerometer and gyroscope) and then see how it controls
Earth’s digital representation and the information that is displayed. When the crank
is turned clockwise, time moves forward in the digital representation, while turning the
crank counterclockwise makes time move backward. Some remarkable events, such as
major geological eras or the emergence of new life forms, are displayed when the audience
passes by their respective position in the timeline, and the hand crank vibrates to reinforce
this feedback. By design, it may be challenging to select some events in human history
because of their relative proximity in comparison to Earth’s age. For instance, moving
between geological events may require several turns of the crank, while history events may
be only small nudges between each other.
Looper
Named after the movie Looper (2012), this team explored how relatively short is the
history of humanity when compared to the estimated age of the universe, associating this
scale with how long we can hold our breath. The interactive installation is composed of
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Figure 5.5: Limbo’s interactive installation.
a miniature windmill attached to a box, and the box also contains two timelines marked
with LEDs along the way. The top one represents human history, and the bottom one
represents the estimated age of the universe.
The interactive installation, illustrated in Figure 5.6, invites the audience to blow the
miniature windmill for as long as they can (it contains a sound sensor inside calibrated to
detect blowing). While the miniature windmill is being blown, the LEDs in the timelines
will be turned on in sequence according to how much time was spent blowing. However,
because humanity’s timeline is so small when compared to the estimated age of the uni-
verse, by design, all of humanity timeline’s LEDs will be already lit before any LED on the
universe timeline is turned on, representing the intended enormous difference in scales. It
should be challenging for anyone to highlight the entire universe timeline, requiring the
miniature windmill to be blown for a relatively long time.
Rolex
Named after the luxury watch manufacturer, this team explored how technological ad-
vances happen at a seemingly accelerating pace and, even though they are often not
tangible or graspable (e.g., cloud storage of digital files), the increase in their ecological
footprint is alarming. The interactive installation is composed of three light bulbs of
different technologies (incandescent, fluorescent and LED) and a display.
The interactive installation, illustrated in Figure 5.7, starts with the incandescent light
bulb turned on (the oldest and most energy-inefficient). The audience is then invited to
clap their hands, symbolically applauding the technological advances of our time. Each
clap of hands (detected by a sound sensor) switches the light bulb that is turned on,
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Figure 5.6: Looper’s interactive installation.
moving towards the newer and more energy-efficient technologies (fluorescent, and then
LED). At the same time, the display switches between information that correlates the
ecological footprint of current technologies with the concept of deep time. For instance,
approximately 90% of the data in the data centers of the world were created in the last two
years. The last piece of information displayed before restarting is an overview of initiatives
to neutralize this ecological footprint, presented in an optimistic tone and keeping future
generations in mind.
Temporário
Named after the Portuguese word for “temporary”, this team explored a social way of
watching an educational video about deep time. The number of people watching the
video at the same time will impact its playback speed, which can also be related to the
passage of time itself. This aspect may encourage viewers to invite friends to watch
the video together, engaging more people. The interactive installation is composed of a
display, a proximity sensor, and a webcam.
The interactive installation, illustrated in Figure 5.8, uses the proximity sensor to
detect if someone is nearby, and the webcam to identify how many people are watching
at the same time. Initially, the video is paused before anyone approaches. After someone
starts looking at the screen, the video starts playing at normal speed, and as more people
watch together, the playback speed is increased up to 160%. When nobody is looking
at the video anymore, the picture receives a grayscale filter and the video rewinds until
someone approaches again. Besides playing with the passage of time, this concept can be
used to make the display of educational videos in museums more engaging and efficient
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Figure 5.7: Rolex’s interactive installation.
when compared to videos that loop regardless of whether someone is watching or not.
Time
Named after the ambiguous word “time” (which also means team in Portuguese), this team
explored the relationship between deep time and nuclear energy, while also providing
educational information about its benefits and hazards. The interactive installation is
composed of a display and a scale model of a city with a nuclear power plant. It was built
with cardboard and other recyclable materials, and it contains sensors and actuators
embedded in elements of the scenario.
The interactive installation, illustrated in Figure 5.9, has buildings, light poles with
white LEDs, a clock controlled by a micro servo motor, two cooling towers with RGB
LEDs inside (initially white), and a proximity sensor in front. The audience is invited to
start the interaction by pressing a big green button that starts a video about the benefits
of nuclear energy. However, when someone brings their hands close to the cooling towers
the RGB LEDs inside and the background of the display turns to red to signify danger,
and an educational video about the hazards of nuclear energy is displayed. The main
objective was not to advocate against the use of nuclear energy, but to show the positive
side without concealing the negative aspects.
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Figure 5.8: Temporário’s interactive installation.
5.4 Discussion
Our objective in this section is to analyze the kind of design that we observed in the
InsTime project and the resulting qualities of its interactive installations. We analyze the
design of the interactive installations by considering our background presented in Sec-
tion 5.2, which includes paradigmatic aspects from the philosophy of science, Dunne and
Raby’s characterization of affirmative vs. speculative design, and the embodied cogni-
tion theory. This is done by framing the A/B list from Dunne and Raby with the five
philosophical anchors from the philosophy of science, and by looking at this framing with
an enactive perspective. From that juxtaposition, we organized the 22 pairs of keywords
from A/B using five categories: (1) paradigm, (2) methodology, (3) ontology, (4) axiology
& rhetoric, and (5) epistemology, as can be seen in Table 5.1. In the following subsections,
we elaborate on how this categorization was done, and discuss how the kind of design ob-
served in InsTime can be seen in our categorization (both the original and new keywords
are presented in italic).
5.4.1 Paradigm
Dunne and Raby [67] argue that affirmative design is affirmative in relation to the status
quo, while speculative design is critical towards it. We understand this pair of keywords
as a summary of the kind of design that they represent, and therefore this category is not a
philosophical anchor in itself; instead, it is derived from the more encompassing notion of
a scientific paradigm. Following on the work of Duarte and Baranauskas [54], affirmative
design seems aligned with the objective understanding of reality in which researchers deal
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Figure 5.9: Time’s interactive installation.
with “the one true reality” with rigorous experimental methods and supposed neutrality,
while speculative design seems aligned with the more subjective nature of the critical-
ideological research agenda in which researchers deal with a reality that is shaped by
social, political, cultural, economic, ethnic, and gender values, and make use of more
naturalistic methods of inquiry while denying the possibility of true neutrality.
By looking at the interactive installations of InsTime, we do not consider them to be
affirmative as they all engage people to see things differently, for instance, by showing
in different ways how small is our existence to the age of the universe. Even though we
can see some critical aspects emerging from the teams CronoBit (e.g., playing drums to
see accelerated erosion) and Rolex (e.g., applauding technological advances), we feel that
the encompassing paradigm tends more towards socio-constructivism in which researchers
have a personal involvement to deal with multiple, constructed realities that are subjective
and influenced by context. Considering the way the students were involved and interested
in sharing different viewpoints, and how the interactive installations invite people to create
their understanding of the concept of deep time in different ways (e.g., tangibly by Limbo,
through the significance of human impact by CronoBit, or through our perception of the
passage of time by De Volta Para o Futuro), we find it more fitting to describe the design
in InsTime with the alternative keyword socio-constructivist.
5.4.2 Methodology
For Dunne and Raby [67], affirmative design is about problem solving, and therefore it
provides answers. Furthermore, design for production implies its relationship with mass
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markets, and design as solution implies its use to solve well-defined problems. In a general
sense, affirmative design works in the service of industry. Speculative design, on the other
hand, is about problem finding, and therefore it asks questions. Furthermore, it is focused
on design for debate of ideas, and design as medium implies that the artifacts created are
not the goal, but instead, they act as a means for fomenting reflection and debate. In a
general sense, the authors argue that speculative design works in the service of society.
We understand these aspects as relative to how design is methodologically aligned.
The installations from InsTime were not about problem-solving or providing answers,
nor were they oriented towards production, design as a solution or in service of industry.
On the other hand, they were also not about problem finding but instead aimed at ex-
ploring the hard-to-grasp concept of deep time. They do not simply ask questions, but
instead raise questions and help the audience in constructing answers (e.g., General Pur-
pose Time does not ask about the right ways of discarding trash, but instead highlights
what happens when you do it in different ways, supporting you in constructing knowl-
edge). Furthermore, considering the socially aware perspective of the project, we see that
design was not for debate, but participation and engagement; not as a medium, but as
a means of allowing everyone to equally participate and co-design something; and not in
the service of society as a whole, but more specifically in the service of interested parties
that affect or are affected by it. Therefore, considering these methodological differences,
we describe the design in InsTime with the alternative keywords of problem clarification,
raise questions and construct answers, design for participation, design as co-design, and
in the service of interested parties.
5.4.3 Ontology
According to Dunne and Raby [67], affirmative design is concerned with fictional functions,
creating things for how the world is, meaning that the world should be the object of change
and intending to change the world to suit us. Furthermore, technological advances inspire
science fiction and the prediction of futures grounded in the “real” real. Speculative design,
in turn, departs from works of fiction to design functional fictions, creating things for how
the world could be, meaning that people should be the object of change and intending to
change us to suit the world. The social impacts and changes introduced by technology
inspire social fiction and the conception of fictional parallel worlds, in which credible
technology and plausible outcomes create the “unreal” real. We understand these aspects
as regarded to ontology as they deal with different worldviews and the adopted notion of
reality in design.
The interactive installations from InsTime are not aimed at creating fiction from func-
tions (i.e., science fiction), nor creating functions from fiction (i.e., social fiction). Instead,
they deal with fiction that emerges from their use, or, drawing from the enactive approach
from Varela, Thompson and Rosch [168], fiction that is enacted by the audience. For in-
stance, the work of Looper does not present any kind of story, but the narrative about
how big the history of the universe is in comparison to our existence is enacted through
the action of blowing the miniature windmill. The interactive installations are not about
how the world is or could be, but about how we can enact the world; thus, change is
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not done exclusively in the person or the world as separated entities but happens as a
result of person-world coupling. Instead of projecting futures, parallel worlds, and real-
ities, the installations seem more focused on the phenomenological here and now and in
what reality their audience brings forth through their enaction. Taking these ontological
differences into account, we describe the kind of design we saw in InsTime with the alter-
native keywords of emerging fictions, for how we can enact the world, change as a result
of person-world coupling, enactive fiction, here and now, and the “interpreted” real.
5.4.4 Axiology & Rhetoric
Dunne and Raby [67] claim that affirmative design is concerned with narratives of pro-
duction, giving high value for applications, fun, innovation, and concept design. Further-
more, it looks at a person as a consumer, and it makes us buy products that emphasize
ergonomics and user-friendliness. Speculative design, conversely, is concerned with nar-
ratives of consumption, valuing implications, humor (preferably in the more intellectual
form of satire), provocation and conceptual design. It looks at a person as a citizen, and
it makes us think through designs that emphasize rhetoric and ethics. We understand
these aspects as equally related to values that surround design and its materialization,
and therefore a subject of both axiology and rhetoric.
Examining the installations from InsTime, their narratives are neither of production
or consumption – even though General Purpose Time and Rolex do explore aspects such
as trash and ecological footprint. By comparing how small is our lifespan and the history
of mankind in comparison to the age of Earth or the universe, the installations narrate
about our very existence, our being in the world. They are not concerned about applica-
tions, and although the implications of our actions on the planet make an appearance, the
installations mainly foster involvement from the audience. Fun (e.g., the game from De
Volta para o Futuro) and humor (e.g., Rolex approach to applaud worrying technological
advances) are present, as well as innovative ways of interacting with computer systems,
and provocations to think about deep time, but in a general sense we see more emphasis
on affect (i.e., how people affect and are affected by the installations) and exploration.
Furthermore, we see the design not exactly as concept or conceptual, but as situational,
the person not only as a consumer or a citizen, but as a societal being. The design is
not intended to make people buy; in terms of embodied cognition [168], making people
think is a byproduct of making them act (e.g., pick up things, blow, turn a crank, clap
their hands, etc.). Lastly, although ergonomics, rhetoric, user-friendliness, and ethics are
important values, the installations seem to give higher value to the more encompassing
concepts of lived experience and social awareness. In view of these axiological and rhetor-
ical differences, we describe the design we saw in InsTime with the alternative keywords
of narratives of being in the world, involvement, affect, exploration, situational design,
societal being, make us act, experience, social awareness.
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5.4.5 Epistemology
For Dunne and Raby [67], in affirmative design results originate from a strict process,
while in speculative design authorship is the corresponding keyword. While they do
not elaborate on the meaning of process or authorship, we infer a contrasting approach
between the more structured classic design cycle (i.e., analyze, propose, and evaluate
solutions), and a more free and authorial approach to design. We understand that this
pair of keywords is related to the philosophical anchor of epistemology, as it concerns
knowledge, acquisition of knowledge, and the relationship between the knower (designer)
and the known (design).
Turning our gaze to the interactive installations from InsTime, we acknowledge that
our design process played an important role in the outcome, as well as the authorial
contributions from individual team members. Neither of these aspects, however, seem
to define InsTime in epistemological terms. Because our process was designed to allow
everyone in the team to participate through co-design, the final artifact is not a simple
aggregation of the authorial contributions of individual team members, but instead a
unified materialization that emerged from the entire team. Therefore, considering how
co-design is in the spotlight in the design of InsTime’s installations, we see the alternative
keyword of co-authorship as more applicable.
5.4.6 Towards a Socioenactive Design Attitude
The paradigmatic stance taken by designers (with corresponding choices regarding on-
tology, axiology, epistemology, methodology, and rhetoric) forms a useful framework to
interpret Dunne and Raby’s contrast of affirmative vs. speculative design. Alongside as-
pects from the theory of embodied cognition, this framework was also useful to compare
Dunne and Raby’s original comparison against the kind of design that we saw emerge in
the InsTime project, in which the students were faced with an open theme, had access
to pervasive technologies, and adopted a co-design process. As presented above within
the five categories, the design in InsTime featured the social construction of knowledge
through the integration of individual experiences. Alongside an enactive worldview, par-
ticipation and co-authorship were major aspects throughout the design process, leading,
among other values, to an emphasis in social awareness, situational design, and affect.
Even though there is some consonance between aspects of speculative design and the
kind of design that we observed in InsTime (e.g., some critical aspects emerging from
the work of the teams CronoBit and Rolex), we do not think that the kind of design
observed in InsTime can be fairly described in terms of affirmative or speculative design.
We perceived substantial differences in every dimension of our analysis. For instance, the
epistemological emphasis on authorship that we see in speculative design as it is presented
by the authors seems irreconcilable with the focus on co-design and co-authorship through
participatory design techniques that we observed in InsTime. Following Dunne and Raby’s
[67] opening for the creation of subsequent “C”, “D”, “E” etc. columns in their A/B list, with
subsequent different design attitudes, this non-conformity of the design in the InsTime
project with neither affirmative nor speculative design leads to our suggestion of a third
column. Much like speculative design, this third column that we propose is not intended
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as a replacement for the other two, but rather as an alternative, a different perspective
to the design of interactive systems.
Taking into account that we observed a strong presence of aspects related to Baranauskas’
[11] notion of social awareness in the categories of paradigm (e.g., a socio-constructivist
approach), methodology (e.g., focus on problem clarification, and participation), and epis-
temology (e.g., emphasis on co-authorship), we can argue that the social aspect seems
to play a defining role in our third column to be proposed. In addition, the concepts of
enaction and embodied cognition from Varela, Thompson and Rosch [168] are strongly
present in the defining category of ontology (e.g., the stance of not dealing with an ob-
jective reality that is given, nor a subjective reality that is completely constructed inside
one’s mind, but instead with a reality that is enacted as a result of person-world coupling).
Much like both the social and enactive aspects seem inseparable in the axiology & rhetoric
category, we expand on the previously reported socioenactive design process from Duarte,
Gonçalves and Baranauskas [59] to name the attitude towards design that emerged in the
InsTime project as socioenactive design. To formally summarize this characterization,
Table 5.1 expands the A/B manifesto from Dunne and Raby, now framed against our
working categories, and with the addition of the third column for socioenactive design.
Although not labeled as such, concepts related to socioenactive design can be seen in
HCI literature in recent years. Grounded on the embodied cognition theory, Jaasma et al.
[106] present a system for participatory sensemaking with the use of tangible tokens and
IoT technology. Furthermore, the concept of embodiment is discussed in varied contexts:
Chu [34] argues that tangible and embodied interaction with cultural heritage artifacts can
provide a more complete sense of the cultural context in museum spaces; D’Arcey, Haines,
and Churchill [68] investigate speculative pervasive artifacts to better understand what
they propose as “embodied states”, a mapping of combinations for physical activeness
and cognitive directness; and Giaccardi et al. [91] propose what they call “embodied
narratives”, a performative technique for early stages of a co-design process. Co-design
and co-creation are also featured by Avram and Maye [9], who describe a collection of co-
design case studies and methods for the co-design of cultural heritage tangible interactive
exhibitions. Knowles et al. [116] also address co-design by discussing challenges and
unexpected outcomes from a co-design case study with older adults. Notwithstanding,
with the installations from the InsTime project and our characterization of socioenactive
design we bring forth these individual aspects into a formal, paradigmatic framing.
5.5 Conclusion
HCI’s relationship with the emergence of new technologies and techniques can be both
exciting and challenging. There are always new promising possibilities of interaction being
opened by new devices and practices. Meanwhile, interaction designers need not only to
cope with constant changes in the sociotechnical landscape, but also to find ways to take
part in understanding, envisioning and developing these new technologies and practices. In
this paper, we analyzed the kind of design that emerged in the InsTime project, a project
characterized by its open theme of deep time, unconventional approaches to interaction
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brought by contemporary, pervasive technology, and co-authorship.
It is our understanding that theory and practice shape any effort in understanding
the design of interactive systems. As a practical example of the kind of design that is
currently emerging from the availability of new practices and devices, we investigated the
design process and the 9 resulting interactive installations from the InsTime project. We
presented the concept behind each installation and how they work. In a juxtaposition of
theory and practice, we framed the following four items against each other: (1) a theo-
retical background in philosophy of science and its philosophical anchors; (2) a blended
theoretical and technical background on embodied cognition and its applications in inter-
active systems; (3) a contrast of affirmative vs. speculative design, from the influential
work of Dunne and Raby [67]; and (4) the empirical evidence from InsTime and its instal-
lations. This framing, summarized in Table 5.1, allowed us to perceive the emergence of
a different attitude towards design, with equal emphasis on social and enactive aspects,
which we named socioenactive design. We highlight the following takeaways from our
study:
• The open theme of deep time gave students the freedom to create experiences instead
of solving problems, while also serving as a compass for not losing sight of the main
goal: to explore the concept of deep time;
• Access to pervasive technologies (e.g., sensors, actuators, computer vision etc.) al-
lowed the students to envision more embodied ways of interacting with computa-
tional systems;
• A co-design process allowed every student to express his or her ideas on equal footing,
and to pay attention to how their creations may impact or be impacted by society;
and
• We characterize what emerged in InsTime as socioenactive design, which has an
equal emphasis on situated creative freedom, embodied interaction, and social aware-
ness.
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Chapter 6
“Maned Wolf in the Museum:” a Case
Study on Learning Through Action
6.1 Introduction
In the context of HCI and inspired by the concept of ubiquitous computing [171], over two
decades ago Ishii and Ullmer [105] envisioned what the authors named a Tangible User
Interface (TUI). TUI contrasts with a classic GUI manipulated with keyboard and mouse
(and, more recently, touchscreen), in the sense that technology is embedded in everyday
physical objects and environment, allowing interaction to come into the real world, and
going beyond the virtual. This kind of user interface, when applied in educational con-
texts, presents an opportunity to study how tangible digital artifacts work on the learning
process [161, 158, 140]. In particular, it is an invitation to revisit the concept of learning
through action.
This is an idea that has been widely investigated and experimented in varied learning
contexts. In this paper, we draw on the concept of enaction from cognitive science to
better understand and characterize the role action has during the learning process, while
someone is interacting with a digital artifact. The context we chose to work on is that of
an interactive artwork that could be displayed in a museum, and therefore simultaneously
touches the worlds of art, education, and technology. We wish to challenge the concept
that museum exhibitions are not to be touched and that they are meant to have an
unquestioned admiration [49]. In fact, John Dewey’s [49] concept of aesthetics informs
our perspective on the relationship people have with art and with the kinds of artifacts
we find in museums. According to the author:
When an art product once attains classic status, it somehow becomes isolated from
the human conditions under which it was brought into being and from the human
consequences it engenders in actual life-experience. When artistic objects are sep-
arated from both conditions of origin and operation in experience, a wall is built
around them that renders almost opaque their general significance, with which es-
thetic theory deals. [49, p. 3]
So extensive and subtly pervasive are the ideas that set Art upon a remote pedestal,
that many a person would be repelled rather than pleased if told that he enjoyed
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his casual recreations, in part at least, because of their esthetic quality. The arts
which today have most vitality for the average person are things he does not take to
be arts: for instance, the movie, jazzed music, the comic strip, and, too frequently,
newspaper accounts of love-nests, murders, and exploits of bandits. For, when what
he knows as art is relegated to the museum and gallery, the unconquerable impulse
towards experiences enjoyable in themselves finds such outlet as the daily environ-
ment provides. [49, p. 5-6]
Therefore, in this paper, we present a case study where we tried to break down the walls
built around artistic objects. To do so, we proposed an experimental scenario, simulating
a museum visit with an interactive art exhibit that needs to be touched. Following the
TUI philosophy, this exhibit is a tangible digital artifact, meant for educational contexts,
and built with low-cost materials and hardware. It bridges the virtual and physical worlds
by providing multimedia information when sensors in the artifact are triggered.
This paper is structured as follows: in Section 6.2 we discuss the background of our
research with a focus on the premise of learning through action. In Section 6.3 we present
our case study, entitled “Maned Wolf in the Museum”, in which we present the interactive
artifact we used, the activity we conducted and the results we collected. In Section 6.4
we discuss our main findings and their implications with regard to their relationship with
the concepts of enaction and learning through action. Lastly, in Section 6.5 we present
our conclusions and directions for future work.
6.2 Background: Learning Through Action
In what can be considered a first characterization of what would later be known as the
“enactive approach”, Dewey [48] argues about how we do not experience the world in
ordinary sequences of stimulus and responses. For example, imagine a child reaching for a
candle and learning how the flame is hot and can burn. One could interpret the light as a
stimulus and the movement of reaching for the fire as a response, or the heat from the fire
as a stimulus with the response of a sudden movement of taking the hand off the flame
after feeling pain. Dewey, however, describes how there is a more complex sensorimotor
coordination taking place: “[...] it is the movement which is primary, and the sensation
which is secondary, the movement of body, head and eye muscles determining the quality
of what is experienced.” [48, p. 358].
In a similar fashion, Bruner [26] proposed a sequence for the learning process, com-
posed of three moments: the action-based (enactive), the image-based (iconic) and the
language-based (symbolic). Bruner says that these moments appear for a child in this
particular order. However, based on their own observations, Francis et al. [84] argue that
the three stages do not develop sequentially in time, nor are distinct from one another.
Instead, the authors claim they are co-occurring and co-dependent, which is coherent with
the sensorimotor coordination described by Dewey. In a way, this vision is also similar to
what Varela et al. [168] described as “laying down a path in walking”, i.e., we construct
our understanding as we go, through bodily processes, such as walking, gesturing or in-
teracting with others. In this sense, there is also the idea of “enactive metaphors” [87],
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metaphors we act out instead of simply ingesting them from a text. For instance, when an
infant picks up a banana and pretends it is a phone, the action of picking up the banana
and placing it by her ear is a way of treating the banana metaphorically. Furthermore,
the infant enacts a metaphor built on her previous experiences with phones, and on her
perception of the banana’s shape.
All of these perspectives are somehow consistent with how Varela et al. [168] describe
cognition, as something that cannot be entirely contained inside the brain; the body and
the environment are an essential part of this equation. In a definition that is purposely
circular to highlight the concept of co-origination of organism and world, the so-called
“enactive approach” consists of two points:
(1) perception consists in perceptually guided action and (2) cognitive structures
emerge from the recurrent sensorimotor patterns that enable action to be perceptu-
ally guided. [168, p. 173].
Considering that the context of our work touches the complex and elusive world of art
through the concept of interactive art, the work of Dewey [49] on aesthetics might offer an
insight into how we can apply the concept of enaction in our work. The author highlights
the importance of a coordination between perception and action to describe art not as
something static and pre-given, but as an experience that is enacted:
In order to understand the esthetic in its ultimate and approved forms, one must
begin with it in the raw; in the events and scenes that hold the attentive eye and ear
of man, arousing his interest and affording him enjoyment as he looks and listens
[...] The sources of art in human experience will be learned by him who sees [...]
the zest of the spectator in poking the wood burning on the hearth and in watching
the darting flames and crumbling coals. [...] he is none the less fascinated by the
colorful drama of change enacted before his eyes and imaginatively partakes in it.
He does not remain a cold spectator. [49, p. 4-5]
6.3 Case Study: “Maned Wolf in the Museum”
Our case study took place at the Programa de Desenvolvimento e Integração da Criança
e do Adolescente (PRODECAD). Located on the campus of Unicamp, it is a space that
offers complementary education to children from 4 to 14 years old after regular school
hours. Furthermore, our study is part of a project approved by the university’s research
ethics committee under the number 32213314.8.0000.5404. In August 2017, we conducted
an activity named “Maned Wolf in the Museum”, which was conducted with two separate
groups. The first group was composed of 7 teachers, all women between ages 40 to 53
years old. The second group had 15 children, 5 girls, and 10 boys, with ages from 8 to 11
years old. The entire activity was documented by video and photos. This separation is a
convention already adopted in our research project, in other activities that were conducted
in this location.
We introduced the activity by informally asking the participants if they were already
familiar with the maned wolf (a wild canid from South America, also common in the city
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of Campinas), and most of them answered yes. Then, we talked about the experience
of visiting a museum, which can be fun, but with the downside that visitors are usually
not allowed to touch things. Finally, we explained that we would simulate a visit to a
museum, but with an exhibit that people are allowed to freely explore and touch.
Such exhibit is the interactive maned wolf, an adaptation of one of the results of a
project named InterArt, where undergraduate students were asked to create interactive
artworks [55]. The interactive maned wolf was designed for educational museums, and the
students made it out of thin cardboard and other relatively inexpensive craft materials.
However, particularly for this activity, researchers covered the original cardboard with a
fabric that resembles fur, as can be seen in Figures 6.1 and 6.2. In terms of hardware,
the artifact is controlled by an Arduino-compatible NodeMCU 1.0 ESP8266 development
board with built-in Wi-Fi. The maned wolf’s eyes are semitransparent spheres, with a
white LED in each one that glows constantly. Some parts of the wolf (head, body, leg,
and tail) have push-buttons that, when pressed, send a signal to the microcontroller,
which forwards this signal through Wi-Fi to a computer located in the same room. This
exchange of messages is managed through a protocol named Message Queuing Telemetry
Transport (MQTT), appropriate for quick communications between everyday objects. In
turn, the computer is responsible for presenting the information that corresponds to the
button that was pressed. Such information includes image, sound, and text. In a sim-
ilar fashion, there is a proximity sensor on the top of the wolf’s head, meant to detect
attempts to pet the wolf. When petted, for a few seconds the white LED behind the
eyes turn off, and red ones turn on. In addition, the computer emits barking sounds, and
then the informational text and voice explain that such behavior is because the wolf is a
wild and dangerous animal. We relied on relatively low-cost hardware and craft materi-
als. Besides an ordinary computer with a web browser, the electronic components used
cost approximately US$20.00 already considering local availability and taxes. Hypothet-
ically, this value could be lowered to around US$5.00 if it was possible to directly import
components from China without additional taxes.
We asked the participants to freely explore the interactive maned wolf for about 15
minutes. They were provided with a paper containing an illustration of a maned wolf,
and some empty boxes to fill in information that they learned while interacting with the
artifact. In particular, the children were organized into two groups of 7 and 8 children
respectively, so that while one group interacted with the artifact, the other waited outside
the room, making drawings of the maned wolf. A sample of these drawings is illustrated in
Figure 6.3. After the free exploration of the artifact ended, we conducted a conversation
about what technologies the participants imagined were present in the interactive maned
wolf. After we gathered their guesses, we gave them a brief explanation of the actual
hardware, and allowed them to look “under the hood”. This was possible because the
wolf’s body has a lid, so we can open it like a shoe box and look at the hardware and
wires inside. We finished the activity by applying an evaluation instrument. We used the
SAM [24], which the participants were already familiar with from previous activities. The
SAM is a non-verbal pictorial instrument based on the PAD emotional state model, and
it is intended to allow people to express their feelings on these three dimensions, towards
something like an artifact or even an experience (in this case, their answer was regarding
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Figure 6.1: Teachers exploring the interactive maned wolf.
the entire activity). The evaluation instrument was also complemented with the following
two open questions answered in writing: “What did you like the MOST?” and “What do
you like LEAST?”.
6.3.1 Results
Our main results are: 1) the behaviors of the participants while interacting with the
artifact; 2) the responses of the participants when imagining what kind of technologies
are behind the artifact and making sense of how it works; and 3) the feedback from the
SAM instrument and the participants’ answers for what they liked most and least.
Interaction Behavior
Regarding the behavior while interacting with the artifact, both teachers and children
were initially hesitant to take the first step. This was expected as we intentionally did
not explain what the interactive maned wolf could do, and the digital features and means
of interaction of the artifact were not clear because the “fur” conceals the wolf’s but-
tons. However, when someone starts touching and investigating the wolf and discovers,
for instance, that there are buttons on it, the others around her are more inclined to
investigate it together, leading to a social activity. Every group inevitably discovers that
pressing a button triggers a multimedia response on the computer. After this discovery,
some participants were interested in carefully pressing each button at a time and strictly
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Figure 6.2: Children exploring the interactive maned wolf.
Figure 6.3: Sample of maned wolf drawings from the children.
126
writing down the information to fill in the empty boxes on provided paper – the one with
an illustration of the maned wolf. Other participants, however, were first concerned with
pressing all the buttons before writing anything. In fact, some children barely wrote any-
thing because they were very entertained with interacting with the artifact. One aspect
that took longer to be discovered was the proximity sensor in the head. As people, partic-
ularly children, interacted with the wolf, they would trigger the sensor without realizing
it, and they would be surprised by the wolf becoming angry. After the first time this event
was triggered, some children became especially interested in finding out how to make the
wolf angry. After discovering how it worked, they would playfully do it repeatedly.
Making Sense of Technology
With respect to imagining what kind of technologies are behind the interactive maned
wolf, it was already obvious for everyone that there were buttons. However, the working of
the proximity sensor in the head was still elusive even for the kids who playfully activated
it repeatedly. The participants also noticed that there was some kind of communication
between the artifact and the computer displaying images and sounds. It was clear that
this communication was wireless, as the maned wolf is self-contained, i.e., there are no
cables coming out of it, and participants could freely pick it up and move it without
interfering with its operation. When trying to figure out how the communication works,
most participants did not guess anything beyond some kind of wireless signal, but one
teacher, in particular, conjectured that there was a smartphone inside the “belly” of the
wolf. When we opened the lid and revealed the inside of the wolf, we showed how the
proximity sensor could be triggered without touching it, and how everything was con-
nected to a microcontroller with Wi-Fi connection and powered by a battery. One child,
when looking inside the wolf and seeing wires and electronic components, said surprised:
“Wow! He is all robotic!”.
Evaluation Instruments
With regard to SAM, Tables 6.1 and 6.2 show the responses for each participant. Blank
fields indicate that the participant did not give a score for that dimension. The results for
“pleasure” indicate that the activity was considered pleasurable and enjoyable by all the
participants, and the results for “arousal” indicate that they were all also fairly excited
about it. The results for “dominance”, in turn, were lower when compared to the other
two dimensions, although still relatively high. These lower values indicate that for teach-
ers and children alike, not every participant felt entirely in control during the activity.
Proportionally, however, more children felt in control when compared to teachers.
For the open questions about what they liked and disliked, the teachers highlighted
that they liked the engineering and dynamic creativity of the activity, the interactivity,
and the sensory experience. They also praised how the wolf can be used by people with
disabilities, since a blind person, for instance, can still interact with it using touch to find
the buttons – just like sighted people – and hear the audio feedback. For things they did
not like, only one teacher noted that she would like the wolf to walk and wag the tail. The
children, in turn, highlighted the maned wolf artifact itself, and how they were able to
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see, learn, touch and draw it. For things they did not like, most children wrote “nothing”.
However, two of them wrote that they did not like that they had to work as a group, and
one child reported that he did not like to have to draw the maned wolf. These are literal
quotes from the participants (translated from Portuguese):
Participant #4, teacher, liked: “The structure of the wolf was very interactive,
providing much information through the sensory experience (touch) in the plush an-
imal ”
Participant #5, teacher, liked: “A very interesting activity with a lot of inter-
activity and creativity”
Participant #14, child, liked: “I liked to touch the maned wolf ”
Participant #21, child, liked: “Of everything. To draw the maned wolf and to
write about the maned wolf ”
Participant #13, child, disliked: “Working with the group”
Table 6.1: SAM results from the teachers.
Participant Pleasure (from 1 to 9) Arousal (from 1 to 9) Dominance (from 1 to 9)
#1 9 9 7
#2 9 9 7
#3 9 7 5
#4 9 7
#5 9 9 5
#6 9 9 9
#7 9 9 9
Mode 9 9 9, 7 and 5
6.4 Discussion
With regard to the kind of interaction that the artifact evokes, we do not consider problems
neither the concealment of the wolf’s buttons nor the ensuing uncertainty towards how to
interact with it. We find that the exploratory nature of the artifact plays an important
role in its educational intention. In this sense, the interactive maned wolf is not simply an
exotic keyboard in which people press keys to see what happens; it is a mystery waiting to
be solved. Being able to freely touch and investigate the artifact transforms the very act
of discovering that there are buttons on it as important as finding out what the button
does when pressed. Such freedom is consistent with the enactive approach presented in
Section 6.2. While children and teachers explore the maned wolf, they make sense of how
the artifact works. The sensorimotor coordination, in this case, involves the hands and
eyes to touch the wolf, the head to turn and look at the computer screen, and the ears to
listen to the audio information. All of this happens simultaneously, and goes on as one
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Table 6.2: SAM results from the children.
Participant Pleasure (from 1 to 9) Arousal (from 1 to 9) Dominance (from 1 to 9)
#8 9 9 9
#9 9 9 9
#10 9 9 7
#11 9 9 7
#12 9 7 5
#13 7 7 7
#14 9
#15 9 8 4
#16 9 9 9
#17 9 8 8
#18 9 6 8
#19 8 8 8
#20 8 9 8
#21 9 9 4
#22 8 7 9
Mode 9 9 9 and 8
act feeds the other; the multimedia feedback makes them want to explore more of the
wolf, so they keep touching it to find other buttons and then triggering other audio and
visual information. This loop resembles the one described by Varela et al. [168], where
the perceptually guided action is enabled by recurrent sensorimotor patterns, which make
cognitive structures emerge and, hence, allow action to be perceptually guided. In this
sense, the social component was crucial in this activity, despite some of the children not
enjoying it. Taking a first step to interact with the maned wolf was usually slow, but
once one person started exploring the artifact, others got excited and wanted to join in.
In this case, one person has their action perceptually guided by the cognitive structures
that emerge from seeing another person act; such exchange can go back and forth as long
as they are all present and involved in the interaction.
In a similar manner, asking participants to guess what are the technologies involved
in the artifact, is part of a learning process that goes beyond understanding what the
artifact does; it entails making sense of how it works. We can see Bruner’s three moments
happening at the same time: there is action in exploring the wolf and in looking under the
hood to see the hardware; the spatial distribution of the wolf and its sensors, along with the
images displayed on the computer screen constitute the iconic stage; finally, understanding
that pressing a button or petting the wolf has a consequence, and imagining there is a
wireless communication between the wolf and the computer are all part of the symbolic
phase. For both teachers and children, this experience was interesting to show them
that technological devices are not “magical black boxes”. By allowing them to explore the
artifact, and then showing its inner workings, and illustratively associating it with already
known devices or concepts, we gave them a chance to start a more active and informed
relationship with technology.
In turn, the results from SAM indicate that both teachers and children, in different
ways, found the activity to be pleasurable, and showed some kind of excitement towards
it. During the activity, this was observed by how the teachers calmly explored the wolf,
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discussed its educational qualities and shared their experiences in museums (and the
recurrent “do not touch” policy). The children, however, were extremely excited about
the prospect of freely exploring the artifact, and besides the physical exploration, some
of them explicitly showed interest in learning new information about the animal and
writing it down. As for SAM’s dominance dimension, most results are high. The lower
numbers in comparison with the other two dimensions also highlight what we consider
to be an important aspect of our activity: when we work with an artifact such as the
interactive maned wolf, inviting towards exploration and somehow elusive, we do not
expect (nor want) people to feel completely “in control” of it. The artifact is a mystery
that requires some amount of uncertainty (and sometimes discomfort) to be deciphered,
and we conjecture that this very uncertainty and elusiveness corroborates to the high
levels of pleasure and arousal in the other two dimensions.
Overall, interacting with the maned wolf was not only a technological and educational
experience but also a social activity, as the participants explored it together. One challenge
perceived in our study was devising means to allow everyone to participate equally in the
exploration of the interactive artifact. This is important, as some kids are more prone
to take control of the activity, which may refrain shyer children from joining in. This
is probably why two children reported that they did not like having to work as a team.
However, to simulate a museum scenario, the activity had to include the social component
of collective exploration. As discussed earlier in this section, the social component emerged
as an important part of the enactive learning process. In this sense, it would be beneficial
to investigate how the artifact could promote more participation, and perhaps empathy,
among children.
6.5 Conclusion
In this paper, we gathered a brief theoretical background on enactivism situated in an
educational context and used it no analyze our case study. We simulated a museum ex-
hibit that, unlike the conventional approach, not only can be, but must be touched. The
exhibit consisted of a tangible digital version of the maned wolf. This interactive artifact
had sensors hidden under its artificial fur, and part of the interaction involved discovering
where the sensors were, and what each of them did. Then, in our case study, we observed
children and teachers using touch, vision, and hearing to explore and learn with the arti-
fact, using a sensorimotor coordination similar to what the enactive approach describes.
We also noted the importance of the social component of a collective exploration. Al-
though some children complained about not fully enjoying the experience because of their
colleagues, our evaluation indicated that participants were excited and satisfied with the
activity, even though some of them did not feel completely in control. This is expected
because the artifact requires some discovery, which can evoke unpredictability. We do not
see this as a negative aspect because the unpredictable exploration highlights the enactive
approach in the way children and teachers interacted with the wolf.
For future work, we want to further mediate an even more active and informed rela-
tionship with technology for both teachers and children. Considering that the technologies
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used in this study allow plenty of customization and rapid prototyping, we find it plau-
sible to consider that both teachers and students could further elevate themselves to the
role of technology co-designers. This could be achieved, for instance, by mediating their
participation in the creation of a new version of the maned wolf interactive artifact, or
even envisioning and building from scratch a novel artifact altogether. We also intend to
further explore the social component afforded by the artifact, which was prominent in our
analysis, leading towards investigation of the concept of a socioenactive system.
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Chapter 7
“The Magic of Science:” Beyond
Action, a Case Study on Learning
Through Socioenaction
7.1 Introduction
Drawing on the seminal concepts of ubiquitous computing [171] and tangible user in-
terfaces [105], recent advances in HCI have the potential to drastically change our re-
lationship with digital technology. Embedding computational technology into everyday
physical objects and environments brings meaning to our engagement with the world. In
this sense, from a phenomenological perspective, meaning is created, manipulated and
shared through the interaction with technological artifacts, characterizing what is called
embodied interaction [52]. This concept is to be taken as a stance on the design of inter-
active systems, and not as a specific way of technological design. Hence, it allows us to
have insights into how we act through technology, and not on technology.
With this stance, we turn our gaze to technology-enhanced educational contexts, where
researchers are exploring new ways of learning with commercial off-the-shelf technological
products [140], and revisiting long-lasting concepts such as the idea of learning through
action [60]. We subscribe to the idea that, when investigating technology-enhanced edu-
cational contexts, the approach used to understand and explain cognition is as important,
if not more, as the novelty of the technology that is employed. In alternative paradigms of
interaction with computational systems, human and computer are not viewed as separated
agents, their interaction is considered to be coupled in a way that one cannot be separated
from the other. Such view on interaction is part of the enactive approach to cognition
[168], which, in essence, describes “laying down a path as you walk it”. In other words,
under this perspective, cognition is not contained entirely in the brain; the environment
and the whole body are part of it, and action cannot be separated from perception and
vice versa. Considering this tendency of the divide between humans and computers to be-
come increasingly blurred, we are interested in theoretically and empirically investigating
how our social relations with each other may be affected by computational technologies,
and how these social relations, in turn, can affect how we interact with such technologies.
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Drawing from these phenomenological views on cognition and on interaction, in this
paper, we intend to extend the idea of learning through action by focusing on the social
aspect. Therefore, this paper is structured as follows: in Section 7.2 we present our
background on learning through action and enactivism, in Section 7.3 we report on our
case study “The Magic of Science” and its results, in Section 7.4 we discuss how our case
study allows us to expand on the concept of learning through action, towards learning
through socioenaction, and lastly, in Section 7.5 we present our conclusions.
7.2 Background: Learning Through Action and
Enactivism
We can say that the concept of learning through action shares the same phenomenological
perspective as embodied interaction, and coupling is the common ground that unites these
visions. To better illustrate the concept of coupling, Heidegger [102] presents the idea of
having a hammer “ready-at-hand”, instead of “present-at-hand”; while the latter implies
the hammer as the focus of attention in the act of hammering, the former means executing
the action with the hammer as an invisible extension of one’s arm. This is similar to what
Dewey [48] describes as a child learning how the flame of a candle is hot and can burn; the
sensorimotor coordination is complex in that visual stimulus from the flame, perception
in the eyes and skin, as well as body movements, are practically simultaneous, since they
all influence each other.
In the domain of computational technology, inspired by the enactive approach [168],
the concept of enactive systems [112] contributes to a view of human and computer as a
dynamic coupling. The premise is that an enactive system can detect both deliberate and
unconscious information, such as body movements or physiological readings (e.g., heart
rate or galvanic skin response), and respond accordingly. This response from the system,
in turn, may directly affect the person and cause new readings, composing an ongoing
enactive cycle. Therefore, because person and computer are tightly “coupled” in this
model, they are not considered as separated systems. To highlight coupling as a common
ground, it is worth noting that Kaipainen et al. were also inspired by the concept of
“learning through action” from Bruner [26], where the learning process has three phases:
the action-based (enactive), the image-based (iconic) and the language-based (symbolic).
Bruner’s original idea was that these stages occurred in this specific order, and he placed
major importance on the enactive stage to allow the others to happen. To illustrate, a
floor could not be described before walking on it; then, one could select and organize the
perceptions of images, spatial and temporal qualities of the experience. Finally, one could
use a word that stands for “floor”.
This specific order proposed by Bruner, however, may not be mandatory. There is
reason to believe that the enactive, iconic and symbolic stages from learning through
action are, actually, “complexly emergent, co-occurring and co-dependent” [84, p. 6]. In-
deed, such idea is consistent with the enactive approach from Varela et al. [168], with the
description of sensorimotor coordination with the candle flame from Dewey [48], and with
the concept of embodied interaction from Dourish [52]. Each of these authors explored
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their subject with different backgrounds (e.g., Biology, Philosophy, Education, and the
more recent and specialized case of Computer Science from Dourish), and it seems that
they unknowingly contributed with each other towards an alternative paradigm for cogni-
tion, one in which cognition is not contained only in the brain, and action and perception
cannot be separated.
We have already revisited the idea of learning through action in an early case study
conducted on an educational context and with pervasive technologies [60]. In this earlier
study, participants explored an interactive artistic artifact that relied heavily on touch,
since it contained hidden electronic buttons. This way, the artifact itself was an invitation
to exploration using the body and the senses. With the case study presented in this paper,
we intend to expand on this earlier study, to go beyond the concept of an enactive system,
moving towards the novel concept of socioenactive systems. In essence, the idea is to have
embodied actions from multiple humans as part of the system. This way, the enactive
cycle consists of more than a single person-computer coupling; instead, we aim at having
couplings between people, between computers, and between the collective (i.e., groups
of people) and the computational artifacts. Therefore, all these groups affect and are
affected by each other. Such a concept of socioenactive systems is the compass of the
investigation we conducted and now report on this paper.
7.3 Case Study: “The Magic of Science”
Our case study took place on April 21, 2018, at the Exploratory Science Museum of
Unicamp, located inside the campus. The museum has a captive audience that partici-
pates in activities and workshops carried out on weekends and during school vacations.
Our workshop, named “A Magia da Ciência” (“The Magic of Science”, in English), was
aimed at children and adolescents between 10 and 15 years old, but parents were also in-
vited to participate alongside their children. We had a total of N = 15 participants (not
counting parents). The workshop had an approximate duration of three hours and was
composed of five phases: (1) reception, (2) exploration, (3) reflection, (4) construction,
and (5) evaluation. We describe each phase in the following:
1. Reception: We welcomed the participants and their parents as they arrived.
We explained the activities that would be carried out, and, as the workshop is
part of a project approved by the university’s research ethics committee (CAAE
72413817.3.0000.5404), we explained and handed to the participants and their par-
ents the appropriate assent and consent terms.
2. Exploration: We used the space provided by the museum to create an exhibition
with three interactive digital artifacts, created in the InterArt [55] project. For
approximately 30 minutes, the participants were invited to freely explore the three
artifacts in any order and manner they wanted. We video-recorded these interactions
for further analysis. The three artifacts exhibited are illustrated in Figure 7.1 and
described as follows:
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Figure 7.1: The three artifacts exhibited: Lobo-Guará, Memoção, and Monolito.
• Lobo-Guará (Maned Wolf, in English): an interactive cardboard maned wolf
covered with synthetic fur. It has hidden buttons in the head, body, leg, and
tail. When the buttons are found and pressed, they provide auditory and visual
information in a display behind the wolf. For instance, pressing the button on
the leg provides information about the average size of the footprints left by the
wolf. Furthermore, a proximity sensor in the head detects attempts to pet the
wolf, triggering red eyes and a bark sound to communicate that the wolf is a
wild and dangerous animal.
• Memoção: (Memotion, in English): a black box with textures inside, intended
to evoke emotions associated with Internet memes. Each texture (e.g., rough,
soft, gooey) can be pressed, as there is a button under it. When a texture is
pressed, a pair of meme and sound related to that texture is shown and played
in a display behind the box. For instance, touching the gooey texture evokes
a disgust meme and sound. To keep the experience non-repetitive, the memes
and sound are randomly selected from a curated collection of 10 memes and 2
sounds for each texture inside the box.
• Monolito: (Monolith, in English): a miniature monolith inspired by the 2001:
A Space Odyssey film, used to interact with a psychedelic scene from the movie.
The scene is projected with a 360◦ projector in a dark room. The audience can
pick up the monolith and freely move it around, while an accelerometer and
a gyroscope capture the movement to wirelessly control the projection. As an
example, shaking the monolith can temporarily increase the playback rate and
add a red filter to the image.
3. Reflection: For approximately 30 minutes, we mediated an open discussion about
what kinds of technologies the participants inferred to exist behind the three artifacts
exhibited. The participants perceived that Lobo-Guará and Monolito had some form
of wireless communication and that the three artifacts somehow communicated with
a computer and the displays to show information. The buttons on Lobo-Guará
and Memoção were perceived by all the participants, while the inner workings of
Monolito (accelerometer and gyroscope) remained a mystery for most, probably due
to the more abstract and subtle nature of the artwork.
4. Construction: After reflection, we invited the participants to construct an interac-
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Figure 7.2: The construction of “magic potions” and “magic wands”.
tive artifact with similar technology in approximately 1 hour. Inspired by the Harry
Potter universe, we proposed a “magic potion” (a color-changing LED attached to
a battery and a magnetic sensor, enclosed in a transparent container) that could
be activated by a “magic wand” (a paper wand with a magnet on the tip). The
components are simple and affordable, costing approximately USD$ 1 for each pair
of potion and wand. We guided the construction step by step, talking about the
concepts involved (e.g., electricity and polarity of direct current found in batteries,
as opposed to alternating current commonly found in power outlets). For the activ-
ity to be more playful and meaningful, we invited the participants to ornament their
potions and wands with a variety of provided stationery materials. The construction
phase is illustrated in Figure 7.2.
5. Evaluation: At the end, we used two evaluation instruments to gather feedback
on the experience during the workshop. The first is an adaptation of the AttrakDiff
[100], to measure hedonic, pragmatic and attractive qualities of the experience.
Our adapted questionnaire was translated to Brazilian Portuguese with terms more
suited for children, and presented in printed form. It is composed of 20 pairs of
opposing adjectives (e.g., “boring” or “captivating”), with a 7-point Likert scale for
each pair. The second instrument is based on the Emoti-SAM [101], an adaptation
of the SAM [24], aimed at surfacing self-assessed emotions. We adapted it as follows:
we printed several colored copies of the 15 symbols in Emoti-SAM, and asked each
participant to choose the symbol that best represented his or her emotional state
towards the workshop and deposit it in an urn.
7.3.1 Results
Our main results from the workshop are discussed in this paper based on: (1) the observed
interactions of the participants with the three interactive artworks during the exploration
phase; (2) the data collected with the two instruments we used during the evaluation
phase. We briefly present these two groups of results in the following subsections.
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Observed Interactions
We conducted a qualitative analysis of the video recordings from the exploration phase.
Our main objective was to better understand what kind of interactions are evoked by or
emerge during the exploration of the three artifacts exhibited: Lobo-Guará, Memoção,
and Monolito. Our analysis methodology was inspired by the Grounded Theory method
[93], with the use of a coding schema. The coding schema that emerged from our data
gives emphasis to the coupling between the participants actions (expressing emotions
such as smiling, making individual actions such as touching something, or making social
actions such as making comments) and the responses from the interactive artifacts (or the
lack of when there is no input, such as touching an artifact without triggering a sensor),
highlighting how action and perception may evoke each other. The transcript and a more
detailed coding can be found in [63].
For Lobo-Guará, the coding highlights the predominance of touch when interacting
with the artwork. People tend to keep their hands on the physical artifact, feeling the
fur while searching for hidden features. As previously reported on [60], Lobo-Guará can
evoke social interactions, such as group exploration and coordinated actions (e.g., two
or more children exploring the artifact at the same time while formulating hypotheses
about how it works, and coordinating specific actions to observe respective outcomes).
Similarly, Memoção also relies heavily on touch, requiring someone to stick their hand
inside a black box and to feel textures inside it. Even though only one person at a time
can put their hand inside the black box, a social aspect surrounding Memoção emerged
during the workshop: other people around the artifact were also engaged with the artwork,
which was evidenced in three ways: (1) by how they gave suggestions to the person who
was interacting with the artifact (e.g., “stick your hand in there”); (2) by how they acted
surprised with the images and sounds being evoked; and (3) by how they tried to guess
what was happening inside the box based on the expressions of the person interacting and
on the system’s response (e.g., “he’s disgusted”).
While Monolito also relies on touch in terms that you have to pick up the artifact and
move it around, its more abstract and enigmatic nature stood out during the interaction.
People who are interacting with the artwork tend to keep moving the miniature monolith
in different ways (e.g., shaking, moving horizontally, and making circles). However, they
do not seem to be completely sure about how their actions are impacting the projection,
highlighting the cryptic nature of the artwork. Furthermore, even though only one person
at a time can manipulate the miniature monolith, much like Memoção, we also observed
an emerging underlying social aspect in the artwork. For Monolito, people tended to
collectively make hypotheses about how the artifact works (e.g., by executing new actions
or making suggestions), and tried to test their hypothesis by observing the outcomes in
the projection, regardless of who was holding the artifact.
Workshop Evaluation
With regard to our adapted version of the AttrakDiff questionnaire, for adjectives related
to pragmatic quality, the participants considered the workshop experience to be mostly
technical, simple, practical, predictable, and clearly structured (as opposed to human,
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complicated, impractical, unpredictable, and confusing). For hedonic qualities related to
identity, they considered the workshop to be mostly professional, stylish, integrating, bring
me closer, and presentable (as opposed to unprofessional, tacky, alienating, separates me,
and unpresentable). Concerning hedonic qualities related to stimulation, they described
the experience mostly as creative, innovative, captivating, challenging, and novel (as op-
posed to unimaginative, conservative, boring, undemanding, and ordinary). Last but not
least, with regard to attractiveness, the experience was reported as mostly pleasant, at-
tractive, inviting, good, and motivating (as opposed to unpleasant, ugly, rejecting, bad,
and discouraging). The results from the adapted AttrakDiff questionnaire also suggest
that the workshop had both positive hedonic and pragmatic qualities, but with more
emphasis on hedonic qualities.
Furthermore, regarding Emoti-SAM, we counted the emoticons that were selected by
participants to represent their emotional states towards the workshop, keeping in mind
that each participant selected only one emoticon. As a result, all the emoticons selected
by the participants represent the highest value in their respective dimensions of pleasure
(thumbs up emoticon, selected 2 times), arousal (smiling emoticon full of ideas, selected
10 times), and dominance (emoticon with graduation cap, selected 3 times). These results
suggest that the children had a positive experience, with an emphasis on feeling excited
and intellectually stimulated by the workshop, as 10 out of 15 participants selected the
smiling emoticon full of ideas, related to arousal. The other two emoticons selected, even
though to a lesser extent, suggest that the workshop was felt not only as exciting, but
also pleasurable, and as somehow educative and/or empowering.
7.4 Discussion
Going back to Heidegger’s example of a hammer, that we presented in Section 7.2, on a
physical perspective, Monolito is the interactive artifact that got closer to being “ready-
at-hand” (i.e., being an invisible extension of one’s arm), instead of “present-at-hand”
(i.e., being the focus of attention in the act of hammering). We can say that by analyzing
the way people hold and make gestures with the miniature monolith, they tend to not
pay attention to the physical artifact. Instead, their focus is at the dynamic projection.
However, we do not see these two possibilities as discrete and mutually exclusive. It
can be argued that, even though there is no focus on the artifact, there is indeed some
attention to “the act of hammering” (i.e., the kinds of movement made with the miniature
monolith). This is aligned with the cryptic nature of the artifact, which requires people
to constantly try to understand it and figure out how to get different results from the
system, especially when several people explore Monolito together.
The artifact Memoção, in turn, brought the “ready-at-hand” sensation into the collec-
tive aspect. Those who could not touch it understood and spoke out the sensations that
were provoked by the imagery and sounds of the memes. While for the person touching
the hidden textured buttons the attention is on the “present-at-hand”, because of the
anticipation of what they might touch (intentional on the design of the artifact). It is
possible to say that, on one hand, for the person interacting directly with Memoção, the
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enactive stage is the one that leads Bruner’s “learning through action” process. On the
other hand, for the people watching the interaction unfold, the leading of the process
interchanges between iconic and symbolic, since the people infer the actions of the person
directly interacting based on: (1) images and sounds from the system, and (2) gestures
and facial expressions from the person that is acting. Considering how spectators become
eager for their turn to come and to enact their learning by placing their hand inside the
artifact, we can say that this social aspect of the interaction allowed them to, in a way,
“create their own ideas of a floor” before actually “walking on it”.
Extending this metaphor to Monolito, its enigmatic nature does not allow people to
eventually walk on the floor they symbolized in their thoughts; instead, they are left each
with their own unreliable concepts of a floor. Similar to the parable of the blind men who
are asked to describe an elephant only by touching distinct parts of it, the descriptions
(or hypotheses of how the system work) are different from each other and likely lack
a more complete picture because they are based on each participant’s own experiences.
Differently from the parable, however, Monolito does allow everyone to have the same
experience (i.e., touch the entire elephant), but still, there is no confirmation from the
system as to what hypothesis is the most accurate. Hence, the collective discussion over
the inner workings of the system is what stimulates the interchange between symbolic,
iconic and enactive stages of the “learning through action”, in a cycle that can be endless
without knowing for certain how Monolito works.
Continuing on the floor metaphor, we consider that Lobo-Guará provides a middle
ground between a more certain concept of a floor, and some mystery to unveil. This bal-
ance takes the emphasis away from either learning stage of enactive, iconic and symbolic;
instead, it varies from person to person: while some prefer to figure out the artifact by
touching and exploring it, others choose to observe how it reacts to the actions from some-
one else. Furthermore, differently from Memoção and Monolito, Lobo-Guará can support
simultaneous interactions as multiple people gather around the artifact and touch dif-
ferent parts of it, so the collective and the individual aspects can co-exist. Also, unlike
Monolito, Lobo-Guará does provide a rather straightforward feedback, although its head
sensor can cause some debate at first, drastically reducing the possibility of an endless
cycle of attempts to understand the artifact.
These findings are coherent with the idea that Bruner’s enactive, iconic and symbolic
stages can be co-occurring and co-dependent. Furthermore, they reveal how the social
aspects that underlie the “learning through action” process can be vital for constructing
socioenactive systems. First, it is important for the system to have an aura of mystery
and novelty around it, that invites people to interact with it. Then, there needs to be
a balance; on one hand, the mystery needs to be maintained, to promote the discussion
between the people involved in the interaction; on the other hand, it cannot remain too
mysterious to the point of alienating people, or else the interactions might cease due to
frustration or lack of interest. In this sense, the mystery is what invites each person
to construct their own ideas about its features; then, the interactions with the systems
are what allow these people to interfere with each other’s concepts, helping to either
construct or deconstruct them. Therefore, a well-balanced mystery that promotes social
investigations will nourish the “complexly emergent” nature of Bruner’s stages.
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In addition, even though the workshop was well received by the participants, this
case study has also revealed important gaps that we need to fill in towards socioenactive
systems. For instance, Monolito could have a wider variety of feedback, maintaining its
cryptic nature. Then, if such feedback would somehow be a response to the participants’
hypotheses, we would have a complete enactive cycle, that involves humans (both on
an individual and collective sphere), and computer (both in its core programming and
reactive behavior from the performed interactions). In a concrete scenario, suppose that
when someone shakes the Monolito, the projection changes color, and when they move it
sideways, the speed of the movie changes. As people begin to notice and discuss these
patterns, the system responds to these hypotheses and decides to make changes: now
shaking Monolito will actually shake the projection, and a new action now alters its
colors (e.g., waving it like a wand). This change will further the discussions, promoting
new hypotheses and enactions of them. Figure 7.3 illustrates this scenario with Monolito,
and the labels for each moment highlight the most prominent event that is taking place
at each time. However, it does not imply that when the socioenactive system is running
these events will all unfold in this particular order. Furthermore, if the adaptation phase
repeats itself continuously, each time creating a new change, then this enactive cycle might
go on indefinitely, with the social component acting as a fuel as it continuously promotes
new interpretations and enactions.
Shakes
The color is 
changing!
It’s 
accelerating! Move it the other way!
No, the 
background 
is moving!
Shake it
more!
It’s from the
shakes!
Keep
shaking!
Oh... It’s 
shaking Stopshaking!
It changed!
Shake more!
You broke it
Projection color 
changes
Projection 
speed changes
Moves
sideways
System changed: 
now projection 
shakes
Action and Perception Sense-making Adaptation
Shakes
Figure 7.3: Monolito as a socioenactive system.
7.5 Conclusion
Our relationship with digital technology is rapidly changing. Even though newer tech-
nologies are often in the spotlight, these fundamental changes, however, are not the result
of technological advances alone. Alternative ways of understanding cognition allow us to
explore and consolidate new directions in the design of interactive systems, that, in turn,
can be applied in educational contexts. In the case study presented in this paper, we
investigated how computational interactive artifacts situated in an educational museum
exhibit can manifest theoretical concepts related to the enactive approach to cognition.
The hands-on nature of the workshop, including the phase of constructing an interactive
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artifact during the workshop, were aligned with our stance on acting through technol-
ogy, and the positive feedback from participants showed that they enjoyed this approach.
Lastly, with an analysis rooted equally in both theory and practice, we expanded on the
long-standing notion of “learning through action”, shedding light on the new concept of
socioenactive systems and the notion of “learning through socioenaction”.
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Chapter 8
Conclusion
The emergence of a new myriad of computational devices and new interaction contexts
brings not only a technological change but also a fundamental shift in how the interac-
tion with computers is viewed and understood. As computational technology is aimed at
becoming more transparent and integrated into everyday life, and HCI becomes more con-
cerned with designing interactions that go beyond tasks and well-defined goals, approaches
to cognition that describe it in terms of the human brain as an information-processing
machine, analogous to a computer with discrete input and output channels, do not prop-
erly accommodate the new embodied and pervasive stance to the design of interactive
systems. In this regard, Varela, Thompson and Rosch’s [168] enactive cognition theory
seems more appropriate to support this new design paradigm because it takes into account
how cognition is related to the inseparable sensorimotor capacities that come from having
a physical body, and that living beings are part of a more encompassing cultural context.
Even though the enactive cognition theory has already inspired the design of so-called
“enactive systems”, literature on the subject targets the coupling between person and
computer while it neglects social and cultural contexts – as exemplified in Chapter 1 with
Kaipainen et al.’s [112] enactive movie theater – leading to experiences that can be alien-
ating. Consequently, the creation of interactive systems with not only a more coupled in-
teraction but also that take the social dimension into account, is the research opportunity
addressed by the “Socio-Enactive Systems” FAPESP Thematic Project (#2015/16528-0).
Situated within the aforementioned project, this doctoral thesis presents the Arte Fac-
tus framework, which contributes towards the design and study of socioenactive digital
artifacts. The framework was used to conceptualize socioenaction by designing socioen-
active digital artifacts and experimenting with these artifacts in situated practices. Per
the enactive cognition theory, conceptualization, design, and practice were not necessarily
sequential or incremental activities. The relationship between these activities can be bet-
ter described by terms of being mutually informed by each other, leading to a continuous
transformation of the concept of socioenaction.
Contextualized in the form of interactive art and installations, a socioenactive concep-
tualization is first seen in Chapter 2, which presents an overview of the relationship and
synergies between the fields of HCI and interactive art. The chapter emphasizes different
forms of interaction, presented as dialogue genres, featured in interactive art examples
found in the literature and other non-academic sources (e.g., digital games and social
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media). The innovative forms of interaction featured in those examples represent how
interactive art can conceptually and technologically inspire the design of computational
systems (with or without a previous artistic intent) not only through visual attractiveness,
but also by promoting interactions that are more embodied, tangible, and social. These
different approaches to interaction bring forth technological and conceptual qualities that
are relevant to the concept of socioenaction. Additionally, the chapter also explores design
and evaluation approaches that inhabit both the fields of HCI and interactive art. For
instance, participatory approaches in the design of interactive installations can challenge
traditional understandings of the concept of authorship, creating an opening for the al-
ternative concepts of co-design and co-authorship. It is also evident how the evaluation of
interactive art is not primarily concerned with usability, instead of giving more emphasis
to experience and considering aspects such as hedonic qualities. While not every socioe-
nactive digital artifact may be intended as art, the study of interactive art examples do
provide a substantial conceptual and methodological support, and the examples featured
in this chapter provided inspiration for both the design studies and situated practices of
this doctoral thesis.
As part of undergraduate and graduate HCI courses, the design studies presented in
Chapters 3 to 5 feature three different iterations of a co-design process that is socially
aware and closely integrated with pervasive DIY technology. In the form of interactive
installations, a collection of 19 interactive artifacts was created, which could later be
experimented with in situated practices. Reflecting on how this co-design process con-
tributes to the construction of socioenactive digital artifacts, three emerging aspects can
be highlighted: (i) the use of sensors and actuators privileges the design of an interac-
tion that goes beyond the computer screen and traditional input methods, favoring the
creation of more transparent computational systems; (ii) a design process that evidences
social aspects by considering a wide range of stakeholders that may affect or be affected by
the design, and emphasizes co-authorship instead of authorship, is less likely to yield alien-
ating digital artifacts; and (iii) a philosophical stance that people have complex bodies
with different sensorimotor capabilities and convoluted emotions, and that computational
systems should not be limited to problem-solving and other “purposeful” interaction, can
lead to more meaningful and engaging experiences. Consequently, the interactive instal-
lations created in these design studies feature a more coupled, embodied interaction, and
are co-constructed in a socially aware manner. Alone, none of these aspects is unprece-
dented in HCI, but articulated together they materialize socioenactive digital artifacts
that can be empirically experimented with in subsequent situated practices.
In the form of workshops in educational contexts, the situated practices seen in Chap-
ter 6 present two different empirical studies in which socioenactive digital artifacts were
experimented with in non-controlled environments. In the situated practice presented
in Chapter 6, which took place in a school, the Lobo-Guará interactive artifact from
the InterArt design study was explored with teachers and children. Because the artifact
is inherently mysterious (i.e., it is not clear what it does, and no further explanation
was provided on purpose), it required tactile exploration that often led to a continuous
formulation and testing of hypotheses of how it works. Additionally, the physical form
of Lobo-Guará affords several people to interact with it at the same time, transforming
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the exploration and formulation and testing of hypothesis into a social activity that was
reported to be pleasurable and engaging by the participants. In the situated practice
presented in Chapter 7, which took place in an exploratory science museum, the interac-
tive artifacts Lobo-Guará, Memoção, and Monolito from the InterArt design study were
exhibited and explored with children and adolescents. A more detailed analysis of the
interaction was conducted, systematically mapping: the expression of emotions (e.g., smil-
ing or showing surprise); individual actions (e.g., touching or picking something up); and
social actions (e.g., interacting with others or making comments). This analysis provided
more detail about how these artifacts draw the curiosity of those who approach them,
and how they are explored, highlighting how the physical exploration substantially affects
and is also affected by the social context. The analysis also evidenced the opportunity
of creating artifacts deliberately designed to be interacted with by more than one person
at a time. Lastly, the narrative from these two workshops also involved reflecting on
what kind of technology was embedded into the artifacts, which favored a more informed
relationship with computational technology that is often viewed as a black box.
Revisiting the hypothesis of this doctoral thesis, which stated that “the enactive cogni-
tion theory can support the socially aware co-design and study of computational technol-
ogy to create digital artifacts that evoke an experience that is both enactive and social”,
the results from the use of the Arte Factus framework show that the enactive cognition
theory is a good match to the socially aware co-design and study of computational tech-
nology. The resulting artifacts, in turn, evoked experiences that were both enactive and
social, validating the hypothesis. Moreover, the results from the use of the Arte Fac-
tus framework also allow a formal understanding and characterization of the concept of
a socioenactive digital artifact. This characterization, which was gradually constructed
throughout the course of this doctoral thesis as the subject of inquiry and underlying
goal, is presented in the following section.
8.1 A Situated, Living Characterization of
Socioenactive Digital Artifacts
In light of how the enactive cognition theory emphasizes inseparability (e.g., of action and
perception, of being and environment etc.), it would be naïve to think of the concept of
socioenaction as something that is intrinsically a quality of digital artifacts without regard
to how they were designed and how they are experimented with. Instead, a definition of
socioenactive digital artifact should encompass not only the hardware and software used to
create a digital artifact and its resulting features, but also incorporate how it was designed
in terms of social-awareness and co-participation, and take into account the experiences
that emerge in practical contexts. This characterization is situated because it comes from
the studies and practices that were conducted by specific people, in specific contexts, and
with specific participants. Had the people and contexts been different, the outcome would
most likely differ accordingly. Another important aspect of this characterization is that it
is a living one. What is presented in this doctoral thesis is the current understanding of
socioenactive digital artifacts at the time of its writing, but this understanding is expected
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to be revisited, modified, and transformed by the continued use and appropriation of the
Arte Factus framework and other studies. Conceptually, it can be summarized that
socioenactive digital artifacts are expected to:
• Be freely explored and provide an open-ended experience, instead of
being task or problem-solving oriented.
For instance, the small-scale interactive installation from the InstInt design study
featured in Chapter 4 is not considered problem-oriented because there is no defined
goal in terms of the interaction, and therefore there is no pre-defined set of tasks
to that should be carried out. Different combinations of actions will yield different
results, but these results are not correct or wrong in any manner, they are just
different outcomes that populate the space of possibilities that can be explored.
• Promote the inseparability of action and perception, with actions creat-
ing new perceptions, and new perceptions leading to new actions.
The interactive artifact Monolito from the InterArt design study featured in Chap-
ters 3 and 7 can be used as an illustrative example of this inseparability. The
projection of psychedelic scenes is played continuously, but it is slightly modified
by even minor actions such as picking up the miniature monolith. These elusive
modifications to the projection are shown to lead to new perceptions that, in turn,
will provoke new actions to further explore and investigate the installation.
Revisiting the research questions stated in the introduction, the first question inquired
“how can we construct interactive digital artifacts in a way that they make emerge a
socioenactive experience?”. In this regard, the co-design process featured in the InterArt,
InstInt, and InsTime design studies proved to be successful in supporting the creation of
socioenactive artifacts, providing relevant insights regarding how these artifacts could be
designed. Concerning design and construction, it can be summarized that socioenactive
digital artifacts are expected to be:
• Socially aware designed, taking into account a comprehensive selection
of stakeholders that affect or may be affected by the design.
The InterArt, InstInt, and InsTime design studies presented in this doctoral thesis,
featured in Chapters 3 to 5 respectively, followed a socially aware design process.
To illustrate how this can take place and its results, in the Lobo-Guará interactive
artifact from InterArt, for instance, taking into account people with disabilities
allowed the installation to be designed with accessibility in mind. A blind person,
for example, can still physically explore the wolf and hear the audio feedback.
• Designed and constructed with pervasive technology, making use of sen-
sor and actuator technologies to go beyond the computer screen.
The design process in the InterArt, InstInt, and InsTime design studies also pro-
moted the use of pervasive technology, with sensors and actuators. By freely ex-
ploring these technologies, the teams from the design studies were able to creatively
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design and construct varied interactive experiences that promoted a more coupled
use of the body (e.g., the Temporário interactive installation from InsTime, which
detects the physical presence, or the Limbo interactive installation also from In-
sTime, which requires the manipulation of a tangible crank), as well as an interac-
tion that go beyond the computer screen into the physical space (e.g., the interactive
installation from InstInt, which does not even have a screen).
• Co-designed and co-constructed by multiple members of a design team,
being more of a co-authorship instead of authorship.
The InterArt, InstInt, and InsTime design studies also followed a design process
with a strong emphasis on co-design and co-construction. In every design team,
all the members participated and had an active voice on the project through the
use of participatory design techniques, such as Brain Writing and Brain Draw. As
especially emphasized in the InstInt design study, in the end, even though individual
designers may have particular interests and unique approaches, the co-design and co-
construction processes allow these individualities to be articulated together, leading
to a shared co-authorship of the resulting interactive installation.
The second research question, in turn, inquired “how can we formally understand and
characterize a socioenactive experience evoked by an interactive digital artifact?”. On
this subject, the situated practices and ongoing conceptualization of socioenactive digital
artifacts provided both empirical and conceptual perspectives about how the socioenaction
can take place. Concerning evoked qualities of the interaction, it can be summarized that
socioenactive digital artifacts are expected to be:
• Inviting for exploration and discovery without instructions or knowledge
acquired from previous interaction with similar interactive artifacts.
The interactive artifact Monolito from the InterArt design study featured in Chap-
ters 3 and 7 can be used as an illustrative example of this invitation for exploration
and discovery. Because the dark room with a 360° projection is mysteriously invit-
ing, and the miniature monolith at the center of the room affords the action of
being picked up, this installation requires no instructions or previous knowledge
about similar interactive artifacts to be explored (it can be argued that watching
the movie 2001: A Space Odyssey, which inspired the installation, can elicit more
specific meanings to the installation, but it is still not required at all).
• Capable of being explored simultaneously by more than one person, re-
sponding to the actions of the group and keeping the people engaged.
The interactive installation from the InstInt design study, featured in Chapter 4, can
be used as an illustrative example of this simultaneity in exploration: the installation
was designed to allow several people to interact at the same time by approaching
it and touching one of the suspended ribbons, and it is the combined actions of the
group interacting with the artifact that determines how it will respond (e.g., the
music and the lights may become “happier” as more people participate). Another
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example is the Temporário installation featured in Chapter 5: it detects how many
people are in front of the artifact, watching the displayed video, and it controls the
video accordingly to promote engagement with the content being shown.
Looking at all these conceptual, design, and practical characteristics of socioenactive
digital artifacts, it would also be naïve to think of the concept of socioenaction as some-
thing discrete pertaining to an objective reality. For instance, not all of the socioenactive
digital artifacts presented in this thesis contemplate all of these characteristics, yet they
all have complementary socioenactive aspects. Instead of labeling a digital artifact dis-
cretely as socioenactive or not, it seems to be a more appropriate approach to think of it
in terms of socioenactiveness as a result of how many of these characteristics are contem-
plated and how. It is important to emphasize that the how is as important as the how
many, seeing that ideally a balance between concept, design, and practical characteristics,
is likely to be more desirable than the absolute number of contemplated characteristics.
Furthermore, characteristics that are not contemplated by a digital artifact, while not
mandatory, may provide insights for improved new iterations.
Aside from the academic publications, the Arte Factus framework, and a situated and
living definition of socioenactive digital artifacts, this doctoral thesis also has the following
research contributions for Computer Science and HCI:
• A review of the state of the art of the intersection between HCI and interactive art,
with a resulting research agenda that can be followed by researchers (Chapter 2);
• A socially aware design process for the creation of interactive artifacts with pervasive
DIY technology, well-documented and easy to instantiate (Chapters 3 to 5);
• An affordable, flexible, and relatively easy to use electronics kit, named Pincello, to
support the design of interactive installations (Appendix A);
• A collection of interactive artifacts featuring various themes, formats, and ap-
proaches to interaction, designed and constructed within the scope of this thesis
(Chapters 3 to 5); and
• Situated use and evaluation of the experience of socioenactive digital artifacts ex-
hibited in workshops in educational contexts (Chapters 6 and 7).
8.2 Future Work
In the context of the “Socio-Enactive Systems” project, the socioenactive digital artifacts
and the experiences presented in this doctoral thesis can be considered as a step towards
socioenactive systems. A definition of what is a socioenactive system is still an ongoing
effort, but it can be broadly viewed as a complex system in which social (e.g., several peo-
ple and their direct and indirect interactions with each other and with artifacts), physical
(e.g., the physical environment and multiple physical interactive artifacts embedded into
it) and digital (e.g., the media and, with some level of intelligence/autonomy, software be-
ing executed in interactive artifacts) components are coupled together and mutually affect
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each other. While this coupled social, physical, and digital triad appears in the artifacts
and experiences presented in this thesis, the constitution of a socioenactive system would
require not only several people interacting with a physical artifact but instead an actual
environment with people separately exploring multiple artifacts that are computationally
connected. Every actor, including interactive artifacts, should simultaneously affect and
be affected by the environment and what is virtually or physically taking place in it.
Moreover, the software should feature some form of intelligence go beyond pre-defined
static routines, being capable of detecting complex configurations of the environment and
presenting corresponding dynamic responses.
Considering how the thematic project involves an entire team of researchers and has
a much bigger scope and timeframe when compared to this thesis, it is reasonable for the
socioenactive digital artifacts and experiences presented here to not have the status of
socioenactive systems. These artifacts and experiences, however, can be considered build-
ing blocks to the construction of socioenactive systems. Through further socioenactive
conceptualization, design studies, and situated practices, it should be possible to create
more complex systems deserving the socioenactive qualification. For instance, the setting
of the “The Magic of Science” situated practice presented in Chapter 7, which features
three interactive artifacts being explored by several people in the same environment, could
be expanded in future studies. The interactive artifacts could be re-designed to affect and
be affected by each other (e.g., the projections of the Monolito could be not only the
result of the data captured by the accelerometer & gyro but also take into account what
is currently taking place in the other two artifacts). Furthermore, the small-scale instal-
lation from the InstInt design study, presented in Chapter 4, could be built in full-scale
and inserted into the environment of the situated practice, making it more sensitive to
the presence and actions of people involved and providing a more surrounding audio and
visual feedback. This feedback, in turn, is dynamically generated as the consequence of
the complex social and computational interactions occurring in the environment.
The hypothetical scenario described above, although currently only an exercise of
though, exemplifies how the Arte Factus framework can contribute towards the construc-
tion of the more encompassing and ongoing concept of socioenactive systems. Moreover,
further use of the Arte Factus framework, in turn, should also contribute back to further
its living characterization of socioenactive digital artifacts.
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Appendix A
Pincello: An Affordable Electronics Kit
for Prototyping Interactive Installations
A.1 Introduction
The understanding of the interaction between a human and a computer has significantly
changed since the beginning of the HCI field. The concept of a computer is constantly
changing along technological innovation; besides the pervasiveness of personal computers
and smartphones, we now have a wide variety of “things” and even environments embedded
with computational technology, effectively rendering the computer “invisible”, as foretold
by Weiser [171]. Following Wieser’s concept of ubiquitous computing, as the computer
reaches out of the screen it becomes necessary for HCI researchers and practitioners to be
able to design interactive artifacts and environments capable of sensing and actuating in
varied ways. Consequently, HCI communities show a growing interest in pervasive DIY
technologies, such as Arduinos, Raspberry Pis, and related gadgets.
Coincidentally, this growing interest in pervasive DIY technologies is aligned with
how HCI has been expanding its boundaries with new waves of thought and is no longer
limited to well-defined and/or workplace problems [21, 99, 151, 22]. In practical terms,
HCI is now concerned with more than graphical user interfaces and user tasks, it is
considering interactive artifacts and environments that encompass more aspects of life
other than work, such as social relations, entertainment, art etc. In this paper, we focus
on a context of practice that has been gaining attention among HCI researchers [56] and
benefits significantly from pervasive DIY technologies, which is the creation of interactive
art, and more specifically, interactive installations.
DIY technologies have been used in many creative ways in the creation of interactive
installations for quite some time. Currently, perhaps the most popular of these technolo-
gies is the Arduino microcontroller. Gibb [92] discusses some of the main qualities that
defined Arduino’s success, which are: (i) its relatively low cost; (ii) it can be programmed
via Universal Serial Bus (USB) through an easy to use Integrated Development Envi-
ronment (IDE); and (iii) it is supported by an engaged community. According to Gibb
[92], as the Arduino is introduced in art museums and galleries, it closely resembles the
route taken by photography in the 1800s: at first, it was seen as a new technology that
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belonged only to science museums rather than art ones but is now easily featured in any
art museum or gallery. The Arduino has evolved over the years both in terms of hardware
and software, but perhaps the most important change is how the word “arduino” became
a synonym to a wider range of devices (from other microcontrollers to single-board com-
puters), platforms and sometimes even an entire technological DIY culture (e.g., “the age
of the arduino” [44]).
Although DIY technologies are already being used to create interactive installations,
one challenge that hinders a more widespread use is how these resources are often docu-
mented with a technical language more suited for engineers and hobbyists, while tutorials
often involve solving mundane well-defined problems (e.g., home automation). There are
commercial products that address this entry-barrier problem with electronic kits designed
to simplify circuit making, however, these proprietary kits are often aimed at children in
educational contexts, are relatively expensive (usually costing a few hundred US dollars
for more complete versions), and lack the flexibility for being extended, modified, and used
in unconventional ways, as is often the case of interactive installations. To address these
challenges, in this paper we present Pincello, an affordable electronics kit designed specif-
ically for the prototyping of interactive installations. With Pincello, the entry barrier is
reduced through a documentation that is practical, illustrative, and not too technical, and
the flexibility is ensured by a selection of universal components that can be installed and
used in different ways. Pincello was already used in three case studies, InterArt, InstInt,
and InsTime, which, combined, involved a total of 105 Computer Science and Computer
Engineering undergraduate and graduate students attending HCI courses. The students
succeeded in creating a combined total of 19 interactive artworks and installations with
varied themes, aesthetics, and innovative approaches to interaction with computational
systems.
This paper is structured as follows: in Appendix A.2 we provide, without exhausting
the subject, an overview of relevant literature about the use of DIY technology in the
creation of interactive installations; in Appendix A.3 we present Pincello, detailing what
it is, its online documentation, and its components; in Appendix A.4 we discuss, as case
studies, the three instances in which Pincello was used; lastly, in Appendix A.5 we present
our conclusions.
A.2 Literature Review
Both Bannon and Ehn [10], and Kostakos [119] argue that HCI literature often shows a
tendency to focus on results, products, and services instead of processes and practices.
This is no different in the more specialized topic of interactive art, as Duarte, Gonçalves
and Baranauskas [59] argue how the design processes and practices for the creation of
interactive installations often lack thorough presentation and discussion in the literature.
Although a scarce topic, in this section we will briefly discuss, without exhausting the
subject, some academic works, and commercial products in the context of the explicit and
at least mildly explained use of pervasive DIY technologies for the creation of interactive
installations.
169
In the context of multi-modal installations, the work of Jaimovich [108] describes the
use of an Arduino microcontroller to create an interactive sound installation called Ground
Me!. The installation uses an electrically grounded floor in conjunction with copper poles
hanged from the ceiling and connected to the positive side of low voltage batteries. The
role of the microcontroller is to detect and communicate to a computer when a circuit is
closed, which happens when a barefoot person standing on the floor (or with any other
part of its skin touching the floor) touches a copper pole. The value that is detected by
the Arduino microcontroller will vary according to skin conductivity and body impedance,
and this value is used by the computer to generate a sound related to electricity, such
as shocks and sparks. As no specific sensor was used, the author had to engineer the
circuit from scratch with batteries, cables and other conductive materials, resistors, and
multiplexers. As another example of a multi-modal installation, Yang et al. [176], in turn,
describe the use of an Arduino microcontroller in their Light Up! interactive installation.
The authors make use of a computer connected to the Arduino microcontroller to analyze
both the volume and pitch of the music being played in the environment. There are also
pressure sensors on the ground to capture the dance movements of the people experiencing
the installation. After combining the data from the music and how people are dancing,
the installation triggers multiple LEDs according to this data combination, creating visual
feedback about both the music and the dancing taking place.
In the topic of cultural heritage, the work of Feng and Wang [82] describes the use of
an Arduino microcontroller for the design of their Urban Memory Accessor interactive in-
stallation. The microcontroller is used to control the interactive process of creating a resin
cube containing debris from demolished old buildings, intended as a form of preservation
of urban culture. When someone activates the installation with a smartphone through
a QR code, the Arduino microcontroller commands a series of servo motors responsible
for inserting raw materials into a cube mold, injecting the resin, turning on a source of
ultraviolet light to cure the resin for five minutes, and then releasing the completed cube.
The mechanical complexity of this installation required a formal engineering approach to
design the moving parts activated by servo motors. Also on the topic of cultural heritage,
the work of Dimitropoulos et al. [50] discuss the use of Arduino sensors in the creation
of an interactive simplified loom replica connected to an interactive digital application,
intended at educating about the millennial weaving process. Although the authors men-
tion design and prototyping, evaluation and testing, and technological tests (regarding
microcontrollers, sensors, and connectivity) as steps of their research, they do not provide
more detail about how the circuitry was built or which kind of sensor was used in the
loom.
On the subject of promoting awareness, the work of Gardeli et al. [89] presents 8
projects in the theme of environmental awareness, of which 6 are interactive installations
that make use of the Arduino microcontroller. The authors describe the use of varied
components for the creation of the installations besides the Arduino microcontrollers,
such as infrared motion sensors, Near-Field Communication (NFC) tags and readers,
speakers, and even a valve and a small water pump. Also related to awareness, but in this
case, real-time awareness of audience engagement during a talk, the work of Röggla et al.
[152] describes the Tangible Air interactive installation. In their experiment, the authors
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provided the audience with a custom-built wireless Galvanic Skin Response (GSR) sensor,
and the presenter wore a sweater with integrated sensors. The data collected from the
sensors was shown in real-time to everyone, allowing awareness about the engagement
of the audience as a whole, the individual engagement of 10 random people from the
audience, and physiological data from the presenter. Besides stating that the wireless
GSR sensor was custom-built, the authors do not explain why or how it was engineered.
From our literature review, we can highlight relevant technological challenges that
emerge in the design of interactive installations. For instance, there is often a need to
create a form of communication between microcontrollers and more powerful computers
responsible for more computation-intensive tasks (e.g., from projecting images and play-
ing music to more complex data algorithms). Another aspect to be observed is how often
there is a need to engineer electronic circuits and create custom-built components for
specific purposes, which can be a complex and demanding task. At a first impression,
some commercial products that simplify the use of electronics and the making of things
seem to mitigate these challenges. For instance, Bare Conductive’s touch board kit with
electric paint1 has many creative uses showcased in the company’s website, Furthermore,
other commercial options such as Circuit Scribe’s circuit drawing kits2 and LittleBits’s
maker kits3 have a playful approach aimed mostly at children education. However, even
though these products are suited for exploring, playing, and learning, products that are
designed to be easily assembled and disassembled will often lack the flexibility for being
extended, connected in unintended ways, tuned and modified. To illustrate, Bare Conduc-
tive’s electric paint does not go much beyond touch detection, and both Circuit Scribe’s
and LittleBits’s kits seem more useful to prototype toy gadgets, rather than designing
interactive environments in which the technology becomes pervasive.
As our literature review shows, pervasive DIY technologies can be a substantial tool in
the creation of interactive installations. However, even with a high number of commercial
kits, documentation, and tutorials available online, these tools usually have at least one
of two limiting factors: low flexibility, limiting what can be created to mostly reproduc-
tions of existing projects; or a documentation that is too technical and oriented towards
the solution of well-defined day-to-day problems, such as home automation. These op-
tions may work fine for hobbyists and educational contexts, but they fall short for HCI
researchers and practitioners interested in designing and prototyping open-ended interac-
tive artifacts and environments, such as interactive art and installations. Therefore, it is
our understanding that an electronics kit that is both flexible and well-documented, but
also affordable, could be of interest to the HCI community.
A.3 Pincello
Pincello is an affordable electronics kit to support the design and prototyping of interactive
art and installations. It is important to emphasize that Pincello is not a commercial prod-
uct and is not being sold anywhere. It instead acts as a recommendation of components
1https://bareconductive.com/
2https://circuitscribe.com/
3https://littlebits.com/
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that can be used together to compose an electronics kit. Anyone interested in creating
interactive installations with these technologies can assemble a Pincello kit by individ-
ually buying the recommended components. The hardware will have an approximated
cost between US$20.00 and US$60.00 depending on country, taxes and local availability
of components. Pincello has two equally important parts: the hardware itself, and an
accompanying original online documentation with practical tutorials4.
The hardware is composed by two single-board microcontroller units, 12 different
kinds of sensors, and 6 different kinds of actuators (there are also other components in
Pincello, such as breadboards, jumper cables, and resistors, but we will not discuss these
in detail in this paper as they are not pertinent to our HCI focus). We briefly describe
all these components in the following subsections. The online documentation, in turn,
has a kickstart tutorial aimed at creating an interactive artifact with physical and digital
counterparts that is simple, illustrative, and easily modified and extended. Figure A.1
illustrates this interactive artifact, which can be used as a starting point to explore more
sensors and actuators and extended into actual interactive installations. The kickstart
tutorial is organized into three main steps:
1. The first step is the configuration of an online MQTT broker to mediate the com-
munication between physical and digital counterparts. The recommended MQTT
broker is shiftr.io5, which is well documented, has a useful graph visualization of the
connected clients and exchange of messages and is free to use;
2. The second step is the setup of the programming tools to write, compile and upload
code to the microcontrollers. Although the Arduino IDE can be used without major
problems, a more professional (yet still straightforward) setup with Sublime Text6
and PlatformIO7 is recommended; and
3. The third and final step is the creation of the physical and digital counterparts that
will communicate through the Internet and the MQTT Broker. As illustrated in
Figure A.1, the physical counterpart is a circuit created with a microcontroller, a
sensor, and an actuator, while the digital counterpart is a webpage with information
and controls. Each counterpart is well documented to be easily modified and ex-
tended, and more physical or digital artifacts can be included in the communication.
Furthermore, after the kickstart tutorial, the online documentation has also more
technical, individual tutorials for every sensor and actuator in the kit. Always with a focus
on HCI, these individual tutorials go deeper in explaining how the component works, how
it can be used in interactive installations, how it should be wired to the microcontroller,
as well as provide both minimal and more robust code examples that help explore and
use the components.
4https://efduarte.github.io/pincello
5https://shiftr.io/
6https://www.sublimetext.com/
7https://platformio.org/
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Circuit (physical counterpart)
Webpage (digital counterpart)
Shaking the circuit
changes the image
and shakes it too
Changing the sliders
changes the color of
the RGB LED
Figure A.1: Illustration of the interactive artifact created with Pincello’s tutorial. Full
tutorial available on: <https://efduarte.github.io/pincello>.
A.3.1 Microcontrollers
Microcontrollers usually have a relatively low processing power, which means they are
more suited for simple tasks, such as receiving information from sensors and sending
information to actuators and other devices. This limitation, however, can be worked
around with the use of wireless communication and Internet access. For instance, a
microcontroller may not be able to project and play high-definition images and sounds,
but it can communicate with a computer that will be able to do these tasks. With an
emphasis on versatility and low cost, we chose two different microcontrollers to be included
in Pincello, they are:
NodeMCU DEVKIT 1.0
This single-board microcontroller, illustrated in Figure A.2a, has built-in Wi-Fi, allowing
wireless communication and Internet access. The NodeMCU DEVKIT 1.0 can be used to
create artifacts that not only have sensors and actuators but are also able to wirelessly
communicate with other devices and the world through the Internet. Furthermore, its low
size and energy consumption allow the use of mobile power sources (such as a power bank)
to create devices that are relatively portable and low-profile. For instance, if an interactive
installation needs to be composed by multiple components (e.g., physical objects that can
be picked up and played with, projections, social media presence etc.), by embedding the
NodeMCU DEVKIT 1.0 into physical objects, these components can all be connected
through the Internet and communicate with each other. Lastly, while technically not
an Arduino, the NodeMCU DEVKIT 1.0 can be programmed with the Arduino IDE
and similar tools that use the Arduino language, benefiting on the high availability of
documentation, tutorials, and software libraries online.
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Arduino Pro Micro
This microcontroller, illustrated in Figure A.2b, complements the NodeMCU DEVKIT
1.0. Both microcontrollers are similar in size, appearance, and compatibility with the
Arduino language and its libraries. Regarding differences, while the Arduino Pro Micro
lacks built-in Wi-Fi, it can mimic the inputs of a mouse and keyboard when connected
to a computer through USB. Considering that data sent through Wi-Fi and the Internet
will inevitably have a delay (usually between tens and hundreds of milliseconds) and be
subject to bad connections, this mimic is useful when there is a need for an extra-reliable,
low-latency communication between the microcontroller and a computer, even though it
is only a one-way channel. For instance, if an interactive installation needs to be instantly
responsive to small events, even a sensor with dozens of readings per second can still be
used with the Arduino Pro Micro to dynamically control the response with virtually no
latency.
(a) NodeMCU DEVKIT 1.0. (b) Arduino Pro Micro.
Figure A.2: Pincello’s microcontrollers. Tutorials and further information available on:
<https://efduarte.github.io/pincello>.
A.3.2 Sensors
Considering that Pincello emphasizes wireless communication over the Internet, every
sensor from a device that takes part in this communication can be used in interactive
installations built with Pincello. For instance, even the webcam of computer communi-
cating with the NodeMCU DEVKIT 1.0 can be considered a sensor, and it can be used to
detect objects, faces, emotions etc. In this section, however, we focus on the sensors from
the electronics kit. With an emphasis on being able to capture a wide variety of human
interactions, we selected the following 12 kinds of sensors to be included in Pincello:
Humidity & Temperature (DHT11)
This sensor, illustrated in Figure A.3a, uses a hygrometer and a thermistor to measure
relative air humidity and temperature. It can be used to monitor the temperature and
humidity of an ambient, but it can also detect some forms of human interaction. For
instance, by directly blowing on the sensor, or even holding it in your hand, you will
likely see an increase in both temperature and humidity. The downside is that the sensor
is not very responsive to short interactions, as readings occur only every second.
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Capacitive Touch Button (TTP223)
This sensor, illustrated in Figure A.3b, can be activated by touch regardless of the applied
pressure. Besides its use as a button, this sensor can be used to create touchable surfaces
or objects with the use of additional conductive material. For instance, by attaching a
copper tape to the plating behind the sensor and then covering a tangible object with
this tape, you can detect when someone touches that object.
Accelerometer & Gyro (MPU-6050)
This sensor, illustrated in Figure A.3c, contains both an accelerometer and a gyroscope
in the same component. It captures in real-time both acceleration and rotation in the
x, y and z axes. This sensor can be used in many ways, from simply detecting when
a tangible object is picked up or laid down, to more complex tasks, such as detecting
at which speed and direction an object (for instance, a crank) is being rotated or even
tracking the absolute orientation of a physical object.
Ultrasonic Distance (HC-SR04)
This sensor, illustrated in Figure A.3d, uses the speed of sound to calculate distance,
like the sonar system of a submarine, or the parking sensor of a car. Differently from
the reflexive obstacle sensor presented next, this sensor can be used not only to detect
something but also return a numeric distance. For instance, the sensor can be used to
detect when someone approaches an interactive installation, but also respond in different
ways according to how far (or close) the person is.
Reflexive Obstacle (FC-51)
This sensor, illustrated in Figure A.3e, detects anything that reflects light (someone’s
hand, or any object that is not black) positioned a few centimeters from the sensor.
Differently from the ultrasonic distance sensor presented above, this sensor can only be
used to return a binary detection and not a numeric distance. For instance, the sensor
can be used to detect if an object was placed in a specific position right in front of a
sensor, or even if someone waived his/her hand over it.
Digital Luminosity (LDR)
This sensor, illustrated in Figure A.3f, detects if the luminosity is above or below a
certain threshold, adjusted in the included potentiometer. Differently from the analog
LDR presented next, this sensor returns only a binary value according to the threshold,
and not a numeric luminosity value. Besides the luminosity of an ambient, this sensor
can be used to detect touch-less interactions. For instance, certain actions from a person
(like placing his/her hand in a specific spot) may block light from reaching the sensor,
and therefore be detected by it.
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Analog Luminosity (LDR)
This sensor, illustrated in Figure A.3j, changes its resistance according to the amount of
light it is exposed to. Differently from the digital luminosity sensor presented above, this
sensor provides a numeric luminosity value that ranges from 0 to 1023 when used with the
NodeMCU DEVKIT 1.0. Besides the luminosity of an ambient, this sensor can be used to
detect touch-less interactions. For instance, certain actions from a person (like pointing a
smartphone flashlight towards an object) may increase the amount of light reaching the
sensor and therefore result in increased values.
Hall Effect (A3144)
This sensor, illustrated in Figure A.3g, detects the presence of magnetic fields. The
output can be both digital or analog, and the precision can be adjusted in the included
potentiometer. This sensor can be used to detect if a magnet is close to the sensor (a
small magnet will need to be at least a few centimeters away). For instance, by embedding
magnets into tangible objects of an interactive installation, these objects can then be used
to activate the interactivity by positioning them near the sensors.
Vibration (SW-420)
This sensor, illustrated in Figure A.3h, detects vibrations above a certain threshold, ad-
justed in the included potentiometer. It only detects the presence or absence of vibration,
not its intensity. This sensor can be used as a motion detector that is both simpler and
easier to use when compared to an accelerometer, with the downside of not detecting any
details about the motion. For instance, by embedding this sensor into a tangible object
(like a rattle), it becomes possible to detect when this object is picked up and shaken.
Sound (KY-038)
This sensor, illustrated in Figure A.3i, uses an electret to detect sound. The output can
be both digital or analog, and the precision can be adjusted in the included potentiometer.
It does not make distinctions between different kinds of sounds, and it may require fine
calibration to avoid background noise, but it may be useful in musical installations. For
instance, the sensor can be placed inside a drum to detect when someone is playing that
instrument with the precision of detecting every beat.
Tilt (SW-200D)
This sensor, illustrated in Figure A.3k, uses gravity to detect if it is turned upwards or
downwards. This sensor can be used in interactive installations to detect the change of
orientation of tangible objects. For instance, by embedding the sensor into a tangible
object over a table it becomes possible to detect when that object is flipped over.
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Push Button
Push buttons, illustrated in Figure A.3l, close a circuit when they are physically pressed.
Besides their use as traditional buttons, these sensors can be used to create pressable
surfaces with a satisfying “click” (tactile and sound) feedback. For instance, by gluing
cardboard surfaces with different textures on the top of push buttons, it is possible to
create tactile pressable surfaces that look and feel much more interesting than conventional
buttons.
(a) Humidity & temp. (b) Capacitive touch. (c) Accelerometer & gyro.
(d) Ultrasonic distance. (e) Reflexive obstacle. (f) Digital luminosity.
(g) Hall effect. (h) Vibration. (i) Sound.
(j) Analog luminosity. (k) Tilt. (l) Push button.
Figure A.3: Pincello’s sensors. Tutorials with wiring, coding and further information
available on: <https://efduarte.github.io/pincello>.
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A.3.3 Actuators
In the same way as with sensors, every actuator from a device that communicates with
the NodeMCU DEVKIT 1.0 can be considered an actuator to be used in interactive
installations build with Pincello. For instance, a computer may display images through
a projector, or play high-definition sounds through a set of speakers. In this section,
however, we focus on the actuators from the electronics kit. With an emphasis on being
able to impact and influence the physical world beyond the use of screens, we chose the
following 6 kinds of actuators to be included in Pincello:
LED
This actuator, illustrated in Figure A.4a, is present in the following colors: red, green,
blue, yellow, and white. Differently from the RGB LEDs presented next, a common LED
does not change its color, but its brightness can be controlled. LEDs can be used in
interactive installations in various ways, such as decoration, indicators of system status,
or as feedback for human actions.
RGB LED
This actuator, illustrated in Figure A.4b, differently from the common LEDs presented
above, can be changed to any color in the RGB spectrum (except for black, as black is
the absence of color in light sources). RGB LEDs can be used in interactive installations
in various ways, such as decoration, indicators of system status, or as feedback for human
actions.
Relay
This actuator, illustrated in Figure A.4c, uses a magnetic switch to turn on or off high
voltage devices. While Arduinos and similar electronics usually operate between 3.3 and
5V, most domestic devices operate between 100 and 250V, therefore this actuator is
intended to bridge the difference by using low voltage devices to control high voltage
devices. For instance, in interactive installations, the relay can be used to control almost
anything that is powered by a conventional power outlet, such as lamps, motors, sound
systems etc.
Buzzer
This actuator, illustrated in Figure A.4d, uses the piezoelectric effect to make sounds.
The actuator is very limited in which kind of sounds it can create (mostly high-pitched
sounds), but it can play simple notes that can be used as feedback. For instance, when a
specific action is performed in an interactive installation a corresponding simple melody
can be played.
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Vibration Motor
This actuator, illustrated in Figure A.4e, uses an asymmetric weight attached to a small
motor to create vibrations. This actuator can be used to create haptic feedback in inter-
active installations. For instance, the vibration motor can be attached to an object that
is supposed to be picked up, and it can vibrate in different intensities according to how
that object is manipulated.
Micro Servo (SG90)
This actuator, illustrated in Figure A.4f, uses a motor with a gear train to provide precise
angle control over a shaft. This actuator can be used to create controllable physical
motion in interactive installations. For instance, an object can be attached to the shaft
of the micro servo to allow this object to be rotated to different angles within the 180◦
range of the servo.
(a) LED. (b) RGB LED. (c) Relay.
(d) Buzzer. (e) Vibration motor. (f) Micro servo.
Figure A.4: Pincello’s actuators. Tutorials with wiring, coding and further information
available on: <https://efduarte.github.io/pincello>.
A.4 Case Studies
Pincello has already been used in three case studies in the context of undergraduate
and graduate HCI courses, and we received positive feedback from the students regarding
Pincello in all of them. These three case studies are named: InterArt [55]; InstInt [59]; and
InsTime [65]. In the following subsections, we will present a brief overview of each case
study, with emphasis on how Pincello was used and what kind of interactive installation
was created with it.
A.4.1 InterArt
The InterArt case study took place in the first semester of 2017 at the Unicamp. A total
of 55 Computer Science and Computer Engineering undergraduate students attending an
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HCI undergraduate course, distributed into 9 teams, designed and constructed 9 inter-
active artworks based on a theme of their choosing [55]. Within a comprehensive design
process with many design activities, Pincello was presented to the students along some
interactive artifact examples to inspire them by illustrating a kind of interaction design
that goes beyond the computer screen. Each of the 9 teams received a Pincello kit to
be used throughout the semester. Only one team opted for not using Pincello (its use
was not mandatory), and instead focused on the use of a Microsoft Kinect. At the end
of the semester, the teams presented their projects, and, as illustrated in Figure A.5,
some of these installations (Monolito, Lobo-Guará, and Memoção) were later exhibited
at the Exploratory Science Museum of Unicamp [62]. A brief summary of the interactive
installations created in the InterArt case study is presented in the following list:
• 500cc: a sensory dancing platform with a visual drawing of the dancing;
• Autorretrato: a dynamic display of famous self-portrait paintings based on phys-
iological measurements of the audience;
• Loneliness: a “notgame” exploring the concept of social isolation;
• MusicBoard: a musical instrument for people without musical skills;
• Monolito: a monolith to interact with the projection of a psychedelic scene from
Kubrick’s 2001: A Space Odyssey;
• Lobisomem Atacando o Galinheiro: a farm mock-up to explore storytelling
involving chickens and a werewolf;
• Lobo-Guará: an interactive maned wolf designed for museums;
• Nychos: an interactive interpretation of famous Nychos’ dissections; and
• Memoção: a tactile exploration experience based on Internet memes.
Except for the team that used the Microsoft Kinect (500cc), all the installations have
wireless communication between the NodeMCU DEVKIT 1.0 microcontroller and a com-
puter responsible for displaying images and playing sounds (during this case study, Pin-
cello did not have yet the alternative Arduino Pro Micro microcontroller, and it was later
added due to the need of some of these installations for a more low-latency one-way com-
munication). Regarding sensors, the students used all the sensors available in Pincello at
the time of this case study, which were: humidity & temperature, accelerometer & gyro,
reflexive obstacle, vibration, sound, analog luminosity and push buttons. With regard to
actuators, with the exception of the buzzer which was not used at this time, the students
used the other two actuators available in Pincello at the time: LEDs and RGB LED. The
usage of components included creative uses, such as a proximity (reflexive obstacle) sensor
on the head of the interactive maned wolf in the Lobo-Guará installation to detect at-
tempts to pet it, or covering push buttons with rectangular surfaces with different textures
to create a tactile installation, namely the Memoção installation. The teams also used
sensors that were not included in Pincello, such as heart rate and gesture, highlighting
how Pincello is flexible and can be customized.
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(a) Memoção. (b) Lobo-Guará.
Figure A.5: Two examples of interactive installations from the InterArt [55] case study,
exhibited at the Exploratory Science Museum of Unicamp.
A.4.2 InstInt
The InstInt case study took place in the second semester of 2017 at Unicamp. A group
of 5 Computer Science graduate students with different backgrounds attending an HCI
graduate course co-designed and constructed a small-scale interactive installation for pub-
lic spaces [59]. Within a comprehensive design process with many design activities, as in
the InterArt case, Pincello was presented to the students along some interactive artifact
examples to inspire them by illustrating a kind of interaction design that goes beyond the
computer screen. Each of the 5 students received a Pincello kit to be used throughout
the semester in a co-design process [59]. At the end of the semester, the students pre-
sented their project, illustrated in Figure A.6. The installation, which has a physical form
that resembles something between a large umbrella and a carousel with ribbons attached
around it, initially plays an instrumental music at a low volume (played from a computer),
blinks some colorful lights (with the use of LEDs) and spins at a low speed (with the use
of a micro servo) as it waits for interaction. When a person approaches, this person can
touch the ribbons (activated by capacitive touch buttons extended with conductive copper
tape). Touching each ribbon controls the volume of a different instrument in the music
also changes the blinking of lights, which follows the music.
This interactive installation also required a wireless communication between the NodeMCU
DEVKIT 1.0 microcontroller and a computer responsible for playing the music. Regarding
sensors and actuators, this interactive installation used only the capacitive touch button
as a sensor (the specification for the real-scale installation also specifies the use of the
ultrasonic distance, but it was not used in the small-scale prototype), and LEDs and
the micro servo as actuators. The use of capacitive touch button sensors extended with
conductive copper tape illustrates how Pincello is flexible and can be used in creative,
unforeseen ways. Furthermore, one design solution illustrates another important aspect of
Pincello that emerged in this case study: the participants first envisioned an installation
that continually rotates in the same direction, like a carousel. However, when experiment-
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(a) Prototype being constructed. (b) Small-scale interactive installation.
Figure A.6: Construction and final physical artifact of the small-scale interactive instal-
lation from the InstInt [59] case study.
ing with the available micro servo motor that can only rotate 180 degrees, participants
ended up implementing it to rotate back and forth in a semicircle, resembling a waltz
dance that further corroborated to the captivating experience provided by the small-scale
installation. Therefore, Pincello is not only a tool to build predetermined interactive
installations, but it is also a tool that is supposed to be part of the design process of
interactive installations.
A.4.3 InsTime
The InsTime case study took place in the first semester of 2018 at Unicamp. A total of 45
Computer Science and Computer Engineering undergraduate students attending an HCI
undergraduate course, distributed into 9 teams, designed and constructed 9 interactive
installations based on the theme of “deep time” [65]. Within a comprehensive design
process with many design activities, Pincello was presented to the students along some
interactive artifact examples to inspire them by illustrating a kind of interaction design
that goes beyond the computer screen. Each of the 9 teams received a Pincello kit to be
used throughout the semester. At the end of the semester, the teams presented their deep
time projects. Two examples of the final projects are illustrated in Figure A.6. Similarly
to what happened in the InterArt case study, some of these installations (CronoBit and
Temporário) were also later exhibited at the Exploratory Science Museum of Unicamp.
A brief summary of the interactive installations created in the InsTime case study is
presented in the following list:
• Chronos: an interactive mock-up of a timeline with five geological periods;
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• CronoBit: a set of drums to play with how humans can drastically accelerate
natural processes that would otherwise take much longer;
• De Volta Para o Futuro: a memory game that plays with how we perceive the
passage of time when we are concentrated or having fun;
• General Purpose Timer: an interactive mock-up to play and learn about the
impacts of different methods of garbage disposal;
• Limbo: a hand crank to control a visual simulation of earth’s history;
• Looper: a blowable miniature windmill to play with the age of the universe;
• Rolex: a set of light bulbs of different technologies and increasing power efficiency,
turned on by ironic applause;
• Temporário: an educational video display that is aware about how many people
are watching it, and adjusts the playback accordingly; and
• Time: a mock-up city about the positive and negative sides of nuclear energy.
(a) CronoBit. (b) General Purpose Timer.
Figure A.7: Two examples of the interactive installations from the InsTime [65] case study,
openly addressing the theme of “deep time”.
Because InsTime was chronologically the third case study in which Pincello was ap-
plied, it benefited from lessons learned and improvements to the kit and the online doc-
umentation. For instance, this is the first case study in which the Arduino Pro Micro
alternative microcontroller was used, and it was fundamental in allowing the CronoBit
installation, illustrated in Figure A.7a), to be highly responsive, capable of detecting every
beat of the drums regardless of how fast was the drumming. Besides the De Volta Para
o Futuro memory game installation that also used the Arduino Pro Micro to have low-
latency input, the other seven teams created installations with wireless communication
through the NodeMCU DEVKIT 1.0 microcontroller. Regarding sensors, the students
used the following components available in Pincello: capacitive touch button, accelerom-
eter & gyro, ultrasonic distance, reflexive obstacle, vibration, sound, and push buttons.
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With regard to actuators, with the exception of the vibration motor which was not used
at this time, the students used the other five actuators available in Pincello at the time:
LEDs, RGB LED, relay, buzzer, and micro servo. The usage of components included
creative uses. For instance, in the Limbo interactive installation, the accelerometer &
gyro was attached to a hand crank (recycled from a bicycle pedal) to calculate angular
velocity and acceleration, which controlled a virtual visualization of earth’s history.
A.5 Conclusion
Considering how the field of HCI is increasingly interested in interactions that go be-
yond work-related and well-defined problems, the use of pervasive DIY technology by
researchers and practitioners is a substantial step towards the design and construction of
more open-ended physical interactive artifacts and environments. In this context, Pincello
has achieved its objective of being a relatively easy-to-use and flexible tool for the creation
of interactive installations. As has been evidenced in the three case studies, the feedback
from the involved students was positive and the resulting interactive installations were
varied in theme, aesthetic, and innovative approaches to interaction with computational
systems. Finally, Pincello also achieved its objective of being relatively affordable when
compared to commercial kits. With these positive results, we see Pincello as a promising
tool for the HCI community that is now openly available to be explored, learned, modified
and transformed.
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Appendix B
Lobo-Guará’s Technical Specifications
Lobo-Guará (Maned Wolf, in English) is an interactive installation named after the paint-
ings Lobo-guará I and Lobo-guará II by Brazilian artist Felipe Abranches. Lobo-Guará
was originally created by a group of students during the InterArt design study presented
in Chapter 3, and was later improved and further prepared for the situated practices
presented in Chapters 6 and 7. As illustrated in Figure B.1, the artifact is an interactive
cardboard maned wolf covered with synthetic fur and designed for educational museums.
The maned wolf artifact has hidden buttons in important parts (head, body, leg, and tail)
that, when pressed or touched, send a wireless signal to a computer to present relevant
information about the wolf. The participants must manipulate the artifact to find the
hidden buttons, and the artifact provides auditory and visual feedback through a televi-
sion or projector connected to the computer and positioned behind the physical artifact.
There is also a proximity sensor in the wolf’s head to detect an attempt to pet him. When
petted, his eyes become red and he barks, a behavior that is explained by the wolf being
a wild and dangerous animal.
(a) Teacher interacting with Lobo-Guará. (b) Screen capture of the display of the artifact.
Figure B.1: The two counterparts of the lobo-guará interactive artifact.
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B.1 Circuit & Wiring Diagram
The interactive artifact was built with the Pincello electronics kit [58], presented in Ap-
pendix A. As illustrated in Figure B.2, the components are wired as recommended by
Pincello’s documentation, with the addition that the LEDs of same color are wired in
parallel to simplify the circuit. The artifact uses:
1. A NodeMCU DEVKIT 1.0 microcontroller for wireless communication;
2. A reflexive obstacle (FC-51) sensor to detect attempts to pet the wolf in the head;
3. Four push buttons (with 10kΩ resistors) for different parts of the wolf;
4. Two white and two red LEDs (with 330Ω resistors) for the wolf’s eyes; and
5. A breadboard and jumper wires to make the connections.
Figure B.2: Lobo-Guará’s Circuit & Wiring Diagram.
B.2 Microcontroller Programming
The programming of the microcontroller involves the use of three libraries: Thomas O.
Fredericks’ Bounce21 for more reliable push button sensing, Ivan Grokhotkov’s ES8266WiFi2
for Wi-Fi communication, and Joël Gähwiler’s MQTTClient3 for MQTT messaging. Keep-
ing in mind the circuit & wiring diagram presented above, the NodeMCU DEVKIT 1.0
microcontroller is programmed to initially configure inputs and outputs according to the
1https://github.com/thomasfredericks/Bounce2
2https://github.com/esp8266/Arduino/tree/master/libraries/ESP8266WiFi
3https://github.com/256dpi/arduino-mqtt
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used sensors and actuators, and to connect and maintain a connection with a Wi-Fi net-
work for internet communication, and with a MQTT broker to exchange messages. When
a button or the head sensor is activated, the corresponding message is broadcast to the
internet through the MQTT broker, therefore becoming available to be read by the web
page responsible for displaying visual and audible information. The microcontroller is pro-
grammed with the following code (Wi-Fi credentials in lines 5 and 6, MQTT credentials
in line 48 and MQTT Broker Hostname in line 85 need to be filled in):
1 #include <Bounce2.h>
2 #include <ESP8266WiFi.h>
3 #include <MQTTClient.h>
4
5 const char ssid[] = ""; //Wi-Fi SSID
6 const char pass[] = ""; //Wi-Fi Password
7
8 WiFiClient net;
9 MQTTClient client;
10 int QoS = 2;
11
12 const int proximity_pin = D0;
13 const int buttonCabeca_pin = D5;
14 const int buttonCorpo_pin = D6;
15 const int buttonPata_pin = D7;
16 const int buttonCauda_pin = D8;
17
18 const int olhoVermelho_pin = D1;
19 const int olhoBranco_pin = D2;
20
21 unsigned long lastMillis = 0;
22 unsigned long olhoVermelho_timer = 9000;
23 int olhosVermelhos = 0;
24
25 Bounce proximity_debouncer = Bounce ();
26 Bounce buttonCabeca_debouncer = Bounce ();
27 Bounce buttonCorpo_debouncer = Bounce ();
28 Bounce buttonPata_debouncer = Bounce ();
29 Bounce buttonCauda_debouncer = Bounce ();
30
31 const int debouncerInterval = 5;
32
33 void connectWIFI ()
34 {
35 Serial.print("Connecting to WiFI ");
36 WiFi.begin(ssid , pass);
37 while (WiFi.status () != WL_CONNECTED)
38 {
39 delay (500);
40 Serial.print(".");
41 }
42 Serial.println("WiFi connected!");
43 }
44
45 void connectMQTT ()
46 {
47 Serial.println("Connecting to MQTT");
48 while (! client.connect("lobo -arduino", "", "")) //MQTT Credentials (Client ID , Username
, and Password)
49 {
50 delay (500);
51 Serial.print(".");
52 }
53 Serial.println("MQTT connected!");
54 }
55
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56 void setup()
57 {
58 Serial.begin (115200);
59
60 pinMode(proximity_pin , INPUT);
61 pinMode(buttonCabeca_pin , INPUT);
62 pinMode(buttonCorpo_pin , INPUT);
63 pinMode(buttonPata_pin , INPUT);
64 pinMode(buttonCauda_pin , INPUT);
65
66 pinMode(olhoVermelho_pin , OUTPUT);
67 pinMode(olhoBranco_pin , OUTPUT);
68
69 digitalWrite(olhoBranco_pin , HIGH);
70 digitalWrite(olhoVermelho_pin , LOW);
71
72 proximity_debouncer.attach(proximity_pin);
73 buttonCabeca_debouncer.attach(buttonCabeca_pin);
74 buttonCorpo_debouncer.attach(buttonCorpo_pin);
75 buttonPata_debouncer.attach(buttonPata_pin);
76 buttonCauda_debouncer.attach(buttonCauda_pin);
77
78 proximity_debouncer.interval(debouncerInterval);
79 buttonCabeca_debouncer.interval(debouncerInterval);
80 buttonCorpo_debouncer.interval(debouncerInterval);
81 buttonPata_debouncer.interval(debouncerInterval);
82 buttonCauda_debouncer.interval(debouncerInterval);
83
84 connectWIFI ();
85 client.begin("", net); //MQTT Broker Hostname
86 connectMQTT ();
87 }
88
89 void loop()
90 {
91 if (olhosVermelhos == 1 && millis () - lastMillis > olhoVermelho_timer)
92 {
93 olhosVermelhos = 0;
94 digitalWrite(olhoBranco_pin , HIGH);
95 digitalWrite(olhoVermelho_pin , LOW);
96 }
97
98 if (WiFi.status () != WL_CONNECTED)
99 {
100 connectWIFI ();
101 }
102
103 client.loop();
104 delay (10);
105
106 if (! client.connected ())
107 {
108 connectMQTT ();
109 }
110
111 proximity_debouncer.update ();
112 buttonCabeca_debouncer.update ();
113 buttonCorpo_debouncer.update ();
114 buttonPata_debouncer.update ();
115 buttonCauda_debouncer.update ();
116
117 /* *********************************************************
118 PROXIMITY *************************************************
119 ********************************************************* */
120 if (proximity_debouncer.fell())
121 {
122 Serial.println("Proximity rose!");
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123 client.publish("/lobo/proximidade", "1", false , QoS);
124
125 olhosVermelhos = 1;
126 digitalWrite(olhoBranco_pin , LOW);
127 digitalWrite(olhoVermelho_pin , HIGH);
128
129 lastMillis = millis ();
130 }
131
132 /* *********************************************************
133 BUTTON CABECA *********************************************
134 ********************************************************* */
135 if (buttonCabeca_debouncer.rose())
136 {
137 Serial.println("Cabeca button rose!");
138 client.publish("/lobo/cabeca", "1", false , QoS);
139 }
140
141 /* *********************************************************
142 BUTTON CORPO **********************************************
143 ********************************************************* */
144 if (buttonCorpo_debouncer.rose())
145 {
146 Serial.println("Corpo button rose!");
147 client.publish("/lobo/corpo", "1", false , QoS);
148 }
149
150 /* *********************************************************
151 BUTTON PATA ***********************************************
152 ********************************************************* */
153 if (buttonPata_debouncer.rose())
154 {
155 Serial.println("Pata button rose!");
156 client.publish("/lobo/pata", "1", false , QoS);
157 }
158
159 /* *********************************************************
160 BUTTON RABO ***********************************************
161 ********************************************************* */
162 if (buttonCauda_debouncer.rose())
163 {
164 Serial.println("Cauda button rose!");
165 client.publish("/lobo/cauda", "1", false , QoS);
166 }
167
168 }
B.3 Web Page Programming
The physical artifact communicates with a computer, which in turn is connected to a
television or projection to display visual and audible information about the maned wolf.
On the computer end, this communication and display of information is done through a
custom web page running locally (no web server needed) in a common web browser in full-
screen mode. The web page is connected to the MQTT broker, and receives messages that
are published by the microcontroller, triggering the respective responses. For instance,
when the web page receives a message that the tail button was pressed, it displays a closer
image of the tail of the maned wolf and presents relevant information about the animal
in audio form, but also with subtitles. The web page is composed of the following files:
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• audio/
◦ graw.mp3
◦ rosnado.mp3
• css/
◦ img/
∗ lobo.jpg
∗ loboativo.jpg
∗ lobocabeca.jpg
∗ lobocauda.jpg
∗ lobocorpo.jpg
∗ loboincomodado.jpg
∗ lobopata.jpg
∗ wallpaper.jpg
◦ style.css
• js/
◦ script.js
• index.html
Except for audio (growl sounds made by the maned wolf) and image files (general
and close-up pictures of the maned wolf), in the following sections we briefly present the
HTML, JavaScript and CSS documents that compose the web page.
B.3.1 HTML
The index.html file is the canvas in which the content is displayed and played. This
web page is rather simple, being responsible mostly for referencing the other CSS and
JavaScript resources used in the web page, including two JavaScript libraries linked re-
motely (meaning that internet connection is necessary, but it would already be needed
for MQTT messaging anyway): mqtt.js4, and responsivevoice.js5.
1 <!DOCTYPE html>
2 <html>
3 <head>
4 <meta charset="UTF -8">
5 <title>Lobo -Guará</title>
6 <link rel="stylesheet" href="css/style.css">
7 </head>
8
9 <body>
10
11 <div id="lobo"></div>
4https://github.com/mqttjs/MQTT.js
5https://responsivevoice.org/
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12
13 <div id="subtitle"></div>
14
15 <script src="https :// unpkg.com/mqtt@2 .11.0/ dist/mqtt.min.js"></script >
16 <script src="https :// code.responsivevoice.org/responsivevoice.js"></script >
17 <script src="js/script.js"></script >
18
19 </body>
20 </html>
B.3.2 JavaScript
The js/script.js file scripts the behavior of the web page, including connecting to the
MQTT broker (credentials, hostname and client ID need to be filled in lines 1 and 2),
receiving messages and triggering the respective visual and audible responses in the web
page. For instance, when the script receives the message that the tail button was pressed
in the physical artifact, it will execute the commands responsible for displaying a closer
image of the tail of the maned wolf and presenting relevant information about the animal
in audio form, as well as the respective subtitles. There are also keyboard shortcuts (space
and the four keyboard arrows) to simulate each action, so the web page can be tested
regardless of the physical artifact. In line 7, there is a a variable that defines whether
this testing with keyboard shortcuts occurs online (i.e., through the internet and the
MQTT broker, useful for testing and debugging the MQTT messaging), or offline (i.e.,
directly manipulating the content of the web page without using the internet, useful for
demonstrating how the web page works without the need for any setup).
1 var url = ""; //MQTT Credentials and Hostname "mqtt :// username:password@hostname"
2 var client = mqtt.connect(url , {clientId: ""}); // Client ID
3 var QoS = 2;
4
5 // offline: keyboard shortcuts work regardless of internet and MQTT connection
6 // online: keyboard shortucts require internet and MQTT connection to work
7 var status = "offline";
8
9 responsiveVoice.setDefaultVoice("Brazilian Portuguese Female");
10 var audio = new Audio ();
11
12 var lobo_element = document.getElementById("lobo");
13 var subtitle_element = document.getElementById("subtitle");
14
15 function communicate(cssClass , description , timeout , sound = null)
16 {
17
18 if(responsiveVoice.isPlaying ())
19 {
20 responsiveVoice.cancel ();
21 }
22
23 subtitle_element.innerHTML = "";
24 lobo_element.className = "";
25
26 if (!audio.paused)
27 {
28 audio.pause();
29 }
30
31 if (sound != null)
32 {
33 audio.src = "audio/" + sound + ".mp3";
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34 audio.play();
35 }
36 lobo_element.classList.add(cssClass);
37 if (description != "")
38 {
39 responsiveVoice.speak(description);
40 subtitle_element.innerHTML = description;
41 }
42 setTimeout(function ()
43 {
44 if (sound != null)
45 {
46 audio.pause();
47 audio.currentTime = 0;
48 }
49 subtitle_element.innerHTML = "";
50 lobo_element.classList.remove(cssClass);
51
52 }, timeout);
53 }
54
55 function executeProximidade ()
56 {
57 communicate("latido", "", 1000, "graw");
58
59 setTimeout(function ()
60 {
61 communicate("incomodado", "O lobo -guará é um animal silvestre. Se você tentar
fazer carinho ele pode te morder.", 8000, "rosnado");
62 }, 1000);
63 }
64
65 client.on("connect", function ()
66 {
67 console.log("MQTT Connected!");
68 client.subscribe("/lobo/proximidade", { qos: QoS });
69 client.subscribe("/lobo/cabeca", { qos: QoS });
70 client.subscribe("/lobo/corpo", { qos: QoS });
71 client.subscribe("/lobo/pata", { qos: QoS });
72 client.subscribe("/lobo/cauda", { qos: QoS });
73 });
74
75 client.on("error", function(e)
76 {
77 console.log(e);
78 });
79
80 function publishFeed(feed , valor)
81 {
82 client.publish(feed , valor , { qos: QoS , retain: false });
83 console.log("Published: " + feed + ": " + valor);
84 }
85
86 client.on("message", function(topic , message)
87 {
88 console.log("New message:", topic , message.toString ());
89
90 if (topic == "/lobo/proximidade")
91 {
92 if (parseInt(message) == 1)
93 {
94 executeProximidade ();
95 }
96 }
97
98 if (topic == "/lobo/cabeca")
99 {
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100 if (parseInt(message) == 1)
101 {
102 communicate("cabeca", "O formato da cabeça do lobo -guará se parece com o de
uma raposa. O focinho é esguio e as orelhas são grandes. Como os outros canídeos , sua
boca tem 42 dentes.", 15000);
103 }
104 }
105
106 if (topic == "/lobo/corpo")
107 {
108 if (parseInt(message) == 1)
109 {
110 communicate("corpo", "A pelagem do lobo -guará varia do vermelho -dourado ao
laranja e os pelos da nuca e patas são pretos. A parte inferior da mandíbula e a
ponta da cauda são brancos.", 14000);
111 }
112 }
113
114 if (topic == "/lobo/pata")
115 {
116 if (parseInt(message) == 1)
117 {
118 communicate("pata", "As pegadas deixadas pelo lobo -guará têm entre 7 e 9 cent
ímetros de comprimento e entre 5 e 7 centímetros de largura.", 12000);
119 }
120 }
121
122 if (topic == "/lobo/cauda")
123 {
124 if (parseInt(message) == 1)
125 {
126 communicate("cauda", "O lobo -guará é o maior canídeo da América do Sul ,
atingindo entre 95 e 115 centímetros de comprimento , com uma cauda medindo entre 38 e
50 centímetros e atingindo até 90 cm de altura.", 19000);
127 }
128 }
129
130 });
131
132 document.body.onkeydown = function(e){
133 if (e.keyCode == 32) // SPACE
134 {
135 e.preventDefault ();
136 if (status == "online")
137 {
138 publishFeed("/lobo/proximidade", "1");
139 }
140 else if (status == "offline")
141 {
142 executeProximidade ();
143 }
144 }
145
146 if (e.keyCode == 37) //LEFT ARROW
147 {
148 e.preventDefault ();
149 if (status == "online")
150 {
151 publishFeed("/lobo/cabeca", "1");
152 }
153 else if (status == "offline")
154 {
155 communicate("cabeca", "O formato da cabeça do lobo -guará se parece com o de
uma raposa. O focinho é esguio e as orelhas são grandes. Como os outros canídeos , sua
boca tem 42 dentes.", 15000);
156 }
157 }
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158
159 if (e.keyCode == 38) //UP ARROW
160 {
161 e.preventDefault ();
162 if (status == "online")
163 {
164 publishFeed("/lobo/corpo", "1");
165 }
166 else if (status == "offline")
167 {
168 communicate("corpo", "A pelagem do lobo -guará varia do vermelho -dourado ao
laranja e os pelos da nuca e patas são pretos. A parte inferior da mandíbula e a
ponta da cauda são brancos.", 14000);
169 }
170 }
171
172 if (e.keyCode == 40) //DOWN ARROW
173 {
174 e.preventDefault ();
175 if (status == "online")
176 {
177 publishFeed("/lobo/pata", "1");
178 }
179 else if (status == "offline")
180 {
181 communicate("pata", "As pegadas deixadas pelo lobo -guará têm entre 7 e 9 cent
ímetros de comprimento e entre 5 e 7 centímetros de largura.", 12000);
182 }
183 }
184
185 if (e.keyCode == 39) // RIGHT ARROW
186 {
187 e.preventDefault ();
188 if (status == "online")
189 {
190 publishFeed("/lobo/cauda", "1");
191 }
192 else if (status == "offline")
193 {
194 communicate("cauda", "O lobo -guará é o maior canídeo da América do Sul ,
atingindo entre 95 e 115 centímetros de comprimento , com uma cauda medindo entre 38 e
50 centímetros e atingindo até 90 cm de altura.", 19000);
195 }
196 }
197 }
B.3.3 CSS
Lastly, the css/style.css file defines the visual appearance of the web page, including
referencing and formatting the images of the maned wolf that are then displayed or hidden
by the controlling js/script.js file. The css/style.css also defines the animation that
is played when the head sensor is triggered and the appearance of the subtitles.
1 html {
2 background-image: url("img/wallpaper.jpg");
3 height: 100%;
4 overflow: hidden;
5 }
6
7 #lobo {
8 max-width: 1120px;
9 /* height: 750px;*/
10 height: 535px;
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11 /* margin: 145px auto;*/
12 margin: 70px auto 145px auto;
13 background-image: url("img/lobo.jpg");
14 background-repeat: no-repeat;
15 background-position: top center;
16 background-size: cover;
17 border: solid 8px;
18 border-bottom-color:#ffe;
19 border-left-color:#eed;
20 border-right-color:#eed;
21 border-top-color:#ccb;
22 }
23
24 #lobo.latido {
25 max-width: 1120px;
26 /* height: 700px;*/
27 height: 500px;
28 /* margin: 145px auto;*/
29 margin: 70px auto 145px auto;
30 background-image: url("img/loboativo.jpg");
31 background-repeat: no-repeat;
32 background-position: top center;
33 background-size: cover;
34 animation: shake 0.1s infinite;
35 }
36
37 #lobo.incomodado {
38 max-width: 1120px;
39 /* height: 750px;*/
40 height: 535px;
41 /* margin: 145px auto;*/
42 margin: 70px auto 145px auto;
43 background-image: url("img/loboincomodado.jpg");
44 background-repeat: no-repeat;
45 background-position: top center;
46 background-size: cover;
47 }
48
49 #lobo.pata {
50 max-width: 1050px;
51 height: 380px;
52 /* margin: 145px auto;*/
53 margin: 70px auto 145px auto;
54 background-image: url("img/lobopata.jpg");
55 background-repeat: no-repeat;
56 background-position: center center;
57 background-size: cover;
58 }
59
60 #lobo.cabeca {
61 max-width: 900px;
62 /* height: 600px;*/
63 height: 500px;
64 /* margin: 145px auto;*/
65 margin: 70px auto 145px auto;
66 background-image: url("img/lobocabeca.jpg");
67 background-repeat: no-repeat;
68 background-position: center center;
69 background-size: cover;
70 }
71
72 #lobo.corpo {
73 max-width: 1100px;
74 /* height: 550px;*/
75 height: 500px;
76 /* margin: 145px auto;*/
77 margin: 70px auto 145px auto;
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78 background-image: url("img/lobocorpo.jpg");
79 background-repeat: no-repeat;
80 background-position: center center;
81 background-size: cover;
82 }
83
84 #lobo.cauda {
85 max-width: 460px;
86 /* height: 600px;*/
87 height: 500px;
88 /* margin: 145px auto;*/
89 margin: 70px auto 145px auto;
90 background-image: url("img/lobocauda.jpg");
91 background-repeat: no-repeat;
92 background-position: top center;
93 background-size: cover;
94 }
95
96 @keyframes shake {
97 10%, 90% { transform: translate3d (-5px, 5px , 0); }
98 20%, 80% { transform: translate3d (10px, -10px, 0); }
99 30%, 50%, 70% { transform: translate3d (-20px , 20px, 0); }
100 40%, 60% { transform: translate3d (20px, -20px, 0); }
101 }
102
103 #subtitle {
104 text-align: center;
105 margin: -100px auto;
106 width: 1000px;
107 border-radius: 6px;
108 font-size: 200%;
109 /* text-shadow: -1px 0 black , 0 1px black , 1px 0 black , 0 -1px black;*/
110 background-color: #ffe;
111 }
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Publisher Authorizations for Using
Published Articles
Chapter 3 of this doctoral thesis is not yet published and no copyright transfer agreement
was signed so far, therefore it requires no further authorization to be used in this thesis.
Chapter 2 is published with a Creative Commons Attribution 4.0 International (CC BY
4.0)1 license, which allow redistribution by providing attribution to the original source.
Chapters 4 and 5, in turn, are published or accepted for publication by the ACM, which
also require no further authorization to be used in this thesis, as stated by the publisher:
“Authors can include partial or complete papers of their own (and no fee
is expected) in a dissertation as long as citations and DOI pointers to the
Versions of Record in the ACM Digital Library are included.”2
Lastly, Chapters 6 and 7 are published by the SBC, and Appendix A is accepted for
publication by Springer. As proof of authorization, the respective three copyright transfer
agreements presented in the following pages allow the use of these three papers in this
doctoral thesis by rights retained by the author.
1https://creativecommons.org/licenses/by/4.0/
2https://authors.acm.org/author-resources/author-rights
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