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ABSTRACT 
The second moment based independent component analy- 
sis scheme of Molgedey and Schuster is generalized to frac- 
tional low order moments, relevant for linear mixtures of 
heavy tail stable processes. The Molgedey and Schuster al- 
gorithm stands out by allowing explicitly construction of the 
independent components. Surpricingly, this tums out to be 
possible also for decorrelation based on fractional low order 
moments. 
Keywords: Blind Source Separation (BSS), Dynamic Com- 
ponents, Independent Component Analysis (ICA), Stable 
process, Fractional lower order moments, Cocktail party prob- 
lem 
1. INTRODUCTION 
Reconstruction of independent components from linear mix- 
tures is an important signal processing research area with 
numerous practical applications [ 1, 21. Typically, indepen- 
dent component analysis (ICA) proceeds from non-linear 
transformations [3, 41 or from temporal correlations [5, 61. 
The second moment based Molgedey-Schuster approach as- 
sumes that the independent sources have different autocor- 
relation functions [S, 7,8]. The main virtue of the approach 
is that an explicit solution (reconstruction of sources and 
mixing matrix) is possible. In [8] we applied the Molgedey- 
Schuster algorithm to image mixtures and we proposed a 
minor modification of the algorithm that relieves a prob- 
lem of the original approach, namely that it occasionally 
produces complex mixing coefficients and source signals. 
Attias and Schreiner proposed a very rich ICA framework 
based on higher order statistics and decorrelation [9, lo], 
allowing for completely general and leamable source distri- 
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butions, however at the price of significant additional com- 
putation. 
In this contribution we analyze dynamic decorrelation 
for heavy tail stable random signal, and we provide a gener- 
alization of the Molgedey-Schuster algorithm based on frac- 
tional low order moments rather than second moments. 
2. STABLE DISTRIBUTIONS AND SOME 
PROPERTIES 
Random vectors following a stable distribution are stable 
with respect to addition, i.e., if X and Y, are stable then so 
is the sum Z = X + Y .  A random vector follows a strictly 
symmetric stable distribution Iff its characteristic function 
has the form [ 1 11 
where t E Rn and p ( d S )  is a finite Bore1 measure called 
the spectral measure, S is the unit sphere and a is the char- 
acteristic exponent. A random variable X that is distributed 
by a symmetric stable distribution with characteristic expo- 
nent a is denoted X - SaS. In the class of stable dis- 
tributions we find the normal distribution a = 2 and the 
so-called Cauchy distribution (Y = 1. In general the low or- 
der stable distributions have heavy tails, and are supposed 
to model, e.g., speech signals. Because of the heavy tails, 
higher order moments do not exists, hence, ICA methods 
based on second moments are not well-defined for these sig- 
nals. For multivariate stable variables the spectral measure 
carries information about the dependencies among the in- 
dividual components and this may be used for independent 
component analysis [12]. Here we show that independent 
dynamic components can be reconstructed explicitly a la 
Molgedey Schuster, even if the signals follow stable distri- 
butions. 
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Our derivation is based on the generalized covariation 
between random variables X and Y jointly SaS as defined 
in [I I ]  
[ X ,  Y ] ,  = / zg("-')p(dS) (2) 
S 
with the definition z(,-l) = Izla-' sign(z). Note that 
[ X ,  Y ] ,  = 0 is necessary but not sufficient for X and Y to 
be independent. The covariation has a convenient pseudo- 
linearity property. Let X I ,  X2, Y1 and Y2 be jointly SaS 
and Y1, Y2 independent then 
From the covariation we can derive the covariation coefi- 
cient 
which has the property [ 1 I ]  
E ( X Y  (P- ) 
E (YY(P-l)) X X , Y  = 
(4) 
( 5 )  
for 1 5 p < a. By equation (5) we can estimate the covari- 
ation coefficient from data. 
3. DECORRELATION BASED ON FRACTIONAL 
LOW ORDER MOMENTS 
We are now equipped to generalize the Molgedey-Schuster 
approach, and start out by defining the matrix of observed 
signals X with elements 
Xm,t = Am,jSj,t 0 5 t < T (6) 
where Am,j are the mixing coefficients forming the mixing 
matrix A, Sj,t is an instance of the j t h  SaS source signal 
written as an element in the matrix S and N, is the number 
of sources. We now assume that the different source signals 
are independent, 
[sj,t, Si,t+r], = 0 j # E R. (7) 
The covariation coefficient between Xm,t and Xn,t+r can 
be found using equations (4) and (6) 
Finally, we use that the sources are independent, hence, 
equation (3) is valid, providing 
(9) 
We define matrices A(r)  with elements A:,$, = XX,~, 
B(') with the nominator of equation (8) as elements 
Na N a  
BLln = Am,j [sj,t, ~ i , t + ~ ] , %  A::') (10) 
j=1 i=l 
and a diagonal matrix D with the denominator from equa- 
tion (8) as elements 
Assuming stationarity, D is independent o f r ,  so that A(.) = 
B(')D-'. From equation (10) it is seen that B(7) decom- 
poses into 
B(T) = AC(' )AT(~-~ )  (12) 
where is the signed norm applied to each ele- 
ment of AT. C(') is the matrix with elements C$) = 
[Sj,t, S ~ J + ~ ] , ,  and we notice that C(') is diagonal since the 
sources are independent. We next form the quotient matrix 
Q'" > 
Q(') = n(~)A(o)- l  = B(')B(0)w1 
- AC(~)AT( , -~ )  A ~(,-1)-'c(0)-1*-1 
- A C ( T ) C ( O ) - ~ A - ~  (13) 
We can now construct the mixing matrix A by solving the 
eigenvalue problem, 
Q ( ~ ) *  = 9r (14) 
if we identify 9 = A and I' = C(T)C(o)-l. 
In short, we have shown our main result, namely that 
it is possible to recover the mixing matrix from fractional 
low order moments. The source signals are subsequently 
estimated by S = A-lX. 
3.1. Sample estimates of Fractional Low Order Moments 
Equation (5) provides the estimate of the elements of AcT) 
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from a sample, of T measurements. We can then form 
hence, solve the eigenvalue problem to obtain the estimated 
mixing matrix. In the above equation X(7) is the zero padded 
matrix X shifted by a lag r. The choice of r is a question 
one have to deal with. The optimal choice will both depend 
on the accuracy on the estimated elements in C(’) and C(O) 
and on the actual true values in C(7)C(o)-1. r should be 
selected so we have the largest difference in the eigenvalues 
of &(‘I i.e. in C(‘) C(O)-’ compared to their accuracy. In 
this paper we will not address this further, but suggest using 
7 = 1. 
4.2. Speech data 
Finally, we consider the blind separation of a mixture of two 
speech signals. The signals are two source signals used in 
[ 131. We use the same mixing matrix as in the above exam- 
ple. In Figure 3 we show the scatterplot of the true and es- 
timated signals using the conventional Molgedey-Schuster 
algorithm and in Figure 4 using the new scheme using p = 
1.8. The recovered signals are very similar, indicating that 
the conventional algorithm is robust to the underlying distri- 
bution of the source signals. We conjecture that this robust- 
ness is related to the fact that the conventional Molgedey- 
Schuster algorithm proceeds from the ratio of two second 
order moments, and that the ratio might have better statisti- 
cal properties than the two individual moments, this is the 
topic for on-going research. 
5. CONCLUSION 
4. EXPERIMENTAL RESULTS 
We illustrate the performance of the generalization of the 
Molgedey-Schuster algorithm by analyzing mixing of syn- 
thetic data following a stable distribution, and by mixing of 
two speech signals. 
4.1. Synthetic data 
We perform experiments on mixing of two signals in two 
channels. In the first we mix two independent unit-variance 
Gaussian signals by the mixing matrix 
[ 0.8944 0.4472 ] 
0.3714 0.9285 A =  
containing two non-orthogonal normalized rows. The source 
signals have different temporal dependencies, one is white 
noise, while the other is low-pass filtered with a FIR-filter 
with two coefficients ho = 1 and hl = 0.8. We show in 
Figure 1 scatterplots of the “true signals” and the recovered 
signals from the estimated mixing matrix estimated from 
the conventional Molgedey-Schuster algorithm. Next we 
mix two similar stable signals drawn from distributions with 
a = 1.5, hence with heavy tails, by the same mixing ma- 
trix. In Figure 2 we show the scatterplots of the true and 
estimated signals. 
The two different scenarios lead to similar estimated 
mixing matrices 
1 0.9034 0.4287 0.9367 0.3503 A =  [ 0.2812 0.9597 ] ‘ A =  [ 0.4272 0.9041 
demonstrating that it is possible reliably to reconstruct inde- 
pendent stable source signals by the generalized Molgedey- 
Schuster scheme, in cases where the second moment corre- 
lations would not converge for large samples. 
We have derived a new algorithm generalizing that of Molge- 
dey and Schuster [ 5 ]  based on fractional low order moments. 
We have provided a scheme for estimating the relevant mo- 
ments from finite samples and demonstrated the viability of 
the new algorithm in a synthetic data set. However, we also 
found that the original algorithm is fairly robust to possi- 
bly diverging second order moments, and conjectured that 
the explanation could be related to the fact that the conven- 
tional algorithm is based on the ratio between two diverging 
terms, possibly improving the statistical properties. 
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Fig. 1. Original Gaussian source, i.e. a = 2 signals against 
recovered source signals when using the original Molgedey 
and Schuster algorithm (p = 2). In this setup T = 10000 
and one of the sources was white, the other filtered by the 
FIR-filter in the text. The algorithm was run at r = 1 
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Fig. 2. Same setup as in Figure 1 but now the source signals 
are generated with a = 1.5 and the algorithm is run with 
p = 1.49. 
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Fig. 3. Original speech source signals against recov- 
ered source signals when using the original Molgedey and 
Schuster algorithm. The speech signals had a duration of 
T = 23000. The algorithm was run at r = 5.  
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