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To determine the instantaneous amplitude and frequency of a nonstationary signal, it is
equivalent to determine the imaginary operator . Vakman argued that  must be the
Hilbert transform if the demodulation is subject to certain fundamental physical conditions.
But the proof provided by Vakman lacks rigor. To rigorously prove Vakman’s statements, we
construct a weighted space Lpw (R) that includes L
p
T , the p-th integrable periodic function
space, and Lp(R), the p-th integrable function space on R. On Lpw (R) an extension of
the classical Hilbert transforms H and H˜T is deﬁned and a rigorous Vakman’s theory is
established on this space.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In nonstationary signal analysis and processing, one needs to determine the instantaneous frequency of a real-valued
signal u(t). We hope to write u(t) in the form A(t) cosφ(t), where A(t) represents the instantaneous amplitude and φ(t)
the instantaneous phase. Then the derivative of the phase φ(t) is deﬁned as the instantaneous frequency of u(t). This
process is called signal demodulation. It is easy to understand that ﬁnding A(t) and φ(t) satisfying u(t) = A(t) cosφ(t) is
equivalent to ﬁnding a function v(t) such that
A(t)eiφ(t) = u(t) + iv(t). (1)
This means, a deﬁnition of the amplitude and phase of u(t) corresponds to a deﬁnition of the imaginary part function v(t).
Generally, v(t) depends on u(t), we denote the relationship between u(t) and v(t) by writing v(t) = u(t), and call  the
imaginary part operator. There are inﬁnite possibilities of , which corresponds to different demodulation methods and
providing different deﬁnitions of instantaneous frequency and amplitude. If we choose  to be the Hilbert transform, this
demodulation is the well-known analytic signal method, which was ﬁrst proposed by D. Gabor [6] in 1946 and has been
widely used ever since.
In the past more than half a century, people have found that the analytic signal method does not always give satisfying
results in demodulating signals. For a given signal u(t), with the Hilbert transform, its amplitude A(t) and phase φ(t) can
be computed by Eq. (1) for v(t) = Hu(t). However, such A(t) and φ(t) may not be its actual amplitude and phase. Generally,
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J. Huang et al. / Appl. Comput. Harmon. Anal. 34 (2013) 308–316 309given a function u(t) with actual instantaneous phase φ(t) and amplitude A(t), recovering φ(t) and A(t) from u(t) by the
Hilbert transform is guaranteed if and only if it satisﬁes the following Bedrosian identity
H
[
A(t) cos
(
φ(t)
)]= A(t) sin(φ(t)),
which has aroused wide concern in recent years [2,16,13].
Vakman in his papers [15,14] pointed out that analytic signal method is advantageous to other methods, since the Hilbert
transform is the only operator that does not violate certain fundamental conditions of demodulation. These conditions are:
(A) Amplitude continuity and differentiability, that means, the mapping u(t) → A(t) is differentiable;
(B) Phase independence of scaling and homogeneity, that means, if φ(t) is the phase of u(t), then it is also the phase of
Cu(t) for any constant C > 0;
(C) Harmonic correspondence, that is, for harmonic signal u(t) = cos(ωt + θ) with θ ∈ R and ω > 0, its amplitude and
phase are A(t) = 1 and φ(t) = ωt + θ .
Vakman showed that if the mapping u(t) → u(t) + iu(t) = A(t)eiφ(t) satisﬁes these conditions, then the imaginary part
operator  must be the Hilbert transform.
Conditions (A)–(C) can be simpliﬁed into the following two conditions on the imaginary part operator  (details can be
found in [9, p. 548]):
(I)  is linear and continuous; and
(II)  maps eiωt to −i sgn(ω)eiωt for any ω ∈R.
Vakman’s arguments go as follows. If  satisﬁes these two conditions, then  and H , the Hilbert transform, are identical on
the set {eiωt}. Since both  and H are linear and continuous, with the density of span{eiωt}, they must be identical on the
whole space.
We point out that Vakman’s analysis lacks rigor. On one hand, he did not specify the signal space in his discussion. As
is known, if the signal space is L2(R), span{eiωt} is not dense in it since each function eiωt is not in this space. In this
case, the above condition (II) does not make any sense. On the other hand, Vakman applied the continuity of the Hilbert
transform in his proof. However, the Hilbert transform has different deﬁnitions on different function spaces. For a signal f
in Lp(R), 1 p < ∞, its Hilbert transform is deﬁned by
(H f )(x) = 1
π
p.v.
∫
R
f (u)
x− u du :=
1
π
lim
N→∞ lim→0+
∫
|u|N; |u−x|>
f (u)
x− u du. (2)
It is easy to verify that the deﬁnition (2) is equivalent to the usual deﬁnition
(H f )(x) = 1
π
lim
→0+
∫
|u−x|>
f (u)
x− u du
for f ∈ Lp(R), 1 p < ∞. However (2) makes sense for more functions than the usual one. For example, (2) makes sense
for any constant functions but the usual deﬁnition does not. In this paper we employ the deﬁnition (2) as the classical
Hilbert transform for functions deﬁned on R. For a T -period signal f in LpT , its circular Hilbert transform is deﬁned as
follows,
(H˜T f )(x) := 1
T
p.v.
T /2∫
−T /2
f (t)
tan π(x−t)T
dt := 1
T
lim
δ→0+
[ x−δ∫
−T /2
+
T /2∫
x+δ
]
f (t)
tan π(x−t)T
dt. (3)
To conclude, Vakman’s argument should be established in a speciﬁed space and the Hilbert transform should be well
deﬁned in this space. It is easy to see that Vakman’s argument is valid in LpT . However, most nonstationary signals are
not in LpT . Thus, we need to establish the theory in the ﬁnite-energy signal space L
p(R), 1  p < ∞, where the notation
“ﬁnite-energy” means that ‖ f ‖Lp(R) < ∞. Unfortunately, the condition (II) makes no sense in Lp(R). To rescue Vakman’s
theory in L2(R), in [9] we substituted condition (II) by an analogous one:
[ρ(t)eiωt]= −i sgn(ω)ρ(t)eiωt for any ω ∈R,
where ρ(t) is some bandlimit function. But this substitution is reluctant and not satisfying. An ideal goal is to ﬁnd a large
space X including the commonly used signal spaces Lp(R) and LpT , such that X includes span{eiωt} as its dense subset and
the classical Hilbert transforms H and H˜T have a natural extension to X . On such a space X , Vakman’s arguments may be
established rigorously.
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p
w(R) includes periodic functions L
p
T
and ﬁnite-energy functions Lp(R) as its dense subspaces, and we have deﬁned the Hilbert transform H on Lpw(R), which is
a continuous extension of the classical Hilbert transforms H and H˜T . It is proved rigorously that Vakman’s argument is valid
in Lp(R). In addition, as a common continuous extension of both H and H˜T , the Hilbert transform H has uniﬁed these two
classical transforms in one single framework. This discovery is interesting and we have not seen similar results in literature
so far.
This paper is organized as follows. In Section 2 we construct the weighted space Lpw(R) and show some of its properties.
In Section 3 we deﬁne the extended Hilbert transform H and show that it is consistent with the classical Hilbert transforms
H and H˜T .
We will use the following symbols throughout this paper. N, Z, R and C denote the set of positive integers, integers,
real numbers and complex numbers respectively. span E denotes the set of all ﬁnite linear combinations of elements in E .
Denote by |E| the Lebesgue measure of E . sgn(x) denotes the sign function, i.e. sgn(x) := x/|x| for x = 0 and sgn(0) = 0.
Let 1  p ∞ and w(x) be a weight function satisfying w(x) > 0. Lpw(R) is deﬁned as the space of weighted p-th
integrable functions on R, i.e. Lpw(R) := { f : ‖ f ‖Lpw (R) < ∞}, where
‖ f ‖Lpw (R) :=
{ [∫
R
w(x)| f (x)|p dx]1/p, 1 p < ∞,
ess supx∈R | f (x)|, p = ∞.
(4)
When w(x) ≡ 1, Lpw(R) is the usual Lp(R).
For any T > 0, denote by PT the class of T -period functions on R. Let LpT := { f : f ∈PT , ‖ f ‖LpT < ∞}, where
‖ f ‖LpT :=
{
[∫ T0 | f (t)|p dt]1/p, 1 p < ∞,
ess supx∈[0,T ) | f (x)|, p = ∞.
(5)
2. Weighted space Lpw(R)
In this section we construct a weighted space Lpw(R) via a bijective mapping φ, and show that it includes L
p(R) and
span
⋃
T>0 L
p
T as dense subsets. Moreover, L
p
w(R) contains Besicovitch almost periodic function space B
p and BMO.
Let f be a measurable function on R. Deﬁne a mapping φ by
(φ f )(t) := f
(
tan
t
2
)
, ∀t ∈R\{2kπ + π : k ∈ Z}. (6)
Apparently φ is linear and invertible, it maps measurable functions on R to 2π -period measurable functions on R.
Let 1  p ∞. From now on we let w(x) = (1 + x2)−1. It is easy to check that ‖ f ‖Lpw (R) = 2−1/p‖φ f ‖Lp2π , ∀ f ∈ L
p
w(R)
(for p = ∞, 1/p := 0). Therefore φ : Lpw(R) → Lp2π is isometric after a scaling 2−1/p . It follows that Lpw(R) is a Banach space.
Let X, Y be normed linear spaces and X ⊂ Y . X is said to be embedded into Y , if there exists a constant C > 0 such that
‖ f ‖Y  C‖ f ‖X , ∀ f ∈ X . Denote this by X ↪→ Y . X is said to be dense in Y if for any f ∈ Y there exists fn ∈ X such that
‖ fn − f ‖Y → 0. Denote this by X Y . The following theorem is immediate.
Theorem 1. Let 1 q p ∞. Then Lp(R) ↪→ Lpw(R) ↪→ Lqw(R). In particular, Lp(R) ↪→ L1w(R).
Proof. Since Lp2π
↪→ Lq2π , we have φ−1L
p
2π
↪→ φ−1Lq2π , namely L
p
w(R)
↪→ Lqw(R).
As to show Lp(R)
↪→ Lpw(R), we assume p < ∞ since it is trivial when p = ∞.
For any f ∈ Lp(R), we have ‖ f ‖Lpw (R)  ‖ f ‖Lp(R) . Hence Lp(R) ↪→ L
p
w(R).
For any f ∈ Lpw(R), let fn = f χ[−n,n] where χ[−n,n] is the characteristic function of [−n,n]. Then
∫
R
∣∣ fn(x)∣∣p dx (1+ n2)
n∫
−n
| f (x)|p
1+ x2 dx< ∞
which means fn ∈ Lp(R). Since
‖ fn − f ‖pLpw (R) =
∫
|x|>n
| f (x)|p
1+ x2 dx → 0 (n → ∞),
we have Lp(R) Lpw(R). 
Theorem 2. Let 1 p ∞, T > 0. Then Lp ↪→ Lpw(R).T
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For any f ∈ LpT , we have
∫
R
| f (x)|p
1+ x2 dx =
∑
k∈Z
(k+1)T∫
kT
| f (x)|p
1+ x2 dx 2
∞∑
k=0
1
1+ (kT )2
T∫
0
∣∣ f (x)∣∣p dx,
which means LpT ↪→ Lpw(R). 
Denote by T the class of trigonometric polynomials, i.e.
T := span{eiωx: ω ∈R}. (7)
It is easy to see that T ⊂ span⋃T>0 LpT ⊂ Lpw(R), ∀p  1. Note that a function in T is not necessarily periodic, for instance,
f (x) = cos x+ cosπx ∈T is not periodic. If f ∈T is periodic, we call f a periodic trigonometric polynomial. Denote by TP
the class of periodic trigonometric polynomials. Apparently we have TP ⊂ T . Next we show that TP is dense in Lpw(R)
for 1 p < ∞.
Theorem 3. Let 1 p < ∞. Then TP  Lpw(R).
Proof. Since E = span{eikt : k ∈ Z} is dense in Lp2π and φ : Lpw(R) → Lp2π is isometric, it follows that φ−1E is dense in Lpw(R).
Thus it suﬃces to show that periodic trigonometric polynomials can approximate any element of φ−1E in Lpw(R).
For any f ∈ φ−1E , f is a ﬁnite linear combination of eik2 tan−1 x , k ∈ Z. Hence f is continuous and bounded on R. Assume
| f (x)| M (∀x ∈ R). For any n ∈ N, by Weierstrass approximation theorem [3, §1.2] there exists a 2n-period trigonometric
polynomial Pn ∈ span{eiπ lx/n: l ∈ Z}, such that |Pn(x)| M on [−n,n] and
n∫
−n
∣∣Pn(x) − f (x)∣∣p dx< 1
n
.
Hence∫
R
|Pn(x) − f (x)|p
1+ x2 dx<
1
n
+
∫
|x|>n
(2M)p
1+ x2 dx.
Therefore ‖Pn − f ‖Lpw (R) → 0. 
Remark. Theorem 3 fails when p = ∞.
Lpw(R) contains not only periodic functions L
p
T , but also almost periodic functions. There are various classes of almost
periodic functions, obtained by completion of trigonometric polynomials with respect to various metrics. For examples, we
have almost periodic functions deﬁned in the sense of Bohr, Stepanov, Weyl, Besicovitch, and among them the Besicovitch
class is the largest, containing the other three as its subsets [4].
Deﬁne
‖ f ‖Bp := limsup
T→∞
[
1
2T
T∫
−T
∣∣ f (x)∣∣p dx
]1/p
, 1 p < ∞. (8)
Note that ‖ · ‖Bp is semi-norm since there exists non-zero f such that ‖ f ‖Bp = 0. Let M := { f : ‖ f ‖Bp < ∞} and L :=
{ f : ‖ f ‖Bp = 0}, then ‖ · ‖Bp is a norm of factor space M/L. The closure of T in M/L with respected to the norm ‖ · ‖Bp
is the so-called Besicovitch almost periodic functions, denoted by Bp here.
Theorem 4. Bp ⊂ Lpw(R), ∀1 p < ∞.
Proof. Let f ∈ Bp . For any  > 0, there exists N ∈N such that
1
2T
T∫ ∣∣ f (x)∣∣p dx ‖ f ‖pBp + , ∀T  N.
−T
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∫ k
−k | f (x)|p dx. We have∫
|x|N
| f (x)|p
1+ x2 dx=
∞∑
k=N
∫
k|x|<k+1
| f (x)|p
1+ x2 dx
∞∑
k=N
1
1+ k2 (Ik+1 − Ik).
Rearranging the terms in the sum we get
∞∑
k=N
1
1+ k2 (Ik+1 − Ik) = −
1
1+ N2 IN +
∞∑
k=N+1
2k − 1
[1+ (k − 1)2](1+ k2) Ik.
Therefore
∫
R
| f (x)|p
1+ x2 dx
N∫
−N
∣∣ f (x)∣∣p dx+ ∫
|x|N
| f (x)|p
1+ x2 dx IN +
∞∑
k=N+1
2k − 1
[1+ (k − 1)2](1+ k2) Ik.
Since Ik  2k(‖ f ‖pBp + ), ∀k N , there exists a constant C > 0, such that∫
R
| f (x)|p
1+ x2 dx (2N + C)
(‖ f ‖pBp + )< ∞. 
Lpw(R) also contains BMO, functions of bounded mean oscillation. For deﬁnitions and properties of BMO readers are
referred to [8]. Two functions in BMO are identiﬁed if they differ by a constant. Likewise, we also divide functions in Lpw(R)
into equivalent classes modulo constants. Denote the space of constant functions by
N := { f : there exists a constant C such that f (x) = C a.e. x ∈R}.
It is not hard to show that N is a closed subspace of Lpw(R). Hence the quotient space
L˙ pw(R) := Lpw(R)/N
equipped with the norm ‖ f ‖L˙ pw (R) := infc∈C ‖ f − c‖Lpw (R) is still a Banach space. We have the following theorem.
Theorem 5. BMO ↪→ L˙ pw(R), ∀1 p < ∞.
Proof. Let f ∈ BMO. For k = 0,1,2, . . . , we have [8, p. 128]
(
1
2k+1
2k∫
−2k
∣∣ f (x) − ak∣∣p dx
)1/p
 Cp‖ f ‖BMO, ak := 1
2k+1
2k∫
−2k
f (x)dx.
Hereafter we use Cp to denote a constant depending on p, but it may take different values.
From [8, p. 121], we have |ak − a0| 2k‖ f ‖BMO. Let Ik :=
∫ 2k
−2k | f (x) − a0|p dx, then
Ik  2k+1
(
Cp‖ f ‖BMO + |ak − a0|
)p  2k+1(Cp‖ f ‖BMO + 2k‖ f ‖BMO)p  Cp(k + 1)2k‖ f ‖pBMO.
Hence∫
R
| f (x) − a0|p
1+ x2 dx I0 +
∞∑
k=0
1
1+ (2k)2
∫
2k|x|<2k+1
∣∣ f (x) − a0∣∣p dx
= I0 +
∞∑
k=0
1
1+ (2k)2 (Ik+1 − Ik)
= 1
2
I0 + lim
N→∞
IN+1
1+ (2N)2 +
N∑
k=1
3 · (2k−1)2
[1+ (2k−1)2] · [1+ (2k)2] Ik
 Cp‖ f ‖pBMO.
Hence ‖ f ‖L˙ pw (R)  Cp‖ f ‖BMO. 
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Deﬁne the Hilbert transform of f ∈ L1w(R) by
H f := φ−1 H˜2πφ f . (9)
Since H˜2π : Lp2π → Lp2π (1< p < ∞) is bounded [12,10] and φ : Lpw(R) → Lp2π is isometric, therefore H : Lpw(R) → Lpw(R)
is bounded; for p = 1, H˜2π : L12π → W L12π is bounded. It follows that H : L1w(R) → W L1w(R) is bounded, where
W L1w(R) := φ−1
(
W L12π
)
, ‖ f ‖W L1w (R) := ‖φ f ‖W L12π . (10)
It is easy to verify that the space of constant functions N deﬁned in Section 2 is a closed subspace of W L1w(R). Likewise
the deﬁnition of L˙ pw(R), we deﬁne
W L˙1w(R) := W L1w(R)/N .
Theorem 6. Let f ∈ L1w(R). For a.e. x ∈R, it holds that
H f (x) = 1
π
p.v.
∫
R
f (u)
x− u ·
1+ xu
1+ u2 du :=
1
π
lim
→0+
∫
|u−x|>
f (u)
x− u ·
1+ xu
1+ u2 du. (11)
Proof. Let g = φ f , i.e. g(t) = f (tan t2 ) ∈ L12π . For a.e. t ∈ (−π,π),
(H˜2π g)(t) = 1
2π
p.v.
π∫
−π
g(s)
tan t−s2
ds = 1
2π
lim
→0+
[ t−∫
−π
+
π∫
t+
]
f
(
tan
s
2
)
1+ tan t2 tan s2
tan t2 − tan s2
ds.
Let x = tan t2 ; we have
H f (x) = φ−1(H˜2π g)(x) = (H˜2π g)(t).
Let u = tan s2 , δ = tan 2 , then tan t±2 = x±δ1∓xδ , ds = 21+u2 du. Hence
H f (x) = 1
π
lim
δ→0+
[ x−δ1+xδ∫
−∞
+
∞∫
x+δ
1−xδ
]
f (u)
x− u ·
1+ xu
1+ u2 du.
Suppose x> 0 and xδ < 1. Let h := x− x−δ1+xδ , k := x+δ1−xδ − x, then k − h = 2x(1+x
2)
1−(xδ)2 δ
2 > 0. Hence
H f (x) = 1
π
lim
δ→0+
[ x−h∫
−∞
+
∞∫
x+h
−
x+k∫
x+h
]
f (u)
x− u ·
1+ xu
1+ u2 du.
Note that
x+k∫
x+h
∣∣∣∣ f (u)x− u · 1+ xu1+ u2
∣∣∣∣du  1+ x(x+ k)h
x+k∫
x+h
| f (u)|
1+ u2 du.
If x belongs to the Lebesgue set of | f (u)|
1+u2 , then [5]
lim
δ→0+
1
k − h
x+k∫
x+h
| f (u)|
1+ u2 du =
| f (x)|
1+ x2 .
Thus
lim
δ→0+
x+k∫ ∣∣∣∣ f (u)x− u · 1+ xu1+ u2
∣∣∣∣du  lim
δ→0+
1+ x(x+ k)
h
(k − h) | f (x)|
1+ x2 = 0.
x+h
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H f (x) = 1
π
lim
h→0+
[ x−h∫
−∞
+
∞∫
x+h
]
f (u)
x− u ·
1+ xu
1+ u2 du.
The case x< 0 is similar. 
There have been many studies on the extension of the Hilbert transform. In [1] the Hilbert transform is extended to the
Wiener space W 2 := { f : f (x)1+|x| ∈ L2(R)}. ∀ f ∈ W 2, the Hilbert transform is deﬁned by
H (1) f (x) := x+ i
π
lim
→0+
∫
|u−x|>
f (u)
x− u ·
1
u + i du. (12)
It is easy to check that W 2 ⊂ L1w(R) and
H (1) f (x) =H f (x) − i
π
∫
R
f (u)
1+ u2 du.
In the theory of harmonic analysis, a Calderon–Zygmund operator can be extended to a bounded mapping from L∞(R)
to BMO where its boundedness is deduced from its weak type (1,1) and Lp boundedness (1< p < ∞) [8]. Since the Hilbert
transform H is a Calderon–Zygmund operator, it can be naturally extended to a bounded mapping from L∞(R) to BMO.
In [7, pp. 102–110], the non-tangential limit of the Poisson integral of a function is considered. Through the boundary
value of conjugate function, the Hilbert transform of f ∈ L∞(R) is deﬁned by
H (2) f (x) := 1
π
p.v.
∫
R
f (u)
x− u ·
1+ xu
1+ u2 du. (13)
By Theorem 6 we know that H (2) f (x) is identical to H f (x) for f ∈ L1w(R) ⊃ L∞(R). Furthermore, the deﬁnition of H here
naturally implies the boundedness of H : Lpw(R) → Lpw(R) (1 < p < ∞) or L1w(R) → W L1w(R). This observation is useful
when we show later that H is completely determined by its restriction to Lp(R) or ⋃T>0 LpT .
By deﬁnition we have H1 = H˜T 1 =H1 = 0, ∀T > 0. Therefore we only need to consider the actions of H , H˜T , H on
L˙ pw(R), the quotient space deﬁned in Section 2. ∀[ f ] ∈ L˙ pw(R), 1 p ∞, deﬁne
H˙[ f ] := [H f ], H˙[ f ] := [H f ], ˙˜HT [ f ] := [H˜T f ]. (14)
It is easy to show that when 1 < p < ∞, H˙ : L˙ pw(R) → L˙ pw(R) is bounded; when p = 1, H˙ : L˙1w(R) → W L˙1w(R) is bounded;
when p = ∞, H˙ : L˙∞(R) → BMO is bounded.
For 1< p < ∞, ∀ f ∈ Lpw(R), since φ f ∈ Lp2π , we have [11]
H˜22π (φ f ) = −φ f +
1
2π
π∫
−π
(φ f )(t)dt = −φ f + 1
π
∫
R
f (x)
1+ x2 dx.
Hence
H2 f = φ−1 H˜2πφφ−1 H˜2πφ f = φ−1 H˜22πφ f = − f +
1
π
∫
R
f (x)
1+ x2 dx.
Therefore H˙2[ f ] = [H2 f ] = [− f ] = −[ f ]. Thus H˙ : L˙ pw(R) → L˙ pw(R) is invertible and H˙−1 = −H˙.
Next we show the restriction of H to Lp(R) is identical to H , and the restriction of H to LpT is identical to H˜T (in the
sense of ‘modulo constants’). This means H can be viewed as the share extension of H and H˜T to L1w(R). Moreover, H and
H˜T are determined by each other.
Theorem 7. Let f ∈ L1w(R). Then (H f )(x) exists for a.e. x ∈R if and only if the inﬁnite integral
C( f ) := lim
N→∞
1
π
N∫
−N
xf (x)
1+ x2 dx (15)
exists. When either H f or C( f ) exists, it holds thatH f = H f + C( f ). Therefore H˙= H˙ .
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f (u)
x− u ·
1+ xu
1+ u2 =
f (u)
x− u +
u f (u)
1+ u2 .
If xf (x)
1+x2 ∈ L1(R), since f ∈ L1w(R), then H f (x) exists for a.e. x ∈R, and
H f (x) = 1
π
p.v.
∫
R
f (u)
x− udu + C( f ) a.e. x ∈R.
On the contrary, if (H f )(x) exists a.e. x ∈R, then
H f (x) − H f (x) = 1
π
lim
N→∞ lim→0+
∫
|u|N; |u−x|>
u f (u)
1+ u2 du a.e. x ∈R.
Since f ∈ L1w(R), u f (u)1+u2 is integrable on [−N,N]. Hence
H f (x) − H f (x) = 1
π
lim
N→∞
N∫
−N
u f (u)
1+ u2 du a.e. x ∈R. 
For any f ∈ L1T , T > 0, by [11, Theorem 1.1], H f (x) exists a.e. x ∈ R and H f (x) = H˜T f (x), a.e. x ∈ R. Hence H f (x) =
H˜T f (x) + C( f ) a.e. x ∈R, where C( f ) is deﬁned by (15). Therefore H˙= ˙˜HT .
Theorem 8. Let 1 < p < ∞. Suppose T : L˙ pw(R) → L˙ pw(R) is linear and continuous. Then T |L˙ p(R) = H˙ if and only if T |L˙ pT =
˙˜HT ,
∀T > 0.
Proof. Necessary part. Suppose T |L˙ p(R) = H˙ . For any f ∈ LpT , since Lp(R) is dense in Lpw(R), there exists { fn} ⊂ Lp(R) such
that ‖ f − fn‖Lpw (R) → 0 as n → ∞. Thus ‖[ f ] − [ fn]‖L˙ pw (R) → 0. Since both T and H˙ are linear and continuous operators on
Lpw(R), we have that∥∥T [ f ] − T [ fn]∥∥L˙ pw (R) → 0, ∥∥H˙[ f ] − H˙[ fn]∥∥L˙ pw (R) → 0 (n → ∞).
Since [ fn] ∈ L˙ p(R), we have T [ fn] = H˙[ fn] = H˙[ fn]. By the uniqueness of limit we have T [ f ] = H˙[ f ] = ˙˜HT [ f ]. It follows
that T |L˙ pT =
˙˜HT .
Suﬃcient part can be proved similarly. 
Theorem 8 has similar version for p = 1. In this case, we consider T : L˙1w(R) → W˙ L1w(R) instead and all the reasoning
is the same. For p = ∞ the theorem fails since spanT>0 LpT is not a dense subset of L∞w (R) (see the remark of Theorem 3).
Finally we study Vakman’s problem in L˙ pw(R). We show that Vakman’s arguments hold true in L˙
p
w(R).
Theorem 9. Suppose the operator  : L˙ pw(R) → L˙ pw(R) (1< p < ∞) or  : L˙1w(R) → W L˙1w(R) (p = 1) is linear and continuous, and
satisﬁes
[cos(ωt + θ0)]= [sin(ωt + θ0)] ∀ω > 0, θ0 ∈R. (16)
Then  = H˙.
Proof. We only consider the case 1< p < ∞. The case p = 1 is similar.
By Theorem 3, TP  Lpw(R). ∀ f ∈ Lpw(R), there exists { fn} ⊂TP , such that ‖ f − fn‖Lpw (R) → 0 (n → ∞). Hence ‖[ f ] −
[ fn]‖L˙ pw (R) → 0 (n → ∞). Since  and H˙ are continuous,∥∥[ f ] − [ fn]∥∥L˙ pw (R) → 0, ∥∥H˙[ f ] − H˙[ fn]∥∥L˙ pw (R) → 0 (n → ∞).
Due to (16), we have [ fn] = H˙[ fn] (∀n ∈N), hence [ f ] = H˙[ f ], i.e.  = H˙. 
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