Abstract. We find the super-replication formulae which would be a generalization of replication formulae. And we apply the formulae to derive periodically vanishing property in the Fourier coefficients of the Hauptmodul N (j 1,12 ) as a super-replicable function.
Introduction
Let H be the complex upper half plane and let Γ 1 (N) be a congruence subgroup of Here, H * denotes the union of H and P 1 (Q).
Ishida and Ishii showed in [11] that for N ≥ 7, the function field K(X 1 (N)) is generated over C by the modular functions X 2 (z, with q −1 + 0 + a 1 q + a 2 q 2 + · · · . By a Hauptmodul t we mean the normalized generator of a genus zero function field K(X 1 (N)) and we write t = q −1 + 0 + k≥1 H k q k for its q-series.
For a Fuchsian group Γ, let Γ denote the inhomogeneous group of Γ (= Γ/ ± I). Let Γ 0 (N) be the Hecke subgroup given by {( a b c d ) ∈ SL 2 (Z) | c ≡ 0 mod N}. Also, let t = N (j 1,N ) be the Hauptmodul of Γ 1 (N) and X n (t) be a unique polynomial in t of degree n such that X n (t) − ( [1] , [3] , [20] ). Given a replicable function f the n-plicate of f is defined iteratively by
where the primed sum means that the term with a = n is omitted ( [3] ). We call f completely replicable if f is a replicable function with rational integer coefficients and has only a finite number of distinct replicates, which are themselves replicable functions. According to [1] there are, excluding the trivial cases q −1 + aq, 326 completely replicable functions of which 171 are monstrous functions, i.e., modular functions whose q-series coincide with the Thompson series T g (q) = n∈Z Tr(g|V n )q n for some element g of the monster simple group M whose order is approximately 8 · 10 53 . Here we observe that V = n∈Z V n is the infinite dimensional graded representation of M constructed by Frenkel et al. ([8] , [9] ). Furthermore, in [3] Cummins and Norton showed that if f is replicable, it can be determined only by the 12 coefficients of its first 23 ones.
If Γ 1 (N) = Γ 0 (N), unlike those replicable functions mentioned above, we show in §3 that the Fourier coefficients of X n (t) with t = N (j 1,N ) (N = 7, 9) satisfy a twisted formula (10) by a character ψ (see Corollary 11) . Here we note that when we work with the Thompson series, it is reduced to replication formulae in ( * ) by viewing ψ as the trivial character.
Thus in this sense it gives a more general class of modular functions, which we propose to call N (j 1,N ) a super-replicable function.
There would be certain similarity between some of replicable functions and superreplicable ones as follows. We derived in [17] the following self-recursion formulas for the Fourier coefficients of N (j 1,N ) without the aid of its 2-plicate when N = 2, 6, 8, 10, 12:
). Furthermore, we verified in [18] that the above recursion can be also applied to 14 monstrous functions of even levels (including N (j 1,2 ) and N (j 1,6 )) which are Thompson series of type 2B, 6C, 6E, 6F , 10B, 10E, 14B, 18C, 18D, 22B, 30C, 30G, 42C, 46AB (these are all replicable functions) and one monster-like function of type 18e (for the definition of monster-like function, we refer to [6] ). Therefore the Hauptmoduln mentioned above which have self-recursion formulas can be determined just by the first four coefficients H 1 , H 2 , H 3 and H 4 without the aid of 2-plicate.
What is more interesting would be the fact that there seems to be a connection between super-replicable functions and infinite dimensional Lie superalgebras. That is, considering 3 the arguments from Borcherds [2] , Kang [12] and Koike [20] we believe that the superreplication formulae in (10) might suggest the existence of certain infinite dimensional Lie superalgebra whose denominator identity implies such formulae.
Lastly, as an application of super-replication formulae we consider the following periodically vanishing property. Many of monstrous functions, for example, Thompson series of type 4B, 4C, 4D, 6F , 8B, 8C, 8D, 8E, 8F , 9B, etc have periodically vanishing properties among the Fourier coefficients (see the Table 1 in [22] ). This result must be known to experts, but we could not find a reference. Hereby we describe it in Theorem 13. Meanwhile, as for the case of super-replicable functions, we see from the Appendix, Table 4 that only the Haupmodul N (j 1,12 ) seems to have such property. To this end, we shall first derive in §4 an identity (22) which is analogous to the "2 k -plication formula" ( [7] , [20] ) satisfied by replicable functions. And, combining this with the super-replication formulae we are able to verify that the Fourier coefficients H m of N (j 1,12 ) vanish whenever m ≡ 4 mod 6 (Corollary 19).
Through the article we adopt the following notations:
is bounded as z goes to i∞.
2.
Hauptmodul of Γ 1 (12) In this section we investigate the generalities of the modular function j 1,12 which is under primary consideration and construct the Hauptmodul N (j 1,12 ). We also examine some number theoretic property of N (j 1,12 ). As for more arithmetic properties, we refer to [10] . are Γ 1 (12)-inequivalent. But from [13] we know that the cardinality of S Γ 1 (12) is 10, whence
For later use we are in need of calculating the widths of the cusps of Γ 1 (12). ∈ ±Γ 1 (N).
Thus we have
. This condition is equivalent to saying that
by (4) and (5) which goes to
:
. In this case we use the following well-known fact from [19] p.148
: For γ ∈ Γ 0 (4) and z ∈ H,
which tends to √ 3i when z goes to i∞. Therefore
: Because ( 5 1 24 5 ) (
: Observe that (ST −6 S)∞ = .
Considering the identities
by (5)
by (2) and (3)
we have that
Thus by Table 1 , j 1,12 has a simple pole at : Because
: Because
by (a)
.
We will now construct the Hauptmodul N (j 1, 12 ) from the modular function j 1,12 mentioned in Theorem 4.
. From the uniqueness of the normalized generator it follows that
. By Theorem 4-(b) we have the following table: Table 2 . Cusp values of j 1, 12 and N (j 1,12 )
Theorem 5. Let d be a square free positive integer and t = N(j 1,N ) be the normalized
Proof. Let j(z) = 1 q + 744 + 196884q + · · · , the elliptic modular function. It is well-known
, [28] ). For algebraic proofs, see [4] , [24] , [27] and [30] . Now, we view j as a function on the modular curve X 1 (N). Then j has a pole of order h s at the cusp s. On the other hand, t(z) − t(s) has a simple zero at
hs has a pole only at ∞ whose degree is µ N = [Γ(1) : Γ 1 (N)], and so by the Riemann-Roch
Theorem it is a monic polynomial in t of degree µ N which we denote by f (t). Since
hs is a polynomial in Z[t] and j, t have integer coefficients in the
Proof. N (j 1,12 ) has integral Fourier coefficients. And by Table 1 and 2,
Now the assertion is immediate from Theorem 5. 
Super-replication formulae
Let ∆ n be the set of 2 × 2 integral matrices ( a b c d ) where a ∈ 1 + NZ, c ∈ NZ, and ad − bc = n. Then ∆ n has the following right coset decomposition: (See [19] , [23] , [28] )
define an operator U n and T n by
Proof. First we claim that
By the same argument we can show the reverse inclusion. We note that
Here we note that σ a a i 0 n a γ 0 's are the matrices appearing in the definition of (f | Tn )| γ 0 and
's are those appearing in the definition of (f | γ 0 )| Tn . Now the assertion follows.
For a positive integer N with g 1,N = 0, we let t (resp. t 0 ) be the Hauptmodul of Γ 1 (N) (resp. Γ 0 (N)). And, we write X n (t) =
Lemma 8. For positive integers m and n, H m,n = H n,m and h m,n = h n,m .
Proof. Let p = e 2πiy and q = e 2πiz with y, z ∈ H. Note that X n (t) can be viewed as the
where F (p, q) = log
. We then come up with F (p, q) = F (q, p), which implies that H m,n = H n,m . Similarly if we work with t 0 instead of t, the identity h m,n = h n,m follows.
Theorem 9. For positive integers n and l such that (n, N) = (l, n) = 1,
where c is a constant. In particular,
Proof. Since X l (t) has poles only at Γ 1 (N)∞, the poles of X l (t)| Tn can occur only at
∞ where a and i are the indices appearing in the definition of T n . On the other hand, we have
Let γ be an element in Γ 1 (N). Then
can have poles only at γ 0 ∞ for some γ 0 ∈ Γ 0 (N). By Lemma 7,
Here we note that
has a holomorphic q-expansion.
because (l, n) = 1. Now we have
This implies that X l (t)| Tn has a pole at γ 0 ∞ if and only if γ 0 σ n ∈ ±Γ 1 (N), that is,
Hence X l (t)| Tn has poles only at cusps Γ 1 (N)σ n −1 ∞. In this case we derive from (8)
and (X l (t)| Tn )| σn −1 has poles only at cusps
On the other hand, X ln (t) has poles only at Γ 1 (N)∞ too and
Then we have X l (t)| Tn = X ln (t)| σn + c, as desired. 
For positive integers n, l and m such that (n, N) = (l, n) = 1, we have
where ψ : (Z/NZ) × → {±1} is a character defined by
Proof. It follows from Theorem 9 that
Note that for each positive integer r,
In the above when e is not congruent to ±1 mod N, X r (t)| σe + X r (t) is on Γ 0 (N) and has poles only at Γ 0 (N)∞ with r −1 q −r as its pole part, which guarantees the above equality.
We then have
Now (9) reads
e|n e>0
Comparing the coefficients of q m -terms on both sides, we get the corollary. 
Proof. In Corollary 10 we take n = b, l = 1 and m = a. Then it follows from the conditions and the replicability of h m,n that
Now the assertion follows. As mentioned in the introduction, many of the Thompson series have periodically vanishing properties among the Fourier coefficients. Now we will give a more theoretical explanation for these phenomena.
Let T g be the Thompson series of type g and Γ g be its corresponding genus zero group.
To describe Γ g we are in need of some notations. Let N be a positive integer and Q be any Hall divisor of N, that is, Q be a positive divisor of N for which (Q, N/Q) = 1. We denote by W Q,N a matrix and all Atkin-Lehner involutions W Q,N for Q ∈ S. For a positive divisor h of 24, let n be a multiple of h and set N = nh. When S is a subset of Hall divisors of n/h, we denote by Γ 0 (n|h) + S the group generated by ( h 0 0 1 )
for all Q ∈ S. If there exists a homomorphism λ of Γ 0 (n|h) + S into C * such that
λ(
λ is trivial on all Atkin-Lehner involutions of Γ 0 (N) in Γ 0 (n|h) + S,
then we let n|h + S be the kernel of λ which is a subgroup of Γ 0 (n|h) + S of index h.
Ferenbaugh ([6]) found out a necessary and sufficient condition for the homomorphism λ
to exist and calculated the genera of groups of type n|h + S. All the genus zero groups of type n|h + S are listed in [6] , Table 1 .1 and 1.2. Now we have the following theorem. (ii) From Corollary 3.1 [20] it follows that T g | Up = 0. Thus (ii) is clear.
(iii) Considering the identity in [20] , p.27 we have T g (z + 1/h) = e −2πi/h · T g (z). Then
which implies (iii).
Unlike the cases of Thompson series, when we handle the super-replicable function N (j 1,12 )
we can not directly use the ingredients adopted in Theorem 13. Therefore we start with We fix N = 12 and let t denote the Hauptmodul N (j 1, 12 ) in what follows.
is the Jacobi symbol and (t| U 2 ) χ is the twist of t| U 2 by χ ( [19] , p.127).
Proof. From [19] , p.128 we observe that
It then follows from [17] , Corollary 28 that
If we compare the coefficients of q-term on both sides, we get H 4 − t = 0. Now
. Since (4a + ic, 4c) divides det Therefore we derive that for (17) .
21
Now if we set c = 24c 1 as before, then we have 
Lemma 16. (i) For each
Then g belongs to K(X 1 (24)).
(ii) For ( a b c d ) ∈ Γ 0 (24) and k ≥ 1,
In particular, t| U 2 k χ lies in K (X 1 (24) ).
Proof. First we note that for n | N ∞ , T n = U n . Here, by n | N ∞ we mean that n divides some power of N. To show g ∈ K(X 1 (24)), we observe that
Then using Lemma 7 we obtain that g ∈ K(X 1 (24)). For ( a b c d ) ∈ Γ 0 (12),
Now we can proceed in the same manner as in the proof of Lemma 15.
Proof. (i) First, t| ( 1 0 6 1 ) is holomorphic at ∞ because t has poles only at the cusps Γ 1 (12)∞. Now for k ≥ 1,
(ii) We observe that t| ( 1 0 3 1 ) ∈ O(1). And for k ≥ 1,
has a holomorphic Fourier expansion if k = 1. Thus we suppose k ≥ 2. We then derive that
If we substitute the above into (19), for k ≥ 2,
by (i) and the case k = 1 in (ii).
For k ≥ 4, we will show by induction on k that
First we note that by (i) and (20) t|
Thus when k = 4, (21) holds. Meanwhile, if k = 5 then we get that
Therefore in this case (21) is also valid. Now for k ≥ 6,
by induction hypothesis for k − 2
This proves the lemma.
This identity twisted by a character χ is analogous to the "2 k -plication formula" ( [7] , [20] )
satisfied by the Hauptmodul of Γ 0 (N).
as before. We see by Lemma 16 that both t| U 2 k χ and g sit in K(X 1 (24)). For t| U 2 k χ = g, we will show that t| U 2 k χ − g has no poles in H * . Recall that
Since t has poles only at Γ 1 (12)∞, t| U 2 k χ can also have poles only at
is in lowest terms. Since 12 | c, s is of the form s = n 3m
for some integers m and n. We assume (3m, n) = 1. Here we consider two cases.
Choose integers x and y such that ( n x 3m y ) ∈ SL 2 (Z) and consider
Since (3m, n) = 1 and 2 2 ∤ m, we can write (
where both γ 0 and γ 0 ′ are in Γ 0 (12) and U 1 , U 2 are upper triangular matrices. Then by
If 2 
As for the other cases, if we use Lemma 1, it is easy to see that s is equivalent to 1 12 or 5 12 under Γ 1 (24).
Thus we conclude that t| U 2 k χ can have poles only at 1 12 , 5 12 under Γ 1 (24)-equivalence.
Next, let us investigate the poles of g. Recall that X 2 k (t) has poles only at Γ 1 (12)∞.
Therefore g can have poles only at ( 2 i 0 2 ) −1 Γ 1 (12)∞ for i = 0, 1. And, for ( a b c d ) ∈ Γ 1 (12), , it is easy to check that g is holomorphic. For example, at 5 24 ,
Now it remains to show that t| U 2 k χ − g has no poles at the cusps equivalent to 1 12 , 5 12 under Γ 1 (24) . At
By (23) and Lemma 17, we have the following:
Observe that the identities for k = 1, 2 and 3 are the same as the last one when k ≥ 4.
Hence we conclude that for all k ≥ 1,
On the other hand,
At 5 12 , we see that ( . Then
And
This implies that
from which the theorem follows. Now, we are ready to show periodically vanishing property of N (j 1,12 ).
Corollary 19.
As before we let t be the Hauptmodul of Γ 1 (12) and write X n (t) =
(ii) H m = 0 whenever m ≡ 4 mod 6, and m = 5.
Proof. First if we compare the coefficients of q m -terms on both sides of the identity in Theorem 18, we get (i). We see from the Appendix, Table 4 
This proves (ii).
Appendix. Fourier coefficients of the Hauptmodul N (j 1,N )
We shall make use of the following modular forms to construct j 1,N . For z ∈ H,
• η(z) the Dedekind eta function
• G 2 (z) Eisenstein series of weight 2
• G
2 (z) = G 2 (z) − pG 2 (pz) for each prime p • E 2 (z) = G 2 (z)/(2ζ(2)) normalized Eisenstein series of weight 2
• E (p) 2 (z) = E 2 (z) − pE 2 (pz) for each prime p • P N,a (z) = P Lz a 1 z+a 2 N N-th division value of P where a = (a 1 , a 2 ), L z = Zz + Z and P L (τ ) is the Weierstrass P-function (relative to a lattice L)
Now we get the following tables due to [14] - [16] : Fourier coefficients of N (j 1,N ) do not vanish (see [22] , Table 1 ). Therefore, we consider only the following cases N for which Γ 1 (N) = Γ 0 (N). 
