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 ABSTRACT 
 Compared with the currently widely used multi-step 
genomic models for genomic evaluation, single-step 
genomic models can provide more accurate genomic 
evaluation by jointly analyzing phenotypes and geno-
types of all animals and can properly correct for the ef-
fect of genomic preselection on genetic evaluations. The 
objectives of this study were to introduce a single-step 
genomic model, allowing a direct estimation of single 
nucleotide polymorphism (SNP) effects, and to develop 
efficient computing algorithms for solving equations of 
the single-step SNP model. We proposed an alternative 
to the current single-step genomic model based on the 
genomic relationship matrix by including an additional 
step for estimating the effects of SNP markers. Our 
single-step SNP model allowed flexible modeling of SNP 
effects in terms of the number and variance of SNP 
markers. Moreover, our single-step SNP model included 
a residual polygenic effect with trait-specific variance 
for reducing inflation in genomic prediction. A kernel 
calculation of the SNP model involved repeated mul-
tiplications of the inverse of the pedigree relationship 
matrix of genotyped animals with a vector, for which 
numerical methods such as preconditioned conjugate 
gradients can be used. For estimating SNP effects, a 
special updating algorithm was proposed to separate 
residual polygenic effects from the SNP effects. We ex-
tended our single-step SNP model to general multiple-
trait cases. By taking advantage of a block-diagonal 
(co)variance matrix of SNP effects, we showed how to 
estimate multivariate SNP effects in an efficient way. A 
general prediction formula was derived for candidates 
without phenotypes, which can be used for frequent, 
interim genomic evaluations without running the whole 
genomic evaluation process. We discussed various is-
sues related to implementation of the single-step SNP 
model in Holstein populations with an across-country 
genomic reference population. 
 Key words:  single-step SNP model , genomic predic-
tion , mixed model equation , dairy cattle 
 INTRODUCTION 
 Genomic evaluation and selection based on the theory 
of Meuwissen et al. (2001) are conducted on a routine 
basis in an increasing number of countries (VanRaden 
et al., 2009; Lund et al., 2011). Until now, most coun-
tries have applied a so-called multiple-step model to 
genomic evaluation (VanRaden et al., 2009; Liu et al., 
2011), in which a genomic model was fitted to der-
egressed EBV obtained from a conventional evaluation 
in a previous step. For German Holsteins, bull EBV 
from national and multiple-across country evaluation 
(MACE; Schaeffer, 1994) were deregressed (Jairath et 
al., 1998) to generate a form of pseudo-phenotype for 
genomic evaluation in a posterior step. The deregressed 
EBV were used as phenotypes for German Holsteins in 
SNP effect estimation (Liu et al., 2011) and also in the 
step for calculating direct genomic values (DGV) with 
the EuroGenomics bull reference population (Lund et 
al., 2011). Pedigree indices for young genotyped animals 
were calculated using all phenotypes from the whole 
population. Finally, a selection index method (Mrode, 
2005) was used to combine DGV and pedigree index for 
obtaining genomic estimated breeding values (GEBV). 
 The multi-step genomic model was relatively simple 
and easy to implement. A major advantage favoring 
its application was that the genomic reference popula-
tion can be optimally set up as desired. For instance, 
only progeny-tested AI bulls with reliable conventional 
evaluations were allowed to be included in the refer-
ence population, whereas dams of bulls with potentially 
biased EBV may be excluded. However, the separate 
steps of estimating SNP effects and conventional evalu-
ation cannot properly account for genomic preselection 
and thus conventional EBV, and subsequently GEBV, 
would be biased (Patry and Ducrocq, 2011). The pseu-
do-phenotype, deregressed EBV (Liu, 2011), may have 
extreme values as a result of low information content; 
for example, some bulls with limited daughter informa-
tion may have very low or high deregressed EBV. 
 In contrast to the multi-step models, single-step ge-
nomic models (Aguilar et al., 2010; Christensen and 
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Lund, 2010; Gao et al., 2012; Koivula et al., 2012; Su 
et al., 2012; Ødegård et al., 2013) evaluate genotyped 
and nongenotyped animals jointly, and thus can give 
unbiased predictions of genetic merits. The single-step 
models can perfectly account for the effect of genomic 
preselection because culled candidates can be included 
in the evaluation. However, single-step genomic models 
do not directly provide estimates of SNP effects, which 
give meaningful biological interpretation of SNP geno-
types on phenotypes and for calculating DGV. Addi-
tionally, breeding organizations or individual breeders 
may want to know genomic evaluation results as soon 
as their candidate animals have been genotyped, in 
order to make immediate selection decisions and reduce 
the cost of genomic selection. The current single-step 
genomic model based on the genomic relationship ma-
trix (Aguilar et al., 2010; Christensen and Lund, 2010) 
typically evaluates all animals together, even when no 
new phenotypes have been added. Therefore, a simple 
and fast computing algorithm needs to be developed for 
timely interim genomic evaluation of newly genotyped 
candidates.
In conventional genetic evaluation, at least for Ger-
man Holsteins, a group of correlated traits have been 
evaluated jointly using a multiple trait model; for ex-
ample, heifer and cow female fertility traits or all linear 
traits of conformation. However, a single-trait genomic 
model has typically been applied to deregressed EBV 
in a multi-step genomic evaluation (Liu et al., 2011). 
To properly consider correlated phenotypic information 
between the traits, single-step genomic models must 
be extended to evaluate multiple traits simultaneously 
(Aguilar et al., 2011b; Calus and Veerkamp, 2011; 
Christensen et al., 2012). This extension is required for 
estimating genomic breeding values as well as SNP ef-
fects.
Conventional routine genetic evaluation considers all 
cows with phenotypes typically born in last 20 yr or 
older and all animals in recorded pedigree, but only 
a small fraction of the evaluated animals have been 
genotyped. Therefore, the number of animals evaluated 
with a multi-step genomic model was much smaller than 
that in a conventional genetic evaluation. This means 
that the upgrading of the current multi-step genomic 
model to a single-step genomic model must deal with 
a much larger number of animals. Efficient computing 
algorithms are thus needed to jointly estimate addi-
tive genetic effects of cows with phenotypes, genotyped 
animals, and their relatives in pedigree.
The objectives of our study were (1) to introduce a 
single-step genomic model allowing a direct estimation 
of SNP marker effects, (2) to extend the single-step 
SNP model to a multiple-trait evaluation, (3) to develop 
simple formulas for fast interim genomic evaluation of 
candidates, and (4) to develop efficient computational 
algorithms for estimating effects of the new model.
MATERIALS AND METHODS
A Single-Step SNP Model
It is assumed that there are 2 groups of animals to be 
evaluated: group 1 (without genotype data) and group 
2 (with genotype data available). The genotyped ani-
mals may or may not have phenotypic records. A mixed 
linear model is used for analyzing phenotypic data of 
both groups:
 y Xb Z p Wu e= + + +p , [1]
where y is an nT × 1 vector of phenotypic records, nT 
= number of phenotype records; b is an  nF × 1 vector 
of all fixed effects, nF = number of all fixed effects; p 
is an np × 1 vector of nongenetic random effects (e.g., 
permanent environmental effects of cows), np = number 
of cows with phenotype data p; u is an n × 1 vector 
of additive genetic effects, n = number of animals; e is 
an nT × 1 vector of residual effects; and X of order nT 
× nF, Zp of order nT × np, and W of order nT × n are 
incidence matrices for effects b, p, and u, respectively.
Without loss of generality, we assume throughout 
this paper that
 var( ) var( )p I e I= =σ σp e
2 2 and  [2]
(where σp
2 is variance of permanent environmental ef-
fects and σe
2 is residual variance), although more com-
plex (co)variance structures for p and e could also be 
considered. We further assume that m SNP markers 
selected from a SNP chip for genomic evaluation can-
not explain all additive genetic variance σu
2( ), leaving k
σu
2 residual polygenic variance, where k is the propor-
tion of additive genetic variance not explained by all 
the m SNP markers. Thus, additive genetic effects of 
the genotyped animals in group 2 can be divided into:
 u Zg a2 2= + , [3]
where u2 = ng × 1 vector of additive genetic effects of 
the genotyped animals, ng = number of genotyped ani-
mals; g = m × 1 vector of additive genetic effects of the 
m fitted SNP markers; a2 = ng × 1 vector of residual 
polygenic effects (RPG) of the genotyped animals; 
and Z = a design matrix of order ng × m, containing 
genotype indicators (−1 and 1 for 2 homozygote and 0 
for heterozygote genotypes) of the genotyped animals 
at all m SNP markers.
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Residual polygenic variance parameter k may take 
any value between 0 and 1 but excluding 2 boundary 
values k = 0 and k = 1.
It is assumed that the SNP marker effects have a (co)
variance structure
 var( ) .g B= σu
2  [4]
Under the assumption of uncorrelated SNP effects, B is 
a diagonal matrix of order of m × m. If all the m SNP 
markers explain equal additive genetic variance such as 
in a BLUP SNP model (Meuwissen et al., 2001; Liu et 
al., 2011), then
 B I=
−1 k
m
. [5]
Alternatively, a Bayesian genomic model such as Bayes 
A or B (Meuwissen et al., 2001), Bayes C (Habier et al., 
2011), or Bayes R (Erbe et al., 2012) can be fitted to 
the SNP effects, allowing some SNP markers have more 
variance than others. Theoretically, the SNP effects 
could also be assumed to be correlated using a full ma-
trix B (Szyda et al., 2009). Additionally, the number of 
fitted SNP markers, m, depends on the assumptions of 
the SNP models. However, the sum of the SNP effects, 
also known as DGV, must follow a normal distribution.
Relationships between n − ng nongenotyped animals 
in group 1 and ng genotyped animals in group 2 are 
defined as
 A
A A
A A
=
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
11 12
21 22
, [6]
where the submatrix A11 or A22 represents pedigree 
relationship between nongenotyped animals or between 
genotyped animals, respectively, and the submatrix A12 
represents pedigree relationship between genotyped 
and nongenotyped animals.For RPG of the genotyped 
animals,
 var( ) ,a A2 22
2= k uσ  [7]
and under an assumption of zero covariance
 Cov( , ) ,g a 02 =  [8]
we have
 var u Zg a ZBZ A G2 2 22
2
22
2( ) = +( ) = +( ) =var ' .k u uσ σ   
  [9]
From Equation [9], we can see that our genomic re-
lationship matrix G22 is a linear function of observed 
genomic relationship matrix ZBZc with an implicit 
weight (1 − k) and the expected pedigree relationship 
matrix A22 with a weight k. (Co)variance matrix of ad-
ditive genetic effects of nongenotyped animals in group 
1 (u1) and genotyped animals (u2) is
 var  ( ) var ,u
u
u
G=
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
=1
2
2σu  [10]
and inverse of matrix G (see Appendix A for deriva-
tion) is
 G
A A
A G A A
A
G A
−
− −
−
− −= + −
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
= +
−
⎡
1
11 12
21
22
1 22
22
1
1
22
1
22
1
0 0
0⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
. 
  [11]
Appending the vector of SNP effects g to u gives a 
vector h, which has a (co)variance matrix of order (n 
+ m) × (n + m):
 var( ) ,h
u
u
g
H=
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
=var
1
2
2σu  [12]
and inverse of matrix H (see Appendix A for deriva-
tion) is
 H
A A 0
A A A A Z
0 Z A B Z A
− − −
− −
= + −( ) −
− +
1
11 12
21 22 1
22
1 1
22
1
1
22
1 1 1
1k k
k k' ' 22
1−
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥Z
. [13]
Note that the inverse matrix H−1 requires k > 0. Re-
placing the inverse of pedigree relationship matrix in 
Henderson’s mixed model equations (MME) with H−1 
gives MME for all the effects of model [Eq. 1]:
 
X X X Z X W
Z X Z Z I Z W
W X W Z W W H
′ ′ ′
′ ′ ′
′ ′ ′
p
p p p p
p
+
+
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
−
δ
λ1
bˆ
p
h
X y
Z y
W y
ˆ
ˆ
,
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
=
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
′
′
′
p  [14]
where δ λ= =σ σ σ σe p e u
2 2 2 2 and .
Replacing H−1 in above Equation [14] with Equation 
[13] leads to:
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Computing Strategies for Solving the Equations
In the literature, several computing strategies have 
been developed for solving MME of single-step genomic 
models (Misztal et al., 2009; Legarra and Ducrocq, 
2012). Here we focus on solving MME [Eq. 16] and [Eq. 
17] of our single-step SNP model [Eq. 1].
Rearrange the u2 equation in [Eq. 16] so that only 
the conventional MME terms are kept on the left-hand 
side and all genomic terms are moved to the right-hand 
side (RHS):
 
W Xb W Z p A u W W A u
W y A Zg
2 2
21
1 2 2
22
2
2
1
22
1 1
′ ′ ′
′
ˆ ˆ ˆ ˆ
ˆ
+ + + +( )
= + +−
p
k
λ λ
λ λ −( ) −1 221 2k A uˆ .
 
Because
 a u Zg2 2= − , 
 
W Xb W Z p A u W W A u
W y A u a
2 2
21
1 2 2
22
2
2 22
1
2
1
′ ′ ′
′
ˆ ˆ ˆ ˆ
ˆ ˆ
+ + + +( )
= + −−
p
k
λ λ
λ 2( ).
 [18]
Because it is infeasible to obtain the inverse matrix A22
1−  
for a large population such as German Holsteins, with 
hundreds of thousands of genotyped animals, indirect 
ways such as iteration on data technique (Schaeffer and 
Kennedy, 1986) have to be applied for routine genomic 
evaluation. Following the idea of Legarra and Ducrocq 
(2012), the genomic contribution term
 A u a A u22
1
2
1
2 22
1
2
− −−( ) = =ˆ ˆ ˆ ˆ*k φ [19]
can be computed equivalently by solving the following 
equation:
 A u22 2ˆ ˆ .
*φ =  [20]
From Equation [18], we can see that RHS of conven-
tional MME needs to be corrected for the genomic 
contribution λφˆ.
Rearranging the terms of SNP effects in Equation 
[17] gives
 ˆ ˆ ˆ ˆ ˆg BZ A u Zg BZ A a BZ= −( ) = =− −1 221 2 1 221 2 1k k k′ ′ ′γ, [21]
where
 ˆ ˆ .γ = −A a22
1
2  [22]
Analogous to solving for ,ˆφ  γˆ can be obtained by 
solving
 A a22 2ˆ ˆ .γ =  [23]
      
X X X Z X W XW 0
Z X Z Z I Z W Z W 0
W X W Z W W A
′ ′ ′ ′
′ ′ ′ ′
′ ′ ′
p
p p p p p
p
1 2
1 2
1 1 1 1
11
+
+
δ
λ λ
λ λ λ
A 0
W X W Z A W W A A A Z
0 0 0
12
2 2
21
2 2
22 1
22
1 1
22
1
1
1′ ′ ′p k k+ + −( )( ) −
−
− −
k kλ λZ A B Z A Z
b
p
′ ′22
1 1 1
22
1− − −+( )
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
ˆ
ˆ
uˆ
u
g
X y
Z y
W y
W y
0
1
2
1
2ˆ
ˆ
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
=
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
′
′
′
′
p
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
,
       
[15]
where W1 of order nT × (n − ng) and W2 of order nT × ng are incidence matrices for additive genetic effects of 
the nongenotyped and genotyped animals, respectively. Above, Equation [15] can be rearranged into 2 sets that 
are solved iteratively:
  
       
X X X Z X W XW
Z X Z Z I Z W Z W
W X W Z W W A A
′ ′ ′ ′
′ ′ ′ ′
′ ′ ′
p
p p p p p
p
1 2
1 2
1 1 1 1
11
+
+
δ
λ λ 12
2 2
21
2 2
22 1
22
11W X W Z A W W A A′ ′ ′p kλ λ+ + −( )( )
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
− ⎥⎥
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
=
+ −
ˆ
ˆ
ˆ
ˆ ˆ
b
p
u
u
X y
Z y
W y
W y A Z
1
2
1
2
1
22
1
′
′
′
′
p
k λ g
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
,          [16]
 B Z A Z g Z A u− − −+( ) =1 1 221 1 221 2k k′ ′ˆ ˆ . [17]
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Equation [19] for φˆ and Equation [22] for γˆ represent 2 
extra major calculations for genomic contribution of 
the single-step SNP model [Eq. 1]. Numerical iterative 
procedures, such as Gauss-Jacobi algorithm (P. Van-
Raden, USDA Animal Improvement Programs Labora-
tory, Beltsville, MD; personal communication) or pre-
conditioned conjugate gradients (Strandén and Lidauer, 
1999), may be used for solving Equations [20] and [23] 
to get φˆ and γˆ. The computing algorithm by Aguilar et 
al. (2011a) can be used here to calculate A22φˆ or A22γˆ 
without storing or setting up matrix A22 explicitly.
For solving the conventional parts of MME in Equa-
tion [16], Gauss-Seidel algorithm or preconditioned 
conjugate gradient algorithm (Strandén and Lidauer, 
1999) may be used together with iteration on data tech-
nique (Schaeffer and Kennedy, 1986). For genotyped 
animals, the genomic contribution [Eq. 19] to the RHS 
of Equation [18] is calculated by solving Equation [20] 
in a second step. Additionally, SNP effects are esti-
mated with Equation [21] (see below for details), with 
γˆ obtained by iteratively solving Equation [23]. These 3 
steps are iterated until all effects in Equations [16] and 
[17] are converged. The convergence criterion was de-
fined as the sum of squared differences in the effect es-
timates between 2 consecutive rounds of iteration di-
vided by the sum of squares of the estimates from cur-
rent round of iteration.
Estimating SNP Effects with a Special Algorithm
In contrast to single-step genomic BLUP (SSGblup) 
models (Aguilar et al., 2010; Legarra and Ducrocq, 2012), 
our genomic model [Eq. 1] has an extra step of estimat-
ing SNP effects. This extra step enables us to actively 
control the information flow from genomic reference 
population to candidates. Genomic prediction can be 
improved, based on our experience with a multiple-step 
genomic model (Liu et al., 2011), if bulls are removed 
from the reference population that have less reliable, 
potentially biased, conventional EBV due to limited 
data from daughters. Second, (selectively) genotyped 
bull dams or elite cows with possibly preferential treat-
ments should be kept from the reference population as 
well. Third, genotyped animals with imputed genotypes 
from low-density chips may be treated as less accurate 
than reference animals genotyped with a standard chip. 
Last, one may wish to exclude genotyped non-Holstein 
animals in a Holstein reference population in a joint 
multi-breed genetic evaluation. For instance, a much 
smaller number of cows of the Jersey breed are jointly 
evaluated with predominantly Holstein cows for milk 
production traits in Germany (Liu et al., 2004), but we 
prefer excluding those genotyped Jersey bulls from the 
German Holstein genomic reference population for ge-
nomic prediction of Holstein animals. To decide which 
genotyped animals are allowed to contribute to SNP 
effect estimation, we introduce a filter matrix F to all 
ng genotyped animals:
 F = { }diag 1 0 0 1 1 1 0, , , , , , , ,  [24]
where diagonal element 1 or 0 means a genotyped ani-
mal defined as a reference animal or not, respectively. 
The F matrix can be inserted into the SNP effect esti-
mation Equation [21]:
 ˆ ˆ ,g BZ FA a= −1 22
1
2k
′  [25]
to allow additive genetic effects of only selected geno-
typed animals to be used in the conversion to SNP ef-
fect estimates. Alternatively, very small values for the 
F matrix may be assigned to animals with problematic 
phenotypes. Because all genotyped animals are included 
in A a22
1
2
− ˆ , the potential bias caused by genomic preselec-
tion found in a multistep genomic model (Patry and 
Ducrocq, 2011) should not exist in either the additive 
genetic effects uˆ2 and ˆ ,a2  or in the SNP effect estimates 
ˆ,g  despite the selection of some reference from geno-
typed animals.
Estimating SNP effects represents a so-called large p 
and small n computational issue, where more SNP ef-
fects are to be estimated using fewer reference animals. 
The RPG, ˆ ,a2  of reference animals need to be separated 
from uˆ2 to obtain SNP effect estimates, ˆ.g  To separate 
both components of ˆ ,u2  an iterative procedure is needed. 
For a given set of uˆ2 estimates of reference animals, the 
following relationships exist between 2 consecutive 
rounds (r) of iteration:
 Z g g u a u a a aˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ] [ ] [ ] [ ] [ ] [r r r r r r+ + +−( )= −( )− −( ) = −1 2 2 1 2 2 2 2 1],  
  [26]
 ˆ ˆ ˆ ˆ .[ ] [ ] [ ] [ ]a a Z g g2
1
2
1r r r r+ += − −( )  [27]
Equation [27] shows that, for a given set of ˆ ,u2  the RPG 
aˆ2 can be updated using the changes in SNP effect esti-
mates between the 2 rounds r + 1 and r. Iterating 
Equation [25] for SNP effects and Equation [27] for 
RPG, both effects can be estimated efficiently at a 
given set uˆ2 of reference animals, because the updating 
of RPG involves reading genotypes of reference animals 
only once. As Equation [25] estimates effects of all SNP 
markers simultaneously, the order of SNP markers no 
longer plays a role in convergence behavior, as observed 
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by Liu et al. (2011) with a SNP effect estimation algo-
rithm on a SNP-by-SNP basis.
A Multiple-Trait Single-Step SNP Model
In conventional genetic evaluations of German Hol-
steins, all trait groups have been evaluated with a 
multitrait model; for example, a multiple-trait model 
for 5 female fertility traits, or a multiple-trait model 
with a correlated maternal effect for 2 calving traits. To 
keep the optimal properties of the multiple-trait mod-
els (Aguilar et al., 2011b; Calus and Veerkamp, 2011; 
Christensen et al., 2012), the single-step SNP model 
[Eq. 1] needs to be extended to evaluate multiple traits 
simultaneously.
It is assumed that a total number of T traits (t = 
1, …, T) are correlated with a genetic (co)variance 
matrix:
 
sR sG
u
u
u
T
T
T
r r
r
symm
′ =
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎡σ 1
2
1
1
1
12 1
2σ
σ



 
.⎣
⎢
⎢
⎢
⎢
⎢
⎢⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥⎥
⎡
⎣⎢
⎤
⎦⎥
=
σ σ σ
σ σ σ σ σ
u u u
u u u T u u
T
T
r r
1 2
1 1 2 1
2
12 1


σ σ σ
σ
u T u u
u
r
symm
T
T
2 2
2
2
2

 
.
,
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
  
  [28]
where RG is a genetic correlation matrix, s is a vector 
of additive genetic standard deviations of the traits, σut  
is additive genetic standard deviation of trait t, and rt t ' 
is genetic correlation between traits t and t´.
If SNP effects are reordered by traits nested within 
SNP marker, then the (co)variance matrix of the SNP 
effects in Equation [5] has a block-diagonal matrix 
structure:
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where Bjj for SNP marker j (j = 1, …, m) is under the 
BLUP SNP model:
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The correlations of SNP effects between traits in Equa-
tion [30] are assumed to be equal to the genetic correla-
tions between traits on the genome level as in Equation 
[28]. This assumption can hold only if the same residu-
al polygenic variance parameter k is assumed for all the 
T traits in the multiple-trait BLUP SNP model [Eq. 5], 
which assumes equal SNP variances. If the residual 
polygenic variance parameter k could vary among the 
T traits, the correlations of SNP effects in [30] may not 
be equal to those in Equation [28], and the matrix Bjj 
may have a much more complex structure. In this case, 
the off-diagonal element of sB sjj ′ for a SNP marker j (j 
= 1, …, m) between traits t and tc may be approxi-
mated as
 sB sjj t t
t t
t t u u
k
m
k
m
r
t t
′ ′ ′{ } =
− −⎧
⎨
⎪⎪
⎩⎪⎪
⎫
⎬
⎪⎪
⎭⎪⎪, '
, '
.
1 1
σ σ  [31]
Based on the experience with German Holstein genomic 
evaluations (Liu et al., 2011), the assumption of equal 
k parameter for all subtraits in a multiple-trait model 
is realistic for most trait groups in routine genomic 
evaluations. Also, under the SSGblup model (Aguilar 
et al., 2011b), the same values used for weighting the 
observed genomic relationship matrix and expected 
pedigree relationship matrix are applied to all subtraits 
in a multi-trait genomic evaluation. In contrast to the 
BLUP SNP model [Eq. 5], Bayesian SNP models allow-
ing some SNP having no effects in some traits may have 
a much more complex structure of SNP effect correla-
tions among the traits than Equation [30].
Corresponding to the SNP effects ordered by traits 
within SNP marker, design matrix Z of the multi-trait 
model for n genotyped animals genotyped at m SNP 
markers is
 Z Z Z Z= [ ]1 2  m , [32]
where, for the jth SNP, the design matrix Zj with di-
mensions nT × T is
 Z Z Z Zj j ij nj′ ′ ′ ′= ⎡⎣⎢
⎤
⎦⎥1   , [33]
with a submatrix of Zij for animal i (i = 1, …, n) being
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where zij is genotype value of SNP j of animal i and J 
is a matrix of 1s of order T × T.
The RPG vector ˆa2 and corresponding γˆ have dimen-
sions of nT × 1 for the model with T traits; BZ′ in 
Equation [25] has dimensions of mT × nT. The diago-
nal filter matrix F in Equation [24] becomes a block-
diagonal matrix for the T correlated traits with the size 
of nT × nT. By extending Equation [25] to the multi-
variate model, SNP effects of T traits for all m SNP 
markers are estimated by
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In contrast to the SNP equations, the non-SNP equa-
tions of MME in Equation [16] can be straightforwardly 
extended to a multiple-trait model as in conventional 
evaluation.
Frequent Genomic Evaluation Without  
New Phenotypes Added
Unlike conventional genetic evaluation, genomic 
prediction is a more frequent process in dairy cattle; 
for example, once per week or month, as a result of 
continuous genotyping process. Most young candi-
dates are genotyped between 2 conventional genetic 
evaluations where no new phenotypes are available for 
genomic prediction of those young candidates during 
the time period. To provide timely genomic evaluation, 
such as just-in-time instant genomic prediction, simple 
formulas need to be developed to avoid running the 
whole genomic evaluation process. Compared with the 
SSGblup models, our single-step SNP model [1] pro-
vides estimates of SNP effects; therefore, DGV of the 
genotyped young candidates can be easily obtained by 
summing all SNP effects. The u2 equation in [16] for 
young candidates that do not have their own pheno-
types (y = 0, p = 0, b = 0, and W2 = 0) becomes
 A u A u A u A Zg21 1
22
2
1
22
1
2
1
22
11ˆ ˆ ˆ ˆ.+ + −( ) =− −k k  [36]
Equation [36] can be rearranged as
 A u A u A u A u Zg 021 1
22
2 22
1
2
1
22
1
2ˆ ˆ ˆ ˆ ˆ .+ − + −( )=− −k  [37]
Applying Equation [3], Equation [37] becomes
 A u A u A u a 021 1
22
2 22
1
2
1
2ˆ ˆ ˆ ˆ .+ − −( )=− k  [38]
For a candidate l with sire s and dam d, its diagonal in 
A22 is defined as 1 + dl, under the assumption that the 
candidate has no progeny of its own:
 d f fl s d= − +( )⎡⎣⎢ ⎤⎦⎥1 0 5 0 25. . , 
where fs and fd are inbreeding coefficients of the sire s 
and dam d, respectively. If a parent (e.g., dam) is un-
known, d fl s= −( )1 0 75 0 25. . ; if neither parent is known, 
dl = 1 (Mrode, 2005). Similarly, the candidate’s diago-
nal element in A22
1−  can be expressed in form 1+d
l
*. The 
term A u a22
1
2
1
2
− −( )ˆ ˆk  in Equation [37] contains diagonal 
elements for the candidate l as well as off-diagonal ele-
ments for all genotyped relatives of this candidate. For 
candidate l, the RPG effect is computed as follows:
 ˆ ˆ ˆ,a ul l= − z g′  [39]
where uˆl is additive genetic effect of candidate l, and z 
is a vector of genotypes of candidate l. After rearrang-
ing some terms and applying Equation [39], Equation 
[38] for the candidate l can be rewritten in scalar form:
 
1 1
2
11 1k l l l l l s d k ld d d u d u u d
a
+( )+ −( )⎡⎣⎢
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+
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 lo k o o
o
n
a u
o
22 1
1
0ˆ ˆ ,−( ) =
=
∑
  
  [40]
where uˆs  and uˆd are additive genetic effects of the sire s 
and dam d, respectively, no is number of genotyped 
relatives of candidate l including its parents, uˆo and aˆo 
are additive genetic and RPG effects of relative o, and 
alo
22 is an off-diagonal element between candidate l and 
its relative o in A22
1− . The last summation term of Equa-
tion [40] describes contributions of genotyped relatives 
to the candidate l, which correspond to the row of can-
didate l in the inverse relationship matrix A22
1− . Geno-
typed animals that are not related to the candidate l 
are assumed here to make no contribution to uˆl  of the 
candidate as result of their off-diagonal elements with 
the candidate in A22
1− . From Equation [40], the additive 
genetic effect of the genotyped candidate l can be de-
rived as
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where
 A
k
d B d dl l l= +( ) = −1 1 * *. and  
Equation [41] shows that the additive genetic effect 
of candidate l uˆl( ) is a linear function of its DGV z g′ˆ ,( )  
parental average 12 (ˆ ˆ ) ,u us d+
⎡
⎣⎢
⎤
⎦⎥  and a correction term 
ˆ ˆu ao k o−( )1  for each of its genotyped relatives weighted 
by its off-diagonal element in A22
1−  with the relative o 
alo
22( ). The third correction term in Equation [41] de-
pends on the number of genotyped relatives and the 
off-diagonal elements alo
22 between the candidate l and 
relative in A22
1− . Because uˆo and 1k oaˆ  have equal expected 
variance, ˆ ˆ ,u ao k o−
1  and thus the third term should not 
have large variance.
If all animals that are related to the candidate l are 
genotyped, including, for example, both parents and 
grandparents, then Equation [41] can be simplified as a 
result of d dl l=
* :
 ˆ ˆ ˆ ˆ ,u
d
d
a al
l
l
s d= + +
+( )z g′
1
1
2
 [42]
where aˆs or aˆd represent RPG of the sire s and dam d, 
respectively. If not all relatives are genotyped but both 
parents have genotypes available, then Equation [42] 
will be an approximation of Equation [41] because the 
third correction term in Equation [41] will not disap-
pear; in this scenario, d dl l>
* and B > 0. If dam d is not 
genotyped but is known in pedigree, then again B > 0 
due to d dl l>
*.
DISCUSSION
The Single-Step SNP Model
We proposed here an alternative single-step genomic 
model that directly estimates SNP effects and avoids 
explicitly defining the genomic relationship matrix G22 
in contrast to the current single-step genomic model 
SSGblup (Aguilar et al., 2010; Christensen and Lund, 
2010; Gao et al., 2012; Koivula et al., 2012; Su et al., 
2012; Ødegård et al., 2013). We derived a simple and 
closed form of H−1 for additive genetic effects of non-
genotyped animals, genotyped animals, and SNP ef-
fects jointly. Because of the direct fitting of SNP effects 
in our single-step model [Eq. 1], there is no need to set 
up the genomic relationship matrix G22 and obtaining 
its inverse G22
1− , which we think is particularly impor-
tant for national genomic evaluations involving hun-
dreds of thousands of genotyped animals. However, the 
theoretical problem related to the definition of allele 
frequency from base or current populations identified in 
the GBLUP model (VanRaden, 2008) also exists here. 
Our single-step genomic model weights the observed 
genomic relationship and expected pedigree relation-
ship implicitly using the parameter k, thus an extra 
step is not needed to weight both matrices, as in the 
single-step GBLUP models (Aguilar et al., 2010; Forni 
et al., 2011). Like all other single-step genomic models, 
our model requires calculating the matrix-vector prod-
ucts ˆ ˆ*φ = −A u22
1
2 and ˆ ˆ ,γ =
−A a22
1
2  for which we successfully 
implemented the preconditioned conjugate gradients 
algorithm for German Holsteins that avoided not only 
inverting the matrix A22 but also storing the matrix 
A22 itself of all genotyped animals (Aguilar et al., 
2011a). Consequently, our single-step model [Eq. 1] 
does not require storing or inverting either the pedigree 
relationship matrix A22 or the genomic relationship 
matrix G. Therefore, our model [Eq. 1] is suited per-
fectly to the iteration on data technique (Schaeffer and 
Kennedy, 1986) and thus feasible for populations of any 
size without a limit on the number of genotyped ani-
mals.
Our single-step genomic model [Eq. 1] allows flex-
ible modeling of SNP effects in terms of the number 
and (co)variance structure of fitted SNP markers. If all 
SNP markers are assumed to contribute equal genetic 
variance, a BLUP SNP model (Liu et al., 2011) is fitted 
with (co)variance matrix B as shown in Equation [5]. A 
Bayesian model (Habier et al., 2011; Erbe et al., 2012) 
could be used to model the SNP effects but only if the 
individual SNP variances were known and stored in the 
diagonal matrix B. Our model also permits correlated 
SNP effects (Szyda et al., 2009). However, the number 
of correlated SNP must not be too high so that the ma-
trix B can no longer be inverted in computer random 
access memory (RAM). Based on our model [Eq. 1], 
Goddard and Liu developed a one-step Bayesian model 
for genomic prediction (unpublished data). Because the 
matrix B and its inverse B−1 under the BLUP SNP or 
the Bayes SNP models have a very simple structure, in 
contrast to the genomic relationship matrix G22 of the 
SSGblup model, more efficient computing strategies 
can be developed by exploiting the structure of matrix 
B.
A distinct feature of our single-step SNP model [Eq. 
1] is that the total genetic variance explained by all 
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fitted SNP markers can be flexibly modeled using the 
parameter k, defined as the proportion of genetic vari-
ance not explained by all the fitted SNP markers. The 
parameter k can take any value between 0 and 1. If k 
is very small (e.g., k = 0.0001), the model [1] provides 
almost equivalent GEBV as a genomic model without 
a residual polygenic effect (see Appendix B for our 
single-step SNP model without RPG). Similarly, k = 
0.9999 would make our model [1] almost equivalent to 
a conventional genetic evaluation model without SNP 
marker effects. The RPG is important to reduce infla-
tion of genomic prediction in practice. Parameter k has 
mostly been estimated indirectly by performing genom-
ic validation (Liu et al., 2011). Statistical methods are 
needed for optimally estimating parameter k. In most 
applications of the SSGblup model, the final genomic 
relationship matrix is typically calculated as a weighted 
average of the expected pedigree relationship matrix 
A22 and the observed genomic relationship matrix 
weighted by proportions of explained genetic variance 
(Christensen and Lund, 2010; Forni et al., 2011). Our 
single-step SNP model [Eq. 1] implicitly weighs both 
matrices using their associated proportions of genetic 
variance [Eq. 9]. This shows the analogy between our 
SNP model and the SSGblup model in handling the 
observed genomic and expected pedigree relationships.
Our single-step SNP model [Eq. 1] gives identical 
equations for additive genetic effects of genotyped and 
nongenotyped animals as the model by Gengler et al. 
(2012), although they derived their equations using a 
completely different approach via Quaas-Pollack trans-
formation. In both models, a residual polygenic effect 
has been considered. If no RPG is assumed (Appendix 
B), then our model [1] provides identical equations 
for additive genetic effects as the SSGblup model by 
Legarra and Ducrocq (2012). However, one can see in 
Appendix B that both single-step models differ in the 
calculation of genomic contribution terms and SNP ef-
fect estimation.
SNP Effect Estimation
We developed a new algorithm to estimate SNP ef-
fects by converting estimated additive genetic effects 
[Eq. 17]. By exploring the relationship of DGV and 
RPG between 2 consecutive rounds of iteration [Eq. 
26], we developed an efficient procedure for updating 
RPG. This updating procedure resembles the Gauss-
Seidel solving algorithm with a special residual update 
by Legarra and Misztal (2008). Our special updating 
algorithm can reduce computing operations and thus 
make the computing time increase approximately lin-
early with the number of genotyped animals. We were 
concerned that a very small value of the proportion of 
residual polygenic variance (k) might lead to poorer 
convergence. According to experience with our current 
BLUP SNP model including a residual polygenic effect 
(Liu et al., 2011), k values actually ranged from 0.0001 
to 0.5 between traits in routine or test evaluations, and 
no difference in convergence criteria has been observed 
among traits with different k values.
In contrast to the SSGblup model, our single-step 
SNP model actively controls the information flow from 
genomic reference population to candidates by allow-
ing only selected reference animals to contribute to the 
conversion of additive genetic to SNP effects [Eq. 25]. 
The filter matrix F excludes some genotyped animals; 
for example, bull dams with potentially biased addi-
tive genetic effects or bulls with very limited daughter 
information from the genomic reference population, so 
that the estimated SNP effects will not be influenced 
by those problematic genotyped animals. In routine 
genomic evaluations of German Holsteins this type of 
selection of reference animals has been proven to be 
extremely important to guarantee unbiased genomic 
prediction (unpublished data). The extra step of es-
timating SNP effects in our single-step SNP model, 
in contrast to SSGblup model, makes the selection of 
reference animals possible. However, it is important to 
note that the selection of reference animals in SNP ef-
fect estimation will not lead to biased GEBV as the 
case of genomic preselection (Patry and Ducrocq, 2011), 
because all genotyped animals, including culled candi-
dates, are considered in Equation [16] even though only 
some of them are qualified to be included in genomic 
reference population.
In a multi-step genomic model such as Liu et al. 
(2011), the SNP effects are estimated using deregressed 
EBV after conventional genetic evaluation. In contrast, 
SNP effect estimation of our single-step SNP model 
directly converts estimates of additive genetic effects 
to SNP effects [Eq. 25]. The intermediate step of der-
egressing EBV is no longer required in the single-step 
SNP model, at least for bulls included in national con-
ventional evaluations. Therefore, extreme DRP values 
for bulls or cows with very little phenotypic data should 
become less problematic in SNP effect estimation or 
genomic evaluation.
An Extension to Multiple Traits
Our single-step SNP model [Eq. 1] can be readily 
extended to analyze multiple traits jointly. The exten-
sion for additive genetic effects in Equation [16] can 
be done in the same way as in conventional genetic 
evaluation. For SNP effect estimation [Eq. 25], the SNP 
(co)variance matrix B becomes block-diagonal instead 
of diagonal. Because of the simple structure of block-
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diagonal B matrix, multiple-trait SNP effects can also 
be estimated efficiently.
Correlations of the same SNP marker between traits 
on an SNP level [Eq. 30] are assumed to be equal to the 
correlations of additive genetic effects on the genome 
level [Eq. 28]. Ideally, estimated correlations of traits 
on the SNP level could be used here. However, it is 
extremely difficult to accurately estimate those correla-
tions between traits on the SNP level due to a large 
number of autocorrelated SNP markers. For a BLUP 
SNP model (Liu et al., 2011), the assumption of equal 
trait correlations on both the SNP and genome levels 
can be easily satisfied, if equal proportion of residual 
polygenic variance k is assumed across all the correlat-
ed traits. However, for Bayesian SNP models assuming 
heterogeneous SNP variances for the different traits, 
it is no longer straightforward to derive correlations of 
traits on the SNP level from those on the genome level. 
This makes the extension to multiple traits more dif-
ficult for the Bayesian than for the BLUP SNP models.
In SSGblup model applications, the observed ge-
nomic relationship matrix is usually combined with 
the expected pedigree relationship matrix to reduce 
inflation of genomic prediction; the resulting weighted 
genomic relationship matrix is then applied to all traits 
in a multiple-trait genomic evaluation (Aguilar et al., 
2011b; Christensen et al., 2012). In this case, the SS-
Gblup model makes an implicit assumption of equal 
weights across all the correlated traits. Likewise, our 
single-step SNP model with multiple correlated traits 
applies the same parameter k for the proportion of re-
sidual polygenic variance to all the traits under a BLUP 
SNP model like that of Liu et al. (2011). This assump-
tion of equal proportion of residual polygenic variance 
across all correlated traits in a multi-trait evaluation 
has been proven to be realistic for most trait groups 
in dairy cattle, such as milk production traits, female 
fertility traits, calving traits, and so on. However, this 
assumption will become less realistic for conformation 
traits covering a wider range of variation in the propor-
tion of residual polygenic variance. Technical solutions 
need to be developed to get around this assumption.
Computing Strategies
Equations of our single-step SNP model [Eq. 1] con-
sist of conventional and pure genomic parts. Besides 
the additional step of SNP effect estimation [Eq. 25], 
we can see from Equation [18] that only the RHS of 
genotyped animals needs to be adjusted for the ge-
nomic contribution compared with MME of conven-
tional evaluations. The calculation of the genomic con-
tribution involves 2 multiplications, ˆ ˆ*φ = −A u22
1
2 and 
ˆ ˆ ,γ = −A a22
1
2  for which numerical computing algorithms 
such as preconditioned conjugate gradients can be im-
plemented. Computing strategies for solving the con-
ventional part of MME [Eq. 16] can be implemented, 
such as iteration on data technique (Schaeffer and Ken-
nedy, 1986) or preconditioned conjugate gradient algo-
rithm (Strandén and Lidauer, 1999). For the SNP effect 
estimation [Eq. 25], the genotype file needs to be read 
only once per round of iteration [Eq. 26] plus the extra 
calculation ˆ ˆ .γ = −A a22
1
2  The single-step SNP model al-
lows us to take advantage of the simple structure of 
diagonal or block-diagonal matrix B to make the SNP 
effect estimation efficient.
It is a computational challenge to get all the effects 
of the single-step SNP model [1] properly converged 
and accurately estimated, because we have to estimate 
not only all the effects included in a conventional ge-
netic evaluation; for example, a random regression test-
day model for milk yield (Liu et al., 2004), but also the 
SNP marker effects such as those in a multi-step BLUP 
SNP model (VanRaden, 2008; Liu et al., 2011; Lund et 
al., 2011). Combining the conventional and genomic 
evaluations into a single evaluation system requires 
special computing strategies to guarantee convergence 
of the whole equation system and to achieve a reason-
able accuracy of the estimated effects within the al-
lowed time frame in routine genetic evaluation. For 
example, the German Holstein population includes ap-
proximately 20 million cows having test-day data and 
more than 100,000 genotyped animals. Although the 2 
components, conventional and genomic evaluations, 
have been proven to be converged fairly well in routine 
conventional evaluations or genomic evaluations with a 
multi-step genomic model, the combined equation sys-
tem [Eq. 15] of the single-step SNP model might have a 
slower rate of convergence rate than either of its com-
ponents, because these 2 subsets of equations, Equation 
[16] for the non-SNP effects and Equation [17] for SNP 
effects, are related. The separation of these 2 subsets of 
equations allows us to flexibly apply different intensity 
of iteration on the effects in the 2 subsets of equations. 
For example, we may perform many rounds of iteration 
on Equation [16] at the beginning of estimation process 
with priors of SNP effects to achieve a reasonable ac-
curacy for all effects in Equation [16] before estimating 
the SNP effects with Equation [17]. However, the block 
iterative solving of Equations [16] and [17] may need 
more computations than solving Equation [15] as a 
whole, because the complete equation system [Eq. 15] 
may be more tolerant to inaccurate interim solutions of 
the model effects than the 2 separate sets of equations. 
In contrast to Equation [16], all the genomic parts are 
moved to the RHS of Equation [18], making the left-
hand side of Equation [18] identical as that of conven-
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tional genetic evaluation. This rearrangement of the 
model terms allows us to use existing, usually complex, 
computing software from conventional genetic evalua-
tion for implementing the single-step genomic model. 
However, the rearranged Equation [18] may require 
more rounds of iteration to achieve convergence than 
the original Equation [16]. Compared with the model 
by Legarra and Ducrocq (2012), our single-step model 
[Eq. 1] estimates SNP effects by converting additive 
genetic effects u2 with matrix A22
1−  (Equation [21]), 
whereas their model estimates SNP effects using the 
inverse of genomic relationship matrix G22
1−  (Equation 
[B8] in Appendix B). Although these 2 models are 
shown to be equivalent for estimating the SNP effects 
(see Appendix B), our model explicitly divides the ad-
ditive genetic effects u2 into SNP marker effects g and 
RPG a2 by assuming the proportion (k) of residual 
polygenic variance in the total additive genetic vari-
ance. An analogy can be found in their single-step 
GBLUP model in weighting the observed genomic rela-
tionship with pedigree relationship matrix A22. The 
convergence rate of our single-step SNP model [1] needs 
to be compared with the single-step GBLUP model by 
Legarra and Ducrocq (2012). Although we have not 
found any effect of different k values on convergence 
criteria in our current multi-step genomic model (Liu et 
al., 2011), it is important to investigate the influence of 
the parameter k on the rate of convergence and the 
tolerance of parameter k on interim solutions in our 
single-step SNP model [Eq. 1]. The SNP effects g ap-
pear on both sides of Equation [21]; therefore, iteration 
between Equations [26] and [27] is needed to properly 
separate u2 into SNP effects g and residual polygenic 
effects a2. In fact, this special estimation procedure 
worked efficiently in a multi-step BLUP SNP model for 
German Holsteins (Liu et al., 2011).
In summary, jointly estimating all the effects of our 
single-step SNP model [Eq. 1] is a challenging and 
difficult computational task for routine evaluations in 
Holsteins with hundreds of thousands of genotyped ani-
mals and tens of millions of cows with phenotypes. The 
original complete set of Equation [15] has been modi-
fied considerably to make use of existing software for 
current conventional evaluations and to allow flexible 
iteration on the 2 subsets of equations. Further research 
is required to investigate the effects of different values 
of parameter k and levels of trait heritability on con-
vergence behavior of the single-step SNP model. Past 
implementation experience from conventional genetic 
and multi-step genomic evaluations can be learned to 
make the single-step SNP model work correctly and 
efficiently for routine evaluations with very large data 
sets of phenotypes and genotypes.
Frequent Genomic Prediction
Because of continuous genotyping of candidates in 
Holstein breeding programs, breeders want to know 
results of genomic evaluation as soon as genotypes have 
been made available for an immediate culling decision. 
Therefore, we developed simple formulas [Eq. 41 and 
42] for an instant, “just-in-time” genomic evaluation 
without running the whole process of genomic evalu-
ation. These simple formulas for genomic prediction 
work correctly only when no new phenotypes are added 
after a complete genetic evaluation. Under such condi-
tions, SNP effect estimates from the previous genomic 
evaluation can be used as well as GEBV of genotyped 
and EBV of nongenotyped animals from the previous 
evaluation. The prediction formula [41] is only valid for 
genotyped candidates without their own phenotypes, 
and it can also be used to explain relative contribu-
tions of 3 components for GEBV of the candidates: own 
genotype, parental contribution, and genomic contri-
bution of other genotyped relatives. Because genomic 
prediction can be quickly made available for genotyped 
candidates using the above formulas, breeding organi-
zations or dairy cattle breeders can make selection deci-
sion immediately and reduce costs of genomic selection.
Effect of Genomic Preselection
The most important superiority of single-step mod-
els over the current multi-step genomic models is that 
conventional genetic evaluation and following genomic 
prediction will not be biased in the presence of genomic 
preselection (Patry and Ducrocq, 2011). Like the SSG-
blup model (Aguilar et al., 2010), our single-step SNP 
model considers all genotyped animals, including culled 
animals. The influence of a culled candidate on its par-
ents can be seen in Equation [40]. As shown in Equation 
[25], only selected animals are allowed to contribute the 
SNP effect estimation to reduce the problem of less 
accurate or biased GEBV of certain groups of animals 
on the SNP effect estimates. But the selection of the 
genomic reference animals in the conversion of GEBV 
to SNP effects should not lead to biased genomic pre-
diction as the case of the multi-step genomic model in 
presence of genomic preselection.
Implementation Issues
Implementing the single-step SNP model [Eq. 1] re-
quires many technical steps; in particular, for example, 
in German Holsteins with an across-country genomic 
reference population (Lund et al., 2011). Because the 
majority of EuroGenomics across-country reference 
bulls do not have daughters in Germany, MACE EBV 
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of those foreign bulls must be deregressed as pheno-
types of the genomic evaluation (Liu, 2011). Animals 
contributing phenotypic data for the single-step genom-
ic evaluation of, for example, milk production traits, 
are domestic cows with test-day records (Liu et al., 
2004) and foreign bulls with MACE deregressed EBV. 
Because MACE evaluation is based on a single-trait 
model (e.g., milk yield of combined first 3 lactations 
on 305-d basis), a difference exists in trait definitions 
between foreign bulls and domestic cows with test-day 
yields evaluated with 3 Legendre polynomial coeffi-
cients in each of first 3 lactations (Liu et al., 2004). 
The 2 definitions of the same trait need to be converted 
within the single-step genomic model.
In the current genomic evaluation for German Hol-
steins (Liu et al., 2011) based on a multi-step genomic 
model, EBV of dam are not directly used in the cal-
culation of pedigree index for candidates for fear of 
overestimating EBV of elite cows or dams of bulls. In-
stead, only EBV of bulls are used in the pedigree index 
calculation. This strategy has been proven effective in 
German Holsteins to remove the effect of overestimated 
bull dams, particularly for milk production traits 
(unpublished data). In order for the single-step SNP 
model [Eq. 1] to avoid bias from overestimated cow 
EBV, dams of candidates with phenotypes may need to 
receive special adjustments for possible overestimation 
of EBV. By doing so, the overestimation problem of 
elite cows will not be passed to the next-generation 
candidates.
Reliabilities of GEBV of the single-step SNP model 
[Eq. 1] have to be approximated, possibly following a 
procedure similar to that in a conventional evaluation 
using a random regression test-day model (Liu et al., 
2004). Pure genomic contribution may be treated as a 
new source of information, besides the contribution by 
own data and parental and progeny contributions, as 
described in a multi-trait effective daughter contribu-
tion method (Liu et al., 2004). However, calculating the 
pure genomic contribution, which should be indepen-
dent of the other 3 sources of information, is techni-
cally very challenging, because this involves the inverse 
of G A22
1
22
1− −− . For the Holstein breed with an across-
country genomic reference population, the number of 
genotyped animals is too large to invert the matrices or 
even to set up the matrices in computer memory. Ap-
proximation of the inverse of G A22
1
22
1− −−  has to be done 
instead. Possible overestimation of genomic reliability 
by using the approximated inverse may be adjusted via 
a genomic validation study. Research is needed to de-
velop statistical methods for unbiased reliabilities for 
the single-step SNP model [Eq. 1].
CONCLUSIONS
We developed a single-step genomic model that al-
lows direct estimation of SNP effects. The single-step 
SNP model does not require setting up either the ob-
served genomic or the expected pedigree relationship 
matrix or inverting those matrices for genotyped ani-
mals, which makes the model applicable for any number 
of genotyped animals. For computing genomic contri-
butions i.e.,  or A u A a22
1
2 22
1
2
− −( )ˆ ˆ ,*  we successfully imple-
mented and validated the preconditioned conjugate 
gradients algorithm in German Holsteins. The SNP ef-
fects can be estimated using a special algorithm that 
separates SNP effects efficiently from residual poly-
genic effects. Additionally, we extended our single-step 
SNP model to general multiple-trait evaluations. Be-
cause of the block-diagonal (co)variance matrix B for 
multivariate SNP effects, SNP effect estimation is 
straightforward for the multi-trait single-step SNP 
model. For frequent interim genomic evaluations with-
out new phenotypes added, we derived simple predic-
tion formulas for GEBV of candidates without running 
the whole genomic evaluation process. Several aspects 
related to the implementation of the model were dis-
cussed: effect of genomic preselection, adjusting overes-
timated EBV of elite cows or bull dams, genomic evalu-
ation using an across-country reference population and 
international phenotypes, and reliability approximation 
for the single-step SNP model.
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APPENDIX A: DERIVATION OF THE INVERSE 
MATRICES OF G AND H
We show here derivations of the inverse of matrices 
G and H, which are given in Equations [11] and [13], 
respectively. To derive the inverse matrices, we need to 
express additive genetic effects of nongenotyped ani-
mals (u1) in terms of those of genotyped animals (u2):
 u1 = Tu2 + d,  [A1]
where T A A= −12 22
1 is a transmission matrix connecting 
genotyped to nongenotyped animals, and d is a vector 
of deviation effects with a (co)variance matrix
 var( ) .d D= σu
2  [A2]
Further, it is assumed that the deviation effects d of 
the nongenotyped animals have a zero covariance with 
u2 of the genotyped animals, cov(u2, d) = 0. It can be 
shown that
 D−1 = A11.  [A3]
We give a proof of Equation [A3] at the end of this 
Appendix A. The transmission matrix T may be ex-
tremely large. However, we introduce the transmission 
matrix T only for the purpose of deriving the inverse 
matrices of G and H, which no longer contain T.
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(Co)variance matrix of additive genetic effects of 
both groups of animals (Equation [10]) is by applying 
[A1]:
 var
u
u
G
TG T D TG
G T G
1
2
2 22 22
22 22
2⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
= =
+⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥σ σu u
′
′
, [A4]
and inverse of matrix G can be obtained algebraically:
 G
D D T
T D G T D T
−
− −
− − −
=
−
− +
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
1
1 1
1
22
1 1' '
 [A5]
 =
+ −
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥− −
A A
A G A A
11 12
21
22
1 22
22
1
. [A6]
Equation [A6] for G−1 is equal to H−1 by Aguilar et al. 
(2010) and ( )Gw
−1 by Christensen and Lund (2010). 
Below we show our proof that multiplying G in [A4] 
with its inverse G−1 in Equation [A5] gives an identity 
matrix:
 
GG
TG T D TG
G T G
D D T
T D G T D
−
− −
− − −
=
+⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
−
− +
1 22 22
22 22
1 1
1
22
1 1
′
′ ′ ′ T
P P
P P
I 0
0 I
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
=
⎡
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⎤
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⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
11 12
21 22
,
  
  [A7]
 
P TG T D D TG T D
TG T D I TG T D I
11 22
1
22
1
22
1
22
1
= + −
= + − =
− −
− −
( )
,
′ ′
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P TG T D D T TG G T D T
TG T D T T T TG
12 22
1
22 22
1 1
22
1
2
= − + + +
= − − + +
− − −
−
( ) ( )′ ′
′ 2
1T D T 0′ − = ,
 
 P G T D G T D 021 22
1
22
1= − =− −′ ′ , 
 
P G T D T G G T D T
I G T D T G T D T I
22 22
1
22 22
1 1
22
1
22
1
= − + +
= − + =
− − −
− −
′ ′
′
( )
' .
 
To prove the equality of Equations [A5] and [A6] for 
G−1, we need some matrix inversion rules (Harville, 
1997) for the partitioned relationship matrix:
 
A A
A A
A A
A A
11 12
21 22
1 11 12
21 22
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ =
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
−
. [A8]
According to the rules in Harville (1997; pages 98–101), 
the following relationships exist:
 A A A A21 22
1
21
11= − −  and [A9]
 A A A A A22 22
1 21
12= −
− −
22
1. [A10]
Replacing A21 in Equation [A10] using Equation [A9] 
results in
 A A A A A A A22 22
1
21
11
12− =
− − −
22
1
22
1. [A11]
The off-diagonal elements of G−1 in Equation [A5] are 
thus
 − = − =− −T D A A A A′ 1 22
1
21
11 21  and [A12]
 − = − = −− =− −D T T D A A1 1 21 12( )' ( ) .′ ′  [A13]
Applying Equation [A11], the term T D T′ −1  of the 
second diagonal element of G−1 in Equation [A5] is
 T D T A A A A A A A′ − − − −= = −1 21
11
12
22
22
1
22
1
22
1 . [A14]
The equality of Equations [A5] and [A6] for G−1 has 
thus been proven.
In contrast to the single-step GBLUP models (Agui-
lar et al., 2010; Christensen and Lund, 2010; Legarra 
and Ducrocq, 2012), our single-step genomic model 
adds a vector of SNP effects g to u, forming the vector 
h that has a (co)variance matrix (Equation [12])
 var
u
u
g
H
TG T D TG TZB
G T G ZB
BZ T BZ
1
2
2
22 22
22 22
⎡
⎣
⎢
⎢
⎢
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⎤
⎦
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⎥
= =
+
σu
′
′
′ ′ ′ B
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
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σu
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  [A15]
and inverse of matrix H
 H
D D T 0
T D A T D T A Z
0 Z A B
−
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−
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. [A17]
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Equality of Equations [A16] and [A17] can be seen from 
the above verification showing Equation [A5] is equal 
to Equation [A6]. To prove Equation [A16] for H−1, we 
give here our verification demonstrating that multiply-
ing Equation [A15] for H with Equation [A16] for H−1 
gives an identity matrix:
 HH
Q Q Q
Q Q Q
Q Q Q
I 0 0
0 I 0
0 0 I
− =
⎡
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⎤
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⎢1
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21 22 23
31 32 33
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
. [A18]
For proving the diagonal elements Qii = I and off-diag-
onal elements Qii = 0, we repeatedly use the formula 
given in Equation [9]:
 G ZBZ A22 22= +′ k . [A19]
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To prove Equation [A3], we make use of Equation [A1], showing that the additive genetic effects of nongenotyped 
animals (u1) is expressed in terms of the additive genetic effects of genotyped animals (u2) and a deviation (d). 
Because group 1 animals are not genotyped, our knowledge of the transmission of genes from group 2 to group 1 
is based only on pedigree. Therefore, Equation [A1] would be the same if no animals were genotyped. The trans-
mission matrix T is simply the regression coefficients based on the pedigree; that is, T A A= −12 22
1. Thus, the 
complete pedigree matrix A can be written as
 var
u
u
A
TA T D TA
A T A
1
2
2 22 22
22 22
2⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
= =
+⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥σu u
′
′
σ . [A29]
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The inverse of this matrix A is
                                             A
D D T
T D A T D T
−
− −
− − −
=
−
− +
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
1
1 1
1
22
1 1′ ′
,                                                   [A30]
which can be verified by multiplying A by A−1 and getting I, as shown in [A7] for matrix G. Therefore, the 
submatrix of A−1 corresponding to group 1 animals (i.e., A11) is D−1, proving Equation [A3] D−1 = A11.
The above formulas and equations were derived by M. E. Goddard and proved by Z. Liu.
APPENDIX B: COMPARISON WITH A SINGLE-STEP GBLUP MODEL
A Single-Step SNP Model Without a Residual Polygenic Effect
Under an assumption that fitted SNP markers can explain all genetic variation of a trait, Equation [3] is 
simplified to
                                                                     u2 = Zg.                                                            [B1]
A complete set of MME for the single-step model without an RPG effect becomes
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Equation [B2] can be divided into 2 sets of equations that are solved iteratively:
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 and                    [B3]
                                               
Z W W Z Z A A Z B g
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21
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                                          [B4]
It can be proven that MME of our single-step SNP model without an RPG are identical to those by Legarra 
and Ducrocq (2012), when the nongenetic random effect p of our single-step SNP model [Eq. 1] is ignored in the 
comparison of MME of both models.
Comparison with the Single-Step GBLUP Model by Legarra and Ducrocq (2012)
Because the terms for conventional parts in MME are identical between their SSGblup model (Legarra and 
Ducrocq, 2012) and our single-step SNP model with a RPG effect [Eq. 1], we compare only the genomic terms in 
both models. In Legarra and Ducrocq’s model a genomic contribution to RHS of MME is defined as
                                                  α γu u u uˆ ˆ ˆ ˆ ,φ α α α− = −
− −A u G u22
1
2
1
2                                                    [B5]
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and SNP effects are estimated (Strandén and Garrick, 
2009):
 ˆ ˆ .g DZ G u= −′ 1 2  [B6]
Equations [B5] and [B6] can be rewritten using the 
terms of our single-step SNP model:
 λφ λ λ λˆ ˆ ˆ ˆ ,− = −− −γ A u G u22
1
2 22
1
2  [B7]
 ˆ ˆ .g BZ G u= −′ 22
1
2  [B8]
The corresponding terms of our single-step SNP model 
[Eq. 1] are Equations [B9] and [B10], respectively:
 λ λA u A a22
1
2
1
22
1
2
− −−ˆ ˆk  and [B9]
 ˆ ˆ .g BZ A a= −1 22
1
2k ′  [B10]
To prove that Equations [B9] and [B10] of our single-
step SNP model are equal to Equations [B7] and [B8], 
respectively, of the single-step GBLUP model by Le-
garra and Ducrocq (2012), we need the following (co)
variances:
 var ,a A2 22
2( ) = k uσ  [B11]
 var ,u G2 22
2( ) = σu  [B12]
 cov , cov , var .a u a Zg a a A2 2 2 2 2 22
2( ) = +( ) = ( ) = k uσ   
  [B13]
The RPG a2 can be estimated from uˆ2 with
 ˆ cov , var ˆ ˆ .a a u u u A G u2 2 2 2
1
2 22 22
1
2= ( ) ( )⎡⎣⎢ ⎤⎦⎥ =
− −k  [B14]
Multiplying both sides of Equation [B14] with 1 22
1
k A
−  
gives
 1 22
1
2 22
1
2k A a G u
− −=ˆ ˆ . [B15]
From Equation [B15], we can see that the 2 single-step 
models have equivalent formulas for calculating the 
genomic contributions [B7] and [B9] and for estimating 
SNP effects [B8] and [B10].
Although in theory the 2 models are equivalent, the 
computing algorithms are different. It can be clearly 
seen that the formulas for the genomic contribution to 
RHS of MME differ between the 2 models, [B9] versus 
[B7]. For SNP effect estimation, our single-step SNP 
model [1] uses 1 22
1
2k A a
− ˆ  instead of G u22
1
2
− ˆ , which can be 
seen in comparing [B10] and [B8].
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