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Boundary null-controllability of two coupled parabolic equations :
simultaneous condensation of eigenvalues and eigenfunctions
El hadji Samb ∗
Abstract
Let the matrix operator L = D∂xx + q(x)A0, with D = diag(1, ν), ν 6= 1, q ∈ L∞(0, pi), and A0 is
a Jordan block of order 1. We analyze the boundary null controllability for system yt − Ly = 0. When√
ν /∈ Q∗+ and q(x) = 1, x ∈ (0, pi) for instance, there exists a family of root vectors of (L∗, D(L∗))
forming a Riesz basis, moreover in [2] the authors show the existence of a minimal time of control
depending on condensation of eigenvalues of (L∗, D(L∗)). But there exists q ∈ L∞(0, pi) such that the
family of eigenfunctions of (L∗, D(L∗)) is complete but it is not a Riesz basis. In this framework new
phenomena arise : simultaneous condensation of eigenvalues and eigenfunctions. We prove the existence
of a minimal time T0 ∈ [0,∞] depending on the condensation of eigenvalues and associated eigenfunctions
of (L∗, D(L∗)), such that the corresponding system is null controllable at any time T > T0 and is not if
T < T0.
key words Boundary null controllability; parabolic systems; minimal time; condensation of eigenvalues
and eigenfunctions.
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1 Introduction and main results
Let us fix T > 0 and consider the following control problem :
yt + Ly = 0 in QT := (0, π)× (0, T ),
y(0, ·) = Bu, y(π, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, π),
(1.1)
where
L = −D∂xx + q(x)A0, D = diag(1, ν) (with ν > 0), A0 =
(
0 1
0 0
)
andB =
(
0
1
)
, (1.2)
q ∈ L∞(0, π) is a given function, y0 is the initial datum and u ∈ L2(0, T ) is the control function. Equivalently,
the previous system (1.1) can be written as
∂ty1 = ∂xxy1 − qy2 in QT := (0, π)× (0, T ),
∂ty2 = ν∂xxy2 in QT ,
y1(0, ·) = 0, y2(0, ·) = u, y(π, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, π).
(1.3)
It is known (see [19] Prop. 2.2) that for any given initial data y0 ∈ H−1(0, π;R2) and u ∈ L2(0, T ), system
(1.1) possesses a unique solution defined by transposition which satisfies
y ∈ L2 (QT ;R2) ∩C0 ([0, T ];H−1(0, π;R2))
and depends continuously on the data u and y0, i.e., there exists a constant C = C(T ) > 0 such that
‖y‖L2(QT ;R2) + ‖y‖C0([0,T ];H−1(0,π;R2)) ≤ C
(‖y0‖H−1(0,π;R2) + ‖u‖L2(0,T )) . (1.4)
Let us introduce the notion of null and approximate controllability for this kind of systems.
Definition 1.1. 1. It will be said that system (1.1) is approximately controllable in H−1(0, π;R2) at time
T if for every y0, yd ∈ H−1(0, π;R2) and for every ε > 0, there exists a control u ∈ L2(0, T ) such that
the solution to (1.1) satisfies
‖y(·, T )− yd‖H−1(0,π;R2) ≤ ε.
2. It will be said that system (1.1) is null controllable at time T if for every initial condition y0 ∈
H−1(0, π;R2), there exists a control u ∈ L2(0, T ) such that the solution y to (1.1) satisfies
y(·, T ) = 0 in H−1(0, π;R2).
3. Finally, it will be said that system (1.1) is exactly controllable to trajectories at time T > 0 if for
every initial condition y0 ∈ H−1(0, π;R2) and every trajectory y∗ of system (1.1), there exists a control
u ∈ L2(0, T ) such that the solution y to system (1.1) satisfies
y(·, T ) = y∗(·, T ) in H−1(0, π;R2).
The null controllability of parabolic partial differential equations has been widely studied since the pi-
oneering work of Fattorini and Russel [18]. From the works of Fursikov and Imanuvilov [20] and Lebeau
and Robbiano [24], it was commonly admitted that, in the context of parabolic partial differential equations,
there is no restriction on the final time T and no geometric restriction on the control domain (in case of
internal or boundary control).
But recently the study of particular examples highlighted the existence of a positive minimal time for
null controllability or a geometric condition on the control domain. Actually, such an example was already
provided in the 70s in [14]. The more recent results concerning such a minimal time have been proved, for
instance, in contexts of control of coupled parabolic equations [2], [3], [15] and more generally see [4].
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The main goal of this article is to provide a complete answer to the null and approximate controllability
issues for system (1.1). Let us first recall some known results about the controllability properties of scalar
parabolic systems. The null controllability problem for scalar parabolic systems has been first considered in
the one-dimensional case. Let us consider the following null controllability problem: Given y0 ∈ H−1(0, π),
can we find a control v ∈ L2(0, T ) such that the corresponding solution y ∈ C([0, T ];H−1(0, π)) to
yt − ∂xxy = 0 in QT := (0, π)× (0, T ),
y(0, ·) = v, y(π, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, π),
(1.5)
satisfies
y(·, T ) = 0, in (0, π)? (1.6)
Using the moment method, H. O. Fattorini and D. L. Russell gave a positive answer to the previous con-
trollability question (see [17] and [18]). Let us briefly recall the main ideas of this moment method. It
is well-known that the operator −∂xx on (0, π) with homogenous Dirichlet boundary conditions admits a
sequence of eigenvalues and normalized eigenfunctions given by
λk = k
2, ϕk(x) =
√
2
π
sin(kx), ∀k ≥ 1, x ∈ (0, π), (1.7)
and the sequence {ϕk}k≥1 is a Hilbert basis of L2(0, π). Given y0 ∈ H−1(0, π), there exists a control
v ∈ L2(0, T ) such that the solution y to (1.5) satisfies (1.6) if and only if there exists v ∈ L2(0, T ) satisfying
−〈y0, e−λkTϕk〉H−1(0,π),H10(0,π) =
∫ T
0
v(t)e−λk(T−t)∂xϕk(0)dt, ∀k ≥ 1.
Using the Fourier decomposition of y0, y0 =
∑
k≥1 y0kϕk, this is equivalent to the existence of v ∈ L2(0, T )
such that
k
√
2
π
∫ T
0
v(t)e−λk(T−t)dt = −e−λkT y0k, ∀k ≥ 1.
This problem is called a moment problem. In [17] and [18], The authors solved the moment problem by proving
the existence of a biorthogonal family {qk}k≥1 to {e−λkt}k≥1 in L2(0, T ) which, in particular, satisfies the
additional property: for every ǫ > 0 there exists a constant C(ǫ, T ) > 0 such that
‖qk‖L2(0,T ) ≤ C(ǫ, T )eǫλk , k ≥ 1. (1.8)
The control is obtained as a linear combination of {qk}k≥1, that is
v(T − t) =
√
2
π
∑
k≥1
1
k
e−λkT y0kqk(t)
and the previous bounds (1.8) are used to prove that this series converges in L2(0, T ) for any positive time T.
In fact, in [17] and [18] the authors proved a general result on existence of a biorthogonal family to {e−Λkt}k≥1
in L2(0, T ) which fulfils appropriate bounds if the sequence Λk ⊂ R+ satisfies∑
k≥1
1
Λk
<∞ and |Λk − Λl| ≥ ρ|k − l|, ∀k, l ≥ 1, (1.9)
for a constant ρ > 0. This gap property in (1.9) for the sequence is crucial for obtaining property (1.8) and
the null controllability result for system (1.1) for arbitrary small times T.
In 1973, S. Dolecki addressed the pointwise controllability at time T of the one-dimensional heat equation
(see [14]). That is to say: Given T > 0 and y0 ∈ L2(0, π), can we find a control v ∈ L2(0, T ) such that the
solution y ∈ C([0, T ];L2(0, π)) of
yt − ∂xxy = δx0v(t) in QT := (0, π)× (0, T ),
y(0, ·) = 0, y(π, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, π),
(1.10)
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satisfies (1.6)? Here x0 ∈ (0, π) is a given point and δx0 is the Dirac distribution at this point x0. S. Dolecki
exhibited a minimal time
T0(x0) = lim sup
k→+∞
logϕk(x0)
k2
(1.11)
such that system (1.10) is not null controllable at time T if T < T0(x0) and is null controllable at time T
when T > T0(x0). This minimal time depends on the point x0. To ourknowledge, this was the first result on
null-controllability of parabolic problems where a minimal time of control appears.
Other recent works showed new phenomena in control of parabolic equation, in particular the presence
of a minimal time. Examples, [2], [3], [5], [6], [7], [8], [15]. These phenomena are particularly present in the
case of null-controllability of coupled parabolic equations. Their whole understanding is an open problem,
even if some progress was made in [4].
In this work, we are interested in the following boundary control problem, given by
∂ty − (D∂xx +A(x))y = 0 in QT := (0, π)× (0, T ),
y(0, ·) = Bu, y(π, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, π).
(1.12)
Here, D = diag(d1, .., dn), with di > 0 for i : 1 ≤ i ≤ n, A = (aij)1≤i≤n ∈ L∞((0, π);Mn(R)) and
B ∈ L(Rm,Rn). In system (1.12), u ∈ L2(0, T ;Rm) is the control and we want to control the complete
system (n equations) by means of m controls exerted on the boundary condition at point x = 0. Observe
that the most interesting (and difficult) case is the case m < n.
The first results of null controllability for system (1.12) was obtained in [19] in the case n = 2, m = 1
and D = Id, A ∈ Mn(R). This result was generalized by [1] to the case n ≥ 2, m ≥ 1. In these two papers,
the authors used the method of moments of Fattorini-Russell to give a necessary and sufficient condition
of null controllability at any time T > 0 for system (1.12). In both cases, the sequence of eigenvalues
Λ = {Λk}k≥1 ⊂ R+ of the matrix operator A = Id∂xx + A with Dirichlet boundary conditions continue to
satisfy the gap condition in (1.9). As in the scalar case (see system (1.5)), this gap property (together with
appropriate properties for the coupling and control matrices A and B) provides the null controllability result
for system (1.12) at any positive time.
In [2], the authors are interested in the extension of the previous null controllability results for system
(1.12) to the case where D 6= Id, A ∈Mn(R), n > 1 and m < n. The main difference with the case D = Id
lies in the behavior of the sequence of eigenvalues of the matrix operator A := D∂xx +A. The operator −A
admits a sequence of eigenvalues Λ = {Λk}k≥1 which does not satisfy the gap condition appearing in (1.9) but
the operator −A is diagonalizable, i.e., its eigenfunctions form a Riesz basis. As a consequence, the authors
show the existence of a minimal time of control T0 ∈ [0,+∞], depending to the so-called condensation index,
c(Λ), of the sequence Λ of eigenvalues of the operator −A. To our knowledge, this condensation index has
been introduced for the first time by V. Bernstein (see [11]) for increasing real sequences and later extended
by J. R. Shackell (see [31]) to complex sequences. Roughly speaking, if we consider the complex sequence
Λ = {Λk}k≥1 ⊂ C, the condensation index of Λ, is a measure of the way how Λn approaches Λm for n 6= m.
In [3], the authors consider the case where D = Id, A(x) = q(x)A0, with q ∈ L∞(0, π) , n = 2 and m = 1.
In this case the operator L∗ := −Id∂xx+ q(x)A∗0 admits a sequence of eigenvalues Λ = {Λk}k≥1 which satisfy
the gap condition appearing in (1.9) moreover using the eigenfunctions and the generalized eigenfunctions of
the operator L∗, we can construct a Riesz basis for the space L2(0, π;R2) . As a consequence, the authors
show the existence of a minimal time of control
T0(q) = lim sup
k→+∞
− log ∣∣∫ π0 q(s)ϕ2k(s)ds∣∣
k2
∈ [0,+∞],
depending on q ∈ L∞(0, π) only. They also proved that for any τ ∈ [0,+∞], there exists q ∈ L∞(0, π) such
that T0(q) = τ .
In this paper, we study the null controllability properties of system (1.12) to the case where D 6= Id
and A(x) = q(x)A0, q ∈ L∞(0, π), n = 2 and m = 1. This situation may seem like a simple perturbation
of previous cases ( in [2], [3]). It is not true, it contains a new phenomenon : simultaneous condensation
of eigenvalues and eigenfunctions. This phenomenon was excluded from all previous cases because of the
assumption that the familly of eigenfunctions of the operator (L∗, D(L∗)) form a Riesz basis for the Hilbert
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space where the system is posed. This condensation of eigenfunctions can compensate the condensation of
eigenvalues and the minimum control time is affected. In [2] as in [3] the authors proved the controllability by
using the moments method but this method does not take account for phenomena eigenfunctions condensation
because it is insensitive to the second part of moments problem. Under appropriate assumptions on D and
q ∈ L∞(0, π), the operator L∗ = −D∂xx+ q(x)A∗0 admits a sequence of eigenvalues Λ = {Λk}k≥1 which does
not satisfy the gap condition appearing in (1.9) however the sequence of associated eigenfunctions is complete
but is not a Riesz basis (see Proposition 2.3) for some ν /∈ Q∗+ and q ∈ L∞(0, π) . As a consequence, we will
see that a minimal time of control T0 ∈ [0,+∞], depends simultaneously of condensation of eigenvalues and
associated eigenfunctions of (L∗, D(L∗)). To this end, we will use a technique developed by A. Benabdallah,
F. Boyer, M. Morancey in [10].
The plan of the paper is the following one: In Section 1, we address some know results about the
controllability of parabolic system and we give the main result of this work. In Section 2 we study the
null-controllability of system (1.1) when
√
ν /∈ Q∗+,
√
ν > 1 . Section 3 is devoted to null-controllability of
system (1.1) when
√
ν ∈ Q∗+. Finally, in the Appendix we first recall the proof of the equivalence between
observability and null-controllability and we give then the proof of our main result in other situations.
Let us present our first boundary control results, when
√
ν /∈ Q∗+.
Theorem 1.1. Suppose
√
ν /∈ Q∗+. Let B, A0 and D given by (1.2) and a function q ∈ L∞(0, π). Let us
consider the operator
L∗ := −D∂xx + q(x)A∗0 : D(L) ⊂ L2(0, π;R2) −→ L2(0, π;R2) (1.13)
with domain D(L∗) = H2(0, π;R2) ∩H10 (0, π;R2). Given k ≥ 1, let us consider
Φ∗1,k :=
(
ϕk
ψk
)
,Φ∗2,k :=
(
0
ϕk
)
, (1.14)
where ψk is the unique solution of problem:{
νψ′′k + k
2ψk = qϕk in (0, π),
ψ(0) = ψ(π) = 0.
(1.15)
Then
1. The spectrum of (L∗, D(L∗)) is given by σ(L∗) = {k2; νk2}k≥1 and the corresponding family of eigen-
functions,
{
Φ∗1,k,Φ
∗
2,k
}
k≥1
, is complete in L2(0, π;R2).
2. System (1.1) is approximately controllable at time T > 0, if and only if
B∗D
∂Φ∗1,k
∂x
(0) 6= 0, ∀k ≥ 1. (1.16)
3. Assume that condition (1.16) holds. Let us denote
ψi,k :=
Φ∗i,k
B∗D
∂Φ∗
i,k
∂x (0)
, ∀k ≥ 1, ∀i = 1, 2. (1.17)
Adopt the following labelling of the elements of σ(L∗)
σ(L∗) = {i2k, î2k, νk2}k≥1 and σ(L∗) = {k2, νj2k, νĵ2k}k≥1, (1.18)
where, for any k ∈ N∗ :
• ik (resp. jk) is the nearest integer to
√
νk (resp. k√
ν
), i.e |√νk − ik| < 12 (resp.
∣∣∣ k√ν − jk∣∣∣ < 12 ),
• îk, ĵk ∈ N∗ : {i2k, î2k : k ≥ 1} = {k2 : k ≥ 1} and {νj2k, νĵ2k : k ≥ 1} = {νk2 : k ≥ 1}.
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Introduce
T˜0 := max
lim supk→+∞
log ‖ψ1,k‖H10
k2
, lim sup
k→+∞
log
‖ψ1,ik−ψ2,k‖H1
0
|i2
k
−νk2|
νk2
 = max
{
T1, T˜2
}
∈ [0,+∞], (1.19)
and
T̂0 := max
lim supk→+∞
log ‖ψ1,k‖H10
k2
, lim sup
k→+∞
log
‖ψ1,k−ψ2,jk‖H10
|k2−νj2
k
|
k2
 = max
{
T1, T̂2
}
∈ [0,+∞], (1.20)
(a) If
√
ν > 1 then : system (1.1) is null-controllable in H−1(0, π;R2) for T > T˜0. On the other hand,
system (1.1) is not null-controllable in H−1(0, π;R2) for T < T˜0.
(b) If
√
ν < 1 then : system (1.1) is null-controllable in H−1(0, π;R2) for T > T̂0. On the other hand,
system (1.1) is not null-controllable in H−1(0, π;R2) for T < T̂0.
Let us now present our second boundary control results when
√
ν = i0j0 ∈ Q∗+ , where i0 and j0 are
co-prime ( i0 ∧ j0 = 1 ).
Theorem 1.2. Let us consider
√
ν ∈ Q∗+. Let B, A0 and D given by (1.2). To the function q ∈ L∞(0, π)
and ν, we associate the sequence {Ik}k≥1 , defined by
Ik(ν, q) =
∫ π
0
q(s)ϕk(s)
√
π
2
sin
(
k√
ν
(π − s)
)
ds. (1.21)
Then , one has:
1. System (1.1) is approximately controllable at time T > 0, if and only if
Ik(ν, q) 6= 0, ∀k ≥ 1 (1.22)
2. Assume (1.22) holds and define
T0(ν, q) := lim sup
k→+∞
− log |Ik(ν, q)|
k2
∈ [0,+∞]. (1.23)
Then if T > T0(ν, q) system (1.1) is null-controllable at time T . On the other hand, if T < T0(ν, q)
system (1.1) is not null-controllable at time T , in H−1(0, π;R2).
Let q ∈ L∞(0, π) and A0 given by (1.2). We introduce the backward adjoint problem associated with
system (1.1): 
−θt − (D∂xx − qA∗0)θ = 0 in QT ,
θ(0, ·) = θ(π, ·) = 0 on (0, T ),
θ(·, T ) = θ0 in (0, π),
(1.24)
where θ0 ∈ L2(0, π;R2) is a given initial datum. Let us first see that this problem is well posed. One has:
Proposition 1.3. Assume that θ0 ∈ L2(0, π;R2) is given. Then, system (1.24) admits a unique solution
θ ∈ L2(0, T ;H10 (0, π;R2)) ∩ C0([0, T ];L2(0, π;R2)) and in addition satisfies
‖θ‖L2(0,T ;H10(0,π;R2)) + ‖θ‖C0([0,T ];L2(0,π;R2)) ≤ C(T ) ‖θ0‖L2(0,π;R2) ,
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for a positive constant C(T ) > 0 independant of θ0. Furthermore, if θ0 ∈ H10 (0, π;R2), then the solution θ of
the adjoint problem (1.24) satisfies
θ ∈ L2(0, T ;H2(0, π;R2) ∩H10 (0, π;R2)) ∩C0([0, T ];H10 (0, π;R2))
and, for a positive constant C(T ) > 0
‖θ‖L2(0,T ;H2(0,π;R2)∩H10 (0,π;R2)) + ‖θ‖C0([0,T ];H10(0,π;R2)) ≤ C(T ) ‖θ0‖H10 (0,π;R2)
The next proposition provides a relation between systems (1.1) and (1.24):
Proposition 1.4. Let us consider A0 and B given by (1.2) and q ∈ L∞(0, π). Then, for any y0 ∈
H−1(0, π;R2), u ∈ L2(0, T ) and θ0 ∈ H−1(0, π;R2), one has∫ T
0
u(t)B∗Dθx(0, t)dt = 〈y(·, T ), θ0〉H−1,H10 − 〈y0, θ(·, 0)〉H−1,H10 , (1.25)
where y ∈ L2 (QT ;R2) ∩ C0 ([0, T ];H−1(0, π;R2)) and
θ ∈ L2(0, T ;H2(0, π;R2) ∩H10 (0, π;R2)) ∩C0([0, T ];H10 (0, π;R2))
are, resp., the solution to (1.1) and (1.24) associated with (u, y0) and θ0.
For a proof of the previous results see for instance [32] or [19].
The controllability of system (1.1) can be characterized in terms of appropriate properties of the solutions
to the adjoint problem (1.24). More precisely, we have
Proposition 1.5. The following properties are equivalent:
1. There exists a positive constant C > 0 such that, for any y0 ∈ H−1(0, π;R2), there exists a control
u ∈ L2(0, T ) such that
‖u‖L2(0,T ) ≤ C‖y0‖H−1(0,π;R2) (1.26)
and the associated state satisfies
y(·, T ) = 0 in H−1(0, π;R2). (1.27)
2. There exists a positive constant C such that the observability inequality
‖θ(·, 0)‖2H10 (0,π;R2) ≤ C
∫ T
0
|B∗Dθx(0, t)|2 dt (1.28)
holds for every θ0 ∈ H10 (0, π;R2). In (1.28), θ is the adjoint state associated with θ0.
This result is well known. For completeness, the proof is presented in Appendix A, at the end of the
paper.
Remark 1.2. It is also well known that the approximate controllability of (1.1) can be characterized in
terms of a property of the solutions to (1.24). More precisely, system (1.1) is approximately controllable if
and only if the following unique continuation property holds:
"Let θ0 ∈ H10 (0, π;R2) be given and let θ be the associated adjoint state. Then, if B∗Dθx(0, t) = 0 on
(0, T ), one has θ0 ≡ 0 in QT ".
Fattorini gave an interesting characterization of the approximate controllability under a general abstract
framework. In his paper [16], he proved that, under some reasonable assumptions, the only observation of
the eigenfunctions completely characterizes the approximate controllability. Actually, this theorem has been
proved for bounded observation operators but G. Olive in [26], give a generalization to the case of relatively
bounded observation operators as follows:
7
Theorem 1.6 (G. Olive [26]). Let H and U be some complex Hilbert spaces. Assume that A : D(A) ⊂ H → H
generates a strongly continuous semigroup S(t) on H, has a compact resolvent, and the system of root vectors
of its adjoint A∗ is complete in H. Let C : D(C) ⊂ H → U be relatively bounded with respect to A. Then, we
have the property
∀z0 ∈ D(A), (CS(t)z0 = 0 for a.e t ∈ (0,+∞)) =⇒ z0 = 0, (1.29)
if and only if
Ker(s−A) ∩Ker(C) = {0}, ∀s ∈ C.
Applying Theorem 1.6 to operators
A = L∗ = −D∂xx + q(x)A∗0, D(L∗) = H2(0, π;R2) ∩H10 (0, π;R2),
C = B∗D∂x|x=0, D(C) = H2(0, π;R2) ∩H10 (0, π;R2),
A generates a strongly continuous semigroup on L2(0, π;R2), has a compact resolvent and the system of root
vectors of A∗ is complete in L2(0, π;R2) (see Lemma 2.2) . On the other hand, the operator C is relatively
bounded with respect to A. Thus
Theorem 1.7. System (1.1) is approximately controllable at time T > 0, if and only if for any s ∈ C and
any u ∈ D(L∗) = H2(0, π;R2) ∩H10 (0, π;R2) we have
L∗u = su
B∗D∂xu(0) = 0
}
=⇒ u ≡ 0 in (0, π). (1.30)
Remark 1.3. This previous Theorem justifies the second point of the Theorem 1.1 and will be used to prove
the approximate controllability of system (1.1).
2 Null-controllability result when
√
ν /∈ Q∗+
2.1 Some preliminary results
Let us consider the vectorial operator
L := −D∂xx + q(x)A0 : D(L) ⊂ L2(0, π;R2) −→ L2(0, π;R2)
with domain D(L) = H2(0, π;R2) ∩H10 (0, π;R2) and also its adjoint L∗.
Proposition 2.1. Let A0 be given by (1.2) and consider the operator L given by (1.13) and its adjoint L
∗.
Assume that
√
ν /∈ Q, then,
1. The spectrum of L∗ is given by σ(L∗) = {k2, νk2}k≥1.
2. Given k ≥ 1, if
Φ∗1,k :=
(
ϕk
ψk
)
,Φ∗2,k :=
(
0
ϕk
)
,
where ψk is the unique solution of problem:{
νψ′′k + k
2ψk = qϕk in (0, π),
ψk(0) = ψk(π) = 0.
then
(
L∗ − k2Id
)
Φ∗1,k = 0 and
(
L∗ − νk2Id
)
Φ∗2,k = 0.
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Moreover, an explicit expression of ψk is given by :
ψk(x) = ψ
′
k(0)
√
ν
k
sin
(
kx√
ν
)
+
√
ν
νk
∫ x
0
sin
(
k√
ν
(x− ξ)
)
q(ξ)ϕk(ξ) dξ, (2.1)
where
ψ′k(0) = −
∫ π
0 q(s)ϕk(s) sin
(
k√
ν
(π − s)
)
ds
ν sin
(
kπ√
ν
) (2.2)
Remark 2.1. Consider the problem {
y′′ + λy = f(x) in (0, π),
y(0) = y(π) = 0,
(2.3)
where λ ∈ R∗+. The general solution to (2.3) is given by
y(x) = a
sin(
√
λx)√
λ
+
1√
λ
∫ x
0
sin
(√
λ(x − s)
)
f(s) ds, a ∈ R∗. (2.4)
Remark that, if
F (x) =
∫ x
0
g(x, t)dt,
then
F ′(x) =
∫ x
0
∂f(x, t)
∂x
dt+ g(x, x),
consequently,
y′(x) = a cos(
√
λx) +
∫ x
0
cos
(√
λ(x− s)
)
f(s) ds. (2.5)
Moreover
y′(0) = a = −
∫ π
0
f(s) sin
(√
λ(π − s)
)
ds
sin
(√
λπ
) , if √λ /∈ N∗, (2.6)
On the other hand, suppose that we can write
y(x) =
∑
n≥1
bnϕn(x).
Since
ϕ′′n(x) + λϕn(x) = (−n2 + λ)ϕn(x),
we have
y′′(x) + λy(x) =
∑
n≥1
bn (ϕ
′′
n(x) + λϕn(x)) =
∑
n≥1
bn(−n2 + λ)ϕn(x) = f(x).
If f(x) =
∑
n≥1
cnϕn(x), then cn = bn
(−n2 + λ). The coefficients cn, in the eigenfunction expansion of f(x),
are obtained as usual by cn =
∫ π
0
f(x)ϕn(x) dx. Finaly, ∀
√
λ /∈ N∗ :
y(x) =
∑
n≥1
∫ π
0
f(x)ϕn(x) dx
(λ− n2) ϕn(x).
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Proof of Proposition 2.1.
Let us assume
√
ν /∈ Q, given k ≥ 1 . First, L∗ can be written
L∗ =
( −∂xx 0
q −ν∂xx
)
.
Let λ be an eigenvalue of L∗ and y = (y1, y2)T an associated eigenfunction. Thus y is a solution of problem:
−y′′1 = λy1 in (0, π),
qy1 − νy′′2 = λy2 in (0, π),
y1(0) = y2(0) = 0, y1(π) = y2(π) = 0.
If y1 ≡ 0, then, λ = νk2 is an eigenvalue of L∗ and taking y2 = ϕk, we obtain Φ∗2,k as associated eigenfunction
of L∗. Now assume that y1 6≡ 0, then λ = k2 and y1 = ϕk is a (normalized) solution to the first o.d.e and
inserting this expression in the second equation, we get for y2 :{
y′′2 +
k2
ν y2 =
1
ν qϕk in (0, π),
y2(0) = y2(π) = 0.
(2.7)
This proves that Φ∗1,k, is the second eigenfunction of L
∗, associated to k2 . Moreover (2.1) (resp. (2.2)) can
be deduce from (2.4) (resp. (2.6)).

Lemma 2.2. The sequence B∗ =
{
Φ∗1,k,Φ
∗
2,k : k ∈ N∗
}
is complete in L2(0, π;R2).
Proof of Lemma 2.2 .
Indeed, if f = (f1, f2) is such that
〈f,Φ∗µ,k〉 = 0, ∀k ≥ 1, ∀µ = 1, 2,
then in particular
∀k ≥ 1
{ 〈f2, ϕk〉 = 0
〈f1, ϕk〉+ 〈f2, ψk〉 = 0.
This implies that f1 = f2 = 0 (since {ϕk}k≥1 is an orthonormal basis in L2(0, π) and proves the completeness
of B∗.

Proposition 2.3. The sequence B∗ =
{
Φ∗1,k,Φ
∗
2,k : k ∈ N∗
}
is not a Riesz basis for L2(0, π;R2) for some
ν /∈ Q∗+ and q ∈ L∞(0, π).
Proof of Proposition 2.3 .
Lemma 2.4. For a sequence {fk}k≥1 in Hilbert space H the following conditions are equivalent:
1. {fk}k≥1 is a Riesz basis for H.
2. {fk}k≥1 is complete, and its Gram matrix (〈fk, fj〉)k,j≥1 defines a bounded, invertible operator on l2(N)
the space of square summable scalar sequences.
Proof of Lemma 2.4 . See for instance [12], Theorem 3.6.6, page 66. 
The determinant of, the Gram matrix associated to the normalized vectors of B∗ is equal to
det[Gk,j(ν, q)] = 1− |〈Φ1,k,Φ2,j〉|
2
‖Φ1,k‖2
H10
‖Φ2,j‖2
H10
= 1− |
∫
pi
0
ψ′k(x)ϕ
′
j(x)dx|2
j2
(
k2+‖ψk‖2
H10
)
= 1− j
2|∫ pi0 q(x)ϕk(x)ϕj(x)dx|2(
k2+
∑
n≥1
n2|∫pi0 q(x)ϕk(x)ϕn(x)dx|2
|k2−νn2|2
)
|k2−νj2|2
,
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thus
det[Gk,j(ν, q)] = 1− 1{1 + Uk,j(ν, q) [k2 + Vk,j(ν, q)]} , (2.8)
where
Uk,j(ν, q) =
∣∣k2 − νj2∣∣2
j2
∣∣∫ π
0
q(x)ϕk(x)ϕj(x)dx
∣∣2 , Vk,j(ν, q) =∑
n6=j
n2
∣∣∫ π
0 q(x)ϕk(x)ϕn(x)dx
∣∣2
|k2 − νn2|2 .
Remark that, there exists a constant C(ν, ‖q‖L∞) > 0 such that,
Vk,j(ν, q) ≤ C(ν, ‖q‖L∞), ∀k, j ≥ 1.
Lemma 2.5. For any σ ∈ (0,∞), there exist an irrational number ν > 0 and a sequence of rational numbers
{kp, jp}p≥0 such that kp and jp are co-prime positive integers, the sequences {kp}p≥0 and {jp}p≥0 are strictly
increasing and
lim ek
2+σ
p
∣∣∣∣√ν − kpjp
∣∣∣∣ = 0 (2.9)
In particular, we deduce the existence of a positive constant C > 0 such that∣∣jp√ν − kp∣∣ ≤ Ckpe−k2+σp , ∀p ≥ 1. (2.10)
Proof of Lemma 2.5 . See [2], Lemma 6.22, page 47. 
Corollary 2.6. Thanks to Lemma 2.5, we can extract a subsequence (kp + jp)p≥0 of even numbers only or
odd numbers only.
1. By choosing the subsequence of even numbers with q(x) = sin(x), x ∈ (0, π), we obtain∣∣∣∣∫ π
0
q(x)ϕkp (x)ϕjp (x)dx
∣∣∣∣ = 2π 4kpjp[(jp − kp)2 − 1] [(jp + kp)2 − 1] .
Consequently
k2pUkp,jp −→
p−→+∞
0, thus detGkp,jp −→
p−→+∞
0.
2. By choosing the subsequence of odd numbers with q(x) = sin(2x), x ∈ (0, π), we obtain∣∣∣∣∫ π
0
q(x)ϕkp (x)ϕjp (x)dx
∣∣∣∣ = 2π 8kpjp|(jp − kp)2 − 2| [(jp + kp)2 − 2] .
Consequently
k2pUkp,jp −→p−→+∞ 0, thus detGkp,jp −→p−→+∞ 0.
Proof of Corollary 2.6
Let us show the first point of Lemma (2.5). Let us fix σ > 0 and
√
ν > 0. We have
kp
√
Ukp,jp =
kp|k2p−νj2p|
jp|∫ pi0 q(x)ϕkp (x)ϕjp (x)dx|
= π2
kp|kp+√νjp|[(jp−kp)2−1][(jp+kp)2−1]
2j2pkp
|kp −
√
νjp|
≤ π2
|kp+√νjp|[(jp−kp)2−1][(jp+kp)2−1]
2j2pkp
k2pe
−k2+σp −→
p−→+∞
0.
Thanks to formula (2.8),
detGkp,jp −→
p−→+∞
0.


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2.2 Proof of Theorem 1.1 :
√
ν > 1
In this subsection, our objective is to prove that system (1.1) is null controllable at time T if T > T˜0 ∈ [0,∞),
when
√
ν > 1 . In the sequel we shall study only the case
√
ν > 1 and we will include the proof of case√
ν < 1 in Appendix B. To this end, we are going to use a technique developed by A. Benabdallah, F. Boyer,
M. Morancey in [10].
If y is the solution of System (1.1) associated with y0 ∈ H−1(0, π;R2) and u ∈ L2(0, T ), then it can be
checked that y(T ) = 0 in (0, π) if and only if∫ T
0
u(t)B∗Dθx(0, t)dt = −〈y0, θ(·, 0)〉H−1,H10 , ∀θ0 ∈ H10 (0, π;R2). (2.11)
Taking
θ0 ≡ Φ∗i,k, ∀k ≥ 1, i = 1, 2,
the corresponding solution to the adjoint problem (1.24) is given by
θi,k(x, t) = e−λi,k(T−t)Φ∗i,k(x), ∀k ≥ 1, i = 1, 2.
Since the sequence B∗ =
{
Φ∗1,k,Φ
∗
2,k : k ∈ N∗
}
is complete in L2(0, π;R2), the null controllability problem
for system (1.1) amounts to:{
Find u ∈ L2(0, T ), for every θ0 ∈ H10 (0, π;R2)∫ T
0 u(t)B
∗Dθi,kx (0, t)dt = −〈y0, θi,k(·, 0)〉H−1,H10 , ∀k ≥ 1, i = 1, 2.
(2.12)
So, the null controllability property at time T for system (1.1) is equivalent to find u ∈ L2(0, T ) such that:{ ∫ T
0
e−k
2tu(T − t) dt = −e−k2T 〈y0, ψ1,k〉H−1,H10 ,∫ T
0
e−νk
2tu(T − t) dt = −e−νk2T 〈y0, ψ2,k〉H−1,H10 ,
∀k ≥ 1. (2.13)
We are going to give some results that will be crucial, to solve (2.13), in the proof of positive null-
controllability. One has:.
Proposition 2.7. Let us define
I : N∗ −→ N∗
k 7−→ ik and
J : N∗ −→ N∗
k 7−→ jk,
where, for any k ∈ N∗, ik (resp. jk) is the nearest integer to
√
νk (resp. k√
ν
) i.e
∣∣√νk − ik∣∣ < 1
2
(
resp.
∣∣∣∣ k√ν − jk
∣∣∣∣ < 12
)
,
thus for any k ∈ N∗
|√νk − i| > 1
2
, ∀ i ∈ N∗, i 6= ik (resp. | k√
ν
− j| > 1
2
, ∀ j ∈ N∗, j 6= jk).
1. If
√
ν > 1, then the function I is injective.
2. If
√
ν < 1, then the function J is injective.
Moreover
Corollary 2.8. Let us consider the notations of Proposition 2.7.
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1. If
√
ν > 1, then
Î = N∗ \ I(N∗) = {̂ik : k ≥ 1}. (2.14)
is a infinite set.
2. If
√
ν < 1, then
Ĵ = N∗ \ J(N∗) = {̂ik : k ≥ 1}. (2.15)
is a infinite set.
Proof of Corollary 2.8. Assume
√
ν > 1,
√
ν /∈ Q∗+ .
• If √ν > 2 then, ∀n ∈ N∗, in+1 − in > 1.
• Suppose 1 < √ν < 2. There exists a sequence of integers (nk)k∈N∗ strictly increasing, such that
ink+1 − ink > 1. Actually, let us take for instance
nk ∈] 2k + 1
2(
√
ν − 1) − 1,
2k + 1
2(
√
ν − 1) [, k ≥ 1.
We deduce
−1
2
<
1
2
−√ν + 1 < nk
√
ν − (nk + k) < 1
2
, i.e ink = nk + k.
Moreover
ink+1 − ink = ink+1 − nk − k >
√
ν(nk + 1)− 12 − nk − k
= nk
√
ν − (nk + k) +
√
ν − 12
> 12 −
√
ν + 1 +
√
ν − 12 = 1.

Proof of Proposition 2.7. Let
√
ν > 1. Let us assume that I(k1) = I(k2), where k1, k2 ∈ N∗. We have
ik1 = ik2 with ∣∣√νk1 − ik1 ∣∣ < 12 and ∣∣√νk2 − ik2 ∣∣ < 12 ,
we obtain
−1 + (ik1 − ik2) <
√
ν(k1 − k2) < 1 + (ik1 − ik2),
thus
|k1 − k2| < 1√
ν
< 1 =⇒ k1 = k2.
Finally, reasoning as before, we prove that J is a injective function also.

2.2.1 Positive null controllability result
Let us recall that
I : N∗ −→ N∗
k 7−→ ik,
is a injective fonction , where for any k ∈ N∗ ik is the nearest integer to
√
νk, moreover Î = N∗ \ I(N∗) =
{̂ik : k ≥ 1} is a infinite set (see Corollary 2.8). Thanks to Proposition 2.7 we can reformulate (2.13). We say
that the null controllability property at time T for system (1.1) is equivalent to find u ∈ L2(0, T ) such that:
∫ T
0 e
−î2ktu(T − t) dt = −e−î2kT 〈y0, ψ1,̂ik〉−1,1,∫ T
0
e−i
2
ktu(T − t) dt = −e−i2kT 〈y0, ψ1,ik〉−1,1,∫ T
0 e
−νk2tu(T − t) dt = −e−νk2T 〈y0, ψ2,k〉−1,1,
∀k ≥ 1. (2.16)
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Proposition 2.9. Let us introduce the (closed) space ET ⊂ L2(0, T ) given by
ET = span{e−k2t, e−νk2t : k ≥ 1}
L2(0,T )
.
Then
1. There exists a family {qk}k≥1 ⊂ ET such that

∫ T
0
e−î
2
ktqk(t) dt = −e−î2kT 〈y0, ψ1,̂ik〉−1,i,∫ T
0
e−i
2
ktqk(t) dt = −e−i2kT 〈y0, ψ1,ik〉−1,1,∫ T
0
e−νk
2tqk(t) dt = −e−νk2T 〈y0, ψ2,k〉−1,1,
k ≥ 1,
∫ T
0 e
−î2ktqi(t)dt =
∫ T
0 e
−i2ktqi(t)dt =
∫ T
0 e
−νk2tqi(t)dt = 0, k 6= i.
(2.17)
2. If T > T˜0 = max
{
T1, T˜2
}
(see (1.19)) then we infer that an explicit solution u of moment problem
(2.16) given by
u(t) =
∑
k≥1
qk(T − t). (2.18)
with ∑
k≥1
‖qk‖2L2(0,T ) <∞.
We deduce that u is an absolutely convergent series in L2(0, T ) and thus u ∈ L2(0, T ). This will prove the
null controllability of system (1.1) at time T when T > T˜0 = max
{
T1, T˜2
}
.
Proof of Proposition 2.9. Let us start by recalling classical properties of the Laplace transform (see for
instance [30], pp.19-20). Let H2(C+) the space of holomorphic functions Φ on C+ such that
sup
σ>0
‖Φ(σ + i•)‖L2(R;C) <∞,
with norm
‖Φ‖H2(C+) = sup
σ>0
‖Φ(σ + i•)‖L2(R;C) =
(∫ +∞
−∞
|Φ(iτ)|2dτ
)1/2
.
Then the Laplace transform
L : L2(0,+∞;C) −→ H2(C+)
f 7−→ (Φ : λ ∈ C+ 7−→ ∫
R
e−λtf(t)dt
)
.
is an isomorphism.
Let us fix k ≥ 1 and consider the function
Jk(λ) =
{
αk(λ− i2k)(λ− î2k) + βk(λ− νk2)(λ− î2k) + γk(λ− νk2)(λ− i2k)
}
Lk(λ), for λ ∈ C+,
where αk, βk and γk are constants to be determined and
Lk(λ) =
1
(1 + λ)3
∏
j≥1,j 6=k
(
λ− νj2
λ+ νj2
)(
λ− i2j
λ+ i2j
)(
λ− î2j
λ+ î2j
)
. (2.19)
Notice that for any k ≥ 1,
|Lk(iτ)|2 = 1
(1 + τ2)3
, ∀ τ ∈ R.
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This implies Jk ∈ H2(C+), moreover
Jk(νj
2) = Jk(i
2
j) = Jk (̂i
2
j) = 0, ∀j ≥ 1, j 6= k.
So, using that the Laplace transform is a isomorphism from L2(0,∞;C) into H2(C+), we infer the existence
of a nontrivial function q˜k ∈ L2(0,∞;C) such that
Jk(λ) =
∫ +∞
0
e−λtq˜k(t)dt, ∀λ ∈ C+. (2.20)
Now, we can choose αk, βk and γk such that
Jk(νk
2) = −e−νk2T 〈y0, ψ2,k〉, Jk(i2k) = −e−i
2
kT 〈y0, ψ1,ik〉, and Jk (̂i2k) = −e−î
2
kT 〈y0, ψ1,̂ik〉, (2.21)
we obtain 
αk = − e−νk
2T
(νk2−i2
k
)(νk2−î2
k
)Lk(νk2)
〈y0, ψ2,k〉,
βk = − e−i
2
k
T
(i2
k
−νk2)(i2
k
−î2
k
)Lk(i2k)
〈y0, ψ1,ik〉,
γk = − e−î
2
k
T
(̂i2
k
−νk2)(̂i2
k
−i2
k
)Lk(̂i2k)
〈y0, ψ1,̂ik〉,
∀k ≥ 1. (2.22)
The Parseval equality gives
‖q˜k‖2L2(0,∞;C) =
∫ +∞
−∞ |Jk(iτ)|2dτ
=
∫ +∞
−∞
∣∣∣(iτ − î2k){iτ(αk + βk)− (αki2k + βkνk2)}+ γk(iτ − νk2)(iτ − i2k)∣∣∣2 |Lk(iτ)|2dτ,
=
∫ +∞
−∞
|(iτ−î2k){(αk+βk)(iτ−i2k)+βk(i2k−νk2)}+γk(iτ−νk2)(iτ−i2k)|2
|1+iτ |6 dτ,
=
∫ +∞
−∞
|(αk+βk)(iτ−i2k)(iτ−î2k)+βk(i2k−νk2)(iτ−î2k)+γk(iτ−νk2)(iτ−i2k)|2
|1+τ2|3 ,
≤ Cν2k4i4k î4k
{
(αk + βk)
2 + β2k(i
2
k − νk2)2 + γ2k
}
.
Using for instance [2] (Lemma 4.2 page 26), we deduce that, by denoting qk = ℜq˜k|(0,T ), there exists C > 0
such that
‖qk‖2L2(0,T ) ≤ Cν2k4i4k î4k
{
(αk + βk)
2 + β2k(i
2
k − νk2)2 + γ2k
}
, (2.23)
thanks to equalities (2.22), we obtain , ∀k ≥ 1:
(αk + βk)
2 = 1
(νk2−i2
k
)2
∣∣∣∣〈y0, e−νk2Tψ2,k(νk2−î2
k
)Lk(νk2)
− e
−i2
k
Tψ1,ik
(i2
k
−î2
k
)Lk(i2k)
,
〉∣∣∣∣2
and
β2k(i
2
k − νk2)2 + γ2k = 1(̂i2
k
−i2
k
)2
(
e−2i
2
k
T |〈y0,ψ1,ik〉|2
|Lk(i2k)|2 +
e−2î
2
k
T
∣∣∣〈y0,ψ1,îk〉∣∣∣2
(̂i2
k
−νk2)2|Lk (̂i2k)|2
)
,
(2.24)
thus the control u defines an element of L2(0, T ) if
U =
∑
k≥1
Uk =
∑
k≥1
(kik îk)
4
(νk2 − i2k)2
∣∣∣∣∣
〈
y0,
e−νk
2Tψ2,k
(νk2 − î2k)Lk(νk2)
− e
−i2kTψ1,ik
(i2k − î2k)Lk(i2k)
〉∣∣∣∣∣
2
< +∞, (2.25)
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and
V =
∑
k≥1
Vk =
∑
k≥1
(kik îk)
4
(̂i2k − i2k)2
e−2i2kT ∣∣〈y0, ψ1,ik〉∣∣2|Lk(i2k)|2 +
e−2̂i
2
kT
∣∣∣〈y0, ψ1,̂ik〉∣∣∣2
(̂i2k − νk2)2
∣∣∣Lk(̂i2k)∣∣∣2
 < +∞. (2.26)
Let us give first some properties of Lk (see (2.19)).
Lemma 2.10. Assume
√
ν > 1,
√
ν /∈ Q∗+.
1. For every ε > 0 there exists positive constants C1(ε), C1(ε), and C1(ε) such that
|Lk(i2k)| ≥ C1(ε)e−εi
2
k , |Lk (̂i2k)| ≥ C2(ε)e−ε̂i
2
k , and |Lk(νk2)| ≥ C3(ε)e−ενk2 , ∀k ≥ 1. (2.27)
2. There exists a constant C > 0 such that
|L′k(λ)| ≤ C, ∀λ ≥ 0. (2.28)
Proof of Lemma 2.10.
1. Let us work with Lk(νk
2), we have
|Lk(νk2)| = 1
(1 + νk2)2
∏
j ≥ 1
j 6= k
|1− νk2νj2 |
(1 + νk
2
νj2 )
|1− νk2
i2j
|
(1 + νk
2
i2j
)
|1− νk2
î2j
|
(1 + νk
2
î2j
)
. (2.29)
• Let us fix ε > 0, there exists N(ε) such that
∑
j≥N(ε)
(
1
νj2
+
1
i2j
+
1
î2j
)
≤ ε.
Using the inequality 1 + x ≤ ex, x ∈ R, we can estimate the denominator of (2.29) as follows:
(1 + νk2)3
∏
j≥1,j 6=k
(
1 +
νk2
νj2
)(
1 +
νk2
i2j
)(
1 +
νk2
î2j
)
≤ (1 + νk2)3
N(ε)−1∏
j=1
(
1 + νk2
)3 ∏
j≥N(ε)
(
1 +
νk2
νj2
)(
1 +
νk2
i2j
)(
1 +
νk2
î2j
)
≤ (1 + νk2)3
N(ε)−1∏
j=1
(
1 + νk2
)3
e
νk2
∑
j≥N(ε)
(
1
νj2
+
1
i2j
+
1
î2j
)
≤ (1 + νk2)3N(ε)eενk2 ≤ C1(ε)eενk2 , ∀k ∈ N∗,
for a positive constant C1(ε).
• Let us now work on the numerator of (2.29). Let us recall that (see Proposition 2.7 and Corollary
2.8)
|√νj −√νk| > √ν, |ij −
√
νk| > 1
2
and |̂ij −
√
νk| > 1
2
, ∀k, j ≥ 1 with j 6= k,
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thus
lim
k→+∞
νj2
ln 1∣∣∣1− νk2
νj2
∣∣∣
νk2
= lim
k→+∞
i2j
ln 1∣∣∣∣1− νk2i2
j
∣∣∣∣
νk2
= lim
k→+∞
î2j
ln 1∣∣∣∣1− νk2î2
j
∣∣∣∣
νk2
= 0, ∀j ≥ 1 with j 6= k.
Consequently, for every ε > 0 there exists a constant C2(ε) > 0 such that : ∀j ≥ 1 with j 6= k,
∣∣∣∣1− νk2νj2
∣∣∣∣ ≥ C2(ε)e−ε νk2νj2 ,
∣∣∣∣∣1− νk2i2j
∣∣∣∣∣ ≥ C2(ε)e−ε νk
2
i2
j and
∣∣∣∣∣1− νk2î2j
∣∣∣∣∣ ≥ C2(ε)e−ε νk
2
î2
j , ∀k ≥ 1.
One has
∏
j≥1,j 6=k
∣∣∣∣1− k2j2
∣∣∣∣
∣∣∣∣∣1− νk2i2j
∣∣∣∣∣
∣∣∣∣∣1− νk2î2j
∣∣∣∣∣ ≥ C2(ε) ∏
j≥1,j 6=k
e
−ενk2
(
1
νj2
+ 1
i2
j
+ 1
î2
j
)
≥ C2(ε)e
−ενk2
∑
j≥1
(
1
νj2
+
1
i2j
+
1
î2j
)
≥ C2(ε)e−ενk2 , ∀k ∈ N∗.
Putting together both inequalities above, we have proved the existence of a positive constant C3(ε)
such that
|Lk(νk2)| ≥ C3(ε)eενk2 , ∀k ≥ 1.
Similarly, we show that
|Lk(i2k)| ≥ C4(ε)eεi
2
k , and |Lk(̂i2k)| ≥ C5(ε)eε̂i
2
k , ∀k ≥ 1.
for some positive constants C4(ε) and C5(ε).
2. For all λ ≥ 0, one has
L′k(λ)
Lk(λ)
=
d
dλ
logLk(λ) =
−3
1 + λ
+
∑
j≥1,j 6=k
(
2̂i2j
(λ+ î2j)
2
λ+ î2j
λ− î2j
+
2νj2
(λ+ νj2)2
λ+ νj2
λ− νj2 +
2i2j
(λ+ i2j)
2
λ+ i2j
λ− i2j
)
,
consequently
|L′k(λ)| ≤ 3 + 2
+∞∑
j=1
(
1
î2j
+
1
νj2
+
1
i2j
)
< +∞.

At first, let us show that V (see (2.26)) is a convergent series, when T > T1 (see (1.19)). We have
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V ≤ C
∑
k≥1
k4i4k î
4
k
e−2i2kT |〈y0, ψ1,ik〉|2|Lk(i2k)|2 +
e−2̂i
2
kT
∣∣∣〈y0, ψ1,̂ik〉∣∣∣2∣∣∣Lk (̂i2k∣∣∣2

≤ C(ε)‖y0‖2−1
∑
k≥1
k4i4k î
4
k
(
e−2i
2
k(T−ε) ‖ψ1,ik‖2 + e−2̂i
2
k(T−ε)
∥∥∥ψ1,̂ik∥∥∥2)
≤ C(ε)‖y0‖2−1
∑
k≥1
k4i4k î
4
ke
−2k2(T−ε) ‖ψ1,k‖2
= C(ε)‖y0‖2H−1
∑
k≥1
k4i4k î
4
ke
−2k2(T−
log‖ψ1,k‖
k2
−ε)
= C(ε)‖y0‖2H−1
∑
k≥1
k4i4k î
4
ke
−2k2(T−T1−2ε)
If we take, ε ∈ (0, T−T12 ), we deduce that V converge if T > T1.
Let us see now that U (see (2.25)) is a convergent series, when T > T˜2 (see (1.19)), we have
Uk =
k4i4k î
4
k
(νk2−i2
k
)2
∣∣∣∣〈y0, e−i2kTψ1,ik(i2
k
−î2
k
)Lk(i
2
k
)
− e−νk
2Tψ2,k
(νk2−î2
k
)Lk(νk2)
〉∣∣∣∣2
≤ k
4i4k î
4
k‖y0‖2−1
(νk2−i2k)
2
∥∥∥∥ e−i2kT (ψ1,ik−ψ2,k)(i2
k
−î2
k
)Lk(i2k)
+
(
e−i
2
k
T
(i2
k
−î2
k
)Lk(i2k)
− e−νk
2T
(νk2−î2
k
)Lk(νk2)
)
ψ2,k
∥∥∥∥2
≤ k4i4k î4kC(ε)‖y0‖2−1
{
e−2i
2
k
(T−ε)‖ψ1,ik−ψ2,k‖2
(νk2−i2k)
2 + e−2λ
∗
kT+εi
2
k + e−2νk
2(T−ε)
(
eεi
2
k |L′k(λ∗k)|2 + 1
)}
,
where λ∗k = (1− θk)νk2 + θki2k, θk ∈]0, 1[,
≤ k4i4k î4kC(ε)‖y0‖2−1

e
−2i2k
T−
log
‖ψ2,k−ψ1,ik‖|νk2−i2k|
i2
k
−ε

+ e
−2λ∗k(T−
i2
k
λ∗
k
ε)
+ e−2νk
2(T−ε− i
2
k
νk2
ε)

,
≤ k4i4k î4kC(ε′)‖y0‖2−1
(
e−2i
2
k[T−T˜2−ε′] + e−2λ
∗
k(T−2ε′) + e−2νk
2(T−ε′)
)
, since : lim
λ∗k
i2
k
= lim
i2k
νk2 = 1.
If we take, ε′ ∈ (0, T−T˜22 ), we deduce that U converge if T > T˜2. This gives the proof of null-controllability
of system (1.1) if T > T˜0 = max
{
T1, T˜2
}
.

2.2.2 The negative null controllability result
Let us prove that if 0 < T < T˜0, then system (1.1) is not null controllable at time T . We argue by
contradiction. In particular, we assume that T˜0 > 0, otherwise there is nothing to prove. By Proposition 1.5,
system (1.1) is null-controllable at time T if and only if there exists C > 0 such that any solution θ of the
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adjoint problem (1.24) satisfies the observability inequality:
‖θ(0)‖2H10(0,π;R2) ≤ C
∫ T
0
|B∗Dθx(0, t)|2 dt, ∀θ0 ∈ H10
(
0, π;R2
)
. (2.30)
Let us recall that
T˜0 = max
{
T1, T˜2
}
with
T1 = lim sup
k−→+∞
log ‖ψ1,k‖H10
k2
, T˜2 = lim sup
k→+∞
log
‖ψ2,k−ψ1,ik‖
|νk2−i2k|
νk2
= lim sup
k→+∞
log
‖ψ2,k−ψ1,ik‖
|νk2−i2k|
i2k
.
• Let us suppose T˜0 = T1, and work with the particular solutions of the adjoint problem (1.24) associated
with initial data
θ0k = ψ1,k,
where ψ1,k is given by (1.17). With this choice, the solution θk of the adjoint problem is given by
θk(x, t) = ψ1,k(x)e
−k2(T−t),
The observability inequality reads as
‖θk(·, 0)‖2H10 ≤ C
∫ T
0
∣∣∣∣B∗D∂θk(0, t)∂x (0, t)
∣∣∣∣2 dt.
From the definition of T˜1, there exists a subsequence {kn}n≥1 such that :
T˜1 = lim
n→+∞
log ‖ψ1,kn‖H10
k2n
∈]0,+∞].
in this case, for every ε > 0, there exits a positive integer nε ≥ 1 such that
‖ψ1,kn‖H10 > ek
2
n(T1−ε), ∀n ≥ nε,
thus, 
‖θkn(·, 0)‖2H10 = e
−2k2nT ‖ψ1,kn‖2H10 ≥ e
−2k2n[T−T1+ε] −→
n→+∞
+∞,
and∫ T
0
|B∗D ∂θkn (0,t)∂x (0, t)|2 dt =
∫ T
0
e−2k
2
nt dt −→
n→+∞
0.
This proves that the observability inequality does not hold
• Let us suppose now, T˜0 = T˜2 . Let us fix k ≥ 1 and work with the particular solutions associated with
initial data
θ0k = ψ1,ik − ψ2,k,
with this choice, the solution θk of adjoint problem is given by
θk(x, t) = ψ1,ik(x)e
−i2k(T−t) − ψ2,k(x)e−νk2(T−t).
We have
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
‖θk(·, 0)‖2H10 =
∥∥∥e−i2kT (ψ1,ik − ψ2,k) + ψ2,k (e−i2kT − e−νk2T)∥∥∥2
H10
and∫ T
0
∣∣∣B∗D ∂θk(0,t)∂x (0, t)∣∣∣2 dt = ∫ T0 ∣∣∣e−i2kt − e−νk2t∣∣∣2 dt,
thus we obtain
‖θk(·, 0)‖H10 ≥ e−2i
2
kT ‖ψ1,ik − ψ2,k‖2 − 2e−i
2
kT ‖ψ1,ik − ψ2,k‖ ‖ψ2,k‖
∣∣i2k − νk2∣∣
and∫ T
0 |B∗D ∂θk(0,t)∂x (0, t)|2 dt ≤
∣∣i2k − νk2∣∣2 ,
and,
‖θk(·, 0)‖2H10∫ T
0 |B∗D ∂θk(0,t)∂x (0, t)|2 dt
≥ e−2i2kT ‖ψ1,ik − ψ2,k‖
2
|i2k − νk2|2
(
1− 2ei2kT
∣∣i2k − νk2∣∣
‖ψ1,ik − ψ2,k‖
‖ψ2,ik‖
)
.
From the definition of T˜2, there exists an increasing unbounded subsequence (kn)n≥1 such that
T˜2 = lim
n→+∞
log
‖ψ2,kn−ψ1,ikn ‖
|νk2n−i2kn |
ik2n
∈]0,+∞],
in this case, for every ε > 0, there exits a positive integer nε ≥ 1 such that∥∥ψ2,kn − ψ1,ikn∥∥
|νk2n − i2kn |
> ei
2
kn
(T˜2−ε), ∀n ≥ nε,
thus,
e−i
2
kn
T
∥∥ψ2,kn − ψ1,ikn∥∥
|νk2n − i2kn |
> ei
2
kn
(T˜2−T−ε) −→
n→+∞
+∞, ∀ε ∈ (0, T˜2 − T ).
This proves that the observability inequality does not hold and finishes the proof of the negative null
controllability result of (1.1).
3 Null-controllability result :
√
ν = i0j0 ∈ Q∗+
3.1 Some preliminary results
In this subsection we will give some properties which will be used below. We are interested in studying the
spectrum of the operators L∗. Let us define the sets
Λ1 := { i
2
0
j20
j2 : j ∈ N∗ \ j0N∗},
Λ2 := {k2 : k ∈ N∗ \ i0N∗},
Λ3 := {i20l2 : l ≥ 1}.
(3.1)
Observe that Λ1, Λ2 and Λ3 are disjoint sets.
Remark 3.1. If i0 = 1 then Λ2 = ∅, Λ1 := { j
2
j20
: j ∈ N∗ \ j0N∗} and Λ3 := {l2 : l ≥ 1}. Thus in the sequel,
the controllability of the system (1.1) will be studied in only when
√
ν = i0j0 ∈ Q∗+ and i0 > 1. The case
i0 = 1 is much easier and it is left to the reader.
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In the sequel, for the proof of Theorem 1.2, we shall use the following notations
I(ζ) =
∫ π
0
q(s)ϕ√ζ(s)
√
π
2
sin
(√
ζ
ν
(π − s)
)
ds, ζ ∈ Λ2 ∪ Λ3 = {k2 : k ≥ 1}, (3.2)
and T0(ν, q) becomes
T0(ν, q) := lim sup
ζ∈Λ2∪Λ3, ζ→+∞
− log |I(ζ)|
ζ
∈ [0,+∞]. (3.3)
Proposition 3.1. Let A0 be given by (1.2) and consider the operator (L,D(L)) given by (1.13) and its
adjoint L∗.
1. The spectrum of L∗ is given by
σ(L∗) = Λ1 ∪ Λ2 ∪ Λ3. (3.4)
2. Given j ∈ N∗ \ j0N∗, k ∈ N∗ \ i0N∗ and l ≥ 1, let us introduce
Φ∗2,j :=
 0
ϕj
 , Φ˜∗1,k :=
 ϕk
ψ˜k
 , and Φ̂∗1,l :=
 ϕi0l
ψ̂l
 . (3.5)
(a) Given j ∈ N∗ \ j0N∗, then (
L∗ − νj2Id
)
Φ∗2,j = 0. (3.6)
(b) Given k ∈ N∗ \ i0N∗, then (
L∗ − k2Id
)
Φ˜∗1,k = 0.
where, ψ˜k is the unique solution of problem:{
−ψ˜k − k2ν ψ˜k = − 1ν qϕk in (0, π),
ψ˜k(0) = ψ˜k(π) = 0,
(3.7)
moreover, an explicit expression of ψ˜k is given by :
ψ˜k(x) = ψ˜
′
k(0)
√
ν
k
sin
(
kx√
ν
)
+
√
ν
νk
∫ x
0
sin
(
k√
ν
(x− ξ)
)
q(ξ)ϕk(ξ) dξ. (3.8)
with (see remark 2.1 for instance)
ψ˜′k(0) = −
I(k2)
ν
√
π
2 sin
(
kπ√
ν
) (3.9)
(c) Given l ≥ 1, then { (
L∗ − i20l2Id
)
Φ∗2,j0l = 0,(
L∗ − i20l2Id
)
Φ̂∗1,l = I(i
2
0l
2)Φ∗2,j0l, ∀l ≥ 1,
(3.10)
and ψ̂l is the unique solution of problem:
−ψ̂l − j20 l2ψ̂l = 1ν [I(i20l2)ϕj0l − qϕi0l] in (0, π),
ψ̂l(0) = ψ̂l(π) = 0,∫ π
0
ψ̂l(x)ϕj0l(x) dx = 0,
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an explicit expression of ψ̂l is given by :
ψ̂l(x) = αlϕj0l(x) + βl(x), for all x ∈ (0, π), (3.11)
where

βl(x) = − 1νj0l
∫ x
0 sin (j0l(x− ξ)) [I(i20l2)ϕj0l(ξ)− q(ξ)ϕi0l(ξ)] dξ
αl =
1
νj0l
∫ π
0
∫ x
0 sin (j0l(x− ξ)) [I(i20l2)ϕj0l(ξ) − q(ξ)ϕi0l(ξ)]ϕj0l(x) dξ dx.
(3.12)
Moreover (see remark 2.1 for instance)
β′l(x) = −
1
ν
∫ x
0
cos (j0l(x− ξ)) [I(i20l2)ϕj0l(ξ)− q(ξ)ϕi0l(ξ)] dξ thus β′l(0) = 0. (3.13)
In the next result we are going to give some properties of ψ˜k (3.8) and ψ̂l (3.11). This properties will be
used later and will be crucial in the proof of Theorem 1.2.
Proposition 3.2. 1. Let us fix q ∈ L∞(0, π) and take k ∈ N∗ \ i0N∗. Then, one has :
ψ˜′k(x) = −
I(k2)
ν
√
π
2 sin
(
kπ√
ν
) cos( kx√
ν
)
+
1
ν
∫ x
0
cos
(
k√
ν
(x − ξ)
)
q(ξ)ϕk(ξ) dξ. (3.14)
In addition, there exists a constant C > 0 such that∥∥∥ψ˜′k∥∥∥
L∞(0,π)
≤ C, k ∈ N∗ \ i0N∗. (3.15)
2. Let us take l ≥ 1. There exists a constant C > 0 such that
|αl| ≤ C and
∥∥∥ψ̂′l∥∥∥
L∞(0,π)
≤ C, l ≥ 1. (3.16)
Proof of Proposition 3.2.
1. Let us fix k ∈ N∗ \ i0N∗, the expression (3.14) can be deduced from (2.5) and (2.6). Moreover, there
exists a constant C > 0 such that
∥∥∥ψ˜′k∥∥∥
L∞(0,π)
≤ C∣∣∣sin( kpi√
ν
)∣∣∣ + C,
= C∣∣∣sin(π(nk− kj0i0 ))∣∣∣ + C, where, for each k, nk is the nearest integer of
kj0
i0
≤ πC
2
∣∣∣π(nk−kj0i0 )∣∣∣ + C, 0 <
∣∣∣nk − kj0i0 ∣∣∣ ≤ 12 and ∀x ∈ [0, π2 ], 2πx ≤ sinx ≤ x
≤ i0C2 + C, 0 < 1i0 ≤
∣∣∣nk − kj0i0 ∣∣∣ ≤ 12 .
2. The properties (3.16) can be deduced from (3.11) . This finalizes the proof.
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Proof of Proposition 3.1.
First, L∗ can be written
L∗ =
( −∂xx 0
q −ν∂xx
)
,
Let λ be an eigenvalue of L∗ and y = (y1, y2)T an associated eigenfunction. Thus y is a solution of problem:
−y′′1 = λy1 in (0, π)
qy1 − νy′′2 = λy2 in (0, π)
y1(0) = y2(0) = 0, y1(π) = y2(π) = 0.
• If y1 ≡ 0, then, λ = νj2 is an eigenvalue of L∗ and taking y2 = ϕj , we obtain Φ∗2,j as associated
eigenfunction of L∗.
• Now assume that y1 6≡ 0, then λ = k2 and y1 = ϕk is a solution to the first o.d.e. Inserting this
expression in the second equation, we get for y2 :{
y′′2 +
k2
ν y2 =
1
ν qϕk in (0, π)
y2(0) = y2(π) = 0.
(3.17)
Let us multiply (3.17) by sin( k√
ν
(π − s)) and using partial integration, we obtain :
y′2(0) =
− ∫ pi
0
q(s)ϕk(s) sin
(
k√
ν
(π−s)
)
ds
ν sin
(
kpi√
ν
) = − I(k2)
ν
√
pi
2 sin
(
kpi√
ν
) , if k 6= i0l
∫ π
0 q(s)ϕi0l(s)ϕj0l(s)ds = I(i
2
0l
2) = 0, if k = i0l
– Observe that, suppose k = i0l, thus (3.17) admits a solution if and only I(i
2
0l
2) = 0. In this case,
i20l
2 is a double eigenvalue of L∗ (take j = j0l). From the above considerations, it is clear that
if I(i20l
2) 6= 0, then the eigenvalue i20l2 of L∗ is simple and Φ∗2,j0l is an associated eigenfunction.
Observe that, taking Φ̂∗1,l = (z1, z2)
T the equation
(
L∗ − i20l2Id
)
Φ̂∗1,l = cΦ2,j0l writes:
−z′′1 − i20l2z1 = 0 in (0, π)
−νz′′2 − i20l2z2 = [cϕj0l − qz1] in (0, π)
z1(0) = z2(0) = 0, z1(π) = z2(π) = 0.
Thus, choosing z1 = ϕi0l and inserting this expression in the second equation, we get :{
−z′′2 − j20 l2z2 = 1ν [cϕj0l − qϕi0l] in (0, π)
z2(0) = z2(π) = 0.
(3.18)
A necessary and sufficient condition for the previous nonhomogeneous Sturm-Liouville problem to
have a solution is that∫ π
0
[cϕ2j0l(x)− q(x)ϕi0l(x)ϕj0l(x)]dx = 0, i.e c =
∫ π
0
qϕi0lϕj0lds.
With this value of c, (3.18) has a continuum of solutions. This proves that, for k = i0l, Φ̂1,l is a
generalized eigenfunction of L∗ associated to λ = i20l
2.
– Otherwise, if k 6= i0l, then
y′2(0) = −
∫ π
0
q(s)ϕk(s) sin
(
k√
ν
(π − s)
)
ds
ν sin
(
kπ√
ν
) = − I(k2)
ν
√
π
2 sin
(
kπ√
ν
) . (3.19)
and Φ˜1,k is a eigenfunction of L
∗ associated to λ = k2 with k 6= i0l.
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Lemma 3.3. The family
B
∗ =
{
Φ∗2,j : j ∈ N∗ \ j0N∗; Φ˜∗1,k : k ∈ N∗ \ i0N∗; Φ∗2,j0l, Φ̂∗1,l : l ≥ 1
}
is complete in L2(0, π;R2).
Proof. Indeed, if f = (f1, f2) is such that
〈f,Φ∗2,j〉 = 0, j ∈ N∗ \ j0N∗,
〈f, Φ˜∗1,k〉 = 0, k ∈ N∗ \ i0N∗,{ 〈f,Φ∗2,j0l〉 = 0,
〈f, Φ̂∗1,l〉 = 0,
l ≥ 1.
then in particular 
〈f2, ϕj〉 = 0, j ∈ N∗ \ j0N∗,
〈f1, ϕk〉+ 〈f2, ψ˜k〉 = 0, k ∈ N∗ \ i0N∗,{ 〈f2, ϕj0l〉 = 0,
〈f1, ϕi0l〉+ 〈f2, ψ̂l〉 = 0,
l ≥ 1.
This implies that f1 = f2 = 0 (since {ϕk}k≥1 is an orthonormal basis in L2(0, π)) and proves the completeness
of B∗. 
3.2 Proof of Theorem 1.2
3.2.1 Approximate controllability
This subsection is devoted to proving the approximate controllability of system (1.1), that is to say, the first
point of Theorem 1.2. To this end, we are going to apply Theorem 1.7.
Necessary condition: Let us suppose that condition (1.22) does not hold i.e. there exists k0 ∈ N∗ \ i0N∗
(resp. l0 ∈ N∗) such that I(k20) = 0 (resp. I(i20l20) = 0 ).
• If I(k20) = 0, with k0 ∈ N∗ \ i0N∗, then we deduce that
Φ˜∗1,k0 =
 ϕk0
ψ˜k0
 see (3.5),
is an non-trivial eigenfunction associated with the eigenvalue k20 of the operator L
∗ satisfying
B∗D
∂Φ˜∗1,k0
∂x
(0) = νψ˜′k0(0) = −
I(k20)√
π
2 sin
(
k0π√
ν
) = 0, see (3.9).
• If I(i20l20) = 0, with l0 ∈ N∗, then we deduce that
Φ̂∗1,l0 − αl0Φ∗2,j0l0 =
 ϕi0l0
βl0
 (see (3.5) and (3.11)),
is an non-trivial eigenfunction associated with the eigenvalue i20l
2
0 of the operator L
∗ satisfying
B∗D
∂
(
Φ̂∗1,l0 − αl0Φ∗2,j0l
)
∂x
(0) = νβ′l0(0) = 0, see (3.13).
24
Thus, using Theorem 1.7, system (1.1) is not approximately controllable at time T .
Sufficient condition: Let us suppose that condition (1.22) hold. The set of the eigenvectors associated
with the eigenvalue νk2 of L∗ is generated by Φ∗2,k (see Proposition 2.1). In this case, we remark that for all
k ∈ N∗
B∗D
∂Φ∗2,k
∂x
(0) = νϕ′k(0) = kν
√
2
π
6= 0.
Moreover, the set of the eigenvectors associated with the eigenvalue k2, k ∈ N∗ \ i0N∗, of L∗ is generated by
Φ˜∗1,k (see Proposition 2.1). In this case, we remark that for all k ∈ N∗ \ i0N∗
B∗D
∂Φ˜∗1,k
∂x
(0) = νψ˜′k(0) = −
I(k2)√
π
2 sin
(
kπ√
ν
) 6= 0, see (3.9).
We conclude with the help of Theorem 1.7.

3.2.2 Positive null controllability result
In this subsection, our objective is to prove that system (1.1) is exactly controllable to zero at time T if
T > T0 ∈ [0,∞) (see (1.23)). To this end, for y0 ∈ H−1(0, π;R2) we will reformulate the null controllability
problem as a moment problem. Let us first observe that condition (1.22) is a necessary condition for having
the null controllability property of system (1.1) at time T > 0. Using Proposition 1.3 and Proposition 1.4 we
deduce that the control u ∈ L2(0, T ) drives the solution of (1.1) to zero at time T if and only if u ∈ L2(0, T )
satisfies ∫ T
0
u(t)B∗Dθx(0, t)dt = −〈y0, θ(·, 0)〉H−1,H10 , ∀θ0 ∈ H10 (0, π;R2),
where θ is the solution to the adjoint problem (1.24) associated with θ0. Since B
∗ is complete in H10 (0, π;R
2),
the null controllability property at time T for system (1.1) is equivalent to find u ∈ L2(0, T ) such that
∫ T
0
u(t)B∗Dθ2,jx (0, t)dt = −〈y0, θ2,j(·, 0)〉H−1,H10 , j ∈ N∗ \ j0N∗,∫ T
0
u(t)B∗Dθ˜1,kx (0, t)dt = −〈y0, θ˜1,k(·, 0)〉H−1,H10 , k ∈ N∗ \ i0N∗,
∫ T
0
u(t)B∗Dθ2,j0lx (0, t)dt = −〈y0, θ2,j0l(·, 0)〉H−1,H10 ,∫ T
0
u(t)B∗Dθ̂1,lx (0, t)dt = −〈y0, θ̂1,l(·, 0)〉H−1,H10 ,
l ≥ 1,
(3.20)
where θ2,j is the solution of adjoint problem (1.24) associated with θ0 = Φ∗2,j , and θ˜
1,k (resp. θ̂1,l) is the
solution of adjoint problem(1.24) associated with θ0 = Φ˜∗1,k (resp. θ
0 = Φ̂∗1,k) . Developing the equality
(3.20), one has:
1. If we take θ0 ≡ Φ∗2,j , the solution of the adjoint problem is θ2,j(·, t) = e−νj
2(T−t)Φ∗2,j and we obtain,∫ T
0
e−νj
2tu(T − t) dt = e−νj2T 〈y0, Φ
∗
2,j
νϕ′j(0)
〉H−1,H10 ≡ e−νj
2TM(y0, νj2, ), ∀j ∈ N∗ \ j0N∗,
where
M(y0, νj2) = 〈y0, Φ
∗
2,j
νϕ′j(0)
〉H−1,H10 , ∀j ∈ N∗ \ j0N∗,
moreover
∣∣M(y0, α)∣∣ ≤ C ‖y0‖H10 (0,π;R2) , ∀α ∈ Λ1 see (3.1), (3.21)
for a positive constant C independent of α ∈ Λ1 and y0.
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2. If we take θ0 ≡ Φ˜∗1,k, the solution of the adjoint problem is θ˜1,k(·, t) = e−k
2(T−t)Φ˜∗1,k and we obtain ,∫ T
0
e−k
2tu(T − t) dt = e−k2T 〈y0, Φ˜
∗
1,k
νψ˜′k(0)
〉H−1,H10 ≡
e−k
2T
I(k2)
M˜(y0, k2), ∀k ∈ N∗ \ i0N∗.
where
M˜(y0, k2) = ν
√
π/2 sin
(
kπ√
ν
)〈
y0, Φ˜∗1,k
〉
H−1,H10
, ∀k ∈ N∗ \ i0N∗.
Using the properties of the function ψ˜′k stated in Proposition 3.2, one has
|M˜(y0, β)| ≤ C‖y0‖H10 (0,π;R2), ∀β ∈ Λ2, (3.22)
for a new positive constant C independent of β ∈ Λ2 and y0.
3. Let us now take θ0 ≡ Φ∗2,j0l (resp. θ0 ≡ Φ̂∗1,l), the solution of the adjoint problem is
θ2,j0l(·, t) = e−i20l2(T−t)Φ∗2,j0l,
(resp.
θ̂1,l(·, t) = e−i20l2(T−t)
[
Φ̂∗1,l − (T − t)I(i20l2)Φ∗2,j0l
]
),
∀l ≥ 1.
thus, the control u must also satisfy
∫ T
0
e−i
2
0l
2tu(T − t) dt = e−i20l2TM∗(y0, i20l2),∫ T
0
te−i
2
0l
2tu(T − t) dt = e−i
2
0l
2T
I(i20l
2)
M̂(y0, i20l
2),
∀l ≥ 1. (3.23)
where
M∗(y0, i20l
2) = 〈y0, Φ
∗
2,j0l
νϕ′j0l(0)
〉H−1,H10 , ∀l ≥ 1, (3.24)
and
M̂(y0, i20l
2) =
1
νϕ′j0l(0)
〈
y0, Φ̂∗1,l +
(
ψ̂′l(0)
ϕ′j0l(0)
− TI(i20l2)
)
Φ∗2,j0l
〉
H−1,H10
, ∀l ≥ 1. (3.25)
Also, using the properties of the function ψ̂′k stated in Proposition 3.2 , one has
|M̂(y0, γ)| ≤ C‖y0‖H10 (0,π;R2), ∀γ ∈ Λ3, and |M∗(y0, γ)| ≤ C‖y0‖H10(0,π;R2), ∀γ ∈ Λ3, (3.26)
for a new positive constant C independent of γ ∈ Λ3 and y0.
Summarizing, we have proved that u ∈ L2(0;T ) is such that the solution y of system (1.1) satisfies
y(·;T ) = 0 in (0;π) if and only if u ∈ L2(0;T ) satifies
∫ T
0
e−αtu(T − t) dt = e−αTM(y0, α), ∀α ∈ Λ1,∫ T
0
e−βtu(T − t) dt = e−β(T−t)I(β) M˜(y0, β), ∀β ∈ Λ2,{ ∫ T
0
e−γtu(T − t) dt = e−γTM∗(y0, γ),∫ T
0
te−γtu(T − t) dt = e−γTI(γ) M̂(y0, γ),
∀γ ∈ Λ3.
(3.27)
Proposition 3.4 (gap-condition).
∀α, β ∈ σ(L∗), with α 6= β, |α− β| > 1
j20
. (3.28)
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Proof of Proposition 3.4. ∀α, β ∈ σ(L∗), there exist p, q ∈ N∗ where p 6= q, such that j20α = p2 and j20β = q2
(see (3.1) and (3.4)), consequently
|α− β| = 1
j20
∣∣p2 − q2∣∣ ≥ 1
j20
.

Thus, from the results in [19] (see Lemma 3.1. (b), page 1725-1726), we know that the sequence
{e−αt, te−αt}α∈σ(L∗)
admits a biorthogonal family {q1,α, q2,α}α∈σ(L∗) in L2(0, T ), i.e., a family satisfying
{ ∫ T
0 e
−αtq1,β(t)dt = δαβ ,∫ T
0 te
−αtq1,β(t)dt = 0,
and
{ ∫ T
0 e
−αtq2,β(t)dt = 0,∫ T
0 te
−αtq2,β(t)dt = δαβ ,
α, β ∈ σ(L∗), (3.29)
which moreover satisfies that for every ε > 0 there exists a constant Cε,T such that
‖qj,β‖L2(0,T ) ≤ Cε,T eεβ , k ∈ N∗, j ∈ {1, 2}. (3.30)
Using now the formulas in (3.27) and the property (3.29), we infer that an explicit formal solution u is
given by
u(T − t) =
∑
α∈Λ1
e−αTM(y0, α)q1,α(t) +
∑
β∈Λ2
e−βTM˜(y0, β)q1,β(t)
I(β)
+
∑
γ∈Λ3
e−γT
(
M∗(y0, γ)q1,γ(t) +
M̂(y0, γ)q2,γ(t)
I(γ)
) (3.31)
Let us see that this series defines an element of L2(0, T ) when T > T0 , i.e., the previous series converges
in L2(0, T ) if T > T0. Indeed, from the definition of the minimal time T0 (see (3.3)) and for any fixed ε > 0,
we can infer that there exists a positive constant Cε such that
1
|I(ζ)| ≤ Cεe
ζ(T0+ε), ∀ζ ∈ Λ2 ∪ Λ3.
On one hand, we can use (3.30), (3.21) and (3.26), and get for any α ∈ Λ1 and γ ∈ Λ3 , a new positive
constant Cε,T > 0 for which∥∥e−αTM(y0, α)q1,α(t)∥∥L2(0,T ) + ∥∥e−γTM∗(y0, γ)q1,γ(t)∥∥L2(0,T ) ≤ Cε,T ∥∥y0∥∥H10 (eα(ε−T ) + eγ(ε−T ))
On the other hand, we can use (3.30), (3.22) and (3.26), and get for any β ∈ Λ2 and γ ∈ Λ3 , a new positive
constant∥∥∥ e−βTI(β) M˜(y0, β)q2,β(t)∥∥∥L2 + ∥∥∥ e−γTI(γ) M̂(y0, γ)q2,γ(t)∥∥∥L2 ≤ Cε,T ∥∥y0∥∥H10 ( eβ(ε−T )|I(β)| + eγ(ε−T )|I(γ)| )
= Cε,T
∥∥y0∥∥
H10
(
eβ(T0−T+2ε) + eγ(T0−T+2ε)
)
,
These previous two inequalities prove the absolute convergence of the series (3.31) which defines the control u
since ε may be chosen arbitrarily small (take ε ∈ (0, T−T02 ) for instance). This proves the null controllability
of system (1.1) at time T when T > T0.
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3.2.3 The negative null controllability result
Let us prove that if 0 < T < T0, then system (1.1) is not null controllable at time T . We argue by
contradiction. Let us first remark that
T0 = max {T0,1, T0,2} (3.32)
with
T0,1 = lim sup
k∈N∗\i0N∗, k→+∞
log 1|I(k2)|
k2
and T0,2 = lim sup
l∈N∗, l→+∞
log 1|I(i20l2)|
i20l
2
. (3.33)
Assume that (1.1) is null-controllable at time T < T0, by means of Proposition 1.5, system (1.1) is null-
controllable at time T if and only if there exists C > 0 such that any solution θ of the adjoint problem (1.24)
satisfies the observability inequality:
‖θ(0)‖2H10(0,π;R2) ≤ C
∫ T
0
|B∗Dθx(0, t)|2 dt, ∀θ0 ∈ H10
(
0, π;R2
)
. (3.34)
• Let us suppose T0 = T0,1. Let us work with the particular solutions θk associated with initial data
θ0k =
Φ˜∗1,k
νψ˜′k(0)
.
With this choice, the solution θk of (1.24) is given by
θk(x, t) =
Φ˜∗1,k
νψ˜′k(0)
e−k
2(T−t), k ∈ N∗ \ i0N∗.
From the definition of T0,1 (see (3.33)), then there exists an subsequence (kn)n≥1 ⊂ N∗ \ i0N∗ such that:
T0,1 = lim
n→+∞
log 1|I(k2n)|
k2n
∈ (0,+∞],
thus
‖θkn(·, 0)‖2H10 (0,π;R2) = e
−2k2nT
‖Φ˜∗1,kn‖2H10
|νψ˜′kn (0)|2
= e−2k
2
nT
k2n+‖ψ˜′kn‖2L2
|νψ˜′kn (0)|2
≥ π2 e−2k
2
nT
∣∣∣sin( knpi√
ν
)∣∣∣2
|I(k2n)|
≥ k2n ≥ k2n π2 4i20 e
−2k2nT 1|I(k2n)|2
≥ k2n π2 4i20 e
−2k2n
[
T−
log|I(k2n)|
k2n
]
≥ ≥ k2n π2 4i20 e
−2k2n[T−T0,1+ε] −→
n→+∞
+∞, ε ∈ (0, T0,1 − T ),
and ∫ T
0
|B∗D∂θkn(0, t)
∂x
(0, t)|2 dt =
∫ T
0
e−2k
2
nt dt −→
n→+∞
0. (3.35)
This proves that the observability inequality (3.34) does not hold.
• Let us suppose now, T0 = T0,2 . Let us work with the particular solutions θl associated with initial
data
θ0 = alΦ̂
∗
1,l + blΦ
∗
2,j0l, l ≥ 1,
with al, bl ∈ R, to be determined. Recall that∫ π
0
ψ̂l(x)ϕj0l(x) dx = 0, see (3.7).
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With this choice, the solution θl of (1.24) is given by
θl(·, t) = ale−i20l2(T−t)
[
Φ̂1,l + (T − t)I(i20l2)Φ∗2,j0l
]
+ ble
−i20l2(T−t)Φ∗2,j0l, ∀l ≥ 1,
thus, the observability inequality (3.34) becomes
A1,l ≤ CA2,l
with

A1,l = e
−2i20l2T
{
i20l
2|al|2 +
[
|al|2‖ψ′l‖2L2(0,π) + i20l2
(
bl + TalI(i
2
0l
2)
)2]} ≥ e−2i20l2T |al|2, ∀l ≥ 1,
A2,l =
∫ T
0
e−2i
2
0l
2t
∣∣∣alψ′l(0) + (bl + talI(i20l2))ϕ′j0l(0)∣∣∣2 dt
.
We can choose al = I(i
2
0l
2) and bl = −I(i20l2)ψ′l(0)/ϕ′j0l(0), we obtain for a new constant C > 0 not
depending on l :
A1,l
A2,l
≥ e
−2i20l2T∣∣∣I(i20l2)ϕ′j0l(0)∣∣∣2 ∫ T0 t2e−2i20l2t dt ≥
e−2i
2
0l
2T
|I(i20l2)|2
, ∀l ≥ 1.
From the definition of T0,2 (see (3.33)), there exists a subsequence {ln}n≥1 such that :
T0,2 = lim
n→+∞
log 1|I(i20l2n)|
i20l
2
n
∈ (0,+∞].
Assume 0 < T0,2 < +∞. In this case, for every ε > 0, there exits a positive integer nε ≥ 1 such that
1
|I(i20l2n)|
> ei
2
0l
2
n(T
2
0−ε), ∀n ≥ nε,
thus, ∀n ≥ nε
A1,ln
A2,ln
≥ i20l2
e−2i
2
0l
2
nT
|I(i20l2n)|2
≥ i20l2ne2i
2
0l
2
n(T0,2−T−ε).
Taking for instance ε =
T0,2−T
2 , we have
e2i
2
0l
2
n(T0,2−T−ε) = ei
2
0l
2
n(T0,2−T ) −→
n→+∞
+∞.
This proves that the observability inequality (3.34) does not hold and finishes the proof of the negative null
controllability result of (1.1).
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A Proof of Proposition 1.5
Let y0 ∈ H−1(0, π;R2), θ0 ∈ H10 (0, π;R2) and u ∈ L2(0, T ) be given. Let y be the state associated to y0
and u and let θ be the adjoint state associated to θ0. Let us choose y0 arbitrarily in H
−1(0, π;R2) and θ0
arbitrarily in H10 (0, π;R
2). There exists u ∈ L2(0, T ) such that
‖u‖L2(0,T ) ≤ C‖y0‖H−1(0,π;R2)
and the associated state satisfies y(·, T ) = 0 in H−1(0, π;R2. Then from (1.25), we get
〈y0, θ(·, 0)〉H−1,H10 = −
∫ T
0 u(t)B
∗Dθx(0, t)dt
≤ ‖B∗Dθx(0, ·)‖L2(0,T )‖u‖L2(0,T )
≤ √C‖B∗Dθx(0, ·)‖L2(0,T )‖y0‖H−1(0,π;R2).
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Since y0 and θ0 are arbitrary, take y0 = θ(·, 0), we deduce (1.28).
Now, let us assume that (1.28) holds. Let us fix y0 ∈ H−1(0, π;R2) and ε > 0 and consider the minimiza-
tion problem
inf
u∈L2(0,T )
J(u), (A.1)
where J is defined as follows: for every u ∈ L2(0, T ),
J(u) =
(
1
2
‖u‖2L2(0,T ) +
1
2ε
‖y(·, T )‖2H−1(0,π;R2)
)
, (A.2)
where y is the solution of (1.1)) associated to y0 and u. The mapping J is a coercive, strictly convex,
continuous function on the reflexive space L2(0, T ). Then, J has a unique minimum uε. We denote by yε
the solution of (1.1)) associated to the control uε. The Euler-Lagrange equation gives
∀u ∈ L2(0, T ),
∫ T
0
uε(t)u(t)dt+
1
ε
〈y(·, T ), (−∆)−1yε(·, T )〉−1,1 = 0 (A.3)
where y is the solution of (1.1)), associated to the control u, with y0 = 0. We introduce ϕε the solution of
the adjoint problem 
−∂tϕε + L∗ϕε = 0 in QT ,
ϕε(0, ·) = ϕε(π, ·) = 0 on (0, T )
ϕε(·, T ) = 1ε (−∆)−1yε(·, T ) in (0, π).
(A.4)
By a duality argument between y, the solution of (1.1) with y0 = 0 and ϕε , (1.25) becomes
∀u ∈ L2(0, T ),
∫ T
0
u(t)B∗D∂xϕε(0, t)dt = 〈y(·, T ), ϕε(·, T )〉−1,1 = 1
ε
〈y(·, T ), (−∆)−1yε(·, T )〉−1,1. (A.5)
Then, by using (A.3) and (A.5), we obtain
uε = −B∗D∂xϕε(0, ·). (A.6)
Moreover, from (1.25) written for yε and ϕε, we obtain
−
∫ T
0
|B∗D∂xϕε(0, t)|2 dt = 1
ε
〈yε(·, T ), (−∆)−1yε(·, T )〉−1,1 − 〈y0, ϕε(·, 0)〉−1,1.
Observe that 〈yε(·, T ), (−∆)−1yε(·, T )〉−1,1 = ‖yε(·, T )‖2H−1(0,π). Therefore,
∫ T
0
|B∗D∂xϕε(0, t)|2 dt+ 1
ε
‖yε(·, T )‖2H−1(0,π) = 〈y0, ϕε(·, 0)〉−1,1
≤ C
2
‖y0‖2H−1(0,π) +
1
2C
‖ϕε(·, 0)‖2H10(0,π)
≤ C
2
‖y0‖2H−1(0,π) +
1
2
∫ T
0 |B∗D∂xϕε(0, t)|2 dt,
where C is the constant in (1.28). Taking into account that uε = −B∗D∂xϕε(0, ·), we deduce that
‖uε‖2L2(0,T ) +
2
ε
‖yε(·, T )‖2H−1(0,π) ≤ C‖y0‖2H−1(0,π). (A.7)
This estimate allows us to extract a subsequence (still indexed with ε) such that
uε ⇀ u weakly in L
2(0, T ).
Let y be the state associated to y0 and u. Thanks to (1.4),
yε ⇀ y weakly in L
2(QT ;R
2)
and
yε(·, T ) ⇀ y(·, T ) weakly in H−1(0, π;R2)
Consequently, using (A.7), we see that we have found a control u satisfying (1.26) such that the associated
state satisfies (1.27). This ends the proof.

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B Proof of Theorem 1.1 when
√
ν < 1
B.0.1 Positive null controllability result
Let us recall that
J : N∗ −→ N∗
k 7−→ jk,
is a injective fonction, where for any k ∈ N∗ jk is the nearest integer to k√ν moreover Ĵ = N∗ \ J(N∗) =
{ĵk : k ≥ 1} is a infinite set. Thanks to Proposition 2.7 we can reformulate (2.13). We say that the null
controllability property at time T for system (1.1) is equivalent to find u ∈ L2(0, T ) such that:
∫ T
0 e
−k2tu(T − t) dt = −e−k2T 〈y0, ψ1,k〉−1,i,∫ T
0 e
−νj2ktu(T − t) dt = −e−νj2kT 〈y0, ψ2,jk〉−1,1,∫ T
0
e−νĵ
2
ktu(T − t) dt = −e−νk2T 〈y0, ψ2,ĵk〉−1,1, k ≥ 1,
(B.1)
Proposition B.1. Let us introduce the (closed) space ET ⊂ L2(0, T ) given by
ET = span{e−k2t, e−νk2t : k ≥ 1}
L2(0,T )
.
There exists a family {qk}k≥1 ⊂ ET such that
1. 

∫ T
0
e−k
2tqk(t) dt = −e−k2T 〈y0, ψ1,k〉−1,i,∫ T
0 e
−νj2ktqk(t) dt = −e−νj2kT 〈y0, ψ1,jk〉−1,1,∫ T
0
e−νĵ
2
ktqk(t) dt = −e−νĵ2kT 〈y0, ψ2,ĵk〉−1,1, k ≥ 1,∫ T
0
e−k
2tqi(t)dt =
∫ T
0
e−νj
2
ktqi(t)dt =
∫ T
0
e−νĵ
2
ktqi(t)dt 0, k 6= j.
(B.2)
2. If T > T̂0 = max{T1, T̂2} (see (1.20) then we infer that an explicit solution u of moment problem (B.1)
given by
u(t) =
∑
k≥1
qk(T − t). (B.3)
with ∑
k≥1
‖qk‖2L2(0,T ) <∞.
We deduce that u is an absolutely convergent series in L2(0, T ) and thus u ∈ L2(0, T ). This will prove the
null controllability of system (1.1) at time T when T > T̂0.
Proof of Proposition B.1.
In the sequel, H2(C+) will denote the Hardy space of holomorphic functions Φ on C+ such that∫ +∞
−∞
|Φ(σ + i τ)|2dτ <∞, ∀σ > 0,
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with norm
‖Φ‖H2(C+) =
(∫ +∞
−∞
|Φ(iτ)|2dτ
)1/2
.
For the space H2(C+) and the properties of the Laplace transform, see for instance ( [30], pp.19-20]).
Let us fix k ≥ 1 and consider the function
Ĵk(λ) =
{
α̂k(λ− νj2k)(λ− νĵ2k) + β̂k(λ − k2)(λ− νĵ2k) + γ̂k(λ− k2)(λ− νj2k)
}
L̂k(λ), for λ ∈ C+.
where
L̂k(λ) =
1
(1 + λ)3
∏
i ≥ 1
i 6= k
(
λ− i2
λ+ i2
)(
λ− νj2i
λ+ νj2i
)(
λ− νĵ2i
λ+ νĵ2i
)
, (B.4)
We also recall (see for instance [1], properties of Blaschke product) that, Ĵk ∈ H2(C+), for any k ≥ 1,∣∣∣L̂k(λ)∣∣∣ < 1, for ℜλ > 0, and ∣∣∣L̂k(iτ)∣∣∣ ≤ 1 for almost every τ ∈ R.
and
Ĵk(l
2) = Ĵk(νj
2
l ) = Ĵk(νĵ
2
l ) = 0, ∀l ≥ 1, l 6= k.
So, using that the Laplace transform is a homeomorphism from L2(0,∞;C) into H2(C+), we infer the
existence of a nontrivial function q˜k ∈ L2(0,∞;C) such that
Ĵk(λ) =
∫ +∞
0
e−λtq˜k(t)dt, ∀λ ∈ C.
Now, we can choose α̂k, β̂k and γ̂k such that
Ĵk(k
2) = −e−k2T 〈y0, ψ1,k〉, Ĵk(νj2k) = −e−νj
2
kT 〈y0, ψ2,jk〉, and Ĵk(νĵ2k) = −e−νĵ
2
kT 〈y0, ψ2,ĵk〉, (B.5)
we obtain 
α̂k =
e−k
2T
(k2−νj2
k
)(k2−νĵ2
k
)L̂k(k2)
〈y0, ψ1,k〉,
β̂k =
e−νj
2
k
T
(νj2
k
−k2)(νj2
k
−νĵ2
k
)L̂k(νj2k)
〈y0, ψ2,jk〉,
γ̂k =
e−νĵ
2
k
T
(νĵ2
k
−k2)(νĵ2
k
−νj2
k
)L̂k(νĵ2k)
〈y0, ψ2,ĵk〉, ∀k ≥ 1.
(B.6)
The Parseval equality gives
‖q˜k‖2L2(0,∞;C) = 12π
∫ +∞
−∞ |Ĵk(iτ)|2dτ
= 12π
∫ +∞
−∞
|(iτ−νĵ2k){iτ(α̂k+β̂k)−(νj2kα̂k+k2β̂k)}+γ̂k(iτ−k2)(iτ−νj2k)|2
|1+iτ |6 dτ,
= 12π
∫ +∞
−∞
|(iτ−νĵ2k){(α̂k+β̂k)(iτ−νj2k)+β̂k(νj2k−k2)}+γ̂k(iτ−k2)(iτ−νj2k)|2
|1+τ2|3 dτ,
= 12π
∫ +∞
−∞
|(α̂k+β̂k)(iτ−νĵ2k)(iτ−νj2k)+β̂k(νj2k−k2)(iτ−νĵ2k)+γ̂k(iτ−k2)(iτ−νj2k)|2
|1+τ2|3 dτ,
≤ Cν4k4j4k ĵ4k
{
(α̂k + β̂k)
2 + β̂2k(νj
2
k − k2)2 + γ̂2k
}
.
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Using for instance [2] (Lemma 4.2 page 26), we deduce that, by denoting qk = ℜq˜k|(0,T ), there exists C > 0
such that
‖qk‖2L2(0,T ) ≤ Cν4k4j4k ĵ4k
{
(α̂k + β̂k)
2 + β̂2k(νj
2
k − k2)2 + γ̂2k
}
, (B.7)
thanks to (B.6), we obtain
(α̂k + β̂k)
2 = 1
(k2−νj2
k
)2
∣∣∣∣〈y0, e−k2Tψ1,k(k2−νĵ2
k
)L̂k(k2)
− e
−νj2
k
Tψ2,jk
(νj2
k
−νĵ2
k
)L̂k(νj2k)
〉∣∣∣∣2
and
β̂2k(νj
2
k − k2)2 + γ̂2k = 1ν2(ĵ2
k
−j2
k
)2
(
e−2νj
2
k
T |〈y0,ψ2,jk〉|2
|L̂k(νj2k)|2 +
e−2νĵ
2
k
T
∣∣∣〈y0,ψ2,ĵk〉∣∣∣2
((νĵ2k−k2)L̂k(νĵ2k))
2
)
,
(B.8)
thus the control u defines an element of 2(0, T ) if
Û =
∑
k≥1
k4j4k ĵ
4
k
(k2 − νj2k)2
∣∣∣∣∣
〈
y0,
e−k
2Tψ1,k
(k2 − νĵ2k)L̂k(k2)
− e
−νj2kTψ2,jk
(νj2k − νĵ2k)L̂k(νj2k)
〉∣∣∣∣∣
2
< +∞, (B.9)
and
V̂ =
∑
k≥1
k4j4k ĵ
4
k
ν2(ĵ2k − j2k)2
e−2νj2kT ∣∣〈y0, ψ2,jk〉∣∣2∣∣∣L̂k(νj2k)∣∣∣2 +
e−2νĵ
2
kT
∣∣∣〈y0, ψ2,ĵk〉∣∣∣2(
(νĵ2k − k2)L̂k(νĵ2k)
)2
 < +∞, (B.10)
Let us give first some properties of L̂k (see (B.4)).
Lemma B.2. Assume
√
ν < 1,
√
ν /∈ Q∗+.
1. For every ε > 0 there exists positive constants C1(ε), C1(ε), and C1(ε) such that
|L̂k(νj2k)| ≥ C1(ε)e−ενj
2
k , |L̂k(νĵ2k)| ≥ C2(ε)e−ενĵ
2
k , and |L̂k(k2)| ≥ C3(ε)e−εk2 , ∀k ≥ 1. (B.11)
2. There exists a constant C > 0 such that
|L̂′k(λ)| ≤ C, ∀λ ≥ 0, (B.12)
Proof. Simply use the same technique as the proof of Lemma 2.10.

Let us show that V̂ (see (B.10)) converge, when T > 0.
V̂ ≤ C
∑
k≥1
k4j4k ĵ
4
k
e−2νj2kT ∣∣〈y0, ψ2,jk〉∣∣2∣∣∣L̂k(νj2k)∣∣∣2 +
e−2νĵ
2
kT
∣∣∣〈y0, ψ2,ĵk〉∣∣∣2∣∣∣L̂k(νĵ2k)∣∣∣2

≤ C(ε)‖y0‖2H−1
∑
k≥1
k4j4k ĵ
4
k
(
e−2νj
2
k(T−ε) ‖ψ2,jk‖2H10 + e
−2νĵ2k(T−ε)
∥∥∥ψ2,ĵk∥∥∥2H10
)
≤ C(ε)‖y0‖2H−1
∑
k≥1
k4j4k ĵ
4
ke
−2νk2(T−ε) ‖ψ2,k‖2H10
= C(ε)‖y0‖2H−1
∑
k≥1
k4j4k ĵ
4
ke
−2νk2(T−ε) < +∞, ∀ε ∈ (0, T ).
35
Let us see now that the serie Û (see (B.9)) converge, when T > T̂0.
Ûk =
(kjk ĵk)
4
(k2−νj2
k
)2
∣∣∣∣〈y0, e−νj2kTψ2,jk(νj2
k
−νĵ2
k
)L̂k(νj2k)
− e−k
2Tψ1,k
(k2−νĵ2
k
)L̂k(k2)
〉∣∣∣∣2
≤ (kjk ĵk)4C(ε)‖y0‖2−1

e
−2νj2k
T−
log
‖ψ2,jk−ψ1,k‖
|k2−νj2k|
νj2
k
− k2
νj2
k
ε

+
(
e
−2λ∗k(T− k
2
λ∗
k
ε)
+ e−2k
2(T−ε)
)
‖ψ1,k‖21

,
where λ∗k = (1 − θk)k2 + θkνj2k , θk ∈]0, 1[,
≤ (kjk ĵk)4C(ε)‖y0‖2−1
(
e−2νj
2
k[T−T̂2−ε′] + e−2λ
∗
k(T−T1−ε′) + e−2k
2(T−T1−ε′)
)
If we take, ε ∈ (0, T−T̂02 ), T̂0 = max{T1, T̂2} (see 1.20), we deduce that Û converge. This gives the proof of
null-controllability of system (1.1) if T > T̂0 = max
{
T1, T̂2
}
.

B.0.2 The negative null controllability result
Let us prove that if 0 < T < T̂0, then system (1.1) is not null controllable at time T . We argue by
contradiction.
Let us first recall that
T > T̂0 = max
{
T1, T̂2
}
where
T1 = lim sup
k−→+∞
log ‖ψ1,k‖H10
k2
and T̂2 = lim sup
k→+∞
log
‖ψ1,k−ψ2,jk‖
|k2−νj2k|
k2
= lim sup
k→+∞
log
‖ψ1,k−ψ1,jk‖
|k2−νj2k|
νj2k
.
Assume that system (1.1) is null-controllable at time T < T ∗0 . System (1.1) is null-controllable at time T if
and only if there exists C > 0 such that any solution θ of the adjoint problem (1.24) satisfies the observability
inequality:
‖θ(0)‖2H10(0,π;R2) ≤ C
∫ T
0
|B∗Dθx(0, t)|2 dt, ∀θ0 ∈ H10
(
0, π;R2
)
. (B.13)
• Let us suppose T̂0 = T1 and work with the particular solutions of adjoint problem (1.24) associated
with initial data
θ0k = ψ1,k,
where ψ1,k is given by (1.17). With this choice, the solution θk of adjoint problem is given by
θk(x, t) = ψ1,k(x)e
−k2(T−t).
The observability inequality reads as
‖θk(·, 0)‖2H10 ≤ C
∫ T
0
∣∣∣∣B∗D∂θk(0, t)∂x (0, t)
∣∣∣∣2 dt.
From the definition of T1, there exists a subsequence {kn}n≥1 such that :
T1 = lim
n→+∞
log ‖ψ1,kn‖H10
k2n
∈]0,+∞],
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in this case, for every ε > 0, there exits a positive integer nε ≥ 1 such that
‖ψ1,kn‖H10 > ek
2
n(T1−ε), ∀n ≥ nε,
thus, 
‖θkn(·, 0)‖2H10 = e
−2k2nT ‖ψ1,kn‖2H10 ≥ e
−2k2n[T−T1+ε] −→ +∞, when n −→ +∞,
and∫ T
0
|B∗D ∂θkn (0,t)∂x (0, t)|2 dt =
∫ T
0
e−2k
2
nt dt −→ 0, when n −→ +∞.
(B.14)
This proves that the observability inequality does not hold
• Assume T̂0 = T̂2 . Let us fix k ≥ 1 and work with the particular solutions associated with initial data
θ0k = ψ1,k − ψ2,jk ,
With this choice, the solution θk of adjoint problem is given by
θk(x, t) = ψ1,k(x)e
−k2(T−t) − ψ2,jk(x)e−νj
2
k(T−t).
We have 
‖θk(·, 0)‖2H10 =
∥∥∥e−k2T (ψ1,k − ψ2,jk) + ψ2,jk (e−k2T − e−νj2kT)∥∥∥2
H10
and∫ T
0
∣∣∣B∗D ∂θk(0,t)∂x (0, t)∣∣∣2 dt = ∫ T0 ∣∣∣e−k2t − e−νj2kt∣∣∣2 dt,
thus we obtain
‖θk(·, 0)‖H10 ≥ e−2k
2T ‖ψ1,k − ψ2,jk‖2 − 2e−k
2T ‖ψ1,k − ψ2,jk‖ ‖ψ2,jk‖
∣∣k2 − νj2k∣∣
and∫ T
0
|B∗D ∂θk(0,t)∂x (0, t)|2 dt ≤
∣∣k2 − νj2k∣∣2 ,
and,
‖θk(·, 0)‖2H10∫ T
0
|B∗D ∂θk(0,t)∂x (0, t)|2 dt
≥ e−2k2T ‖ψ1,k − ψ2,jk‖
2
|k2 − νj2k |2
(
1− 2ek2T
∣∣k2 − νj2k∣∣
‖ψ1,k − ψ2,jk‖
‖ψ2,jk‖
)
.
From the definition of T̂2, there exists an increasing unbounded subsequence (kn)n≥1 such that
T̂2 = lim
n→+∞
log
‖ψ1,kn−ψ2,jkn ‖
|k2n−νj2kn |
k2n
∈]0,+∞],
in this case, for every ε > 0, there exits a positive integer nε ≥ 1 such that∥∥ψ1,kn − ψ2,jkn∥∥
|k2n − νj2kn |
> ek
2
n(T̂2−ε), ∀n ≥ nε,
thus,
e−k
2
nT
∥∥ψ2,kn − ψ1,ikn∥∥
|νk2n − i2kn |
> ek
2
n(T̂2−T−ε) −→ +∞, ∀ε ∈ (0, T̂2 − T ).
This proves that the observability inequality does not hold and finishes the proof of the negative null
controllability result of (1.1).
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