This paper reconciles two widely used trend-cycle decompositions of GDP that give markedly different estimates: the correlated unobserved components model yields output gaps that are small in amplitude, whereas the Hodrick-Prescott (HP) filter generates large and persistent cycles. By embedding the HP filter in an unobserved components model, we show that this difference arises due to differences in the way the stochastic trend is modeled. Moreover, the HP filter implies that the cyclical components are serially independent-an assumption that is decidedly rejected by the data. By relaxing this restrictive assumption, the new model provides comparable model fit relative to the standard correlated unobserved components model.
Introduction
The estimation of the output gap-the deviation of the output of an economy from its potential or trend output-is an important problem for both academics and policymakers. A particularly important task is to reconcile the differences between estimation methods, given that different approaches provide vastly different results. Morley, Nelson, and Zivot (2003) make an important contribution to such reconciliations. They show that the difference between two widely used trend-cycle decompositions-the Beveridge and Nelson (1981) decomposition and the unobserved components (UC) model of Watson (1986) -is entirely due to one restriction imposed in the UC model: the correlation between the innovations to the trend and cycle is assumed to be zero. When this restriction is relaxed, they find that the two trend-cycle decompositions are identical. In particular, both methods yield output gaps that are noisy and small in amplitude.
However, output gap estimates produced by the popular Prescott (1980, 1997) decomposition are often large and highly persistent. For example, the HodrickPrescott (HP) filter gives an estimate of the US output gap that is as large as −3% at the trough of the Great Recession. In contrast, the corresponding estimate from the correlated UC model of Morley et al. (2003) is close to zero. To reconcile the differences, Kamber, Morley, and Wong (2016) investigate how one can generate large cyclical components using the Beveridge-Nelson decomposition, which typically gives small and noisy cycles. They find that by setting the noise-to-signal ratio to be large, instead of estimating it from the data, the cycles obtained are large and the timing of troughs matches the chronology dated by the National Bureau of Economic Research (NBER). This paper takes an alternative modeling approach to reconciling the small versus large output gaps generated by different methods. We start by embedding the HP filter in a new UC model similar to that in Morley et al. (2003) .
1 By formulating an econometric model for the HP filter and comparing it to other popular UC models, we aim to shed light on the source of differences in the estimated output gaps. We pay particular attention to the assumptions needed to generate large cycles. In addition, since we have an econometric model for the HP filter, we can also use the machinery of model comparison to evaluate which approach fits the data better.
We begin with the correlated UC model of Morley et al. (2003) in which the trend follows a random walk process with drift. Then, in order to reconcile the small versus large output gaps produced by different estimation methods, we consider a second-order Markov process instead of the random walk specification (which is a first-order Markov process). This modification is useful for our purpose because a higher-order Markov process would imply a smoother trend that does not trace out the actual output as closely. Consequently, the resulting cyclical components would have to be larger. Moreover, we show that using this model, one can recover the HP trend as a Bayesian estimator with a certain dogmatic prior.
In particular, we demonstrate that the HP filter implicitly assumes that the cyclical components are serially independent, and this implicit assumption is strongly rejected by the data.
The estimation results, using US real GDP data, confirm that the output gap estimated under the new specification is indeed substantially larger in magnitude than that obtained from the correlated UC model of Morley et al. (2003) . Given that the HP filter can be embedded into this new model specification, this suggests that the difference between the output gaps obtained from the correlated UC model and the HP filter arises due to differences in the way trend output is modeled. Furthermore, by allowing the cyclical components to be serially correlated, the output gap estimate from the new model specification is larger and more persistent than the HP filter estimate.
Unlike the correlated UC model, which assumes a constant trend growth rate, this new specification allows for time-varying trend growth. In the application, we show that there is substantial time variation in the trend GDP growth rate. Specifically, the annualized trend growth rate fluctuates between 3.5% and 4% from 1950 to 1970; remains stable at about 3% from the mid-1970s to 2000; and starts a gradual decline to about 1.7% in the middle of the Great Recession. These estimates are comparable to those reported in Perron and Wada (2009) and Grant and Chan (2016) -all obtained using UC models with breaks in the trend growth rate.
In contrast, the annualized trend growth rate implied by the HP filter displays conspicuous cyclical patterns: e.g., it drops from about 4% in 1985 to about 2.4% in 1990, only to rebound again to 4% in 1997. Due to the implicit assumption of the HP filter that the cyclical components are serially independent, part of the business cycle variation is absorbed by the time-varying trend growth, resulting in its counter-intuitive large time-variation. In addition, we show in a model comparison exercise that the data overwhelmingly favor the new specification against the HP filter.
In this paper we focus on the trend-cycle decomposition of real GDP, but our new modeling approach has broader implications. The HP filter continues to be popular, despite concerns that using it to remove low-frequency movements in the data may lead to poor model fit and forecasts (see, e.g., Morley and Piger, 2012; Baştürk, Ç akmakli, Ceyhan, and Van Dijk, 2014; Canova, 2014, among many others) . It is therefore useful to provide an alternative model-based approach that generalizes the HP filter to accommodate salient features of the data. In addition, using a model-based approach also allows us to formally assess the model fit and compare it with other models.
The rest of this article is organized as follows. Section 2 first discusses the correlated UC model of Morley et al. (2003) . It then introduces the new specification with a second-order Markov process for the trend, followed by a brief discussion of the Bayesian estimation methods. We then show that the HP filter trend can be recovered as a posterior mean under the new specification with a dogmatic prior. In Section 3 we report the output gap estimate of the new specification and compare it to the model of Morley et al. (2003) and the HP filter. The trend growth rate and parameter estimates are also reported. Moreover, we compare the performance of the various models in fitting US real GDP. Finally, Section 4 concludes and briefly discusses some future research directions.
UC Model with a Smoother Trend
The trend-cycle decomposition of aggregate output is motivated by the idea that it can be usefully viewed as the sum of two separate components, namely, a nonstationary component that represents the trend and a transitory deviation from the trend. Based on the correlated unobserved components model of Morley et al. (2003) , consider the decomposition of the log real GDP y t :
where τ t is the trend and c t is the stationary, cyclical component. The nonstationary trend τ t is modeled as a random walk with drift, whereas the cyclical component c t is modeled as a zero mean stationary AR(p) process:
where the innovations u c t and u τ t are jointly normal
Note that the innovation u τ t impacts the level of the trend output τ t . We refer to this model as UCUR. The drift µ can be interpreted as the average growth rate of trend GDP. Morley et al. (2003) show that the trend-cycle decomposition from this correlated unobserved components model is equivalent to the one obtained from the Beveridge and Nelson (1981) decomposition using an unrestricted ARIMA model-both attribute most of the variance in output to the variation in trend and the cyclical component is small in amplitude.
A limitation of the model is that the trend growth rate µ is a constant, which is not supported by the data. For example, using US real GDP from 1947Q1 to 1998Q2, Perron and Wada (2009) find a break in trend growth at 1973Q1. Using more recent data, Luo and Startz (2014) and Grant and Chan (2016) find a break at 2006Q1 and 2007Q1, respectively. One way to relax this restrictive assumption is to allow for a time-varying growth rate, as considered in Harvey (1985) and Clark (1987) , replacing (3) by
Under this model, the innovation v τ t affects the level of the trend output τ t -it plays the role of u τ t in the UCUR model-whereas v µ t changes the trend growth µ t .
While this variant allows for a time-varying growth rate, Perron and Wada (2009, p. 751) conclude that "this generalization leaves the trend-cycle decompositions virtually unchanged". Hence, this model is unable to generate output gaps as large as those from the HP filter. In the next section we consider a variation of the correlated unobserved components model that allows for both a stochastic trend growth and a larger cyclical component.
An Alternative Specification for the Trend Component
Here we consider an alternative unobserved components model that has a new trend specification, with the goal of providing a formal modeling framework for the Hodrick-Prescott (HP) filter. To keep our specification as similar as possible to Morley et al. (2003) , we only modify the state equation for τ t . In particular, instead of the random walk process with drift in (3), we consider the following second-order Markov process: the trend growth.
In addition, we show in Section 2.3 that under this new model, one can recover the popular Prescott (1980, 1997) decomposition as a Bayesian estimator with a dogmatic prior.
Bayesian Estimation
In this section we outline the Bayesian estimation method used to fit the unobserved components model with the second-order Markov trend transition given in (7). This builds upon the posterior simulator developed in Grant and Chan (2016) for fitting the correlated unobserved components model in Morley et al. (2003) . A key novel feature of our approach is that it draws on recent advances in band matrix algorithms developed in Chan and Jeliazkov (2009), McCausland, Miller, and Pelletier (2011) and Chan (2013) , which are shown to be more efficient than the conventional Kalman filter-based algorithms. Moreover, due to the modular nature of Markov chain Monte Carlo (MCMC) algorithms, it is relatively straightforward to extend the estimation method to models with unknown breaks or non-Gaussian innovations.
Below we briefly discuss the sampling step for drawing the latent trends τ = (τ 1 , . . . , τ T ) ′ and leave the technical details of other steps to the Appendix. This sampling step for drawing τ is then used in the next section to show how one can recover the HP trend as the posterior mean of τ with a certain dogmatic prior.
Stack y = (y 1 , . . . , y T ) ′ , and similarly define c, u c and u τ . Then, we rewrite the system (1), (2) and (7) in the following matrix form:
Note that both H 2 and H φ are band matrices with only a few nonzero elements arranged around the main diagonal. Further, since both are square matrices with unit determinant, they are invertible. Hence, given the parameters φ, σ 2 c , σ 2 τ , ρ, τ 0 and τ −1 , it follows from (4) that we have
Using the properties of the Gaussian distributions (see, e.g., Kroese and Chan, 2014, Chapter 3.6) , the marginal distribution of τ (unconditional on c) is
and the conditional distribution of y given τ and other parameters is given by
Therefore, the prior density of τ and the conditional likelihood are given by
Then, by standard linear regression results (see, e.g., Kroese and Chan, 2014, p.237-240) , we have
where
Since H 2 , H φ and B are all band matrices, so is the precision matrix K τ . As such, the precision sampler of Chan and Jeliazkov (2009) can be used to sample τ efficiently.
We assume proper but relatively noninformative priors for the model parameters φ = (φ 1 , φ 2 ) ′ , σ In the next section, we show that the conditional mean of τ given in (11) reduces to the Hodrick-Prescott decomposition if one assumes a certain dogmatic prior for the model parameters.
HP Decomposition as a Dogmatic Bayesian Estimator
Recall that the Hodrick-Prescott decomposition is formulated as a minimization problem in which the HP trend is the minimizer of the following smoothed square loss:
where λ is a fixed constant that penalizes variability in the trend component. The larger the value of λ, the smoother is the associated HP trend τ HP . Prescott (1980, 1997) highlight that λ may be viewed as the noise-to-signal ratio under certain restrictive conditions-namely, that "the cyclical components and the second differences of the [trend] components were identically and independently distributed." They then suggest setting λ = 1600 for US quarterly data.
Below we show that the HP trend τ HP can be viewed as a posterior mean of τ under the model defined in (1), (2) and (7). 3 To that end, first note that
where α = H −1 2 α and α = (2τ 0 − τ −1 , −τ 0 , 0, . . . , 0) ′ . Hence, the minimization problem can be rewritten as
By differentiating the objective function with respect to τ , we obtain the following firstorder condition:
Setting the first-order condition to zero and solving for τ , we obtain
Since the Hessian is 2(I T +λH ′ 2 H 2 ), which is always positive definite provided that λ > 0, τ HP is the unique minimizer. Also, the expression (12) provides a quick way to compute the HP trend as all T × T matrices are banded.
Next, we show that τ HP is the mean of the conditional distribution of τ given in (11). To see that, set ρ = 0 and φ = 0. Then, the posterior mean of τ becomes
Hence, we have proved the following proposition.
3 It is unclear whether Prescott (1980, 1997) had a statistical model in mind when they proposed the Hodrick-Prescott decomposition. On the one hand, they realized that their minimization problem can be solved by the Kalman filter-hence, it has a state space form. On the other hand, they explicitly stated that "[o]ur statistical approach does not utilize standard time series analysis. Our prior knowledge concerning the process generating the data is not of the variety that permits us to specify a probability model as required for application of that analysis." Polasek (2011) seems to be the first to realize that the HP trend can be interpreted as a posterior mean under a certain prior for τ . We take this one step further to show that the underlying model is in fact a state space model with a second-order Markov transition for the trend. It is intriguing that the underlying econometric model of the HP trend requires φ = 0. That is, the cyclical components are assumed to be serially independent. As we will see in the next section, this assumption is strongly rejected by the data.
Empirical Results
In this section we report the cycle estimates and other parameters of interest under the unobserved components model with a second-order Markov trend transition (UCUR-2M). We compare these estimates with those obtained under standard benchmarks to assess the impact of the new specification on the trend evolution. In particular, we present results from the correlated unobserved components (UCUR) model of Morley et al. (2003) . Moreover, given the findings in Perron and Wada (2009) , Luo and Startz (2014) and Grant and Chan (2016) , we also consider a version in which the trend growth rate has a break at t 0 . More precisely, we replace (3) with
where 1(A) is the indicator function that takes the value 1 if the condition A is true and 0 otherwise. In other words, the stochastic trend τ t has a growth rate of µ before the break t 0 and a growth rate of γ after the break. We set the break date at 2007Q1 and refer to this model as UCUR-07.
We use US quarterly real GDP from 1947Q1 to 2014Q4 for our analysis. The data are sourced from the Federal Reserve Bank of St. Louis economic database, and the series is then transformed by taking the logs and multiplying by 100. Each set of results below is based on 100000 posterior draws after a burn-in period of 10000. Figure 1 plots the estimates of the output gap c t under the UCUR and UCUR-07 models. It is evident that the estimates from both models are remarkably similar until the mid-2000s, when the UCUR-07 model allows for a break in trend growth in 2007Q1. This finding contrasts with the results in Perron and Wada (2009) , who find that when a break is allowed for, the estimates from correlated UC models with and without a break differ substantially. One source of difference is that their output gap estimates are computed given the maximum likelihood estimates, thus ignoring parameter uncertainty. In contrast, ours take into account parameter uncertainty by averaging the output gap estimates over posterior draws of the model parameters. The output gap estimates in Figure 1 generally coincide with the NBER recession dates, but they are relatively small. For example, the trough of the 1981-1982 recession is only about −3%; during the Great Recession the output gap estimates are about −1.3% for the UCUR-07 model and close to 0 for the UCUR.
Output Gap Estimates
The corresponding estimates under the UCUR-2M model are reported in Figure 2 . It is clear that the plot of the output gap has a similar shape as that in Figure 1 ; it traces the NBER recession dates closely as well. The main difference is that the new output gap estimates are noticeably larger. For instance, the trough of the 1981-1982 recession is now at about −7% and the trough in the Great recession is about −4%. For comparison, we also plot the output estimates obtained from the HP filter in Figure 2 . The two plots generally coincide, but there a few noticeable differences. In particular, the output gap estimates under the UCUR-2M model are typically larger and more persistent. For instance, the HP filter estimates drop to 0 in 2011-2012, whereas the UCUR-2M model shows a persistent output gap-it remains around −0.9% at 2014Q4.
This difference is due to the assumption that the cyclical components are independent under the HP filter, i.e., φ = 0. In contrast, when we allow φ to be estimated as in the UCUR-2M model, the estimates are far from zero (see the estimation results below). This in turn makes the output gap estimate under the UCUR-2M model more persistent.
Trend GDP Growth Estimates
Next, we present the estimated annualized trend GDP growth rate-the posterior means of 4∆τ t = 4(τ t − τ t−1 )-in Figure 3 . It is evident that there is substantial time variation in trend growth over the past six decades. In particular, the annualized trend growth rate fluctuates between 3.5% and 4% from the beginning of the sample until 1970. It then begins a steady decline and reaches about 3% in mid-1970s. These estimates are similar to those in Berger, Everaert, and Vierke (2016) , who find substantial time variation in trend output growth using a trivariate unobserved components model of output, inflation and unemployment rate. The estimated trend growth rate remains stable at about 3% from the mid-1970s until 2000, when it starts another gradual decline to about 1.7% in the middle of the Great Recession. These results are similar to the estimated trend growth rates reported in Grant and Chan (2016) -they find that the trend growth rate drops from 3.4% before 2007 to about 1.5% afterward. Our estimate is also in line with the forecast of US potential output growth of 1.5% to 1.55% from 2007 to 2032 given in Gordon (2014) .
For comparison we also plot the annualized trend growth rate implied by the HP filter in Figure 3 . The most prominent feature of the plot is its apparent cyclical pattern. For instance, the growth rate drops from about 4% in 1985 to about 2.4% in 1990, only to rebound again to 4% in 1997. This counter-intuitive large variation in trend growth might reflect the assumption that the cyclical components are independent-resulting in some of the business cycle variation being accommodated by the time-varying trend. In contrast, when we allow the cyclical components to be correlated via an AR(2) process in the UCUR-2M model, the estimated trend growth rate is much smoother and picks up only some very low-frequency movement. Figure 4 presents the contour plot of the bivariate posterior density p(φ 1 , φ 2 | y) under the UCUR-2M model. 4 It is evident that most of the mass of this density is concentrated around (1.3, −0.4) and there is no mass near the origin. This can be viewed as evidence that the assumption φ = 0 implied by the HP filter is strongly rejected by the data.
Parameter Estimates and Model Comparison
(Below we also perform a formal model comparison.) It is also worth noting that one of the stationarity restrictions, namely, φ 1 + φ 2 < 1, appears to be binding, reflecting the fact that the cyclical components are highly persistent. Next, we report in Table 1 the parameter estimates under the UCUR-2M model, as well as estimates from the three other models for comparison. Consistent with the contour plot in Figure 4 , the posterior means of φ 1 and φ 2 are estimated to be 1.31 and -0.37 respectively with small standard errors. These estimates are similar to those obtained under the UCUR and UCUR-07 models, highlighting that the cyclical components are highly persistent regardless of how the trend is modeled. Under UCUR-2M the estimates of σ 2 c and σ 2 τ are 0.76 and 0.0028 respectively, giving a ratio of about 271, which is much smaller than the typical value of λ = 1600 used in the HP filter. Despite this smaller noise-to-signal ratio, the estimates of the output gap c t under UCUR-2M reported in Figure 2 are larger in magnitude and more persistent than those obtained from the HP filter. As discussed, this is because under the HP filter the cyclical components are assumed to be independent whereas they are highly persistent under UCUR-2M. It is interesting to note that under UCUR-2M, the estimated ρ is 0, indicating that the innovations to the cyclical components and the trend growth rate are uncorrelated.
Lastly, we compare the four models in fitting US real GDP in a formal Bayesian model comparison using the marginal likelihood. The marginal likelihood can be interpreted as a density forecast of the data under the model evaluated at the actual observed data.
Hence, if the observed data are likely under the model, the associated marginal likelihood would be "large". For a more detailed discussion, see, e.g., Koop (2003) and Geweke and Amisano (2011) . The marginal likelihoods are computed using the adaptive importance sampling method proposed in Chan and Eisenstat (2015) . The results are reported in Table 2 . According to the marginal likelihood, the UCUR-07 model with a break in 2007Q1 is the best model, followed by UCUR and UCUR-2M, whereas the HP filter is by far the worst. This supports the conclusion in Morley and Piger (2012, p.214 ) that the HP filter is "strongly at odds with the data." In addition, the data generally prefer UCUR or UCUR-07 over UCUR-2M, but the evidence is not overwhelming. If the researcher prefers to have larger output gaps, the UCUR-2M model seems to be the best choice-it produces a more persistent output gap at a slight cost of model fit.
Concluding Remarks and Future Research
We formulate a new correlated unobserved components model with a second-order Markov process and show one can recover the HP trend as a Bayesian estimator with a certain dogmatic prior. Using this model-based approach, we directly compare the HP filter with other popular unobserved components models and shed light on the source of differences in the cycle estimates. We show that by relaxing the implicit assumption that the cyclical components are independent under the HP filter, the new model provides comparable model fit relative to the standard correlated unobserved components model.
Many recent papers, including Carriero, Kapetanios, and Marcellino (2009), Banbura, Giannone, and Reichlin (2010) and Koop (2013) , have demonstrated the gains of incorporating the information content in a large number of macroeconomic variables. For future research, it would be interesting to embed the proposed UC model in a large Bayesian vector autoregression to assess if other macroeconomic variables provide additional information about the output gap.
