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Abstract
Projection factors describe how lengths, areas, or Lebesgue measures
in general, contract under orthogonal projections between subspaces of a
real or complex inner product space. We study their properties and relate
them to the theory of angles between subspaces and to the Grassmann al-
gebra. They allows us to easily obtain generalizations of the Pythagorean
theorem, relating the Lebesgue measures of subsets of real or complex
subspaces and their orthogonal projections onto certain collections of sub-
spaces. An important difference in the complex case is that measures are
not squared.
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1 Introduction
The Pythagorean Theorem is one of the oldest and most famous mathe-
matical results, being usually expressed, in its modern form, as
a2 = b2 + c2,
where a is the length of the hypotenuse of a right triangle, while b and c
are the lengths of its other sides. Its importance is reflected in the number
and diversity of its proofs [Loo68, Bog], and in its many generalizations.
Some extend it to other kinds of triangles or higher dimensions, such as the
law of cosines, spherical and hyperbolic Pythagorean theorems, Euclidean
distances and norms in Rn or Cn, Parseval’s identity, etc.
Other generalizations, instead of referring to lengths and triangles,
relate areas, volumes, or Lebesgue measures in general to their orthogonal
projections [AMB96, Atz00, CB74, DC35, Dru15]. These are not so widely
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known, and keep being rediscovered time and again. They are usually
proven for parallelepipeds or simplices, using determinant identities such
as the Cauchy-Binet formula [Gan00], being sometimes extended to other
figures via differential calculus or measure theory. There is even a neat
proof via divergence theorem [ER08].
In this article we show how these generalizations can be obtained,
and even extended to complex vector spaces, with much simpler proofs.
This is made possible by the use of projection factors, which describe how
Lebesgue measures contract under orthogonal projections.
These factors are shown to have many useful properties, being related
to the theory of angles between subspaces and the Grassmann algebra
[Mana]. They are an interesting subject in themselves, and we develop
their properties well beyond what would be necessary if our goal was just
to get to the Pythagorean theorems.
Anyway, the usefulness of projection factors is made clear by how easily
they allow us to prove the following generalized Pythagorean theorems
(where all measures are Lebesgue, and the subsets must be measurable):
1. In a real inner product space X,
• the squared 1-dimensional measure of a subset of a real line in X
is the sum of the squared measures of its orthogonal projections
onto all subspaces of an orthogonal partition of X.
• the squared p-dimensional measure of a subset of a p-dimensional
subspace of X is the sum of the squared measures of its orthog-
onal projections onto all p-dimensional coordinate subspaces of
any ortogonal basis of X.
2. In a Hermitian vector space X,
• the 2-dimensional measure of a subset of a complex line in X is
the sum of the measures of its orthogonal projections onto all
subspaces of an orthogonal partition of X.
• the 2p-dimensional measure of a subset of a p-dimensional com-
plex subspace of X is the sum of the measures of its orthogonal
projections onto all p-dimensional coordinate subspaces of any
ortogonal basis of X.
We also present another version in which a subset of a p-dimensional
subspace is related to its projections on coordinate subspaces of a different
dimension.
Note that in the complex case the measures are not squared, but their
dimensions are doubled. We believe this can have important consequences
for Quantum Mechanics, allowing quantum probabilities to be interpreted
in terms of projection factors [Man19].
In section 2 we review some of the less familiar generalizations of the
Pythagorean theorem. In section 3 we define projections factors and study
their properties, relating them to Grassmann angles. In section 4 the gen-
eralized Pythagorean theorems are obtained. Finally, in section 5 we make
some final remarks concerning further generalizations and applications.
2
2 The many faces of Pythagoras
A well-known generalization of the Pythagorean theorem is the following:
• For any partition X = ⊕i∈I Vi of a real or complex Hilbert space
into a family {Vi}i∈I mutually orthogonal closed subspaces, and any
v ∈ X,
‖v‖2 =
∑
i∈I
‖Piv‖2 , (1)
where Pi : X → Vi is the orthogonal projection.
Some less known generalizations refer to areas or higher dimensional
measures:
• A tetrahedron OABC is trirectangular at O if all edges at this vertex
are orthogonal to each other. De Gua’s Theorem (1783) [M.31] says
the squared area of the face opposite such vertex equals the sum of
the squared areas of the other faces (Figure 1). It extends to higher
dimensional simplices [AMB96, Alv97, Cho91, DC35, LL90].
Figure 1: area(ABC)2 = area(OAB)2 + area(OAC)2 + area(OBC)2
• The squared area of a planar figure is the sum of the squared areas
of its orthogonal projections on 3 mutually perpendicular planes
(Figure 2). This result was already known to Monge and Hachette
in the XVIII century [Eve90, p.450].
Figure 2: area(A)2 = area(B)2 + area(C)2 + area(D)2
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• The Cauchy-Binet formula [Gan00] gives, for a n× p real matrix A,
with p ≤ n,
det(AtA) =
∑
I
det(AI)
2,
where I runs over all subsets of p elements of {1, . . . , n}, and AI is
the p×p submatrix of A formed by its rows with indices in I. This is
a kind of Pythagorean Theorem [Por96, Atz00, Fro10], as det(AtA)
is the squared p-dimensional volume of the parallelepiped P spanned
by the columns of A, and each | det(AI)| is the p-dimensional volume
of the orthogonal projection of P onto the p-dimensional coordinate
subspace of Rn given by the indices in I.
Example 2.1. The columns a, b ∈ R3 of A =
(
2 3
1 0
3 1
)
span a paral-
lelogram P of squared area ‖a× b‖2 = 59, which equals det(AtA) =
| 14 99 10 |. The 2 × 2 minors of A are | detA12| = 3, | detA13| = 7 and
| detA23| = 1, which are the areas of orthogonal projections of P
onto the coordinate planes, whose squares add up to 59.
• Given a measurable subset S of a p-dimensional affine subspace in
Rn, the square of its p-dimensional Lebesgue measure | · |p is the
sum of the squared measures of its orthogonal projections on all
p-dimensional coordinate subspaces of Rn,
|S|2p =
∑
α
|Pα(S)|2p, (2)
where α runs over all
(
n
p
)
subspaces spanned by p basis elements, and
Pα is the corresponding orthogonal projection (Figure 3). Conant
and Beyer [CB74] prove this for parallelepipeds via Cauchy-Binet,
and then extend it using measure theory. They try to generalize it to
the complex case, but their use of
√
det
(
AtA¯
)
to define a complex
measure leads to anomalous results.
Figure 3: Projections of a Koch snowflake, |A|22 = |B|22 + |C|22 + |D|22
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3 Projection factors
Let X be a n-dimensional vector space over R (real case) or C (complex
case), with inner product 〈·, ·〉 (Hermitian product in the complex case).
Unless otherwise indicated, whenever we refer to subspaces (or other linear
algebra concepts) of X, it will be with respect to the same field as X.
Complex vector spaces can also be seen as real vector spaces, with twice
the complex dimension, and a Hermitian product 〈·, ·〉 induces a real inner
product Re〈·, ·〉 in the underlying real vector space. As C-orthogonality
(with respect to 〈·, ·〉) implies R-orthogonality (with respect to Re〈·, ·〉),
orthogonal projections with respect to both products coincide.
On any real or complex subspace V ⊂ X, let |·|m be the m-dimensional
Lebesgue measure if m = dimR V , and |·|m = 0 if m > dimR V .
Definition. For subspaces V,W ⊂ X, let P : V → W be the orthogonal
projection and p = dimR V . The projection factor of V on W is
piV,W =
|P (S)|p
|S|p ,
where S is any Lebesgue measurable subset of V with |S|p 6= 0.
Note that |P (S)|p is defined, as dimR P (V ) ≤ p. And as P is linear,
piV,W does not depend on S. More precisely, if dimR P (V ) < p then
piV,W = 0, and if dimR P (V ) = p then V and P (V ) can be isometrically
identified with Rp, in which case independence of S is a defining property
of the Lebesgue measure [Rud86, p.51]. Most of the work in [CB74] can
be replaced by this observation.
Clearly, piV,W depends only on the relative position of V and W , being
invariant by orthogonal transformations (unitary, in the complex case), as
they preserve Lebesgue measures and commute with orthogonal projec-
tions. Also, the projection factor for complex subspaces equals that of
their underlying real vector spaces. Moreover, piV,W = piV,P (V ).
Calculations will be simpler if we take S to be a parallelepiped.
Definition. The parallelepiped spanned by v1, . . . , vk ∈ X is
[v1, . . . , vk] = {t1v1 + . . .+ tkvk : t1, . . . , tk ∈ [0, 1]}.
If P is the orthogonal projection onto a subspace W ⊂ X then
P ([v1, . . . , vk]) = [Pv1, . . . , Pvk].
The parallelepiped is orthogonal if the vi’s are mutually R-orthogonal. In
such case | [v1, . . . , vk] |k = ‖v1‖ · . . . · ‖vk‖.
3.1 Projection factors for real and complex lines
Definition. A line L ⊂ X is a 1-dimensional subspace. Any nonzero
v ∈ X determines a real line Rv = {cv : c ∈ R}, and in the complex case
also a complex line Cv = {cv : c ∈ C} (which is isometric to a real plane).
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Proposition 3.1. Given v ∈ X and a real or complex subspace W ⊂ X,
‖Pv‖ = ‖v‖ · piRv,W ,
where P is the orthogonal projection on W . In the complex case, if W is
a complex subspace we also have
‖Pv‖2 = ‖v‖2 · piCv,W .
Proof. The first identity follows from the definition, and the other from
the fact that orthogonal projections onto complex subspaces are C-linear,
so the square [v, iv] ⊂ Cv projects to the square [Pv, iPv].
Corollary 3.2. In the complex case, piCv,W = pi
2
Rv,W for any nonzero
v ∈ X and any complex subspace W . Also, piRv,W = piRv′,W for any
nonzero v′ ∈ Cv.
Proposition 3.3. For any nonzero v, w ∈ X,
• in the real case, |〈v, w〉| = ‖v‖ · ‖w‖ · piRv,Rw.
• in the complex case,
|Re〈v, w〉| = ‖v‖ · ‖w‖ · piRv,Rw,
|〈v, w〉| = ‖v‖ · ‖w‖ · piRv,Cw,
|〈v, w〉|2 = ‖v‖2 · ‖w‖2 · piCv,Cw.
Proof. Follows from Proposition 3.1, as the orthogonal projection of v
onto W = Rw (real case) or W = Cw (complex one) is Pv = 〈w,v〉‖w‖2 w.
Definition. The Euclidean angle θv,w ∈ [0, pi] of nonzero vectors v, w ∈ X
is the usual angle between them, considered as real vectors, i.e.
cos θv,w =
Re〈v, w〉
‖v‖‖w‖ .
In the complex case, the Hermitian angle γv,w ∈ [0, pi2 ] is the angle between
v and Cw, given by
cos γv,w =
|〈v, w〉|
‖v‖‖w‖ .
For more on these angles, see [GH06, Manb, Sch01].
Corollary 3.4. For any nonzero vectors v, w ∈ X, piRv,Rw = |cos θv,w|.
Also, in the complex case, piRv,Cw = cos γv,w and piCv,Cw = cos
2 γv,w.
3.2 Principal projection factors
Let V,W ⊂ X be subspaces, p = dimV , q = dimW , and m = min(p, q).
A singular value decomposition gives orthonormal bases (e1, . . . , ep) of V
and (f1, . . . , fq) of W in which the orthogonal projection P : V → W is
represented by a q× p diagonal matrix P with real non-negative diagonal
elements 1 ≥ σ1 ≥ . . . ≥ σm ≥ 0. These are the singular values of P , and
the ei’s and fj ’s are principal vectors, which satisfy
〈ei, fj〉 = δijσj , (3)
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and form principal bases of V and W . A subspace of V or W spanned by
principal vectors is a principal subspace.
This has a nice geometric interpretation. The unit sphere of V projects
to an ellipsoid in W . In the real case, for 1 ≤ i ≤ m, the σi’s are the
lengths of its semi-axes, the ei’s project onto them, and the fi’s point
along them. In the complex case, for each 1 ≤ i ≤ m there are two
semi-axes of length σi, corresponding to the projections of ei and iei.
It also admits a variational characterization, given recursively as fol-
lows. For each i = 1, . . . ,m, let
Vi = {v ∈ V : 〈v, ej〉 = 0 ∀ j < i},
Wi = {w ∈W : 〈w, fj〉 = 0 ∀ j < i},
σi = max { |〈v, w〉| : v ∈ Vi, w ∈Wi, ‖v‖ = ‖w‖ = 1} ,
ei ∈ Vi, fi ∈Wi are unit vectors such that 〈ei, fi〉 = σi.
Definition. The principal projection factors 1 ≥ pi1 ≥ . . . ≥ pim ≥ 0 of
V and W are the projection factos for the lines of ei and fi, i.e.
pii =
{
piRei,Rfi in the real case,
piCei,Cfi in the complex case.
Proposition 3.5. For 1 ≤ i ≤ m, pii =
{
σi in the real case,
σ2i in the complex case.
Proof. Follows from Proposition 3.3 and (3).
Proposition 3.6. For any subspaces V,W ⊂ X,
piV,W =
{
pi1 · . . . · pip if dimV = p ≤ dimW,
0 if dimV > dimW,
where the pii’s are the principal projection factors of V and W .
Proof. If dimV > dimW then |P (S)|p = 0 by definition. Otherwise,
• in the real case, S = [e1, . . . , ep] is a hypercube with |S|p = 1
and P (S) = [σ1f1, . . . , σpfp] is an orthogonal parallelepiped with
|P (S)|p = σ1 · . . . · σp = pi1 · . . . · pip;
• in the complex case, S = [e1, ie1, . . . , ep, iep] is a hypercube with
|S|2p = 1 and P (S) = [σ1f1, iσ1f1, . . . , σpfp, iσpfp] is an orthogonal
parallelepiped with |P (S)|2p = σ21 · . . . · σ2p = pi1 · . . . · pip.
So, in the real case, the factor by which p-dimensional volumes in
V shrink when projecting onto W is the product of the factors by which
lengths in the principal lines Rei contract. In the complex case, the factor
by which 2p-dimensional volumes in V shrink is the product of the factors
by which areas in the principal complex lines Cei contract.
Corollary 3.7. For any subspaces V,W ⊂ X,
i) piV,W = 0 ⇔ V ∩W⊥ 6= {0}.
ii) piV,W = 1 ⇔ V ⊂W .
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iii) If V ′ and W ′ are the orthogonal complements of V ∩W in V and
W , respectively, then piV,W = piV ′,W ′ .
iv) piV,W ≤ pim, where pim is the smallest principal projection factor of
V and W .
v) If V =
⊕
i Vi, and the Vi’s are mutually orthogonal principal sub-
spaces of V (with respect to W ), then piV,W =
∏
i piVi,W .
Proposition 3.8. If P is a matrix representing the orthogonal projection
P : V →W in orthonormal bases of V and W , then
piV,W =
{√
det (PTP) in the real case,
det
(
P¯TP
)
in the complex case.
If dimV = dimW then
piV,W =
{
| det P| in the real case,
| det P|2 in the complex case.
Proof. It is enough to consider principal bases of V and W , for which P
is a diagonal matrix with the σi’s in the diagonal. The result follows from
Propositions 3.5 and 3.6.
Corollary 3.9. If dimV = dimW then piV,W = piW,V .
3.3 Projection factors and Grassmann algebra
A (p-)blade is a decomposable p-vector ν ∈ ΛpX. The inner product
(Hermitian product in the complex case) in the exterior product ΛpX
is defined by extending linearly (sesquilinearly in the complex case) the
following formula for p-blades ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . ∧ wp:
〈ν, ω〉 = det (〈vi, wj〉) =
∣∣∣∣∣∣∣
〈v1, w1〉 · · · 〈v1, wp〉
...
. . .
...
〈vp, w1〉 · · · 〈vp, wp〉
∣∣∣∣∣∣∣ .
The norm ‖ν‖ = √〈ν, ν〉 of a p-blade ν = v1 ∧ . . . ∧ vp gives, in the
real case, the p-dimensional volume of [v1, . . . , vp]. In the complex case,
its square gives the 2p-dimensional volume of [v1, iv1, . . . , vp, ivp] [Manb].
Proposition 3.10. If dimV = dimW = p then, for any blades ν ∈ ΛpV
and ω ∈ ΛpW ,
• |〈ν, ω〉| = ‖ν‖ · ‖ω‖ · piV,W in the real case,
• |〈ν, ω〉|2 = ‖ν‖2 · ‖ω‖2 · piV,W in the complex case.
Proof. Since dim ΛpV = dim ΛpW = 1, it is enough to consider unit p-
blades ν = e1∧ . . .∧ep and ω = f1∧ . . .∧fp formed with principal vectors
of V and W . As (3) gives 〈ν, ω〉 = σ1 · . . . · σp, the result follows from
Propositions 3.5 and 3.6.
Definition. The principal angles 0 ≤ θ1 ≤ . . . ≤ θm ≤ pi2 of V and W
are the (Euclidean) angles θi = θei,fi between their principal vectors.
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These were introduced by Jordan [Jor75], being also called Jordan
angles or canonical angles. For more on them, see [GH06, Glu67, Wed83].
By (3), we have σi = cos θi, so Proposition 3.5 gives:
Proposition 3.11. For 1 ≤ i ≤ m, pii =
{
cos θi in the real case,
cos2 θi in the complex case.
A line L forms with a subspace W a single principal angle, which is
simply called the angle θL,W between L and W . In this case,
piL,W =
{
cos θL,W in the real case,
cos2 θL,W in the complex case.
Extending this to arbitrary subspaces requires a combination of principal
angles into a new angle with many interesting properties [Mana].
Definition. The Grassmann angle ΘV,W ∈ [0, pi2 ] of V with respect to W
is
ΘV,W =
{
arccos(cos θ1 · . . . · cos θp) if dimV = p ≤ dimW,
pi
2
if dimV > dimW,
where θ1, . . . , θp are their principal angles.
Proposition 3.12. Given subspaces V,W ⊂ X,
piV,W =
{
cos ΘV,W in the real case,
cos2 ΘV,W in the complex case.
Proof. Follows from Proposition 3.6 and Proposition 3.11.
In [Mana] we show that if dimV = p ≤ dimW then ΘV,W is the angle,
in ΛpX (hence its name), between the line ΛpV and the subspace ΛpW ,
i.e. ΘV,W = θΛpV,ΛpW . Hence:
Corollary 3.13. piV,W = piΛpV,ΛpW for any subspaces V,W ⊂ X, where
p = dimV .
So, if dimV = p ≤ dimW , the factor by which p-volumes in V shrink
when projecting to W is the same by which lengths (areas, in the complex
case) in the line ΛpV contract when projecting to ΛpW . If dimV > dimW
both factors vanish.
The relation between piV,W and ΘV,W , given by Proposition 3.12, al-
lows us to obtain other properties of projection factors, as direct conse-
quences of results about Grassmann angles proven in [Mana]:
Proposition 3.14. Let V,W ⊂ X be subspaces.
i) For any subspace U ⊂W ,
piV,U = piV,W · piP (V ),U ,
where P (V ) is the orthogonal projection of V on W .
ii) piV,U ≤ piV,W for any subspace U ⊂ W , with equality if, and only if,
V ∩W⊥ 6= {0} or P (V ) ⊂ U .
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iii) piU,W ≥ piV,W for any subspace U ⊂ V , with equality if, and only if,
U ∩W⊥ 6= {0} or V ∩ U⊥ ⊂W .
iv) If pi1, . . . , pim are the principal projection factors of V and W then
piV,W⊥ =

∏m
i=1
√
1− pi2i in the real case,∏m
i=1(1− pii) in the complex case.
v) For any line L ⊂ X,
piL,W⊥ =
{√
1− pi2L,W in the real case,
1− piL,W in the complex case.
vi) piV,W⊥ = piW,V⊥ .
vii) piV⊥,W⊥ = piW,V .
viii) For ζ(V,W ) =
{
pi2V,W + pi
2
V,W⊥ (real case)
piV,W + piV,W⊥ (complex case)
we have:
• 0 ≤ ζ(V,W ) ≤ 1;
• ζ(V,W ) = 1 ⇔ dimV = 1, or V ⊂W , or V ⊥W .
• ζ(V,W ) = 0 ⇔ V ∩W 6= {0} and V ∩W⊥ 6= {0};
From [Mana] we also get the following formulas for computing projec-
tion factors in terms of bases of the subspaces.
Proposition 3.15. Given bases {v1, . . . , vp} of V and {w1, . . . , wq} of
W , let A =
(〈wi, wj〉), B = (〈wi, vj〉) and D = (〈vi, vj〉). Then
piV,W =

√
det(BTA−1B)
detD
in the real case,
det(B¯TA−1B)
detD
in the complex case.
If dimV = dimW then
piV,W =

|detB|√
detA ·√detD in the real case,
|detB|2
detA · detD in the complex case.
Projection factors on the orthogonal complement W⊥ can be obtained,
also using results of [Mana], as follows.
Proposition 3.16. Given bases {v1, . . . , vp} of V and {w1, . . . , wq} of
W , let A =
(〈wi, wj〉), B = (〈wi, vj〉), and D = (〈vi, vj〉). Then
piV,W⊥ =

√
det(A−BD−1BT )
detA
in the real case,
det(A−BD−1B¯T )
detA
in the complex case.
If both bases are orthonormal then
piV,W⊥ =

√
det (1q×q −BBT ) in the real case,
det
(
1q×q −BB¯T
)
in the complex case.
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4 Generalized Pythagorean theorems
Using projection factors, we easily obtain generalizations of the Pythago-
rean theorem similar to those presented in section 2, while also extending
them to the complex case.
Definition. An orthogonal partition of X is a collection {V1, . . . , Vk} of
mutually orthogonal subspaces such that X = V1 ⊕ . . .⊕ Vk.
Proposition 4.1. For any line L ⊂ X and any orthogonal partition
X = V1 ⊕ · · · ⊕ Vk,
• ∑kj=1 pi2L,Vj = 1 in the real case,
• ∑kj=1 piL,Vj = 1 in the complex case.
Proof. Follows from (1) and Proposition 3.1, with any nonzero v ∈ L.
This immediately gives us a generalization of (1) for arbitrary measur-
able subsets of a real line, and also a complex version with non squared
2-dimensional measures.
Theorem 4.2 (Pythagorean theorem for lines). Let L ⊂ X be a line and
X = V1 ⊕ · · · ⊕ Vk be an orthogonal partition. Given any measurable set
S ⊂ L, let Sj be its orthogonal projection on Vj. Then
• |S|21 =
∑k
j=1 |Sj |21 in the real case,
• |S|2 = ∑kj=1 |Sj |2 in the complex case.
Example 4.3. Figure 4 illustrates the complex case in a simple example,
with v1 and v2 being C-orthogonal unit vectors, and v = c1v1 + c2v2 for
c1, c2 ∈ C with |c1|2 + |c2|2 = 1. Proposition 3.3 gives piCv,Cv1 = |c1|2 and
piCv,Cv2 = |c2|2. Thus any area A in Cv projects to A1 = |c1|2 ·A in Cv1
and to A2 = |c2|2 ·A in Cv2, with A = A1 +A2.
Figure 4: Complex Pythagorean Theorem, A = A1 +A2
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Let β = {v1, . . . , vn} be a basis of X, and 1 ≤ q ≤ n. For each
multi-index I = (i1, . . . , iq), with 1 ≤ i1 < . . . < iq ≤ n, we write VI =
span(vi1 , . . . , viq ) and νI = vi1 ∧ . . . ∧ viq ∈ ΛqVI . The
(
n
q
)
subspaces VI
are the q-dimensional coordinate subspaces of β. The νI ’s constitute a
basis of ΛqX, which is orthonormal if β is orthonormal.
Proposition 4.4. Let V ⊂ X be a subspace, p = dimV , and {VI} be
the set of p-dimensional coordinate subspaces of an orthogonal basis of X.
Then
• ∑I pi2V,VI = 1 in the real case,
• ∑I piV,VI = 1 in the complex case.
Proof. Without loss of generality, we can assume the basis is orthonormal.
Let ν ∈ ΛpV with ‖ν‖ = 1. Then ∑I |〈ν, νI〉|2 = 1, and the result follows
from Proposition 3.10.
Once more, this leads to generalized real and complex Pythagorean
theorems, but now for subspaces. The real case corresponds to (2).
Theorem 4.5 (Pythagorean theorem for subspaces). Let V ⊂ X be a
subspace, p = dimV , and {VI} be the set of p-dimensional coordinate
subspaces of an orthogonal basis of X. Given any measurable set S ⊂ V ,
let SI be its orthogonal projection on VI . Then
• |S|2p =
∑
I |SI |2p in the real case,
• |S|2p = ∑I |SI |2p in the complex case.
That measures are not squared in the complex Pythagorean theorems
may seem unusual, but the reason is clearly that each complex dimension
corresponds to 2 real ones, both contracting by the same factor.
As the next examples show, the complex case actually seems more
natural once calculations are detailed: not only there are less coordinate
subspaces, but the measures also add up in a simpler way. The real case
leads to a messier calculation, in which it is almost surprising that the
terms that appear when we expand the squares of the |Sij |2’s can be
recombined into just the square of |S|2.
Example 4.6. Given a, b, c, d ∈ R, not all zero, let V ⊂ R4 be the sub-
space spanned by v = (a, b, c, d) and u = (−b, a,−d, c). If {v1, v2, v3, v4}
is the canonical basis of R4, let Pij be the orthogonal projection onto the
coordinate subspace Vij = span(vi, vj). The projections Sij of the square
S = [v, u] on the Vij ’s have measures |Sij |2 = ‖Pijv ∧ Piju‖ given by
|S12|2 = a2 + b2, |S13|2 = |S24|2 = |bc− ad|,
|S34|2 = c2 + d2, |S14|2 = |S23|2 = |ac+ bd|.
A calculation shows the sum of the squares of these measures is equal to
(a2 + b2 + c2 + d2)2 = |S|22, in accordance with Theorem 4.5.
Example 4.7. Symmetries in the previous example allow us to reframe it
in complex terms. Under the usual identification of C2 with R4, we have
v = (a+ ib, c+ id) and u = iv, so that V = Cv. Of the Vij ’s, only V12 and
V34 are invariant under multiplication by i (i.e., are complex subspaces),
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and they correspond to the complex coordinate lines determined by the
canonical basis {(1, 0), (0, 1)} of C2. One can immediately see that, in
accordance with Theorem 4.2, |S12|2 + |S34|2 = |S|2.
The previous theorems can also be obtained using the generalized
Pythagorean trigonometric identities of [Mana]. The following results,
which extend Proposition 4.4 and Theorem 4.5 for coordinate subspaces
of a different dimension than V , can also be obtained in this way, and are
stated without proof.
Proposition 4.8. Let V ⊂ X be a subspace, p = dimV , and {VI} be the
set of q-dimensional coordinate subspaces of an orthogonal basis of X, for
some 1 ≤ q ≤ n = dimX.
i) If p ≤ q then
• ∑I pi2V,VI = (n−pn−q) in the real case,
• ∑I piV,VI = (n−pn−q) in the complex case.
ii) If p > q then
• ∑I pi2VI ,V = (pq) in the real case,
• ∑I piVI ,V = (pq) in the complex case.
Theorem 4.9. Let V ⊂ X be a subspace and {VI} be the set of q-
dimensional coordinate subspaces of an orthogonal basis of X, for some
dimV = p ≤ q ≤ n = dimX. For any measurable set S ⊂ V , let SI be its
orthogonal projection on VI . Then
• |S|2p =
(
n−p
n−q
)−1 ·∑I |SI |2p in the real case,
• |S|2p =
(
n−p
n−q
)−1 ·∑I |SI |2p in the complex case.
The real case corresponds, when S is a parallelepiped, to a result of
[Dru15]. The appearance of binomial coefficients can be easily understood.
Each projection on a q-dimensional coordinate subspace can be further
decomposed in the p-dimensional coordinate subspaces it contains. And
each of these belongs to
(
n−p
q−p
)
=
(
n−p
n−q
)
q-dimensional ones.
Example 4.10. Given a line segment of length L in R3, let Lxy, Lxz and
Lyz be the lengths of its orthogonal projections on the coordinate planes
(Figure 5). Then L2 = (L2xy + L
2
xz + L
2
yz)/2.
Figure 5: L2 = (L2xy + L
2
xz + L
2
yz)/2
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5 Epilogue
For simplicity, we have worked with linear subspaces of a finite dimensional
inner product space X, but we note that our results can be easily extended
to affine subspaces, and X can be an infinite dimensional Hilbert space
(in which case subspaces must be closed).
The properties projection factors have, and the ease with which the
generalized Pythagorean theorems were obtained using them, suggest they
should be useful in other applications. In [Man19] we show they may
play a fundamental role in Quantum Mechanics: the complex case of
Theorem 4.2 can be used to obtain the Born rule, with projection factors
playing the role of quantum probabilities.
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