This study evaluates the ability of three limited-area models [the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5), the Coupled OceanAtmosphere Mesoscale Prediction System (COAMPS), and the High-Resolution Limited-Area Model (HIRLAM)] to predict the diurnal cycle of the atmospheric boundary layer (ABL) during the Cooperative Atmosphere-Surface Exchange Study (CASES-99) experimental campaign. Special attention is paid to the stable ABL. Limited-area model results for different ABL parameterizations and different radiation transfer parameterizations are compared with the in situ observations. Model forecasts were found to be sensitive to the choice of the ABL parameterization both during the day and at night. At night, forecasts are particularly sensitive to the radiation scheme. All three models underestimate the amplitude of the diurnal temperature cycle (DTR) and the near-surface wind speed. Furthermore, they overestimate the stable boundary layer height for windy conditions and underestimate the stratification of nighttime surface inversions. Favorable parameterizations for the stable boundary layer enable rapid surface cooling, and they have limited turbulent mixing. It was also found that a relatively large model domain is required to model the Great Plains low-level jet. A new scheme is implemented for the stable boundary layer in the MediumRange Forecast Model (MRF). This scheme introduces a vegetation layer, a new formulation for the soil heat flux, and turbulent mixing based on the local scaling hypothesis. The new scheme improves the representation of surface temperature (especially for weak winds) and the stable boundary layer structure.
Introduction
Limited-area models (LAM) such as the fifth-generation Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model (MM5; Dudhia and Bresch 2002) , the Coupled Ocean-Atmosphere Mesoscale Prediction System (COAMPS; Hodur 1997) , and the High-Resolution Limited-Area Model (HIRLAM; Undén et al. 2002) are used for operational short-range regional weather forecasting, to predict air pollution episodes (Hanna and Yang 2001, hereinafter HY01) , to reconstruct regional budgets of several trace gases (e.g., CO 2 , Aalto et al. 2006) , and for atmospheric research. It is important for many applications that LAMs predict correctly the profiles of potential temperature (), specific humidity (q), trace gases and wind speed and direction, as well as surface turbulent and radiation fluxes. To achieve this we need to include the relevant physical processes in the atmospheric boundary layer (ABL) within LAMs.
At midlatitudes, the ABL undergoes a clear diurnal cycle (Betts 2001) . Daytime insolation heats the surface and a turbulent heat flux is directed toward the atmosphere. The ABL is well mixed by convection, which transports heat, moisture, and scalars upward from the surface. ABL top entrainment also affects and q inside the ABL (e.g., Stull 1988; Holtslag et al. 1995; Steeneveld et al. 2005) . In contrast, at night, the ABL is not well mixed and strong vertical gradients in wind speed and temperature are observed. Besides turbulent mixing, the impact of radiation divergence (e.g., Ha and Mahrt 2003) and the feedback from the underlying soil and vegetation is also evident for stable conditions (Holtslag and de Bruin 1988; Beljaars 2001; Steeneveld et al. 2006, hereinafter S06) . Moreover, a low-level jet (LLJ) can develop at night (e.g., Song et al. 2005) , which can contribute to the ABL turbulent structure. In general, the structure of the stable boundary layer (SBL) is more complicated and more variable than the structure of the daytime ABL (Mahrt 1998 (Mahrt , 1999 Mahrt et al. 1998) , making it more difficult to model.
Recent LAM evaluation studies have focused on specific topics such as complex terrain (Zhong and Fast 2003; Berg and Zhong 2005) , Arctic (Tjernström et al. 2004) or Antarctic regions (e.g., King et al. 2001) , air pollution episodes (HY01), tropical cyclone formation (Braun and Tao 2000) , the American monsoon (Bright and Mullen 2002) , or the convective boundary layer (CBL; Vilà-Guerau de Arellano et al. 2001 ). Less attention has been paid to model representation of the diurnal cycle (Zhang and Zheng 2004) , although its representation in models is rather problematic (Beljaars 2001; . Moreover, the representation of the SBL in LAMs has not been comprehensively evaluated. Good representation of the diurnal cycle and the SBL is a key issue for numerical weather prediction (NWP) and regional climate modeling, for air quality studies, wind energy engineering, and atmospheric research.
Considerable progress has been made in ABL parameterizations for NWP and climate modeling. However, the SBL is relatively poorly understood and modeled (Beljaars 1995; King and Connolley 1997; Savijärvi and Kauhanen 2001; Cassano et al. 2001; Cuxart et al. 2006) , since it is driven by two distinct physical processes: turbulence and radiative cooling. Additional processes such as gravity waves, intermittent turbulence, density currents, and katabatic winds could play an important role, as well as the effects of land surface heterogeneity. Consequently stationarity and homogeneity are usually absent at night, and parameterizations often fail (e.g., . This study extends previous work by evaluating three LAMs focusing on the representation of the diurnal cycle, and the SBL in particular. Because of the complexity of the SBL itself, we limit ourselves to three selected consecutive clear days, over relatively simple topography during the Cooperative AtmosphereSurface Exchange Study (CASES-99) experimental campaign.
Previous studies mainly addressed the sensitivity to turbulence schemes. Here we also discuss the sensitivity to the radiation scheme, because both processes play a key role in predicting the diurnal cycle. As such the interplay between the turbulence, radiation, and land surface is also considered through the surface vegetation temperature T veg (Fig. 1 ). Since T veg (together with the air temperature T a ) governs the atmospheric stability, it also governs the turbulence intensity. Moreover, the nighttime near-surface clear air radiative cooling appears to be proportional to T a Ϫ T veg . Finally, the difference between T veg and the soil temperature governs the soil heat flux (G). Thus, T veg plays a key role for the surface energy budget and is therefore more critical than the 2-m temperature.
Since many permutations of both the surface layer, ABL, and land surface schemes are considered in the current study, our strategy is to 1) search for common deficiencies in all models, and 2) to examine whether a certain model description is advantageous under certain atmospheric conditions. From this we can learn how to improve those that perform less well in those conditions. Also LAMs other than those considered in our study may benefit from our findings. Finally, we implement an improved scheme for the SBL in MM5. This scheme introduces a vegetation layer to the land surface scheme, a more realistic formulation for G, and local mixing at night. The new scheme provides a much better representation of T veg and the SBL vertical structure (especially for weak winds).
This study aims to examine whether ABL parameterizations in different LAMs, are able to forecast the mean thermodynamic profiles correctly, and consistently with the surface turbulent and radiation flux calculations (especially for the SBL). We compare widely used ABL schemes in MM5, COAMPS, and the HIRLAM version operational at the Royal Netherlands Meteorological Office (KNMI) on three contrasting diurnal cycles during the CASES-99 campaign:
FIG. 1. Illustration of the interaction between the energy fluxes by different physical processes in the SBL. The surface temperature T g plays a central role in the SBL physics with its direct impact and feedbacks on the turbulence, radiative transport, and the land surface. Here S is solar radiation, L is longwave radiation, H is sensible heat flux, L E is latent heat flux, and G is soil heat flux.
calm, moderately windy, and strong wind conditions (as in S06). Finally, we improve the performance of MM5 for the SBL by implementing a vegetation layer, local mixing at night, and a more realistic formulation for the soil heat flux.
Observations and synoptic conditions a. Observations
For this study we select the period 23-26 October 1999 during the CASES-99 campaign (Poulos et al. 2002) , which has been analyzed before in the context of a column model study in S06. This period has been chosen because the nights differ strongly in turbulence intensity. The first night is intermittently turbulent, the second is fully turbulent, and the third is hardly turbulent and mainly driven by radiative cooling (S06). The experiment has been conducted near Leon, Kansas (37.65°N, 96.73°W, 436 m MSL) . The area consists of gently rolling homogeneous terrain with a relatively dry soil, and lacks obstacles in the near surroundings. The area consists of prairie grass, and has a roughness length for momentum (z 0 ) of 0.03 m.
Ground-based observations consist of , q, and wind profiles along a 60-m tower (mounted at 1.5, 5, 10, . . . , 55 m), and turbulent and radiative fluxes near the surface. The eddy-covariance measurements of the surface sensible heat flux, latent heat flux, and friction velocity were obtained at 2.6 m. Here G has been obtained as in van de Wiel (2002) . The surface energy budget closure is approximately 100% for these nights (S06). Additionally, sodar observations and irregularly launched radiosondes provided information on upper-air characteristics and the ABL height (h), here taken arbitrarily as the height of 8-dB sodar signal reflection. Alternative h derived from turbulence observations along the 60-m tower are also used (Vickers and Mahrt 2004) . As such, this unique and extensive dataset is excellent evaluation material for the current study.
b. Synoptic conditions
The three selected nights have a moderate, strong, and very weak synoptic forcing, respectively (Fig. 2) . During the first night the CASES-99 site is located under a high pressure system with a geostrophic wind 
. The near-surface turbulence is of intermittent character during this night. During the second night a trough is west of the measurement site (Fig.  2b ), which coincides with increasing geostrophic forcing in time and heat advection. At about 200 m AGL a typical Great Plains LLJ of 21 m s Ϫ1 was observed (Banta et al. 2002) . A weak front passes at the end of the night, which was most clearly seen in the q increase from ϳ2.5 to ϳ6 g kg
Ϫ1
, although no clouds were observed. In the last night, the site is under a high pressure area, and the geostrophic wind speed is about 4 m s
, and decreases at night. Advection is absent and radiative cooling plays an important role in the SBL during this night.
Model descriptions and configurations

a. Configuration
The LAMs are run for a 1620 km ϫ 1620 km area over the central part of the United States. (Fig. 3 ). MM5 and COAMPS use 31 ϫ 31 grid points with a grid spacing in the outer domain of 54 and 49 km, respectively. Three smaller domains (also 31 ϫ 31 nodes) with a resolution of 18, 6, and 2 km are nested inside this domain to avoid model errors from coarse resolution. HIRLAM uses 10-km horizontal resolution without nesting in the whole domain, covering nearly the entire United States. Although the three models do not have exactly the same horizontal resolution, they all use a very high resolution. Since land surface properties are rather homogeneous in this region, significant improvement from increased resolution should not be expected. This was confirmed from coarse grid MM5 and COAMPS simulations, where the results from the 2-and 6-km nests are nearly identical.
The U.S. Geological Survey (USGS) provides the land surface characteristics (Zehnder 2002) . Because local observations of z 0 and soil moisture (M ) were available, we prescribed z 0 ϭ 0.03 m and M ϭ 0.08 for the relevant land-use types. MM5 employed 36 terrainfollowing p levels (22 layers are in the lowest 2 km), COAMPS used 50 z levels, and HIRLAM used 40 hybrid layers. Initial and boundary conditions for atmospheric variables are taken from the European Centre for Medium-Range Weather Forecasts (ECMWF; 1°ϫ 1°) operational analysis every 6 h. No data assimilation of surface and upper-air observations has been performed during the simulations, and the models use a 24-h spinup. We will analyze the period of 1800 UTC 23 October-1800 UTC 26 October.
b. Model physics
The relevant model components to model the ABL are the surface layer scheme, the ABL scheme, the radiation scheme, and the land surface scheme. We briefly describe these model components (see the appendix for more details). With the current models we obtain the permutations summarized in Table 1 . This study uses the PSU-NCAR MM5 (v3.6.1) model (Dudhia et al. 2000) , COAMPS (v3.1.1), and HIRLAM (v7.0.1). In MM5, four ABL schemes were selected: the Medium-Range Forecast (MM5-MRF; Troen and Mahrt 1986; Holtslag and Boville 1993; Hong and Pan 1996) , the ETA-Mellor-Yamada scheme (MM5-ETA; Janjić 1990), Blackadar (MM5-BLA), and BurkThompson (1989; MM5-BT) . These schemes were selected because of their different physical assumptions and their common use in atmospheric models. For completeness, we note that MM5 uses the Dudhia (1989) CLOUD radiation scheme, while COAMPS and HIRLAM use the schemes by Harshvardhan et al. (1987) and Savijärvi (1990) , respectively. MM5 and COAMPS use the Kain and Fritsch (1993) convection scheme, whereas HIRLAM uses the Soft Transition Condensation (STRACO) scheme (Undén et al. 2002) .
1) SURFACE LAYER
All schemes calculate the surface fluxes of heat (H ) and momentum () according to and FIG. 3 . Model domain configuration (total size 1620 km ϫ 1620 km) and land use (2 ϭ dryland, cropland, and pasture; 5 ϭ cropland/grassland mosaic; 6 ϭ cropland/woodland mosaic; 7 ϭ grassland; 8 ϭ shrubland; 10 ϭ savanna; 14 ϭ evergreen needleleaf forest; 16 ϭ water).
Here C p , a , and U are the specific heat of air, the air density, and near-surface wind speed, respectively. The C and C D are the stability-dependent exchange coefficients for heat and momentum, and g and a are the virtual potential temperatures at the surface and the air. We distinguish between two different formulations for C and C D . One type is based on Monin-Obukhov similarity theory (not allowing transfer if the Richardson number Ri is above its critical value Ri crit ), used by MM5-MRF, MM5-ETA, and MRF-BLA. The other type is based on the Louis (1979) approach (allowing for mixing for Ri Ͼ Ri crit ), which is used in COAMPS, HIRLAM, and MM5-BT.
2) BOUNDARY LAYER
Within the ABL schemes we can also distinguish between two types. In the first type the turbulent diffusion is based on nonlocal closure during the day and the Louis scheme at night. The nonlocal closure enhances the daytime mixing, which usually results in a better performance relative to local schemes (Holtslag et al. 1995) . As such, these schemes provide more realistic initial conditions for the night. At night nonlocal transport should be zero since large eddies are absent.
The second type is a 1.5-order [level 2.5 in the Mellor and Yamada (1974) hierarchy] closure model and solves the budget equation for turbulent kinetic energy (E ), with the exchange coefficient K that depends on Ri via complicated algebraic functions S M,H :
The length scale l specification plays a key role, and is usually given by
with k the von Kármán constant and l ϱ an asymptotic mixing length. HIRLAM uses an extra length scale to account for stability, instead of correction via f :
with l int being an integral length scale only used for the daytime, and 
ISBA: force-restore with vegetation layer
Here c h ϭ 0.2 and c m ϭ 4 c h , and N is the local BruntVäisälä frequency, and
with c n ϭ 0.5 (Lenderink and Holtslag 2004; Tijm 2004) . Within each approach f (Ri) is based on either the Monin-Obukhov type or the Louis type.
3) LAND SURFACE
Within the land surface schemes, we can generally distinguish between models that use the force-restore method (Deardorff 1978) and those with a multilayer scheme that solve the diffusion equation for heat. Second, the models use different heat capacities of the first soil-vegetation layer, some accounting for the small heat capacity of the vegetation. HIRLAM utilizes the Interactions between Soil, Biosphere, and Atmosphere (ISBA) land surface scheme, with a vegetation layer (Noilhan and Mahfouf 1996) . MM5-BT is the only scheme that does not use the multilayer scheme in MM5, but applies a force-restore method with a vegetation layer of small heat capacity on top. COAMPS also uses a force-restore method, but with a slower coupling with the atmosphere.
Surface temperature and fluxes
In this section we focus on the model results for turbulent and radiative surface fluxes. Table 2 provides an overview of statistical measures for model performance [i.e., bias, mean absolute error (MAE), root-meansquare error (RMSE), fractional bias (FB), correlation coefficient, and the index of agreement (IoA, a modified correlation coefficient, that accounts for phase errors between modeled (MOD i ) and observed (OBS i ) time series; Willmott 1982] .
a. Surface radiation
Both COAMPS and MM5 (for all ABL schemes) overestimate the net surface solar radiation by 50 and 25 W m Ϫ2 , respectively (not shown in Table 2 ). This may be partly explained by a dry bias in the initial q field provided by ECMWF. An underestimation of q 
. The modeled longwave net radiation (L*, Fig. 4a ) with MM5 is close to the observations (maximum bias 20 W m Ϫ2 in the first night) with the best estimate by the BT scheme. MRF and BLA perform rather similarly. However, during the daytime L* is underestimated because of underestimated T veg and thus L ↑ (Fig. 4f) . This is probably caused by the q profile that differs strongly between MM5 and the observations (Fig. 6 ). MM5 is too humid relative to the radiosonde observations and predicts the trough passage earlier than observed. Additionally, since the soil moisture content is low, both the observed and modeled L E at the surface are relatively small (50 W m Ϫ2 ). Therefore, the relative contribution by entrainment of moist and warm air from the free atmosphere into the ABL can be large (e.g., Couvreux et al. 2005 ) and the entrainment process has a dominant impact on the q distribution in the ABL. In general MM5-MRF and MM5-BLA have a vigorous entrainment, and TKE models underestimate the entrainment. Note that HIRLAM is also too moist, but this is because of the overestimated L E. Except for humidity, sources of the L ↓ bias can also be due to the parameterization itself (e.g., nearly all radiation codes underestimate L ↓ because of the inaccurate treatment of the water vapor continuum) or the codes need more resolution than used here.
The L ↑ is mainly governed by T veg . MM5 underestimates L ↑ during daytime but overestimates L ↑ at night. COAMPS shows a time delay with the observations of
about 1 h at noon, due to the large response time of T veg in the land surface scheme. COAMPS has a larger diurnal cycle of L ↑ than MM5, and performs well for L ↑ (Table 2) . Net radiation (Fig. 4b) is well estimated during daytime by COAMPS and by MM5 at night. COAMPS underestimates net radiation by ϳ50 W m
Ϫ2
(even more in the last night) which will have serious consequences for the SBL structure.
b. Turbulent surface fluxes
Friction velocity u * (see Fig. 4c ), is well forecast on 24 October by ETA and BT and overestimated by MRF, BLA, and COAMPS. In the following intermittently turbulent night (24-25 October) all schemes tend to overestimate u * slightly, and are unable to mimic the intermittent events. Most models fail to reduce u * during the day-night transitions of 24-25 October and u * falls too late in the transition of 25-26 October. Finally, u * is heavily affected by unphysical limiting values in MM5 for strong stability, and strongly overestimated by COAMPS, a common problem with the Louis (1979) scheme. The high u * in COAMPS coincides with very steep U and profiles between the surface and the lowest model level (Fig. 7) , which indicates the effect of an unphysical fix.
HIRLAM is the only model that is able to forecast small u * in the first night (weak wind), but underestimates u * during daytime and during the windy night (24-25 October). The small nighttime u * contradicts with usual findings that the Louis scheme overestimates u * . Scale analysis of the two terms in HIRLAMs length scale formulation [Eqs. (5)-(7)] showed that both terms are of same order of magnitude close to the ground in calm nights, and thus the second term considerably reduces l. Additionally, we show that MM5-BT and HIRLAM gives stronger surface cooling at night than the other models, and also limits the turbulence and thus u * . Therefore HIRLAM outperforms for u * for most statistical parameters ( (Fig. 4e) . The intermittent character of the observed fluxes is absent in all model forecasts. During the night of 24-25 October, all models with the Louis scheme in the surface layer (COAMPS and MM5-BT) overestimate |H|, corresponding to earlier findings (van den Hurk and Holtslag 1997; Kot and Song 1998) . In the radiative driven night (25-26 October) most models seriously overestimate |H|, except HIRLAM and BT. We will see below that those schemes permit the land surface to cool more rapidly, enhancing the stratification, which is beneficial to the forecast H. Only MRF shows that the flux increase before dawn. Based on the full diurnal cycle, HIRLAM gives the largest IoA (0.986).
Latent heat fluxes (L E ) are only 50 W m Ϫ2 at noon and well represented by MRF, BLA, and COAMPS (IoA ϭ 0.964, Table 2 ). ETA, BT, and HIRLAM overestimate L E by 25 W m
Ϫ2
. At night, both the modeled and observed fluxes are small (not shown).
The T veg is a peculiar but important quantity to predict, because of its central role in driving the schemes (Figs. 1 and 4f ). All MM5 schemes overestimate the nighttime T veg during weak winds (23-24 and 25-26 October), although this warm bias is smaller for MM5-BT. HIRLAM also corresponds well to observations during these calm nights. Although Zhong and Fast (2003) indicate that the limited resolution might be responsible for the temperature bias, here we point to land surface scheme design. Their remark that with increased resolution or different ABL schemes the surface inversion strength remains too small, implicitly shows that issues other than resolution and the ABL scheme might be responsible for the biased surface inversion strength (e.g., the land surface scheme).
The BT scheme uses a force-restore method with vegetation layer, instead of the five-layer soil model. The use of a vegetation layer is beneficial for the forecast cooling rate. COAMPS forecasts the largest diurnal cycle amplitude, but reaches the minimum temperature too slowly, since the surface cools insufficiently fast. The warm bias in most schemes contradicts the cold bias found by Zhong and Fast (2003) , who attribute the vanishing of the modeled turbulence for this large cooling. However, the turbulence schemes provide several artificial fixes (e.g., minimum U, u * , E, or maximum z/L) to maintain turbulence at strong stability such that a warm bias is expected. Moreover, the surface cooling responds on a long time scale that is different from the time scale of fluctuations of H (i.e., the short time scale). This stresses that the surface properties (i.e., the soil equivalent depth) govern the surface cooling. Zhang and Zheng (2004) also found an underestimation of the diurnal temperature cycle (DTR), although in their case this was solely present during daytime, while here also the nighttime contribution is substantial. They also found that MM5-BT shows the smallest DTR, and in general a cold bias of typically 2 K at night, while here BT forecast the largest DTR within MM5. Note, however, that Zhang and Zheng (2004) do not report any verification of L E. If, in their case, the modeled daytime L E was too large, a DTR underes-timation is consistent. A cool daytime bias can then persist at night. In the present study, the L E is in close agreement with the observations, and the bias for the CBL bulk temperature is small for the best models. Zhang and Zheng (2004) report a systematic overestimation of the near-surface wind speed at night and an underestimation during daytime, but this is not found here. The former study also reports substantial phase errors of the near surface wind. In the current study only MRF is some hours ahead from its daytime wind speed maximum.
Since all models use their own internal definition h, a clean comparison of h is not possible from direct model output. Therefore, we initially calculated h from the modeled atmospheric profiles a posteriori using the Troen and Mahrt (1986) method, with Ri crit ϭ 0.25. However, this method provides ABLs that are too deep for stable conditions, and is thus a less useful method for intercomparison. Therefore, for stable conditions we use the method in Vogelezang and Holtslag (1996) with Ri crit ϭ 0.3 to obtain h. During the daytime, h is typically 850 m for the last 2 days, but with a large spread, ranging between 650 and 900 m between different schemes (Fig. 4g) . MM5-MRF forecasts the deepest CBL. The single observation of h during daytime is insufficient to indicate which model is favorable. COAMPS exhibits a delay of the CBL collapse, caused by the relatively slow surface cooling in this model.
Surprisingly, all models predict h correctly at night during weak winds (23-24 and 25-26 October). This contradicts with earlier findings that h is typically overestimated by about a factor of 2 by this type of model (HY01). For the second night (24-25 October), MRF, ETA, COAMPS, and BT overestimate h with 75-150 m, although dh/dt is reasonably estimated. The disagreement between findings for weak winds and those in HY01 might result from the chosen method to calculate h. We obtained similar conclusions as HY01 with the Troen and Mahrt (1986) method. However, the current method showed significantly more skill against Cabauw tower observations, and should therefore be preferred. Note that the estimate of h in this range could also be sensitive to the distribution of the model layers. Figure 5 shows the temporal structure of modeled and wind speed. Although the figure does not provide a direct test against observations, it provides a comparison between the outcome of the model approaches, which gives a more complete picture than comparing some instantaneous profiles only. First, the incoming heat advection on 25 October is easily seen following the 292-K isentrope, which reaches a lower altitude between the October days 24.7 and 25.0. HIRLAM and COAMPS show a corresponding advection rate over a deep layer, where in MM5 the advection is more slowly in time (the slope of the isentropes is smaller). MRF and BLA provide a rather similar temperature structure in the CBL with a very fast growth in the morning, and a deeper CBL than in other schemes. At night the TKE models mix the cool air at the ground over a shallower layer, especially during the weak wind nights. On the contrary, MRF and BLA mix the cold air over an unrealistically deep layer, and thus do not have a clear residual layer, while HIRLAM limits the cooling to a very shallow layer close to the surface.
Atmospheric profiles a. Diurnal cycle
A clear wind speed minimum at 500 m AGL is seen before dawn of 25 October, although this is accompanied by a wind maximum close to the surface. All schemes in MM5 produce a LLJ of about 16 m s Ϫ1 the second night (24-25 October). BLA has the jet typically at a higher altitude than MRF, and the TKE models produce a wind maximum over a deep layer, and a sharp wind speed maximum is only present in HIRLAM and COAMPS. During the last night (25-26 October) all MM5 schemes give a weak LLJ, although they differ in timing. Again, COAMPS provides a deep jet layer while HIRLAM lacks a LLJ.
Similar figures (not shown) for E revealed that the TKE models predict significant different E values in the ABL during daytime, ranging from ϳ0.9 J kg Ϫ1 for ETA and COAMPS to ϳ1.6-2 J kg Ϫ1 for HIRLAM and MM5-BT for 25 October. Next, we evaluate U and profiles against in situ observations for the CBL and SBL, respectively.
b. Convective boundary layer
As an illustrative example (Fig. 6) , we show the 700-m-deep CBL of 1900 UTC 24 October (which is after the initial effects of the spinup and before strong advection). In correspondence with earlier verifications (e.g., Hong and Pan 1996) , the TKE closure models show a shallower and more humid ABL than the nonlocal schemes that forecast the CBL temperature well. MRF and BLA are 0.5 g kg Ϫ1 too humid because of the excessive entrainment of moist air from the free atmosphere. HIRLAM is also 0.5 g kg Ϫ1 too humid, but because L E is overestimated (see FB in Table 2 ). ETA and BT are too humid because L E (similar as in MRF and BLA) is mixed in a shallower ABL. Since L E is small, and thus convection is relatively strong, the CBL is forced by nonlocal mixing and thus the resulting q profiles strongly rely on CBL top entrainment (Beljaars MARCH 2008 S
and Viterbo 1998). The MM5 schemes underestimate the stratification in the capping inversion, as found in HY01, while COAMPS and HIRLAM provide a sharper inversion. The length scale formulation for stable stratification that strongly reduces mixing is likely responsible for this effect. This also explains why HIRLAM (although a TKE scheme) is not as moist as ETA and BT.
c. Stable boundary layer
Recalling that our current understanding of the SBL is limited, we may expect more spread between model results at night than during the day. Observations in the intermittent night (23-24 October) show a temperature inversion of 8 K near the surface, which is only clearly represented by COAMPS and BT near sunrise (not shown). The effect of the warmer CBL remains at night in MM5-BLA and MM5-MRF with higher temperatures.
In general the wind speed profiles are well represented, but a sharp 12 m s Ϫ1 LLJ at 0700 UTC 24 October is predicted too late by all schemes, although COAMPS and BT, and (at 1100 UTC) also HIRLAM show slightly better performance than the other schemes. The characteristic LLJ in the turbulent night (24-25 October) is reasonably forecast in strength by COAMPS, although it overestimates the LLJ altitude and underestimates U in the residual layer (Fig. 7a) . The BT and ETA forecast a LLJ over a deep layer, although weaker than observed. BLA extensively mixes the LLJ over an even deeper layer. HIRLAM underestimates the LLJ speed. The wind direction is forecast well, although BLA and MRF provide 10°-20°l ess backing near the surface than observed (Fig. 7b) . The profiles are in reasonable agreement with the observations (not shown). Note that during the 0700 UTC 25 October sounding, the spread of the modeled wind speed profiles was less than in the 1100 UTC sounding. FIG. 5 . Contour plots of (a) modeled potential temperature contour interval 1 K for Ͻ 288 K and 2 K for Ͼ 288 K, and (b) wind speed modulus for 1800 UTC 23 Oct-1800 UTC 26 Oct.
878
To examine the impact of resolution on the ability to resolve LLJ, we performed a sensitivity study with MM5-BT in which we added 10 layers in the lowest 500 m. Unfortunately, this gave no improvement. The literature suggests several possible physical mechanisms for LLJ formation (Zhong et al. 1996) . The explanation by Blackadar of an inertial oscillation after collapse of the turbulent friction at sunset is less probable here because u * is large at night. Fast and McCorcle (1990) show that differences of evaporation rates along a slope can be an important LLJ forcing. However, in that case we would expect a stronger jet during the other nights as well. Last, differential cooling between the slope and the adjacent air at constant height can generate a thermal wind V T (Stull 1988) , in this case to the north. During the two first nights the horizontal temperature gradients are similar. However, during the first night the background wind speed is from the northeast, and thus opposes V T . On the contrary, on the second night V T adds to the southern background wind. Since this phenomenon is driven by the terrain slope, it should be well represented in the model topography.
In the radiative driven night (25-26 October), the underestimated surface cooling in MM5 is even more pronounced than during the intermittent night (24-25 October), with an observed inversion strength of 16 K over 100 m (Fig. 7c) . ETA, BT, and HIRLAM are too cold above 50 m AGL, the remnants of the cool CBL. COAMPS performs well in this night, with a curvature of the profile similar to the observed, although somewhat weaker and more realistic. The jump between the surface and the first model level seems exaggerated.
d. Impact of domain size
Next we focus on the impact of the selected domain size on the LLJ representation. The Great Plains are slightly sloping toward the northwest direction. Rapid surface cooling on the slope causes a strong temperature gradient in the air at the same altitude. Accordingly, a LLJ develops according to the thermal wind
relation. A sufficiently large area of this sloping terrain should be present in the model. Running the case with COAMPS and MM5 with finer resolution (27, 9, 3, and 1 km), but a smaller domain (810 km ϫ 810 km) revealed a LLJ with at maximum 12 m s Ϫ1 instead of 17 m s Ϫ1 for all schemes. This is probably caused by the ECMWF boundary conditions, which showed a LLJ speed of only 11 m s
Ϫ1
. With a small domain the LAMs are too much constrained to the boundaries. Note that normally the Great Plains jet is a band of high wind speed, and thus a single radiosonde profile gives limited insight. It is therefore worthwhile to note that a stronger LLJ was found elsewhere in the MM5 domain.
Sensitivity to radiation schemes
The previous section showed that model prediction of the near-surface temperature at night is erroneous. Examining the sensitivity of the results to the choice of the radiation scheme is useful since radiation plays an important role in the surface cooling at night. To explore this sensitivity, the simulations with MM5-MRF and MM5-ETA have been repeated using the RRTM and CCM3 radiation transfer schemes in addition to the reference CLOUD scheme. The CLOUD scheme only considers the interaction of radiation with water vapor and CO 2 , whereas RRTM represents a detailed absorption spectrum of CO 2 , CH 4 , NO x , and O 3 . In CCM3 the longwave radiative effects of the greenhouse gases CO 2 , O 3 , H 2 O, CH 4 , N 2 O, CFC11, and CFC12 are treated using broadband approximations, and an 18-band ␦-Eddington approximation is used for solar radiation. Details on the different radiation transfer schemes are beyond the scope of this paper but can be found in Dudhia (1989) , Mlawer et al. (1997), and Kiehl et al. (1998) for the CLOUD, RRTM, and CCM3 schemes, respectively. As shown by Guichard et al. (2003) , we expect the latter scheme to produce smaller L ↓ , permitting more nocturnal surface cooling under clear-sky conditions. Figure 8 shows that the forecast T veg at night, using either MRF or ETA, depends strongly on the chosen radiation scheme. The CLOUD radiation scheme always predicts higher nighttime T veg , while the CCM3 radiation scheme gives lower, and more realistic T veg . The difference between the two schemes is 2.5, 2.5, and 5 K at maximum for the three nights, respectively. The prediction of T veg with ETA-CCM3 is rather good during the radiative night (25-26 October) and may be considered as an optimal parameterization for strong SBLs. However, Table 3 reveals that the RRTM scheme and CCM3 scheme predict a cooler surface due to underestimation of L ↓ and an overestimation of the magnitude of Q*. This is a typical case of "getting the right answer for the wrong reason." Note that the forecast T veg is insensitive to the choice of the radiation scheme during daytime for both turbulence schemes.
Thus, SBL modeling is not only very sensitive to the degree of turbulent mixing (e.g., Viterbo et al. 1999) , the coupling between the atmosphere and the land surface (S06), but certainly it also depends on the radiation parameterization (Ha and Mahrt 2003) . FIG. 8. Modeled (MM5) and observed surface vegetation temperature, as modeled with the CLOUD, RRTM, and CCM3 radiation scheme in combination with the (a) MRF and (b) ETA boundary layer scheme. 
Alternative land surface scheme and turbulent mixing
Above we found that models with a vegetation layer and with limited turbulent mixing favor surface cooling in comparison with observations. Since the MM5-MRF model is computationally fast and has a good performance during daytime, we try to improve this model at night, and thus the model's representation of the full diurnal cycle. Two modifications are proposed: 1) Several studies showed the importance of a correct representation of the atmosphere-land-interaction (Holtslag and de Bruin 1988; van de Wiel 2002; S06) . The latter study was able to predict T veg and energy balance components satisfactorily for the same days as examined here. This was achieved by using a vegetation surface layer with small heat capacity, and to ensure that the soil was able to deliver heat to the surface sufficiently fast. This is especially important for quiet periods where turbulence vanishes and net radiation Q* must equal G. To improve the representation of the feedback with the soil in MM5-MRF, the original description of G in MM5-MRF:
has been replaced by
where T g is the surface soil surface temperature, T M is the 24-h mean 2-m air temperature used as the deep soil temperature, and ⍀ is the earth's angular velocity. This modification coincides with the implementation of a vegetation layer with a small heat capacity C veg . We choose C veg ϭ 2 ϫ 10 3 J m Ϫ2 K
Ϫ1
and surface resistance ⌳ ϭ 5.9 W m Ϫ2 K Ϫ1 as observed by S06 for CASES-99. Originally C g ϭ 2 ϫ 10 6 J m Ϫ2 K
, so this modification enables the modeled T veg to react more quickly on a change of the net radiation. Figure 9 summarizes the modified scheme conceptually.
2) The original MM5-MRF scheme uses a prescribed K profile function form, where K depends on u * and h. However, Nieuwstadt (1984) showed that turbulent mixing in the SBL is local and therefore K based on the surface friction seems to be less realistic (Mahrt and Vickers 2003) , especially when we realize that the model keeps surface u * artificially large for quiet conditions. Additionally, S06 found a very good performance for CASES-99 using a local turbulence scheme. Therefore, we replace the original scheme with a local ABL scheme. Herein l ϭ kz, and flux-profile relation based on the local scaling hypothesis (Holtslag and Nieuwstadt 1986 ; ␤ ϭ 5, ␣ ϭ 0.8, ϭ z/⌳, with ⌳ the local Obukhov length (Duynkerke 1991) :
for , U, and q. This allows for some turbulent transport for Ͼ 1, but less than in large-scale models (Viterbo et al. 1999) . Moreover, in both simulations updates of the surface fluxes due to updated surface temperature were skipped since they were originally done with the T g rather than with T veg . Figure 10a shows the model results for T veg for the modified scheme. At first, during all nights the modifications give a T veg less than the reference scheme, and always better in agreement with the observations. Especially for quiet nights the cooling is 6 K stronger than for the reference run. The T veg also improves during the daytime (ϳ3 K), although the model is still too cold.
The friction velocity ( Fig. 10b) with the modified schemes improves, especially after the day-night transition. During this stage of the diurnal cycle, the rapid surface cooling in the model enhances the stratification also rapidly, and consequently limits turbulent mixing. For the radiative night (25-26 October), u * improves strongly in the first half of the night relative to the reference run. Interestingly, the scheme for which only the vegetation layer has been altered shows a u * increase at around 0100 central daylight time (CDT). The low u * ensures a decoupling of the atmosphere from the surface. As such, the flow aloft accelerates, increasing the wind shear, and finally the flow recouples to the surface, and increases u * . This effect is smaller when the local mixing scheme is also used.
The strong and unrealistic revival of u * might occur because the flow acceleration aloft starts at a different FIG. 9 . Illustration of the interaction between the energy fluxes by different physical processes in the SBL for the revised scheme in MM5-MRF, as extended with the surface vegetation temperature. level than in reality, which might be due to limited resolution close to the surface. In general the addition of the local mixing scheme reduces the turbulence intensity relative to the simulation that only introduced the vegetation layer. Figure 10c shows that for the windy night (24-25 October) the dynamical development of the SBL height agrees with the observations and increases with time. However, h is still overestimated, but less than for the reference runs. Unfortunately, the CBL deepens compared with the reference runs. This is because of an increased H during the day. The calculation of the CBL height in MM5-MRF might be reconsidered to circumvent CBLs that are too deep.
Considering the and U profiles (Fig. 11) , we find that improvements 1) and 2) provide realistic cooling during weak wind conditions (23-24 and 25-26 October) and the LLJ is better represented. Unfortunately, the overestimated daytime heating provides warmer and deeper CBLs, and therefore the temperature profile is biased. However, the modeled and observed SBL structure corresponds rather well, especially when local mixing is utilized. The simulations with the Duynkerke (1991) turbulence scheme provide typically a shallower and more realistic SBL than with the K profile method. Additionally, the surface inversion is several degrees stronger than for the reference scheme (Fig. 11c) . With the new schemes, also U is larger (Fig. 11b) in the residual layer because of enhanced daytime momentum mixing. The wind speed maximum is sharper, with a stronger wind speed, and at a lower altitude.
Although the model results do not perfectly match the observations, the updated schemes show some clear and characteristic improvements for the modeled SBL profiles, and surface fluxes.
Conclusions and recommendations
This study examines the performance of three limited-area models (MM5, COAMPS, and HIRLAM) for three diurnal cycles with contrasting stable boundary layers during the CASES-99 experimental campaign. The first night is classified as intermittently turbulent, the second is continuously turbulent, and the last night 
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is weakly turbulent. The strategy was to identify common deficiencies of these schemes and to identify conditions when certain schemes are beneficial. All schemes underestimate the diurnal temperature cycle amplitude and the near-surface stability at night. None of the parameterizations was able to represent the surface radiation and turbulent fluxes, the wind speed and temperature profiles, and the boundary layer height correctly during the full diurnal cycle. Schemes with local mixing provide a more realistic representation of the nighttime boundary layer, especially for weak winds, and when the asymptotic length scale is based on the flow properties. Moreover, the nighttime low-level jet is hard to reproduce, and we find a clear dependence on the chosen model domain size. Toosmall horizontal model domains provide an LLJ speed underestimation, because its generating mechanism (according to the thermal wind relation) is underestimated in that case. With a small domain, the modeled profiles depend too much on the boundary conditions by ECMWF, which underestimates the LLJ speed. Additional sensitivity tests with different radiation schemes revealed large differences of the net cooling rate between these schemes and consequently to the forecast surface temperature, especially for calm nights. This was mainly due to underestimated incoming longwave radiation.
Encouraged by earlier 1D results (e.g., S06) and to improve these results we implemented a new scheme for the stable boundary layer in MM5-MRF. The scheme introduces a vegetation layer with a small heat capacity, a realistic formulation for the soil heat flux, and a mixing scheme based on the local similarity hypothesis for stable conditions. The updated scheme improves the representation of the diurnal temperature range and the vertical structure of the forecast profiles, especially for calm nights. This also gives more realistic shallow boundary layers with stronger inversions. 4) HIRLAM: ISBA scheme (Noilhan and Planton 1989; Noilhan and Mahfouf 1996) ,
with C veg ϭ 2 ϫ 10 5 J m Ϫ1 K Ϫ1 (the scheme uses a force-restore method in the deep soil, for which the coefficients are calibrated against a high-resolution soil model).
