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Abstract
In order to be able to qualify and quantify radiation exposure in terms
of dose, a Fastscan whole body counter must be calibrated correctly.
Current calibration methods do not take the full range of body types into
consideration when creating efficiency curve calibrations. The goal of this
work is the creation of a Monte Carlo (MCNP) model, that allows the
simulation of efficiency curves for a diverse population of subjects. Models
were created for both the Darlington and the Pickering Fastscan WBCs,
and the simulations were benchmarked against experimental results with
good agreement. The Pickering Fastscan was found to have agreement to
within ±9%, and the Darlington Fastscan had agreement to within ±11%.
Further simulations were conducted to investigate the effects of increased
body fat on the detected activity, as well as locating the position of external
contamination using front/back ratios of activity. Simulations were also
conducted to create efficiency calibrations that had good agreement with
the manufacturer’s efficiency curves. The work completed in this thesis can
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We live in a radioactive world, from terrestrial and cosmic to the many man-made
sources, we are exposed to low levels of radiation daily. Our radioactive world provides
us with a background radiation exposure. In Canada there are guidelines to the safe
levels of additional radiation exposure. These additional levels have negligible health
effects. The dose limits in Canada can be seen in Table 1.1.
Table 1.1: Current Canadian dose limits for exposure to licensed sources of radiation
as defined by the Government of Canada
[6]
Population Group Period Effective Dose (mSv)
Nuclear Energy Worker (NEW) One-year dosimetry period 50
NEW Five-year dosimetry period 100
Pregnant NEW Balance of the pregnancy 4
Member of the public One calender year 1
Effective dose is the sum of the weighting factors for relevant tissues in the body,
multiplied by the equivalent dose. The sum of the all tissue weighting factors in the
body is equal to one. The equivalent dose is the weighting factor of the incoming
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Where DT,R is the absorbed dose averaged over the tissues and organs T from radiation
R in Gy, and ∆E
∆m
is the energy (J) absorbed per unit mass (kg).






Where HT is the equivalent dose in Sv, DT,R is the absorbed dose averaged over the
tissues and organs T from radiation R in Gy, and WR is the radiation weighting factor.
The radiation weighting factor scales different radiation types to the same level of
biological damage.






Where HE is the effective dose in Sv, HT is is the equivalent dose in Sv, and WT is
the tissue weighting factor. The tissue weighting factor scales various organs on the
basis of their sensitivity to radiation
In order to meet these dose limits, it is important to be able to accurately assess
radioactive contamination to workers and the public. In order to maintain a safe
industrial environment, workers must be assigned accurate doses. These measured
doses can than be compared to dose limits to ensure exposure follows ALARA
principles. In order to meet dose limits understanding the operation of specialized
radiation detection equipment, such as a Whole Body Counter (WBC), is essential. A
WBC that is properly calibrated ensures that if an exposure exceeds an action level,
proper steps can be taken to mitigate the risk. This thesis presents research results,
that can be used to calibrate a WBC to ensure an accurate dose is assigned.
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1.1 Thesis Objectives
In order to ensure a safe environment for workers and visitors to a nuclear power plant
and maintain these dose limits, it is necessary to frequently assess a subject for any
radioactive contamination. As there are dose limits for one and five year periods, it is
important to record all exposures in order to collect the cumulative total to ensure
dose limit compliance. At Ontario Power Generation (OPG) checking for internal
contamination is primarily done by using a WBC . There are two types of WBCs used
at OPG, the Canberra Fastscan WBC and the Ortec Moving Bed WBC. This work
is only concerned with the Fastscan WBC that is used at both the Darlington and
Pickering Nuclear Generating Stations. Even though the Fastscan is primarily used to
check for internal contamination, it is useful for locating external contamination in
hard to identify areas. In the rare occurrences when external contamination is located
on a subject, the Fastscan is used to asses skin dose by quantifying the contamination.
The Fastscan is currently calibrated using a BOMAB(BOttle MAnikin ABsorber)
phantom. The health physics department at OPG Labs Whitby uses a phantom that
is representative of reference man. As defined by ICRP 89 [7], reference man weighs
70 kg and is 170 cm tall. However, people that are not well represented by reference
man, may have their committed effective dose underestimated or overestimated. It
is therefore very important that the internal contamination activity is measured
accurately in order to have a correct committed effective dose. Full-Energy Peak
Efficiency (FEPE) (discussed in Section 2.4.2) in conjunction with the detected
activity, can be used to solve for the source’s original activity. Efficiency curves, can
than be created for a variety of different body types.
An efficiency curve is created by plotting the detector efficiency at different
photon energies. The total efficiency is the product of the intrinsic efficiency and the
geometrical efficiency. Intrinsic efficiency is dependant on the energy of the radiation,
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the material of the detector, and the physical thickness of the detector in the direction
of the incoming radiation. Geometrical efficiency is dependant on the configuration of
the source with respect to detector position [4].
Monte Carlo simulations can be used to create these efficiency curves, instead of
the current practice of conducting experimental work. This is preferred, since the
experimental work is costly and time consuming
In order to create these efficiency curves, as well as study the effects of different
sized phantom seven objectives were identified for this thesis.
1. The creation of a geometrical model of the Canberra Fastscan WBC.
2. The modelling of source terms for a number of candidate sources.
3. Monte Carlo N-Particle (MCNP) simulations of the point source used for quality
control checks, and the comparison of these simulation results to experimental
measurements.
4. MCNP simulations of a BOMAB anthropomorphic phantom, and the comparison
of these simulation results to experimental measurements.
5. MCNP simulations demonstrating the effects of moving a point source to different
locations on the outside of an anthropomorphic phantom in order to create ratios
of front-to-back facing activity and upper-to-lower detector count rates. These
ratios will be used to differentiate between internal and external contamination
and their position.
6. MCNP simulations of a variety of different chest wall thicknesses in the anthro-
pomorphic phantom models.
7. The creation of efficiency curves for the detectors.
CHAPTER 1. INTRODUCTION 5
1.2 Thesis Outline
The purpose of this thesis was to examine the use of Monte Carlo simulations to
create efficiency curves for the Fastscan WBC. Chapter One outlines the scope and
justification for this thesis. Chapter Two covers the details of a sodium iodide NaI
detector, gamma interactions, and the basics of using Monte Carlo methods. Chapter
Three explains the methodology used to conduct the experimental work, the processes
used to create the simulations, and the programming of the Graphical user interface.
Chapter Four collects the results and analyses them. Chapter Five summarises the




Previous work has been done on the production of efficiency curves using MCNP.
In the early 2000’s, Kramer simulated the efficiencies of the five Fastscan units that
were located in Canada. He used BOMAB phantoms that corresponded to reference
man, 5th percentile man, 95 percentile man, reference woman, reference 4-year old
child, and reference ten-year old child [8]. Kramer’s results indicated that a MCNP
simulation could be used for primary calibrations of a Fastscan WBC. His results
also showed that there was good agreement between the simulated efficiency curves
and those provided by the manufacturer. In addition he conducted simulations where
the mass of a BOMAB was increased by increasing the thickness of each section of
the BOMAB. In his findings, he showed that the effect of an increased mass on the
counting efficiency is substantial at lower energies [9].
The Korea Institute of Radiological and Medical Sciences, in conjunction with
Kyunghee University, also simulated efficiency curves for the Fastscan using MCNP
for a variety of different sized phantoms in 2013. They concluded that there were
different efficiency responses depending on the phantom size, and that the unit should
be calibrated accordingly when calculating doses in an emergency [10].
6
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Further work has also been done on the creation of efficiency curves for a variety of
different WBCs using BOMAB phantoms [11, 12, 13]. All sources were in agreement
on the validly of creating efficiency curves using a MCNP simulation.
While work has already been produced that looks into the creation of a MCNP
model for the purpose of efficiency calibrations, there is additional work in this thesis
that fills some substantial research gaps in the field.
 Using the simulations to determine if the current action levels, that differentiate
between internal and external contamination, are adequate.
 Manipulating the chest wall thicknesses of anthropomorphic phantoms in order
to study the detected count rates.
 Creating a graphical user interface that allows user input on parameters such as
height, weight, and phantom type.
 Combining the MCNP Fastscan model with a software (BodyBuilder) that
produces anthropomorphic phantoms.
2.2 Gamma Spectroscopy
Gamma spectroscopy is the process used to quantify and identify gamma rays that is
used in the Fastscan WBC. In order to understand gamma spectroscopy, it is necessary
to understand exactly what a gamma ray is. Gamma rays are photons that are emitted
when an excited nuclei moves from a higher to a lower nuclear level [4]. A photon
is a quanta of energy, and the energy of a photon is calculated using the following
equation.
E = hν (2.1)
Where E is the energy in Joules, h is Planck’s constant 6.626×10−34 J s, and ν is
the frequency in s−1 [5].
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Nuclear states have very specific energies for each radionuclide, and the energy of
the gamma serves as a ”fingerprint” of the radionuclide. These states are similar to
the orbital shells that electrons occupy. Since these states have a fixed energy; the
resulting gamma rays also have a fixed energy [4].
Gamma rays do not have any charge so they do not directly ionize the material
they pass through. A gamma ray is detected by detecting the secondary electrons that
are produced by gamma interactions. These electrons are detected when the electrons
interact with the absorbing material in a detector [4]. In order to understand where
these secondary electrons come from, a basic understanding of gamma interactions is
needed.
2.3 Gamma Interactions
As a gamma ray passes through the absorbing material there is a probability that it
will interact through one of three gamma ray interactions: the photoelectric effect,
Compton scattering, and pair production [4]. The type of interaction that is dominant
is dependant on the energy of the gamma ray, and the atomic number (Z) of the
absorption material. The probability that an interaction is dominant, as a function of
absorber material and gamma ray energy, can be seen in Figure 2.1.
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Figure 2.1: The relative importance of gamma ray interactions when the absorber
material and gamma energy is known [3].
2.3.1 Photoelectric Effect
Ee− = hν − Eb (2.2)
Where Ee− is the kinetic energy of the electron, Eb is the binding energy of the
electron, and hν is the initial gamma ray energy. All energies in this equation have
units of eV.
In the photoelectric effect an incident gamma enters an absorber atom and ejects
an electron. This electron most often comes from the k shell, and has an energy
equal to the incident gammas energy minus the binding energy of the electron (see
Equation 2.2). The hole created by the ejected electron is filled by the rearranging of
the electrons in the atom, and the binding energy is ejected as either a characteristic
x-ray or a Auger electron. An x-ray is released when an electron from the outer shell
fills the hole left by the ejected electron. When the excitation energy gets transferred
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to an outer shell electron by an x-ray; it gets ejected. This ejected electron is called
an Auger electron [14].









Where hν ′ is the energy of the scattered gamma in eV, θ is the angle of scatter, hν is
the initial gamma ray energy in eV, and m0c
2 is the binding energy of one electron in
eV.
In Compton scattering an incident photon interacts with an electron located within
the absorbing material. The original photon deflects at an angle θ and transfers energy
to the recoil electron. The amount of energy transferred depends on the scattering
angle [4], this can be seen in Figure 2.3.
Equation 2.3 is the equation for the general case of Compton scattering. There
are also two specialized cases; one when θ ∼= 0, and one when θ = π. In the first
case, the incident photon only grazes the absorber electron, and almost no energy
is passed to the recoil electron. This results in a scattered gamma ray with almost
100% of the energy of the initial gamma ray. In the second case, a direct collision
occurs. This causes the scattered gamma to be scattered back along the path of the
incident gamma, and the maximum amount of transferable energy is transferred to
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the electron [4].
Figure 2.3: Schematic of the interactions that take place during Compton scattering.
2.3.3 Pair Production
Ee− + Ee+ = hν − 2m0c2 (2.4)
Where Ee− is the energy of the electron, Ee+ is the energy of the positron, hν is the
energy of the initial gamma, and m0c
2 is the binding energy of one electron or positron.
All energies in this equation have units of eV.
In pair production a photon disappears and an electron and a position are created
as seen in Figure 2.4. This electron-positron pair requires 1.02 MeV of energy to be
created; this energy expenditure comes from a particle with no mass being converted
into two particles with mass. The 1.02 MeV is simply the energy that is equivalent
to the rest masses of the positron and the electron (2m0c
2 = 1.02MeV ) [14]. This
means that only a gamma ray with an initial energy that is greater than 1.02 MeV
can interact through pair production. For a gamma of energy greater than 1.02 MeV
the extra energy is split evenly between the electron and the position in the form of
kinetic energy [4].
Figure 2.4: Schematic of the interactions that take place during the pair production.
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2.3.4 Gamma Attenuation
As a photon travels through a material of thickness t, it can undergo scattering,
absorption, or passes through the material with no interactions [4]. Each of the three
interactions mentioned above have a cross-section per atom, and the total cross-section
per atom is the sum of all the separate cross-sections [15] (Equation 2.5).
σ = σpe + σcs + σpp (2.5)
Where σpe is the microscopic cross-section for the photoelectric effect, σcs is the
microscopic cross-section for Compton scattering, and σpp is the microscopic cross-
section for pair production. All cross sections have units of barn (1024cm2).
The total microscopic cross-section can be multiplied by the atom density to get
the macroscopic cross-section, which when it is a macroscopic gamma ray cross-section
is also know as the linear attenuation coefficient with units of cm−1.
The linear cross-section is equal to the probability for every unit path, a gamma
ray will have interacted. [15]. The mean free path (cm), which is the path a gamma
travels before interaction, is equal to the inverse of the linear attenuation coefficient
and has units of cm.
If a mono-energetic bean of gamma rays hits a target of t thickness with an intensity
of I0, where intensity has units of gamma rays/cm
2), the intensity of photons that do
hit the target without interaction can be stated as seen in Equation 2.6 [15].
I = I0e
−(µ)t (2.6)
Where I is the photon intensity after passing through the material in gamma rays/cm2,
I0 is the initial photon intensity in gamma rays/cm
2, t is the thickness in cm, and µ
is the linear attenuation coefficient in cm−1.
The problem with the linear attenuation coefficient is its dependency on the density
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of the absorber, therefore it is better to use the mass attenuation coefficient. The
mass attenuation coefficient has units of cm2/g, and the intensity equation that uses
it is as follows [4]:
I = I0e
−(µ/ρ)t·ρ (2.7)
I is the photon intensity after passing through the material in gamma rays/cm2, I0
is the initial photon intensity in gamma rays/cm2, t is the thickness in cm, µ
ρ
is the
mass attenuation coefficient in cm2/g, and ρ is the density of the absorber material in
g/cm3.
Once the interaction processes are understood, how a detector works can be
explained.
2.4 Sodium Iodide Detectors
Sodium Iodide is one of the most commonly used scintillation detectors, and it is an
inorganic scintillator [4]. Scintillation detectors absorb radiation and emit light [5].
There are seven properties that are needed in order for a scintillation material to
be functional [5, 4].
 For every unit of gamma ray energy there should be a large number of election-
hole pairs. The more electron-hole pairs, the greater the light output.
 The material should have a high density and atomic number
 When conducting spectrography the response (light output) of the detector
should be proportional to the radiation energy deposited in the detector.
 The scintillation material should be transparent to the emitted light’s wavelength.
 The excited state’s decay time has to be short, so that count times are high.
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 The material should have good optical quality. The index of refraction should
be close to glass, around 1.5, to permit the coupling of a photomultiplier tube.
Electrons occupy orbital shells around an atom. When several atoms are combined
in a lattice, electrons occupy energy bands. When a photon is incident on a valence
band, the photon imparts its energy to a electron (Figure 2.6) [5].
An electron can migrate through a material, if the electron is able to move from
the valence band to the conduction band. The valence band is separated from the
conduction band by the bandgap. A material is considered a semiconductor when the
bandgap is approximately equal to 1 eV (Figure 2.5).
Figure 2.5: Band structures for electrons in an insulator and a semiconductor [4]
For a semiconductor when an electron leaves the valence band, a positively charged
vacancy is left behind. This vacancy is referred to as a hole, and electrons will move
to fill the holes. When voltage is applied, the electrons will move towards the valance
band and holes will move down towards the conduction band. The resulting charge is
collected and presented as an electrical signal [5].
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A scintillator is slightly different than a semi conductor, since a scintillator is an
insulator. If the electron cannot reach the conduction band, it is forced to rest in a
band just below the conduction band. NaI detectors are not composed of pure NaI,
since the bandgap is so large that the conduction band is out of range of the valance
band. Impurities are introduced into the material (activator/dopant) that provide
additional electron states in the bandgap of the NaI structure, so that there are an
energy bands between the valance and conduction bands. Sodium iodide detectors are
actually composed of sodium iodide that have had a trace amount of thallium iodide
added [4, 5].
When a gamma ray enters a scintillator the gamma ray is absorbed, and electrons
are formed. These electrons rise towards the conduction band, leaving holes in the
valance band. The electrons leave holes behind, that move to the activator states.
The electrons and holes combine to form excitons. The electrons will de-excite back
down to an activator state near the valance band, and light will be emitted.
Figure 2.6: The energy band structure of a typical scintillation detector [4]
The light output from the scintillation material must be converted into an mea-
surable electrical signal. When the light hits the photocathode, a photoelectron is
released. Photoelectrons are multiplied using dynodes, and the multiplied signal is
collected at the anode (Figure 2.7) [5].
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Figure 2.7: Schematic of a scintillator with a PMT [5]
The light emitted by a Sodium Iodide crystal is small, so the scintillation material
is attached to a photomultiplier tube (PMT). A PMT converts the collected light into
electrons using a photocathode. The electrons that are released from the photocathode
are multiplied by the dynode structure in the PMT. The light photon enters a layer
that produces a photoelectron. This photoelectron passes through a series of dynodes
that multiply the number of photoelectrons in order to amplify the signal [5]. A PMT
detects light photons and creates an electron cascade from the electron current, using
secondary elections.
Figure 2.8: Structure of a NaI crystal.
NaI(Tl) has a light output of thirty-eight thousand photons per MeV of energy
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deposited [4]. One of the downfalls of a NaI detector is its tendency to degrade when
exposed to water, for this reason a NaI has to be stored in an airtight container. When
compared to a high purity germanium detector (HPGe) a NaI is much cheaper [4],
and since a NaI does not have to be cooled with liquid nitrogen it is easier to move a
NaI detector to remote locations.
2.4.1 Detector Resolution
Detector resolution is a measure of how narrow the peaks are in a spectrum. As a
peak gets narrower, the resolution increases. It is easier to distinguish photopeaks
that are close to each other when they are narrow, since there is less overlap between
the peaks. The Full Width Half Maximum (FWHM), which is explained in greater
detail in Section 3.3.8, is the width of a peak in units of energy at half of its height.






A detector is considered to have good resolution if the peaks in a spectrum are
three FWHM apart, at this resolution the peaks only overlap 0.13% of the time [5].
Since a gap of three FWHMs is considered ideal to separate each peak, it is apparent
that a peak with a smaller FWHM is ideal.
Two of the most common detector types are HPGe and NaI. An examination of
the resolution of both detector types shows that a NaI detector produces a photopeak
that is up to thirty-two times wider than a typical germanium peak.
2.4.2 Detector Efficiency
When talking about detector efficiency it is important to understand the different
kinds of detector efficiency. The absolute detector efficiency as defined in Equation
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2.9 is the product of the intrinsic efficiency and the geometrical efficiency [4], where Ω
is the solid angle of the detector from the position of the source.




The intrinsic efficiency is the efficiency associated with the material used in the
detector, the energy of the radiation that enters the detector, and the thickness of the
detector on the side the energy enters. The geometrical efficiency is mostly dependent
on the distance from the source to the detector.
The efficiency used in the calculations in Section 4.4 is the absolute efficiency. An
alternate definition of Equation 2.9 is seen in Equation 2.10 [4].
εabs =
number of pulses recorded
number of radiation quanta emitted by the source
(2.10)
The efficiency can be related to the count rate (CR), branching ratio (BR), and the





If the efficiencies are known the equation can be rearranged to solve for the initial
activity. The activity can then be used to calculate dose.
2.5 Monte Carlo Processes
As mentioned previously the software MCNP is used for the Monte Carlo simulations in
this work. Monte Carlo is a stochastic model that uses random sampling to construct
a solution to a problem [16].
Monte Carlo methods rely heavily on statistics, therefore it is necessary to have
a basic understanding of probability. Any event which has a chance of happening
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is a random event, and the numerical measure of that chance is called probability
[17]. Monte Carlo methods simulate a finite number of particle histories using random
numbers ζ, where the random numbers are as defined in Equation 2.12.
0 < ζ ≤ 1 (2.12)
A larger number of particle histories is desirable, since this lowers the uncertainty in
the value being calculated [18].
The probability density function (PDF) is a continuous probability density. The
PDF f(x) has a range that is greater than zero. The probability that variable x will
have a value between a and b seen in Equation 2.13 [18].




For an x that can take on any real value, it is necessary to normalize the probability
density function (see Equation 2.14) [18].
∫ ∞
−∞
f(x)dx = 1 (2.14)
The probability that a random variable x’ will be less than or equal to x is known as
the cumulative probability distribution function(see Equation 2.15) [18].
F (x) = P{x′ ≤ x} (2.15)





From Equation 2.16 it is apparent that when x equals infinity, F(x) is equal to one;
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and when x equals negative infinity, F(x) is equal to zero [18]. Equation 2.15 can also




As mentioned previously, the Monte Carlo method uses random numbers that
are uniformly distributed between zero and one. Since the random numbers ζ are
uniformly distributed; a generator can be used to sample uniformly distributed F(x)
[18]. For every F(x) generated, the inversion seen in Equation 2.18 needs to be
performed.
x = F (ζ)−1 (2.18)
There are several methods that are used when sampling a PDF. One method,
direct sampling is used when a inversion is straightforward. A ζ is generated, and
a x̂ is found that will make F (x̂) = ζ. This method does not always work since
some functions cannot be inverted, such as angular distributions used in coherent and
incoherent scattering [1].
A common sampling method is the acceptance-rejection method. The function
f(x) is enclosed in a shape that encompasses the function within it. Enough must be
known about the function to allow it to be completely encompassed by the shape.
Random points are chosen inside the bounds of the shape, and rejected if the ordinate
exceeds f(x). [19].
Algorithms exist for solving common distributions, such as exponential decay or
Gaussian distribution. These algorithms can be used when sampling a PDF.
2.5.1 Monte Carlo in MCNP
When simulating photons in MCNP, the user selects the energy, position, and the
direction of flight. A random number is generated to calculate the distance until
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collision (see Equation 2.19).
l = − 1
σtotalN
ln(ζ) (2.19)
Where ζ is a random number between zero and one, σtotal is the total microscopic
cross-section in barn (10−24cm2), N is the atom density atoms/cm3, and l is the
distance until collision in cm.
The atom density in selected by the user, and the total cross-section is located in
a library of cross-sections built into MCNP.
The collision distance determines if a collision occurs, or if the photon passes into
the next cell. If l is greater than the distance to the next cell, the photon passes into
the next cell. If the photon does not pass into the next cell a collision occurs, one of
the three interactions mentioned in Section 2.3 occurs. Which interaction occurs is












In MCNP a photon undergoes interactions until it is dead. A photon is considered
dead when it has lost its energy, or left the bounds of the problem. MCNP assigns a
photon an initial starting photon weight (WGT), and as it undergoes each interaction
it loses a portion of the weight.
The photoelectric effect produces an implicit capture that reduces the photon
weight, and the remainder of the weight (WGT (1− σPE
σ
)) undergoes either pair pro-
duction or Compton scattering. The captured weight can be deposited locally, become
a photoelectron, or be used for thick target bremsstrahlung (TTB) approximation.
If a collision results in the photon undergoing pair production either the photon
disappears or the kinetic energy WGT (E − 1.022)MeV gets deposited at the collision
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location, and two photons of 0.511 MeV with opposite directional paths are created.
If Compton scattering occurs, the initial photon scatters with energy E’ after the
collision . This produces the energy deposited at the collision location WGT (E − E ′)
and the direction of scatter. The deposited energy either becomes a recoil electron or
undergoes TTB approximation.
Photons will continue interacting until a cut-off parameter, such as time or particle
history, has been fulfilled.
Chapter 3
Methodology
3.1 Whole Body Counter Configuration
The Fastscan WBC is a free standing WBC, where the subject enters a shielded frame
and is scanned while standing. This type of WBC takes up less space than a moving
bed WBC, where the subject would have to lie down to be scanned. The Fastscan
has two NaI fixed detectors that are located at the front of the unit (Figure 3.1);
it also does not contain any moving parts in an effort to reduce the maintenance
costs associated with a whole body counting system [20]. The Fastscan is designed to
quickly scan multiple subjects, and it can scan 30-40 people an hour depending on
the length of the scans [21]. A typical scan at OPG takes 90 seconds, which is ample
time to detect the radionuclides that would be found at a power plant and medical
tests. There are over forty radionuclides that are derived from fuel, fuel cladding, and
medical tests; that are located in the detectable energy range (6 keV-2 MeV) of the
Fastscan [22]. Out of the approximately forty radionuclides some most commonly
observed during normal operations at the Darlington and Pickering nuclear generation
stations include Fe-59, Co-60, Zr-95/Nb-95, Ru-103, I-131, Cs-137, and Ce-144 [22].
23
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Figure 3.1: Three dimensional model of the Fastscan whole body counter.
3.1.1 Whole Body Counter Geometry
The Fastscan has a stainless steel frame that is made of low background steel. The
steel is made using a process that does not introduce any Co-60 into the steel [20].
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Figure 3.2: The geometry and dimensions of the Fastscan whole body counter.
The frame of the Fastscan, as well as the shielding around the detectors is composed
of the same low background stainless steel. The shielding consists of muliple plates
that fit on top of each other to ensure that the weight of an individual plate can be
lifted by two people [23].
The two detectors are positioned so that an accurate measurement of either inhaled
or ingested radioactivity can be detected for 99 % of a working population’s height
range, which ranges from 145 to 189 cm (Figure 3.2).
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The Fastscan’s detectors are placed in a position that ensures that the range
of anthropomorphic phantoms that correspond to an average working population
produces a relatively flat efficiency response curve [24]. The average worker population
includes both genders with weight and height in the 99th, 95th, 50th, 5th, and 1st
percentile distributions [21]. A percentile distribution is the percentage of people that
fall at or below a given distribution. For example 95th percentile man is smaller than
5% of the population. Since the detectors are stationary, if there is a need to determine
the position of an external contamination an individual can enter the Fastscan with
their back facing the detectors in order to compare the ratio of front/back detected
activity (this is mentioned in further detail in Section 4.6). The main problem with
attempting to localize external radiation using the Fastscan is that there are two blind
spots on the sides of the scanned subject below the axilla.
3.1.2 NaI Detectors
The NaI detectors each contain a crystal with a large surface area in order to accom-
modate a wide range of height. When standing inside the Fastscan each crystal has a
height of 40.6 cm, a width of 12.7 cm, and a depth of 7.6 (volume of 3918.7 cm3) [20].
Each NaI detector contains an NaI Crystal, which is encapsulated in a steel case.
The schematics of the detector can be seen in Figure 3.3. The steel case is 0.051 cm
thick on the sides of the detector. The steel case on the top of the detector, where the
top is the end farthest from the PMT, is 2.54 cm thick. The bottom of the detector
casing is 1.27 cm thick, and there is a quartz window between the bottom of the case
and the NaI crystal. The detector also has foam backing [25].
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Figure 3.3: Specifications of the NaI detectors used in the Fastscan whole body
counter.
Each NaI detector contains its own PMT, and is connected to a high voltage source.
The resulting detector signal passes through the pre-amplifier where the charge leaving
the detector is shaped into a voltage pulse. This pulse then enters the amplifier, where
the pulse is amplified and shaped(ie. the height of the pre-amplifier pulse is increased).
The amplified pulse then enters the multichannel analyser, and the pulses are binned
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according to height. The multichannel analyser used has a gain of approximately 4
keV/channel with a total of 512 channels. The overall schematic can be seen in Figure
3.4. [21]
Figure 3.4: Block diagram of the electronics for the NaI detectors.
3.2 Experimental Setup
Two experiments were conducted to produce results that could be used for comparison
when creating the simulations for the two Fastscan WBCs. An experiment using a point
source was run at the Darlington Nuclear Generating Station, and an experiment using
a BOMAB anthropomorphic phantom was run at the Pickering Nuclear Generating
Station.
3.2.1 Point Source
The point source experimental results were obtained using the Darlington WBC. A
sealed quality control point source, that emits a mixed 241Am, 137Cs, and 60Co field
was used in this experiment. The exact composition of the point source can be seen
in Table 3.1. The point source and its plastic encapsulation have a diameter of 2.54
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cm and a thickness of 0.64 cm.
Table 3.1: Quality control point source specifics with energy, branching ratio, and half-
life obtained from the Brookhaven National Nuclear Data Center [Source measured
on September 27, 2013].
Radionuclide Energy Intensity Half-Life Activity on
Measurement Date
[keV] [%] [yr] [Bq]
Am-241 59.5 35.9 432.60 130671





It was necessary to recruit personal with the appropriate authorization to move the
source, since OPG only allows authorized employees to handle radioactive elements.
The point source was positioned directly behind the detectors in the centre of the
back wall of the WBC. The source was moved to five positions and counted for five
minutes at each location using Canberra’s Geniesoftware. Geniewas independently
validated by the IAEA for use in nuclear instrumentation[26]. The source was moved
to heights, relative to the floor of the WBC, of 25.4 cm, 50.8 cm, 76.2 cm, 101.6 cm,
and 127 cm. This process took several hours, since the WBC could not be taken out
of service during the experiments. The point source experiment results were used to
benchmark the model before simulating anthropomorphic phantoms.
The point source was moved 25.4 cm (10 inches) at a time up the back wall
of the detector. This was done to collect experimental data, that would show the
contributions of the lower and upper detectors to the summed spectrum.
3.2.2 BOMAB
The experiment using the BOMAB was conducted at the Pickering Nuclear Generating
Station. A BOMAB phantom, which is seen in Figure 3.6, is a system of elliptical
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polyethylene cylinders that can be filled with a radioactive solution.
Figure 3.5: BOMAB phantom positioned in the Fastscan whole body counter.
The BOMAB phantom that was used, was constructed to approximate the dimen-
sions of reference man. When using the ICRP89 definition, reference man has a mass of
70 kg, and is 170 cm tall [7]. This phantom contains ten separate elliptical polyethylene
cylindrical elements, that are combined to form a setup that is representative of the
human body (see Figure 3.6) [27]. These elements are representative of the head, neck,
chest, pelvis, arms, thighs, and calves of a human body[28]. The dimensions of each
element are listed in Table 3.2, where 2a is the major axis and 2b is the minor axis of
the elliptical end of the cylinder.
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Figure 3.6: BOMAB phantom with the cylinder dimensions of each element listed in
Table 3.2.
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Table 3.2: Dimensions of the BOMAB cylinders.
Section Height 2a 2b
# cm cm cm
1 20 17 14
2 10 13 13
3 40 30 20
4 20 36 20
5 60 10 10
6 40 15 15
7 40 12 12
The BOMAB was filled with a homogeneous mixture that contained Co-57, Co-60,
and Cs-137. These radionuclides were chosen since their energies cover the same range
of energies that would be seen at a nuclear power plant. K-40 was also added to the
mixture, since it is a radionuclide that is naturally found in the human body [12].
Potassium (K) contains the radioactive isotope K-40 in its make-up. Since potassium
is found in many foods a high concentration of K-40 is ingested [29]. The activities of
these radionuclides in the mixture are seen in Table 3.3. Kinectrics filled the phantom
with the radioactive solution in February 2014. [12] The Quality Control (QC) source
from the Pickering station was placed on the outside of the BOMAB, and moved to
different locations to collect experimental data that can be used to localize radiation
from external contamination. The specification of the Pickering QC source can be
seen in Table 3.4.
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Table 3.3: Source composition for BOMAB phantom with energy, branching ratio,
and half-life obtained from the Brookhaven National Nuclear Data Center.
Radionuclide Energy Intensity Half-Life Activity on
Measurement Date










K-40 1460 10.7 1.248E9 5000
Table 3.4: Quality control point source specifics with energy, branching ratio, and half-
life obtained from the Brookhaven National Nuclear Data Center [Source measured
on September 27, 2013].
Radionuclide Energy Intensity Half-Life Activity on
Measurement Date
(keV) (%) (yr) (Bq)
Am-241 59.5 35.9 432.60 129343






Both the Darlington and the Pickering Fastcan WBCs were modelled in MCNP. For
the initial benchmarking of the model, which is referred to in further detail in sections
4.2 and 4.3, the Darlington WBC counter was modelled with a point source, and the
Pickering WBC was modelled with a BOMAB. This was done in order to ensure that
the simulations matched the previously collected experimental results. The MCNP
codes for the two models are located in Appendix A and Appendix B.
MCNP is a stochastic particle transport code. The code simulates many particles
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in order to find an average pattern to their behaviour using the Monte Carlo method.
The Monte Carlo method duplicates many probabilistic events, and runs them in
sequence. In MCNP the event is a particle’s journey from source to death, and the
interactions between. The interaction of particles is determined using appropriate
probability distributions, which are than sampled randomly in order to determine
particle behaviour [30]. The code can be used for photons, electrons, and neutrons.
For the simulations in this thesis only photons were simulated, MCNP allows the
simulation of photons from 1 keV to 100 GeV [1].
There are three versions of MCNP that are available - MCNPX, MCNP5, and
MCNP6. MCNP6 combines all the features of MCNPX and MCNP5 into one code.
At the beginning of this project during the benchmarking phase, MCNP6 was still
in the beta phase, so MCNP5 was used for the simulations to benchmark the model.
MCNP6 was used for all the simulations following the benchmarking, since it allows
the calling of external files. MCNP has been rigorously validated, and is frequently
used in nuclear simulations. The validation documentation is provided on the Los
Alamos National Laboratory website [31].
A typical MCNP input has three sections [1]:
1. The ”Cell Cards”: The cell cards define your universe. Cell cards use unions,
intersections, and complements to define the regions created in the surface cards.
2. The ”Surface Cards”: Planes, spheres, Macrobodies, and other shapes. These
are used to build regions.
3. The ”Data Cards”: Tallies, sources, materials, importances. Everything with
the exception of the surfaces and the cells.
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3.3.1 Surface Cards
Surface cards are used to build the geometry of the model. Shapes can be built by
combining planes and lines to create custom shapes, or by using predefined macrobodies
for common volumetric shapes like spheres.
The models of the Fastscan and the BOMAB used macrobodies; while the phantoms
discussed in Section 3.4.1 combined lines, planes, and quadratics to create various
volumetric structures.
Model of the NaI Detectors
The NaI detectors were modelled using specifications provided by Canberra. The
cables connecting the PMTs to the data acquisition systems were not modelled. The
hole between the quartz window and the PMT was not modelled, since its dimensions
were unknown. However, based upon its probably dimensions and thickness, it was
deemed to not be likely to have any impact on the simulated results. Measurements
using a tape measure were taken of the Darlington Fastscan, and they were found
to agree with the technical drawings up to an acceptable tolerance of 0.04 mm. The
exact measurements are proprietary information, and are not shown in this document.
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Figure 3.7: Specifications of the Sodium Iodide crystal used in the detectors of the
Fastscan WBC.
3.3.2 Cell Cards
As mentioned previously the cell cards use union and intersection operators to define
the surface cards. Each surface or macrobody has a positive and a negative sense.
A cell is defined on the cell card. Each cell is described by a cell number, material
number, and material density as well as a list of operators and signed surfaces that
relate the bounds of the cell. A cell can be left void as opposed to assigning an actual
material [1]. All cells have to be assigned importances. Generally a cell that is closer
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to the tally has greater importance than a cell that is further away. When a particle
leaves one one cell (importance I1) to enter another cell (importance I2). The particle
is split/rouletted using the ratio I2/I1 [2].
3.3.3 Material Cards
Table 3.5: Materials definitions used in MCNP Model with information obtained from
























































Materials are entered in MCNP using the form seen in Equation 3.1, where ZAID
is the nuclide identification number [32]. The nuclear identification number ZAID is
input in the following form ZZZAAA.nnX; where Z is the atomic number, A is the
mass number, n is the cross-section evaluation identifier, and X is the class of data.
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[32]
Mm ZAID1 fraction1 ZAID2 fraction2 (3.1)
The materials used in the MCNP models are listed in Table 3.5.
3.3.4 Transformations
MCNP allows the use on coordinate transformation cards [32]. Transformation cards
allow a previously defined cell to be moved to a location defined by the transformation
card. A transform card has the form seen in Equation 3.2 [32] where n is the number
of the transformation (1-999), O1O1O3 is the displacement vector, B1 −B9 signifies
the rotation matrix, and M determines the location of the origin.
Trn = O1 O2 O3 B1 B2 B3 B4 B5 B6 B7 B8 B9 M (3.2)
Transforms are automatically used in BodyBuilder (more details about BodyBuilder
can be seen in Section 3.4.1), and a transformation was used when combining a
BodyBuilder model and a Fastscan model.
3.3.5 Tallies
In order to mimic the response of a NaI detector in MCNP, a pulse height tally (f8)
was used. The f8 tally is described as collecting the energy distribution of pulses
created in a detector. Caution should be taken when using this tally, since the energy
bins sum all the energy deposited in a cell using all the tracks in the history as opposed
to only collecting energy from the scoring tracks. An f8 tally allows the simulation
result to be binned into a histogram, where the number of bins is assignable. The f8
tally is a surface-crossing estimator that is assigned to a cell, if no tracks enter the
cell the value of the location bin is zero. As a particle track crosses a cell, the energy
of the track minus the weight of the source particle is subtracted from the account of
CHAPTER 3. METHODOLOGY 39
the cell it is leaving. This value is then added to the account of the cell the track is
entering. Once all the particles have been run all accounts are divided by the source
weight, and the resulting energy determines which energy bin the score is placed in
[1, 32].
These scores have to be normalized to match the simulation to the experimental
results. This is done by multiplying the scores by the live time and the total number
of photons emitted per second.
Relative Error in Tallies
The results of an MCNP tally are meaningless if error is not accounted for. When
the tally is printed in the output the estimated relative error (R) associated with the
tally is also printed [1]. These values of R determine if the tally results are usable
(see Table 3.6).
Table 3.6: Guidelines for interpreting the relative error from an MCNP tally [1].
Relative Error Range Quality of the Tally
0.5 – 1.0 Not meaningful
0.2 – 0.5 Factor of a few
0.1 – 0.2 Questionable
<0.10 Generally reliable
<0.05 Generally reliable for point detectors
R is defined by MCNP as one estimated standard deviation of the mean divided





Where R is the relative error, Sx̄ is one estimated standard deviation of the mean,
and x̄ is the estimated mean. A more complete error analysis could be conducted, if
multiple simulations with different random seeds were run. This step was omitted
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because of time constraints. The MCNP error estimate is larger than the actual error,
but was deemed low enough when an acceptable number of particles were run. It is
important to note that a reliable R does not mean that the model results are correct,
but that the Monte Carlo calculations are correct. As seen in Table 3.6 a smaller
value of R is desirable, since this means there were fewer error in the Monte Carlo
calculation that the simulation performed. The history cutoff (NPS) card sets the
total number of histories (N) that will be run in the simulation [1].
3.3.6 Visual Editor
The visual editor (VisEd) is a graphical user interface that is incorporated with
MCNPX. VisEd allows the creation and running of MCNP files. It can be very helpful
when defining the boundaries of cells to be able to visualize them, and VisEd has
wizards for the creation of cells and surfaces. Another useful feature in the Visual
Editor is the particle display, which allows the visualization of complete particle tracks.
The 2-D and 3-D visualizations of the various simulations and models used in this
thesis were made using the MCNP Visual Editor [33]. However it slows down the
simulations to run them in VisEd, so the simulations were run using the command
prompt.
3.3.7 Energy Calibration
The energy bins were structured in MCNP using an e8 card. An e8 card is used for a
pulse height tally, since the pulse height tally collects all the energy deposited at the
tally location. Two special bins called the zero bin and the epsilon bin need to be
added to the e8 card when defining the energy card bins.
E8 cards are structured as seen in equation 3.4.
E = Zero Epsilon 1 2 . . . n (3.4)
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The zero bin collects negative scores that come from nonanalog delta rays (knock-on)
electrons, since delta rays will cause a negative energy score unless they are caught
in the zero bin. The epsilon bin counts and collects the scores of particles that pass
through the cell without depositing any energy. When a particle passes through and
does not deposit any energy 1E-12 is assigned to the event in order to differentiate it
from a non-event [32].
There are a total of five-hundred and twelve channels used in each detector’s
multichannel analyser. The detectors are binned so that there are 3.95 keV/channel
for the Darlington upper detector, 3.86 keV/channel for the Darlington lower detector,
3.76 keV/channel for the Pickering upper detector, and 3.87 keV/channel for the
Pickering lower detector. These differences are due to slight deviations that are
inherently present in any NaI crystals due to crystal structure, as well as noise in the
electronics associated with the detectors.
The bins in the MCNP model were matched as closely as possible to the bins
from the real detectors, but there is a slight peak shift due to the fact that MCNP
creates linear bins, while the GenieTM software in the Fastscan WBC uses a quadratic
relationship to bin the energy. There is no reason that energy must be binned using a
quadratic equation, other than personal preference.
Both MCNP and GenieTM calculate energy E as a function of channel bin number,
where the bins number one to five-hundred and twelve.
The calibration relationships for the detectors at Darlington are found in equation
3.5 for the upper detector and equation 3.6 for the lower detector.
E = −8.289 + 3.862×B + 0.0004393×B2 (3.5)
E = −11.89 + 3.952×B + 0.0003217×B2 (3.6)
The calibration relationships for the detectors at Pickering are found in equation 3.7
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for the upper detector and equation 3.8 for the lower detector.
E = −7.376 + 3.76×B + 0.000445×B2 (3.7)
E = −7.701 + 3.872×B + 0.0005207×B2 (3.8)
It was found that increasing the number of bins to try and simulate the quadratic
component by treating the quadratic equation as multiple small linear lines created
problems when comparing the experimental results to the simulations, and for this
reason the energy bins were approximated as a straight linear function.
3.3.8 GEB Card
A particle detection peak in MCNP places the majority of the energy in a single
bin. The peaks in a real spectrum cover multiple channels where the majority of the
counts are centred at the expected energy. A real peak is subject to effects such as
noise from the electronics, operational parameter drift, variations in the active volume
response, light collection that is non-uniform, and charge collection statistics. The
majority of the peak fluctuation comes from non-uniform light collection, very little
peak fluctuation is seen as a result of electronic noise [4]. In order to account for the
peak broadening that is seen from these effects in experimentally acquired spectrum,
it was necessary to use a Gaussian Energy Broadening (GEB) card in MCNP.
A GEB card broadens the tallied energies by sampling from the Gaussian function.





Where E is the broadened energy, E0 is the unbroadened energy of the tally, C is
a normalization constant, and A is the Gaussian width [1]. The Gaussian width is
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The FWHM is defined as the width of the peak in the units of energy at half its
maximum height, and can be represented by Equation 3.11 where a, b, and c are the
fit coefficients [5].
FWHM = a+ b
√
E + cE2 (3.11)
To find the relationship between the FWHM and the energy at the centre of the peak,
the curve fitting software in Gnuplot [34] was used. The peak energy at the centroid
was graphed against the FWHM, and the data was fitted to Equation 3.11. Gnuplot
uses a non-linear least-squares (NLLS) Marquardt-Levenberg (LM) algorithm to fit the
data. The LM algorithm interpolates between the gradient and Taylor series methods
to find an optimal fit quickly [35]. To ensure that the simulations are comparable to
the experimental results it is important that the regression of the FWHM is accurate.
An example of a fitted curve for a GEB card is seen in Figure 3.8, and the calculated
FWHM fit parameters are shown in Table 3.7 along with the corresponding standard
error estimates for the fit parameters. The fit coefficients (a, b, and c) are used in
the GEB card, which is structured like Equation 3.12, where the three coefficients are
entered one after the other in the input file.
GEB = a b c (3.12)
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Figure 3.8: FWHM Example Curve Fit
The point source used at Darlington (see Table 3.1) has four peaks. The energy
at these peaks and the corresponding FWHMs were used to fit the curve in Gnuplot.
The curve is fit to Equation 3.11, where a, b, and c are unknown. Curves were fit for
the upper, lower, and summed detectors.
The point source used at Pickering (see Table 3.4) has four peaks. The energy at
these peaks and the corresponding FWHMs were used to fit the curve in Gnuplot.
Curves were fit for the upper, lower, and summed detectors.
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Table 3.7: FWHM coefficients derived from Gnuplot 4.6 for use in an MCNP GEB
card.
Darlington







a -1.16E-2 1.34E-4 -1.08E-2 8.21E-6 -9.67E-3 3.82E-3
b 9.22E-2 4.88E-4 9.15E-2 2.92E-5 9.27E-2 1.03E-2
c -2.54E-1 5.47E-3 -1.81E-1 3.14E-4 -1.68E-1 1.01E-1
Pickering







a -1.36E-2 7.12E-4 -1.24E-2 4.85E-4 -1.61E-2 9.94E-4
b 8.92E-2 2.63E-3 9.03E-2 1.77E-3 1.20E-1 3.44E-3
c -1.17E-1 3.32E-2 -1.67E-1 2.04E-2 4.34E-2 5.91E-2
3.3.9 Calculation of Summed Spectra
The Fastscan uses the Geniesoftware to combine the counts from the upper and
lower detectors. The combined spectra from the upper and lower detectors are used
to determine the level of contamination. It is the combined spectra that was used for
all the benchmarking, and any subsequent simulations.
In order to combine the upper and lower spectra Genieuses an algorithm to sum
the two spectra [36]. First, the software aligns the zero channel and energy gain of
the two spectra. Second, between the adjacent bins counts are linearly interpolated.
Third, the two spectra are summed. Details of this process are found in the analysis
software for the Fastscan WBC [36].
It was found that combining the spectra obtained by the upper and lower detectors
modelled in MCNP could be approximated by a direct summation for the Pickering
Fastscan since the upper and lower detectors had similar calibration relationships (see
Equation 3.7 and Equation 3.8). The Darlington calibration equations were offset
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by approximately 4 keV (see Equation 3.5 and Equation 3.6) between the lower and
upper detectors, where the centroid of Am-241 was seen at 55 keV as opposed to 59
keV. To account for this shift in the direct summation, the upper detector counts were
shifted by a single bin where the bin size is 4.1 keV.
Since there was no bin shift when summing the Pickering detectors the GEB curves
for the upper and lower detector (see Figure 3.10) were used in the MCNP simulation.
To ensure that the detector summation accounted for the bin shift that had to be
added, both the upper and lower detectors at Darlington used the GEB card from the
summed detectors (see Figure 3.9).
Figure 3.9: FWHM curves for the Darlington Fastscan
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Figure 3.10: FWHM curves for the Pickering Fastscan
3.3.10 Source Card
MCNP allows the creation of four types of source cards: a general source (SDEF), a
surface source (SSR), a criticality source (KCODE), or a user-supplied source [32]. For
the purposes of this thesis, the only source card of concern is the SDEF card. There
are many different variables that can be manipulated in the SDEF card, however only
the parameters seen in Table 3.8 were used.
Table 3.8: Source variables for the SDEF card reproduced from the MCNP Primer [2]
Variable Meaning Model
PAR Particle Type (Neutron, Photon, etc) Both
ERG Energy (MeV) Both
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The CEL variable assigns a source to a cell. In the case of the BOMAB, a
parallelepiped is characterised around the BOMAB, and the source is understood to
be distributed within a cell that fits inside of the parallelepiped.
The SDEF card for the point source model that only contains the particle type
and a energy distribution card. The energy distribution card contains Am-241, Cs-137,
and Co-60. It is modelled after the Darlington QC source from Table 3.1. The number
of photons emitted for each energy is divided by the total number of photons, in order
to calculate the fraction that each emitted particle contributes to the total number of
emitted particles. This allows the source card to simulate a histogram of energies (see
Figure 3.11).
Figure 3.11: Visualization of the Darlington quality control source particles
The SDEF card for the BOMAB phantom model is more complicated than the
previously seen point source. The energy distribution card contains Co-57, Cs-137,
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Co-60, and K-40. The source has the same fill as the BOMAB used in the experiments
that was mentioned earlier in Table 3.3. A parallelepiped that is approximately the
same size as the outline of the BOMAB is defined, and a cell enclosed within the
parallelepiped emits the source particles (see Figure 3.12). It is important that the
parallelepiped is close to the size of the cell it is enclosing for source efficiency [1]. If
the parallelepiped is too small, the portion that is enclosed will not emit any source
particles.
Figure 3.12: Visualization of the BOMAB source particles
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3.4 Custom Graphical User Interface
In order to make it easier to use the MCNP models a GUI was created in Excel using
Visual Basic for Applications (VBA). Microsoft Excel was used as the computational
platform for the GUI as it is capable of running VBA code, is convenient for data
manipulation, and is currently used by the OPG Whitby laboratory. This GUI
was created in order to make the manipulation of various parameters easier. The
spreadsheet has four tabs.
1. The main screen: this is where the majority of the user input happens.
2. The source screen: this is where the source distributions are saved.
3. The graph screen: this is where the graphs are uploaded and the peak calculations
are shown.
4. the data screen: this is where much of the data is stored that the other three
screens utilize.
The spreadsheet allows a user to select several parameters to create an MCNP
input file (see Figure 3.13). An example of an input file created from the spreadsheet
can be seen in Appendix C. Both MCNPX and MCNP6 allow external files to be
read into the input file, this feature allows the creation of a fairly simple input file
that reads in various MCNP cards. Several small .txt files were created for material,
cell, surface, and various other cards. These cards were compiled in a single folder to
create a library of MCNP cards, and cards that matched the user’s selection are read
into the input file.
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Figure 3.13: Main screen of the ExcelGUI
There are several parameters that can be selected by the user when using the
spreadsheet. The selection process typically goes as follows.
1. The power plant is selected (Darlington or Pickering).
2. The source type is selected (Point source or distributed source).
3. The phantom type is selected the user can select no phantom, a BOMAB phan-
tom, an anthropomorphic phantom, am anthropomorphic phantom with a lung
distribution, and an anthropomorphic phantom with a stomach distribution).
4. If a BOMAB is selected the user can pick reference man, reference woman, 5th
percentile man, 95th percentile man, and OPG BOMAB.
5. If any of the anthropomorphic phantoms are selected the user can choose between
a 179 cm tall male, a 168 cm female, a 3 month pregnant woman, a 6 month
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pregnant woman, and a custom phantom generated in BodyBuilder (further
details on BodyBuilder are located in Section 3.4.1).
6. The user inputs the number of particles to be run.
7. The MCNP file is created and run.
Currently a BOMAB cannot be run with a point source.
3.4.1 BodyBuilder
To create MCNP models of complex anthropomorphic phantoms, BodyBuilder was
used. According to the developer BodyBuilder is a computer program used for the
generation of human anthropomorphic phantoms. Age can be selected from infant to
adult. Which organs to include as well as the sex of the phantom is also selectable.
Pregnant females, of 3, 6, and 9 months gestation, are available. A pregnant female
will also includes foetal details. [37]. Figure 3.14 shows a male phantom with all the
organs selected.
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Figure 3.14: Example anthropomorphic reference man phantom created in BodyBuilder
In order to integrate the MCNP model created in BodyBuilder into the MCNP
Fastscan model that was created, there are a couple of differences that need to be
taken into account.
First, BodyBuilder puts the origin at the waist of the phantom, and the Fastscan
model has the origin centred on the floor of the detector. To account for this a
macro was used in VBA that searches the BodyBuilder input file for the length of
the legs, and than transforms the Fastscan model downwards by that amount. The
Fastscan model was transformed as opposed to the BodyBuilder model, because the
BodyBuilder input files already have transformations for organs like the lungs and
kidneys.
Second, BodyBuilder’s input file is a complete input file with materials, cells,
surfaces, etc. A macro in VBA was used to search through the input file and divide it
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into its separate components. There is not always a transformation section, since it
depends on which organs were selected.
3.4.2 Programming the VBA
A macro was also created to allow a phantom created in BodyBuilder to be added
into the model of the Fastscan. Once a phantom is created in BodyBuilder the entire
file is cycled through and divided into its separate cards; this is what the ”Extract
Phantoms” button is used for in the spreadsheet. There are also a few software issue
with the BodyBuilder code. If the intestines are included there is an automatic overlap
in the area of the small intestine, the ascending colon, and the transverse colon. There
is also an error of missing skin on the legs. In order to account for these errors a DO
loop was used to amend the phantom surface card file to remove these errors. One of
the other challenges was the differing origin points for BodyBuilder and the Fastscan
model as previously discussed in Section 3.4.1.
The majority of the programming in the spreadsheet uses IF statements that rely
on true/false justifications. The spread sheet uses nested IF statements that are
dependent on the selections that are input by the user. The results of a selection are
linked to a cell, and an IF statement is linked to the text in the cell. An example of
this can be seen in Equation 3.13. This statement means if the cell has ”nothing” in
it print a c, otherwise print ”something”. Several of these IF statements were used to
give the spreadsheet its functionality.
= IF (cell = ”nothing”, ”c”, ”something”) (3.13)
After customization of the option by the user, the MCNP file is created automatically.
The options that were selected, along with the components that do not change, are
then written to an external text file. The spreadsheet links a batch file that runs the
MCNP input file in command prompt to a button. Once the simulations are done,
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the output file is moved to an output folder.
3.4.3 Graphing Capabilities
Once an output file has been created, it can be opened in the spreadsheet. Up to two
graphs can be uploaded at a time for comparison purposes (see Figure 3.15). The
sheet performs all the peak area calculations that are mentioned in detail in Section
4.1. The spreadsheet searches through the MCNP output files looking for the tallies
that correspond to the upper and lower detectors. The results of these tallies are sent
to the data tab and normalized, this is mentioned in further detail in Section 3.4.4
Figure 3.15: Graphical output of the ExcelGUI
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3.4.4 Source
The two point sources distributions (see Table 3.1 and Table 3.4) as well as the
BOMAB source distribution (see Table 3.3) are linked to the main screen of the
spreadsheet, so that the source type selected by the user is used in the normalization
process. The Excel tab that contains the source distributions, also lets the user input
the time that the MCNP results will be normalized to (see Figure 3.16).
Figure 3.16: Source Cards in the ExcelGUI
The un-normalized MCNP results are multiplied by the time in seconds, and the
number of total particles emitted. The total number of particles emitted is calculated




The spectrum does not simply contain peaks at the photopeak energy. There is
inherent electronic noise in any detector system that contributes to the spectrum, as
well as background radiation. In addition if there are muliple gamma energies being
detected some of the scattering effects, such as the Compton effect, also contribute to
the peak counts at lower energies. Since these effects add to the real peak counts, it is
important to subtract them from the peaks before analysing the results.
The net area under a photo peak is required to determine source activity ,therefore it
is necessary to separate the net area from the background. The area of the background
is trapezoidal in shape, where the edges of the trapezoid are located at an equal
distance from the peak centre. This trapezoid is used to find a mean background
value, which is multiplied by the total number of channels in the peak, this is shown
in equation 4.1. There are different methods of subtracting the background, but
this technique was chosen since it is the most common approximation used [5]. The
majority of the background is caused by the Compton scattering from the higher
energy photons.
57
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Where n is the number of channels between the lower and upper edges of the
peak. mL is the number of background channels on the lower side of the peak beyond
channel L. mU is the number of channels on the upper side of the peak beyond channel
U. Ci is the number of counts at channel i. L is the lower bound of the peak, and U is
the upper bound of the peak.
The net number of counts Anet is found by subtracting the background from the
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gross number of counts, this is shown in equation 4.2.















The net number of counts needs to be put in terms of count rate (see equation 4.3
where tlive is the live time), since the net number of counts is dependent on the time
the experiment or simulation has been run. Changing the net number of counts into a
count rate allows the comparison of two spectra that have different live times. If the





These benchmarking comparisons are explained in greater detail in sections 4.2 and
4.3. All of the peak calculations were performed using an Excel spreadsheet.
4.1.1 Peak Calculation Error
When the simulations are being compared to the experimental results it is important
to account for error associated with the peak calculations. The peak net error comes
from the gross count variance as well as the background variance as seen in equation
4.4.















While expressing the error in terms of the variance is not wrong, it is better to use
the standard deviation since the standard deviation would put the error in terms of
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When comparing two spectra there is a ratio where one is divided by the other. In the
benchmarking portion of this thesis the experimental count rate results were divided













These errors are seen in Tables 4.1 and4.2. The count rates located in these tables are
expressed as CR± error.
4.2 Point Source
To determine the validity of the Darlington Fastscan WBC model, the point source
experiments were compared to experimental results collected during experimental work
at Darlington. Figures 4.2 - 4.5 show the comparisons between the experimental and
simulation results for a QC point source positioned 127 cm above the floor. Additional
results for heights of 25.4 cm, 50.8 cm, 76.2 cm, and 101.6 cm from the floor of the
Fastscan are located in Appendix D.
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Figure 4.2: 59 keV energy peak for the Darlington QC point source located 127 cm
from the floor of the Fastscan.
As previously mentioned in Section 3.3.7, there is a peak shift due to the experi-
mental calibration equation having a quadratic term, and the simulation calibration
equation using a linear equation. This is more noticeable at lower energies due to the
lower number of channels being used in a peak. The peak shift can be observed in
Figure 4.2.
CHAPTER 4. RESULTS AND ANALYSIS 62
Figure 4.3: 662 keV energy peak for the Darlington QC point source located 127 cm
from the floor of the Fastscan.
Figure 4.4: 1170 keV energy peak for the Darlington QC point source located 127 cm
from the floor of the Fastscan.
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Figure 4.5: 1332 keV energy peak for the Darlington QC point source located 127 cm
from the floor of the Fastscan.
When a source is located 116 cm from the bottom of the detector it is positioned
directly between the upper and lower detectors. Allowing for the minuscule differences
between any two NaI crystals, a source positioned at 116 cm should contribute photons
to both detectors equally. Since the highest point the QC source was placed from the
floor of the Fastscan is only 11 cm above the 116 cm mark, there are no experimental
results where the majority of the detected radiation is detected by the upper detector.
The point source experiments only went up to 127 cm, because of time constraints
when conducting the experimental work. During the experiments the WBC could not
be taken out of service, and the experiments were run during the lunch break.
Table 4.1 contains information on the peaks that were used to benchmark the
Darlington Fastscan. The tables contain the net count rate with error for both
simulations and experiments, as well as the ratio between the two. The table also
contains the number of channels that were added to the lower (lower bar) and upper
side (upper bar) of the centroid to create each peak. The number of background
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channels used on the lower (ml) and upper side (mu)of the peak is also recorded.
Table 4.1: Peak data used in the comparison of the experimental and simulation















76.22±0.76 80.92±0.72 0.94±0.013 2 3 59 25.4 3 5
67.21±1.30 61.36±1.17 1.10±0.030 5 5 662 25.4 23 25
60.41±0.97 59.48±1.00 1.02±0.023 5 3 1170 25.4 25 20
54.97±0.77 56.52±0.85 0.97±0.020 3 5 1332 25.4 17 37
265.46±1.22 257.39±1.18 1.03±0.007 2 3 59 50.8 3 5
156.92±1.68 141.66±1.55 1.11±0.017 5 5 662 50.8 23 25
126.49±1.36 128.35±1.44 0.99±0.015 5 3 1170 50.8 25 20
116.53±1.07 120.07±1.24 0.97±0.013 3 5 1332 50.8 17 37
566.92±1.71 549.92±1.67 1.03±0.004 2 3 59 76.2 3 5
274.90±2.07 255.63±1.92 1.08±0.011 5 5 662 76.2 23 25
213.05±1.72 221.10±1.84 0.96±0.011 5 3 1170 76.2 25 20
193±1.37 202.08±1.61 0.96±0.010 3 5 1332 76.2 17 37
562.79±1.72 590.72±1.76 0.95±0.004 2 3 59 101.6 3 5
296.77±2.15 286.45±2.04 1.04±0.011 5 5 662 101.6 23 25
238.35±1.79 254.79±1.96 0.94±0.010 5 3 1170 101.6 25 20
223.02±1.49 230.49±1.71 0.97±0.009 3 5 1332 101.6 17 37
522.48±1.70 550.28±1.17 0.95±0.004 2 3 59 127 3 5
286.18±2.14 283.69±2.04 1.01±0.010 5 5 662 127 23 25
244.27±1.81 254.56±1.96 0.96±0.010 5 3 1170 127 25 20
227.80±1.43 229.91±1.71 0.99±0.010 3 5 1332 127 17 37
Figures 4.2 - 4.5 and Figures D.1 - D.16 were produced using the data from Table
4.1. The data shows that as the source moves closer to the midpoint between the
upper and lower detectors, at 116 cm, the ratio converges towards one. The MCNP
point source simulations were run for 1E8 particle histories which corresponded to a
140 minute MCNP runtime under the Windows 7 operating system with an Intel(R)
Core i7-2620M CPU @ 2.70 GHz processor. It was necessary to move the source to
different heights for the creation of upper-to-lower detector count rate ratios which
will be utilized in the future. These ratios are to be used to check the detectors for
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uniform response. These ratios will also be used to help locate external contamination.




− 1)× 100% (4.7)
As detailed in Table 4.1, it can be seen that very good agreement is achieved between
the point source count rates simulated in MCNP and the experimental results that have
been measured. The majority of experimental-to-simulated ratios were within ±5% of
unity with the largest deviation from unity found to be ±11% for the Cs-137 peak at
50.8 cm. The MCNP manual states that agreement within +/-20% is acceptable [1].
The Cs-137 peak had the largest difference due to the FWHM equation being fit using
only four points, and the interpolation to the FWHM that took place around the 662
peak from the Cs-137. If a GEB card was calculated with more than four energies,
this deviation at 662 keV would most likely improve.
4.3 BOMAB
The BOMAB that was used to benchmark the Pickering Fastscan has previously been
described in Section 3.2.2. Figures ?? - 4.9 show the comparison of the experimental
results to the simulations. Table 4.2 contains the net count rate with error for both
the simulation and the experiment, as well as the ratio between the two. The table
also contains the number of channels that were added to the lower (lower bar) and
upper side (upper bar) of the centroid to create each peak. The number of background
channels used on the lower (ml) and upper side (mu)of the peak is also recorded.
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Figure 4.6: 122 keV energy peak for the BOMAB used in the Pickering Fastscan.
Figure 4.7: 662 keV energy peak for the BOMAB used in the Pickering Fastscan.
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Figure 4.8: 1173 keV energy peak for the BOMAB used in the Pickering Fastscan.
Figure 4.9: 1332 keV energy peak for the BOMAB used in the Pickering Fastscan.
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Table 4.2: Peak data used in the comparison of the experimental and simulation












24.54±0.84 22.54±0.78 1.09±0.05 1 1 122 4 4
23.67±0.84 24.49±0.84 0.97±0.05 3 3 662 18 21
21.25±1.29 23.18±1.35 0.92±0.06 1 1 1173 23 20
19.01±1.20 20.42±1.25 0.93±0.08 1 1 1332 18 24
As seen above the ratios seen at Pickering are more consistent than the ratios
seen at Darlington. This is due in large part to the discrepancies caused by the peak
shift in the Darlington Fastscan. The BOMAB simulations were run for 1E8 particle
histories which corresponded to an approximately twenty-three hour MCNP runtime
under the Windows 7 operating system with an Intel(R) Core i7-2620M CPU @ 2.70
GHz processor. It can be seen from Table 5 that the experimental and MCNP results
are in good agreement, with no value greater than ±9%. As mentioned previously,
a Monte Carlo simulation within 20% is considered to have good agreement. Minor
changes in the lower and upper bounds of the peaks or the number of points used
to calculate the background can bring the ratio closer to 1. A contributing factor
to the uncertainty is the discrepancies between the physical phantom geometry and
the model. Body parts for the BOMAB are modelled as perfect circular or elliptical
cylinders, which may not be the case in reality.
4.4 Efficiency of the Fastscan Simulations
As mentioned previously in Section 2.4.2 the efficiency of a detector can be used to
solve for the initial activity. Figure 4.10 shows the efficiency calibrations that were
generated using the efficiency data from the two WBCs.
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Figure 4.10: Efficiency curves as currently calibrated in the Darlington Fastscan.
Figure 4.11: Generated efficiency curve for the Pickering detector with relative error
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Figure 4.12: Generated efficiency curve for the Darlington detector with relative error
To produce the efficiency curves for both the Pickering and the Darlington Fastscan
the models were run for eight different energies. The majority of these energies
correspond to radioisotopes that are commonly seen in a nuclear environment with the
exception of the 280 keV and the 468 keV photons. These two photons were added as
interpolation values to fill in the energy gapes in the curve [9]. Each simulation was
run for 107 photons. The efficiency was calculated using Equation 2.11, where the
branching ratio was set at one, the activity was set at 80, 000 photons, and a live time
of 1000 seconds was used when calculating the count rates. The lines in Figures 4.12
and 4.11 are the expected efficiency curves provided by the manufacture.
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Table 4.3: Simulated efficiency values for the Pickering Fastscan with error.





122 8.37E-03 7.30E-05 Co-57
280 8.53E-03 9.70E-05 Interpolation
364 8.51E-03 8.30E-05 I-131
468 7.24E-03 1.00E-04 Interpolation
662 7.21E-03 1.18E-04 Cs-137
834 6.69E-03 1.29E-04 Mn-54
1173 5.11E-03 6.70E-05 Co-60
1332 5.03E-03 7.70E-05 Co-60
Table 4.4: Simulated efficiency values for the Darlington Fastscan with error.





122 7.64E-03 1.31E-04 Co-57
280 9.07E-03 9.30E-05 Interpolation
364 8.10E-03 9.90E-05 I-131
468 7.90E-03 1.08E-04 Interpolation
662 7.21E-03 1.18E-04 Cs-137
834 6.86E-03 1.20E-04 Mn-54
1173 5.58E-03 5.50E-05 Co-60
1332 5.32E-03 5.50E-05 Co-60
Once an efficiency curve is created for a setup, the known efficiency can be used to
solve backwards for the unknown activity. This can be used to create an efficiency
curve that is accurate for a person that is larger than reference man in order to
calculated a correct committed effective dose.
CHAPTER 4. RESULTS AND ANALYSIS 72
Table 4.5: Comparison of the simulated and experimental efficiency values for the
Fastscan WBC at Pickering.





122 8.37E-03 7.98E-03 4.84
280 8.53E-03 8.74E-03 -2.43
364 8.51E-03 8.31E-03 2.42
468 7.24E-03 7.78E-03 -6.92
662 7.21E-03 7.00E-03 3.02
834 6.69E-03 6.48E-03 3.17
1173 5.11E-03 5.75E-03 -11.27
1332 5.03E-03 5.49E-03 -8.39
Table 4.6: Comparison of the simulated and experimental efficiency values for the
Fastscan WBC at Darlington.





122 7.64E-03 8.34E-03 -8.33
280 9.07E-03 9.06E-03 0.21
364 8.10E-03 8.70E-03 -6.88
468 7.90E-03 8.19E-03 -3.50
662 7.21E-03 7.35E-03 -1.86
834 6.86E-03 6.76E-03 1.56
1173 5.58E-03 5.91E-03 -5.68
1332 5.32E-03 5.62E-03 -5.29
These efficiency values are for the most part under 10%, but there are a few outliers.
This calibration method does not approximate closely the values that are smaller than
200 keV and is not considered accurate at values under 200 keV. Also energies that
are higher have higher relative error, which will be discussed in the following section.
[38].
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4.5 Relative Error Calculations
As previously mentioned in Section 3.3.5 there is error associated with the Monte
Carlo calculations that were used to produce the results. Since all the calculations
use the summed detectors it is necessary that the relative errors from the upper and
lower detectors are combined into a single error. When summing two values to create






This formula was used to produce the values used in the graphs seen in Figures ?? -
??. While these relative errors are for the Darlington model, the Pickering one has
extremely similar errors.
Figure 4.13: Relative Error for a mixed source that contains Am-241. The source was
run for 1E8 histories at heights of 25.4 cm, 50.8 cm, 76.2 cm, 101.6 cm, and 127 cm.
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Figure 4.14: Relative Error for a mixed source that contains Cs-137. The source was
run for 1E8 histories at heights of 25.4 cm, 50.8 cm, 76.2 cm, 101.6 cm, and 127 cm.
Figure 4.15: Relative Error for a mixed source that contains Co-60. The source was
run for 1E8 histories at heights of 25.4 cm, 50.8 cm, 76.2 cm, 101.6 cm, and 127 cm.
This is the first Co-60 peak.
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Figure 4.16: Relative Error for a mixed source that contains Co-60. The source was
run for 1E8 histories at heights of 25.4 cm, 50.8 cm, 76.2 cm, 101.6 cm, and 127 cm.
This is the second Co-60 peak.
As previously mentioned in Table 3.6 an error under 0.1 is considered generally
reliable. The graphs for Am-241, Cs-137, and the first peak of Co-60 are well within
this desired range. The second peak of Co-60 contains problematic relative error at
the high end of the peak, this is due to so few counts being collected in the last few
channels.
4.6 Back-front Ratios
In some cases a Fastscan WBC might be utilized to locate external contamination. To
determine if contamination is external a subject will enter the Fastscan and collect two
separate spectra: one for the anterior side, and the other for the posterior side. The
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contamination is currently considered external if the ratio of the front/back counts is
greater than 2, or less than 0.5 [39].
Figure 4.17: Front to Back Count Rate Ratios and the Relationship to Torso Fat that
is Uniformly Distributed
The relationship between these front/back ratios and additional torso fat can be
seen in Figure 4.17. These ratios were created using an anthropomorphic phantom
created in BodyBuilder. The source was placed in the centre of the subject’s chest and
back at the approximate level of the heart. The simulations were run for 1E7 particle
histories. There is an exponential response when there is an increase in fat due to
the inverse square law. The distance from the front to the back increases as more
fat is added. Additional fat also places the subjects front closer to the detectors. As
seen in Figure 4.18, the front/back ratio is greater when there is additional torso fat.
This suggests when a front/back ratio is used to determine external contamination;
external contamination is more obvious in the case of a larger person.
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Figure 4.18: Front to Back Count Rate Ratios and the Relationship to Energy
The ratios are larger for photons with less energy, but are still quite a bit larger
than the ratio value of two that is used to determine if the contamination is external.
This suggests that the guidelines for considering if contamination is external are
extremely conservative.
4.7 Body Fat Effects
Multiple MCNP simulations were run using anthropomorphic male and female phan-
toms of varying heights and weights. In order to explore the effect of height and
weight,nine simulations were run for each gender, which consisted of simulating three
different heights and three changes in torso fat. The addition of fat to the phantom’s
torso created phantoms of varying weights.
The male phantom results are in Figure 4.19. The simulations were run using
the Darlington WBC model, and the Darlington QC point source (see Table 3.1).
The source was positioned directly in the centre of the phantom at chest level. As
seen in Figure 4.19, as the height decreases so does the count rate. The count rate
CHAPTER 4. RESULTS AND ANALYSIS 78
also decreases at a greater rate than the decrease in count rate seen for the female
phantoms. The main reason for the difference in the rate of decrease is the chest levels
for the female phantoms falls in between the two detectors; while the chest of the
taller male phantoms are centred at the upper detector resulting in better detection
efficiency. (Figure 4.20).
Figure 4.19: Detected Count Rate for Male Phantoms of Varying Heights and Weights
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Figure 4.20: Detected Count Rate for Female Phantoms of Varying Heights and
Weights
As the weight of a phantom increases, the count rate decreases. It can therefore
be concluded that count rate is inversely proportional to weight.
This trend is consistent for all heights and both genders, as the excess fat shields
the source from the detector. There was no great difference between the male and
female phantom count rates at 162 cm, this is due to the female phantom having
a fairly androgynous build. The shielding that the excess weight provides is not
negligible. Between 20-30% of the count rate is not detected when an additional
four centimetres of fat is added between the source and the detectors. The greatest
decreases are seen with the less energetic Am-241 particles, which is expected.
A calculation was done to check if the decreases seen in the count rates were
acceptable. Equation 2.6 was used with a thickness of four centimetres, the count
rate for no fat (237 cps), and the count rate for four centimetres of fat (164 cps). The
equations was rearranged to solve for the linear attenuation coefficient, and compared
to the expected linear attenuation coefficient 9.1× 10−2 [40].














× 100 = 1.15%
The difference between the expected linear attenuation coefficient and the calculated
one was only 1.15%, which is an acceptable percent difference.
As seen in Figure 4.21 an additional four centimetres of fat would put a person in
the overweight to obese body weight category; which is a body type that could quite
reasonably be seen in the workforce. An example of a phantom with no extra fat as
compared to a phantom with an additional four centimetres can be seen in Figure
4.21.
Figure 4.21: Comparison of the body shapes for a phantom with no additional torso
fat (left) and a phantom with four cm of additional fat uniformly distributed around
the torso (right).
As the fat increases the distance from the back of the phantom to the detector is
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increased, since the fat is uniformly spread around the torso. Therefore the more fat,
the closer the front of the phantom is to the detectors.
In reality, internal contamination is not normally localized in a location the size of
a point source. Further experiments that use lung and GI tract source distributions
should be run. Simulations that use increased torso fat with more complex source
distributions would more readily approximate a real life situation. In addition, fat
does not uniformly form around the torso, since the lumbar region of the back is bony
[41]. Further simulations using phantoms with non-uniform fat distributions around
the torso should also be run.
4.8 Summary of Results
Both the Darlington and the Pickering Fastscan WBCs were benchmarked against
experimental results. The simulation peaks were compared to the experimental peaks,
and a ratio of MCNP results/experimental results was calculated. The error associated
with the calculation of the ratio was included.
Before the peaks could be compared the background radiation was subtracted
from the peaks. It was assumed that the background had a trapezoidal shape, which
is a common assumption. The efficiency of the two units was also calculated and
compared to the accepted efficiency calibration curves.
The Darlington Fastscan was benchmarked using experimental results that used a
QC point source. The majority of experimental-to-simulated ratios were within ±5%
of unity with the largest deviation from unity found to be ±11%.
The Pickering Fastscan was benchmarked using experimental results that used
a BOMAB phantom source. The majority of experimental-to-simulated ratios were
within ±9% of unity.
Before the peaks could be compared the background radiation was subtracted
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from the peaks. It was assumed that the background had a trapezoidal shape, which
is a common assumption. The efficiency of the two units was also calculated and
compared to the accepted efficiency calibration curves.
The relative error of the simulated peaks were examined. The relative error was
found to be within acceptable margins with the exception of the upper side of the
1332 keV gamma peak. The relative error was high at the upper end due to so few
particles being collected. Some of the bins at the upper end only contained one or
two particles out of 1E8 particles that were run.
The current action level to determine if contamination is external or internal is if
the ratio of front/back activity is greater than 2 or less than 0.5. Simulations were
run to ensure that this action level was correct.
Initial simulations have shown when a QC point source was used to create front/back
ratios; the lowest ratio was over ten. Additional simulations with other sources should
still be run, but these preliminary simulations suggest that the front/back ratio for
external contamination is much greater than two. Additional simulations where an
internal source is not located in the centre of the body should also be run.
The ratio of front/back activity was found to have a higher value at lower energies.
Also if a person has four centimetres of additional torso fat the ratio of front/back
activity was much higher than a person with no additional torso fat. This is largely
due to the distance between the front and the back being increased. In addition as a
person gets larger, the surface being scanned gets moved closer to the detectors. More
emitted photons are detected on the front of a large person. Fewer emitted photons
are detected from the back of the person due to the distance and the shielding caused
by the human body.
Several phantoms of various heights and weights were simulated in order to study
the shielding effect of additional fat around the torso. The difference between the
male and female phantoms at 162 cm was small. This is due to the androgynous
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build females that were created using BodyBuilder have. As torso fat was increased,
detected count rates went down; this was due to the shielding provided by the fat.
A person with an additional four centimetres of fat, shielded 20 − 25% of the
source activity. Lower energy photons were shielded more than high energy photons,
which is the expected response. When calculating dose for a person that is considered




The purpose of this research was to create Monte Carlo models of Fastscan WBCs for
use in creating efficiency calibrations. Efficiency curves are used to solve for initial
activity using the efficiency, detected count rate, and branching ratio. The setup of
the source distribution changes the efficiency, and in order to calculate the correct
committed effective dose custom efficiency curves can be made for a subject with a
body type that differs from reference man.
Two models, for the two WBCs located at the Darlington and the Pickering nuclear
power stations, were created. Monte Carlo simulations for both Fastscan WBCs were
compared to experimental values and found to have good agreement; the Darlington
WBC was found to have agreement to within ±5% for most discrepancies with the
largest difference being 11%. Whereas the Pickering WBC results using a BOMAB
were found to have agreement with typical differences being within ±9%.
The relative efficiency from the MCNP simulations was found to within acceptable
margins with the exception of the 1332 keV peak. The upper portion of the 1332
keV peak had very high relative error. This high relative error was due to very few
particles being binned at the upper portion of the peak.
The simulated efficiency curves that have been calculated so far have good agree-
84
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ment with the efficiency curves provided by the manufacturer. More efficiency curve
should be simulated for various heights and weights to create a library of efficiency
curves. These curves could than be used when calculating dose.
When front-back ratios were studied the current method of assuming that external
contamination exists if the ratio was great than 2 or less than 0.5 was found to be a
very conservative estimate. The simulated ratios of front/back activity were found
to be much greater than two. The lowest value of the front/back activity ratio was
approximately twelve for reference man. Phantoms with additional fat had much
higher ratio values. This suggests that it is easier to determine if the contamination is
external for a fatter person.
The addition of an additional four centimetres of body fat, distributed around
the torso, shielded between 20 − 25% of the emitted gammas. 20 − 25% is not a
negligible amount, and a dose calculation that does not take the radiation that wasn’t
detected into consideration would underestimate the dose. It is recommended that
efficiency curves be created for larger people, and that these curves are to be used
when calculating their dose.
Future work for this thesis should include conducting additional experiments with
a source that emits gamma rays in the energy range between 59 keV and 662 keV for
the Darlington Fastscan since the curve fit interpolated through these values since no
data was available. This would allow a more accurate FWHM to be calculated, which
would increase the model agreement. Running additional points for the Pickering
Fastscan could also be helpful.
More simulations should be run with the anthropomorphic phantom specifically
simulations where the fat is localized towards the front of a person, since this is where
more fat tends to appear in real life. Also phantoms with specific source distributions,
such as inhaled and ingested particulates should be run in the future.
The Excel GUI should also have some functionality added, such as the ability
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to import experimental graphs not just the simulated graphs. The ability to have a
BOMAB with a point source should also be added.
Finally, further efficiency curves should be created for several different body
distributions, and collected for use as a library of efficiency curves.
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c Ce l l Cards
c ***************************************************************************
3 6 −3.67 −27 $ Bottom Detector
5 6 −3.67 −28 $ Top Detector
10 25 −0.028 −23 : −24 $ Detector Foam
13 4 −7.82 −2: −3: −4: −5: $ S t e e l Sh i e l d i ng Fastscan
−6: −7: −8: −9:
−10: −11: −12: −13
14 41 −0.85 −14 $ P l a s t i c Sh i e ld over Detector
15 12 −7.92 (27 −25 21 ) : (28 −26 22) $ S t e e l Case Detector s
18 35 −2.6989 −31 $ PMT Bottom
19 35 −2.6989 −32 $ PMT Top
20 20 −0.001205 #13 (23 24) −500 $ Air in Fastscan
33 34 15 16 17 18 35
25 26 31 32 14 (40 41 42 43 44)
21 4 −7.82 −34 $ Top S t e e l Sh e l f
22 11 −0.021 −33 $ Detector Foam
23 4 −7.82 −35 $ Bottom She l f
24 4 −7.82 −15 $ Front Detector Frame
25 4 −7.82 −16 $ Front Detector Frame
26 4 −7.82 −17 $ Front Detector Frame
27 4 −7.82 −18 $ Front Detector Frame
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28 18 −2.634 −21: −22 $ Quartz Windows





c Sur face Cards
c ***************************************************************************
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c Fastscan Frame Sh i e ld
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
2 rpp −68.94 37 .76 −23.35 23 .35 −3.84 $ Bottom Frame Sh i e ld Plate
0
3 rpp −59.59 −15.59 16 .44 25 .4 0 $ Rear A Frame Sh i e ld Plate
192 .4
4 rpp −15.59 28 .41 16 .44 25 .4 0 $ Rear B Frame Sh i e ld Plate
192 .4
5 rpp −68.94 −58.7 −21.9 25 .4 0 $ Le f t S ide Frame Sh i e ld Plate
192 .4
6 rpp 27 .52 37 .76 −21.9 25 .4 0 $ Right Side Frame Sh i e ld Plate
192 .4
7 rpp −70.54 39 .36 −23.35 23 .35 192 .4 $ Top Frame Sh i e ld Plate
201 .36
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c Fastscan Detector Sh i e ld
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8 rpp 12 .4 18 .8 −51.35 −23.468 0 $ Right Detector Sh i e ld Plate
208 .28
9 rpp −12.4 12 .4 −51.35 −41.75 0 $ Front Detector Sh i e ld Plate
208 .28
10 rpp −12.4 12 .4 −51.35 −23.35 0 $ Bottom Detector Sh i e ld Plate
8 .69
11 rpp −18.75 18 .75 −46.85 −23.35 208 .90 $ Top Detector Sh i e ld Plate
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218 .50
12 rpp −19.05 19 .05 −23.468 −23.35 201 .36 $ Detector Cover Top
208 .9
13 rpp −18.8 −12.4 −51.35 −23.469 0 $ Le f t Detector Sh i e ld Plate
208 .28
14 rpp −19.05 19 .05 −22.826 −22.6 8 .69 $ Detector Cover
192 .4
15 rpp −12.4 12 .4 −23.468 −22.828 171 192 .4 $ Detector Tower Top
16 rpp −12.4 −7.94 −23.468 −22.828 44 .155 171 $ Detector Tower Le f t
17 rpp 7 .94 12 .4 −23.468 −22.828 44 .155 171 $ Detector Tower Right




21 rpp −6.35 6 .35 −33.68 −26.06 64 .61 $ Bottom Quartz Window
65.88
22 rpp −6.35 6 .35 −33.68 −26.06 169 .02 $ Top Quartz Window
170.29
23 rpp −9.271 9 .271 −36.271 −33.731 63 .34 $ Bottom Detector Foam
107.313
24 rpp −9.271 9 .271 −36.271 −33.731 127 .53 $ Top Detector Foam
171.56
25 rpp −6.581 6 .581 −33.731 −26.009 63 .34 $ Bottom Detector Outside
107.313
26 rpp −6.581 6 .581 −33.731 −26.009 127 .53 $ Top Detector Outside
171 .56
27 rpp −6.35 6 .35 −33.68 −26.06 65 .88 $ Bottom Detector NaI
106 .52
28 rpp −6.35 6 .35 −33.68 −26.06 128 .38 $ Top Detector NaI
169 .02
31 rpp −6.731 6 .731 −34.315 −25.425 44 .79 $ Bottom PMT
63.34
32 rpp −6.731 6 .731 −34.315 −25.425 171 .56 $ Top PMT
190.11
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33 rpp −7.94 7 .94 −36.271 −23.827 107.313 $ Foam Between Detector s
126 .89
34 rpp −7.94 7 .94 −36.271 −23.469 126 .89 $ She l f Between Detectors
127 .53
35 rpp −7.94 7 .94 −36.271 −23.469 8 .69 $ Bottom Detector She l f
44 .155
40 rpp −58.68 27 .50 15 .8 16 .40 1 $ Rear P l a s t i c
192
41 rpp −58.68 −58.08 −21.9 15 .8 1 $ Le f t S ide P l a s t i c
192
42 rpp 26 .9 27 .50 −21.9 15 .8 1 $ Right Side P l a s t i c
192
43 rpp −58.68 27 .50 −21 15 .8 192 $ Top P l a s t i c
192 .38






c Mater ia l Cards
c ***************************************************************************
m4 6000 0.022831 $ Carbon S t e e l
26000 0.977170
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m6 11000. −0.1534 $ Sodium Iod ide
53000 . −0.8466
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−















m18 7000 . 0 .333338 $ Quartz






m20 7000 . 0 . 8 $ Air
8000 . 0 . 2
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m25 1000 0.666662 $ High Density Poly
6000 0.333338
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m30 1000 2 .0 $ Water
8000 1 .0
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m35 13000 1 .0 $ Aluminium
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m40 1000 0.666662 $ Polypropylene
6000 0.333338
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−






mode p $ Mode




SDEF PAR=2 ERG=d1 POS=0 15 .6 76 .2
sc1 Energy D i s t r i bu t i on : Am−241 , Cs−137 , Co−60 x2






c Measured : September 27 , 2013 − UPDATED
c
c ***************************************************************************
c Tal ly Cards
c ***************************************************************************
f 18 :P (5) $ Top Detector
f t 1 8 GEB −0.00967059 0.0927491 −0.0168439
e18 0 1e−10 509 I 2 .10
f28 :P (3) $ Bottom Detector
f t 2 8 GEB −0.00967059 0.0927491 −0.0168439





c Ce l l Cards
c ***************************************************************************
3 6 −3.67 −27 $ Bottom Detector
5 6 −3.67 −28 $ Top Detector
10 25 −0.035 −23 :−24 $ Detector Foam
13 4 −7.82 −2 :−3 :−4 :−5 :−6 :−7 :−8 :−9 $ S t e e l Sh i e l d i ng FASTSCAN
:−10 :−11 :−12 :−13
14 41 −0.96 −14 $ P l a s t i c Sh i e ld over Detector
15 12 −7.92 (27 −25 21 ) : ( 2 8 −26 22 ) $ S t e e l Case Detector s
18 35 −2.6989 −31 $ PMT Bottom
19 35 −2.6989 −32 $ PMT Top
20 20 −0.001205 #13 (23 24 )−500 33 34 15 16 17 18 35 $ Air in FASTSCAN
25 26 31 32 14 (40 41 42 43 44 ) (50 51 52 53 54 55 56 57 58 59 )
21 4 −7.82 −34 $ Top S t e e l Sh e l f
22 11 −0.035 −33 $ Detector Foam
23 4 −7.82 −35 $ Bottom She l f
24 4 −7.82 −15 $ Front Detector Frame
25 4 −7.82 −16 $ Front Detector Frame
26 4 −7.82 −17 $ Front Detector Frame
27 4 −7.82 −18 $ Front Detector Frame
28 18 −2.634 −21 :−22 $ Quartz Windows
31 41 −0.96 −40 :−41 :−42 :−43 :−44 $ Rear P l a s t i c Cover
40 25 −0.94 (60 −50 )
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41 25 −0.94 (61 −51 )
42 25 −0.94 (62 −52 )
43 25 −0.94 (63 −53 )
44 25 −0.94 (64 −54 )
45 25 −0.94 (65 −55 )
46 25 −0.94 (66 −56 )
47 25 −0.94 (67 −57 )
48 25 −0.94 (68 −58 )
49 25 −0.94 (69 −59 )




c Sur face Cards
c ***************************************************************************
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c FASTSCAN Frame Sh i e ld
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
2 rpp −68.94 37 .76 −23.35 23 .35 −3.84 0 $ Bottom Frame Sh i e ld Plate
3 rpp −59.59 −15.59 16 .44 25 .4 0 192 .4 $ Rear A Frame Sh i e ld Plate
4 rpp −15.59 28 .41 16 .44 25 .4 0 192 .4 $ Rear B Frame Sh i e ld Plate
5 rpp −68.94 −58.7 −21.9 25 .4 0 192 .4 $ Le f t S ide Frame Sh i e ld Plate
6 rpp 27 .52 37 .76 −21.9 25 .4 0 192 .4 $ Right Side Frame Sh i e ld Plate
7 rpp −70.54 39 .36 −23.35 23 .35 192 .4 201 .36 $ Top Frame Sh i e ld Plate
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c FASTSCAN Detector Sh i e ld
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8 rpp 12 .4 18 .8 −51.35 −23.468 0 208 .28 $ Right Detector Sh i e ld Plate
9 rpp −12.4 12 .4 −51.35 −41.75 0 208 .28 $ Front Detector Sh i e ld Plate
10 rpp −12.4 12 .4 −51.35 −23.35 0 8 .69 $ Bottom Detector Sh i e ld Plate
11 rpp −18.75 18 .75 −46.85 −23.35 208 .9 $ Top Detector Sh i e ld Plate
218 .5
12 rpp −19.05 19 .05 −23.468 −23.35 201 .36 208 .9 $ Detector Cover Top
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13 rpp −18.8 −12.4 −51.35 −23.469 0 $ Le f t Detector Sh i e ld Plate
208 .28
14 rpp −19.05 19 .05 −22.826 −22.6 8 .69 192 .4 $ Detector Cover
15 rpp −12.4 12 .4 −23.468 −22.828 171 192 .4 $ Detector Tower Top
16 rpp −12.4 −7.94 −23.468 −22.828 44 .155 171 $ Detector Tower Le f t
17 rpp 7 .94 12 .4 −23.468 −22.828 44 .155 171 $ Detector Tower Right




21 rpp −6.35 6 .35 −33.68 −26.06 64 .61 65 .88 $ Bottom Quartz Window
22 rpp −6.35 6 .35 −33.68 −26.06 169 .02 170 .29 $ Top Quartz Window
23 rpp −9.271 9 .271 −36.271 −33.731 63 .34 $ Bottom Detector Foam
107.313
24 rpp −9.271 9 .271 −36.271 −33.731 127 .53 171 .56 $ Top Detector Foam
25 rpp −6.581 6 .581 −33.731 −26.009 63 .34 $ Bottom Detector Outside
107.313
26 rpp −6.581 6 .581 −33.731 −26.009 127 .53 $ Top Detector Outside
171 .56
27 rpp −6.35 6 .35 −33.68 −26.06 65 .88 106 .52 $ Bottom Detector NaI
28 rpp −6.35 6 .35 −33.68 −26.06 128 .38 169 .02 $ Top Detector NaI
31 rpp −6.731 6 .731 −34.315 −25.425 44 .79 63 .34 $ Bottom PMT
32 rpp −6.731 6 .731 −34.315 −25.425 171 .56 190 .11 $ Top PMT
33 rpp −7.94 7 .94 −36.271 −23.827 107.313 $ Foam Between Detector s
126 .89
34 rpp −7.94 7 .94 −36.271 −23.469 126 .89 $ She l f Between Detector s
127 .53
35 rpp −7.94 7 .94 −36.271 −23.469 8 .69 44 .155 $ Bottom Detector She l f
40 rpp −58.68 27 .5 15 .8 16 .4 1 192 $ Rear P l a s t i c
41 rpp −58.68 −58.08 −21.9 15 .8 1 192 $ Le f t S ide P l a s t i c
42 rpp 26 .9 27 .5 −21.9 15 .8 1 192 $ Right Side P l a s t i c
43 rpp −58.68 27 .5 −21 15 .8 192 192 .38 $ Top P l a s t i c
44 rpp −58.68 27 .5 −21.9 15 .8 0 .02 1 $ Bottom P l a s t i c
c BOMAB Phantom
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50 rec −2 5 .8 151 0 0 20 9 .5 0 0 0 7 0 $ Outer Head
51 rcc −2 5 .8 141 0 0 10 6 .5 $ Outer Neck
52 rec −2 5 .8 101 0 0 40 15 0 0 0 10 0 $ Outer Chest
53 rec −2 5 .8 81 0 0 20 18 0 0 0 10 0 $ Outer Pe l v i s
54 rcc −12.5 5 .8 41 0 0 40 7 .5 $ Outer Le f t Thigh
55 rcc 8 .5 5 . 8 41 0 0 40 7 .5 $ Outer Right Thigh
56 rcc −12.5 5 .8 1 0 0 40 6 $ Outer Le f t Cal f
57 rcc 8 .5 5 . 8 1 0 0 40 6 $ Outer Right Cal f
58 rcc 21 .5 5 .8 141 0 0 −60 5 $ Outer Le f t Arm
59 rcc −25.5 5 .8 141 0 0 −60 5 $ Outer Right Arm
60 rec −2 5 .8 151 .9 0 0 16 .8 9 0 0 0 6 .5 0 $ Inner Head
61 rcc −2 5 .8 141 .9 0 0 6 .8 6 $ Inner Neck
62 rec −2 5 .8 101 .9 0 0 36 .8 14 .5 0 0 0 9 .5 0 $ Inner Chest
63 rec −2 5 .8 81 .9 0 0 16 .8 17 .5 0 0 0 9 .5 0 $ Inner Pe l v i s
64 rcc −12.5 5 .8 41 .9 0 0 36 .8 7 $ Inner Le f t Thigh
65 rcc 8 .5 5 . 8 41 .9 0 0 36 .8 7 $ Inner Right Thigh
66 rcc −12.5 5 .8 1 . 9 0 0 36 .8 5 .5 $ Inner Le f t Cal f
67 rcc 8 .5 5 . 8 1 .9 0 0 36 .8 5 .5 $ Inner Right Cal f
68 rcc 21 .5 5 .8 138 .7 0 0 −56.8 3 $ Inner Le f t Arm









c Mater ia l Cards
c ***************************************************************************
m4 6000 . 0 .022831 $ Carbon S t e e l
26000 . 0 .97717
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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m6 11000. −0.1534 $ Sodium Iod ide
53000 . −0.8466
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m10 1000 . −0.048382 $ PVC
6000 . −0.384361 17000 . −0.567257
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m11 1000 . −0.041 $ Polyurethane
6000 . −0.544 7000 . −0.121 8000 . −0.294
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m12 24000 . −0.19 $ 304 S t a i n l e s s S t e e l
25055 . −0.02 26000 . −0.695 28000 . −0.095
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m18 7000 . 0 .333338 $ Quartz
14000 . 0 .666662
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m19 1000 . −0.048382
6000 . −0.384361 17000 . −0.567257
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m20 7000 . 0 . 8 $ Air
8000 . 0 . 2
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m25 1000 . 0 .666662 $ High Density Poly
6000 . 0 .333338
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m30 1000 . 2 $ Water
8000 . 1
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m35 13000 . 1 $ Aluminium
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m40 1000 . 0 .666662 $ Polypropylene
6000 . 0 .333338
c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
m41 1000 . 0 .666662 $ Polyethy lene
6000 . 0 .333338
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sd e f PAR=2 CEL=d1 X=FCEL=d2 Y=FCEL=d3 Z=FCEL=d4 ERG=f c e l=d5
s i 1 L 60
sp1 D 1
ds2 S 6
s i 6 −28.6 24 .6
sp6 0 1
ds3 S 7
s i 7 −3 14 .5
sp7 0 1
ds4 S 8




c Energy D i s t r i bu t i on : Co−57, Cs−137 , Co−60 x2 , K−40
c ***************************************************************************










c Tal ly Cards
c ***************************************************************************
f 18 : p (5 ) $ Top Detector
f t 1 8 GEB −1.355E−2 8 .92E−2 −1.17E−1
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e18 0 1e−10 509 I 2 .10
f28 : p (3 ) $ Bottom Detector
f t 2 8 GEB −1.24E−2 9 .03E−2 −1.67E−1





c Ce l l Cards
c
read f i l e=Fas t s can Ce l l . txt noecho
720 820 −0.001205 #713 (723 724) −900 $ Air in FASTSCAN
733 734 715 716 717 718 735 745









c Sur face Cards
c







c Mater ia l Cards
c






















c Tal ly Cards
c
read f i l e=Dar l ing ton Detec to r s . txt noecho
Appendix D
Figure D.1: 59 keV energy peak for the Darlington QC point source located 25.4 cm
from the floor of the Fastscan.
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Figure D.2: 662 keV energy peak for the Darlington QC point source located 25.4 cm
from the floor of the Fastscan.
Figure D.3: 1170 keV energy peak for the Darlington QC point source located 25.4
cm from the floor of the Fastscan.
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Figure D.4: 1332 keV energy peak for the Darlington QC point source located 25.4
cm from the floor of the Fastscan.
Figure D.5: 59 keV energy peak for the Darlington QC point source located 50.8 cm
from the floor of the Fastscan.
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Figure D.6: 662 keV energy peak for the Darlington QC point source located 50.8 cm
from the floor of the Fastscan.
Figure D.7: 1170 keV energy peak for the Darlington QC point source located 50.8
cm from the floor of the Fastscan.
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Figure D.8: 1332 keV energy peak for the Darlington QC point source located 50.8
cm from the floor of the Fastscan.
Figure D.9: 59 keV energy peak for the Darlington QC point source located 76.2 cm
from the floor of the Fastscan.
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Figure D.10: 662 keV energy peak for the Darlington QC point source located 76.2
cm from the floor of the Fastscan.
Figure D.11: 1170 keV energy peak for the Darlington QC point source located 76.2
cm from the floor of the Fastscan.
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Figure D.12: 1332 keV energy peak for the Darlington QC point source located 76.2
cm from the floor of the Fastscan.
Figure D.13: 59 keV energy peak for the Darlington QC point source located 101.6
cm from the floor of the Fastscan.
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Figure D.14: 662 keV energy peak for the Darlington QC point source located 101.6
cm from the floor of the Fastscan.
Figure D.15: 1170 keV energy peak for the Darlington QC point source located 101.6
cm from the floor of the Fastscan.
APPENDIX D 115
Figure D.16: 1332 keV energy peak for the Darlington QC point source located 101.6
cm from the floor of the Fastscan.
