The autocorrelations have been previously used as features for 1D or 2 0 signal classification in a wide range of applications, like texture classification, face detection and recognition, EEG signal classification, and so on.
INTRODUCTION
Usually, in the framework of statistical pattem recognition, one pattem can be viewed as a function of time andor spatial coordinates. Moreover, in most cases the class membership does not change as the pattern is translated or scaled. In such situations we would like to design a classifier that is invariant to a given class of affine transformations. One approach consists in transforming each panem through a function which would induce this invariancy: if we consider each pattem as a point in a vector space, we wish to map all points corresponding to translated (andor scaled) versions of one pattem in a single point. In addition, patterns which differ in other ways should map into distinct points, and in some sense, patterns which are similar should map into points that are close together.
As it will be shown, the autocorrelation functions possess the uniqueness property for even orders ([14] ) and they are translation invariant. The autocorrelations support of the Swiss OFES. This work is supported by the BANCA project of the IST Eumpean program with the financial 0-7803-761C1/02/$17.W (c)2W2 IEEE have been used in a wide range of applications: character recognition ([14] ), geospatial data mining ([4]), affine-invariant texture classification ([6]), time series classification ( [IO] ) and face detection and recognition ([ 151, [9] , [7] ). However, in most cases, the applicability of the autocorrelations has been limited to first or second order, due to high computational costs. An intersting approach is presented in ([I I])
where the authors use the autocorrelations up to the third order and obtain a scale invariant classification by integrating over different scales. They succeed to reduce the number of computations by using the shift-invariant property of the autocorrelations and by a priori determining the lags for which the autocorrelations are not equivalent. The same approach is taken in ([12], [9] ), but it has the disadvantage of not being easily extendable for higher orders or larger local domains.
Our interest is in finding an approach which scales well with the increase of the autocorrelation order, allowing us to generalize the use of autocorrelations. We will present the properties of the autocorrelation functions and will explore different approaches for autocorrelation-based pattem recognition. The paper is organised as follows: Section 2 discusses the properties of the autocorrelation function and sets the background for the following sections, where the Principal Component Analysis (Section 3) and kernel-based (Section 4) methods are applied to autcorrelation feature vectors.
GENERALIZED AUTOCORRELATION FUNCTIONS

Definition and Properties
Let $ : D function associated with function $ is defined as (see Figure 2 .1 for an example):
Wm + W be a real-valued function. The n-order autocorrelation It is easy to see that r t ) is shift-invariant, in the sense that $ ( t ) and $(t + T) have the same n-th order autocorrelation. and $2 it can be proven ([14]) that the second order (and higher even order) autocorrelation functions are equal only if $, (t) = &(t + T ) , meaning that the two patterns have the same representation in autocorrelation space if ljlZ is a shifted version of $,.
This also means that $1 can be recovered from rr' except for an unknown translation T . Generally, in the case of pattem recognition, this is a valuable prop-Considering the set of admissible values for T A being discrete and having m k distinct values, it follows that the space of n-th order autocorrelations has n:!, m k dimensions, making the explicit computation of autocorrelations prohibitely expensive.
On the other hand, for two functions erty.
Inner products of autocorrelations
The inner product of two autocorrelation functions is given by (see also Appendix
In the following, we will investigate the properties of those vectors, using the discrete version of (2):
. . . , rn) can be ordered sequentially (for example, by letting the variables ~k run faster than ri over the set of admissible values, for any k > i), obtaining a (column) vector r f ' . To simplify the notation, in the following we will denote by rk the n-th order autocorrelation vector corresponding to the function i t .
Let now {rl, . . . ,rm) be a set of linearly independent autocorrelation vectors (not necessarly orthogonal), let R = [rl I . . . I F , ] be the transformation matrix having these vectors as its columns, and let r be a new vector to be projected on the space spanned by {rk}y=l. The vector r can be decomposed into two components:
whererw E W = Span({rr}) a n d r l w is orthogonal on W . Then, the orthogonal projection r w onto W is given by (see Appendix B for a derivation of this result):
Note that all products R'r and R'R imply only computations of inner products between autocorrelation vectors which can be computed by means of (2)-(3), avoiding the explicit computation of autocorrelations. This method of avoiding the explicit computation of autocorrelation vectors is similar to the kernel trick, used, for example, in the context of Support Vector Machines ([ 191) .
Extended feature vectors
Combining autocorrelation of different orders in order to obtain a more descriptive feature vector can be done as follows. Let I = {i ,, . . . , im} he a set of indices and let r$) be the vector obtained by concatenating the autocorrelationsr $', where k = 2 1 , . . . ,i,, then it is obvious that (6) (*I l k ) ( r 2 4 : ) = c ' % ) k=., :....<, meaning that computing the inner product of two compound feature vectors can be done by simply summing the inner products of the components.
Another consequence of this observation is the fact that the autocorrelations may be computed over any topology of the local neighborhood one may consider a partition of the domain D and then use the local autocorrelation coefficients as discriminant features, still one can use (6) to compute the inner products. All the methods described bellow use the simple autocorrelations vectors, but can be applied directly to extended autocorrelation vectors as well.
APPLYING PCA TO AUTOCORRELATION FEATURE VECTORS
Principal Component Analysis (PCA) is a technique for extracting the structure f " a high-dimensional data set. PCA can be viewed as an orthogonal transformation of the coordinate system in which the data is described. This transformation is performed in the hope that a small number of principal directions will suffice to well-approximate the data. There are different methods to perform PCA, the most common requiring the diagonalization of the covariance matrix, or, equavalently, to solve the eigenproblem CAI = xiv; (7) where C is the covariance matrix and A; are the eigenvalues corresponding to the eigenvectors vi. Naturally, we are interested only in the non-trivial solution of (7) .
Let {rk} be a set ofmean-centeredautocorrelationvectors. The equivalent problem of (7) is
where the elements of the matrix RR' are formed by outer products rir;. The rank of RR' cannot exceed m, the number of datdautocorrelation vectors, even if its dimensionality is usually much bigger than m x m. We can solve the problem (8) indirectly, by first solving the smaller problem By left-multiplying with R we obtain
(RR')(Rwi) = X;(Rwi)
If A; # 0 (the only case we are interested in), then RwI vi = -6 is the solution of (8) when w ; is the solution of (9). Since the ranks of RR' and R'R are equal, there are no eigenvectors missed or added by this indirect method.
Then, the projections of the vectors {rk}k on the principal directions will be given by
Generally, v, are not valid n-th order autocorrelations so the projection of a vector r on v; cannot be computed directly as a simple inner product. Instead we have to use r'Rw, r'vi = ~ (13)
6
All of the above development has been done supposing that the vectors r k are centered around their mean. We will remove now this restriction and we will prove that the centering in the autocorrelation space can be carried out indirectly, without computing the autocorrelations . In (8-13) we have to replace the matrix R with R.
where R, = [r, -PJ . . , Ir,i], with i being the mean autocorrelation vector.
Computing the product R:R, reduces to compute the inner products (I; -P, r, -P) for all i , j = 1 , . . . ,m: where v.i,w.i and X.i are obtained by considering equations (9) and (I I) with R . replaced for R.
HIGHER-ORDER AUTOCORRELATIONS IN THE CONTEXT OFKERNEL-BASED METHODS
A standard technique oftransforming a linear classifier into a nonlinear one, consists in projecting the initial space into a feature space, through a non-linear mapping a(.). Now, being given a fixed mapping Q X + K , we define the kernel function as the inner product function k : X x X + B i.e., for all x 1, xz E X: It follows that for all kernel functions that can be expressed in terms of inner products of data, we can use the technique developed above to carry out the computations of the kernel matrix. Then, peiforming a kemel PCA ( [IS] 
EXPERIMENTS
In order to assess the validity of the method presented here, we carried out a number of tests on the dataset WOyefo0.m from the UCI database ( [I] ). The set consists of 5000 samples of 1D signals, distributed equally in 3 classes. The goal of the experiment was to study the influence of different parameters in a binary classification task discriminate between the first class (called A ) and the other two ( B and C) .
The discrimination function was based on the distance from f e a t y e space ( D F F S ) : a sample is classified as belonging to class A if its DFFS to the feature space of class A is less than a threshold.
In all experiments, 500 vectors from class A (randomly chosen) have been used to perform PCA in autocorrelation space, and to determine the threshold. Other 500 vectors from class A and 500 from classes B and C have been used to test the classification, Table 1 presents some results obtained by autocorrelations features in comparison with some other methods (notation ACorr(n,d) is used to designate an autocorrelation function of order n having d distinct values for each of the variables r, (lags)). 
APPENDICES
