Computer-based gaze guidance techniques have important applications in computer graphics, data visualization, image analysis, and training. Bailey et al. [2009] showed that it is possible to influence exactly where attention is allocated using a technique called Subtle Gaze Direction (SGD). The SGD approach combines eye tracking with brief image-space modulations in the peripheral regions of the field of view to guide viewer gaze about a scene. A fast eye-tracker is used to monitor gaze in real-time and the modulations are terminated before they can be scrutinized by the viewer's high acuity foveal vision. The SGD technique has been shown to improve spatial learning, visual search task performance, and problem solving in static digital imagery [Sridharan et al. 2012] . However, guiding attention in videos is challenging due to competing motion cues in the visual stimuli. We propose a novel method that uses scene saliency (spatial information) and optical flow (temporal information) to enable gaze guidance in dynamic scenes. The results of a user study show that the accuracy of responses to questions related to target regions in videos was higher among subjects who were gaze guided with our approach compared to a control group that was not actively guided.
Introduction
Humans rely heavily on visual information from the environment to perform everyday tasks. When viewing static images, the viewer's gaze pattern is guided by a variety of influences (bottom-up and topdown). We present a novel framework for gaze guidance on videos using visual scene saliency from each video frame and the optical flow information from a series of frames to modulate spatial regions to actively guide viewer attention. We conducted a user study to analyze the effectiveness of guiding viewer gaze about video stimuli and compare their performance to viewers in an unguided control group.
System Design
Our gaze guidance system uses scene saliency and optical flow information to actively guide viewer attention to different desired regions of interest (ROIs) in video frames (see Figure 1 ). The target regions are manually selected by the researchers beforehand. Saliency is computed using low-level, mid-level, and highlevel visual features to predict likely regions of interest that the * e-mail:sxs9716@rit.edu Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for thirdparty components of this work must be honored. For all other uses, contact the owner/author(s). viewer would look at [Judd et al. 2009 ] and optical flow vectors are computed by estimating motion between consecutive video frames [Farneback 2003 ]. Our system uses a GPU and a multithreaded CPU approach to change the intensity of modulations based on the targets region's saliency factor (S f ), and the transparency of modulations based on the targets region's optical flow factor (O f ).
Results
We conducted a pilot study using 10 videos and 10 subjects (5 subjects gaze guided, 5 subjects in control group). We measured the accuracy of the responses from the gaze guided group and the control group to questions related to the target regions in the video. Subjects in the gaze guided group had an accuracy of 82% compared to an accuracy of 48% for the static viewing group. This work has application in online learning, gaming and advertisement.
