ABSTRACT. Kuzmin's theorem gives a sequence of functions which converge to the density of the invariant measure of ndimensional continued fractions. The convergence is uniform and geometric. This paper gives bounds on the rate of convergence for two natural approximations to the sequence of functions given by Kuzmin's theorem.
1. Introduction. The metric theory of continued fractions, for n > 1, does not at this time include the form of the absolutely continuous invariant measure for the associated shift transformation. Numerical as well as theoretical results have been obtained for this measure.
In [l] some ergodic computations were performed in order to approximate the invariant measure for Jacobi's algorithm (the 2-dimensional continued fraction). Although an approximation was obtained, certain measure theoretic difficulties made an estimation of error in the approximation impossible. Thus it is of interest to find a technique where an estimate of the error is possible.
After Schweiger proved the existence of the invariant measure, Kuzmin's theorem was proved for n > 1 in [6], Kuzmin's theorem, generalized to n-dimensions, gives a sequence of approximates to the density of the invariant measure which converges uniformly and geometrically. Many metric results, such as a geometric rate of mixing, follow from this theorem.
The purpose of this paper is to give bounds on the rate of convergence of some natural approximations to the sequence of functions in Kuzmin's theorem, The evaluation of these functions involves summing over a countable set. To illustrate our techniques in a simpler setting and to provide some bounds for Gauss' measure, we deal with the one-dimensional case first. It should be pointed out that each of our approximation theorems depends on the measure of sets whose continued fraction expansions have bounded partial quotients.
2. Gauss' Measure. In this section we consider one-dimensional continued fractions. For x E (0,l) and [ 3 denoting the greatest integer function, define
The integers al(x), a2(x), * are the partial quotients in the continued fraction expansion of x. We define the vth order cylinder generated by
x to be $(r) = {y : ai(y) = a&), 
where $(x) = [ a , , a2, * *, a, + x] for each a = ( a l , a2, e , a,) E Q".
For the remainder of this section we take Y o ( x ) = 1, so that (5) becomes
Applying the chain rule for derivatives to$ '(x), we obtain Since Q is infinite, it is of some interest to approximate V,,(x) by summing (6) over a selected finite subset of Qv. We first consider
4%) = E I$'(X)I'
(1,2;..,N}' ( 
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The next theorem gives bounds on the rate of convergence of Y,,. In order to find another approximation, we note that Therefore the "best" a = (al, which have the smallest product. Accordingly we let *, u,,) E Q" to s u m over are those a THEOREM 3. lfYV(x) and B,N(x) are defined as aboue, then
PROOF.
The required bound for the last quantity is found in Khintchine [3, p. 751 .
The next corollary makes further use of Khintchine's results. PROOF. See Khintchine [ 3, p. 771 .
3. The Jacobi-Perron Algorithm. Next we consider the n-dimensional continued fraction (the Jacobi-Perron algorithm) where n B 2.
Most of the work of this section is analogous with that of section 2, although somewhat harder to accomplish. Identical symbols will be used in these sections and similar calculations and reasonings will be utilized. We now define the Jacobi-Perron algorithm. Let The invariant measure for T, which is absolutely continuous with respect to Lebesgue measure A, is known to exist but has not been found yet. Therefore a Kuzmin theorem giving a uniform rate of approximation to p(x), the density of this measure, is of some importance.
This theorem is stated next [6], The symbol J, denotes the Jacobian of the function g. THEOREM 4. The set (0,l)" is partitioned in n! simplices A, defined by the intersection of the sets { y E (0,l)" : y j < yj+,,}. Let €+ = { k = (kc'), a , kc.)) : TyB(k) 3 4). DefineVI, remrsiuely by
where fk(x) = F ( x + k ) and 0 
where p is the density of the invariant measure for T , a = Jilro dA and b are constants, and a ( . ) = ess sup,diam 4,(t). R. Fischer [2] has shown that a ( . ) S <n(l -l/(n + l)n) dn.
For the motivation of Theorem 4 we consider n = 2. Then p(x) is the density of the invariant measure if and only if it satisfies
and 1
A useful form of (14) is contained in the next lemma from [ 61 . Again we takeVo = 1 so that (16) becomes
V " ( 4 =
IJf" (X)l> x E 4.
E , "
The set Pi," is infinite for each i so that we define
S N for j = 1,2, * * e , v}.
4%
where fi,N = {k E THEOREM 5. ZfYv(x) and AN(x) are dejhed as above, we have ..
Remark. The values of the constants in (17) are C = (1 + 2n)"+', L = (n!)-l, y1 = (n!(n -1)l (2n + l)"+'(n + l)"+')-', and y2 = nl(2n + l)n+l2"-'. 
PROOF. By an analysis similar to that in

Our second approximation is
The results make use of some work of Schweiger. 
4.
Conclusion. In section 2 and 3 it can be seen that our bounds on the rates of convergence are slightly larger for n > 1. In neither case do we have cause for optimism. Corollaries 2 and 4 give the smallest sets to s u m over for good approximation.
If N = eAy and n = 1, we sum over the set {a E Q :n:=, ai S N -1). The number of points in this set is of the same order as sls"*j S N n dxi which is of the same order as N log N = AueAv. Thus we have shown that Kuzmin's theorem is not too useful for the numerical approximation of invariant measures.
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