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Several representations of the recursively enumerable (r.e.) sets are presented. 
The first states that every r.e. set is the homomorphic mage of the intersection of two 
linear context-free languages. The second states that every r.e. set is accepted by an 
on-line Turing acceptor with two pushdown stores uch that in every computation, each 
pushdown store can make at most one reversal (that is, one change from "pushing" 
to "popping"). It is shown that this automata theoretic representation cannot be 
strengthened by restricting the acceptors to be deterministic multitape, nondeter- 
ministic one-tape, or nondeterministic multicounter acceptors. This provides evidence 
that reversal bounds are not a natural measure of computational complexity for multi- 
tape Turing acceptors. 
INTRODUCTION 
The subject of this paper is the study of mult ipushdown store acceptors whose 
behavior is restricted by placing a bound on the number  of reversals allowed each 
pushdown store in any accepting computation. That  is, the number  of times each 
pushdown store can change from "pushing" to "popping" or from "popping" to 
"push ing"  is restricted. Reversal restrictions on single pushdown store acceptors were 
used in [10, 12] in investigating the structure of context-free languages, while in 
[4, 16, 18] reversal bounds were studied as a measure of computational complexity for 
various Tur ing  machine models. In  this paper the emphasis is on mult ipushdown 
acceptors. Several new representation theorems for the recursively enumerable (r.e.) 
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sets are presented and one of these representations is hown to be minimal in the sense 
that no part of the hypothesis can be weakened. These results provide evidence that 
the number of reversals in a computation is not a "natural" measure of computational 
complexity for multitape acceptors. 
In Section 1 a new language theoretic representation theorem for the r.e. sets is 
presented: every r.e. set can be expressed as the homomorphic image of the inter- 
section of two linear context-free languages. A machine characterization f the linear 
context-free languages leads to Theorem 2, an automata theoretic representation 
theorem for the r.e. sets. Theorem 2 states that every r.e. set can be accepted by a 
nondeterministic on-line Turing acceptor with two pushdown stores as auxiliary 
storage tapes which operates in such a way that in every accepting computation, each 
pushdown store makes at most one reversal. It is natural to ask whether this representation 
can be refined by requiring the acceptor to be deterministic or to have a single Turing 
tape rather than two pushdown stores. In Section 2 it is shown that under either of 
these additional restrictions, only recursive sets are accepted even if a recursive (instead 
of only a constant) number of reversals is allowed. T~e differences in power between 
nondeterministic reversal-bounded acceptors and deterministic reversal-bounded 
acceptor indicate that the number of reversals in a computation is not a "natural" 
measure of computational complexity for multitape Turing acceptors. Further, 
reversal-bounded acceptors provide another example of a model for which nondeter- 
ministic operation yields strictly greater computational power than deterministic 
operation. 
Another possible way to refine Theorem 2 is to restrict he pushdown stores to be 
counters. In Section 3 it is shown that only recursive sets are accepted by multicounter 
acceptors with a constant bound on the number of reversals. Thus, reversal-bounded 
multicounter acceptors are strictly weaker than reversal-bounded multipushdown 
acceptors, even though multicounter acceptors and multipushdown acceptors are 
equally powerful when no bounds are placed on reversals. 
In Sections 4-6 certain properties of families of formal languages are investigated. 
From Theorem 1 several new representation theorems for r.e. sets are obtained. 
Reversal-bounded multipushdown acceptors are used to show that the operations of 
Kleene + and intersection are independent closure operations for the class of full 
semi-AFLs. A new result concerning the structure of undecidable question in formal 
language theory is obtained by studying nondeterministic on-line one-counter Turing 
acceptors which operate in such a way that in every accepting computation only one 
reversal is allowed. 
In this paper we assume a familiarity with concepts from automata nd formal 
language theory. We do not define specific models in detail because the results are 
independent of the many minor variations in the definition of a Turing machine 
which abound in the literature. When certain conventions regarding a machine's 
operation are useful, we state them in as much detail as is necessary. 
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It is well known that each r.e. set can be expressed as the homomorphic image of 
the intersection of two context-free languages. 1 This fact is derived from the simulation 
of a "simple" Turing acceptor (say, a deterministic Turing acceptor with just one 
one-way infinite tape and just one read-write head) by an on-line acceptor with 
two pushdown stores as auxiliary storage. 2 This language theoretic haracterization 
of the r.e. sets has been used to show that certain questions about context-free languages 
are undecidable. We obtain the following refinement of this representation. 
THEOREM 1. Every recursively enumerable set can be expressed as the homomorphic 
image of the intersection of two linear context-free languages, z 
Proof. Let M be a simple Turing acceptor. Without loss of generality, one can 
assume that any accepting computation of M has an odd number of steps and so is 
represented by a sequence of instantaneous descriptions of even length, and that an 
instantaneous description represents a halting configuration of M if and only if it 
represents an accepting configuration. 4 
Let L 1 be the set of strings ID 0 # ID 2 # ... # ID2k $ (ID~k+~) R # "" # (ID3)R # 
(ID1) R where # and $ are distinguished symbols used as markers, ID 0 is an initial 
instantaneous description of M, ID2k+x is an accepting instantaneous description of M, 
(IDa) R is the reversal 5 of the instantaneous description IDj for j odd, and for each 
i = 0,..., k, ID2i+t is the instantaneous description which would be reached in one step 
from the instantaneous description ID~i in a computation of M. Similarly, let L 2 be the 
set of strings ID 0 # ID 2 # ' "  # ID~k $ (ID~k+t) ~#""  # (ID3) R # (IDa) R where for 
each i = 1,..., k, ID2i is the instantaneous description which would be reached in one 
step from the instantaneous description ID2i_ 1 in a computation of M, and ID 0 and 
ID2~+l are just as in L 1 . Thus, a string ID 0 # ID 2 # "" # ID2k $ (ID2k+l) R ~ --. # 
(ID3) R # (IDa) R is in L x n L 2 if and only if the sequence IDo, IDt ,..., ID2k+l 
represents an accepting computation of M on the input encoded in ID 0 . 
Note that in one computation step a single Turing machine may move its read-write 
head at most one tape square left or right and may alter the contents of at most one 
t Perhaps the first proof of this fact appears in [9]. It follows trivially from results in [15]. 
2 An on-line acceptor has a read-only input tape which is read from left to right. 
3 A context-free grammar is linear if the right side of each production contains at most one 
nonterminal. A language L is a linear context-free language if there is a linear context-free 
grammar G such that L(G) = L. See [5] for details. 
4 An instantaneous description of M is a string of the form yqz where yz is a string over the 
tape alphabet of M, q is a state of M, and q's position in yqz indicates that M is in state q reading 
the leftmost symbol of z. 
5 For a finite set A of symbols, A* is the free monoid generated by A *. The empty word is 
the identity element of A *. For a string w ~ A *, the reversal wR of w is defined as follows: w ~ = e 
ifw = e;w R = a i fw  = aeA;w R = as ' "a l i fw  = a l . . .as ,n  t> 1, eacha~A.  
57I/8/3-4 
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tape square. Thus the set A of all strings of the form IDj $ (IDj+I) R is linear context- 
free. If  this set is substituted into an occurrence of the symbol $, then the result is 
linear context-free. This substitution can be iterated with the result being linear 
context-free. The set of all initial instantaneous descriptions of M is a regular set and 
the linear context-free languages are closed under intersection with regular sets. Thus 
L 1 is linear context-free. Similarly, L 2 is linear context-free. 
Finally, if each string IDi,  i > O, is over an alphabet which is disjoint from the 
alphabet which encodes the initial instantaneous descriptions, then one can define a 
homomorphism h which erases all of the symbols in a string y ~L 1 n L 2 except hose 
representing the input so that the set L(M) of strings accepted by M is equal to 
h(Ll C~L2). [] 
An automata theoretic representation f the r.e. sets can be obtained from Theorem 
1 by means of some basic results of automata nd formal anguage theory. 
First, recall that a language is linear context-free if and only if it is accepted by a 
nondeterministic pushdown store acceptor (pda) which operates in such a way that in 
every computation the pushdown store makes at most one reversal, that is, in every 
computation, once the pushdown store has performed one "popping" move, it never 
"pushes" again (and the pda does not "restart" once the pushdown store is empty). 
See [5, 10, 12] for proofs of this fact and a discussion of related results. 
Second, notice that the intersection of two context-free languages specified by pda's 
can be accepted by an on-line acceptor (which is deterministic if both pda's are 
deterministic) which has two pushdown stores for auxiliary storage and which operates 
in such a way that each pushdown store imitates the action of one of the pda's. 
Finally, the class of languages specified by nondeterministic on-line acceptors with 
finite-state control and some fixed type of auxiliary storage is closed under homo- 
morphic mappings. 
From these facts we obtain the next result by using Theorem 1. 
THEOREM 2. Every r.e. set can be accepted by a nondeterministic on-line Turing 
acceptor with two pushdown stores as auxiliary storage which operates in such a way that 
in every computation each pushdown store makes at most one reversal. 
The basic notions behind Theorems 1 and 2 apply to some classes of subrecursive 
sets specified by on-line multitape Turing acceptors as well as the class of all r.e. sets. 
Let P (NP) be the class of languages accepted by deterministic (nondeterministic) 
Turing acceptors which operate in polynomial time. Based on results in [2], S. Greibach 
[13] has shown that P = NP if and only if P contains every language of the form 
h(L 1 n L2) where L 1 and L 2 are linear context-free languages and h is a nonerasing 
homomorphism. 6 Further, there exists one language L 0 of this form with the property 
that L o ~ P if and only if P = NP [13]. 
6 A homomorphism h: 27* -~ A* is nonerasing if h(w) = e implies ~0 = e. 
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The representation given in Theorem 2 leads to several interesting results. Each 
acceptor of Theorem 2 is nondeterministic and has two auxiliary storage tapes, each 
of which is a pushdown store. The number of reversals made by each storage tape is 
bounded by a constant. It is natural to consider whether Theorem 2 is still true if the 
acceptors are restricted further. That is, can the machines be deterministic ? Can the 
machines have just one auxiliary storage tape (not necessarily a pushdown store)? 
Can the auxiliary storage tapes be counters (and thus be restricted pushdown stores) ?
In Sections 2 and 3 we show that in each case the additional restriction causes the 
machines to accept only recursive sets so that Theorem 2 does not hold if any of these 
restrictions are added. 
2 
In this section we show that if the acceptors specified in Theorem 2 are restricted 
to be deterministic or to have only one auxiliary storage tape, then they accept only 
recursive sets--even if they are allowed a recursive bound (as opposed to a constant 
bound) on the number of reversals. Thus, as a measure of computational complexity, 
reversal bounds differ from time bounds or tape bounds. In the case of time bounds 
or tape bounds, only a recursive increase in the bound is needed in order to simulate 
a nondeterministic multitape acceptor by a deterministic one-tape acceptor. As shown 
here, a recursive increase in the number of reversals may not be sufficient for such a 
simulation. 
First, we show that nondeterminism is essential to Theorem 2. With a recursive 
bound on the number of reversals, deterministic acceptorswith any number of auxiliary 
storage tapes are strictly weaker than nondeterministic wo pushdown store acceptors 
with a constant number of reversals. This fact is stated formally in the following 
theorem. 
THEOm~M 3. Let M be an on-line deterministic Turing acceptor with k pushdown 
stores as auxiliary storage tapes. TLet R be a function such that in every accepting com- 
putation, M makes at most R(n) reversals on each of its storage tapes (where n is the length 
of the input.) Then there exists a constant c such that M accepts input of length n within 
time bound c n+kR~). Hence, if  R is a total recursive function, then M accepts a recursive set. 
Proof. Let M be an on-line deterministic Turing acceptor with k pushdown stores 
as auxiliary storage tapes, q states in the finite state control, and p symbols in the auxi- 
liary pushdown alphabet. Consider a halting computation of M, say a computation 
7 Note that one Turing tape can be imitated by two pushdown stores in such a way that each 
pushdown store makes the same number of reversals as the Turing tape during each computation. 
Hence we lose no generality by assuming that the auxiliary storage tapes are pushdown stores. 
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with s steps. For each i = 1,..., s, let m i be the maximum of the lengths of the contents 
of the k pushdown stores at step i. We lose no generality by assuming that a pushdown 
store can increase its length by at most 1 in any single step, so for each i ----- 1,..., s, 
m i ~ i (assuming each store is empty at the start of the computation). 
Notice that there can be at most t = q(p + 1) k consecutive steps without either 
reading an input or making at least one transition which erases the top ("pops") of 
one of the pushdown stores. [Otherwise, there would exist steps r and r + u in M's  
computation, state y in the finite state control, and symbols fll ,--., fl~ in the auxiliary 
storage alphabet such that (i) in both step r and step r + u, M would be in state 
and on the ith pushdown store M would be reading symbol fli, 1 ~ i <~ k, and (ii) 
in each of steps, r, r + 1,..., r + u, no pushdown store would be erased and no new 
input would be read. Thus, M would never read new input and would continue to 
operate, repeating state y and pushdown contents (/31 .... , ilk) in steps r + Au, A ---- 0, 1, 
2,..., contradicting the assumption that in this computation M does halt.] Further, 
for any j ---- 1,..., s, after the f ih step there can be at most 2kt(mj + 1) ~< 2kt(j  + 1) 
consecutive steps without either reading a new input symbol or making at least one 
reversal on at least one pushdown store. [For suppose that after the rth step there are 
u consecutive steps without reading a new input symbol or making at least one reversal 
on at least one pushdown store. I f  u > t, then in at least one transition the top of one 
pushdown store is erased. In the following steps, M cannot write on this pushdown 
store for this would constitute a reversal. Further, in steps r § 1, r + 2,..., 
r + t, M did not write on this pushdown store for otherwise the step in which it is 
erased would constitute a reversal. Thus in steps r + 1 ..... r + u the length of the 
contents of this pushdown store is at most m r . Consequently, if symbols are erased 
from b ~ k pushdown stores in steps r + 1, r § 2,..., r + u, then at most bm r ~ kmr 
symbols are erased. Since M can make at most t consecutive moves without either 
reading an input symbol or erasing a symbol from a pushdown store, 
u ~ (km r + 1)(t + 1) ~ 2kt(m r + 1).] 
I f  the input in this halting computation is of length n, then it takes n steps to read 
the input and there can be at most kR(n) reversals. Let z = n -~ kR(n). For each 
i ~- 1 ..... z, let ~(i) be the number of the ith step in the computation at which either a 
new input symbol is read or a reversal is made on some pushdown store. As noted 
above, ~(1) ~ t and for each i ~ 2,..., z, a(i) ~ ~(i --  1) + 2kt(~(i -- 1) + 1) so 
~(i) ~ (1 + 4kt) ~(i --  1). Thus, 
s ~ ~(z) + kt(~(z) + 1) ~ (1 + 4kt) ~(z) ~ (1 + 4kt) z ~(1) ~ (1 + 4kt)'t 
(1 + 4kta) :. 
Letting c ---- 1 + 4kt 2, we obtain the bound c ~ = c n+kR('o as a function of the length 
of the input. []  
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I f  the acceptors pecified in Theorem 2 are restricted to have only one auxiliary 
storage tape, then this tape must have more power than a pushdown store, for other- 
wise only context-free languages are accepted. Thus we consider acceptors with a full 
Turing tape as auxiliary storage. The next result indicates that for such an acceptor, 
if the number of reversals i bounded by a total recursive function, then only recursive 
sets are accepted. Thus in Theorem 2 the use of two tapes--more accurately, two 
read-write heads--is necessary. 
THEOREM 4. Let M be a nondeterministic on-line Turing acceptor with one Turing 
tape as auxiliary storage. Suppose that R(n) is a function such that for any input of 
length n accepted by M, M has an accepting computation which has at most R(n) reversals. 
Then there exists a constant t such that for any input w accepted by M, M has an accepting 
computation on w which uses no more than (n + 1)(t RC")+a + 1) squares on the auxiliary 
storage tape, where n is the length of w. Hence, if R is a total recursive function, then M 
accepts a recursive set. Further, if R is a constant function, then M accepts only a context- 
sensitive language. 
Proof. Let M be an on-line nondeterministic Turing acceptor with one Turing 
tape as auxiliary storage, q states in the finite state control, and p symbols in the 
auxiliary tape alphabet. We lose no generality by assuming that in order to accept an 
input string, M travels to either the left or the right end of the auxiliary storage tape, 
moves one square further off the used area, and halts in an accepting state. 
Let w be some input string accepted by M, so that there is some accepting com- 
putation of M on w which makes at most R(n) reversals where n is the length of w. 
If we consider all computations of M which accept w and which make at most R(n) 
tape reversals, then there is at least one such computation which uses a minimal 
amount of space, say S(n). Let t = 4pq 2 + 1. We claim that 
S(n) ~ (n @ 1)(t m')+l -}- 1). 
To prove this we restrict attention to some accepting computation of M on w which 
uses space S(n) and at most R(n) tape reversals. 
Notice that in this computation no single square of the storage tape can be entered 
from any adjacent square more than R(n) + 1 times, since the tape head must reverse 
its direction in order to reenter asquare once it has left that square. Thus the behavior 
of M upon entering and leaving any given tape square may be described by a "crossing" 
sequence of R(n) -[- 1 elements. If  this square is entered at least i times from other 
squares, then the ith element in the sequence will be (sl, dl, b, s2, d2) where this 
square is entered for the ith time in state s1 from direction d1 (from the right or from the 
left), and when M moves from this square it does so in state s~ in direction d 2 leaving 
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symbol b in this square. If this square is entered fewer than i times, then the ith element 
in the sequence will be some dummy symbol, say d. Thus there are at most t Rt~+I 
possible crossing sequences of length R(n) q- 1. 
Suppose that our claim is false, so that S(n) > (n -q- 1)(t Rt~+l -[- 1). Since there are 
only n input symbols and each is read exactly once, there is some interval I on the 
auxiliary storage tape containing t Rt~+l q- 1 tape squares uch that no input symbol 
is read while M scans any portion of L Thus there exist two distinct ape squares in 
the interval I which have the same crossing sequence. Let these two tape squares be 
squarej and square k with square j to the left of square k. Since the crossing sequence 
for square j is the same as that for square k, there is an accepting computation of M 
in which M identifies these two squares. That is, starting with initially blank tape, 
M imitates the original computation except hat it omits any portion where the tape 
head is between square j and square k. By our convention for acceptance, M does not 
halt between squares j and k in the original computation. Thus the new computation 
accepts w, uses no more than R(n) tape reversals, but uses less than S(n) space, con- 
tradicting the minimality of S(n). Hence, the claim is established. [] 
In [16] it is shown that for deterministic one-tape acceptors, reversal bounds 
yield an infinite hierarchy of complexity classes. However, with regard to com- 
putations by nondeterministic and multitape acceptors, a "natural" measure of 
complexity should have two additional properties. In particular, it should be possible 
to simulate a multitape acceptor (nondeterministic or deterministic) by an acceptor 
with a single storage tape with only a recursive increase in the complexity measure. 
Similarly, a recursive increase in the complexity measure should be sufficient for 
simulation of a nondeterministic acceptor by a deterministic acceptor. Note that time 
bounds and tape bounds, which are commonly regarded as natural measures for 
multitape Turing acceptors, have these properties. 
Theorems 2-4 provide an analysis of the degree to which reversal bounds satisfy 
these properties. As a consequence of Theorem 3, it is clear that a recursive increase in 
the number of tape reversals is sufficient to simulate adeterministic multitape acceptor 
by a deterministic single tape acceptor. Also, the techniques used in [1] can be applied 
to show that a nondeterministic multitape acceptor can be simulated by a nondetero 
ministic acceptor with two auxiliary Turing tapes and only a linear increase in the 
number of reversals. However, a recursive increase in the number of reversals is not 
always sufficient o simulate a nondeterministic a ceptor with two auxiliary storage 
tapes by a nondeterministic acceptor with a single storage tape (Theorems 2 and 4), 
or by a deterministic a ceptor with any number of storage tapes (Theorems 2 and 3). 
Thus, reversal complexity lacks two of the fundamental properties exhibited by time 
and tape complexity. Consequently, reversal complexity cannot be considered to 
be a "natural" measure for the computational complexity of multitape Turing 
acceptors. 
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3 
It is well known that every r.e. set can be accepted by a deterministic on-line two 
counter acceptor. In light of this representation, it is natural to ask whether Theorem 
2 holds if reversal-bounded counters are used instead of reversal-bounded pushdown 
stores. In this section we answer this question in the negative. In fact, even if more 
than two counters are used as auxiliary storage, only recursive sets are accepted when a 
constant bound is placed on the number of reversals. This is stated in the following 
theorem. 
TH~ORE~ 5. Let M be an on-line nondeterministic multicounter acceptor which 
operates in such a way that in every computation each counter makes at most a fixed 
number of reversals. Then the language L(M) accepted by M is accepted by another 
multicounter acceptor which operates in linear time. Thus, L(M) is a recursive set (in fact, 
a language accepted by a deterministic linear bounded automaton). 
Our proof of Theorem 5 is long and tedious and its details do not appear to shed 
light on other problems; thus, we present only a sketch of the proof. 
First, note that one counter making 2r -- 1 reversals can be simulated (without loss 
of time)by r counters each making at most one reversal. [For 1 ~ i ~ r, counter i is 
"pushed" when the original counter is "pushed" between reversals 2i --  2 and 2i - -  1. 
When the original counter is "popped," those of the r counters which are currently 
nonempty are "popped" in turn.] Thus we assume that M has some fixed number, 
say k, of counters each making at most one reversal. Also we assume that M can 
enter an accepting state only when every counter is empty. 
In an accepting computation each of M's  counters is empty at the beginning and 
at the end of the computation, and it can make at most one reversal. Thus, at any point 
in the computation each counter may be in one of four "modes": (1) empty before 
having been written upon; (2) nonempty before the reversal has occurred; (3) non- 
empty after the reversal has occurred; and (4) empty after having been written upon. 
In an accepting computation each counter is either in mode 1 during the entire com- 
putation or progresses through the modes in order; without loss of generality, we 
assume the latter occurs. Further, we assume that the set of states of M is partitioned 
into 4 k classes, each class being associated with a single mode of operation of each of 
the k counters. Thus, each change of mode of operation of any counter involves a 
transition between classes of states, so that in any computation, if one state occurs in 
two different steps, say step i and step i + j, then for each of the steps i + 1, i + 2 , . ,  
i + j, every counter has been operating in the same mode as in step i. Let N be the 
number of states in M. 
For each instruction in the transition matrix of M, let the corresponding move be 
the 2k + 2-tuple containing the following information: current state; next state; for 
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each counter, whether the counter is empty or nonempty when the instruction is 
applied; and for each counter, what the net change is when the instruction has been 
applied. Thus, with each (partial) computation one associates a sequence of moves 
such that for any move (i) the next state corresponds to the current state of the next 
move in the sequence and (ii) the sum of the net changes in each counter occurring 
in the preceding moves is positive if the current move requires the counter to be 
nonempty and is zero if the current move requires the counter to be empty. If  the 
computation is an accepting computation, then the current state in the first move is 
the initial state and the next state in the last move is an accepting state. A move 
which does not correspond to reading new input is an e-move. A move which does 
correspond to reading new input is an input-move. A loop of length m is any sequence 
of m/> 1 e-moves which begin and end with the same state such that for each move 
in the sequence the next state is the current state of the next move in the sequence. 
Given an accepting computation C O of M, our strategy will be to examine C O to 
determine whether certain loops are present and if so, obtain a shorter computation 
C 1 which accepts the same input. Let w be the input accepted in the computation C O 
and let n be the length of w. 
The following procedure results in a seqeence _r' of moves (not necessarily a
computation) and a sequence A of loops of length at most N. 
INITIALIZATION. ] '0 = Co and A o is empty. 
Stage i. In the sequence F~ there are n input moves which separate n + 1 (possibly 
empty) sequences of e-moves. Let the sequences of e-moves be Eo i, Eli,..., En ~. I f  
each E /has  length at most N ~ + N + 1, then let/~ = F i and halt. Otherwise, choose 
the least j such that E /has  length greater than N z + N + 1. Let q /be  the number of 
distinct states which occur in E~ i. Let the first occurrences of these states in Ej ~ be at 
steps to , t 1 ,..., tq/_ 1 (in order of occurrence) and let tq/be the last step of E/.  Since 
Ej i has length greater than N ~ + N + 1 and q /~ N, there exists r, 0 ~< r < qji _ 1, 
such that more than N steps occur between tr and tr+i (not including tr and tr+l). 
Thus, some loop of length at most N occurs between t~ and t~+ 1 (longer loops could 
also occur). Choose one such loop, remove it from Pi to obtain Pi+t, and append it to 
A i to obtain Ai+ 1 . Go to stage i + 1. 
Note that every state which occurs in C O occurs in F since removing a loop according 
to the above procedure cannot remove the first occurrence of any state. 
The sequence -P has been constructed in such a way that there can be at most 
N2+ N + 1 consecutive -moves in any part of F. Thus /~ has length at most 
(n + 1)(N 2 + N + 1) since F contains n input moves. 
For each of M's counters, compute the net change resulting from application of 
the moves in/"  by summing the changes made by successive moves. Let d~ be the net 
change in tape i, 1 ~ i ~< k; notice that for each i, ] d~ ] ~< 2(n + 1)(N z + N + 1)H 
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where H is the maximum absolute net change which a single move of M can make in 
any counter. 
In the accepting computation Co, each counter is empty both at the beginning and 
at the end. Hence, for each i, the net change in counter i produced by applying each 
loop in A must be --di .  
A loop may occur more than once in F. But since M has a finite transition matrix 
and we are considering only loops of length at most N, there are only a bounded 
number, say p, of distinct loops which may occur in any computation of M. Refer to 
these as loopl, loop2 ,..., loop~. For each i = 1,...,p, let aLi, a~. i ,..., ak,~ be the net 
changes produced in counters 1 through k respectively by loopi , and let ni be the 
number of occurrences of loopi in A. Then the result of applying all the loops in A 
to each of the k counters can be described by the following system of k equations: 
al,l~ 1 q- al,zO~ -}- ... -~ al.~O~ ~ = --d 1 
a/~.l~ 1 "+" a~,~ 2 + "'" + a~, ,~,  = - -d~ 
To construct a new computation C 1 from F and A, we rely upon the following result 
proved in [1]. 
PaOPOSmON. For n, m >/1, and each i = 1,..., n, and j = 1,..., m, let fit be an 
integer. For each i = 1,..., n, let gi be an integer. I f  the system 
q?z 
fi~xj = g~ (i ----- 1 ..... n) 
j=t  
V m U m has a solution ( J}~=l over the natural numbers, then it has a solution { J}~=l, each u~ 
t m n a natural number, such tha ~j=l u~ ~ .4 ~=1 ] gJ ] where A is a constant which depends 
only on {fi~)~"=l ~Z1, and uj <~ vj for 1 <<, j ~ m. 
For eaehj = 1,...,p, the integers ai,~, 1 ~ i <~ k, depend only on loop; and hence 
on M. Thus, since the system 
ai,~x~ = --di (i = 1,..., k) 
j= l  
has a solution (~j)~~ over  the natural numbers, it has a solution {bj}f=l, each bj a 
natural number, such that ~ k ~=t bj ~ .4 ~ i= l ld i  1, where .4 is a constant which 
k depends on {a~,i}i=l ~=t, hence on M, and bj ~ ~j for 1 ~ j ~ p. We shall use 
(bj)~= 1 in building C1. 
To construct the computation C 1 from F and A, begin by setting -P0 = F. For 
each j = 1,..., p, obtain F~. from F~. 1 by inserting b~- consecutive occurrences of loop~ 
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into /`~-I immediately after the first occurrence of the initial state of loopj in / ` J -1  " 
Let C 1 denote the resulting sequence of moves/`~. We claim that C 1 is a computation 
of M which accepts w, the input accepted by C o . 
First note the succession of states in C 1 satisfies the conditions for a computation 
of M since this condition is satisfied within/`, within each loop j, and within con- 
secutive occurrences of each loopj, and since the position in/1 where loop~- is inserted 
has the current state of loops as the next state in the previous move and the next state 
of loops as the current state in the succeeding move. 
Second, note that each counter is empty or nonempty at the proper time. This 
follows from our initial assumption regarding the partitioning of states and the fact 
that each counter makes at most one reversal (so that a counter can not reverse its 
direction between two occurrences of the same loop in Co). Thus all the moves which 
change the value of counter i occur before M enters some state q~ associated with 
counter i's mode 4 operation. 
Third, the construction of C 1 is such that the last move in C 1 is the same as the last 
move in C o . But C o is an accepting computation so that its last move indicates halting 
in an accepting state. Thus C 1 is an accepting computation. 
Now let us calculate the length of C 1 . Recall that/'has at most (n + 1)(N ~ + N + 1) 
moves. Each loop added to/" to obtain C x has length at most N, there are bj occurrences 
ofloopj, 1 ~ j  ~p,  addedto/`, and~=l~ b~ ~A~= l~ 1 d~ ]. Since for eachi = 1,..., k, 
[ di ] ~< 2(n + 1)(N 2 + N + I)H, we see that the number of moves added to/ 'which 
occur due to loop1 ,..., loop~, is at most (n + 1)(N 2 + N + 1) 2HkNA. Thus, C 1 
has length bounded above by (n + 1)(N 2 + N + 1)(1 -q- 2HkNA). Now each of the 
constants N, H, k, and A depend only upon M, and n is the length of the input to M. 
Thus there is a constant T dependent only on M such that the length of C 1 is bounded 
by Tn. 
To prove the theorem note that from M one can construct a nondeterministic 
acceptor M' such that M' has k + 1 counters, M' operates within time bound Tn, 
and M' accepts just those input strings which M accepts with computations of length 
no greater than Tn (where n is the length of the input). But we have shown that every 
string accepted by M is accepted by such a computation. Hence, L(M') = L(M). 
4 
Now we turn to some consequences of Theorem 1. We phrase these results (and 
those in Sections 5 and 6) in terms of "abstract families of languages" or "AFLs" 
because they deal with classes of languages characterized as the smallest class containing 
some "base" and closed under certain operations, and the theory of AFLs provides 
a mechanism for describing the particular classes under investigation. Thus we review 
certain definitions [7, 8]. 
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DEFINITION. A semi-AFL is a nontrivial family of languages closed under union, 
inverse homomorphic mappings, nonerasing homomorphic mappings, and intersection 
with regular sets. An AFL is a semi-AFL closed under concatenation a d Kleene +.  
A full semi-AFL (full AFL) is a semi-AFL (AFL) closed under aribtrary homomorphic 
mappings. A (full) semi-AFL (AFL) is (full) principal with generator L if it is the 
smallest (full) semi-AFL (AFL) containing L. 
Notation. Let .LPeENc F be the family of linear context-free languages and let 
Lo = { wwR l w a {a, b}*}. (Again, w R denotes the reversal of the string w.) 
From results in [3, 8], it is easy to see that s is the full principal semi-AFL 
generated by L 0 (but is not an AFL), and a language is linear context-free if and only 
if there exist homomorphisms h 1 and hi, and a regular set R such that L 
hl(h~l(Lo) n R). Applying this fact we obtain the following corollary to Theorem 1. 
COROLLARY 1 (of Theorem 1). A language L is recursively enumerable if and only 
if there exist homomorphisms h 1 and h 2 and a linear context-free language L' such that 
L = hl(hFX(L0) n Z'). 
Proof. From Theorem 1, if L is recursively enumerable, then there exist linear 
context-free languages, L 1 and L~, and a homomorphism h such that L = h(L 1 n L2). 
But ilL 1 is linear context-free, then there exist homomorphisms gl and gz and a regular 
set R such that L t ---- gl(g~l(Lo) n R). Using the set-theoretic identityf(A) n B ---- 
f (A  n f- l(B)),  we see that 
L 1 n L 2 = g~(g~(Lo) n R) o L~ = gl((g-~t(Lo) n R) n g;X(L2) 
= gt(g~i(Lo) n (R n g~(L2))). 
Since L 2 is linear context-free and R is regular, R n g~l(L2) is linear context-free. Let 
L' = R n g~-t(L2), and let h 1 ----- hg 1 and h 2 = g~. Then 
L = h(L~ n L~) = h(g~(g~(Lo) n (R n g~(L2))) ) = h(gz(h~a(Lo) n L')) 
= hl(h~l(Lo) nL ' ) .  [] 
Corollary 1 is a refinement of a result announced by Savitch [19], that a language L 
is r.e. if and only if there exist a Dyek set D, acontext-free language L 1 and a homo- 
morphism h such that L =- h(h-X(D) n LI). The next corollary follows immediately 
from Corollary 1 and another application of the set-theoretic identity, f (A)  n B = 
f (A  nf- l (B)) ,  and its proof is omitted. 
COROLLARY 2. A language L is r.e. if and only if there exist homomorphisms ht, h2, 
and h3 , and a regular set R such that L = ht(h~l(Lo) n h~X(Lo) n R). 
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Since the family of r.e. sets is closed under intersection and is a full semi-AFL 
(full AFL), we obtain the following characterization from Corollary 2. 
COROLLARY 3. The family of r.e. sets is the smallest intersection-closed full semi- 
AFL (full AFL) containing L o . 
In [8], it is shown that if LP 1 and L# 2 are principal AFLs, then 
~q~3 = {h(L1 ~ L2) [/'1 E .o~1, L2 ~ 4 ,  h a homomorphism) 
is a principal AFL. Further, it is shown how to obtain a generator for L~~ from genera- 
tors for s and L#~. It is easy to see that the results apply to semi-AFLs as well as 
AFLs. Applying the techniques of [8] to LP a = LP 2 = L~~ and using Theorem 1, 
we obtain another characterization f the family of r.e. sets. 
COROLLARY 4. The family of r.e. sets is the full principal semi-AFL (AFL) generated 
by {ylzly~z~ ""y .z .  [ n >/1, Yl "" Y.  ~ { wwR [ w ~ {a, b}*}, z1"" z .  ~ {ww R [ w ~ {c, d}*)} 
(where a, b, c, d are four different symbols). 
In this section we show that the operations of Kleene + and intersection are inde- 
pendent closure operators for full semi-AFLs, s This result depends on Theorem 5. 
Notation. (i) Let L,r c be the family of languages accepted by nondeterministic 
on-line one counter acceptors which operate in such a way that in every computation 
the counter makes at most one reversal. 
(ii) Let ~(-~r be the smallest full AFL containing ~c .  
(iii) Let L#cM be the family of languages accepted by nondeterministic on-line 
multicounter acceptors which operate in such a way that in every computation each 
counter makes at most one reversal. 
(iv) Let o~(~MC ) be the smallest full AFL containing ~MC. 
(v) Let C 1 = {anb n [n >/0}. 
It can be shown that ooq' c is the full principal semi-AFL generated by C 1 and that 
~c  is not an AFL. The family ~(.L~'c) is the full principal AFL generated by C t and 
is the family accepted by the class of nondeterministic on-line one counter acceptors 
which operate so that in every computation, if the counter changes from pushing to 
popping, then it must become mpty before it can push again (i.e., there is only one 
s Recall that for a set A, A 1 = A, and A "+1 = A 9 A"; the Kleene + of A is A + = Ll,= t~o A," 
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reversal between reinitializations of the counter). Using the techniques of [14], it can 
be shown that -~mc is the smallest intersection-closed full semi-AFL containing C 1 . 
Also, .oC~'MC is closed under concatenation. 9 
It is shown in [17] that the family of r.e. sets is the smallest intersection-closed full 
AFL containing C1 9 Further, a language L is r.e. if and only if there exist L 1 , 
L 2 e ~(C1) and a homomorphism n such that L = h(L 1 ~ L2) [17]. From these facts 
and Theorem 5, we obtain the following result. 
PROPOSITION. For full semi-AFLs, the operations of intersection and Kleene + are 
independent closure operations. 
Proof. I f  .LPMc were closed under Kleene +,  then, it would be an intersection 
closed full AFL (not just semi-AFL) containing C1 [7], and so would be equal to the 
family of r.e. sets. But by Theorem 5, -s162 is a family of recursive sets, so -~mc is 
not closed under Kleene +.  On the other hand, the family of context-free languages i
a full AFL--hence, a full semi-AFL closed under Kleene +- -but  it is not closed 
under intersection. [] 
Thus to obtain the family of r.e. sets from C1, both closure under Kleene + and 
closure under intersection are necessary. It should be noted that there exist full 
intersection-closed AFLs containing only recursive sets (and containing more than 
the regular sets) [6]. 
6 
In [17] it is shown that many questions in formal language theory are undecidable 
because the family of languages under investigation contains ff(L~ac). The results in 
Section 4 can be used to show that these same questions are undecidable if the family 
contains a family which is incomparable to~(0~r [since L0 ~ -LPLINCF -- ~a~(-oq'c) 
and {anbncmd m [ n, m ~ 0} e ~g~(-'q~c) - -  ~L INCF] .  However, for many of the questions 
considered in [17], it is enough that the family of languages contains ~ec, which is a 
proper subfamily of both ~q~LXnCF and ~(~'q~c). This is shown in the following remarks. 
LEMMA 1. The question "is L = 27* ?" is undecidable for L ~ .L# c and finite 
alphabet 27. 
Proof. The proof is essentially that of Lemma 4.1 and Theorem 4.2 of [12] but is 
sketched here. 
Since one counter making k reversals can be simulated (with no loss of time) by k counters 
each of which makes at most one reversal, --WMC is also the family of languages accepted by 
nondeterministic on-line multicounter acceptors which operate in such a way that in every 
computation each counter makes at most a bounded number of reversals. 
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Let S = {(o~1, fl),..., (~ fin)} where each ei ,  /34 is a string. Let O, 1, c be new 
symbols. Consider 
L.  ----- {0411 "'" 04klcw I 1 ~< ij ~< n, 
and 
Notice that if 
and 
w~ r %...%} 
La = {0411 ... O"lcw I 1 ~< ij ~< n, w g :A [341 "'" f,k}" 
L1 = { 04II "'" 0 ~lcw [1 w [ =~ ] % "'" c~4~ 1} 
L2 = { 0411 "'" 04qculavl ](ail"'" aik)R = u~rr02, I ul ] = lug. 1, a :/: b}, 
then L~ = L 1 t3 L 2 . Clearly both L 1 and L 2 are in .o~~ and so L~ is in .oq~c . Similarly, 
L B is in ~c .  
Let 27 be a finite alphabet which contains 0, 1, c, and all letters in ~4, f4. Consider 
L = L~ t3 L~ u (Z* --  (00"1(00"1)* c2~*). Notice that L is in LP c since as a semi-AFL 
~c  contains all regular sets and is closed under union. Now L = 27* if and only if 
Z*  - -  L = ~. But 
s  - -  L = L~ n Lo = {0i*l "." 0iqcw ] w R = O~il.." 0% = fq. . .  fik}" 
Thus the undecidability of L = 27* follows from the undecidabitity of the corre- 
spondence problem for S. 
A somewhat different proof comes from noticing that if M is a "simple" Turing 
machine, then {IDJl # IDj2 # "" # IDj, [ for some n, IDj,+I is not a proper successor 
of IDa,,} is in .~e c . [] 
From Lemma 1 we see that both the containment and equivalence questions are 
undecidable for languages in .~,e c , and thus for any class which contains L~' c as a sub- 
class. (An argument similar to those in [17] shows that these questions are of Turing 
degree 1.) 
In [11] the notion of an "effective family of languages" is defined. Essentially, a 
family .~o is an effective family of languages if there is a specification of L a such that 
one can effectively enumerate the languages in La, each language in ~e is r.e., and there 
is a partial recursive function which assigns "yes" to the pair consisting of the "name" 
of the language L in ~ and the word w if and only if w eL.  For example, the family 
of context-free languages is effective since one can enumerate the context-free 
grammars (which specify the context-free languages) and, when so specified, the 
context-free languages are recursive sets. An effective family ~ is "closed under an 
n-ary operation c~" if c~ is an operation on .~o such that given specifications of L 1 ,..., Ln ,  
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each L i ~ 5e, one can effectively specify o~(Z 1 ,...,Ln). For example, the family of 
context-free languages is effectively closed under union since given context-free 
grammars G 1 and G~, one can effectively construct a context-free grammar Ga such 
that L(G3) = L(G1) u L(G2). 
Now it is easy to see that Sac is an effective semi-AFL, that is, it is an effective family 
of languages which is effectively closed under  the semi -AFL  operations. As noted 
above, the question "is L = Z* ?" is undecidable for L 6 s and finite alphabet Z. 
Thus,  the following result can be applied to s 
LEMMA 2 (Theorem 1 of [11]). Let 0o~ be an effective family of languages which is 
effectively closed under union and under concatenation byregular sets, and let the question 
"is L = Z* ?" be undecidable for L e L~'. I f  P is any property that is defined on the 
languages in .Z' and (a) is false for at least one member of .LP, (b) is true for all regular 
sets, and (c) is preserved by intersection with regular sets, union with (e}, and inverse gsm 
mappings, 1~ then the question "does L have property P ?" is undeeidable for L ~ .o~. 
By applying Lemma 1 and 2 to ~a c , we obtain the following result. 
PROPOSITION. I f  P is any property that is defined on S~ c and (a) dichotomizes lec, 
(b) is true.[or all regular sets, and (c) is preserved by inverse gsm mappings, union with {e}, 
and intersection with regular sets, then the question "does L have property P ?" is undecid- 
able for L 6 ~c . 
Thus  for many questions in formal anguage theory, undecidabil ity can be established 
by showing that the family in question contains ~.  as an effective subfamily. Hence 
iac is a reasonable candidate to be a minimal  automata theoretic sub-basis for the 
r.e. sets. 
Notes added in proof. Several results related to those presented here have been announced 
recently. 
(1) L. Valiant and M. Paterson have shown that the equivalence problem for deterministic 
one-counter acceptors i  decidable. This contrasts with results in Section 6 on nondeterministic 
one-counter acceptors. 
(2) L. Valiant (see "Proceedings 6th ACM Symposium on Theory of Computing, 1974") 
has shown that the equivalence problem for deterministic reveral-bounded pushdown store 
acceptors i  decidable. 
(3) R. Book, M. Nivat, and M. Paterson (see "Proceedings 6th ACM Symposium on Theory 
of Computing, 1974") have shown that a language is accepted by a nondeterministic reversal- 
xo A gsm is a 6-tuple M = (K, Z, A, 8, A, q0) where 8: K • Z --* K and A: K • 2~ -+ A* are 
functions. We extend ~ and A to K • 27* as follows: if q E K, w E Z*, a E 27, then ~(q, wa) = 
8(~(q, w), a), 8(q, e) = q, A(q, wa) ~ A(q, w) A(8(q, w), a), and A(q, e) = e. Then, for L1 _C Z* and 
L2 C_ A*, M(L1) = {A(q0, w) I w eL} and M-I(L,) = {w E 27* ] A(q0, w) EL~}. 
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bounded multipushdown machine which operates in linear time if and only if it is accepted by 
a nondeterministic a ceptor with three pushdown stores which operates in such a way that in 
every computation each pushdown store makes at most one reversal and which runs in real 
time. Thus, a language is accepted by such a device if and only if it is the length-preserving 
homomorphic image of the intersection of three linear context-free languages. This result 
parallels those in Section 1. 
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