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Abstract—Cellular networks are overloaded due to the mo-
bile traffic surge, and mobile social network (MSNets) carry-
ing information flow can help reduce cellular traffic load. If
geographically-nearby users directly adopt WiFi or Bluetooth
technology (i.e., leveraging proximity-based communication) for
information spreading in MSNets, a portion of mobile traffic can
be oﬄoaded from cellular networks. For many delay-tolerant
applications, it is beneficial for traffic oﬄoading to pick some
seed users as information sources, which help further spread
the information to others in an epidemic-like manner using
proximity-based communication. In this paper, we develop a
theoretical framework to study the issue of choosing only k seed
users so as to maximize the mobile traffic oﬄoaded from cellular
networks via proximity-based communication. We introduce a
gossip-style social cascade (GSC) model to model the information
diffusion process, which captures the epidemic-like nature of
proximity-based communication and characterizes users’ social
participation as well. For static networks as a special-case
study and mobile networks, we establish an equivalent view
and a temporal mapping of the information diffusion process,
respectively, leveraging virtual coupon collectors. We further
prove the submodularity in the information diffusion and propose
a greedy algorithm to choose the seed users for proximity-
based traffic oﬄoading, yielding a solution within about 63%
of the optimal value to the traffic oﬄoading maximization (TOM)
problem. Experiments are carried out to study the oﬄoading
performance of our approach, illustrating that proximity-based
communication can oﬄoad cellular traffic by over 60% with a
small number of seed users and the greedy algorithm significantly
outperforms the heuristic and random algorithms.
Index Terms—Device-to-device (D2D) communication, gossip-
style social cascade (GSC) model, graph theory, mobile social
network (MSNet), proximity-based communication, submodular-
ity, traffic oﬄoading.
I. Introduction
In the modern world, information diffusion through mobile
social networks (MSNets) is ubiquitous [1]–[8] owing to the
proliferation of smart mobile devices (e.g., Apple’s iPhone,
and Samsung’s GALAXY Note) and the emerging of various
social networking services (e.g., Facebook and Twitter). In
MSNets, geographically-nearby users can directly share infor-
mation by means of device-to-device (D2D) communication
[9], [10], i.e., proximity-based communication, instead of occu-
pying cellular connections. In general, proximity-based com-
munication between neighboring users occurs in an epidemic-
like manner [11]–[18].
Currently, cellular networks are overloaded with mobile
social applications and other mobile applications [19], [20].
In addition, global mobile traffic will increase almost 2-times
faster than mobile connection speeds, according to Cisco
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Visual Networking Index [21]. Therefore, it is crucial to
develop traffic oﬄoading schemes to reduce cellular traffic
load. Interestingly, MSNets play the role of a double-edged
sword: while mobile social applications aggravate the mobile
traffic surge, proximity-based communication can be employed
for traffic oﬄoading.
In the spirit of delay-tolerant approach [22], [23], oppor-
tunistic communication adopting WiFi or Bluetooth connec-
tions, i.e., proximity-based communication, can be explored
to oﬄoad mobile traffic from cellular networks [24], [25].
Many popularly-demanded contents, carried by the informa-
tion flow over MSNets, have the delay-tolerant nature, such as
multimedia newspapers, weather forecasts, movie trailers and
speech materials. Therefore, content service providers (CSPs)
can distribute the information to a handful of selected users,
which are called seed users, and the subsequent information
diffusion process unfolds in a cascading fashion. Proximity-
based communication takes over the information cascading
process through users’ social participation: seed users propa-
gate the information to geographically-nearby users, and non-
seed users also disseminate the information after obtaining the
information from seed users or others. In the pioneering work
[24], [25], the authors have studied the problem of choosing
the seed users to maximize the mobile traffic oﬄoaded from
cellular networks, where the underlying MSNet was extracted
from data traces of user contacts and the information diffusion
was modeled by extending a widely-used independent cascade
(IC) model [26]. In particular, the authors in [24], [25] proved
submodularity in the information diffusion for their trace-
driven model and proposed a greedy algorithm based on ideal
mobility prediction or history knowledge of user mobility
to choose the seed users. Several other schemes have also
been proposed for this opportunistically oﬄoading problem
[27]–[30], using trace-driven models like [24], [25]. However,
there is a lack of theoretical framework to better understand,
further investigate, and promisingly boost proximity-based
traffic oﬄoading, as complement to these trace-driven studies.
In this paper, we investigate the issue of choosing the
seed users for proximity-based traffic oﬄoading and develop a
theoretical framework for this issue. We model the information
diffusion process using a gossip-style social cascade (GSC)
model, which extends the gossip spreading (GS) model and
the IC model and combines them together. The GS model
captures the epidemic-like nature of the information dissem-
ination between users in geographic proximity, and is used
in many of the next generation networks [14]–[16], such as
social networks, sensor networks, peer-to-peer networks, and
ad-hoc networks. The IC model characterizes users’ social
participation, and guides the basic social rule of information
dissemination, i.e., informed users who have possessed the
information can only successfully deliver it to their neighbors
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2with specific probabilities [25], [26]. We model the underlying
network using a local mobility model similar to those in [31],
[32], which composes a time-varying MSNet. Suppose that
the information diffusion over an MSNet through proximity-
based communication follows the GSC model, how to choose
only k seed users so as to maximize the amount of traffic
load reduced from cellular networks, i.e., minimize the cellular
traffic load? Hereafter, this problem is called traffic oﬄoading
maximization (TOM) problem, and it is NP-hard [33] so that
sub-optimal solutions with performance guarantee should be
exploited.
A. Our Contributions
To our best knowledge, we are the first to employ a
theoretical framework for the issue of epidemic-like proximity-
based traffic oﬄoading, and our main contributions are as
follows.
1) We introduce a GSC model to model the proximity-based
information diffusion process over MSNets, which captures
the epidemic-like nature of proximity-based communication
and characterizes users’ social participation as well.
2) For static networks as a special-case study, we establish
an equivalent view of the information diffusion process with
virtual coupon collectors by extending the method in our
previous work [16] and prove that the information diffusion
has the property of submodularity.1
3) For mobile networks, we establish a temporal mapping of
the information diffusion process with virtual coupon collec-
tors by leveraging the concept of temporal network in [34]
and prove that the information diffusion has the property of
submodularity as well.1
4) Based on the submodularity of the information diffusion,
we propose a greedy algorithm for the TOM problem, which
yields a solution within about 63% of the optimal value for
both static and mobile networks.
5) We implement extensive experimental studies of our ap-
proach for the TOM problem, which demonstrates that the
greedy algorithm significantly outperforms both the heuristic
and random algorithms. The greedy algorithm can oﬄoad
cellular traffic by over 60% in static networks with a small
number of seed users, and more traffic can be oﬄoaded in
mobile networks.
Our work differs from previous works in several aspects.
We employ a theoretical framework to investigate proximity-
based traffic oﬄoading, while the trace-driven study like [25],
[28] is limited by difficulty to collect data traces, insufficiency
of data traces, protection of user privacy, etc. We leverage
generalized coupon collecting process in probability theory
[35] to prove the submodularity in the information diffusion,
while the arguments on the submodularity in [25], [26] only
use coin flipping process. We propose a greedy algorithm for
the TOM problem based on the prediction of user mobility
using the local mobility model, while the greedy algorithm
proposed in [24], [25] relies on ideal mobility prediction or
history knowledge of user mobility. We illustrate that mobility
1The related works and detailed discussions on submodularity are in
Section I-B and Section III, respectively.
increases traffic oﬄoading, while the impact of mobility is not
highlighted in [25], [30].
B. Related Works
(1) Traffic oﬄoading
Femtocells and WiFi networks are the primary avenues to
oﬄoad mobile traffic from cellular networks. Femto oﬄoading
alleviates the cellular burden by using an alternative access
network, but it contends for licensed spectrum with cellular
networks [36], [37]. WiFi oﬄoading that uses unlicensed spec-
trum and has the built-in capability on most mobile devices is
a natural solution to handle the mobile traffic surge [38], [39].
Besides, a game-theoretic approach [40] have been explored
to oﬄoad mobile traffic to TV white space spectrum, which
is contended by several wireless service providers. However,
traffic oﬄoading through femtocells and WiFi networks is
limited by the network deployment and Internet accessibility,
and the existing game-theoretic approach [40] ignores potential
collaborations between users.
Opportunistic communication leveraging proximity-based
user collaborations has been proposed to reduce cellular traffic
load [24], [25], in which trace-driven study was conducted.
Besides, several other schemes based on trace-driven study
have also been proposed to opportunistically oﬄoad cellular
traffic, such as VIP delegation [27], utilization of community
knowledge [28], consideration of energy consumption [29],
and random walk-based strategy [30].
We develop a theoretical framework to better understand,
further investigate, and promisingly boost proximity-based
traffic oﬄoading, and design efficient schemes to select seed
users for epidemic-like information diffusion through MSNets.
(2) Mobile social network, information diffusion, and
proximity-based communication
MSNets are the marriage of social networks and wireless
technologies [1], [2], and users tend to run social networking
services (e.g., Facebook and Twitter) mainly on mobile smart
devices. Some systems have been developed by combing social
networks with mobile smartphones, such as “PeopleNet” [3]
for mimicking the way of people socially seeking informa-
tion, and “WhozThat” [4] for building context-aware applica-
tions. Some applications have been implemented on mobile
smartphones, such as “Micro-Blog” [5] to enable sharing
and querying content through users’ social participation, and
“CenceMe” [6] to infer the presence of individuals and share
this information on social networks. Besides, many schemes
have also been proposed for MSNets, such as optimally
bandwidth allocation to scalably distribute fresh contents [7]
and context management in mobile computing to embrace
social networking [8].
Information diffusion through social networks is ubiquitous
nowadays [1], [25], [26], whose epidemic-like behaviors are
modeled, studied and understood with several major classes
of spreading models. Traditionally, the susceptible-infective-
recovered (SIR) and susceptible-infective-susceptible (SIS)
models are used to model the spreading of infectious diseases
[11], [12]. The IC and linear threshold (LT) models are used
to model the spreading of social influence among individuals
3[26], [41], [42]. Besides, the GS model is used to model
the spreading of information in many of the next generation
networks [13]–[16], such as social networks, sensor networks,
peer-to-peer networks, and ad-hoc networks.
Users in geographic proximity can directly share informa-
tion by means of D2D communication [9], [10], instead of oc-
cupying cellular connections. There have been many studies on
this kind of proximity-based communication, such as adopting
proximity detection for the “nearby friend alert” service [43],
implementing trace-driven study of message dissemination
via geocommunity-based broadcasting [44], and developing a
mobile distributed communication system “E-SmallTalker” to
support social networking via physical proximity [45].
We investigate the traffic oﬄoading issue through proximity-
based communication, and introduce a GSC model to model
the information diffusion process over MSNets, which not only
captures the epidemic-like nature of proximity-based commu-
nication but also characterizes users’ social participation.
(3) Submodularity
Submodularity, a mathematical tool developed in [46], [47],
is widely applied in tackling a class of non-convex com-
binatorial optimization problems, such as maximum facility
location [48] and social influence maximization [26]. Recently,
submodularity has also been used in cellular networks, such
as user-base station association and resource allocation [49],
[50].
We prove submodularity in the epidemic-like information
diffusion over MSNets, and leverage it to design sub-optimal
schemes to maximize proximity-based traffic oﬄoading.
C. Organizations
Section II describes the framework of the information diffu-
sion over MSNets and states the TOM problem. We establish
theoretical results on the submodularity of the information
diffusion in Section III. We design algorithms to choose seed
users for traffic oﬄoading through epidemic-like proximity-
based communication in Section IV. We carry out simulation
experiments to study the oﬄoading performance of our ap-
proach in Section V. Finally, Section VI concludes this paper
along with several open issues for epidemic-like proximity-
based traffic oﬄoading.
II. Framework and Problem Formulation
In this section, we describe the framework of the informa-
tion diffusion over mobile social networks and state the traffic
oﬄoading maximization problem.
A. Proximity-based Communication
In general, a time-varying undirected mobile social network
(MSNet) Gt = (V, Et) at time t consists of a set of nodes
(i.e., users) V and a set of undirected edges Et. There are
n = |V | users in the network, and Et changes over time. If any
pair of users u, v ∈ V in geographic proximity encounter each
other at time t, they can directly communicate with each other
and we say (u, v) ∈ Et. Each user is spoken of being either
informed or uninformed, and a user is informed if and only if
it has possessed its desired information. We adopt a discrete-
time system like [51], [52], i.e., time is slotted. A piece of
information can be transferred from a sender to a receiver
within a time slot, which is also called round throughout this
paper. At each round t, each user u moves to a new location
and encounters a set of neighbors Nt(u) in proximity, i.e.,
(u, v) ∈ Et for all v ∈ Nt(u); if u is informed, it can send
its information to its neighbors.
No matter which service the information flow over the
MSNet is carrying now, we are going to see and focus on
only one piece of information, similar to [14], [25]. There
are two types of connections in MSNets, similar to the small-
world networks [25], [53]:
1) Local connections using proximity-based delivery. If
geographically-nearby users encounter each other and their
mobile phones are within transmission range, they can lever-
age WiFi or Bluetooth technology for information exchange.
Users in proximity have opportunities to exchange information
directly although they may not be acquaintances, and efficient
incentive schemes can be designed to encourage free share.
Note that proximity-based delivery neither occupies cellular
connections nor needs monetary cost.
2) Remote connections using cellular delivery. With long-
range coverage of 3G and LTE networks, content service
providers (CSPs) can feed users with content/service. Friends
can also exchange information through cellular infrastructure
although they may be faraway. Note that cellular delivery not
only aggravates cellular burden but also bears monetary cost.
Cellular delivery
Proximity-based 
delivery
Fig. 1. A snapshot of the contact graph for a mobile social network fed by
content service providers.
In particular, we are interested in the situation where CSPs
select a handful of specific users (i.e., seed users) as infor-
mation sources and these seed users help further spread the
information to others through proximity-based delivery. This
is a typical situation of information diffusion in an MSNet fed
by content service providers; e.g., see Fig. 1. The information
diffusion is modeled by a gossip-style social cascade (GSC)
model, which extends the gossip spreading (GS) model [15],
[16] and the independent cascade (IC) model [26], [41] and
combines them together. The GS model captures the epidemic-
nature of the information diffusion between geographically-
nearby users, and the IC model characterizes users’ social
participation indicating that informed users can only succeed
4in sending the information to their neighbors with specific
probabilities. The issues of protocol overheads and incentives
are ignored, and it is assumed that all informed users are
willing to share information with others.
Formally, the information diffusion process over an MSNet
following the GSC model unfolds as follows. Initially, k seed
users become informed at round t = 0. At each round t ≥ 1,
each informed user u ∈ V decides whether or not to share
its possessed information to its neighbors with probability αut ;
and the probability αut characterizes u’s social participation
since u may not be free currently, or its smart device may not
work currently, or its device does not discover nearby users’,
etc. If u has decided to share this information, it chooses But
distinct users uniformly and independently at random from
its neighbor set Nt(u) as communication partners subject to
But ≤ |Nt(u)|, and tries to send its possessed information to
these selected partners. For each selected partner v ∈ Nt(u),
if v is uninformed, it decides whether or not to receive the
information from u with probability βvt ; and the probability
βvt characterizes v’s social participation. If u and v succeed to
establish a local connection, the wireless transmission between
them succeeds with probability qu,vt . Therefore, u can only
successfully deliver its possessed information to each selected
partner v with probability pu,vt = α
u
t · βvt · qu,vt , independent of
all the other users. Note that if many informed users attempt
to send data to an identical uninformed user simultaneously in
one round, theirs attempts are sequenced in an arbitrary order.
Note that we use the push-based manner for information
diffusion, where informed users ask to send data to others. In
contrary, the pull-based manner is used for information diffu-
sion in [24], [25], where uninformed users request to receive
data from others. In push-based information diffusion, only
device discovery and data transfer are needed for proximity-
based communication. However, the pull-based manner needs
an additional content/service discovery procedure.
B. Mobility Model
For MSNets, it is key to use mobility models to model
the time-varying network. Before the description of mobile
networks, we introduce the special case of static networks. In
fact, there are many scenarios where users may compose a
static network; e.g., people watch a movie, or fans go to a
concert, or audiences listen to a speech, etc.
(1) Static networks
We represent the static network using a random geometric
graph G = (V, E) := G(n, rn) similar to [54], [55], which is
defined on an [0, 1]2 square. In G(n, rn), there are n users
uniformly distributed in the [0, 1]2 square, and each of them is
assigned with a two-dimensional coordinate P(x, y). Given a
connectivity radius rn, for any pair of users u, v ∈ V , we have
an undirected edge (u, v) ∈ E if and only if
L(u, v) ≤ rn, (1)
where L(u, v) is the Euclidean distance between u and v.
(2) Mobile networks
We adopt a local mobility model for the time-varying
MSNet, where each user moves to a nearby place at each
successive round. At an arbitrary round t ≥ 0, the time-varying
network is Gt = (V, Et) and the location of each user u ∈ V
is H(xut , yut ). At round t + 1, the location H(xut+1, yut+1) of u is
independently distributed according to a specific distribution
similar to [31], [32]. In particular, for the local mobility model,
the location of u at round t + 1 is given by
H(xut+1, yut+1) :=

xut+1 is uniformly chosen from the interval[
max{xut − R, 0},min{xut + R, 1}
]
,
yut+1 is uniformly chosen from the interval[
max{yut − R, 0},min{yut + R, 1}
]
,
(2)
where R is the mobility radius, specifying the rectangular
region in which u can move.
C. Traffic Oﬄoading Maximization Problem
Before the problem statement, we introduce the sample
space of the information diffusion process over the MSNet.
(1) Sample space
Consider the sample space (Ω,F ,Pr), where each sample
specifies one possible realization of the information diffusion
process over the MSNet. Let X denote one sample in Ω, and
Pr[X] denote the probability that X occurs. We are interested
in the case where the information diffusion process runs till
a delay-tolerant deadline. Given a seed set S of k seed users
and a delay-tolerant deadline D, the number of informed users
by the deadline D under one sample X ∈ Ω is ID(S |X). So the
expected number of informed users is
σD(S ) := E[ID(S )] =
∑
X∈Ω
Pr[X] · ID(S |X). (3)
The number of informed users can be translated to the
decrease of cellular traffic load, and thus the amount of
traffic load reduced from cellular networks by D under X
is QD(S |X) := ID(S |X) − k, i.e., the amount of traffic load
carried over cellular networks by D under X is JD(S |X) :=
n + k− ID(S |X). Therefore, the expected amount of traffic load
reduced from cellular networks is
ξD(S ) := E[QD(S )] =
∑
X∈Ω
Pr[X] · QD(S |X), (4)
and the expected amount of traffic load carried over cellular
networks is
φD(S ) := E[JD(S )] =
∑
X∈Ω
Pr[X] · JD(S |X). (5)
(2) Problem statement
Our goal is to maximize the reduced traffic load ξD(S )
through proximity-based communication, i.e., minimizing the
cellular traffic load φD(S ). Given the size k of a seed set S and
a delay-tolerant deadline D, we want to choose the seed users
in S so that ξD(S ) is maximized. It is called traffic oﬄoading
maximization (TOM) problem, and is formally given by
max
S⊆V
ξD(S ) subject to |S | 6 k. (6)
(3) Complexity issue
5Based on the analysis in [16], [26], the TOM problem
should be at least NP-hard [33]. Therefore, we should exploit
sub-optimal solutions for it with performance guarantee, i.e.,
these algorithms to decide the seed users in S so that ξD(S )
is within a worst-case definite factor of the optimal value.
III. Proximity-based Offloading: Theory
The TOM problem belongs to the field of stochastic op-
timization [56] and the information diffusion process over
MSNets is dynamic, and thus it is hard to directly analyze
this problem. In this section, we establish an equivalent view
and a temporal mapping of the information diffusion process
for static and mobile networks, respectively, leveraging virtual
coupon collectors [35]. This treatment provides a tractable way
to argue the submodularity in the information diffusion, and
leads to a greedy algorithm yielding a solution within about
63% of the optimal value.
A. Static Networks: Submodularity in Information Diffusion
For static networks, we establish an equivalent view of the
information diffusion process so as to argue the submodularity
in the information diffusion. Before the analysis, we introduce
the preliminaries on the shortest path from a user set to a
reachable user and the live diffusion path.
(1) Preliminaries
Consider a weighted directed graph G∗ = (V, E∗,W∗) for the
underlying static network G = (V, E), where W∗ is the set of
weights on the edges in E∗. Given a user set S and a user v,
we say v is reachable if either v ∈ S or there exists a path
from one user in S to v on G∗, otherwise it is unreachable.
The distance d(S , v) from S to a reachable user v on G∗ is
given by
d(S , v) = min
u∈S d(u, v), (7)
where d(u, v) is the length of the shortest path from u to v and
d(v, v) ≡ 0. Note that d(u, v) from u to v is equal to the weight
of the edge (u, v) ∈ E if u, v are neighbors. For an unreachable
user v, d(u, v) = ∞. Therefore, the shortest path from S to a
reachable user v is given by the shortest path from u∗ to v,
where u∗ ∈ S and d(u∗, v) = d(S , v).
In a live diffusion path 〈Puv : v0 = u, v1, · · · , vM = v〉 on G∗,
u ∈ S becomes informed initially at round t = 0, vi succeeds
in informing its neighbor vi+1 for each i ∈ {0, 1,M−1} and the
considered user v is finally informed. Note that v is reachable
from S via u.
(2) An equivalent view
In the following, we establish an equivalent view of the
information diffusion process by extending the method in our
previous work [16]. We assume But , α
u
t , β
v
t , q
u,v
t to be constant
values Bu, αu, βv, qu,v for all u ∈ V, (u, v) ∈ E, respectively, at all
rounds t ≥ 1. This assumption can be lifted by leveraging the
more complicated temporal-network approach in Section III-B.
Consider the round when a user u has just become informed
in the information diffusion process, and it attempts to push its
possessed information to Bu distinct neighbors in each of the
following rounds. We note that the pushing process from u to
its neighbors N(u) is exactly a generalized coupon collecting
process [35], and we term it CC(u, Bu). In CC(u, Bu), u has
|N(u)| different coupons to collect: 1) at each round, u decides
whether or not to collect coupons with probability αu; 2) if u
has decided to do so, Bu ≤ |N(u)| distinct coupons are selected
uniformly and independently at random with replacement; 3)
for a certain selected coupon v, it is successful to be collected
by u with probability βv · qu,v. In CC(u, Bu), let Zt(u) denote
the set of collected coupons at round t (t ≥ 1); and Zt(u) = ∅
if no coupon is collected. The event that a certain coupon v
is collected at round t means that the neighbor v ∈ N(u) is
informed by u at t rounds later since u becomes informed.
Note that in the above described pushing process we do not
care whether a selected neighbor has already possessed the
information.
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Fig. 2. Illustration of the equivalent view and temporal mapping. Left: the
underlying network; Middle: the equivalent view for static networks; Right:
the temporal mapping for mobile networks.
Given the delay-tolerant deadline D, for each user u, we
independently run CC(u, Bu) till the deadline D is reached,
and record the time stamp for each collected coupon when
u collects that coupon for the first time. Therefore, the time
stamp τu,v for a neighbor v ∈ N(u) who has been informed by
u can be written as:
τu,v = min{t : Zt(u) 3 v; t ≥ 1}. (8)
After all the coupon collecting processes {CC(u, Bu), u ∈ V}
are completed, a weighted directed graph G∗ = (V, E∗,W∗) is
thus constructed (e.g., see Fig. 2), where the set W∗ of edge
weights is given by
∀ directed edge (u, v) ∈ E∗, edge weight wu,v = τu,v. (9)
Leveraging the constructed graph G∗ as above, we have the
following Theorem 1. Note that the informed time Tv of a
reachable user v is the first time when v becomes informed,
and the informed times of all reachable users are the key to
quantify the number of informed users and the amount of
traffic load reduced from cellular networks.
Theorem 1. Given an undirected network G = (V, E), an
arbitrary seed set S of users and a delay-tolerant deadline D,
the expectation of the informed time of each reachable user
is equal to the expectation of the shortest path length (i.e.,
distance) from S to the considered user on G∗ = (V, E∗,W∗).
Proof. For each user u ∈ V , consider its CC(u, Bu). From the
memoryless property of the information diffusion process, it
clearly does not matter whether the CC(u, Bu) is started up
at the moment when u becomes informed, or at the very
beginning of the diffusion process. Going forward with this
6argument, we can thus let, for each user u, the CC(u, Bu) be
run at the very beginning and independently of all the other
users’ coupon collecting processes.
With all the coupon collecting processes {CC(u, Bu), u ∈ V}
run till the deadline D is reached, their results are then
recorded and can be later used for revealing the time stamps
of the events that u successfully informs its neighbors for
the first time within D rounds after becoming informed.
Therefore, G∗ = (V, E∗,W∗) is constructed and contains all
the information about the diffusion process within D rounds.
Specially, given an arbitrary seed set S of users, the informed
time Tv for each reachable user v ∈ V when it becomes
informed for the first time is equal to the length of the shortest
path from S to v on G∗, and thus their expectations are also
equal by taking expectations over all possible realizations of
the information diffusion process within D rounds. 
Remark 1: For any sample of the information diffusion
process, each of the resulting live diffusion pathes from S
to all the other reachable users on G is equal to the shortest
path from S to the considered user on G∗.
(3) Submodularity in information diffusion
The following arguments guarantee that a greedy algorithm
yields a solution within about 63% of the optimal value for the
TOM problem. Given a finite ground set U = {u1, u2, · · · , un}
of n elements and an arbitrary function f (·), which maps sub-
sets of U to real numbers. Formally, f (·) is called submodular
function if satisfying
f (A1 ∪ {v}) − f (A1) ≥ f (A2 ∪ {v}) − f (A2) (10)
for all pairs of subsets A1 ⊆ A2 and all elements v ∈ U \ A2
[47]. The quantity f (A ∪ {v}) − f (A) is called the marginal
increase by adding a new element v into a given subset A.
Leveraging the equivalent view established in Theorem 1,
we have the following Theorem 2. Note that σD(·) is called
information diffusion function, and σD(A) is defined in (3) for
a given seed set A ⊆ V .
Theorem 2. Given an undirected network G = (V, E) and a
delay-tolerant deadline D, the information diffusion function
σD(·) is submodular.
Proof. Recall Theorem 1 and consider the sample space
(Ω,F ,Pr), where each sample specifies one possible realiza-
tion of {CC(u, Bu), u ∈ V}. Conditioned upon X ∈ Ω, define
ID(A|X) as the number of informed users within D rounds
when A is the seed set. Let C(s, X) denote the set of users that
can be reached from a user s ∈ A on G∗ = (V, E∗,W∗) with
the shortest path length no larger than D. Hence ID(A|X) is
simply the cardinality of the union
⋃
s∈AC(s, X).
We now prove that the function ID(·|X) is submodular for
each sample X, following a similar way as that in [26]. Let A1
and A2 denote two sets of users with A1 ⊆ A2, and for a user
v ∈ V \A2 consider the quantity ID(A1∪{v})− ID(A1), which is
the number of elements in C(v, X) that are not already in the
union
⋃
s∈A1C(s, X); clearly this quantity is at least as large as
the number of elements in C(v, X) that are not already in the
union
⋃
s∈A2C(s, X). That is,
ID(A1 ∪ {v}) − ID(A1) ≥ ID(A2 ∪ {v}) − ID(A2), (11)
which is exactly the defining property of submodularity in
(10). To complete the proof, we have
σD(A) =
∑
X∈Ω
Pr[X] · ID(A|X), (12)
which means that within D rounds the expected number of
informed users is just the weighted average over all samples
in Ω. Since a non-negative linear combination of submodular
functions is still submodular [47], σD(·) is sub-modular. 
We invoke the following result from [46], [47]. Note that the
greedy algorithm, presented in Algorithm 1 in Section IV-A,
yields a solution to the TOM problem by choosing each new
element with the largest marginal increase in the information
diffusion function till the seed set S is filled in with k seed
users.
Lemma 3. [46], [47] For a non-negative monotone2 submod-
ular function f (·), let A be the solution of the greedy algorithm
and A∗ be the optimal solution, then f (A) ≥ (1 − 1/e) f (A∗).
Since σD(·) is non-negative monotone submodular, the
greedy algorithm yields a solution within (1 − 1/e) of the
optimal value for maximizing σD(S ) subject to |S | ≤ k.
Therefore, Theorem 4 is established from the relationship of
ξD(S ) = σD(S ) − k.
Theorem 4. Given an undirected network G = (V, E) and a
delay-tolerant deadline D, let S be the solution of the greedy
algorithm and S ∗ be the optimal solution, then ξD(S ) ≥ (1 −
1/e)ξD(S ∗) − k/e.
Remark 2: In practice, the greedy algorithm yields a solution
much better then the worst-case lower bound [57], i.e., σD(S )
is much larger than (1 − 1/e)σD(S ∗). Furthermore, a small
fraction of seed users usually give rise to a large information
diffusion [26], i.e., σD(S )  k. These two points can also
obtain evidences from the experimental studies in Section V.
Therefore, we have obtained a sub-optimal solution to the
TOM problem for static networks, i.e.,
ξD(S ) ≥ (1 − 1/e)ξD(S ∗). (13)
B. Mobile Networks: Submodularity in Information Diffusion
For mobile networks, we establish a temporal mapping of
the information diffusion process so as to argue the submod-
ularity in the information diffusion. Before the analysis, we
introduce the preliminaries on the temporal network and the
shortest time-respecting path.
(1) Preliminaries
A temporal network embodies the information of when
events occur in the dynamic system [34]. In particular, for
the information diffusion over the MSNet, the edge between
any two interactive users is endowed with the time information
when these two users contact each other and share data. Taking
Fig. 3 for example, there are three weights on the edge from
vertex va to vertex vb, meaning that va sends information to vb
at rounds t = 6, 7, 11. A key is that the consequences of time
2A function f (·) is monotone if satisfying f (A∪ {e}) ≥ f (A) for all subsets
A ∈ U and all elements e ∈ U \ A.
7a
b c
d
6,
7,
11
8,13,14
2,
4,
7
1,
3
a
b c
d
6,
7,
11
8,13,14
2,
4,
7
1,
3
a
b c
d
6,
7,
11
8,13,14
2,
4,
71,
3
a
b
c
d
0 5 10
t  0t  6.5t 
t
Fig. 3. Illustration of a temporal network with a timeline indicating the
information of when events occur.
sequences of users’ contacts are considered [34]; e.g., in Fig. 3,
va cannot seed data to vd even though there are interactions
between va and vb and so between vb and vd, since the contacts
of vb and vd precede those of va and vb.
Consider a directed temporal graph G> = (V, E>,W>) for
the information diffusion over a time-varying mobile network
Gt = (V, Et) for all t ≥ 0, where W> is the set of weights
on the edges in E> indicating the time sequences of contacts
between all pairs of interactive users. Due to the consequences
of time sequences, a time-respecting path P>uv from u to v is
given by
〈P>uv : v0 = u, v1, · · · , vM = v | wvi,vi+1 , 0 ≤ i ≤ M − 1〉, (14)
where the weight wvi,vi+1 is the time when vi sends data to vi+1,
and the weights of successive edges must be strictly increasing,
i.e., wvi,vi+1 < wvi+1,vi+2 for all 0 ≤ i ≤ M−2. Note that the length
of the time-respecting path P>uv is wvM−1,vM . Taking Fig. 3 for
example, 〈P>ac : v0 = va, v1 = vb, v2 = vc | wv0,v1 = 6,wv1,v2 =
13〉 forms a time-respecting path from vertex va to vertex vc
and its length is 13. In particular, the shortest time-respecting
path P>∗ uv from u to v is given by
P>∗ uv = arg minP>uv
wvM−1,vM . (15)
Given a user set S and a user v, we say v is reachable if
either v ∈ S or there exists a time-respecting path from one
user in S to v on G>, otherwise it is unreachable. The distance
d(S , v) from S to a reachable user v on G> is given by
d(S , v) = min
u∈S d(u, v), (16)
where d(u, v) is the length of the shortest time-respecting path
from u to v and d(v, v) ≡ 0. For an unreachable user v, d(u, v) =
∞. Therefore, the shortest time-respecting path from S to a
reachable user v is given by the shortest time-respecting path
from u∗ to v, where u∗ ∈ S and d(u∗, v) = d(S , v).
(2) A temporal mapping
In the following, we establish a temporal mapping of
the information diffusion process, and this approach is to
construct a directed temporal graph instead of the weighted
directed graph constructed by the equivalent-view approach in
Section III-A. A key difference is that the multiple weights on
each edge in the temporal graph are absolute time (since the
information diffusion process starts up initially at round t = 0),
while the single weight on each edge in the latter ordinary
graph is relative time (since the sender becomes informed).
Suppose that a user u attempts to push information to But dis-
tinct neighbors in a time-varying mobile network Gt = (V, Et)
at each round t ≥ 1, and the pushing process from u to
its neighbors Nt(u) is termed CC(u, But ), which is exactly a
generalized time-varying coupon collecting process [35]. In
CC(u, But ), u has |Nt(u)| different coupons to collect: 1) at
round t, u decides whether to collect coupons with probability
αut ; 2) if u has decided to do so, B
u
t ≤ |Nt(u)| distinct coupons
are selected uniformly and independently at random with
replacement; 3) for a certain selected coupon v, it is successful
to be collected by u with probability βvt ·qu,vt . In CC(u, But ), let
Zt(u) denote the set of collected coupons at round t (t ≥ 1);
and Zt(u) = ∅ if no coupon is collected.
Given the delay-tolerant deadline D, for each user u, we
independently run CC(u, But ) till the deadline D is reached,
and record all the time stamps for each collected coupon at
every time when u collects that coupon. Therefore, the set τu,v
of time stamps for a neighbor v who has been contacted by u
can be written as:
τu,v = {t : Zt(u) 3 v; t ≥ 1}. (17)
After all the coupon collecting processes {CC(u, But ), u ∈ V}
are completed, a directed temporal graph G> = (V, E>,W>) is
thus constructed (e.g., see Fig. 2), where the set W> of edge
weights is given by
∀ directed edge (u, v) ∈ E>, weight set wu,v = τu,v. (18)
Leveraging the constructed graph G> as above, we have
the following Theorem 5. Note that the informed time Tv
of a reachable user v is the first time when v becomes
informed, and the informed times of all reachable users are
the key to quantify the number of informed users and the
amount of oﬄoaded cellular traffic. In addition, the above-
assumed pushing process of a user u since round t ≥ 1 is not
effective before u’ informed time Tu, i.e., the attempts of u to
push information to its neighbors will not lead to actual data
transmissions until t > Tu.
Theorem 5. Given a time-varying undirected network Gt =
(V, Et), an arbitrary seed set S of users and a delay-tolerant
deadline D, the expectation of the informed time of each
reachable user is equal to the expectation of the shortest time-
respecting path length (i.e., distance) from S to the considered
user on G> = (V, E>,W>).
Proof. For each user u ∈ V , consider its CC(u, But ). From
the memoryless property of the information diffusion process,
the CC(u, But ) can be started up at the very beginning of the
diffusion process even if u becomes informed at some round
later. The attempts of u to push information to its neighbors
will be effective only after its informed time t = Tu. Going
forward with this argument, we can thus let, for each user u,
the CC(u, But ) be run at the very beginning and independently
of all the other users’ coupon collecting processes.
With all the coupon collecting processes {CC(u, But ), u ∈ V}
run till the deadline D is reached, their results are then
8recorded and can be later used for revealing the (absolute)
time stamps of the events that u successfully informs its
neighbors for the first time within D rounds after becoming
informed. Therefore, G> = (V, E>,W>) is constructed and
contains all the information about the diffusion process over
Gt within D rounds. Specially, given a seed set S of users,
the informed time Tv for each reachable user v ∈ V when it
becomes informed for the first time is equal to the length of
the shortest time-respecting path from S to v on G>, and thus
their expectations are also equal by taking expectations over
all possible realizations of the information diffusion process
in the time-varying network within D rounds. 
Remark 3: For any sample of the information diffusion
process, each of the resulting live diffusion pathes from S
to all the other reachable users on G is equal to the shortest
time-respecting path from S to the considered user on G>.
(3) Submodularity in information diffusion
The following arguments guarantee that a greedy algorithm
yields a solution within about 63% of the optimal value for the
TOM problem. Leveraging the temporal mapping established
in Theorem 5, we have the following Theorem 6. Note that
σD(·) is called information diffusion function, and σD(A) is
defined in (3) for a given seed set A ⊆ V .
Theorem 6. Given a time-varying undirected network Gt =
(V, Et) and a delay-tolerant deadline D, the information diffu-
sion function σD(·) is submodular.
Proof. Recall Theorem 5 and consider the sample space
(Ω,F ,Pr), where each sample specifies one possible realiza-
tion of {CC(u, But ), u ∈ V}. Conditioned upon X ∈ Ω, define
ID(A|X) as the number of informed users within D rounds
when A is the seed set. Let C(s, X) denote the set of users that
can be reached from a user s ∈ A on G> = (V, E>,W>) with the
shortest time-respecting path length no larger than D. Hence
ID(A|X) is simply the cardinality of the union ⋃s∈AC(s, X).
The following proof of the submodularity in the function
ID(·|X) and σD(·) is similar to that in Theorem 2, and hence
omitted. 
Similar to Theorem 4, Theorem 7 is established from
Lemma 3 and the relationship of ξD(S ) = σD(S ) − k.
Theorem 7. Given a time-varying undirected network Gt =
(V, Et) and a delay-tolerant deadline D, let S be the solution
of the greedy algorithm and S ∗ be the optimal solution, then
ξD(S ) ≥ (1 − 1/e)ξD(S ∗) − k/e.
Remark 4: Similar to Remark 2, we have obtained a sub-
optimal solution to the TOM problem for mobile networks,
i.e.,
ξD(S ) ≥ (1 − 1/e)ξD(S ∗). (19)
IV. Proximity-based Offloading: Algorithm
In this section, we propose a greedy algorithm for the
TOM problem, which yields a solution within about 63% of
the optimal value. For comparison, we also implement two
heuristic algorithms based on the degree centrality and the
distance centrality [58], along with the baseline of randomly
selecting the seed users, i.e., the random algorithm.
A. Greedy Algorithm
Given the budgeted size k of a seed set S , the greedy
algorithm chooses each new element with the largest marginal
increase in the information diffusion function σD(·) till S is
filled in with k seed users. “Algorithm 1” presents the greedy
algorithm, where the Monte Carlo method is used to evaluate
the average value of σD(·).
Algorithm 1 Greedy(Gt; k; D)
Initialize S ← ∅ and R
for i = 1→ k do
for each vertex v ∈ V \ S do
ηv ← 0
for j = 1→ R do
ηv ← ηv + |Diffusion(S ∪ {v})|3
end for
ηv ← ηv/R
end for
S ← S ∪
{
arg maxv∈V\S {ηv}
}
end for
Output S
B. Heuristic strategies
Given the underlying network Gt at round t = 0 and the
budgeted size k of the seed set S , we want to choose k seed
users for S based on the degree centralities and the distance
centralities of all users in Gt |t = 0. The degree centrality and
distance centrality-based heuristic algorithms are widely used
in the social network analysis [58].
The degree centrality degv of each user v ∈ V in Gt at round
t = 0 is given by
degv =:
∣∣∣∣∣{(v, u) ∈ Et, t = 0}∣∣∣∣∣ , (20)
i.e., degv is equal to the number of v’s neighbors. The
degree-centrality algorithm chooses each new element with
the largest degree centrality till S is filled in with k seed users.
“Algorithm 2” presents the degree-centrality algorithm.
Algorithm 2 DegreeCentrality(Gt |t = 0; k)
Initialize S ← ∅
for each vertex v ∈ V do
degv ←
∣∣∣∣∣{(v, u) ∈ Et, t = 0}∣∣∣∣∣
end for
for i = 1→ k do
S ← S ∪
{
arg maxv∈V\S {degv}
}
end for
Output S
In particular, we assume Gt |t = 0 is connected for the
distance-centrality algorithm. The distance centrality distv of
each user v ∈ V in Gt at round t = 0 is given by
distv =:
∑
u∈V
dhop(v, u), (21)
3 |Diffusion(A)| is the number of finally informed users when the information
diffusion process runs till the delay-tolerant deadline D using the seed set A.
9where dhop(v, u) is the number of hops on the shortest path
from v to u and dhop(v, v) ≡ 0. The distance-centrality
algorithm chooses each new element with the smallest distance
centrality till S is filled in with k seed users. “Algorithm 3”
presents the distance-centrality algorithm.
Algorithm 3 DistanceCentrality(Gt |t = 0; k)
Initialize S ← ∅
for each vertex v ∈ V do
distv ← ∑u∈V dhop(v, u)
end for
for i = 1→ k do
S ← S ∪
{
arg minv∈V\S {distv}
}
end for
Output S
C. Random choice
The random algorithm chooses k distinct seed users uni-
formly at random from all the involved users. Though the
random algorithm is simple and direct, it can still efficiently
oﬄoad much traffic from cellular networks, which will obtain
evidences in the experimental studies in Section V.
V. Experimental Validation
In this section, we carry out experiments to study the
oﬄoading performance through epidemic-like proximity-based
communication. The experimental validation is carried out in
both static networks and mobile networks, where the mobile
case promises better oﬄoading performance since mobility
increases the capacity of ad-hoc wireless networks [31].
A. Setup
In the following, we specify the system parameters of the
underlying network and the information diffusion process us-
ing the local mobility model and the GSC model, respectively.
(1) Network topology
We model static networks using random geometric graph
similar to [54], [55]; and there are many practical scenarios
that users may compose a static social network. In the random
geometric graph G(n, rn) constructed on the [0, 1]2 square, the
number n of users is n = 500 and the connectivity radius rn is
rn =
√
log(n)/n, which guarantees that G(n, rn) is connected
with high probability [54]. In the following, we term this
network RGG500.
We model mobile networks using the local mobility model
similar to [31], [32], and use RGG500 as the initial time-
varying MSNet Gt = (V, Et) at round t = 0. At rounds t ≥
1, Gt = (V, Et) dynamically moves according to (2); and the
current geographic proximity is established using (1), i.e.,
Et =: {(u, v) | L(u, v) ≤ rn} , (22)
where L(u, v) is the Euclidean distance between u and v in
Gt = (V, Et).
(2) Diffusion model
Initially, the k seed users in S become informed at round
t = 0. At each round t ≥ 1, each informed user selects one
communication partner (more precisely, But ≡ min{1, |Nt(v)|})
uniformly and independently at random from its neighbors
Nt(v), and attempts to send its possessed information to this
selected partner using proximity-based communication. Note
that larger But would lead to better oﬄoading performance.
We let each informed user u contact a neighbor (if But ≥ 1)
at each round after u’ informed time, and assume a uniform
probability pu,vt ≡ p to each contact from any user u to any
neighbor v. If u is informed and v is uninformed, then the
probability for v to successfully become informed is p if
selected by u as the communication partner. The information
diffusion process runs till a delay-tolerant deadline D, and we
call p successful probability.
B. Oﬄoading Performance in Static Networks
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Fig. 4. Oﬄoading performance of the greedy algorithm for different delay-
tolerant deadlines.
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Fig. 5. Oﬄoading performance of the greedy algorithm for different success-
ful probabilities.
For the static-network scenarios, we evaluate the oﬄoading
performance of the greedy algorithm using different delay-
tolerant deadlines and successful probabilities in Fig. 4 and
Fig. 5, respectively. Moreover, we compare the oﬄoading
performance of the greedy algorithm with the heuristic and
random algorithms in Fig. 6. In these figures, a horizontal
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Fig. 6. Oﬄoading performance of the greedy, heuristic and random algo-
rithms.
dotted line is used to represent the amount of cellular traffic
load without oﬄoading, which is equal to the total number of
users in RGG500.
Fig. 4 presents the traffic load over cellular networks for
different delay-tolerant deadlines 25, 50, and 75, where the
successful probability is 0.1 and the seed set size ranges from
1 to 30. As shown in Fig. 4, the greedy algorithm reduces the
amount of traffic load by 61% when the deadline is 50 and the
seed set size is 15. Besides, we see that the cellular traffic load
decreases with the delay-tolerant deadline, i.e., more traffic
can be oﬄoaded from cellular networks if users are willing to
tolerate longer delay.
Fig. 5 presents the traffic load over cellular networks for
different successful probabilities 0.05, 0.1, and 0.2, where the
delay-tolerant deadline is 50 and the seed set size ranges from
1 to 30. As shown in Fig. 5, the greedy algorithm reduces
the amount of traffic load by up to 95% when the successful
probability is 0.2; when the successful probability is decreased
to 0.05, the traffic load can be still reduced by up to 33%.
Besides, we see that the cellular traffic load decreases with the
successful probability, i.e., more traffic can be oﬄoaded from
cellular networks if users have stronger social participation
to share their information to others. Besides, we see that
the cellular traffic load decreases and then increases with
the seed set size when the successful probability is 0.2. The
reasons are: 1) when the seed set size is small, the number
of users informed by their neighbors through proximity-based
communication is small and thus a large number of users need
to be directly served by cellular networks; 2) when the seed
set size is large, the traffic load reduced through proximity-
based communication is smaller than the cellular traffic load
that increases along with the seed set size.
Fig. 6 compares the oﬄoading performance of the greedy
algorithm, the degree-centrality algorithm, the distance-
centrality algorithm and the random algorithm. The delay-
tolerant deadline is 50, the successful probability is 0.1 and
the seed set size ranges from 1 to 30. In order to compare
the oﬄoading performance of the greedy algorithm with the
other algorithms, we introduce the relative oﬄoading benefit
as performance benchmark, which is given by
ROB(alg) =:
(
ξD(S g) − ξD(S alg)
)
/ξD(S alg), (23)
where S g is the seed set selected by the greedy algorithm,
S alg is the seed set selected by the alg algorithm, and ξD(S )
defined in (4) is the expected amount of traffic load reduced
from cellular networks through proximity-based communica-
tion with seed set S . Note that alg may be any one of the
heuristic and random algorithms.
As shown in Fig. 6, the greedy algorithm outperforms the
random algorithm by 19%, the high-degree algorithm by 72%,
and the distance-centrality algorithm by 147%, in terms of the
relative oﬄoading benefit. For the TOM problem, the greedy
algorithm leveraging the dynamics of the information diffusion
in the network behaves much better than the centrality-based
heuristic algorithms relying only on structural properties of
the network. The reason lies in the fact that many of the most
central users (with high degree centralities or low distance
centralities) are clustered so that selecting all of them is unnec-
essary. Besides, we see that the random algorithm outperforms
both these two heuristic algorithms as well, the reason is that
the underlying network is a random geometric graph and the
random algorithm eventually selects some seed users who have
high power to cause a large information diffusion in separate
clusters, i.e., in different regions over the [0, 1]2 square.
C. Oﬄoading Performance in Mobile Networks
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Fig. 7. Oﬄoading performance of the greedy and random algorithms for
different mobility radii: (a) R = 0 (static network), (b) R = 0.2rn, (c) R = 2rn,
and (d) R = 5rn, where rn is the connectivity radius.
For the mobile-network scenarios, we evaluate the oﬄoad-
ing performance of the greedy algorithm and the random
algorithm using different mobility radii R = 0, 0.2rn, 2rn, 5rn in
Fig. 7, where a horizontal dotted line represents the amount of
cellular traffic load without oﬄoading. Note that R = 0 stands
for the static-network scenario. We do not present the heuristic
algorithms, but still take the random algorithm as baseline. Be-
sides, the oﬄoading performance with different delay-tolerant
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deadlines and successful probabilities has similar trend similar
to the static-network scenarios, and hence omitted.
Fig. 7 presents the oﬄoading performance of the greedy
and random algorithms, and Fig. 8 magnifies the curves for
the greedy algorithm, where the delay-tolerant deadline is
50 and the successful probability is 0.1. We see that the
oﬄoading performance in mobile networks becomes better as
the mobility radius increases from R = 0 to R = 5rn. The
reason lies in the fact that informed users have high chances
to inform those uninformed users when the network topology
dynamically changes with users moving, exactly as predicted
in [31] that mobility increases the capacity of ad-hoc wireless
networks. Besides, we see that the relative oﬄoading benefit
of the greedy algorithm to the random algorithm decreases
with the mobility radius; for example, when the seed set size
is 15, the relative oﬄoading benefit is 19%, 18%, 11%, 4%
for R = 0, 0.2rn, 2rn, 5rn, respectively. The reason is that the
selected seed users, either by the greedy algorithm or by the
random algorithm, are prone to propagate the information to
larger regions in the underlying network as the mobility radius
increases.
D. Discussions
The greedy algorithm to choose the seed users for traffic
oﬄoading through proximity-based communication is a pretty
good solution to the TOM problem. The widely-used degree or
distance centrality-based heuristic algorithms behaves poorly,
but the random algorithm may perform well when the mobility
is sufficiently strong.
In summary, it is promising to oﬄoad mobile traffic from
cellular networks to MSNets networks leveraging proximity-
based communication. Furthermore, if mobile users are willing
to tolerate longer delay and have stronger social participation
to share their information, more traffic can be oﬄoaded
through proximity-based communication.
VI. Conclusions and Open Issues
In this paper, we have developed a theoretical framework
to investigate the issue of selecting only k seed users so as to
maximize the mobile traffic oﬄoaded from cellular networks
through proximity-based communication. We have introduced
a gossip-style social cascade model to model the information
diffusion process, which captures the epidemic-like nature of
proximity-based communication and characterizes users’ so-
cial participation as well. Furthermore, We have established an
equivalent view of the information diffusion process for static
networks and a temporal mapping of the diffusion process for
mobile networks, both leveraging virtual coupon collectors.
Utilizing the equivalent view and temporal mapping, we have
proved the submodularity in the information diffusion and
proposed a greedy algorithm to choose the seed users for traffic
oﬄoading, which yields a solution within about 63% of the
optimal value to the traffic oﬄoading maximization problem.
In addition, we have carried out extensive experiments to
study the oﬄoading performance of our approach, which
demonstrates that proximity-based communication can oﬄoad
cellular traffic by over 60% with a small number of seed users
and the greedy algorithm significantly outperforms both the
heuristic and random algorithms.
Several open issues have not been addressed: 1) how to
leverage and implement proximity-based communication so
as to achieve low energy consumption in addition to efficient
traffic oﬄoading; 2) how to design efficient incentive schemes
for proximity-based communication so as to augment users’
social participation; 3) how to protect user privacy during
proximity-based communication. Come what may, MSNets
are promising to widely carry information flow and efficiently
boost information spreading.
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