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Abstract
Modal description logics provide a more expressive framework than their propositional counterparts by
allowing one to deﬁne the individuals and concepts of a particular application domain. In the literature,
tableau decision algorithms have been given for various normal modal and temporal description logics.
There is however a trend towards the use of coalition logics in the intelligent agents community. Coalition
logics are extensions of the basic monotonic modal logic M which is a non-normal modal logic. This paper
presents a tableau decision procedure for the formula satisﬁability problem of the constant domain variant
of MALC , i.e., ALC extended with modal operators from M that can be applied both to formulas and
concepts. The presented algorithm can be used as the basis of a tableau decision procedure for coalition
description logic.
Keywords: modal description logic, tableau
1 Introduction
Description Logics (DLs) are logical formalisms that represent the knowledge of
an application domain in a structured way [5]. Although they oﬀer rich reasoning
services, pure DLs don’t allow one to reason about subjective information (e.g.
belief), temporal constraints, and the like for which modal logics provide an adequate
semantic framework. This has not gone unnoticed and the integration of these two
formalisms have already been studied in depth [13,14,4,21,22,23,24,20,3].
In order to make these logics more applicable though, we need “practical” decision
procedures. In the context of DLs, tableau is the dominant approach for devising
decision procedures. However, a rather straightforward combination of DL tableaux
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[clown](Person  HappyPerson) (1)
ShirtProdUnit = [1]BShirt  [2]Y Shirt  [∅]¬(Bhirt  Y Shirt) (2)
max : Dog  ∀[Bill,Mary]loves.Cat (3)
Fig. 1. Diﬀerent application of modal operators to syntactic terms.
with modal tableaux is problematic for constant domain modal DLs because it easily
leads to non-termination. This is the result of moving individuals back and forth
between worlds to keep their domains i.e., set of individuals, constant (see [4,17]
for a discussion of this problem). To overcome this problem, modal DL tableau
algorithms construct an abstraction of a model called quasimodel [19,15,16,17].
The idea behind quasimodels is quite ingenious as there may be inﬁnitely many
individuals needed to construct a model of a satisﬁable formula, but there are only a
ﬁnite number of concepts to which these individuals can belong. Thus, quasimodels
help “ﬁnitize” the DL dimension by encoding the type information of individuals
rather than representing individuals directly.
In this paper, using quasimodels, we give a tableau decision procedure for MALC
with constant domains. MALC is the logic obtained by extending the basic DL ALC
with modal operators from the smallest monotonic modal logic M. M is weaker
than the normal modal logic K because it doesn’t validate the axiom schema (ϕ →
ψ) → (ϕ → ψ) which is also known as the K axiom. For this generalization, its
semantics makes use of neighborhood functions instead of accessibility relations [6].
The importance of this decision procedure for MALC is that it will eventually
lead to a decision procedure for a coalition logic [18] extension of ALC. Coalition
logic (CL) formalizes the ability of groups of agents to achieve certain outcomes
in strategic games, and it has modal operators of the form [C] where C is a set of
agents. The formula [C]ϕ means that C has a strategy to achieve an outcome state
where ϕ holds.
In designing such an extension, one of the most important decisions is to which
syntactic terms modal operators could be applied. Figure 1 shows example formulas
from a coalition DL where the modal operators are applied to a formula, concept,
and role, respectively. (1) means agent clown can ensure that all persons are happy.
(2) deﬁnes a shirt production unit as something in which agent (machine) 1 can
produce blue shirts and 2 can produce yellow shirts but none of the coalitions in
{{1}, {2}, {1, 2}} can produce both blue and yellow shirts in a single run of the unit.
(3) says that max is a dog and all the things Bill and Mary can make him love are
cats.
CL is generally used for validating/generating social procedures, especially vot-
ing protocols. By allowing coalition operators to appear in front of concepts, one can
deﬁne the social procedure itself as a concept, i.e., strategic games can be described
as concepts in the knowledge base. And by allowing these operators to appear in
front of formulas, one can reason about the ability of a coalition to aﬀect these game
concepts. On the whole, the expressive power of product style combinations of CLs
with DLs seem to oﬀer interesting reasoning services for multi-agent systems that
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are worth investigating. The logic considered in this paper, MALC , is also a product
logic in which the modal operators are allowed to appear both in front of concepts
and formulas.
The paper is organized as follows. In Section 2, the logic MALC is intro-
duced. Section 3 introduces equivalent structures to a MALC model which are called
“tableaux”. The decision algorithm is presented in Section 4 along with the proofs
of termination and correctness. Section 5 concludes the work.
2 Preliminaries
In this section, we introduce the modal DL MALC . This includes the deﬁnition of
syntax, semantics, and inference problems. We start with the syntax.
Deﬁnition 2.1 Let NC , NR, and NA be countably inﬁnite sets of concept names,
role names, and agents, respectively.  and ⊥ denote top and bottom concepts,
respectively. ∧, ∨ and ¬ represent standard logical connectives. Other logical con-
nectives, namely → and ↔, are deﬁned in terms of these. To every i ∈ NA, the
modal operators i and i are associated. All concept names, as well as  and ⊥ are
concepts. Let C and D be concepts, R a role name, and i an agent in NA. Then ¬C
(arbitrary negation), C D (intersection), C unionsqD (union), ∀R.C (value restriction),
∃R.C (full existential quantiﬁcation), iC (necessitation), and iC (possibilitation)
are concepts. C  D and C = D are atomic formulas. If ϕ and ψ are formulas then
so are ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ, iϕ, and iϕ.
In the remainder of the text, concept names are denoted by A and B, and
arbitrary concepts by C, D, and E. A MALC model is basically a (multi-modal)
monotonic frame equipped with ALC interpretations.
Deﬁnition 2.2 A model for MALC is a triple of the form M = 〈W,N, I〉 such that
• W is a non-empty set of worlds.
• N is a map associating with each i ∈ NA a neighborhood function Ni : W → 2
2W .
An element V in Ni(w) i.e., a subset of W , is called a neighborhood of w. Each
Ni(w) is supplemented (closed under supersets), i.e., for all V ⊆ W , if V ∈ Ni(w)
and V ⊆ U then U ∈ Ni(w).
• I is a function associating with each w ∈ W an ALC interpretation I(w) =〈
ΔI(w), ·I(w)
〉
. ΔI(w) is a non-empty set called the domain of world w, and ·I(w)
maps each concept name A to a subset AI(w) of ΔI(w) and each role name R to
a binary relation RI(w) on ΔI(w).
• For any w, v ∈ W , we have ΔI(w) = ΔI(v) (constant domain assumption).
In a standard Kripke frame, we have a set of possible worlds W and an accessibil-
ity relation. An equivalent characterization of an accessibility relation is a function
r : W → 2W . Hence, r(w) denotes the set of worlds accessible from w which is
a subset of W . In a monotonic frame, we also have a set of possible worlds W
but in contrast to a Kripke frame, we talk about the neighborhoods of a world. A
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Fig. 2. Accessible worlds and neighborhoods.
neighborhood is a subset of W and the neighborhood function N(w) denotes a set
of neighborhoods [6]. These diﬀerences are depicted in Figure 2.
The interpretation I(w) is extended to concept descriptions by these inductive
deﬁnitions:
I(w) = ΔI(w),
⊥I(w) = ∅,
(¬C)I(w) = ΔI(w)\CI(w),
(C D)I(w) =CI(w) ∩DI(w),
(C unionsqD)I(w) =CI(w) ∪DI(w),
(∀R.C)I(w) = {δ ∈ ΔI(w) | ∀δ′ (〈δ, δ′〉 ∈ RI(w) → δ′ ∈ CI(w))},
(∃R.C)I(w) = {δ ∈ ΔI(w) | ∃δ′ (〈δ, δ′〉 ∈ RI(w) ∧ δ′ ∈ CI(w))},
(iC)
I(w) = {δ ∈ ΔI(w) | ‖C‖Mδ ∈ Ni(w)},
(iC)
I(w) = {δ ∈ ΔI(w) |W \ ‖C‖Mδ ∈ Ni(w)}.
where ‖C‖Mδ = {w ∈ W | δ ∈ C
I(w)}.
Deﬁnition 2.3 The truth-relation |=Mw ϕ for a MALC formula ϕ is deﬁned as fol-
lows:
|=Mw C  D iﬀ C
I(w) ⊆ DI(w),
|=Mw C = D iﬀ C
I(w) = DI(w),
|=Mw ¬ϕ iﬀ |=
M
w ϕ,
|=Mw ϕ ∧ ψ iﬀ |=
M
w ϕ and |=
M
w ψ,
|=Mw ϕ ∨ ψ iﬀ |=
M
w ϕ or |=
M
w ψ,
|=Mw iϕ iﬀ ‖ϕ‖
M ∈ Ni(w),
|=Mw iϕ iﬀ W \ ‖ϕ‖
M ∈ Ni(w).
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where ‖ϕ‖M = {w ∈ W | |=Mw ϕ}.
A formula ϕ is satisﬁable if there exist a model M = 〈W,N, I〉 and a world
w ∈ W such that |=Mw ϕ. A concept C is satisﬁable if there existM = 〈W,N, I〉 and
w ∈ W such that CI(w) = ∅. A concept D subsumes a concept C if CI(w) ⊆ DI(w)
for all models M = 〈W,N, I〉 and all w ∈ W .
Note that, concept subsumption and concept satisﬁability can be reduced to
formula (un)satisﬁability. A concept C is satisﬁable iﬀ the formula ¬(C  ⊥) is
satisﬁable and a concept D subsumes a concept C iﬀ the formula ¬(C  D) is
unsatisﬁable. The formula C  D is clearly equivalent to ¬C unionsqD =  and C = D
to (¬C unionsqD) (¬DunionsqC) = . As a consequence, in the remainder of this paper and
without loss of generality, we will assume that every atomic formula is of the form
E =  and we will restrict our attention to formula satisﬁability.
3 Tableaux for MALC
To reduce the number of tableau properties, we assume all formulas and concepts
to be in negation normal form (NNF). This way, negation signs appear only in
front of atomic formulas and concept names. Every formula (and concept) can be
transformed into an equivalent one in NNF by making use of de Morgan’s laws
and the duality between value restrictions and full existential quantiﬁcations, and
between modal operators. The complement of a formula ϕ (concept C) in NNF is
denoted by ¬˙ϕ (¬˙C), respectively.
For a MALC formula ϕ, denote by con(ϕ) the set of all concepts occuring in ϕ,
rol(ϕ) the set of all role names occuring in ϕ, agt(ϕ) the set of all agents associated
with all modal operators occuring in ϕ, for(ϕ) the set of all subformulas of ϕ, and
con+(ϕ) the set con(ϕ) ∪ {¬˙C |C ∈ con(ϕ)}.
Next, we deﬁne tableaux as useful abstractions of a model so that we avoid
working with neighborhood semantics and inherent diﬃculties of constant domain
modal DLs. For this, we are inspired particularly by the work of Horrocks et al.
[12,10]. The way we will proceed and the proofs we will make along the way are
very similar to the work of Lutz et al. [17,16] which also establish a methodology in
designing tableau decision procedures for modal DLs with constant domains. Our
main deviation point is that Lutz et al. utilize constraint systems i.e., the data
structure directly used in the tableau algorithm, from the beginning whereas we
postpone the introduction of constraint systems until we discuss about the algorithm.
This is the result of extending Horrocks et al.’s DL tableau abstraction to modal
DLs.
3.1 A Tableau for MALC
Deﬁnition 3.1 If ϕ is a MALC formula, a tableau for ϕ is deﬁned to be a pentuple
〈Σ,Λ,S,L, E〉 such that
• Σ is a non-empty set of worlds,
• Λ : Σ → 2for(ϕ) maps each world to a set of formulas which is a subset of for(ϕ),
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• S is a non-empty set of individuals,
• L associates with each world w ∈ W a function
Lw : S→ 2
con+(ϕ)
that maps each individual s in S to a set of concepts which is a subset of con+(ϕ),
• E associates with each world w ∈ W a function
Ew : rol(ϕ) → 2
S×S
that maps each role R in rol(ϕ) to a set of pairs of individuals,
• there is some wϕ ∈ Σ such that ϕ ∈ Λ(wϕ).
For all w ∈ Σ, s, t ∈ S, ϑ, ϑ1, ϑ2 ∈ for(ϕ), C,C1, C2 ∈ con
+(ϕ), R ∈ rol(ϕ), and
i ∈ agt(ϕ), it holds that:
(P1) if C ∈ Lw(s), then ¬C ∈ Lw(s),
(P2) if C1  C2 ∈ Lw(s), then C1 ∈ Lw(s) and C2 ∈ Lw(s),
(P3) if C1 unionsq C2 ∈ Lw(s), then C1 ∈ Lw(s) or C2 ∈ Lw(s),
(P4) if ∀R.C ∈ Lw(s) and 〈s, t〉 ∈ Ew(R), then C ∈ Lw(t),
(P5) if ∃R.C ∈ Lw(s), then there is some s
′ ∈ S such that 〈s, s′〉 ∈ Ew(R) and
C ∈ Lw(s′),
(P6) if iC1 ∈ Lw(s) and iC2 ∈ Lw(t), then there is some v ∈ Σ such that
C1 ∈ Lv(s) and C2 ∈ Lv(t),
(P7) if C =  ∈ Λ(w), then C ∈ Lw(s),
(P8) if ¬(C = ) ∈ Λ(w), then there is some s′ ∈ S such that ¬˙C ∈ Lw(s
′),
(P9) if ϑ ∈ Λ(w), then ¬ϑ ∈ Λ(w),
(P10) if ϑ1 ∧ ϑ2 ∈ Λ(w), then ϑ1 ∈ Λ(w) and ϑ2 ∈ Λ(w),
(P11) if ϑ1 ∨ ϑ2 ∈ Λ(w), then ϑ1 ∈ Λ(w) or ϑ2 ∈ Λ(w),
(P12) if iϑ1 ∈ Λ(w) and iϑ2 ∈ Λ(w), then there is some v ∈ Σ such that
ϑ1 ∈ Λ(v) and ϑ2 ∈ Λ(v),
(P13) if iϑ ∈ Λ(w) and iC ∈ Lw(s), then there is some v ∈ Σ such that ϑ ∈ Λ(v)
and C ∈ Lv(s),
(P14) if iC ∈ Lw(s) and iϑ ∈ Λ(w), then there is some v ∈ Σ such that C ∈
Lv(s) and ϑ ∈ Λ(v).
Please note that, in (P1) and (P9), we use ¬C and ¬ϑ instead of their negation
normal forms because this suﬃces for the following lemma.
Lemma 3.2 A MALC formula ϕ is satisﬁable iﬀ there exists a tableau for ϕ.
Proof. For the if direction, let T = 〈Σ,Λ,S,L, E〉 be a tableau for ϕ. Deﬁne for
ϑ ∈ for(ϕ),
ϑT = {w ∈ Σ |ϑ ∈ Λ(w)},
and for C ∈ con+(ϕ) and s ∈ S,
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CTs = {w ∈ Σ |C ∈ Lw(s)}.
A model M = 〈W,N, I〉 of ϕ can be deﬁned as:
W = Σ
Ni(w) = {V | 1. iϑ ∈ Λ(w) (or iC ∈ Lw(s)),
2. V ⊇ ϑT (or V ⊇ CTs )
ΔI(w) = S
AI(w) = {s |A ∈ Lw(s)} for all concept names A in con(ϕ)
RI(w) = Ew(R)
Constant domain assumption is validated by the deﬁnition of ΔI(w) given above.
Furthermore, for all w ∈ W , Ni(w) is supplemented by its construction. By induc-
tion on the structure of concepts, we ﬁrst show that
(I) for all w ∈ Σ, E ∈ con+(ϕ), and s ∈ S, if E ∈ Lw(s) then s ∈ E
I(w).
The proof of the case where E is a concept name, E = ¬C, E = (C1  C2),
E = (C1 unionsq C2), E = ∃R.C, or E = ∀R.C is as presented in [11].
(i) If E = iC, then C
T
s ∈ Ni(w), and by the inductive hypothesis C
T
s ⊆
‖C‖Ms . Since Ni(w) is supplemented, ‖C‖
M
s is also in Ni(w). It follows from
the semantics of concept expressions that s ∈ (iC)
I(w).
(ii) If E = iC1, then there are two possible cases. First, neither iC2 ∈ Lw(t)
for some t ∈ S, nor iϑ ∈ Λ(w). Then Ni(w) = ∅, and hence s ∈ (iC1)
I(w).
Second, for each iC2 ∈ Lw(t) (iϑ ∈ Λ(w)), there is some v in C2
T
s (ϑ
T )
such that C1 ∈ Lv(s) due to Property (P6) (Property (P13)) in Deﬁnition 3.1.
So by the inductive hypothesis, there is some v in every V ∈ Ni(w) such that
s ∈ (C1)
I(v). Hence, s ∈ (iC1)
I(w).
Our second observation is that
(II) for every w ∈ Σ and ψ ∈ for(ϕ), if ψ ∈ Λ(w) then |=Mw ψ.
This is also proved by induction.
(i) Let ψ be atomic i.e., ψ = (C = ). Then for each element s ∈ S, we should
have C ∈ Lw(s). It follows from (I) that s ∈ C
I(w). Hence |=Mw C = . Next,
let ψ = ¬(C = ). Then there exists an individual s ∈ S with ¬˙C ∈ Lw(s). It
follows from (I) that s ∈ (¬˙C)I(w). Hence |=Mw ¬(C = ).
(ii) The proof of the case where ψ is equal to some ¬ϑ, ϑ1 ∧ ϑ2, ϑ1 ∨ ϑ2, iϑ, or
iϑ is analogous to its concept counterpart.
For the converse, if M = 〈W,N, I〉 is a model of ϕ, then a tableau T =
〈Σ,Λ,S,L, E〉 for ϕ can be deﬁned as:
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Σ =W
S= ΔI(w)
Lw(s) = {C ∈ con
+(ϕ)|s ∈ CI(w)}
Ew(R) =R
I(w)
Λ(w) = {ψ ∈ for(ϕ)| |=Mw ψ}
It only remains to demonstrate that T is a tableau for ϕ. T satisﬁes all properties
in Deﬁnition 3.1 as a direct consequence of the semantics of concept expressions and
formulas. 
3.2 A Quasitableau for MALC
As we mentioned in the introduction, representing individuals explicitly in a tableau
algorithm for a modal DL is generally problematic. To the best of our knowledge,
there is no such algorithm for a modal extension of ALC that is similar to the logic
considered in this paper. For these reasons, we will use an abstraction of a tableau
called quasitableau.
Deﬁnition 3.3 If ϕ is a MALC formula, a quasitableau for ϕ is deﬁned to be a
hextuple 〈Σ,Λ,S,R,L, E〉 such that
• Σ is a non-empty set of worlds,
• Λ : Σ → 2for(ϕ) maps each world to a set of formulas which is a subset of for(ϕ),
• S is a map associating with each w ∈ Σ a non-empty set of concept types,
• R is a non-empty set of runs and a run r in R is a function associating with every
w ∈ Σ a concept type r(w) in S(w),
• L associates with each world w ∈ W a function
Lw : S(w) → 2
con+(ϕ)
that maps each concept type s in S(w) to a set of concepts which is a subset of
con+(ϕ).
• E associates with each world w ∈ W a function
Ew : rol(ϕ) → 2
S(w)×S(w)
that maps each role R in rol(ϕ) to a set of pairs of concept types from S(w).
• there is some wϕ ∈ Σ such that ϕ ∈ Λ(wϕ).
For all w ∈ Σ, r, r′ ∈ R, s, t ∈ S(w), ϑ, ϑ1, ϑ2 ∈ for(ϕ), C,C1, C2 ∈ con
+(ϕ),
R ∈ rol(ϕ), and i ∈ agt(ϕ), it holds that:
(P0) there exists a run r′′ in R such that r′′(w) = s,
(P1) if C ∈ Lw(s), then ¬C ∈ Lw(s),
(P2) if C1  C2 ∈ Lw(s), then C1 ∈ Lw(s) and C2 ∈ Lw(s),
(P3) if C1 unionsq C2 ∈ Lw(s), then C1 ∈ Lw(s) or C2 ∈ Lw(s),
(P4) if ∀R.C ∈ Lw(s) and 〈s, t〉 ∈ Ew(R), then C ∈ Lw(t),
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(P5) if ∃R.C ∈ Lw(s), then there is some s
′ ∈ S(w) such that 〈s, s′〉 ∈ Ew(R) and
C ∈ Lw(s
′),
(P6) if iC1 ∈ Lw(r(w)) and iC2 ∈ Lw(r
′(w)), then there is some v ∈ Σ such
that C1 ∈ Lv(r(v)) and C2 ∈ Lv(r
′(v)),
(P7) if C =  ∈ Λ(w), then C ∈ Lw(s),
(P8) if ¬(C = ) ∈ Λ(w), then there is some s′ ∈ S(w) such that ¬˙C ∈ Lw(s′),
(P9) if ϑ ∈ Λ(w), then ¬ϑ ∈ Λ(w),
(P10) if ϑ1 ∧ ϑ2 ∈ Λ(w), then ϑ1 ∈ Λ(w) and ϑ2 ∈ Λ(w),
(P11) if ϑ1 ∨ ϑ2 ∈ Λ(w), then ϑ1 ∈ Λ(w) or ϑ2 ∈ Λ(w),
(P12) if iϑ1 ∈ Λ(w) and iϑ2 ∈ Λ(w), then there is some v ∈ Σ such that
ϑ1 ∈ Λ(v) and ϑ2 ∈ Λ(v),
(P13) if iϑ ∈ Λ(w) and iC ∈ Lw(r(w)), then there is some v ∈ Σ such that
ϑ ∈ Λ(v) and C ∈ Lv(r(v)),
(P14) if iC ∈ Lw(r(w)) and iϑ ∈ Λ(w), then there is some v ∈ Σ such that
C ∈ Lv(r(v)) and ϑ ∈ Λ(v).
Lemma 3.4 Let ϕ be a MALC formula. There exists a quasitableau for ϕ iﬀ there
exists a tableau for ϕ.
Proof. For the if direction, we proceed exactly as in the technical report of [16]. Let
T =
〈
ΣT ,ΛT ,ST ,L
T , ET
〉
be a tableau for ϕ. Then ϕ ∈ ΛT (wϕ) for some wϕ ∈ ΣT .
Fix w ∈ ΣT . Next deﬁne equivalence relations ∼w on ST by putting s ∼w s
′
iﬀ Lw(s) = Lw(s
′). Consider the equivalence classes modulo ∼w, abbreviated by
[s]w. Obviously, {[s]w |s ∈ ST } is ﬁnite. Choose for each equivalence class [s]w a
concept type t[s]w . Deﬁne mappings γw which map concept types t[s]w to sets of
domain objects s ∈ ST in the obvious way, i.e., γw(t[s]w) = [s]w. A quasitableau
Q =
〈
ΣQ,ΛQ,SQ,R,L
Q, EQ
〉
can be deﬁned from T with
ΣQ = ΣT
ΛQ(w) = ΛT (w)
SQ(w) = {t[s]w |s ∈ ST }
R= {rs|s ∈ ST and ∀w ∈ ΣQ, rs(w) = t[s]w}
LQw(t[s]w) = {C
∣
∣s ∈ ST and C ∈ LTw(s)}
EQw (R) = {〈t, t
′〉|∃ s ∈ γw(t) and s
′ ∈ γw(t
′) with 〈s, s′〉 ∈ ETw (R)}
It is easy to see that Q satisﬁes all properties in Deﬁnition 3.3. That ϕ ∈ ΛQ(wϕ)
follows from the deﬁnition of ΛQ.
For the converse, if Q =
〈
ΣQ,ΛQ,SQ,R,L
Q, EQ
〉
is a quasitableau for ϕ, then a
tableau T =
〈
ΣT ,ΛT ,ST ,L
T , ET
〉
for ϕ can be deﬁned as
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ΣT = ΣQ
ΛT (w) = ΛQ(w)
ST = {r |r ∈ R}
LTw(r) = {C|r ∈ ST and C ∈ L
Q
w(r(w))}
ETw (R) = {〈r, r
′〉|〈r(w), r′(w)〉 ∈ EQw (R)}
We claim that T is a tableau for ϕ thus, T must satisfy all properties in Deﬁnition
3.1. We present an exemplary case and leave the other ones to the reader.
Suppose that iC ∈ L
Q
w(r(w)) and iD ∈ L
Q
w(r′(w)). Then there is some
v ∈ ΣQ with C ∈ L
Q
v (r(v)) and D ∈ L
Q
v (r′(v)) (due to (P6) in Deﬁnition 3.3).
By the construction of T , r, r′ ∈ ST , and iC ∈ L
T
w(r) and iD ∈ L
T
w(r
′). This
implies there should be some w′ ∈ ΣT with C ∈ L
T
w′(r) and D ∈ L
T
w′(r
′) (due to
(P6) in Deﬁnition 3.1). Take w′ = v. It is readily seen by the construction of T that
C ∈ LTv (r) and D ∈ L
T
v (r
′). Hence (P6) of Deﬁnition 3.1 is satisﬁed.
That ϕ ∈ ΛT (wϕ) follows from the deﬁnition of ΛT . 
3.3 A Locally Correct Tableau for MALC
It turns out that a more compact representation of a quasitableau is possible by
relaxing the deﬁnition of a run. We ﬁrst deﬁne this structure called a locally correct
tableau. Then we show how it can be turned into a quasitableau (and vice versa).
Deﬁnition 3.5 If ϕ is a MALC formula, a locally correct tableau for ϕ is deﬁned
to be a hextuple 〈Σ,Λ,S,O,L, E〉 such that Σ, Λ, S, L, and E are as deﬁned in
Deﬁnition 3.3. Additionally,
• O is a non-empty set of overruns (short for overloaded runs) and an overrun o ∈ O
is a function associating with every w ∈ Σ a non-empty set of concept types o(w)
which is a subset of S(w),
• there is some wϕ ∈ Σ such that ϕ ∈ Λ(wϕ).
For all w ∈ Σ, o, o′ ∈ O, s, t ∈ S(w), ϑ, ϑ1, ϑ2 ∈ for(ϕ), C,C1, C2 ∈ con
+(ϕ),
R ∈ rol(ϕ), and i ∈ agt(ϕ), it holds that:
(P0) there exists an overrun o′′ in O such that s ∈ o′′(w),
(P1)-(P5) are as deﬁned in Deﬁnition 3.3,
(P6) if iC1 ∈ Lw(s) with s ∈ o(w) and iC2 ∈ Lw(t) with t ∈ o
′(w), then there
exist a world v ∈ Σ and concept types s′ ∈ o(v), t′ ∈ o′(v) such that C1 ∈ Lv(s
′)
and C2 ∈ Lv(t
′),
(P7)-(P12) are as deﬁned in Deﬁnition 3.3,
(P13) if iϑ ∈ Λ(w) and iC ∈ Lw(s) with s ∈ o(w), then there exist a world
v ∈ Σ and a concept type s′ ∈ o(v) such that ϑ ∈ Λ(v) and C ∈ Lv(s
′),
(P14) if iC ∈ Lw(s) with s ∈ o(w) and iϑ ∈ Λ(w), then there exist a world
v ∈ Σ and a concept type s′ ∈ o(v) such that C ∈ Lv(s
′) and ϑ ∈ Λ(v).
For a world w ∈ Σ and an overrun o ∈ O, |o(w)| is called the overloading factor
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of o in w.
It is not hard to acknowledge that each quasitableau for ϕ is also a locally correct
tableau for ϕ because each run in a quasitableau can be seen as an overrun with
the overloading factor of one. However, the converse does not hold because there
exist cases in which we can’t (immediately) deﬁne R. Consider, for example, the
locally correct tableau T = 〈Σ,Λ,S,O,L, E〉 for ϕ with Σ = {w, v} and Lw(s) =
{iC,iD1,iD2}, Lv(s) = {C,D1}, Lv(t) = {C,D2} (it does not matter how ϕ
actually looks like). T is obviously a locally correct tableau, but it cannot be a
quasitableau for ϕ: there exists no run r with r(w) = s, because whatever choice
r(v) = s or r(v) = t we make, (P6) in Deﬁnition 3.3 does not hold. However, it is
possible to modify T and convert it into a quasitableau by duplicating the world v
with all the necessary mappings. The following lemma generalizes this observation.
Lemma 3.6 Let ϕ be a MALC formula. There exists a locally correct tableau for ϕ
iﬀ there exists a quasitableau for ϕ.
Proof. The if direction is trivial. Let us prove the converse. As in the example
above, we construct a quasitableau Q for ϕ by duplicating worlds that have overruns
with overloading factor greater than one in the given locally correct tableau for ϕ.
The algorithm works as follows.
Let T = 〈Σ,Λ,S,O,L, E〉 be a locally correct tableau for ϕ. First, take a “copy”
Q = 〈Σ′,Λ′,S′,L′, E ′〉 of T (with O removed). Then, for each w ∈ Σ and each
o ∈ O, if |o(w)| = n and n > 1, then create n − 1 “copies” of w i.e., {w(j)|w ∈
Σ and 1 ≤ j ≤ n− 1} and add them to Σ′. Set
• Λ′(w(j)) = Λ′(w),
• S
′(w(j)) = S′(w),
• L′
w(j)
(s) = {C|s ∈ S′(w(j)) and C ∈ L′w(s)},
• E ′
w(j)
(R) = {〈s, s′〉|s, s′ ∈ S′(w(j)) and 〈s, s′〉 ∈ E ′w(R)}.
Using the fact that T is a locally correct tableau for ϕ, it is straightforward to
show that Q is also a locally correct tableau for ϕ by inductively constructing an
overrun in Q. Moreover, for each w ∈ Σ′ and each overrun o in Q, the overloading
factor of o in w is equal to one. Thus, Q is a quasitableau for ϕ. 
4 A Tableau Algorithm for MALC
>From Lemmata 3.2, 3.4, and 3.6 an algorithm which constructs a (ﬁnite) repre-
sentation of a locally correct tableau for a MALC formula can be used as a decision
procedure for the satisﬁability of MALC formulas. In this section, such an algorithm
will be described and the algorithm’s termination, soundness, and completeness will
be proved.
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4.1 Deﬁnition of the Algorithm
Deﬁnition 4.1 Let NV be a well-ordered set of countably inﬁnite variable names,
and let ϕ be a MALC formula. A constraint for ϕ is either a formula in for(ϕ), or
an atom of the form x : C where x ∈ NV and C is a concept in con
+(ϕ), or an
atom of the form (x, y) : R where x, y ∈ NV and R is a role in rol(ϕ). A constraint
system S for ϕ is a ﬁnite, non-empty set of constraints for ϕ. A completion set T
for ϕ is a set of constraint systems for ϕ.
Syntactically, our constraints are not very diﬀerent from those used in standard
DL tableau algorithms. The major diﬀerence is in their semantics because variables
in standard DL tableau algorithms represent individuals of the domain whereas a
variable in our case represents a concept type in a locally correct tableau.
< is the well-ordering on NV . A variable x occurs in S if either one of x : C,
(x, y) : R, or (y, x) : R is in S. x is fresh for S if x does not occur in S and x > y
for all y occuring in S. x is introduced to S if x : C, (x, y) : R, or (y, x) : R has just
been added to S for a fresh x. If S ∈ T, then the deﬁnition of occurs, fresh, and
introduced are also extended for T. We assume that when a variable x is introduced
to S, the constraint x :  is also added to S. If (x, y) : R ∈ S for any R, then y is
called a successor of x w.r.t. S. A variable y is called a R-successor of x w.r.t. S if
(x, y) : R ∈ S.
A variable x is blocked by another variable y w.r.t. a constraint system S if
{C|x : C ∈ S} ⊆ {D|y : D ∈ S} and y < x. S (and therefore T if S ∈ T) is said to
contain a clash if for some variable x and some concept C, {x : C, x : ¬C} ⊆ S, or
if for some formula ϑ, {ϑ,¬ϑ} ⊆ S.
The tableau algorithm starts with the completion set Tϕ = {S} such that S =
{ϕ, x : }. Tϕ is then expanded by repeatedly applying the expansion rules given
in Figures 3 and 4, stopping if a clash occurs.
We are now ready to ﬁnish the description of the tableau algorithm: a completion
set is complete if it contains a clash, or when none of the rules is applicable. If the
expansion rules can be applied to Tϕ in such a way that they yield a complete,
clash-free constraint system, then the algorithm returns “ϕ is satisﬁable”, and “ϕ is
unsatisﬁable” otherwise.
4.2 Proof of the Algorithm’s Correctness and Termination
Lemma 4.2 (termination) When started with the initial completion set Tϕ, the
tableau algorithm terminates.
Proof. Contrary to [17] where the worst case complexity of the algorithm is estab-
lished, here we give a rather general proof of termination.
Let T be the completion set for ϕ that is constructed by the algorithm from Tϕ
and Sj an element of T with 1 ≤ j ≤ |T|. Denote by Lj(x) the set of concepts
{C|x : C ∈ Sj}. The modal depth md(ψ) of ψ is the length of the longest chain
of nested modal operators in ψ (both in subformulas and subconcepts). The modal
depth md(x : C) of a constraint x : C is deﬁned analogously. The modal depth
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The R∧ rule
Condition: ϑ1 ∧ ϑ2 ∈ S and {ϑ1, ϑ2} ⊆ S.
Action: Set S = S ∪ {ϑ1, ϑ2}.
The R∨ rule
Condition: ϑ1 ∨ ϑ2 ∈ S and {ϑ1, ϑ2} ∩ S = ∅.
Action: Set S = S ∪ {ψ} for some ψ ∈ {ϑ1, ϑ2}.
The R rule
Condition: x : C1  C2 ∈ S and {x : C1, x : C2} ⊆ S.
Action: Set S = S ∪ {x : C1, x : C2}.
The Runionsq rule
Condition: x : C1 unionsq C2 ∈ S and {x : C1, x : C2} ∩ S = ∅.
Action: Set S = S ∪ {x : E} for some E ∈ {C1, C2}.
The R∃ rule
Condition: x : ∃R.C ∈ S, x is not blocked w.r.t. S, and x has no R-
successor y w.r.t. S with y : C ∈ S.
Action: Choose a fresh y for S and set S = S ∪ {(x, y) : R, y : C}.
The R∀ rule
Condition: x : ∀R.C ∈ S, there is a R-successor y of x w.r.t. S with
y : C ∈ S.
Action: Set S = S ∪ {y : C}.
The R= rule
Condition: C =  ∈ S and x : C ∈ S for a variable x occuring in S.
Action: Set S = S ∪ {x : C}.
The R 	= rule
Condition: ¬(C = ) ∈ S and there is no variable x such that x : ¬˙C ∈ S.
Action: Choose a fresh x for S and set S = S ∪ {x : ¬˙C}.
Fig. 3. Local expansion rules for MALC .
md(Sj) of a constraint system Sj is the maximal modal depth of constraints in Sj.
The following properties can easily be derived from the deﬁnition of the expansion
rules:
(i) The expansion rules never remove constraints from constraint systems or con-
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The RMf rule
Condition: {iϑ1,iϑ2} ⊆ S and for all S
′ ∈ T diﬀerent from S,
{ϑ1, ϑ2} ⊆ S
′.
Action: Choose a fresh x for S, create a new S′ = {ϑ1, ϑ2, x : }, and
add S′ to T.
The RMc rule
Condition: {x : iC1, y : iC2} ⊆ S and for all S
′ ∈ T diﬀerent from S,
{x′ : C1, y
′ : C2} ⊆ S
′
Action: Choose a fresh z for S, create a new S′ = {x : C1, y : C2, z : },
and add S′ to T.
The RMfc rule
Condition: {x : iC,iϑ} ⊆ S or {x : iC,iϑ} ⊆ S, and for all S
′ ∈ T
diﬀerent from S, {x′ : C,ϑ} ⊆ S′
Action: Choose a fresh y for S, create a new S′ = {x : C,ϑ, y : }, and
add S′ to T.
Fig. 4. Global expansion rules for MALC .
straint systems from the completion set.
(ii) There can only be ﬁnitely many diﬀerent concept sets Lj(x) in Sj since con
+(ϕ)
is ﬁnite.
(iii) There can only be ﬁnitely many diﬀerent constraints of the form ψ in Sj since
for(ϕ) is ﬁnite.
>From these properties, we can conclude that an inﬁnite number of variables or
constraint systems should be introduced to the completion set for an inﬁnite sequence
of rule applications. Let us ﬁrst show that
(I) Sj can only have ﬁnitely many variables.
Consider all possible cases for variable introducing rules:
• R∃: As there can only be a ﬁnite number of distinct Lj(x) in Sj (by Property ii
above), a path of role successors will eventually get blocked. Hence the generation
of a role path with inﬁnite length is not possible.
• R 	=: As there can only be a ﬁnite number of constraints of the form ¬(C = ) in
Sj (by Property iii above), the number of R 	= applications is limited in Sj.
Now we show that the number of constraint systems in T should also be ﬁnite.
From (I) and Property ii, we know that there are ﬁnitely many constraints of the
form x : iC and y : iD in Sj. Also, the number of modal formulas in Sj is ﬁnite
due to Property iii. Hence, the maximal number of constraint systems generated by
global expansion rules from Sj is ﬁnite. Let Sl be such a constraint system. Clearly,
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md(Sl) < md(Sj). Thus, it is not possible to have an inﬁnite chain of constraint
systems starting from Sj. 
Lemma 4.3 (soundness) If, when started with the initial completion set Tϕ for a
MALC formula ϕ, the expansion rules can be applied in such a way that they yield a
complete and clash-free completion set, then there exists a locally correct tableau for
ϕ.
Proof. Let T be the complete and clash-free completion set constructed by the
tableau algorithm from Tϕ. A pentuple T = 〈Σ,Λ,S,L, E〉 can be deﬁned from T
with:
Σ = {j|Sj ∈ T for 1 ≤ j ≤ |T|},
Λ(j) = {ψ|ψ ∈ Sj},
S(j) = {x|x occurs in Sj and x is not blocked w.r.t. Sj},
Lj(x) = {C|x ∈ S(j) and x : C ∈ Sj},
Ej(R) = {〈x, y〉 ∈ S(j) × S(j)| 1. (x, y) : R ∈ Sj , or
2. (x, z) : R ∈ Sj and y blocks z}.
T satisﬁes properties (P1)-(P14) from Deﬁnition 3.5 because the expansion rules
are not applicable to T in view of its completeness. To show that Property (P0) is
satisﬁed, one must inductively construct an overrun in T . This is left as an exercise
for the reader. 
Lemma 4.4 (completeness) If there exists a locally correct tableau for ϕ, when
started with the initial completion set Tϕ, the expansion rules can be applied in such
a way that the tableau algorithm yields a complete and clash-free completion set.
Proof. Let T = 〈Σ,Λ,S,O,L, E〉 be a locally correct tableau for ϕ. We use this
tableau to guide the application of the non-deterministic rules to construct a com-
plete and clash-free completion set for ϕ. Suppose that T is a completion set for
ϕ. Deﬁne J as the set {j |Sj ∈ T for 1 ≤ j ≤ |T|} and say that T is T -compatible
if the following holds:
(i) there is a map σ from J to Σ such that if ϑ ∈ Sj then ϑ ∈ Λ(σ(j)), for every
ϑ ∈ for(ϕ);
(ii) for each j ∈ J , there is a total function πj from the set of variables in Sj to the
set of concept types in S(σ(j)) such that if x : C ∈ Sj then C ∈ Lσ(j)(πj(x)),
and if y is a R-successor of x w.r.t. Sj then 〈πj(x), πj(y)〉 ∈ Eσ(j)(R).
Claim 4.5 If a completion set T for ϕ is T -compatible and T′ is the result of an
application of a rule R to T, then T′ is T -compatible as well.
Let T be a T -compatible completion set, Sj an element in T, and let σ and πj be
the functions supplied by the deﬁnition of T -compatibility. Consider all possible
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cases for R.
• We refer the reader to [17] for when R is equal to R∧, R∨, R, Runionsq, R∃, R∀, R=, or
R 	=.
• RMf : If iϑ1 and iϑ2 are in Sj , then by deﬁnition they are in Λ(σ(j)). Since T
is a locally correct tableau, (P12) in Deﬁnition 3.5 implies that there is a world
w ∈ Σ such that ϑ1 and ϑ2 are in Λ(w). The application of RMf introduces a
new constraint system Sl such that ϑ1, ϑ2 ∈ Sl and x :  ∈ Sl. Hence we set
σ′ = σ[l → w] and πl(x) = s for a concept type s ∈ S(w). Such a s exists
because by Deﬁnition 3.5, S(w) is non-empty. The functions σ′ and πl are then
as required for the resulting completion set T′. The arguments for RMc and RMfc
are analogous to the current case.
Now we show that the completeness of the tableau algorithm follows from the
claim above. Let S1 be the (initial) constraint system in Tϕ, and x the variable
in S1. Set σ(1) = wϕ and π1(x) = s for a s ∈ S(wϕ) (such wϕ and s exist since
T is a locally correct tableau for ϕ). It is easy to see that these functions are as
needed for Tϕ’s T -compatibility. We know by the claim above that whenever a rule
is applicable to Tϕ, it can be applied in a way that it maintains T -compatibility.
Also, from Lemma 4.2, any sequence of rule applications must terminate. Thus, we
have eventually a completion set T that is T -compatible. This completion set must
be clash-free.
Suppose otherwise. Let Sj be a constraint system in T such that {x : C, x :
¬C} ⊆ Sj. Then we have {C,¬C} ⊆ Lσ(j)(πj(x)) which violates Property (P1) in
Deﬁnition 3.5. A similar argument can be made for a clash of the form {ϑ,¬ϑ} ⊆
Sj . 
5 Conclusion
In this paper, we developed a tableau algorithm for MALC that allows to reason
under the constant domain assumption. The rationale for the choice of constant
domains can be summarized as follows. First of all, reasoning under the constant
domain assumption is more problematic than reasoning under the expanding domain
assumption because it easily leads to non-termination as we brieﬂy mentioned in the
introduction. Also, Wolter and Zakharyaschev show that the satisﬁability problem
for models with expanding and varying domains can be reduced to the satisﬁability
problem for models with constant domains [21]. Secondly, there is no notion of
accessibility between worlds in a MALC model so it’s not clear along which path of
worlds (or ﬂow of time, for temporal DLs) the domains should expand. Thus, the
most suitable approach seems to be making the constant domain assumption.
An important property of our decision procedure for MALC is that once a world
(more precisely, a constraint system) has been treated (i.e., it is in a state where
no more expansion rule is applicable to it), it can have no eﬀect on the data struc-
ture that the algorithm uses. Such a “past-forgetting” nature of the algorithm is
important for optimizations as the algorithm can simply discard already treated
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constraint systems from the memory. This is quite a unique feature for a constant
domain modal DL and the algorithm’s major diﬀerence from the decision procedure
for KALC [17] i.e., the normal modal logic extension of ALC.
As a more detailed comparison to [17], our algorithm does not need marked
variables and the three non-deterministic rules which make use of marked variables.
This diﬀerence is due to the notion of accessibility between worlds (more precisely,
the semantics of the necessitation operator) in KALC .
Nonetheless, it is possible to translate the formula satisﬁability problem of mono-
tonic modal logic into that of normal multi-modal logic’s [7]. So the tableau algo-
rithm in [17] can be used as a decision procedure for MALC . But our approach is
similar to [8] in the sense that we use a dedicated monotonic modal logic tableau
which can also be extended to a decision procedure for a coalition DL, and maybe
even for an alternating-time temporal DL [1]. As mentioned, this dedicated decision
procedure turned out to be simpler and more amenable to optimization than the
normal modal DL tableau of [17]. Thus, extending it to a coalition DL tableau will
be easier than extending a translation based algorithm.
As a ﬁnal remark, MALC is not a logic with many practical uses in applications.
Therefore, in the future, we plan to implement only the decision procedures for its
extensions using our object-oriented (modal) DL tableau framework Kipler 3 while
incorporating the well known DL SAT optimizations [9].
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