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Introduction
It is an interesting mathematical problem to express distribution functions in terms of various moments or cumulants.
The Gram-Charlier (GC) series' of type A is one of the solutions which is useful if the distribution is approximately 2 93 normal (Gaussian).
One of the characteristics of such a distribution -which we may call a quasi-normal distribution -is that it has a unique maximum, the so-called mode. In this article we will show that knowledge of the mode enables us to derive a useful expansion for the distribution function.
The GC series and the expansion around the mode are obtained for a continuous distribution in the range [-~0, a] . In physics problems, however, we often encounter discrete distributions which are defined in the range [0, a] .
For example, the cross sections an for producing extra n particles in high energy collision are defined for the multiplicity n = 0, 1 , 2. . . . A characteristic feature of the experimental data on multiplicity distributions is that they are quasinorma14-8 and the mode and the width beco.me larger as the energy increases.
It appears, therefore, that the expansions which we mentioned earlier are useful for these problems, at lease in an asymptotic sense. We shall show that this is indeed the case and shall describe the condition for the validity of the asymptotic expansions.
In Section II, the GC series for distributions defined in the range [-00, w] is discussed by introducing deviants which are functions of moments or cumulants.
It is pointed out that the relationship between the deviants and the moments is similar to that between the Hermite polynomials and the powers. Section III deals with expansions at the mode, and Section IV deals with the problem of discrete distributions in the semi-infinite range.
Deviants and the Gram-Charlier Series
Moments ,uk and cumulants ~~ for a distribution function f(x) normalized in the range -00 < x < ~0 are defined through the characteristic function (c. f. ) 
deviants hk or hk give the measure of deviation from the normal distribution (as do the cumulants K~, k L 3). Deviants are related to moments and cumulants in the following way:
Using Eq. (10) and the similar notation (;;k = \ / K:'~, etc. ), we may rewrite Eqs. (14) and (15) as
We notice that in Eqs. (14) and (16), we have the identity
by definition, and that the series in Eqs. (15) and (17) We point out that the reciprocal relation between moments and deviants, Eqs. (16) and (19) resembles that between the powers and the Hermite polynomials 
III. Mode and Quasi-normal Expansion
The mode m is the stationary point of distribution functions and is deter- In the latter case, we can prove that3 The series in Eqs. (27) and (28) terminates with the -th sum as in Eq. (2.17).
This completes the formal derivation of the quasi-normal expansion, Eq. (2).
Needless to say, such expansions are most effective if ak or bk decrease very quickly as k -00.
IV. Discrete Distribution in the Semi-Infinite Range2
For a discrete distribution Pn which is normalized by 00 c 'n = 1 ) n=O (4.1)
we proceed in a way similar to the preceding sections. The c. f. is defined by 2. The basic argument in this section is the same as in reference 3. We present it for completeness to include the case of the general expansion formula discussed in the previous sections. is satisfied. The formulae expressing the parameters of the asymptotic expansions (13) and (14) in terms of the mode and the moments are identical to those in Section III.
