Abstract-Thresholding is the most commonly used technique in image segmentation. In this paper, we first propose an efficient sequential algorithm to improve the relative entropy-based thresholding technique. This algorithm combines the concepts of the relative entropy with that of the local entropy and also includes the quadtree hierarchical structure in it. Second, we derive a constant time parallel algorithm to solve this problem on the reconfigurable array of processors with wider bus networks (RAPWBN).
I. INTRODUCTION

I
N IMAGE understanding, image segmentation is always the first of all image processing steps and thresholding is one of the most commonly used segmentation methods. Ideally, the image objects are clearly distinguishable from the background if the gray level histogram of the image is bimodal. In this case, it is not difficult to choose a threshold value by taking the value that is in the valley between the two peaks of the histogram. However, in the real world, the graylevel histograms of images are always multimodal. Therefore, finding a good threshold value for an image becomes more challenging.
Manuscript received July 9, 1996 ; revised November 14, 1998 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Andrew F. Laine. In recent years, entropy-based thresholding has played an important role among all thresholding methods. The entropy of a system as defined by Shannon [28] , [29] gives a measure of ignorance about its actual structure. Based on Shannon's entropy concept, researchers have proposed many different methods for thresholding an image [1] , [4] , [11] , [22] - [25] . First, Pun [24] , [25] proposed an algorithm for thresholding an image by just using the gray-level histogram of that image. Kapur et al. [11] derived a similar method to partition the image into objects and background and they corrected some flaws in Pun's derivation. Neither method takes into account the dependency of pixel intensities in an image nor their spatial distribution in defining its entropy.
Pal and Pal [22] have introduced a concept about the order of entropy. The first order entropy corresponds to the global entropy as used by Pun [24] , [25] and Kapur et al. [11] . Other researchers proposed second-order entropy to retrieve the objects information of the image. Pal and Pal [22] used a co-occurrence matrix to define second-order entropies, named local entropy and joint entropy. Rather than looking into entropies of objects or background individually, Chang et al. [4] presented an algorithm based on the concept of relative entropy (or cross entropy). Relative entropy can be used as a criterion to measure the mismatching between an image and a thresholded bilevel image. To apply the relative entropy concept to image thresholding, the graylevel transition probability distributions of the co-occurrence matrices for an image and for a thresholded bilevel image are calculated. Then, a threshold that minimizes the difference between these two transition probability distributions can be found.
According to experiments by Pal and Pal [22] and Chang et al. [4] , the transitions of the edge change in boundaries are less reliable than the transitions of the local change in regions. Relative entropy-based thresholding reduces the computation time a lot and takes into account both the transitions of edge changes in boundaries (object to background or background to object) and the transitions of local changes in regions (objects and background regions).
Another entropy thresholding method is proposed by Beghdadi et al. [1] . They divided the image into blocks. Under a given gray-level threshold, each block can be viewed as a binary block. The block of size will have different binary pixel configurations. Beghdadi et al. [1] used this spatial configuration information to get a threshold value for a given image. In the algorithm of Beghdadi et al., finding the threshold that maximizes the entropy, the block size and threshold value are changed from to and 1 to , respectively. Here, is the dimension of an image and is the maximum gray level value. The computation time of their algorithm is no less than that of Pal and Pal [22] .
In this paper, the following contributions made. First, we put the concept of the local entropy [22] into that of relative entropy [4] to get a more efficient algorithm for thresholding an image. Second, considering the locality of objects and the different resolutions of thresholding, we also bring the quadtree concept (using Hilbert's order) into our algorithm. Taking advantage of the locality of Hilbert's sequence and neglecting the detail of each pixel, the objects (or the background) information will be picked up more effectively. Therefore, the performance of our algorithm in this paper is better than that of others mentioned above. By using the quadtree concept, image thresholding can be done at any image resolution (the higher the resolution, the smaller the block size) by averaging the gray levels in each block. In general, by testing several images, we found that the performance of our method takes advantage of the merit of the relative entropy approach and that of the local entropy approach. Third, we derive a parallel algorithm for our sequential algorithm based on the reconfigurable array of processors with wider bus networks.
The rest of this paper is organized as follows: Section II describes some previous works on the local, the joint, and the relative entropy approaches. Section III introduces the quadtree and the relative-local entropy concept into our algorithm. Also, some experiments are conducted based on various test images in comparison to the local, joint and relative entropy methods. A parallel algorithm based on the reconfigurable array of processors with wider bus networks is derived in Section IV. Finally, a brief conclusion is given in Section V.
II. PRELIMINARIES
A. Co-Occurrence Matrix and Quadrants
Given a digitized image of size with gray levels is used to represent the image , here is the gray level of the pixel at the location . The co-occurrence matrix of the image is an dimensional matrix which contains information regarding the transition of intensities between adjacent pixels. Let be the element of row and column of the co-occurrence matrix .
is defined as follows [22] : The probability of co-occurrence of gray levels and can be written as follows [22] : (2) where Let be a threshold of foreground and background in an image, then partitions the co-occurrence matrix , defined by [22] , into four quadrants, named, A, B, C and D, as shown in Fig. 1 .
Pal and Pal [22] separated four quadrants into two types. One is objects (foreground, those pixels with gray levels above the threshold .) and the other is the background (those pixels with gray levels below .); the quadrants C and A correspond to them, respectively. Another is the transitions across the boundaries of background and objects; that is, quadrants B and D. The probabilities associated with each quadrant are defined as follows:
Normalizing the probabilities within each individual quadrant, the cell probabilities [4] 
B. Local and Joint Algorithms
Pal and Pal [22] introduced two algorithms based on the second-order entropy, named the local entropy and the joint entropy, to take advantage of spatial correlation in an image. The second-order local entropy and joint entropy are defined as follows:
Here, and are the local entropies of background and objects, respectively. and are the entropies of the edge information on transitions from background to objects and from objects to background, respectively. These two algorithms select thresholds that maximize the and over . We call them the local entropy-based algorithm and joint entropy-based algorithm, respectively.
C. Relative Entropy
According to Kullback's [12] relative entropy definition, Chang et al. [4] defined the relative entropy of the probability distributions and as follows:
where and are the transition probabilities from gray level to gray level of the original image and the bilevel image, respectively. is defined as above and is defined based on the co-occurrence matrix of a thresholded binary image. The gray levels in white pixels will be treated equally alike in probability as the gray levels in black pixels. The can be defined as follows [4] (see Fig. 1 
D. Relative Algorithm
Compared to local and joint entropy-based algorithms, the relative entropy-based algorithm proposed by Chang et al. [4] can reduce the computational load significantly. The algorithm is defined as follows: (9) The first term of the above equation is independent of the threshold , minimizing is equivalent to maximizing the second term of the equation.
Chang et al. [4] simplified the second term of the equation as follows: (10) In order to obtain a desirable threshold for separating the objects from the background, they maximized the last expression of the above equation over .
III. HILBERT RELATIVE-LOCAL ENTROPY-BASED THRESHOLDING
A. Quadtree Representation and Hilbert's Space-Filling Order
A quadtree is a hierarchical data structure that is useful for representing digital images. Given an binary image ( for some ), the quadtree representation of it is a tree of degree four which can be defined as follows: The root node of the tree represents the entire image. If the entire image has only one color, we label that root node with that color and stop; otherwise, we add four children to the root node, representing the four quadrants of the image. Recursively apply this process to each of the four nodes, respectively. If a block has the same color, then its corresponding node is a leaf node; otherwise, its node has four children denoted as NW, NE, SW, and SE, corresponding to the northwest, northeast, southwest and southeast quadrants of the block, respectively. Under the quadtree representation of an binary image for , the largest level of it is . The nodes at level zero, if any, are all leaf nodes corresponding to single pixels. A node at level and corresponding to a square block. For getting the gray levels between two pixels which are neighbors in the quadrant sequence, we use Hilbert's spacefilling order [2] , [3] . Hilbert's space-filling order can exhaust a quadrant or subquadrants of a square image before exiting it traverses the image in a spatially contiguous manner.
The definition of a space filling curve in [2] and [3] is described as follows. Let is an integer and is a -dimensional hypercube with size in each side. A space-filling curve is a mapping, , that maps the numbers onto the -dimensional hypercube continuously. Hilbert's space-filling curve for the mapping from onto is obtained by taking a limit of the sequence of curves as shown in Fig. 2 , where and in Fig. 2 (a), (b) and (c), respectively. For example, in Fig. 2(a) , it maps zero to , 1 to , 2 to and three to respectively. In Fig. 2 , Hilbert gave the mapping in the geometric form [2] . Because the Hilbert's space-filling order is unsymmetric, finding the mapping between coordinates and the Hilbert's order takes some effort. Fortunately, it can be done just once at the system setup. See [2] and [3] for a detailed algorithm. For using the Hilbert's order with an image, we map each pixel of an image to the corresponding point in with size on each side.
B. Hilbert Relative-Local Entropy-Based Thresholding Algorithm
According to the experiments of Chang et al. [4] and Beghdadi [1] , the thresholded images based on the local entropy-based thresholding algorithm are always better than those based on the joint entropy-based thresholding algorithm. The reason why the local entropy-based approach is better than the joint entropy-based approach is that the former emphasizes the transitions from object to object and from background to background but the latter deals with transitions from object to background and from background to object. In thresholding, we only care about the objects and background and want to choose a threshold value that can have the greatest entropy distribution for both objects and background. This means that we want to keep the object and background information as much as possible. For most images, the relative entropybased thresholding approach cannot do as well as the local entropy-based thresholding approach does. The merit of the relative entropy-based thresholding is that it can reduce the computational time greatly. Our algorithm synthesizes the benefits of both the local and the relative entropy-based thresholding approaches. Using Hilbert's space-filling order, we redefine (1), , as follows: (11) where if otherwise Here is the Hilbert's order number and is the gray level of the pixel at location . Using Hilbert's spacefilling order, image pixels can be numbered in quadrant sequence. Taking advantage of the locality of Hilbert's sequence and neglecting the detail of each pixel, the objects (or the background) information will be picked up more effectively. Therefore, the performance of our algorithm is better than that of others mentioned before. To demonstrate the effectiveness of the newly created co-occurrence matrix, we show the distributions of the originally defined and the newly defined co-occurrence matrices in Fig. 3 . The original images of these distributions are shown in Figs. 4-12. Comparing the distributions of the co-occurrence matrices as defined by (1) and that of the co-occurrence matrix as defined by (11), the distributions of both objects and background are enhanced due to the locality characteristic of the Hilbert's order sequence and by reducing the resolution of the image. That is, the information for both objects and background gathered by the newly defined co-occurrence matrix is more than that gathered by the originally defined co-occurrence matrix. Another benefit of using Hilbert's order is that we can derive a corresponding parallel algorithm from it easily.
Equation (10) is worth more discussion. Because the first term of (9) is always a constant no matter what threshold value we choose, the second term of (9) [i.e., (10)] can be used as a measurement of similarities between the distributions for both the original and the thresholded binary images and this is the main idea of the relative entropy algorithm. Instead of computing the whole image, our algorithm (denoted as HRL) considers the objects and the background only. Given these considerations, (10) is rewritten as follows: (12) This means that we only try to maximize the matching information for objects (i.e., Region C of Fig. 1 ) and background (i.e., Region A of Fig. 1 ) without considering the edge information (i.e., Regions B and D of Fig. 1 ). The reason why we did this is the objects and background information are more reliable than edges [4] , [22] . The detailed HRL algorithm is listed in the following.
Algorithm HRL: Input: An image with gray levels. Output: A threshold value for the input image.
Step 1: Count using (11). Step 6: Obtain the threshold value , where has the largest entropy in (12) .
C. Some Experimental Results
In these experiments, our algorithm uses quadtree blocks each of size 4 (level 1) and uses the average gray level (4 image pixels) to compute the co-occurrence matrix. Most of images used in this paper are resampled from "Picture Publisher 4.0," "ImagePals 1.2," "Proimage 2," or "Photostyler 2.0." The four pictures shown in Figs. 4-12 , from left to right, are the results of the original image, local entropybased algorithm, relative entropy-based algorithm, and HRL algorithm, respectively.
From the results as shown in Figs. 4-6 , the local entropybased algorithm is better than the relative entropy-based algorithm, and our algorithm can do as well as the local entropy-based algorithm can. Figs. 7-9 show that the results of the relative entropy-based algorithm are the best and the results of our algorithm are acceptable. The results shown in Figs. 10-12 show that neither the local nor the relative entropy-based algorithms perform as well as our algorithm.
In all these examples, as far as enhancing the locality characteristic of the objects and background presented by the newly defined co-occurrence matrix is concerned, we also put the local entropy concept in the relative entropy-based algorithm resulting in an improvement over the thresholded images. From the above examples, we prove that our algorithm not only can survive all circumstances in which local and relative entropy do, but others can do as well.
Besides these experiments, we also tested many other pictures and all results show that the performance of our algorithm is quite stable. Although the image thresholding is rather image dependent, from the above experiments we find that our algorithm performs quite well on average. Furthermore, the computational time of our algorithm is almost the same as that of the relative entropy-based algorithm. We ran the four algorithms on a PC (486DX-33) using the same 256 256 pixels image size. The time used in the local entropy-based algorithm is 264 s and that used in others is only 30 s. 
IV. PARALLEL THRESHOLDING
A. Introduction
Owing to the limited speed of the electron, the computational power of a single processor cannot be greatly increased. Instead of designing super processors, parallel processing systems would be the best way to improve the power of computer systems. As we know, the computation power of a parallel processing system cannot be linearly increased proportional to the number of processors installed in the system. It fully depends on the algorithm designed and the system architecture proposed. Mesh-connected computers (MCC's) are one well-known example of a parallel processing system [20]. Even though the architecture of the MCC is simple and regular, its bus system has no reconfigurability and is not acceptable for those algorithms requiring global communications. Researchers overcame such drawbacks by equipping it with a reconfigurable bus system. Several reconfigurable parallel processing systems have been proposed [6] - [10] , [16] , [18] , [19] , [26] , [27] , [30] , [31] . There are processor arrays with a reconfigurable bus system (PARBS) [30] , [31] , reconfigurable mesh [18] , [19] , polymorphic torus network [15] , bus automation [26] , reconfigurable array of processors [7] , reconfigurable network [27] , and polymorphic processor arrays [16] . Although the system bus of any reconfigurable parallel processing system is reconfigurable at run time, there is still a drawback to these models; that is, the bandwidth of the buses between processors depends on the logarithmic order of the number of the processors to be installed to the system. Consequently, this is not acceptable for those computations that need wider communication bandwidth. Conventionally, researchers solved this problem by installing an extra number of processors in the system [7] , [8] . In fact, this problem can be also solved using a wider bus system architecture instead of more processors. Li and Maresca [15] , [17] showed that by adding 20% silicon area over each processor, they could control the local switch between buses at the instruction level. This implies that it would be more efficient to save silicon area by increasing the bus capacity rather than increasing processor complexity.
B. Computation Model and Notations
A one-dimensional (1-D) reconfigurable array of processors with wider bus networks (RAPWBN) [13] of size contains processors to be embedded with a reconfigurable bus system. Each processor is identified by a unique index denoted as , where . The reconfigurable bus system consists of an -row and -column network array and the bandwidth of each bus network is assumed to be -bit, where is the number of processors and is a constant for . Usually, assume . The -row and -column bus networks have ports denoted by and each port has -bit bus connection switches denoted by , for and . The th row bus is constructed by connecting the th-column's row port switch to the thcolumn's row port switch , for and . Each processor also has a column bus with ports, denoted as and each port has -bit bus connection switches denoted as , for and . The -bit column bus of a processor can be connected to any row bus by setting the port connection switches to and/or for and . Assume and , Fig. 13 shows a linear RAPWBN.
For a unit of time, assume each processor can either perform one arithmetic or logic operation, or access a local memory word, or set the local switches with the same connection configuration on the same column bus, or communicate with others by broadcasting data on a bus. It allows multiple processors to broadcast data on the different buses or to broadcast the same data on the same bus simultaneously at a time unit, if there is no collision.
Any configuration of the bus system can be derived by properly establishing the local connections among the data buses of each port within each processor. Let , denote groups of local port switches to be connected together and this notation was also used in [13] . For example, in a linear RAPWBN, if the local connection of a processor is , and then the -bit data are rotated 1 bit after passing through these three switches at the th column. Fig. 14 shows some interesting switch configurations derivable from a processor of the RAPWBN. For simplicity, instead of using # notation to connect each bit one by one of the th row and th column bus network, we use # notation. An RAPWBN is operated in a single instruction stream, multiple data streams (SIMD) model. Usually, the bus bandwidth is not unlimited between processors. We assume the bus bandwidth is bounded by -bit so that -bit data can be transferred between processors in constant time, where is an integer. The I/O loading (download and upload) time is fully dependent on how complex the I/O interface between processors and peripherals will be. It is difficult to estimate accurately how much I/O time should be included in the time complexity of an algorithm. Therefore, the time complexity of an algorithm is assumed to be the sum of the maximal computation times among all processors and the communication time among all processors. This assumption was also used by many other researchers [15] , [18] , [19] , [26] , [30] , [31] .
C. Basic Operations
Let be a binary sequence of size , where and is 0 or 1, . The prefix sum for the bit one of a binary sequence, , is defined as (13) where , and . For example, assume . Then , and
. From (13), the maximum prefix sum of is at most .
This prefix sum problem has also been solved in RAPWBN by Lee et al. [13] , we include it as follows.
Lemma 1 [13] : Given a binary sequence of length , the prefix sum for the bit one of it can be computed in time on a linear RAPWBN of size each bus with -bit bandwidth, where is a constant and . Let psum be the prefix sum of integers each of size -bit and it is defined as psum (14) where and . By using the bus splitting technique as proposed by Miller et al. [19] , the prefix sum of data items can be computed in time on a linear RAPWBN. Lemma 2 [19] : The computation of the prefix sum of data items takes time on a linear RAPWBN of size . Based on the algorithm for the prefix sum of a binary sequence, Olariu et al. [21] proposed an time algorithm for this problem on reconfigurable meshes using processors. Kao and Horng [6] also solved this problem on a linear RAP using processors with -bit bus width, where is a constant and . Kao and Horng also extended this result to real numbers. Assume a real number is represented by a normalized floating-point representation which consists of two parts, mantissa and exponent. The result for the integer numbers can be extended to the real numbers by the following steps. First, find the maximum exponent part from these real numbers. Next, adjust all real numbers with the maximum exponent part. Then, compute the prefix sum of these mantissas. Finally, normalize these prefix sums. We list Kao's result as follows.
Lemma 3 [6] : Given normalized real numbers each of size -bit, the prefix sum of these real numbers can be computed in time on a linear RAP of size , where the bandwidth of each bus is -bit, is a constant and . This lemma is also correct in the RAPWBN model, because the RAP and the RAPWBN models have the same bus width and the difference between both models is that the latter has more buses than the former. Let and be normalized real numbers each of size -bit. The maximum (minimum) operation of these numbers is to determine if there is a number which is not less (greater) than the others. Based on the base-number system and the prune-and-search technique, the algorithm for finding the maximum of normalized real numbers each of size -bit was proposed by Kao et al. [5] . We list Kao's result as follows:
Lemma 4 [5] : The maximum (minimum) of normalized real numbers each of size -bit can be computed in time on a linear RAP of size , where the bandwidth of each bus is -bit, is a constant and .
D. Thresholding Algorithm
In this system, we assume that the number of processors and the number of buses of the RAPWBN are equal to and , respectively. The bus width of each bus network is assumed to be -bit, where is a constant and . We also assume the image size is and is the range of the gray-level of each pixel, where . The intuitive idea of parallelizing the sequential algorithm HRL is described as follows. The image pixels are first downloaded to each processor according to the Hilbert's order sequence. To get the neighboring pixel's gray level, we copy each image pixel in each processor to its left processor. Then, for counting defined in (11), we use a loop to calculate for each . In each loop, is fixed and is ranged from zero to can be calculated by Lemma 1 simultaneously. Using (2), each processor calculates from . For calculating and defined in (3), we map the linear RAPWBN to two-dimensional (2-D) processor arrays in row major sequence. That is, processor , in 1-D space will be mapped to processor in 2-D space, where and . For calculating and over all simultaneously, we must sum up the stored in processor in region A and that stored in region C for all threshold values 's (see Fig. 1 ). In Fig. 15(a) , we show how to calculate . According to (3), , is equal to summing up all , located in the left-up region of the co-occurrence matrix. is calculated in two steps. First, sum up all located in processor in each anti-L shape strip [see Fig. 15(a) ] and the strip-sum is stored in the diagonal processor. Then we move the strip-sum stored in the diagonal processor to the local variable of processor . Second, perform the prefix sum on stored in processor [see Fig. 16(a) . There is a little difference for calculating , after the strip-sum is calculated for each upside-down-L shape shown in Fig. 15(b) . Performing the prefix sum of the strip-sums for calculating , the sequence of the stripsum in each processor must be reversed first. Then, perform the prefix sum on this reversed sequence. Finally, can be obtained by reversing the sequence of the prefix sum and shifting it to left one position. Now, we have and in processor . In each processor, by (8), we can calculate and straightforwardly. Finally, the threshold value (also the index of the processor holding and ) that maximizes the entropy in (12) can be obtained straightforwardly. The detailed parallel algorithm (PARALLEL-HRL) is listed in the following.
Algorithm PARALLEL-HRL: Input: An image with gray levels. In the download stage, the total number of pixels (i.e., ) and the gray level of a pixel are download to the local variables and of processor according to the Hilbert's order, respectively. Output: A thresholded binary image.
Step 1: // Get the gray level of the neighboring pixel through the Hilbert's order and put it to the local variable . // For , each processor copies to through the bus network.
Step 2: // Calculate for gray levels and . // For do 1) Each processor sets its local connection , where .
2) Each processor with , establishes the local connection , if .
3) Use the th row bus to calculate ; that is, is the number of processors which have the gray levels and . By Lemma 1, at the th row bus, only the processor whose is will be contributed to the computation. Hence, can be computed by Lemma 1 for each row bus simultaneously.
4) // Identify the processor that
is stored due to Lemma 1. // Set the local connection for each processor , where , if ; set the local connection , otherwise. Then processor broadcasts a signal '*' (or any signal) by the port through the established bus. The processor which receives the signal '*' on the th row bus is the last processor that has the gray level and is stored in this processor. , where is the value of . By Lemma 2, the strip-sum can be calculated using the th row bus and stored in processor . The strip-sum stored in each processor is copied to processor using the th row bus. Then the prefix sum of the strip-sums in processors to can be computed using the zeroth row bus. After the prefix sum operation, the result of it is and stored in the local variable of processor , for all .
3) // Calculate // Each processor re-sets its local connection , where . Processor sets its local connection , where is the value of . By Lemma 2, the stripsum can be calculated using the th row bus and stored in processor . The stripsum stored in each processor is copied to processor using the th row bus. Because we must compute the prefix sum of the strip-sums stored in processors to , for the sake of using the same prefix sum algorithm, we have to reverse the strip-sum sequence first. The strip-sum stored in processor is interchanged with that stored in processor through the th row bus, where . Then compute the prefix sum of the strip-sums stored in processors to using Lemma 2 and then the result of it is reversed and stored in processors to as before. Finally, shift the prefix sum stored in processors to to left one position. The result of it is and stored in the local variable of processor . 
V. CONCLUSION
The system bus bandwidth determines the capacity of data communication between processors. According to the results as shown in [15] , [17] , we know that the silicon area used by the switching control mechanism is far less than that used by the processor. Instead of increasing the number of processors, we extend the number of buses to increase the power of a parallel processing system. Such a strategy of utilizing the reconfigurable array of processors with wider bus networks not only has the advantage of saving silicon area but also increases the system power enormously. So, we use the RAPWBN to solve the entropy-based thresholding problem.
In this paper, we first developed a sequential thresholding algorithm based on some existing sequential thresholding algorithms. By combining the local and the relative entropybased concept together and reducing the resolution of an image, we proposed an algorithm which can perform well in image thresholding. Then, we derived a parallel algorithm based on this sequential algorithm using the linear RAPWBN. The algorithm to map 2-D coordinates to the Hilbert's order was derived in [14] .
