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Optimal Blowup Time for Controlled Ordinary
Differential Equations ∗
Hongwei Lou† and Weihan Wang‡
Abstract. Both the shortest and the longest blowup time for a controlled system are considered.
Existence result and maximum principle for optimal triple are established. Thanks to some mono-
tonicity of the controlled system, some kinds of “the front part local optimality” for optimal triple
is established. Then proofs of the main results become easy, clear and abundant.
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1 Introduction.
The blowup phenomenon of evolution equations is of great importance, and has been studied
by numerous researchers. A typical model (c.f. [1]) is described as ut−∆u = f(x, t, u,∇u), which
characterizes the temperature of a substance in a chemical reaction. The blowup phenomenon
can represent a dramatic increase in temperature which leads to the ignition of a chemical
reaction. In the past 50 years, most of the former works focus on the existence of blowup
solutions and the blowup rates (see [3], [5], [6], [9] and [11], for examples). It is natural to
ask what is a good/best method to control the blowup time. In certain cases, we hope to
minimize the blowup time, while we may want to maximize the blowup time in other cases.
So it is meaningful to consider the relevant time optimal control problems. As Barron and Liu
∗This work was supported in part by 973 Program (No. 2011CB808002) and NSFC (No. 11371104).
†School of Mathematical Sciences, and LMNS, Fudan University, Shanghai 200433, China (Email:
hwlou@fudan.edu.cn).
‡School of Mathematical Sciences, Fudan University, Shanghai 200433, China (Email:
11210180039@fudan.edu.cn).
1
2 Hongwei Lou and Weihan Wang
mentioned in their paper(see [2]), although the researchers’ initial interest is about the optimal
control to the distributed systems, they met some difficulties. Hence, some researchers discuss
the relevant problems governed by ordinary differential equations.
According to our knowledge, the related research is very limited. Barron and Liu [2] posed
an optimal control problem to maximize the blowup time in 1996 . They consider an autonomous
system, which is described as:


dy(t)
dt
= f(y(t), u(t)), t > 0,
y(0) = x.
(1.1)
where for some p > 1,
x · f(x, z)
|x|p+1
→ 1, as |x| → ∞ (1.2)
uniformly in z.
For a fixed control u(·), the blowup time is considered as a map x 7−→ Tx(u). And the value
function is defined as:
V (x) = sup
u
Tx(u), V : R
n −→ [0,∞]. (1.3)
They study the properties of the blowup time and the value function. Then they conclude from
the dynamic programming principle that the value function is the unique continuous viscosity
solution of the Hamilton-Jacobi equation:
1 + max
z
DxV (x) · f(x, z) = 0 (1.4)
which leads to the maximum principle.
In 2011, Lin and Wang [7] studied an optimal control problem to minimize the blowup time,
which is governed by a special non-autonomous system:


dy(t)
dt
= |y(t)|p−1y(t) +B(t)u(t), t > 0,
y(0) = y0.
(1.5)
The main results are the existence and the maximum principle of the optimal control problem.
Their strategy to get the existence is to transform the problem into the classical case. In detail,
they show the existence of a series of relevant problems (PR), where the target sets are the sphere
of the ball in Rn, centered at the origin and of different radius R. And prove the existence of the
origin problem by taking limit of R. Then, they introduce a new penalty function to conclude
the maximum principle. In [8], Lou, Wen and Xu gave another approach to discuss the problem.
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In this paper, we will consider the minimal/maximal blowup time optimal control problem,
governed by a general system, which covers the systems mentioned above:

dy(t)
dt
= f(t, y(t), u(t)), t > 0,
y(0) = y0.
(1.6)
where f(t, y, u) takes the following form:
f(t, y, u) = G(t, |y|)
y
|y|
+A(t)y + b(t, u), ∀ (t, y, u) ∈ [0,+∞)×Rn × U (1.7)
with (U, ρ) being a separable metric space, G(·, ·) being a function on [0,+∞)2, A(·) being an
n×n-matrix-valued function on [0,+∞) and b(·, ·) being an n dimensional vector-valued function
on [0,+∞) × U . We say (1.6) holds on [0, T ) or y(·) is a solution of (1.6) on [0, T ) for some
T > 0 always means that y(·) ∈ C[0, T ) and
y(t) = y0 +
∫ t
0
f(s, y(s), u(s)) ds, ∀ t ∈ (0, T ).
Denote
U =
{
u(·) : [0,+∞)→ U
∣∣∣ u(·) is measurable} ,
P =
{
(T, y(·), u(·)) ∈ (0,+∞) × C([0, T );Rn)×U
∣∣∣ (1.6) holds on [0, T )} ,
Pad =
{
(T, y(·), u(·)) ∈ P
∣∣∣ lim
t→T−
|y(t)| = +∞
}
,
Uad =
{
u(·) ∈ U
∣∣∣(T, y(·), u(·)) ∈ Pad} .
(1.8)
Moreover, P, Pad and Uad are named as the set of feasible triples, the set of admissible triples
and the set of admissible controls, respectively.
If Uad 6= ∅, the corresponding minimal time optimal control problem is:
Problem (TI): Find (t¯, y¯(·), u¯(·)) ∈ Pad such that
t¯ = inf
(T,y(·),u(·))∈Pad
T. (1.9)
If Uad = U , then we can consider the maximal time optimal control problem:
Problem (TS): Find (t∗, y∗(·), u∗(·)) ∈ Pad such that
t∗ = sup
(T,y(·),u(·))∈Pad
T. (1.10)
The focus of this paper is to introduce a new approach to yield the maximum principle.
The key of our strategy is to bridge the gap between classical cases and the blowup ones.
Roughly speaking, our results will be based on establishing “the front part local optimality”
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by some monotonicity of controlled systems. More precisely, if u¯(·) is an optimal control for
a time optimal control problem and t¯ is the optimal time, then its rear part is also optimal,
i.e., for any T ∈ (0, t¯ ), u¯(·)|[T,t¯ ) is also an optimal control for the time optimal control problem
restricted on [T, t¯ ]. However, for a non-autonomous system, it is not necessary that u¯(·)|[0,T ] is an
optimal control for the time optimal control problem in the front part. Nevertheless, by studying
some monotonicity of the controlled system, we can construct some kind of the front part local
optimality of the optimal trajectory before blowup. Then the maximum principle follows by
taking limit of the classical results. On the other hand, as to autonomous systems, translation
invariance of the trajectory ensures the local optimality—“the front part local optimality” as
well as “the rear part local optimality”. Thus, results for autonomous systems can be got much
easily and under relatively weaker assumptions than non-autonomous cases.
Based on the new approach, the controlled systems we considered are more general than
those considered in the previous works.
The existence results (see Theorems 2.3 and 2.4) will be established in Section 2. Section 3
will be devoted to the maximum principles for optimal control to Problem (TI) (see Theorems
3.2 and 3.3). While Section 4 is devoted to the maximum principles for optimal control to
Problem (TS) (see Theorem 4.1). In Section 5, we mention that for autonomous systems, the
maximum principles for optimal triples are relatively easy to be established. Finally, we will list
some examples to show that our results can be applied to most of interested systems.
2 Existence of Time Optimal Control Problem
In this section, we will discuss the existence of optimal control. We make the following
assumptions:
(P1) Let (U, ρ) being a separable metric space;
(P2) Function G(t, r) is measurable in t ∈ [0,+∞), continuously differentiable in r ∈
[0,+∞) and
G(t, 0) = 0, ∀ t ∈ [0,+∞). (2.1)
Moreover,for any M > 0,
sup
(t,r)∈[0,M ]2
|
∂G(t, r)
∂r
| < +∞. (2.2)
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(P3) Let A(·) ∈ L∞loc([0,+∞);R
n×n), i.e., for any T > 0,
sup
t∈[0,T ]
‖A(t)‖ < +∞, (2.3)
where ‖A‖ represents the norm of a n× n matrix A: ‖A‖ = supx∈Sn−1 |Ax|.
(P4) Function b(·, ·) takes values in Rn and it is a Carathe´odory function that it is measur-
able in the first variable and continuous in the second variable. Moreover, U(t) ≡ {b(t, u)|u ∈ U}
is a convex compact set.
(P5) There exists an R0 > 0 and a nonnegative function ζ(·) defined on [R0,+∞), which
satisfies
G(t, r)− ‖A(t)‖ r − sup
u∈U
|b(t, u)| ≥ ζ(r), ∀ (t, r, u) ∈ [0,+∞) × [R0,+∞)× U, (2.4)
∫ +∞
R0
1
ζ(r)
dr < +∞. (2.5)
We notice that the solution of equation (1.6) is well-posed before blow-up according to
(P2). So it is reasonable to represent the solution of (1.6) as y(·;u(·)).
We introduce the following lemma to establish the existence theorem:
Lemma 2.1. Assume (P1)— (P4) hold. Let (T, y(·), u(·)) ∈ P, lim
t→T−
|y(t)| < +∞, uk(·) ∈ U
and
b(·, uk(·))→ b(·, u(·)), weakly in L
2([0, T + 1];Rn). (2.6)
Then, there exist δ > 0 and K > 0, such that yk(·) ≡ y(·;uk(·)), which is the solution of equation
(1.6) with control uk(·), exists on [0, T + δ] and satisfies
|yk(t)− y(t)| ≤ 1, ∀ t ∈ [0, T + δ] (2.7)
when k ≥ K.
Proof. Let
vk(t) = b(t, uk(t)), v(t) = b(t, u(t)), t ∈ [0, T + 1].
By (P1)—(P4), lim
t→T−
|y(t)| < +∞, and the basic theory of ordinary differential equation, there
exists δ ∈ (0, 1), such that y(·;u(·)) exists on [0, T + δ].
Let
Mb = max
t∈[0,T+δ]
u∈U
|b(t, u)|, MA = max
t∈[0,T+1]
‖A(t)|,
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M = max
t∈[0,T+δ]
|y(t)| + T + δ + 1, N = sup
(t,r)∈[0,M ]2
|
∂G(t, r)
∂r
|.
Let α =
1
3e(3N+MA)(T+1)
, ℓ > 2(T+1)Mb
α
and ℓ be an integer. By the weak convergence, it is not
difficult to prove that for some K > 0,
∣∣∣ ∫ j(T+1)ℓ
0
(vk(t)− v(t)) dt
∣∣∣ ≤ α, ∀ j = 1, 2, . . . , ℓ− 1 (2.8)
when k ≥ K. Thus, ∣∣∣ ∫ t
0
(vk(t)− v(t)) dt
∣∣∣ ≤ 2α, ∀ t ∈ [0, T + 1], k ≥ K. (2.9)
We claim that when k ≥ K,
|yk(t)| < M, ∀ t ∈ [0, T + δ]. (2.10)
Otherwise, for some k ≥ K, there exists S ∈ (0, T + δ], such that |yk(S)| =M ,
|yk(t)| < M, ∀ t ∈ [0, S). (2.11)
We have
|yk(t)− y(t)|
=
∣∣∣ ∫ t
0
(
G(s, |yk(s)|)
yk(s)
|yk(s)|
−G(s, |y(s)|)
y(s)
|y(s)|
+A(s)(yk(s)− y(s)) + vk(s)− v(s)
)
ds
∣∣∣
≤
∣∣∣ ∫ t
0
(
G(s, |yk(s)|) −G(s, |y(s)|)
) yk(s)
|yk(s)|
ds
∣∣∣
+
∣∣∣ ∫ t
0
G(s, |y(s)|)
|y(s)|
(
yk(s)− y(s) + (|y(s)| − |yk(s)|)
yk(s)
|yk(s)|
)
ds
∣∣∣
+MA
∫ t
0
|yk(s)− y(s)| ds + 2α
≤ (3N +MA)
∫ t
0
|yk(s)− y(s)| ds + 2α, ∀ t ∈ [0, S].
Adopting Grownwall’s inequality, we can get
|yk(t)− y(t)| ≤ 3αe
(3N+MA)t ≤ 1, ∀ t ∈ [0, S]. (2.12)
In particular,
|yk(S)| ≤ |y(S)|+ 1 < M,
which contradicts |yk(S)| =M . Therefore, (2.10) holds. Further, we get (??) from (2.10) (see
(2.12)).
The proof is completed. ✷
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Lemma 2.2. Assume (P1)— (P4) hold. Let (T, yk(·), uk(·)) ∈ P satisfy
lim
k→+∞
|yk(T )| = +∞. (2.13)
Then, t¯ ≤ T , where t¯ is the optimal time of problem (TI) (see (1.9)).
Proof. Let
vk(t) = b(t, uk(t)), t ∈ [0, T ].
By (P4), vk(·) is uniformly bounded in L
∞([0, T ];Rn), which indicates that it is uniformly
bounded in L2([0, T ];Rn). Then vk(·) has sub-sequence, which converges weakly to some v(·) in
L2([0, T ];Rn). Without loss of generality, let vk(·) itself weakly converges to v(·) in L
2([0, T ];Rn).
Based on Mazur’s Theorem (see [10], for example), there exists a sequence defined by the
convex combination
Nk∑
j=1
αk,jvj(·) strongly convergent to v(·) in L
2([0, T ];Rn). Since U(t) is a
compact convex set, we get
v(t) ∈ U(t), t ∈ [0, T ].
Then according to Filippov’s Lemma (see [4] , for example), there exists u(·) ∈ U , such that
v(t) = b(t, u(t)), a.e. t ∈ [0, T ].
Now, suppose y(·) is the solution of equation (1.6) with control u(·). If y(·) blows up during
[0, T ], the lemma is proved. Otherwise, y(·) exists on [0, T ]. Then, Lemma 2.1 shows that there
exist δ > 0 and K > 0, such that yk(·) exists and is bounded uniformly on [0, T +δ] when k ≥ K,
which contradicts to (2.13).
Therefore, y(·) has to blow up in [0, T ], which proves our conclusion. ✷
Next, we can get the following existence theorem of problem (TI).
Theorem 2.3. Assume (P1)— (P4) hold and Pad 6= ∅. Then Problem (TI) has at least one
solution.
Proof. Let (Tk, yk(·), uk(·)) ∈ Pad be a minimizing sequence, that is,
lim
k→+∞
Tk = t¯. (2.14)
Then
Tk ≥ t¯, ∀ k ≥ 1.
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Similar to the proof of Lemma 2.2, there is u(·) ∈ U , such that
b(·, uk(·))→ b(·, u(·)), weakly inL
2([0, t¯ ];Rn).
Let y(·) = y(·;u(·)). Then we can easily see that (t¯, y(·), u(·)) ∈ P.
We claim that y(·) blows up at t¯ 1, that is (t¯, y(·), u(·)) ∈ Pad. Otherwise, by Lemma 2.1,
there exist δ > 0 and K > 0, such that yk(·) exists and is bounded uniformly on [0, t¯ + δ] for
k ≥ K. This contradicts (2.14) and the fact that yk(·) blows up at Tk.
Therefore, (t¯, y(·), u(·)) ∈ Pad, and (t¯, y(·), u(·)) is an optimal triple to Problem (TI). ✷
For Problem (TS), it holds that:
Theorem 2.4. Assume (P1)— (P5) hold and Uad = U . Let t
∗ be defined by (1.10) and it is
finite. Then, Problem (TS) has at least one solution.
Proof. Let (Sk, yk(·), uk(·)) ∈ Pad be a maximizing sequence, that is
lim
k→+∞
Sk = t
∗. (2.15)
Then
Sk ≤ t
∗, ∀ k ≥ 1.
Similar to the proof of Lemma 2.2, there is u(·) ∈ U , such that
b(·, uk(·))→ b(·, u(·)), weakly inL
2([0, t∗];Rn).
Let y(·) = y(·;u(·)).
We claim that y(·) blows up at t∗. Otherwise y(·) blows up at some S < t∗ since Uad = U .
By (2.5), there exists an R > R0, such that∫ ∞
R
1
ζ(r)
dr ≤
t∗ − S
2
. (2.16)
Since y(·) blows up at S, we have some T < S, such that
|y(T )| ≥ R+ 1. (2.17)
Using Lemma 2.1 and lim
k→+∞
Sk = t
∗ > S, we get some K > 0, such that Sk > S, and
|yk(T )| ≥ R, ∀ k ≥ K. (2.18)
1Based on the definition of t¯, y(·;u(·)) cannot blow up before t¯ .
Optimal Blowup Time 9
Noting that
d
dt
|yk(t)| = G(t, |yk(t)|) +
1
|yk(t)|
〈A(t)yk(t) + b(t, uk(t)), yk(t)〉
≥ G(t, |yk(t)|) − ‖A(t)‖ |yk(t)| −max
u∈U
|b(t, u)|
≥ ζ(|yk(t)|), t ∈ [T, Sk), k ≥ K, (2.19)
we have
t∗ − S
2
≥
∫ +∞
R
1
ζ(r)
dr ≥
∫ +∞
|yk(T )|
1
ζ(r)
dr
=
∫ Sk
T
1
ζ(|yk(t)|)
d
dt
|yk(t)| dt ≥ Sk − T ≥ Sk − S. (2.20)
Let k → +∞, it follows that
t∗ − S
2
≥ t∗ − S, (2.21)
which contradicts the assumption t∗ > S. Thus, the blowup time of y(·) is t∗. Therefore,
(t∗, y(·), u(·)) ∈ Pad and (t
∗, y(·), u(·)) is an optimal triple of Problem (TS). ✷
3 Maximum Principles to Problem (TI)
In this section, we will discuss the maximum principle of problem (TI). For simplicity, we
may relabel some previous assumptions.
(S1) Let (U, ρ) being a separable metric space;
(S2) Function G(t, r) is measurable in t ∈ [0,+∞), continuously differentiable in r ∈ [0,+∞)
and
G(t, 0) = 0, ∀ t ∈ [0,+∞). (3.1)
Moreover, ∀M > α > 0,
sup
(t,r)∈[0,M ]2
|
∂G(t, r)
∂r
| < +∞, (3.2)
lim
r→+∞
inf
t∈[α,M ]
G(t, r)
r
= +∞, (3.3)
lim
r→+∞
inf
t∈[α,M ]
rGr(t, r)
G(t, r)
> 0. (3.4)
(S3) There exists s0 > 0, ϕ(·) ∈ C
2(0, s0) and modulus of continuity ω(·) ∈ C[0,+∞),
satisfying
ϕ(s) > 2, ϕ′(s) < 0, ∀ s ∈ (0, s0), (3.5)
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lim
s→0+
ϕ(s) = +∞, lim
s→0+
ϕ′(s) = −∞, lim
s→0+
ϕ(s)
ϕ′(s)
= 0, (3.6)
1 +
∣∣∣ϕ′(s)
ϕ2(s)
∣∣∣+ ∣∣∣ϕ(s)ϕ′′(s)
(ϕ′(s))2
∣∣∣ ≤ ω(s)(Gr(t, ϕ(s)) − G(t, ϕ(s))ϕ′′(s)
(ϕ′(s))2
)
,
∀ (t, s) ∈ [0,+∞)× (0, s0). (3.7)
(S4) For any T > 0,
sup
t∈[0,T ]
‖A(t)‖ < +∞, sup
t∈[0,T ]
u∈U
|b(t, u)| < +∞. (3.8)
To simplify the discussion, forρ > 0 and s ∈ (0, s0), denote
ΩT (ρ) = inf
t∈[0,T ]
r≥ρ
G(t, r)
r
, ω0(s) = sup
0<s˜<s
1
ϕ(s˜)
, ω1(s) = sup
0<s˜<s
ϕ(s˜)
|ϕ′(s˜)|
, (3.9)
Ω˜(ρ) = inf
r≥ρ
(
Gr(t, r)−
G(t, r)ϕ′′(Φ(r))
(ϕ′(Φ(r)))2
)
= inf
ϕ(s)≥ρ
(
Gr(t, ϕ(s)) −
G(t, ϕ(s))ϕ′′(s)
(ϕ′(s))2
)
,
where Φ(·) is the inverse function of ϕ(·).
For f = ( f1 f2 . . . fn )⊤, denote
ft =


∂f1
∂t
∂f2
∂t
...
∂fn
∂t

 , fy =
∂f
∂y
=


∂f1
∂y1
∂f2
∂y1
· · · ∂f
n
∂y1
∂f1
∂y2
∂f2
∂y2
· · · ∂f
n
∂y2
...
...
. . .
...
∂f1
∂yn
∂f2
∂yn
· · · ∂f
n
∂yn

 .
We have the following lemma.
Lemma 3.1. Assume (S2)— (S4) hold, T > t0 ≥ 0 and g(·) ∈ L
∞([t0, T ];R
n). Let y˜(·) and
yˆ(·) be the solution of
dy(t)
dt
= G(t, |y(t)|)
y(t)
|y(t)|
+A(t)y(t) + g(t), t > t0 (3.10)
on [t0, T ] with the initial state y(t0) = y˜0 and y(t0) = yˆ0, respectively.
Suppose that
|yˆ0| > ρ, (3.11)
Φ(|yˆ0|)− Φ(|y˜0|)−
∣∣∣ yˆ0
|yˆ0|
−
y˜0
|y˜0|
∣∣∣ > 0, (3.12)
Optimal Blowup Time 11
where ρ > 0 satisfies
ΩT (ρ) ≥M + 1, ρ > 2M, M ≡ esssup
t∈[t0,T ]
max(|g(t)|, ‖A(t)‖), (3.13)
ω0(Φ(ρ)) ≤ 1, ω1(Φ(ρ)) ≤ 1, ω(Φ(ρ)) ≤
1
4M + 1
,
Ω˜(ρ) ≥ 18M.
Then, Φ(|yˆ(t)|)− Φ(|y˜(t)|) −
∣∣∣ yˆ(t)
|yˆ(t)|
−
y˜(t)
|y˜(t)|
∣∣∣ is monotonically increasing on [t0, T ].
Proof. Since Φ(·) is monotonically decreasing, we get |y˜0| > |yˆ0| > ρ from (3.12).
As a solution of (3.10), y(·) satisfies
d|y(t)|
dt
= G(t, |y(t)|) +
〈
A(t)y(t) + g(t),
y(t)
|y(t)|
〉
≥
(
ΩT (|y(t)|)−M
)
|y(t)| −M, ∀ t ∈ [t0, T ]. (3.14)
Hence, |y(·)| is monotonically increasing on [t0, T ] when |y(t0)| > ρ. Especially,
|y˜(t)| > ρ, |yˆ(t)| > ρ, ∀ t ∈ [t0, T ]. (3.15)
Denote
X(t) = |xˆ(t)| − |x˜(t)|, Θ(t) = θˆ(t)− θ˜(t),
where
θˆ(t) =
yˆ(t)
|yˆ(t)|
, θ˜ =
y˜(t)
|y˜(t)|
, yˆ(t) = ϕ(|xˆ(t)|)θˆ(t), y˜(t) = ϕ(|x˜(t)|)θ˜(t),
or equivalently,
θˆ(t) =
xˆ(t)
|xˆ(t)|
, θ˜ =
x˜(t)
|x˜(t)|
, xˆ(t) = Φ(|yˆ(t)|)θˆ(t), x˜(t) = Φ(|y˜(t)|)θ˜(t).
We have
dX(t)
dt
=
G(t, ϕ(|xˆ(t)|))
ϕ′(|xˆ(t)|)
−
G(t, ϕ(|x˜(t)|))
ϕ′(|x˜(t)|)
+
〈
g(t),
θˆ(t)
ϕ′(|xˆ(t)|)
−
θ˜(t)
ϕ′(|x˜(t)|)
〉
+
ϕ(|xˆ(t)|)
ϕ′(|xˆ(t)|)
〈
A(t)θˆ(t), θˆ(t)
〉
−
ϕ(|x˜(t)|)
ϕ′(|x˜(t)|)
〈
A(t)θ˜(t), θ˜(t)
〉
=
G(t, ϕ(|xˆ(t)|))
ϕ′(|xˆ(t)|)
−
G(t, ϕ(|x˜(t)|))
ϕ′(|x˜(t)|)
+
( 1
ϕ′(|xˆ(t)|)
−
1
ϕ′(|x˜(t)|)
)〈
g(t), θˆ(t)
〉
+
1
ϕ′(|x˜(t)|)
〈g(t),Θ(t)〉 +
( ϕ(|xˆ(t)|)
ϕ′(|xˆ(t)|)
−
ϕ(|x˜(t)|)
ϕ′(|x˜(t)|)
)〈
A(t)θˆ(t), θˆ(t)
〉
+
ϕ(|x˜(t)|)
ϕ′(|x˜(t)|)
(〈
A(t)θˆ(t),Θ(t)
〉
+
〈
A(t)Θ(t), θ˜(t)
〉)
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≥
G(t, ϕ(|xˆ(t)|))
ϕ′(|xˆ(t)|)
−
G(t, ϕ(|x˜(t)|))
ϕ′(|x˜(t)|)
−M
∣∣∣ 1
ϕ′(|xˆ(t)|)
−
1
ϕ′(|x˜(t)|)
∣∣∣−M ∣∣∣ ϕ(|xˆ(t)|)
ϕ′(|xˆ(t)|)
−
ϕ(|x˜(t)|)
ϕ′(|x˜(t)|)
∣∣∣
−3Mω1(Φ(ρ)) |Θ(t)|, (3.16)
dΘ(t)
dt
= A(t)Θ(t)− θˆ(t)θˆ(t)⊤A(t)θˆ(t) + θ˜(t)θ˜(t)⊤A(t)θ˜(t)
+
1
ϕ(|xˆ(t)|)
(
g(t)− θˆ(t)θˆ(t)⊤g(t)
)
−
1
ϕ(|x˜(t)|)
(
g(t) − θ˜(t)θ˜(t)⊤g(t)
)
= A(t)Θ(t)−Θ(t)θˆ(t)⊤A(t)θˆ(t)− θ˜(t)Θ(t)⊤A(t)θˆ(t)− θ˜(t)θ˜(t)⊤A(t)Θ(t)
+
( 1
ϕ(|xˆ(t)|)
−
1
ϕ(|x˜(t)|)
)(
g(t) − θˆ(t)θˆ(t)⊤g(t)
)
−
1
ϕ(|x˜(t)|)
(
Θ(t)θˆ(t)⊤g(t) + θ˜(t)Θ(t)⊤g(t)
)
. (3.17)
Then,
d|Θ(t)|
dt
≤ M
(
4 + 2ω0(Φ(ρ)
)
|Θ(t)|+ 2M
∣∣∣ 1
ϕ(|xˆ(t)|)
−
1
ϕ(|x˜(t)|)
∣∣∣. (3.18)
We know X(t0)− |Θ(t0)| > 0. Denote
S = sup
{
β ∈ (t0, T ]
∣∣∣X(t)− |Θ(t)| > 0, ∀ t ∈ [t0, β)} .
Then,
X(t)− |Θ(t)| > 0, ∀ t ∈ [t0, S).
Moreover, X(S)− |Θ(S)| = 0 if S < T .
By (3.16)— (3.18), we get
d
(
X(t) − |Θ(t)|
)
dt
≥
G(t, ϕ(|xˆ(t)|))
ϕ′(|xˆ(t)|)
−
G(t, ϕ(|x˜(t)|))
ϕ′(|x˜(t)|)
−M
∣∣∣ 1
ϕ′(|xˆ(t)|)
−
1
ϕ′(|x˜(t)|)
∣∣∣− 2M ∣∣∣ 1
ϕ(|xˆ(t)|)
−
1
ϕ(|x˜(t)|)
∣∣∣
−M
∣∣∣ ϕ(|xˆ(t)|)
ϕ′(|xˆ(t)|)
−
ϕ(|x˜(t)|)
ϕ′(|x˜(t)|)
∣∣∣
−M
(
4 + 2ω0(Φ(ρ)) + 3ω1(Φ(ρ))
)
|Θ(t)|
=
∫ |xˆ(t)|
|x˜(t)|
(
Gr(t, ϕ(s)) −
G(t, ϕ(s))ϕ′′(s)
(ϕ′(s))2
)
ds
−M
∣∣∣ ∫ |xˆ(t)|
|x˜(t)|
(
1−
ϕ(s)ϕ′′(s)
(ϕ′(s))2
)
ds
∣∣∣
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−M
∣∣∣ ∫ |xˆ(t)|
|x˜(t)|
ϕ′′(s)
(ϕ′(s))2
ds
∣∣∣− 2M ∣∣∣ ∫ |xˆ(t)|
|x˜(t)|
ϕ′(s)
(ϕ(s))2
ds
∣∣∣
−M
(
4 + 2ω0(Φ(ρ)) + 3ω1(Φ(ρ))
)
|Θ(t)|
≥
∫ |xˆ(t)|
|x˜(t)|
(1− 2Mω(Φ(ρ))
(
Gr(t, ϕ(s)) −
G(t, ϕ(s))ϕ′′(s)
(ϕ′(s))2
)
ds− 7M |Θ(t)|
≥
1
2
Ω˜(ρ)X(t) − 9M |Θ(t)|
≥ 9M (X(t)− |Θ(t)|)
≥ 0, t ∈ [t0, S]. (3.19)
Therefore, X(t)−|Θ(t)| is monotonically increasing on [t0, S]. Consequently X(S)−|Θ(S)| > 0.
Thus, S = T . We get the proof. ✷
Thanks the above lemma, we can obtain the maximum principle of problem (TI) easily
now.
Theorem 3.2. Assume that (S1)— (S4) hold. Let (t¯, y¯(·), u¯(·)) be an optimal triple of (TI).
Then, there exists a nontrivial solution ψ¯(·) ∈ C([0, t¯ );Rn) of the following equation
dψ¯(t)
dt
= −
(G(t, |y¯(t)|)
|y¯(t)|
I +
|y¯(t)|Gr(t, |y¯(t)|) −G(t, |y¯(t)|)
|y¯(t)|3
y¯(t)y¯(t)⊤ +A(t)⊤
)
ψ¯(t), t ∈ [0, t¯ )
(3.20)
such that
〈
ψ¯(t), b(t, u¯(t))
〉
= max
u∈U
〈
ψ¯(t), b(t, u)
〉
, a.e. t ∈ [0, t¯ ). (3.21)
Moreover,
lim
t→t¯−
ψ¯(t) = 0. (3.22)
Proof. Denote
M = esssup
t∈[0,t¯ ]
sup
u∈U
max(|b(t, u)|, ‖A(t)‖).
Set ρ > 0 such that
Ωt¯(ρ) ≥M + 1, ρ > 2M, ω0(Φ(ρ)) ≤ 1, ω1(Φ(ρ)) ≤ 1, ω(Φ(ρ)) ≤
1
4M + 1
,
Ω˜(ρ) ≥ 18M.
It is not difficult to see the existence of such ρ. On the other hand, there exists δ > 0, such that
|y¯(t)| ≥ ρ, t ∈ [t¯− δ, t¯ ).
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For |z| > ρ, let
Ez ≡ {ℓz|ℓ ≥ 1} .
Then, by Lemma 3.1, (y¯(·), u¯(·)) is an optimal pair of the following optimal control problem for
any T ∈ [t¯− δ, t¯ ): to find a control u(·) ∈ U , such that the solution y(·) of

dy(t)
dt
= G(t, |y(t)|)
y(t)
|y(t)|
+A(t)y(t) + b(t, u(t)), t ∈ [0, T ],
y(0) = y0
(3.23)
maximizes |y(T )|2 with terminal constraint y(T ) ∈ Ey¯(T ).
Otherwise, there exists u˜(·) ∈ U and ℓ > 1, such that
y(T ; u˜(·)) = ℓy¯(T ).
In this case,
Φ(|y¯(T )|)− Φ(|y(T ; u˜(·)|)−
∣∣∣ y¯(T )
|y¯(T )|
−
y(T ; u˜(·)
|y(T ; u˜(·)|
∣∣∣ = Φ(|y¯(T )|)− Φ(ℓ|y¯(T )|) > 0.
Define
uˆ(t) =

 u˜(t), t ∈ [0, T ],u¯(t), t ∈ [T, t¯ ).
By Lemma 3.1, Φ(|y¯(·)|) − Φ(|y(·; uˆ(·)|) −
∣∣∣ y¯(·)|y¯(·)| − y(·;uˆ(·)|y(·;uˆ(·)|
∣∣∣ increases in the existence interval of
y(·; uˆ(·)) within [T, t¯). In particular, we have some S < t¯, satisfying lim
t→S−
Φ(|y(t; uˆ(·)|) = 0.
That is y(·; uˆ(·)) blows up at S, which contradicts the optimality of (t¯, y¯(·), u¯(·)).
Then, using the classical maximum principle, there exists a nontrivial pair (ϕ0,T , ϕT (·)) ∈
R× C([0, T ];Rn), which satisfies
ϕ0,T ≤ 0,
dϕT (t)
dt
= −
(G(t, |y¯(t)|)
|y¯(t)|
I+
|y¯(t)|Gr(t, |y¯(t)|)−G(t, |y¯(t)|)
|y¯(t)|3
y¯(t)y¯(t)⊤+A(t)⊤
)
ϕT (t), t ∈ [0, T ],
(3.24)
〈ϕT (t), b(t, u¯(t))〉 = max
u∈U
〈ϕT (t), b(t, u)〉 , a.e. t ∈ [0, T ] (3.25)
and
〈ϕT (T ) + ϕ0,T y¯(T ), q − y¯(T )〉 ≥ 0, ∀ q ∈ Ey¯(T ). (3.26)
Obviously, (3.26) implies
〈ϕT (T ) + ϕ0,T y¯(T ), y¯(T )〉 ≥ 0. (3.27)
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If ϕ0,T = 0, ϕT (·) 6= 0 because of the non-triviality. If ϕ0,T 6= 0, then it follows from (3.27) that
〈ϕT (t), y¯(T )〉 ≥ −ϕ0,T |y¯(T )|
2 > 0,
which indicates ϕT (·) 6= 0, either.
Therefore, ϕT (·) 6= 0 always holds. Thus, replacing ϕT (·) by
ϕT (·)
|ϕT (0)|
if necessary, we can
suppose that |ϕT (0)| = 1. While (3.24)— (3.27) remain true.
Now, for any ε > 0, we can see that ϕT (·) is equicontinuous on [0, t¯ − ε]. Therefore ϕT (·)
has a subsequence that converges uniformly to ψ¯(·) on [0, t¯ − ε] when T → t¯−. Let ϕT (·) itself
be the subsequence for simplicity. Then, we get (3.20)— (3.21).
Furthermore, by (3.4), we know there exist T0 ∈ (0, t¯ ) and c ∈ (0, 1) such that
|y¯(t)|Gr(t, |y¯(t)|) ≥ cG(t, |y¯(t)|), ∀ t ∈ [T0, t¯ ).
By (3.20), we get
1
2
d|ψ¯(t)|2
dt
= −
G(t, |y¯(t)|)
|y¯(t)|
|ψ¯(t)|2 −
|y¯(t)|Gr(t, |y¯(t)|)−G(t, |y¯(t)|)
|y¯(t)|3
〈
y¯(t), ψ¯(t)
〉2
−
〈
A(t)ψ¯(t), ψ¯(t)
〉
≤ −
(cG(t, |y¯(t)|)
|y¯(t)|
−M
)
|ψ¯(t)|2, t ∈ [T0, t¯ ). (3.28)
On the other hand, using
1
2
d|y¯(t)|2
dt
=
G(t, |y¯(t)|)
|y¯(t)|
|y¯(t)|2 + 〈A(t)y¯(t), y¯(t)〉+ b(t, u¯(t)), y¯(t)
≤
(G(t, |y¯(t)|)
|y¯(t)|
+M
)
|y¯(t)|2 +M |y¯(t)|, ∀ t ∈ [0, t¯ )
and lim
t→t¯−
|y¯(t)| = +∞, we conclude
lim
t→t¯−
∫ t
0
(G(s, |y¯(s)|)
|y¯(s)|
+M
)
ds = +∞.
Therefore, by (3.27)
lim
t→t¯−
∫ t
T0
G(s, |y¯(s)|)
|y¯(s)|
ds = +∞.
Thus, (3.22) can be derived from (3.29) and the above inequality. ✷
We will find later that any optimal triple of problem (TS) also satisfies the above theorem.
Thus, we would like to make some further observation on the optimal triple of problem (TI).
We assume that:
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(S5) Let b(t, U) be a convex set with the origin point being its interior point for almost all
t ∈ [0,+∞). Meanwhile, for any x ∈ ∂
(
b(t, U)
)
, there exists a unique λ ∈ Sn−1, such that
〈λ, y − x〉 ≤ 0, ∀ y ∈ b(t, U). (3.29)
Remark 3.1. If U is a closed ball in Rm, in which the origin is an interior point,
b(t, u) = B(t)u, ∀ t ∈ [0,+∞), u ∈ U, (3.30)
and B(t) ∈ Rn×m always has full row rank, then (S5) holds.
We have:
Theorem 3.3. Assume that (S1)— (S5) hold and (t¯, y¯(·), u¯(·)) is an optimal triple of problem
(TI). Then, there exists a nontrivial solution ψ¯(·) ∈ C([0, t¯ );Rn) of equation (3.20), such
that (3.21)— (3.22) hold. Moreover, we have some δ ∈ (0, t¯ ) and the following transversality
condition: 〈
ψ¯(t), y¯(t)
〉
> 0, ∀ t ∈ (t¯− δ, t¯ ). (3.31)
Proof. We will use symbols that used in the proof of Theorem 3.2. We need only to prove (3.31).
If t¯− δ ≤ T1 < T2 < t¯, then it follows from (3.25) that
〈ϕTi(t), b(t, u) − b(t, u¯(t))〉 ≤ 0, a.e. t ∈ [0, T1], i = 1, 2. (3.32)
Since ϕTi(t) 6= 0 (∀ t ∈ [0, Ti], i = 1, 2), we find out b(t, u¯(t)) is a boundary point of b(t, U) for
almost all t ∈ [0, Ti]. Thus, (S5) and (3.32) imply that
ϕT1(t) = cϕT2(t), a.e. t ∈ [0, T1] (3.33)
for some constant c > 0. Using the continuity of ϕTi(·) on [0, T1] and |ϕTi(0)| = 1 (i = 1, 2), we
get
ϕT1(t) = ϕT2(t), t ∈ [0, T1]. (3.34)
Consequently,
ψ¯(t) = ϕT (t), ∀ t ∈ [0, T ], T ∈ [t¯− δ, t¯ ) (3.35)
since ϕT (·) converges uniformly to ψ¯(·) on [0, t¯− ε] for any ε > 0. Especially,
〈
ψ¯(T ), y¯(T )
〉
= 〈ϕT (T ), y¯(T )〉 ≥ −ϕ0,T |y¯(T )|
2 ≥ 0, ∀T ∈ [t¯− δ, t¯ ). (3.36)
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On the other hand, since 0 is an interior point in b(t, U) for almost all t ∈ [0, t¯ ),
〈
ψ¯(t), b(t, u¯(t))
〉
= max
u∈U
〈
ψ¯(t), b(t, u)
〉
> 0, a.e. t ∈ (0, t¯ ). (3.37)
Then
d
dt
〈
ψ¯(t), y¯(t)
〉
= −
|y¯(t)|Gr(t, |y¯(t)|) −G(t, |y¯(t)|)
|y¯(t)|
〈
ψ¯(t), y¯(t)
〉
+
〈
ψ¯(t), b(t, u¯(t))
〉
> −
|y¯(t)|Gr(t, |y¯(t)|) −G(t, |y¯(t)|)
|y¯(t)|
〈
ψ¯(t), y¯(t)
〉
, a.e. t ∈ (0, t¯ ). (3.38)
Using (S2),
g(t) ≡
∫ t
0
|y¯(s)|Gr(s, |y¯(s)|)−G(s, |y¯(s)|)
|y¯(s)|
ds (3.39)
is well-defined in (0, t¯ ) and it follows from (3.38) that
d
dt
(
eg(t)
〈
ψ¯(t), y¯(t)
〉 )
> 0, ∀ t ∈ (0, t¯ ). (3.40)
Finally, (3.31) follows easily from (3.36) and (3.40). We complete the proof. ✷
4 Maximum Principles to Problem (TS)
For Problem (TS), we assume that
(S5′) For almost all t ∈ [0,+∞), the origin point is an interior point of b(t, U).
We have:
Theorem 4.1. Assume that (S1)— (S4) hold and (t∗, y∗(·), u∗(·)) is an optimal triple of Problem
(TS). Then there exists a nontrivial solution ψ∗(·) ∈ C([0, t∗);Rn) of the following equation
dψ∗(t)
dt
= −
(G(t, |y∗(t)|)
|y∗(t)|
I+
|y∗(t)|Gr(t, |y
∗(t)|) −G(t, |y∗(t)|)
|y∗(t)|3
y∗(t)y∗(t)⊤+A(t)⊤
)
ψ∗(t), t ∈ [0, t∗)
(4.1)
such that
〈ψ∗(t), b(t, u∗(t))〉 = max
u∈U
〈ψ∗(t), b(t, u)〉 , a.e. t ∈ [0, t∗) (4.2)
and
lim
t→t∗−
ψ∗(t) = 0. (4.3)
Furthermore, if (S5′) holds, then
〈ψ∗(t), y∗(t)〉 < 0, ∀ t ∈ [0, t∗). (4.4)
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Proof. The proof is similar to that of Theorems 3.2 and 3.3. Let
M = esssup
t∈[0,t∗]
sup
u∈U
max(|b(t, u)|, ‖A(t)‖)
and ρ > 0, such that
Ωt∗(ρ) ≥M + 1, ρ > 2M, ω0(Φ(ρ)) ≤ 1, ω1(Φ(ρ)) ≤ 1, ω(Φ(ρ)) ≤
1
4M + 1
,
Ω˜(ρ) ≥ 18M.
The existence of such a ρ is obvious, and we have some δ > 0, such that
|y∗(t)| ≥ 2ρ, ∀ t ∈ [t∗ − δ, t∗).
For |z| > ρ, denote2
Ez ≡
{
ℓz
∣∣∣1
2
≤ ℓ ≤ 1
}
. (4.5)
Then, for any T ∈ [t∗ − δ, t∗), it is easy to derive that (y∗(·), u∗(·)) is an optimal pair of the
following problem by Lemma 3.1: to find a control u(·) ∈ U , such that the solution y(·) of

dy(t)
dt
= G(t, |y(t)|)
y(t)
|y∗(t)|
+A(t)y(t) + b(t, u(t)), t ∈ [0, T ],
y(0) = y0
(4.6)
minimizes |y(T )|2 with the terminal constraint y(T ) ∈ Ey∗(T ).
Otherwise, there exists a u˜(·) ∈ U and an ℓ ∈ [12 , 1), such that
y(T ; u˜(·) = ℓy∗(T ).
In this case
Φ(|y(T ; u˜(·)|) − Φ(|y∗(T )|)−
∣∣∣ y(T ; u˜(·)
|y(T ; u˜(·)|
−
y∗(T )
|y∗(T )|
∣∣∣ = Φ(ℓ|y∗(T )|)− Φ(|y∗(T )|) > 0.
We set
uˆ(·) =

 u˜(t), t ∈ [0, T ],u∗(t), t ∈ [T, t∗).
Then, by Lemma 3.1, Φ(|y(·; uˆ(·)|)−Φ(|y∗(·)|)−
∣∣∣ y(·;uˆ(·)|y(·;uˆ(·)| − y∗(·)|y∗(·)|
∣∣∣ is monotonically increasing in
the existence interval of y(·; uˆ(·)) within [T, t∗). In particular, we know that y(·; uˆ(·)) exists on
[0, t∗] and lim
t→t∗−
Φ(|y(t∗; uˆ(·)|) > 0, which contradicts the optimality of (t∗, y∗(·), u∗(·)).
2In the proof of Theorem 3.2, it will also work if Ez was defined by (4.5) there.
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According to the classical maximum principle, we get a nontrivial pair (ϕ0,T , ϕT (·)) ∈
R× C([0, T ];Rn), satisfying
ϕ0,T ≤ 0,
dϕT (t)
dt
= −
(G(t, |y∗(t)|)
|y∗(t)|
I+
|y∗(t)|Gr(t, |y
∗(t)|)−G(t, |y∗(t)|)
|y∗(t)|3
y∗(t)y∗(t)⊤+A(t)⊤
)
ϕT (t), t ∈ [0, T ],
(4.7)
〈ϕT (t), b(t, u
∗(t))〉 = max
u∈U
〈ϕT (t), b(t, u)〉 , a.e. t ∈ [0, T ]. (4.8)
and
〈ϕT (T )− ϕ0,T y
∗(T ), q − y∗(T )〉 ≥ 0, ∀ q ∈ Ey∗(T ). (4.9)
Obviously, (4.9) ensures
〈ϕT (T ), y
∗(T )〉 = ϕ0,T |y
∗(T )|2. (4.10)
If ϕ0,T = 0, we get ϕT (·) 6= 0 from the non-triviality. If ϕ0,T 6= 0, we get from (4.10) that
〈ϕT (t), y
∗(T )〉 < 0.
Then, ϕT (·) 6= 0 also holds.
To conclude, ϕT (·) 6= 0 is always tenable. Then, we can reset ϕT (·) such that |ϕT (0)| = 1.
While (4.7)— (4.8) and
〈ϕT (T ), y
∗(T )〉 ≤ 0 (4.11)
still hold.
Next, similar to the proof of Theorem 3.2, we get that, at least along a subsequence, ϕT (·)
convergence uniformly to ψ∗(·) on [0, t∗ − ε] for any ε > 0. Then we get the conjugate function
ψ∗(·) and (4.1)— (4.3).
When (S5′) holds, similar to (3.40), we have
d
dt
(
eh(t) 〈ϕT (t), y¯(t)〉
)
> 0, a.e. t ∈ (0, T ), T ∈ [t∗ − δ, t∗), (4.12)
where
h(t) ≡
∫ t
0
|y∗(s)|Gr(s, |y
∗(s)|)−G(s, |y∗(s)|)
|y∗(s)|
ds, t ∈ [0, t∗). (4.13)
Combining (4.11) with (4.12), we get
〈ϕT (t), y
∗(t)〉 < 0, a.e. t ∈ [0, T ). (4.14)
Therefore,
〈ψ∗(t), y∗(t)〉 ≤ 0, ∀ t ∈ [0, t∗). (4.15)
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Then, since it also holds that
d
dt
(
eh(t) 〈ψ∗(t), y¯(t)〉
)
> 0, a.e. t ∈ [0, t∗), (4.16)
we get (4.4). ✷
Remark 4.1. In the proof of Theorem 4.1, if (S5′) is replaced by the following condition:
(S5′′) For almost all t ∈ [0,+∞),
0 ∈ b(t, U), (4.17)
then in stead of (4.4), we would get the following transversality condition:
〈ψ∗(t), y∗(t)〉 ≤ 0, ∀ t ∈ [0, t∗). (4.18)
5 Results for Autonomous Systems.
If (1.6) is an autonomous system, then maximum principles and their proofs can be sim-
plified. That is because in such a situation, when we limit the optimal triple (t¯, y¯(·), u¯(·)) of
problem(TI)/(TS) on [0, T ] for any T ∈ (0, t¯ ), it should be a solution of a time optimal control
problem that changes the state from y0 to the target set {y¯(T )} most quickly/slowly. In this
case, we can conclude the maximum principle of Problem (TI)/(TS) from the classical results
on [0, T ] by taking T → t¯−.
Specifically, consider 

dy(t)
dt
= f(y(t), u(t)), t > 0,
y(0) = y0.
(5.1)
We set the following assumptions:
(A1) Let (U, ρ) being a separable metric space;
(A2) Function f(y, u) is continuous in (y, u) and continuously differentiable in y ∈ Rn.
Meanwhile,
|y(0, u)| ≤ L, ∀u ∈ U (5.2)
for some L > 0. Moreover, for any R > 0, there exists LR > 0 such that
|fy(y, u)| ≤ LR, ∀ |y| ≤ R;u ∈ U. (5.3)
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Theorem 5.1. Assume that (A1)– (A2) hold and (t¯, y¯(·), u¯(·)) is an optimal triple of Problem
(TI)/ (TS). Then, there exists a nontrivial solution ψ¯(·) ∈ C([0, t¯ );Rn) of the following equation
dψ¯(t)
dt
= −fy(y¯(t), u¯(t))ψ¯(t), t ∈ [0, t¯ ), (5.4)
such that 〈
ψ¯(t), f(y¯(t), u¯(t))
〉
= max
u∈U
〈
ψ¯(t), f(y¯(t), u)
〉
, a.e. t ∈ [0, t¯ ), (5.5)
Proof. The translation invariance of the autonomous systems ensures that for any T ∈ (0, t¯ ),
(T, y¯(·), u¯(·)) is an optimal triple of the following optimal control problem: to find (t∗, y∗(·), u∗(·)) ∈
PTad such that
t∗ = inf
(t,y(·),u(·))∈PT
ad
t
/
t∗ = sup
(t,y(·),u(·))∈PTad
t, (5.6)
where
P
T
ad =
{
(t, y(·), u(·)) ∈ (0, t]× C([0,+∞);Rn)×U
∣∣∣ (5.1) holds on [0, t), y(t) = y¯(T )} .
(5.7)
Thus, by classical maximum principle, there exists a nontrivial solution ψ¯T (·) ∈ C([0, T ];R
n) of
the following equation
dψ¯T (t)
dt
= −fy(y¯(t), u¯(t))ψ¯T (t), t ∈ [0, T ] (5.8)
such that
〈
ψ¯T (t), f(y¯(t), u¯(t))
〉
= max
u∈U
〈
ψ¯T (t), f(y¯(t), u)
〉
, a.e. t ∈ [0, T ]. (5.9)
Because of the non-triviality of ψ¯T (·), we can set |ψ¯T (0)| = 1. Thus, for any ε > 0, ψ¯T (·) is
equicontinuous on [0, t¯− ε]. So when T → t¯−, ϕT (·) has a subsequence that converges uniformly
to ψ¯(·) on [0, t¯− ε] for any ε > 0. We get (5.4)— (5.5) and complete the proof. ✷
Remark 5.1. In the assumptions of Theorem 5.1, we do not set any nonlinear growth condition.
This does not mean that such conditions are not important. Instead, these conditions are implied
in the existence of an optimal triple.
Remark 5.2. We need some mild assumptions to yield transversality conditions. We will not
discuss transversality conditions since it is quite technical when assumptions are weak.
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6 Some Examples
We mention that the assumptions in Theorems 3.3 and 4.1 concerns mainly about G and ϕ.
They looks quite technical. In fact, most systems that we care about satisfy these assumptions—
(S2) and (S3). We list them in the following.
We always assume that p > 1, β >
1
p− 1
and g(·) is measurable in [0,+∞), satisfying
0 < essinf
t∈[α,T ]
g(t) ≤ esssup
t∈[α,T ]
g(t) < +∞, ∀T > α > 0. (6.1)
Example 1. Let
G(t, r) = g(t)rp, t ∈ [0,+∞), r ≥ 0.
In this case, take
ϕ(s) = s−β, s > 0. (6.2)
It can be verified directly that (S2)— (S3) hold.
Example 2. Let
G(t, r) = g(t)r lnp(1 + r), t ∈ [0,+∞), r ≥ 0.
We take
ϕ(s) = exp (s−β), s > 0. (6.3)
Then (S2)— (S3) hold.
Example 3. Let
G(t, r) = g(t)e(p−1)r , t ∈ [0,+∞), r ≥ 0.
Choose
ϕ(s) = ln(1 + s−β), s > 0. (6.4)
Then (S2)— (S3) hold.
Remark 6.1. In Examples 1 and 3, ϕ(·) can be defined by (6.3), one need only the positivity
of β to guarantee (S2)— (S3).
Similarly, in Example 3, if β > 0 and ϕ(·) is defined by (6.2), then (S2)— (S3) hold.
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