This paper introduces singular value decomposition (SVD) algorithms for some standard polynomial comput at ions, in the case where the coefficients are inexact or imperfectly known. We first give an algorithm for computing univariate GCD'S which gives exact results for interesting nearby problems, and give efficient algorithms for computing precisely how nearby.
Introduction
We consider here the computation of useful and familiar algebraic quantities from sets of input polynomials whose coefficients are only imperfectly known.
To do this, we reduce problems involving polynomials with floating point coefficients to more well-understood problems of numerical linear algebra, to take advantage of the well-developed backward error analysis of that field of study.
We also use existing high-quality numerical linear algebra software, such as LA-PACK [1], wherever possible, as the numerical stability and robustness of these codes is very well understood and tested. Similar and related works include [2, 10, 13, 14, 15, 16, 17, 20, 21] . In addition, an anonymous referee has informed us of the p-analysis toolbox in Matlab, written by Doyle, Packard, Tits, and others, which apparently uses optimization techniques to solve problems in the same spirit as this paper. It is now becoming apparent through all these works "This research was supported by IBM T. J. Watson Research Center and in part by the Natural Science and Engineering Research Council of Canada. Special thanks go to R. D. Jenks for helping to arrange the sabbatical visit of RMC to the Center, This research also benefited from the contribution of C, N, R., M, U, R.S,T, CEC contract Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantages, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. ISSAC'95 -7/95 Montreal, Canada @1995 ACM 0-89791-699-9/95/0007 $3.50 that symbolic and numeric computation can be usefully done together, combining the speed and low memory usage of numeric computation with the mathematical veracity of symbolic computation, in a sense to be made clearer below. In section 2 we introduce our notation, discuss the singular value decomposition (SVD), and show how this can be used to compute univariate GCD'S. This section also develops the idea of 'backward error analysis' in this context.
This idea is also used in subsequent sections. This work is similar to that in [10, 17] , and particularly to the former.
That work was brought to our attention quite late in the process of preparing this paper, and so a full comparison of the significance of the differences between our work and theirs (principally that we use the 2-norm and the SVD whilst they use the l-norm and a stabilized polynomial remainder sequence) cannot be attempted at this time. In section 3 we extend the univariate GCD computation to the multivariate case; this requires a reformulation of the standard algorithms to improve numerical stability, which seems to be new. In section 4 we look at the solution of possibly overdetermined homogeneous multivariate problems with only finitely many solutions at infinity. To do this we provide a constructive reformulation of an algorithm of Lazarcl [12] , changing his determinantal algorithm to a generalized eigenvalue problem. This work is similar to that in [2, 13, 14, 15, 16, 20, 21] , but differs in that the method of this paper can handle the overdetermined case.
2 Univariate GCD Suppose we are asked to compute the GCD of two polynomials whose coefficients are given to only 2 decimal places, and expected to produce a %atisfact ory ' answer. This is in contrast with the notion of 'quasi-GCD' of Schonhage [18] , where the input polynomials are supposed to have 'exact' coefficients which can be known to arbitrary accuracy by some oracle.
For example, suppose we are given the polynomials p = Z2 + 1.99z + 1.00 and q = x + 1.00 and asked to compute the GCD of p and q. In the quasi-GCD approach of Schonhage, we would need to be able to refer to an oracle to get more figures of accuracy for the coefficients on demand, and the concept of quasi-GCD itself makes reference to the 'exact GCD' of the infinitely-precise input polynomials. We do not take this approach here. Instead, we work with the data we are given, but make a certain assumption as to its accuracy. The fact that the coefficients are given above to two dec-imals means by one convention that the third and subsequent decimals are unknown, and may imply that we do not place much reliance on the second place. Thus there is an implied error tolerance (call it e) on the input-we may be perfectly happy with an answer which is exact for some p + Ap and q + Aq, where each of Ap and Aq is smaller (in some sense) than e. For the problem given above, it seems reasonable to take E = 0.01, or perhaps some moderate multiple of that. Now it is obvious that for 'most' Ap and Aq the GCD will just be (p+ Ap, g + Ag) = 1. It is equally obvious in this case that this is unsatisfactory-for Ap = .Olx and Aq = O we have (p + Ap, q + Aq) = x + 1.00, and this would be preferred in many cases. However, there are in fact an infinite number of perturbations Ap and Aq which produce a monic degree 1 GCD; for example, if we restrict Ap to be Apo + ApIZ (i.e. leave the perturbed polynomial monic) and likewise Aq to be Aqo + O~x, then the GCD of the perturbed polynomials will be z + 0.99+ API -Aqo provided that the perturbations lie on a subspace determined by
Which of these possibly interesting GCDS should we compute?
We take as the answer to this question that the GCD we compute will be the one of highest possible degree with perturbations I IAPI \~s and I [Aql I s g; if there are more than one such, then we take the one with the minimum 2-norm (Euclidean norm) of the perturbation I IAPI l; + \ lAql l;. This choice of norms is not arbitrary-it is chosen to facilitate computation.
As previously mentioned, the work of [10] uses the l-norm I Ipl II =~Ipk I to measure polynomial size and a stabilized polynomial remainder sequence.
Here we use the SVD to obtain precise results on the perturbation; these may well be equivalent to the precise results obtained in [10] .
Some generalizations to the use of the 2-norm are possible at no real extra complication:
in particular we can handle the case where different weights are given to the perturbations of different coefficients, corresponding to the case when different coefficients are known to different accuracies. Such elaboration will usually be left for the reader. This approach to computing GCD'S is based on a 'backward error' point of view.
We wish to compute the exact answer to a possibly different question to the one posed. Note this is a more general usage of the term 'backward error' than that used in the context of proving that simple rounding errors in a computation can be interpreted as perturbing the problem; rounding errors will not be considered in this paper, as they are usually far less significant than the errors in the input data that we are allowing for. This approach is very useful provided that the input data is not known to great precision (or can be efficiently found to great precision).
It may not be useful if the notion of lThe purely mathematical convention that all unstated digits are zero is perhaps more common in computer algebra; indeed assuming the input is exact is a commonplace in numerical analysis. We choose to follow in this article a different convention, the experimentalists' convention, to see if we can gain in simplicity of analysis and in speed of the algorithms.
This convention has semantic implications-that is, it really alters the arithmetic model we are using, in the sense that we are really specifying both a number and a tolerance on input. Although not every arithmetic operation needs to be cognizant of this tolerance (as for example would happen in interval arithmetic) we will see that certain 'blocks' of operations will need this tolerance, and without it progress cannot be made.
'exact answer' makes any sense for the problem at hand-in that case, the notion of 'quasi-GCD'
of Schonhage [18] may be more useful. The algorithms considered in this work are intended for use in the case where a satisfactory answer is desired in the face of imperfect data. Note that the problem of computing the GCD of two polynomials over the reals is 'ill-posed', in that arbitrarily small changes in the coefficients can make large changes in the answer.
Thus we may expect the traditional techniques for dealing with ill-posed problems to be of some use. In particular, we take the approach here of projecting the problem onto the nearest degenerate problem (that is, the nearest problem with a non-trivial or higher-degree GCD), and then doing a minimization.
The main tool that we use for this is the Singular Value Decomposition.
We explain this tool in some detail here, to make the exposition self-contained.
To motivate the discussion below, note that the computation of GCDS can be phrased as a matrix problem: the degree of the GCD of two polynomials is related to the rank of their Sylvester matrix, and indeed the GCD itself can be read off from the last nonzero row of the reduced row-echelon form of the Sylvester matrix [6] as we will see.
Notation
Given a polynomial p(z) = PO +PIZ +.. . +p~x" we associate with it the vector p* =~~, p~-l, . . . ,po]T. We say that p has 2-norm \Ipl I equal to the 2-norm of its associated vector. 
PO
and it is easy to see that a(z) = p(z) . q(x) if and only if a* = C'g (p)q*, if there are the right number of columns of Cq (y), namely degree(q) + 1 (hence the subscript q).
Suppose p(z) and q(x) are polynomials in z, with the degree of p equal to n and the degree of q equal to m. Let S(p, q) be the Sylvester matrix (see e.g. [6] ) of p and q. Note it is of dimension m + n by m + n, and is linear in the polynomial coefficients. 
where the a~and bi are the entries of VT, partitioned conformably with the rows of S. Thus we see that linear combinations of the rows of S are in a one-to-one correspondence with polynomial combinations of p(z) and q(x). Thus if we can find the linear combination of the rows of S that gives a row with the most leading zeros (while still having some nonzero entries) then we will have found the coefficients of the GCD of p and g. But this is just the last row of the row echelon form of S.
Thus for the example we began with, we must decide the rank of the matrix [ The index k is the declared rank of S, and the degree of d will be nd = n -k. (c) Solve the minimization problem defined below, in section 2.6, by standard optimization techniques. This has the advantage that the backward error analysis (also discussed below) is all done at the same time, and is numerically stable.
Use the modified Lazard algorithm detailed in section 4, specialized to the univariate case, to find all the roots of the GCD and hence the GCD. This is equivalent to the matrix pencil algorithm of [11] .
A polynomial d of degree nd which satisfies the following properties:
1.
2.
3<
The polynomial d is the exact GCD of some pair of polynomials p + Ap and q + Ag, where I lAp[ ] < t and l]Aqlj2 < 2. We will discuss the quantity t below, but note now that it is very easily bounded and only slight ly less simply computed exactly a post eriori.
The degree of d satisfies
where the maximum is taken over all polynomials r Ẽ~( P) and s G~t (q). By N. (p) we mean a closed a-neighbourhood of p in the 2-norm:
Among all polynomials (d*, p + A@, q i-Ad) satisfying the first two properties, the associated polynomials p+ Ap and q + Aq are the closest to p and q in the leastsquares sense.
Remark
2 Given an error bound, we have a well-defined concept of GCD. If an error bound is not known in advance, this algorithm can be used in several ways. For example:
We can ask if a set of polynomials has a nontrivial GCD, and be assured that no polynomial within distance uk has one;
We can instead ask how far away is the first set of polynomials with nontrivial GCD;
We can ask for the polynomials closest to the given ones having a GCD of a given degree; or We can inspect the sequence {Ok} for jumps to determine candidates for a "natural" GCD.--Other variations will no doubt occur to the reader. We point out that the negative results (e.g., no polynomials wit hin e have nontrivial GCD ) are the easiest to obtainthe algorithm produces this type of result directly. On the other hand, to explicitly find the nearest polynomials with a GCD of specific degree requires the additional solution of two least-squares problems, but as we will see the problems involved give rise to banded, symmetric, Toeplitz, positive definite systems, which can be solved very efficiently.
2.5
More precise statements and q(z, /li).
Note that these GCD'S will all be monic in z, whereas the true GCD may have both z and y in its leading term; hence the coefficients of the computed GCD'S will be rational functions of ,D. However, we can take the denominator of these rational functions to be the same in every coefficient, and this allows us to do the (sparse) interpolation at little more than the cost of polynomial interpolation. Note that taking more points than necessary allows us to use ideas from least-squares approximation theory, and may allow us to compute better answers. The problem of 'unattainable' or 'near-unattainable' points for rational interpolation may be avoided in this fashion, as well.
In exact computation, each coefficient can be interpolated separately.
For approximate computation this might allow slight ly different denominators in each case, which would be unsatisfactory.
So we interpolate all the coefficients simultaneously.
We do this by setting up (conceptually) the linear system describing the interpolation problem, and then semi-analytically solving the problem-that is, reducing it to a sequence of smaller-order matrix problems. Suppose there are Tz nonzero terms in each of the GCDS of p($,,& ) and q(z,~~). Suppose that we know that the GCD of p(a, y) and q(a, y) has TV nonzero terms (and we know their powers also: e.g. GCD(p(a, y), g(a, y)) = cly3 + c2y5 so TU = 2 and the powers are known).
Then we must be able to fit rational functions pi (y) /p.(y) to the T, terms of the GCD'S of p(z, pi) and q(z, /3i). Note that the coefficient of the monic term is just pO(y)/pO (y) and thus we get, for each @, only Tc -1 equations in the TmTv unknown coefficients of the interpolating polynomials. This tells us that if TZ = 1 we have to do something special, and in fact this case is easy-since we know there is only one term in z, and we know its power, just solve the reduced polynomial GCD problem with z = 1 and multiply the result by Xe where 1 is the known power of the GCD. If TZ > 1, then we can take &f to be any number greater than or equal to TYTL /(TZ -1)(in particular 2TY will do but may require too many points if T. > 2), then we need only solve M GCD problems in n -1 variables. Consider a specific example for clarity. Suppose we are trying to recover the GCD 1 + 3g + 3y2Z from its sampled values z + 6 at y = 1/3 (remember the GCD process takes a monic GCD), x+9/4 at y = 2/3, z+O at y = -1/3, z-3/4 sty=-2/3,x+4/3aty=l, andx+2/3aty=-l. Rationally interpolating the constant term of each GCD by (PO +PIY +pzy2)/(qo + qly + qzy') (the degrees and nonzero terms are known by random sampling), we get the following system of linear equations.
PO + Pipl + P?P2 --fi(qo + piql + P:q') = o for (~i,~i) equal to (1/3, 6), (2/3, 9/4), . . . . (-1,2/3 ). This is a sixth-order homogeneous system: we are looking for an eigenvector corresponding to the zero eigenvalue. We simply take the last vector of V where M = UXV~.
It is possible that more than one vector will make ATA{p} = O (if for example there is a common factor d(z) among all coefficients, which will obviously cancel after dividing out the leading coefficient), in which case we take the one of largest degree possible.
This process can be recursively iterated for the case of more than two variables.
Some questions remain: how many points should we use for a good least-squares fit, and how should we choose them? Randomness is necessary only for avoiding coincidences (e.g. (z' + YZ + 1, z + 1) = 1 if y # 2) once the degree of the GCD in y is known.
Using a purely random choice of interpolation points usually produces an unacceptably high condition number for the interpolation/approximation problem: we often observed condition numbers as high as 100, and on a problem with only three digits of accuracy in the input this means that only one digit will be accurate on the output. However, we have experimentally observed that it seems sufficient to randomly scale each variable and choose the Chebyshev points in the new variable (that is, put x~= /3ti~+ a for some randomly chosen a and /3, and then choose the ill values cos(nj/iM), j = 0..A4 -1 for uk ). This typically produces condition numbers of 5 to 10, though if we are unlucky with our choice of@ we can have very large condition numbers indeed so this must be monitored. We originally chose a and /3 as random variables on (O, 1) but later modified this to (1/2, 1). A good theory for the choice of points is needed.
We note that as implemented, there are two ways in which this algorithm can fail: due to unlucky random choices, or due to poor conditioning of the Vandermonde systems.
So we must be able to check the answers that the program produces.
Backward error analysis
As in the univariate case we can compute the nearest polynomials to the input whose exact GCD is the one we have computed.
If we assume that the nearby polynomials are dense, then there is no real difficulty in performing the calculation.
We give an example below, which is example 7 in [17] . (incompatible) linear equations for the unknown coefficients of go. We get Dq* = f;, where the matrix D is sparse and similar in structure to the symbolic matrices in Lazard's algorithm (section 4). It is not printed here, for space reasons.
We solve that set of equations in the least-squares sense to find that the smallest change that we can make in j. to make d an exact divisor has 2-norm of about 0.0000816.
Similarly, we must (and can) change~1 by 0.00001125 to make it exactly divisible by~. Thus we see that the algorithm has found the exact answer to a slightly different problem, a nearby dense one within the specified tolerance. The fact that d is not so very different from X2 + yz -1 tells us that the original problem is not very sensitive to the errors in the input data.
If sparsity is important for the error analysis, that is, if the user is really only interested in getting the exact solution to nearby sparse problems, then it may not be true that the problem solved exactly is nearby (or even exists at all).
Solution of Multivariate Systems
The algorithms we discuss here for the solution of polynomial systems are similar to those of [2, 13, 14, 15] , in that they use the SVD and generalized eigenvalue computations on a resultant-like matrix; however, the details of the comput ation are different.
Aside from complexity differences, the main difference is that the algorithm we adapt, Lazard's algorithm, This section contains a brief exposition by example of Lazard's method, for easy reference. We use Lazard's own example, with some additional remarks to prepare for the transition to the approximate case. Consider the very simple system of equations
These equations have three finite solutions, (O, 1), (1, -l), and (-3, 1), and one solution at infinity in the common asymptotic direction (-1, 1). Now put f'=u+'vz+wy,
where u, W, and w are scalar indeterminates. We now form a matrix system out of these three polynomials, from the coefficients of the monomials that occur in~o, zfo, yfo, Lazard works with this table as one large matrix. We will find it simpler to split it into four matrices, all purely numerical.
For the moment, however, we split it only into two: the left-hand purely numerical part, which we will call Z, and the right hand symbolic part, which we will call M. Later we will split M' = uIMU + vMU + wMW into three numerical parts. The algorithm proceeds as follows. First, we perform Gaussian elimination on Z; that is, we factor Z = PLUR into its row-echelon factorization [4] . Here, Z is the first six (numeric) columns of the matrix in Figure 1 , and it factors into PLUR where P interchanges rows 5 and 7 and U is a 10 by 10 upper-triangular matrix, and the row-echelon form of Z is a 10 by 6 matrix with its main diagonals all equal to 1. We really need only P, L, and R for our purposes. R tells us that the rank of Z is k = 6, which we need, and we will apply L-lP-1 (or, rather, the bottom rows of this, corresponding to the nontrivial part of the result) to the symbolic matrix M. This gives 21, as given below (some entries are not printed, to save space).
[
We then go on to apply more Gaussian elimination, in order to compute a determinant. This determinant factors into factors linear in u, v, and w, which is the crucial result that the algorithm is based on. It turns out that this determinant is precisely the determinant of U in the row echelon factorization of 21 = PLUR, where P is a permutation matrix, L is unit lower triangular, U is a nonsingular upper triangular matrix, and R is the row echelon form. We remark that this determinant of U is necessarily nonzero when the computed factorization is correct on specialization-this computation gives one of the simplest examples of a useful 'proviso'
[5]. The determinant of U is
From this determinant, we can read off the roots by the coefficients of the linear factors:
(0,1,-1),
(1,0,1),
(1, -3, 1), (1,1,-1).
The first set of coefficients corresponds to the solution at infinity. There are three coefficients here because the method is based on homogenization of the original polynomial set, and hence we want to set the first coefficient to 1 (by scaling) if we can. and now we recognize this as a generalized eigenvaIue problem: we must find scalars u, v, and w which make the determinant of some r x r submatrix of FM equal to zero. Note that the matrix F should not be formed explicitly, but that the matrices FM, can be formed during the row echelon process by row operations.
For arbitrary matrices M., M., and Mw, this problem will have no solution; in fact, we are looking for overgeneralized eigenvalues. But these matrices are special. If we form (in this example) 4 by 4 submatrices &fi of the fii by simply deleting the last two columns (in general we will have to be more sophisticated but for this example this is good enough), and then form B = aMo + /3MI + 7M2 for some randomly chosen scalars a, ,6, and~, then the matrices AO = MoB-l, AI = MIB-l, and AZ = M2B-1 all commute with each other: AOAI = AIAo, AoA2 = A2A0, and AIA2 = A2A1. This means, by a well-known theorem [9, Theorem 2.3.3] i.e. it is the same t ransformat ion acting on a vector space with a different basis. So these matrices also commute.
Remark
9 It is crucial to be able to identify the rank of Z correctly, and it is here that the algorithm as stated first breaks down in the presence of data error. We will use the SVD to rectify this problem in the next section.
Remark 10 What goes wrong when there are an infinite number of solutions at infinity for the homogenized problem? We know that the theorems guaranteeing success do not go through; it is likely that what happens is that there are no r x r submatrices of fio, Lll or M2 that have full rank, which makes the pencil determining the eigenvalues singular.
Inexact coefficient version
Suppose that instead of the polynomials used in the example of the previous section, we are given the same polynomials divided by 3 and rounded to four decimal places, simulating input data error. What happens if we simply run the above algorithm?
It turns out that for this problem, it works fine, provided we don't attempt to take a determinant at the end and then factor it but rather solve an eigenvalue problem as below.
But can we guarantee that it will always work well? No. Consider the problem of finding the roots of an overdetermined polynomial system (e.g. a GCD from polynomials with inexactly known coefficients). We know that Gaussian elimination on the Sylvester matrix (which is what the matrix of Lazard's algorithm works out to be in the univariate case) will fail in the presence of data error-we will not be able to reliably determine the rank of the matrix and hence the number of solutions correctly.
Other examples include linear systems in n variables whose matrices are ill-conditioned; in this situation it means they are systems close to ones with an infinite number of solutions. How can we rescue this algorithm, in the presence of data error such as was discussed in the previous paragraphs?
We use two ideas. The first is to use the SVD to correctly determine the rank of the numerical matrix; as in section 2 this will give us tight lower bounds on the necessary perturbations of the data to ensure that the solutions are correct. The second idea is to solve the determinant factorization problem as a generalized eigenvalue problem. This avoids formation of the determinant as a polynomial in u, v, and w to begin with, which is well-known to induce an instability in the rootfinding process [25] . In effect, we will be generalizing the companion matrix method for finding roots of univariat e polynomials:
we D is a 10x 6 matrix, the same shape as Z, and it turns out that the singular values range from 1.89 to 0.107, and we conclude that the rank of Z is indeed 6. V is a 6 x 6 matrix.
We can form UT Z = ZV and notice that the bottom four rows are all on the order of the machine roundoff.
But we really wish to form UTM = uUTMti + VUTMV + w UT MW, and look at the last four rows of each of these. To do this it suffices to use the last four columns of U in the product directly to produce The system that we wish to solve is P(Z, y) = O, PZ(Z, y) = O, and pv (z, y) = O. Note that if the input coefficients are treated as being exact, then there are no real solutions.
We ran our ahzorithm on this set of Dolvnomials. On the first run, we &covered that there is~re~isely one real root, if the tolerance is taken to be larger than 0.000284. This is in fact the smallest nonzero singular value of the generalized Sylvester system, so if the tolerance is smaller than this, there are no solutions.
The next smallest singular value is 0.101. The largest singular value is about 187 (this gives a natural scale for the problem).
Thus we see a clear separation between singular values, and this gives us a good idea how accurate the input data was. We see that a relative change in the input data of about 0.000284/187 or 1.5, 10-6 turns the system from one that has no solution to one that has exactly one solution.
The algorithm then computed the singular point z = 1.1838, y = 1.700 10-7. Approaches using Grobner bases to this problem produced very unsatisfactory results.
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