Abstract -For bivariate and trivariate interpolation we propose in this paper a set of integrable radial basis functions (RBFs). These RBFs are found as fundamental solutions of appropriate PDEs and they are optimal in a special sense. The condition number of the interpolation matrices as well as the order of convergence of the interpolation are estimated. Moreover, the proposed RBFs provide smooth approximations and approximate fulfillment of the interpolation conditions. This property allows us to avoid the undecidable problem of choosing the right scale parameter for the RBFs. Instead we propose an iterative procedure in which a sequence of improving approximations is obtained by means of a decreasing sequence of scale parameters in an a priori given range. The paper provides a few clear examples of the advantage of the proposed interpolation method.
Introduction
For multivariate interpolation the method of radial basis function (RBF) is one of the most frequently used approaches in modern approximation theory when scattered data have to be fitted in several dimensions [1] . The interpolants in the RBF method have the form
where x ∈ R n and the function φ is called the "radial basis function", though it is not necessary that φ has radial symmetry. To satisfy the interpolation conditions s(x j ) = f (x j ), j = 1, . . . , m, Here the interpolation matrix A defined by A jk = φ(x j − x k ), (1.4) should be invertible and preferably even positive definite. We assume that the interpolation nodes do not coincide, i.e., x i = x j only for i = j. The best known RBFs are Hardy's multiquadrics, φ(x) = |x| 2 + σ 2 , σ > 0, (1.5) and the thin plate spline RBF, which has a physical meaning in R 2 and is expressed as φ(x) = |x| 2 log|x|, (1.6) where |·| denotes the Euclidean norm. For large sets of scattered interpolation nodes, the interpolation matrix (1.4) can be ill-conditioned. In the theory of RBFs, the main questions studied are the condition number of interpolation matrices and the order of convergence of the interpolation.
As an open problem, Buhmann [1] addresses the choice of the scale parameter σ in (1.5). The scaling problem also arises for many other RBFs, except for the thin-plate splines (1.6). In particular, scaling is inevitable for RBFs with compact support [2] . The same problem exists for modifications of Shepard's method [3] . If φ(y) in (1.1) is replaced by φ(y/σ), what is the proper choice of σ? The fact is that for nonuniformly distributed interpolation nodes any value of the scale parameter may be inappropriate for some part of the interpolation domain. Considering unequal σ = σ i for the i-th node also gives rise to severe problems [1] . But the idea of iterative scaling, which we used in [4, 5] , seems to be a good way to avoid the problem of the 'user-defined' scale parameter. Namely, we iteratively diminish the interpolation residuals, using a decreasing sequence of scale parameters. Numerical tests show that the residuals are reduced essentially when the scale parameter passes an 'optimal' value. Therefore it works, roughly speaking, as if we use the 'optimal' value for each node. It is not rigorous to speak about the 'optimal' σ if the function f to be interpolated is unknown. Fortunately, one can indicate a range of reasonable σ from a set of interpolation nodes and smoothness assumptions on f , which is sufficient.
In this paper, we suggest a new approach to the constructing of RBFs. In Section 2, we prove theorems about a norm estimate for the inverse of the interpolation matrix, A −1 , and about optimality properties and convergence rates for our RBFs. In Section 3, we consider univariate interpolation to clarify our approach. In Sections 4 and 5, we present the results in R 2 and R 3 . In Section 6, we show that regularization of the interpolation matrices for our RBFs provides optimal smooth approximations with approximate fulfillment of the interpolation conditions (1.2) and we propose algorithms for the iterative interpolation with decreasing scale parameters. In Section 7, we summarize the results of the paper.
Norm estimates and convergence analysis
In this paper, we consider radial basis functions that have the form of the convolution
where φ 0 ∈ L 2 and
radial symmetry is not required. From (2.1) and (2.2) it follows that φ(−x) = φ(x) and φ is also represented as a covariation
Theorem 2.1. Let conditions (2.1) and (2.2) hold and let
be a separation radius for a given set of interpolation nodes. Then the inverse of the interpolation matrix (1.4) satisfies
Proof. For a ∈ R m from definition (1.4) and equation (2.3) we have
Hence the interpolation matrix is positive definite if the translates of φ 0 are linearly independent. Next, using the separation radius (2.4) and equation (2.6), we obtain m i,j=1
Here, we denote α ki = −a i a k −1 and passing to independent minimizations with respect to α k = (α k1 , . . . , α km ), we make the inequality stronger. Then the finite linear combination of the translates of φ 0 is generalized by the linear combination with continuous weights α(x). Inequalities (2.7) yield an estimate for the lower bound of the eigenvalues of A > 0 and therefore the upper bound for the eigenvalues of A −1 . This completes the proof of the theorem.
Remark 2.1. The conditions of the theorem are equivalent to the following. The Fourier transformφ of RBF φ is a real, non-negative and even function. Thenφ 0 =φ 1 2 . The Fourier transform is widely used in the theory of RBFs, but (2.5) is expressed in terms of φ 0 , as well as are the further estimates. Theorem 2.1 implies that the matrix A is better conditioned if the function φ 0 or its derivatives have a singularity at the origin. Now we assume that φ 0 is a fundamental solution of the operator equation
′ is the linear operator on the space of tempered distributions. As is known, L 2 -functions are special cases of tempered distributions. We still assume that φ 0 ∈ L 2 . Then from (2.1) it follows that
(2.9)
In particular, P 0 can be a differential operator. Generally, it can be defined as a multiplier in the Fourier domain. Now Theorem 2.1 can be reformulated as follows.
Corollary 2.1. Let (2.8) and the conditions of Theorem 2.1 hold. Then the lower bound for the eigenvalues of the interpolation matrix can be estimated as L = inf u:
10)
where h is the separation radius (2.4) and L is a measure for the difference between the fundamental solution and its approximation by a solution of the corresponding homogeneous equation P 0 u = 0. 
Therefore, cond A ML −1 . The condition number can also be bounded below. The following estimate shows that cond A = A 2 A −1 2 really grows infinitely with increasing density of interpolation nodes.
be the largest distance to the nearest interpolation node from a point of the closed connected interpolation domain D that contains all nodes, and leth < bh, which implies that the density of nodes grows indefinitely everywhere in D when m → ∞. Then the condition of the interpolation matrix satisfies asymptotically 
Therefore, the smallest eigenvalue of A is bounded above by
where b 1 does not depend on m. Combining these estimates proves the proposition.
Notice that the first assumption of the proposition is a consequence of (2.1).
We now assume that
14)
where (·, ·) is the L 2 inner product, g and P 0 g may be generalized functions (tempered distributions).
Theorem 2.2. Let conditions (2.8) and (2.14) hold and let φ 0 ∈ L 2 , then the RBF (2.1) provides an optimal interpolant in the sense that
over all RBF interpolants of the form (1.1). Let, in addition, f ∈ L 2 , P 0 f ∈ L 2 . Then the coefficients in (1.1) solve the minimization problem
Proof. The first statement is proved by considering the first variation with respect to s, that is δ P 0 s 2 = 2 P 2 0 s, δs = 0 if (2.9) holds, because δs(x i ) = 0 due to the interpolation conditions. Using the left side of (2.9), we may rewrite (2.16) as
Thus, for c we have the linear system
, it follows from (2.1) that the system obtained is just the interpolation system (1.3). This proves the second statement of the theorem.
Notice that the optimality condition (2.15) is supplementary to the interpolation conditions, while (2.16) implies them. In addition, if the interpolation domain D is bounded, it is sufficient that f ∈ L 2 (D) and
Remark 2.2. The condition f ∈ L 2 and, consequently, f (x) → 0 at |x| → ∞ is not a genuine restriction of the approximation considered. If an approximated function f 1 (x) has a trend t(x) near infinity, then (1.3) is solved for f = f 1 − t, providing the proper behavior of the approximant s(x) + t(x) at infinity, since s ∈ L 2 . The trend t may be given a priori, or estimated from the interpolation values. In particular, t(x) can be a linear function or a constant equal to the mean of f 1 (x i ). Thus, the use of integrable RBFs does not imply any loss of generality but can give a reasonable approximation outside the convex hull of interpolation nodes. This fact is of significant use in some applications, particularly in geophysics.
where
. . , m. Therefore, recalling (2.8) and (2.14),
for arbitrary a ∈ R m . Consider a choice of a so that
where we denote
and the inner product (2.20) is referred to the first argument of φ 1 . It follows from (2.1) that a solves the linear system
with the interpolation matrix (1.4). The orthogonality condition (2.20) is also equivalent to
The minimum is Q(y), as denoted by (2.18). Thus, applying the Cauchy-BunyakowskySchwartz inequality to (2.19), we obtain
This result is sufficient for convergence, because P 0 f − P 0 s < P 0 f due to (2.16). But the error estimate can be further improved. Under the assumptions of the theorem
Substitution of this inequality into (2.21) completes the proof.
Corollary 2.2. Let the conditions of the previous theorem hold. If P 2 0 f is absolutely integrable andh is still defined by (2.12), then
where b does not depend on the set of interpolation nodes.
Proof. This immediate corollary of Theorem 2.3 is proved by substituting into (2.17), (2.18) the Kronecker delta a i = δ i,j(x) , where j(x) = arg min j |x − x j |, instead of optimal a. Then for x ∈ D we have
If φ is twice continuously differentiable from Corollary 2.2 we have |f (x)−s(x)| = O h 2 , h → 0, i.e., second-order convergence. More accurate error estimates can be derived from Theorem 2.3 directly.
Remark 2.3. From the proofs of this section it follows that the singularity in φ 0 at the origin improves the condition of the interpolation matrices and decreases the convergence rate. In fact, (2.6) and (2.18) are errors of the approximation of the fundamental solution by a linear combination of its translates, positioned into interpolation nodes. Considering the trade-off between the conditioning and the convergence, we think that in many applications the convergence rates should be small to avoid spurious oscillations of the interpolants in the cases of sparse interpolation nodes. In particular, the convergence rate should not increase via space dimensionality, in contrast to multiquadrics interpolation, for which higher-dimensional problems show higher orders of convergence [1] .
Univariate interpolation
For functions in one variable, the cubic spline interpolation is known to correspond to the RBF φ(x) = |x| 3 . The interpolatory cubic spline satisfies the equation
where x i are interpolation nodes, as before. Further, the interpolatory cubic spline is determined by the boundary conditions. In the case of boundary conditions s ′′ (±∞) = 0, a cubic spline solves the minimization problem
where s should satisfy the interpolation conditions. In order to meet s ′′ (±∞) = 0, the RBF interpolant should be of the form
with the additional conditions on c:
Then it is easy to prove that the interpolant grows linearly outside a segment that contains all nodes. As is known, cubic splines may be non-monotonic for monotonic interpolation data. That is a reason to use tension splines [6, 7] that are not polynomial and satisfy
Hence tension splines are solutions of the minimization problem
Tension splines are provided by the RBF
In order to meet the boundary conditions s ′ (±∞) = 0, the tension spline interpolant should be of the form
with the RBF (3.3) and the additional condition
Then the interpolant has one-sided finite limits at infinity, but in general s(−∞) = s(+∞). Now we shall construct an RBF univariate interpolation that provides a finite limit at infinity. Therefore we extend functional (3.2) with an additional penalty
Then s(±∞) = b and s(x) satisfies the equation
Now we should solve equation (2.8) with the operator 8) which is Hermitian for functions with first derivatives vanishing at infinity. Thus, we find the desired RBF as
Equations (2.8) and (2.9) are easily verified for (3.8) and (3.9). The RBF found, φ, is twice continuously differentiable. Its third derivative has a discontinuity at x = 0, inherited from the cubic spline RBF. The interpolant with the RBF (3.9) is of the form
with the coefficients obtained from the interpolation system
In many cases, the mean interpolation value
is a reasonable choice for b. In Fig. 3 .1 for random interpolation data we plot the cubic spline, and the interpolants produced by Hardy's multiquadrics (1.5) with σ = 0.1, by the tension spline RBF (3.3) with σ = 0.1, and by the RBF (3.9) with σ = 0.1. There is a radical difference in asymptotic behaviour of these interpolants. For the tension spline and the RBF (3.9), the parameter σ has a clear meaning as a characteristic length of how the limiting values are approached. For σ → +∞, the interpolants for the RBFs (3.3) and (3.9) tend to a cubic spline at any finite segment, because the curvature penalty in (3.2) and (3.6) prevails over the tension and the deviation penalty. For σ → 0, the tension spline interpolation, as well as Hardy's interpolation, degenerate to linear interpolation. Interpolation with the RBF (3.9) at σ → 0 degenerates more severely: to the constant value b with peaks at the interpolation nodes. However, it is safe to select σ greater than the largest distance between the nearest nodes, i.e., max i min j =i |x i − x j |. The meaning of the parameter σ in multiquadrics seems to be more obscure. For all RBFs, the interpolants become more smooth as σ → +∞, but the conditioning of the interpolation system becomes worse. 
where the main power expansion term is taken. We have verified numerically that the error of the approximation in (3.13) for h < 0.3σ is less than 2%. Recall that σ ≫ h, as a rule. Evidently, an RBF interpolant is not changed if its RBF is multiplied by a constant factor. For the RBF
that differs from (3.9) by a constant multiplier, from estimate (3.12) we know that the eigenvalues are asymptotically bounded below by (1/6)h 3 /σ 3 . In Fig. 3.2 ,a, this estimate is compared to the smallest numerically computed eigenvalues of the interpolation matrices for stochastically simulated interpolation nodes. It seems that estimate (3.12) is accurate enough. Notice that the same estimate for multiquadrics decreases much faster: exponentially with respect to σ/h [1] .
2. Numerical verification of asymptotic estimates for the smallest eigenvalues of the interpolation matrices for the univariate (a) and bivariate (b) RBFs (3.14) and (4.10) derived Proposition 3.2. For the univariate RBF (3.14) the interpolant is optimal in the sense of (3.6). If
then s(x) minimizes the error norm
The proof immediately follows from Theorem 2.2 by integration by parts. Notice that the optimality condition (3.6) was the starting point for the derivation of this RBF.
Proposition 3.3. Let the fourth derivative of f be absolutely integrable over the interpolation segment [ξ 1 , ξ 2 ], where ξ 1 = min i x i and ξ 2 = max i x i , then the interpolation with the univariate RBF (3.14) has a third-order convergence rate, i.e.,
for sufficiently small h = max i min j =i |x i − x j |.
The proof follows from Theorem 2.3. To prove the proposition it is sufficient to consider the nearest left, l(x), and the nearest right, r(x), nodes for the point x and to minimize expression (2.18) via a l(x) and a r(x) , making the rest of coefficients a zero.
Bivariate interpolation
In R 2 , the thin-plate spline RBF (1.6) is known to provide the interpolation with a minimum curvature, earlier performed by finite difference methods [8] . Tension splines work better in geophysical interpolation [9] . Here we shall first consider the RBF that provides bivariate tension splines. Similarly to the univariate formulas (3.1) and (3.2), bivariate tension splines satisfy the minimization condition
where ∆ denotes the Laplace operator, ∇ is the gradient and |·| is the Euclidean norm, as before. Therefore, we should solve the equation
Starting with the well-known fundamental solutions of the Poisson and the Helmholtz equa-
where K 0 is the modified Bessel function of the second kind (MacDonald function), we solve (4.1) as
Since φ(x) = g(|x|), using
and the identities [10] (ξK 1 (ξ))
we have
The result may be verified by substitution in (4.1) with the help of (4.2). Thus we obtain a continuously differentiable tension spline RBF with removable singularity at the origin. It may be multiplied by a constant, and an arbitrary constant may be added without influencing its interpolant. Therefore, we take the tension spline RBF of the form
where γ = lim k→∞
If the tension spline interpolant has to be evaluated on a fine mesh, while a small number of interpolation nodes is available, the RBF method with (4.5) is much more efficient than the finite difference method [9] . For large sets of interpolation nodes both approaches face the challenge of ill-conditioned systems. Another advantage of the RBF (4.5) is that its interpolant is independent of the interpolation domain, whereas a finite difference interpolant depends on the interpolation domain, because its boundary conditions are not imposed at infinity. In order to meet |∇s| → 0 for |x| → ∞, the tension spline bivariate interpolant with the RBF (4.5) is of the form (3.4) with constraint (3.5). These results are summarized in the following proposition. Now we look for an optimal bivariate RBF, which tends to zero at infinity. Similarly to the univariate formulas (3.6), (3.7), (3.8), we have
and
We find the fundamental solution by means of the two-dimensional Fourier transform of (4.7)
where a standard integral is used [10] . With the help of a summation formula for Bessel functions it is proved that
hence (4.9) solves Eq. (4.7) because it is the convolution of the Helmholtz fundamental solutions (4.2). Thus, we may take the desired RBF as
Then, similarly to the univariate RBF (3.9), φ(0) = 1, |∇φ(0)| = 0 and
moreover, φ is monotonic with respect to |x|. An interpolant with the RBF (4.10) should be found in the form (3.10) from (3.11). Instead of the constant b, a linear or higher-order trend may be subtracted from the interpolation values before the interpolation system (1.3) is solved, and added to the sum (1.1). In many applications, it is important that the RBF (4.10) can provide a solution that satisfies a certain trend at infinity.
2. An estimate of the lower bound for the eigenvalues of the interpolation matrix for the bivariate RBF (4.10) is given by
where h is the separation radius (2.4).
Proof. For the RBF (4.10) Eqs. (2.1) and (4.9) imply that
Next, we use a summation formula [10] for the translates of the fundamental solution in R 2 of the Helmholtz equation,
where I k is a modified Bessel function of the first kind. Therefore, from Corollary 2.1 we have
where (h → +0)
Proof. Consider a in (2.18) so that a i = 0 for i = t j , j = 1, 2, 3 and
Moreover, a i 0 because x belongs to the triangle with vertices x t i . From (4.10) it follows that φ(x) = 1 + β|x| 2 ln|x| + O (|x| 2 ) for |x| → 0, where β = 1 2 σ −2 . Therefore,
because, under condition (4.13), ln(|x − x t i |/(εh)) < − ln ε and ln(|x t j − x t i |/(εh)) < − ln ε, i = j, independent of h. From the choice (4.14) we have
where (·, ·) is the R 2 inner product. Therefore, Q(x) = O(h 2 ). Thus the second-order convergence is proved.
Trivariate and bivariate interpolation
In R 3 , Eq. (4.7) is solved by φ(x) = (8π) −1 σ exp (−σ −1 |x|) , where |·| is the Euclidean distance, as above. Such an RBF does not provide differentiable interpolants. Therefore, we consider the equation
which, similarly to (4.8), is solved by
Thus, for interpolation in three dimensions we suggest the twice continuously differentiable RBF
whose the radial dependence surprisingly coincides with the univariate RBF (3.14).
Obviously, a trivariate RBF that provides positive definite well-conditioned interpolation matrices may be applied for bivariate interpolation as well. The second derivatives of the previously derived bivariate RBF (4.10) have logarithmic singularities at the origin, inherited from the thin-plate spline RBF. In some cases, the second derivatives of the interpolants should not have singularities at interpolation nodes. In these cases, the RBF (5.2) should be applied for bivariate interpolation instead of (4.10). In addition, it is computed faster than (4.10). For the purpose of numerical efficiency we also introduce the following twice continuously differentiable bivariate RBF Notice that it is not necessary for P 0 in (2.8), (2.9) to be a differentiation operator, but it can be expressed as a multiplier in the Fourier domain. Therefore, the theorems of Section 2 can be applied to the RBFs of this section, though for (5.2) P 0 = (∆ − σ −2 ) 3/2 is a pseudo-differential operator.
6. Data smoothing and iterative interpolation Proposition 6.1. If conditions (2.2), (2.3), (2.9), (2.14) hold, then the coefficients of a least squares approximant of the form (1.1) that minimize
are found from the linear system
where A is the interpolation matrix (1.4), I denotes the identity matrix, and f = (f (x 1 ), . . . . . . , f (x m )).
Proof. If we differentiate (6.1) with respect to c k , we have
Therefore, under the assumptions of the theorem,
Since A > 0, that is equivalent to (6.2) .
If there are errors in the interpolation data and interpolation nodes, exact fulfilment of the interpolation conditions (1.2) is not required. In such cases, least squares approximations are preferable. Proposition 6.1 shows that straightforward regularization of the interpolation matrix provides smooth approximations for our RBFs. Notice that it is not true for all RBFs. For instance, for multiquadrics (1.5) the regularization of the interpolation matrix gives nothing like an approximation.
In the last part of this section, we discuss how we apply our RBFs in practice and how we solve the problem of selecting a proper scale parameter σ. For this purpose we construct an iterative algorithm at each step of which we solve (6.2). We start with a large σ and a reasonably small ε, and compute the corresponding approximation. At each step we decrease σ and approximate the approximation residual of the previous step. If the interpolation data are undisturbed, at the last step we take ε = 0 to make the interpolation errors vanish. If σ is decreased geometrically, with a ratio not too close to 1, then not many steps are needed to cover the whole range of reasonable σ values. At the least, this algorithm seems valuable in those cases where (for any good σ) the interpolation systems are too ill-conditioned for being solved by the machine arithmetic. Figure 6 .1 compares our algorithm to the interpolation by multiquadrics. Figure 6 .1,b shows a nonuniform distribution of interpolation nodes, produced by a random procedure such that a good approximation of the test function ( Fig. 6.1,a) could be obtained, except for the small vicinity of the point (0.5, 0.5) where its derivatives are discontinuous. The interpolant for the RBF (5.2) with σ = 1, shown in Fig. 6 .1,c, seems good. It has an interpolation error with the mean absolute value e = 0.0083; the maximum error is e M = 0.091; the condition number of the interpolation matrix is cond A = 6.1 · 10 8 . Interpolation for the same data with multiquadrics (1.5), shown in Fig. 6 .1,d, seems to be not smooth enough, though the best possible σ was selected with respect to the mean interpolation error. Because the approximated function is available in these simulation tests, we could numerically minimize e(σ) for multiquadrics. Thus, we found σ = 0.08, e = 0.0168, e M = 0.137 and cond A = 5.4 · 10 8 . A slight deviation of σ from the optimal value considerably worsens the multiquadrics result. Approximant (6.2) for the RBF (5.2) with σ = 1 and ε = 0.001 is shown in Fig. 6.1,e . We continue the approximation with σ = 0.5, 0.25, 0.125 and with the same ε to obtain the final interpolant shown in Fig. 6 .1,f. Here we have e = 0.0088, e M = 0.094 and cond A < 5 · 10 5 at each step. Thus, the iterative interpolation, based on the scaling of the RBF (5.2), improves cond A by a factor of 10 3 in this test without essential loss of quality. Moreover, as compared to multiquadrics, the mean interpolation error is nearly twice smaller. The results are summarized in Table and the final error for both methods is shown in Fig. 6.2 . It is an empirical result verified for a large number of test functions and nodal sets, that the proposed iterative interpolation works fine, as illustrated in the above example. In practice, the function to approximate is unknown and the data are usually perturbed. Therefore, it is difficult or impossible to determine the optimal value for the scale parameter. Fortunately, by comparing the interpolant to what is expected, it is much easier to find the range for this scale parameter, the geometric ratio, and the regularization parameter.
In [4] , for the first time we proposed an interpolation algorithm with iterative scaling, but there we did not use RBF interpolation. A special case of RBF iterative interpolation was suggested in [5] . The procedure in that paper can also be used in the present situation.
At each step the solution of (6.2) for some given σ and small ε can be replaced by a number of steps of conjugate gradient iteration for the given σ and ε = 0. Thus, also an approximate solution of (6.2) is obtained. Then the sequence of σ-values and the number of CG-steps describe the procedure.
Conclusions
In this paper we propose integrable RBFs for the construction of smooth interpolants that are bounded at infinity. In contrast to the RBFs with finite support, they perform global interpolation. The RBFs derived produce interpolants that are optimal in error norms defined by curvature, tension and deviation penalties. Therefore, the interpolants are not expected to have spurious oscillations in the cases of sparse interpolation nodes. An estimate on the lower bound of the eigenvalues of the interpolation matrix has been found under the assumption that the RBF is a covariation of some other function. The optimality conditions and the convergence rates have been proved under the assumption that the RBF is a fundamental solution of a linear self-adjoint operator. In addition, our RBFs are easily combined with data smoothing, which is preferable for inaccurate data over genuine interpolation. Based on these properties, we suggest algorithms of iterative interpolation to avoid the problem of scale parameter selection for the RBFs. The results of this paper were successfully applied in practice, particularly in the problem from geophysical mapping where the thickness of an oil reservoir had to be predicted.
