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SOBOLEV SPACES, LEBESGUE POINTS AND MAXIMAL
FUNCTIONS
PIOTR HAJ LASZ, ZHUOMIN LIU
Abstract. In this note we study boundedness of a large class of max-
imal operators in Sobolev spaces that includes the spherical maximal
operator. We also study the size of the set of Lebesgue points with
respect to convergence associated with such maximal operators.
To Professor Bogdan Bojarski
1. Introduction
Kinnunen [10] proved that the Hardy-Littlewood maximal operator is
bounded in the Sobolev space W 1,p(Rn) for 1 < p ≤ ∞. Actually a slightly
more general result is true [8, Theorem 1], [13, Theorem 2.1]. We say that an
operator A defined on a linear space of measurable functions on Rn is sub-
linear if Au ≥ 0 a.e. and A(u+ v) ≤ Au+Av a.e. We say that it commutes
with translations if A(uy)(x) = (Au)y(x), where uy(x) = u(x− y).
Proposition 1.1. If A : Lp(Rn) → Lp(Rn), 1 < p < ∞ is bounded, sub-
linear and commutes with translations, then A : W 1,p(Rn) → W 1,p(Rn) is
bounded.
The proof easily follows from a characterization of the Sobolev space in
terms of difference quotients, [4, Section 7.11]. Indeed, if u ∈ W 1,p(Rn),
1 < p < ∞, then ‖uy − u‖p ≤ ‖∇u‖p|y| and if u ∈ L
p, 1 < p < ∞ satisfies
‖uy − u‖p ≤ C|y| for all y ∈ R
n, then u ∈ W 1,p and ‖∇u‖p ≤ C. Hence the
result follows from the following estimates
‖(Au)y −Au‖p = ‖A(uy)−Au‖p ≤ ‖A(u− uy)‖p + ‖A(uy − u)‖p ≤
≤ C‖uy − u‖p ≤ C‖∇u‖p|y|.
✷
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According to the theorem of Bourgain and Stein [1], [18], (see also [5],
[19]) the spherical maximal operator
Su(x) = sup
t>0
∫
Sn−1(x,t)
u(z) dHn−1(z)
is bounded in Lp(Rn) when n ≥ 2 and p > n/(n−1). Hence S : W 1,p(Rn)→
W 1,p(Rn) is bounded for n ≥ 2 and p > n/(n − 1). Since for 1 < p < n we
have W 1,p(Rn) ⊂ Lp
∗
(Rn), where p∗ = np/(n − p) > n/(n − 1) we can go
with the exponent p below n/(n − 1) and conclude that S : W 1,p → Lp
∗
is
bounded for all 1 < p ≤ n/(n− 1).
One can easily construct a function u ∈ Lp, 1 ≤ p ≤ n/(n− 1) such that
Su ≡ ∞, see [5], [19]. Hence S is not bounded in Lp for 1 ≤ p ≤ n/(n− 1).
In this note among other facts we will show that for u ∈ W 1,p, 1 < p < n,
the function Su has growth properties of a W˙ 1,p function, see (1.5) and
Theorem 1.3, and hence examples for the lack of boundedness of S in Lp,
1 < p ≤ n/(n− 1) cannot be easily generalized to the Sobolev case (for the
case p = 1 see, however Example 1.5 below). Here W˙ 1,p, 1 ≤ p < n stands
for the homogeneous Sobolev space which is defined by
W˙ 1,p(Rn) = {u ∈ Lp
∗
: ∇u ∈ Lp}.
Clearly W 1,p ⊂ W˙ 1,p ⊂ Lp
∗
.
More precisely, we will provide an elementary proof of the fact that for
a wide range of maximal operators Sµ, that includes the spherical maximal
operator, there is another operator T such that Sµ ≤ CT and T : W
1,p →
W˙ 1,p is bounded for all 1 < p < n. This gives some evidence that the answer
to [8, Question 2] might be in the positive, see also Question 1.4 below.
In particular Sµ : W
1,p → Lp
∗
is bounded for all 1 < p < n. The class of
maximal operators Sµ includes the spherical maximal operator, but also the
maximal operator where we take averages over boundaries of cubes. Note
that such a maximal operator is not bounded in Lp for any p and hence our
argument cannot involve the Bourgain-Stein result, so the argument has
to be substantially different from that used in [8]. It also shows that the
boundedness properties of the spherical maximal operator in the Sobolev
setting are not necessarily based on the boundedness of the spherical max-
imal operator in Lp, another evidence that we could go with the exponent
below n/(n− 1).
As an application of our result we will also provide a generalization of the
Federer-Ziemer theorem [3] about the size of the set of Lebesgue points of a
Sobolev function, Theorem 1.6.
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Let µ be a probability Borel measure on Rn. We define the rescaled
measure µt, t > 0 by
µt(E) = µ(E/t), E/t = {x/t : x ∈ E}
Clearly ∫
Rn
u(z) dµt(z) =
∫
Rn
u(tz) dµ(z).
If σ = (nωn)
−1Hn−1|
−−
Sn−1(0, 1) is the normalized Hausdorff measure on
the unit sphere, then σt = (nωnt
n−1)−1Hn−1|
−−
Sn−1(0, t) is the normalized
Hausdorff measure on the sphere of radius t, and if ν is the normalized
Lebesgue measure on the unit ball, then νt is the normalized Lebesgue mea-
sure on the ball of radius t. Here ωn stands for the volume of the unit ball
in Rn and hence nωn is the volume of the unit sphere.
With the measure µ we associate the following maximal operator
Sµu(x) = sup
t>0
∫
Rn
|u(z + x)| dµt(z)
If µ = σ, we obtain the spherical maximal operator Sσu = Su and if ν
is the normalized Lebesgue measure on the unit ball we obtain the Hardy-
Littlewood maximal operator
Sνu(x) =Mu(x) = sup
t>0
∫
B(x,t)
|u(z)| dz.
We say that a probability measure µ is spherical-like if it is supported on a
bounded set,
(1.1) suppµ ⊂ B(0, R)
and satisfies the estimate
(1.2) sup
x∈Rn,r>0
µ(B(x, r))
rn−1
=M <∞.
Note that the measures σ and ν have this property. Moreover the normalized
Hausdorff measure on the boundary of a cube or on any other compact
(n− 1)-dimensional Ahlfors regular set has this property.
Importance of this condition stems from the following beautiful result due
to Meyers and Ziemer, [16], [20, Lemma 4.9.1].
Lemma 1.2. If µ is a positive Radon measure on Rn, then there is a con-
stant C > 0 such that
(1.3)
∫
Rn
|u| dµ ≤ C
∫
Rn
|∇u| dx for all u ∈ C∞0 (R
n)
if and only if the condition (1.2) is satisfied. Moreover (1.3) holds with
C = c(n)M .
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In this result we do not assume that µ is a probability measure neither
that it is supported on a bounded set.
The Riesz potential is defined by
Ig(x) =
∫
Rn
g(z)
|x− z|n−1
dz.
The classical Fractional Integration Theorem [20, Theorem 2.8.4] asserts
that
I : Lp → Lp
∗
, 1 < p < n
is a bounded operator. Actually, this is a consequence of a much deeper
result [17, Chapter 5] (see also [7]) which states that
(1.4) I : Lp → W˙ 1,p, 1 < p < n
is a bounded operator. Let
T u =Mu+ I|∇u|.
According to (1.4) and Kinnunen’s theorem about boundedness of the max-
imal operator we have that
(1.5) T : W 1,p → W˙ 1,p, 1 < p < n
is bounded. In particular
T :W 1,p → Lp
∗
, 1 < p < n
is also bounded.
Our first result reads as follows.
Theorem 1.3. Let µ be a spherical-like measure satisfying (1.1) and (1.2).
Then there is a constant C = C(n)Rn−1M > 0 such that
Sµu ≤ CT u everywhere
for all u ∈W 1,p, 1 < p < n. In particular
(1.6) Sµ : W
1,p → Lp
∗
, 1 < p < n
is bounded.
As we mentioned earlier, the result applies to the spherical maximal oper-
ator, but also to the maximal operator where we take averages over bound-
aries of cubes. The conclusion (1.6) was proved in [8] for the spherical
maximal operator with the use the Bourgain-Stein theorem. However, our
proof of is elementary and it does not involve the Bourgain-Stein result.
The operator Sµ is bounded by the operator T which preserves Sobolev
classes in the sense of (1.5), but it does not necessarily imply that the
operator Sµ has a similar property. While the function Sµu has growth
properties of a Sobolev function it may happen that it has high oscillations
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which possibly could exclude it from being in the Sobolev space. However,
Theorem 1.3 suggests the following question.
Question 1.4. Is the spherical maximal operator bounded in the Sobolev
space S :W 1,p(Rn)→ W˙ 1,p(Rn) for all n ≥ 2 and 1 < p < n?
Example 1.5 below shows that in the case p = 1 the corresponding ques-
tion has the negative answer.
We could formulate the question in the case of more general maximal op-
erators, but one should treat first the case of the spherical maximal operator
especially that in that case many nice integral formulas and connections to
singular integrals are available, see [7]. This is why we did not state the
problem in a more general form.
Example 1.5. We will show that there is u ∈ W 1,1(Rn) vanishing outside
a compact set such that Su is not even in W 1,1loc (R
n). Let u be a smooth
extension of
|x|1−n log−1−(n−1)/n(e/|x|)
from the unit ball to a compactly supported function. Then u ∈W 1,1(Rn).
Suppose that Su ∈W 1,1loc . Then Su ∈ L
n/(n−1)
loc . On the other hand a simple
computation shows that for |x| ≤ 1
Su(x) ≥ v(x) :=
∫
Sn−1(x,|x|)
|u| dσ ≥
C
|x|n−1(log(e/|x|))(n−1)/n
and clearly the right hand side is not in Ln/(n−1) in any neighborhood of the
origin. ✷
Federer and Ziemer [3] proved that the set of non-Lebesgue points of
a p-quasicontinuous representative of a Sobolev function f ∈ W 1,p has p-
capacity zero.
Recall that the p-capacity, 1 < p < n of a set A ⊂ Rn is defined as
Cp(A) = inf
{∫
Rn
|∇u|p dx
}
where the infinum is taken over all u ∈ W˙ 1,p such that u ≥ 0 and u ≥ 1
in an open set that contains A. For basic properties of the capacity, see [2,
Section 4.7].
A function u is said to be p-quasicontinuous if for every ε > 0 there is an
open set U ⊂ Rn such that
Cp(U) < ε and u|Rn\U is continuous.
Every function u ∈ W 1,p(Rn), 1 < p < n has a p-quasicontinuous represen-
tative, see [2, Section 4.8] and any two p-quasicontinuous representatives of
u ∈ W 1,p are equal away from a set of p-capacity zero [9]. It is well known
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that for u ∈ W 1,p the following representative defined at every point of Rn
is p-quasicontinuous
(1.7) u(x) := lim sup
r→0
∫
B(x,r)
u(z) dz,
see, [2, Section 4.8]. Clearly it suffices to prove the Federer-Ziemer theorem
for the representative given by (1.7). Theorem 1.3, or rather its proof, leads
to the following generalization of the Federer-Ziemer theorem.
Theorem 1.6. Let µ be a spherical-like measure. Let u ∈ W 1,p(Rn), 1 <
p < n be a p-quasicontinuous representative. Then there is a set E ⊂ Rn of
p-capacity zero Cp(E) = 0 such that
lim
t→0
∫
Rn
|u(z + x)− u(x)| dµt(z) = 0 for all x ∈ R
n \ E.
In particular
lim
t→0
∫
Rn
u(z + x) dµt(z) = u(x) for all x ∈ R
n \ E.
In the case in which we take averages over balls, the result is due to
Federer and Ziemer [3], but it also covers the case of taking averages over
spheres and with respect to much more general measures.
The paper is organized as follows. In Section 2 we prove Theorem 1.3. In
Section 3 we prove Theorem 1.6 and in the final Section 4 we provide a new
elementary proof of the Meyers-Ziemer theorem, Lemma 1.2. The original
proof was based on the boxing inequality and the co-area formula. Following
ideas from [14] we managed to avoid the co-area formula. This might have
applications to analysis on metric spaces where related estimates have been
obtained with the aid of a rather involved co-area formula, [11].
Throughout the paper we adopt a convention that C denotes a generic
constant whose value may change in a single string of estimates.
2. Proof of Theorem 1.3
Let µ be a spherical-like measure satisfying (1.1) and (1.2). Let ϕ ∈
C∞0 (B(0, 2R)), ϕ|B(0,R) ≡ 1, |∇ϕ| ≤ 2R
−1 be a standard cut-off function.
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First we will prove the inequality for x = 0. Lemma 1.2 yields∫
Rn
|u(z)| dµt(z) =
∫
Rn
|u(tz)| dµ(z) =
∫
Rn
|ϕ(z)u(tz)| dµ(z)
≤ c(n)M
(∫
Rn
|∇ϕ(z)| |u(tz)| dz + t
∫
Rn
|ϕ(z)| |∇u(tz)| dz
)
≤ c(n)M
(
R−1
∫
B(0,2R)
|u(tz)| dz + t
∫
B(0,2R)
|∇u(tz)| dz
)
≤ c(n)MRn−1
(∫
B(0,2tR)
|u(z)| dz +
∫
B(0,2tR)
|∇u(z)|
(2tR)n−1
dz
)
≤ c(n)MRn−1 (Mu(0) + I|∇u|(0)) .
Thus
Sµu(0) = sup
t>0
∫
Rn
|u(z)| dµt(z) ≤ c(n)MR
n−1 (Mu(0) + I|∇u|(0)) .
Applying the inequality to z 7→ u(z + x) we get
Sµu(x) ≤ c(n)MR
n−1 (Mu(x) + I|∇u|(x)) .
The proof is complete. ✷
3. Proof of Theorem 1.6
We will need the following two results, see [2, Sections 2.4.3 and 4.7].
Lemma 3.1. Let g ∈ L1loc(R
n) and 0 ≤ s < n. Then
Hs
({
x ∈ Rn : lim sup
t→0
1
ts
∫
B(x,t)
|g(z)| dz > 0
})
= 0.
Lemma 3.2. For 1 < p < n and E ⊂ Rn we have
Cp(E) ≤ CH
n−p(E).
In particular if g ∈ Lp, 1 < p < n, then
1
tn−1
∫
B(x,t)
|g(z)| dz ≤ C
(
1
tn−p
∫
B(x,t)
|g(z)|p dz
)1/p
,
and hence
(3.1) Cp
({
x ∈ Rn : lim sup
t→0
1
tn−1
∫
B(x,t)
|g(z)| dz > 0
})
= 0.
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Let u ∈ W 1,p be a p-quasicontinuous representative. It follows from the
proof of Theorem 1.3 that∫
Rn
|u(z + x)− u(x)| dµt(z)
≤ C
(∫
B(x,2tR)
|u(z) − u(x)| dz +
1
(2tR)n−1
∫
B(x,2tR)
|∇u(z)| dz
)
and it suffices to observe that the first integral on the right hand side con-
verges to zero outside a set of p-capacity zero by the Federer-Ziemer theorem,
while the second integral also converges to zero outside a set of p-capacity
zero by (3.1). The last conclusion of the theorem follows from the fact that
µt is a probability measure. The proof is complete. ✷
4. Proof of Lemma 1.2
The necessity of the condition (1.2) easily follows from (1.3) applied to
suitable cut-off functions. Hence it remains to prove that if the condition
(1.2) is satisfied, then (1.3) holds with C = c(n)M . First we will establish
a slightly weaker inequality.
Lemma 4.1. Let E ⊂ Rn be a compact set and let 0 ≤ v ≤ 1 be a compactly
supported Lipschitz function such that v ≡ 1 on E. Then
µ(E) ≤ c(n)M
∫
Rn
|∇v| dx.
Proof. Consider the function
φ(t) =
∫
{0≤v≤t}
|∇v| dx.
Since the function φ is increasing, it is differentiable a.e. and∫ 1
0
φ′(t) dx ≤ φ(1) − φ(0) = φ(1) =
∫
Rn
|∇v| dx.
In particular there is s ∈ (0, 1) such that
φ′(s) < 2
∫
Rn
|∇v| dx.
This, in turn, implies that for some δ > 0,
φ(s)− φ(t)
s− t
< 2
∫
Rn
|∇v| dx for all s− δ < t < s.
The set
Es = {x : v(x) ≥ s}
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is compact and E is contained in its interior. Hence from a simple continuity
of the volume argument it follows that for each x ∈ E there is rx > 0 such
that
(4.1) |Es ∩B(x, rx)| =
1
2
|B(x, rx)|.
Thus also
(4.2) |{x : v(x) < s} ∩B(x, rx)| =
1
2
|B(x, rx)|.
The balls {B(x, rx)}x∈E form an open covering of E form which we can select
a finite sub-covering. Now the Vitali covering lemma [2, Section 1.5] implies
that we can find a finite number of pairwise disjoint balls {B(xi, rxi)}
N
i=1
such that
E ⊂
N⋃
i=1
B(xi, 5rxi).
Hence
(4.3) µ(E) ≤
N∑
i=1
µ(B(xi, 5rxi)) ≤ 5
n−1M
N∑
i=1
rn−1xi .
Since the Lebesgue measure of the set
(4.4) {x : t < v(x) < s}
converges to zero as t→ s−, there is t < s such that the measure of the set
(4.4) is less than
min
i∈{1,2,...,N}
1
4
|B(xi, rxi)|.
We can also assume that t > s− δ. Hence (4.1) and (4.2) yield
|{x : v(x) ≥ s} ∩B(xi, rxi)| =
1
2
|B(xi, rxi)|,
|{x : v(x) ≤ t} ∩B(xi, rxi)| ≥
1
4
|B(xi, rxi)|
for all i = 1, 2, . . . , N . Now consider the truncation of v between the levels
t and s, i.e. consider the function
w(x) =


s− t if v(x) ≥ s,
v(x)− t if t ≤ v(x) ≤ s,
0 if v(x) ≤ t.
Observe that w = s− t on a subset of B(xi, rxi) of measure
1
2 |B(xi, rxi)| and
w = 0 on a subset of B(xi, rxi) of measure at least
1
4 |B(xi, rxi)|. Hence for
any c ∈ R
|w − c| ≥
s− t
2
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on a subset of B(xi, rxi) of measure at least
1
4 |B(xi, rxi)|. In particular the
Poincare´ inequality yields
s− t
8
≤
∫
B(xi,rxi)
|w − wB(xi,rxi)| dx ≤ c(n)rxi
∫
B(xi,rxi)
|∇w| dx.
Here the barred integral means the integral divided by the volume of the
ball and wB is the integral average of w. Hence
rn−1xi ≤
c(n)
s− t
∫
B(xi,rxi)
|∇w| dx =
c(n)
s− t
∫
B(xi,rxi)∩{t<v≤s}
|∇v| dx.
Thus (4.3) and the fact that the balls B(xi, rxi) are pairwise disjoint yield
µ(E) ≤
c(n)M
s− t
N∑
i=1
∫
B(xi,rxi)∩{t<v≤s}
|∇v| dx
≤
c(n)M
s− t
∫
{t<v≤s}
|∇v| dx
= c(n)M
φ(s)− φ(t)
s− t
≤ c(n)M
∫
Rn
|∇v| dx.
This completes the proof of Lemma 4.1. ✷
Now we can complete the proof of Lemma 1.2 using the celebrated Maz’ya
truncation argument [15] (see also [6] for an expository article on that topic).
Let
uk =


2k−2 if |u| ≥ 2k−1,
|u| − 2k−2 if 2k−2 ≤ |u| ≤ 2k−1,
0 if |u| ≤ 2k−2.
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In other words uk is the truncation of |u| between the levels 2
k−2 and 2k−1.
We have ∫
Rn
|u| dµ ≤
∞∑
k=−∞
2kµ({2k−1 < |u| ≤ 2k})
≤
∞∑
k=−∞
2kµ({|u| ≥ 2k−1})
=
∞∑
k=−∞
2kµ({uk ≥ 2
k−2})
=
∞∑
k=−∞
2kµ({2−(k−2)uk ≥ 1})
≤ c(n)M
∞∑
k=−∞
2k
∫
Rn
|∇(2−(k−2)uk)| dx
= c(n)M
∞∑
k=−∞
4
∫
{2k−2≤|u|≤2k−1}
|∇u| dx
= c(n)M
∫
Rn
|∇u| dx.
The proof is complete. ✷
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