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Abstract
In this dissertation we study non-negative self-adjoint Laplace type operators acting on smooth
sections of a vector bundle. First, we assume base manifolds are compact, boundaryless, and
Riemannian. We start from the Fourier integral operator representation of half-wave operators,
continue with spectral zeta functions, heat and resolvent trace asymptotic expansions, and end
with the quantitative Wodzicki residue method. In particular, all of the asymptotic coefficients
of the microlocalized spectral counting function can be explicitly given and clearly interpreted.
With the auxiliary pseudo-differential operators ranging all smooth endomorphisms of the given
bundle, we obtain certain asymptotic estimates about the integral kernel of heat operators.
As applications, we study spectral asymptotics of Dirac type operators such as characterizing
those for which the second coefficient vanishes. Next, we assume vector bundles are trivial and
base manifolds are Euclidean domains, and study non-negative self-adjoint extensions of the
Laplace operator which acts component-wise on compactly supported smooth functions. Using
finite propagation speed estimates for wave equations and explicit Fourier Tauberian theorems
obtained by Yuri Safarov, we establish the principle of not feeling the boundary estimates for
the heat kernel of these operators. In particular, the implied constants are independent of self-
adjoint extensions. As a by-product, we affirmatively answer a question about upper estimate
for the Neumann heat kernel. Finally, we study some specific values of the spectral zeta function
of two-dimensional Dirichlet Laplacians such as spectral determinant and Casimir energy. For
numerical purposes we substantially improve the short-time Dirichlet heat trace asymptotics
for polygons. This could be used to measure the spectral determinant and Casimir energy of
polygons whenever the first several hundred or one thousand Dirichlet eigenvalues are known
with high precision by other means.
ii
Acknowledgments
First and foremost, I would like to thank my supervisor Dr. Alexander Strohmaier for giving
me the opportunity to undertake this project from various viewpoints, as well as his dedicated
guidance.
I am wholeheartedly grateful to my wife Chunrong for her unreserved support and huge help
in both my academic and personal life.
My thanks also go to Prof. Huaizhong Zhao for his extensive support since my move to the
United Kingdom several years ago.
Finally, I acknowledge the financial support and excellent facilities provided by Loughborough
University.
iii
Contents
1 Introduction 1
1.1 Historical context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Background 7
2.1 Partial differential operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Partial differential operators on Euclidean domains . . . . . . . . . . . . . 7
2.1.2 Partial differential operators on manifolds . . . . . . . . . . . . . . . . . . 8
2.1.3 Partial differential operators on vector bundles . . . . . . . . . . . . . . . 8
2.1.4 Laplace type operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.5 Dirac type operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Pseudo-differential operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Pseudo-differential operators on Euclidean spaces . . . . . . . . . . . . . 14
2.2.2 Pseudo-differential operators on manifolds . . . . . . . . . . . . . . . . . 17
2.2.3 Sub-principal symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.4 Pseudo-differential operators on vector bundles . . . . . . . . . . . . . . . 23
2.2.5 Wodzicki residues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Fourier integral operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Finite propagation speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Schwartz kernel theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Spectral counting functions 33
3.1 FIO method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Spectral zeta functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Finite heat expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Mellin transforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.3 Spectral zeta functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Heat trace expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Resolvent expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Wodzicki residues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.6 Heat kernel expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.7 Seeley’s method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
iv
CONTENTS CONTENTS
3.8 Leading coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 Dirac type operators 50
4.1 Spectral counting coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Second coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Heat kernel estimates 59
5.1 Kac’s principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Finite propagation speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.1 Functional calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.2 Finite propagation speed . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Heat kernel bounds (I) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4 Heat kernel bounds (II) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.5 Dirichlet boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.6 Neumann boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6 Spectral zeta functions 77
6.1 An algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2 Error estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3 Polygons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3.1 An improvement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3.2 Probabilistic method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3.3 Further improvement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4 Numerical applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.4.1 Spectral determinants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.4.2 Casimir energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.5 Further comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
References 91
List of notation 101
v
Chapter 1
Introduction
1.1 Historical context
Weyl’s law in its simplest version is a statement on the asymptotic growth of the Dirichlet eigen-
values for bounded Euclidean domains. This was obtained in February 1911 by Hermann Weyl
(1885–1955), who was a 26-year-old student of David Hilbert (1862–1943). Weyl’s law was
motivated by Sommerfeld’s problem proposed in September 1910 on the asymptotic behaviour
of the Dirichlet, Neumann, and Robin eigenvalues, and the Lorentz-Jeans conjecture proposed
one month later on the asymptotic behaviour of the eigenvalues of the electromagnetic cavity.
Hilbert once predicted that the Lorentz-Jeans conjecture would not be solved during his life-
time, but he was wrong by many years. Letting U ⊂ Rd be a bounded domain, and letting N(λ)
count the number of Dirichlet eigenvalues for U which are less than λ, Weyl’s law says that
N(λ) =
|U |
(4pi)d/2Γ(d+22 )
λd/2 + o(λd/2) (λ→∞), (1.1)
where |U | denotes the volume of U , and Γ(·) denotes the gamma function. This implies that
one can deduce the volume of a bounded Euclidean domain from its Dirichlet spectrum. Weyl
also conjectured the second asymptotic term which obeys
N(λ) =
|U |
(4pi)d/2Γ(d+22 )
λd/2 − |∂U |
4(4pi)(d−1)/2Γ(d+12 )
λ(d−1)/2 + o(λ(d−1)/2) (λ→∞), (1.2)
where |∂U | denotes the surface area of the boundary ∂U of U . This means in particular that
one can deduce the surface area of a bounded Euclidean domain from its Dirichlet spectrum.
It was justified under certain conditions by Victor Ivrii [83] and Richard Melrose [109] in 1980.
According to Weyl’s law, the spectral zeta function of the Dirichlet Laplacian defined by
ζU (s) =
∞∑
n=1
1
λsn
, (1.3)
is analytic in Re(s) > d2 , where the Dirichlet eigenvalues {λn}∞n=1 for U are listed in non-
decreasing order. For example, the classical Riemann zeta function is ζU0(
s
2), where U0 is
an arbitrary one-dimensional open interval of length pi. It is well known that the Riemann zeta
1
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function is meromorphic on the complex plane C whose singularity is the only simple pole at
s = 1 with residue 1. Letting {un}∞n=1 denote the associated real-valued eigenfunctions so that
they form an orthonormal basis for the Hilbert space L2(U), one can similarly define
ζU (s;x) =
∞∑
n=1
un(x)
2
λsn
(1.4)
for x ∈ U and Re(s) > d2 . Torsten Carleman (1892–1949) was the first person to attack the more
difficult asymptotic behaviour of eigenfunctions by studying (1.4) for two-dimensional bounded
domains in 1934. A breakthrough was achieved by Subbaramiah Minakshisundaram (1913–
1968) and Carleman’s student A˚ke Pleijel (1913–1989), as they showed in [113] in 1949 that
ζU (s;x) admits a meromorphic continuation to C whose only singularities are simple poles at
d−k
2 (k = 0, 1, 2, . . .) for each fixed x ∈ U . Coming back to spectral zeta function, we see that
ζU (s) admits a meromorphic continuation to C whose only singularities are simple poles at
d−k
2 (k = 0, 1, 2, . . .). The corresponding residues are determined only by U , so in principle
they could carry certain geometric information about the domain itself. Minakshisundaram and
Pleijel can also deduce the volume of a bounded Euclidean domain from its Dirichlet spectrum,
and studied the Neumann and closed eigenvalue problems in a similar way. Here to be clear,
for the Neumann boundary problems, they assumed that boundaries are sufficiently smooth.
The technique developed by Minakshisundaram and Pleijel is very important because they
derived complete asymptotic expansion of the heat kernels. Let M be a closed Riemannian
manifold, and let ∆M denote the associated Laplace-Beltrami operator. The integral kernel of
et∆M (t > 0), denoted by KM (x, y; t) and also called the heat kernel for M , is the fundamental
solution of the heat equation
∂u
∂t
= ∆Mu (t > 0). (1.5)
They showed that there exist smooth functions {ak}∞k=0 on M such that
KM (x, x; t) ∼ (4pit)−d/2
∞∑
k=0
ak(x)t
k (t→ 0+). (1.6)
The short-time heat kernel expansion (1.6) inspired enormous later works, as one can extend
scalar Laplacians to vector-valued ones or other elliptic operators as well as study similar prob-
lems for manifolds with boundary. For example, not long after their seminal work, people could
deduce the surface area of a bounded smooth Euclidean domain from its Dirichlet or Neumann
spectrum, the number of holes of a two-dimensional closed Riemannian manifold from its spec-
trum, and so on. An influential paper [88] by Mark Kac (1914–1984) in 1966 asked whether or
not one can hear the shape of a drum, although he himself believed the answer would be
no. To be clear, Kac asked whether or not a bounded Euclidean domain is determined by its
Dirichlet spectrum up to isometry. A couple of years before Kac’s article, John Milnor [112]
had constructed two non-congruent higher-dimensional tori whose Laplace-Beltrami operators
share the same eigenvalues. Later in 1992, Carolyn Gordon, David Webb and Scott Wolpert
[60] gave a negative answer to Kac’s question. Nowadays, it is still an open problem in spectral
geometry whether or not a bounded convex Euclidean domain is determined by its Dirichlet
spectrum up to isometry.
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The theory of pseudo-differential operators was systematically developed by Joseph J. Kohn
and Louis Nirenberg [90], and Lars Ho¨rmander (1931–2012) [74, 75] in the mid-sixties. Since its
appearance, it has been very essential to modern analysis and mathematical physics. Pseudo-
differential operators are of great importance in the study of elliptic equations. Some of the
simplest operations, such as taking the inverse or the square root, lead out of the class of
elliptic differential operators but preserve the class of pseudo-differential operators. In this way,
pseudo-differential operators serve as a powerful and natural tool for the study of elliptic (and
hypoelliptic) partial differential operators (e.g. [75, 76]).
A natural generalization of the theory of pseudo-differential operators is that of Fourier inte-
gral operators, which was systematically developed by Ho¨rmander [77, 78] in the late sixties
and early seventies. Johannes J. Duistermaat (1942–2010) also made important contributions
as he improved with Ho¨rmander [41] the global theory of Fourier integral operators, and mathe-
matically justified [39] Victor P. Maslov’s earlier formulation [106]. A typical example of a Fourier
integral operator is the solution operator of the Cauchy problem for a hyperbolic equation. In
this way, Fourier integral operators play the same role in the study of hyperbolic equations as
pseudo-differential operators do in the theory of elliptic equations.
A significant area for applications of pseudo-differential and Fourier integral operators is the
spectral theory of elliptic operators. As the main topics of the thesis lie in this field, let us address
two classical applications with each one showcasing one of the two theories.
First, let A be an invertible classical elliptic pseudo-differential operator of positive order m
acting on smooth sections of a vector bundle over a closed manifold M , such that A has a ray
of minimal growth. An application of functional calculus allows us to define
As =
i
2pi
∫
γ
λs(A− λ)−1dλ. (1.7)
Here γ is a contour in C from ∞ to a point near the origin along the minimal ray, clockwise
about the origin for a full circle, and back to ∞ along the minimal ray. Robert T. Seeley [138]
showed, first for small Re(s) then for all s ∈ C, that As is a classical pseudo-differential operator
of order mRe(s). More importantly, he extended the previous work of Minakshisundaram and
Pleijel to invertible classical elliptic vector-valued pseudo-differential operators of positive order.
To be clear, he proved that the integral kernel of As at any given (x, x) is a meromorphic matrix
of smooth functions whose only singularities are simple poles at countably many points. Once
again, the residues at these poles carry lots of information about the operator A.
Second, let P be a positive elliptic differential operator of order m on a closed manifold.
Ho¨rmander [77] showed that a parametrix for the hyperbolic equation i∂t + P 1/m, which for-
mally is exp(itP 1/m), can be realized as a Fourier integral operator. As a consequence he then
established the best possible estimates for the remainder term in the asymptotic formula for the
spectral function of an arbitrary elliptic differential operator. Later on, Duistermaat and Victor
W. Guillemin [40] studied the asymptotic behaviour of the wave kernel exp(itQ) for an arbitrary
first order positive elliptic classical pseudo-differential operator Q, say for example, Q = P 1/m.
Apart from asymptotic expansions of the aforementioned spectral zeta functions, heat and
wave kernels, there are other ways to recover local or global geometric information about a
manifold or operator. For example, the Riesz mean [50, 77, 114, 129] is one of such methods.
3
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Finally in this section, we pay special attention to wave equation methods, which can be used
to study the spectral theory of elliptic operators quite effectively. As early as 1952, Boris M.
Levitan (1914–2004) [97] studied the asymptotic behavior of the spectral function of a positive
self-adjoint differential operator P of order m = 2 by considering its cosine transform cos(t
√
P ),
also called the half-wave operator [146]. Note ( ∂
2
∂t2
+P ) cos(t
√
P ) = 0, so the half-wave operator
is closely related to the fundamental solution of the hyperbolic operator ∂
2
∂t2
+ P . According to
Ho¨rmander [77], the reason why Levitan’s methods had not been applied to operators of order
m > 2 seemed to be that the differential equation
(im
∂m
∂tm
− P )e−itP 1/m = 0 (1.8)
is not hyperbolic. But as explained earlier, Ho¨rmander avoided this obstacle by constructing a
Fourier integral operator parametrix for the equation
(i
∂
∂t
− P 1/m)e−itP 1/m = 0. (1.9)
Letting m = 2, Jeff Cheeger, Mikhail Gromov and Michael Taylor [28] studied the integral kernel
of operators of the form
f(
√
P ) =
1
2pi
∫
R
(Ff)(s) cos(s
√
P )ds. (1.10)
For example, letting f be Gaussian functions implies that the heat operator e−tP (t > 0) can be
written as
e−tP =
1
2
√
pit
∫
R
cos(s
√
P )e−
s2
4t ds, (1.11)
where the main contributions come from small s. Therefore, one can use wave equation meth-
ods such as finite propagation speed estimates to study heat kernels.
1.2 Motivation
Let E be a vector bundle over a d-dimensional closed Riemannian manifold M . Let Q be a first
order non-negative self-adjoint classical elliptic pseudo-differential operator acting on smooth
sections of E. Let {λj , φj}∞j=1 denote the discrete spectral resolution of Q, that is, Qφj = λjφj
for all j. It is known [138] that the eigenvalue counting function N(λ) of Q still obeys Weyl’s law,
but a two-term asymptotic expansion
N(λ) = c0λ
d + c1λ
d−1 + o(λd−1) (λ→∞)
does not exist in general. Even so, Duistermaat and Guillemin [40] showed for scalar functions
and Victor Ivrii [84] showed for vector-valued systems that
(χ ∗N ′)(λ) =
∞∑
j=1
χ(λ− λj) ∼
∞∑
k=0
akλ
d−1−k (λ→∞), (1.12)
where χ ∈ S (R) is a Schwartz function such that its Fourier transform Fχ equals 1 near
the origin and supp(Fχ) ⊂ (−δ, δ) for some sufficiently small δ. Until now, it is still not clear
4
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how to explicitly determine the second coefficient a1 in terms of the invariantly-defined principal
and sub-principal symbols of vector-valued operators Q. Actually, according to the bibliographic
review in [30], there were quite a few flawed attempts at this problem. In this thesis we set Q
to be the square root of a non-negative self-adjoint Laplace type operator, and introduce an
auxiliary classical pseudo-differential operator A. Similar to (1.12), the following microlocalized
spectral counting function satisfies
∞∑
j=1
〈Aφj , φj〉χ(λ− λj) ∼
∞∑
k=0
Ak(A,Q)λ
d+m−k−1 (λ→∞), (1.13)
where m denotes the order of A. For example, letting the Laplacian be the square of a self-
adjoint Dirac type operator D, Sandoval [133] explicitly obtained A1(D,Q), while Branson and
Gilkey [22] can equivalently determineA1(fD,Q) for smooth functions f onM . Note Chervova,
Downes and Vassiliev [30, 31] were also able to derive A1(D,Q), but only for a small class of
Dirac type operators.
The first purpose of the thesis is to give a nice interpretation of Ak(A,Q) for all k ≥ 0 in
terms of Wodzicki residues. However, we should mention that in equivalent forms the Wodzicki
residue representation of the coefficients Ak(A,Q) is a known result [91, 137]. Linking it with
the spectral asymptotics of Dirac type operators may appear first in this thesis.
The second motivation of the thesis is to use the aforementioned wave equation methods
to study the heat kernel of an arbitrary vector-valued non-negative self-adjoint Laplacian on
Euclidean domains. Note that some results of Dirichlet boundary problems have not been found
or do not have counterparts for some other boundary problems. For example, the Dirichlet heat
kernel has full domain monotonicity, but the Neumann heat kernel was proven not to have such
a property [8]. Note also M. Van den Berg’s sharp estimates [10] on Kac’s principle of not feeling
the boundary for Dirichlet problems have not found the Neumann counterparts yet.
Our method is simple as follows. Let P1, P2 be two non-negative self-adjoint extensions of the
(negative) Laplacian
−∆ : C∞c (U ;CN )→ C∞c (U ;CN ), (1.14)
acting component-wise on the Hilbert space L2(U ;CN ). According to (1.11) we have
e−tPi =
1
2
√
pit
∫
R
cos(s
√
Pi)e
− s2
4t ds. (1.15)
It is known that if |s| is small, then there is no difference at all between the diagonal kernels of
cos(s
√
P1) and cos(s
√
P2) at certain points of the given domain because of finite propagation
speed estimates for the wave equation. Considering the contributions made from those not too
small s, we will show later on that the small-time heat kernels for P1 and P2 actually have no
obvious difference. This means in particular that if one of them is completely known or under
good control, then the heat kernel for the other is also under good control. In other words, the
choice of possible boundary conditions brings no obvious difference for the small-time heat
kernels. In this way we can study for the first time bilateral optimal estimates for the Neumann
heat kernel without imposing any convex condition except smoothness.
The third motivation of the thesis is to develop an algorithm that can be used to calculate
some specific values of two-dimensional Dirichlet spectral zeta functions on planar polygons
5
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with high precision. So far this is doable only when all of the eigenvalues are explicitly known. A
crucial technical difficulty that allows us to study squares only as examples in Chapter 6 is that
there were no rigorous and effective completeness tests for sequences of computed eigenval-
ues generated by computer programs when this thesis was submitted for viva examination in
May, 2016.
We are happy to announce that this issue has been solved quite effectively in a recent preprint
[17] by Michael Bironneau, Alexander Strohmaier and the author. With this thesis available, the
preprint depends crucially on our improvement of short-time heat trace asymptotic expansions
for polygons. We would therefore like to recommend Chapter 6 and [17] to the reader. By the
way, the close connection between the second and third motivations will be explained in detail
at the beginning of Chapter 5.
1.3 Conclusions
The author should clearly state that Chapters 3 and 4 are based on paper [98] entitled “The
local counting function of operators of Dirac and Laplace type”, and Chapter 5 is based on
paper [99] entitled “Heat kernel estimates for general boundary problems”. Both papers have
been published jointly by the author and his supervisor.
In Chapter 3 we provide a nearly self-contained description of five different approaches to
the microlocalized spectral counting function of non-negative self-adjoint operators of Laplace
type, except the connecting formula (2.22) between heat expansions and Wodzicki residues.
With the auxiliary pseudo-differential operators ranging all smooth endomorphisms of the given
vector bundle, we recover the short-time asymptotics of the diagonal integral kernel of certain
operators (Theorem 3.6.1). As applications, we study the spectral asymptotics of self-adjoint
operators of Dirac type (Theorems 4.1.1, 4.1.3 and 4.2.1), and characterized those for which
the second coefficient vanishes in Chapter 4 (Theorem 4.3.1).
In Chapter 5 we show that the principle of not feeling the boundary estimates for heat kernels
holds for any non-negative self-adjoint extension of the classical Laplace operator acting on
vector-valued compactly supported smooth functions on a Euclidean domain (Theorems 5.3.1
and 5.4.3). They are valid for any choice of boundary condition and the implied constants can
be chosen independent of the self-adjoint extension. As a by-product, we answer affirmatively
a question about an upper estimate for the Neumann heat kernel (Theorem 5.6.2).
In Chapter 6 we substantially improve the short-time Dirichlet heat trace asymptotics for
polygonal regions (Theorem 6.3.2). This could be used to measure the spectral determinant
and Casimir energy of polygons whenever in general the first several hundred or one thousand
Dirichlet eigenvalues are known with high precision by other means.
6
Chapter 2
Background
In this chapter we mainly review some invariant concepts relating to classical pseudo-differential
operators such as principal and sub-principal symbols, and Wodzicki’s residue. We also discuss
the local representation of a class of Fourier integral operators and finite propagation speed
estimates for wave equations.
2.1 Partial differential operators
2.1.1 Partial differential operators on Euclidean domains
Let U be an open subset of Rd, and let
P =
∑
|α|≤m
Pα(x)D
α
x =
∑
|α|≤m
Pα(x)(−i ∂
∂x1
)α1 · · · (−i ∂
∂xd
)αd
be a partial differential operator on U of order at most m. Here α = (α1, . . . , αd) ∈ (N ∪ {0})d
denotes a multiple index, and |α| is short for the length of α, that is, |α| = α1 + · · · + αd. For
simplicity we assume throughout the thesis that all of the coefficients Pα are smooth functions
on U . The full and principal symbols of P , denoted by σFull(P ) and σm(P ) respectively, are
complex-valued functions on U × Rd defined by
σFull(P )(x, ξ) =
∑
|α|≤m
Pα(x)ξ
α =
∑
|α|≤m
Pα(x)ξ
α1
1 · · · ξαdd ,
σm(P )(x, ξ) =
∑
|α|=m
Pα(x)ξ
α.
If σm(P ) is not identically equal to zero, we say that P is of order m. For example, the Laplace
operator is a second order partial differential operator whose full and principal symbols are the
same as −|ξ|2. Via Fourier analysis we see that
Pu = F−1(σFull(P )(x, ξ)Fu(ξ)) (u ∈ C∞c (U)),
where F denotes the Fourier transform on Rd. Based on this formula one can similarly define
matrix-valued full and principal symbols for vector-valued partial differential operators.
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2.1.2 Partial differential operators on manifolds
Let M be a smooth manifold of dimension d. A local linear map P : C∞(M)→ C∞(M) is called
a partial differential operator of order at most m, if for every coordinate chart V
ϕ→ U ⊂ Rd, the
operator Pϕ induced by the following diagram
C∞(V ) ϕ
−1∗←−−−− C∞(U)
P |V
y yPϕ
C∞(V ) ϕ∗−−−−→ C∞(U)
is a standard partial differential operator on the Euclidean domain U of order at most m. Here
ϕ∗ denotes the push-forward operation sending function u on V to u◦ϕ−1 on U , and P is called
a local operator if Supp(Pu) ⊂ Supp(u) for all u ∈ C∞(M). Obviously, the restriction P |V of P
onto C∞(V ) is well-defined. P is said to be of order m if for some coordinate chart the induced
operator has this property.
Next, we explain how to define the principal symbol of P . If M = V is a Euclidean domain,
then for any smooth diffeomorphism V
ϕ→ U one can deduce from the chain rule that (e.g. [3,
I.7.1], [48, Thm. 8.58], [62, (3.7)], [75, Thm. 2.16], [102, Prop. 13, Chap. 5] [128, Prop. 2.5.25],
[139, Cor. 4.1], [146, Cor. 3.2.2] [153, Thm. 5.1, Chap. 1], [155, Page 33])
σm(Pϕ)(y, ξ) = σm(P )(ϕ
−1(y), Jϕ(ϕ−1(y))T ξ),
where Jϕ denotes the Jacobian matrix of ϕ. Generally, one can collaborate the transformation
rule for covectors at any given point of M with the above relation to invariantly define the
principal symbol of P as a smooth function on the cotangent bundle T ∗M of M . Alternatively,
one can set (e.g. [14, 74, 75])
σm(P )(ξ) = lim
t→0+
t−me−itφ(p)(Peitφ)(x) (ξ ∈ T ∗xM),
where φ is any real-valued smooth function on M with (dφ)x = ξ.
2.1.3 Partial differential operators on vector bundles
Let E be a complex vector bundle of rank r over a smooth manifold M of dimension d. Let
C∞(M ;E) denote the space of smooth sections of E. In the event that E = M × Cr is a trivial
bundle, we also let C∞(M ;Cr) be short for C∞(M ;E). Similar to the previous discussion, a
local linear map P : C∞(M ;E) → C∞(M ;E) is called a partial differential operator of order at
most m if, for every coordinate chart V
ϕ→ U ⊂ Rd and every bundle trivialization EV Φ→ V ×Cr,
the operator P˜ induced by the following diagram
C∞(V ;EV ) ←−−−− C∞(V ;Cr) ←−−−− C∞(U ;Cr)
P |V
y yP˜
C∞(V ;EV ) −−−−→ C∞(V ;Cr) −−−−→ C∞(U ;Cr)
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is a standard vector-valued partial differential operator on the Euclidean domain U of order at
most m. Here each unlabelled arrow in the diagram can be naturally interpreted. As usual, P
is said to be of order m if some induced local operator is of this property. The principal symbol
of P , denoted by σm(P ) or σP , can be similarly defined as a map on T ∗M sending ξ ∈ T ∗xM
to some unique element in the space End(Ex) of endomorphisms of the fiber Ex of E at x. For
details we refer the reader to the books [14, 94, 102].
The principal symbol can also be defined for partial differential operators mapping between
sections of two bundles over the same base manifold. For example, on differential forms the Lie
derivative, exterior product, interior product, codifferential, Hodge star, and Laplace-Beltrami
operators all are partial differential operators, and it is a good exercise to explicitly determine
the corresponding principal symbols.
A foundational result due to Peetre claims that any local linear map acting on C∞(M) must be
a partial differential operator. This implies that any local linear map between smooth sections
of two bundles over the same base manifold is locally a partial differential operator. As an
application, we see that if X is a non-vanishing smooth vector field on M and∇ is a connection
on E, then the covariant derivative ∇X : C∞(M ;E) → C∞(M ;E) in the direction of X is
globally a partial differential operator of first order. In general, letting X1, . . . , Xm be smooth
vector fields on M and letting F be a smooth bundle endomorphism of E, we see that
F∇Xm · · · ∇X1
is a partial differential operator of order at most m.
2.1.4 Laplace type operators
Let M be a smooth manifold admitting a Riemannian metric g. As before, E denotes a smooth
complex vector bundle over M . Given a connection ∇ on E, let ∆∇ denote the connection
Laplacian generated by ∇. Some authors call this operator the Bochner or reduced Laplacian.
Locally, ∆∇ is of the form −gij(∇i∇j−Γkij∇k), where we have used Einstein’s sum convention,
gij = g(dxi, dxj), ∇k = ∇∂k , Γkij denotes the Christoffel symbols of the Riemannian connection
on TM , that is, ∇∂i∂j = Γkij∂k. The principal symbol of the connection Laplacian, however, is
independent of the choice of connections on E. Actually, σ∆∇(ξ) = gx(ξ, ξ)idEx for all covectors
ξ ∈ T ∗xM . A second order partial differential operator P acting on C∞(M ;E) is said to be of
Laplace type if its principal symbol agrees with that of a connection Laplacian. In local coordi-
nates this means that P is of the form −gij(x)∂i∂j + ak(x)∂k + b(x), where ak, b are smooth
matrix-valued functions. Given such an operator P , the Bochner-Weitzenbo¨ck technique (e.g.
[54, 57, 94]) guarantees that there exists a unique connection ∇ on E and a unique bundle
endomorphism F ∈ C∞(M ; End(E)) such that P = ∆∇ + F .
2.1.5 Dirac type operators
A first order partial differential operator D : C∞(M ;E)→ C∞(M ;E) is said to be of Dirac type
if its square is of Laplace type. The main purpose of this part is to recall the representation
structure as well as study the Bochner-Weitzenbo¨ck technique for such operators.
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First of all, let us provide some concrete examples. Let (M, g) be a parallelizable Riemannian
manifold of dimension d, and let E = M ×Cr be a trivial bundle over M of rank r = 2b d2 c. Since
M is parallelizable, there exist smooth real vector fields {Xk}dk=1 on M such that {Xk(x)}dk=1 is
an orthonormal basis for (TxM, gx) at each x ∈M . According to the Clifford algebra theory (e.g.
[49, 52]), one can set {Rk}dk=1 to be complex matrices of size r × r such that RjRk + RkRj =
−2δjk for all j, k. Obviously, each Rk can be naturally regarded as a partial differential operator
of order zero on C∞(M ;E). According to the discussion in the last paragraph of §2.1.3, each
∇Xk is a partial differential operator of first order on C∞(M ;E), where ∇ is any prescribed
connection on E. Then it is easy to check that D = Rk∇Xk is a Dirac type operator. For
example, if M = R3, E = R3 × C2, ∇X means the ordinary derivative in the direction X, and if
R1 =
(
0 −i
−i 0
)
, R2 =
(
0 −1
1 0
)
, R3 =
(
−i 0
0 i
)
,
then D = Rk∇Xk is just the operator named after P. A. M. Dirac.
Let Cl(TM) be the universal unital complex algebra bundle generated by the tangent bundle
TM subject to the commutation relationX∗Y +Y ∗X = −2g(X,Y ), whereX,Y ∈ C∞(M ;TM)
and ∗ denotes the algebra operation. A Clifford module structure on E is just a unital algebra
morphism γ : Cl(TM) → End(E). Given any connection ∇̂ on the Clifford module E = (E, γ),
γ∇̂ , γ(ek)∇̂ek is a well-defined first order partial differential operator acting on C∞(M ;E),
where {ek}dk=1 denotes any orthonormal basis of TxM at each point x ∈M . To see this let φ be
a smooth section of E. Then the value of (γ∇̂)φ at an arbitrary point x ∈ M is just the trace of
the following bilinear map, acting from the twofold sum of the inner-product space (TxM, gx) to
the fiber Ex, defined by sending (X,Y ) ∈ TxM × TxM to γ(X)∇̂Y φ ∈ Ex. On the other hand,
one can naturally extend the Riemannian metric g and connection ∇ on TM to Cl(TM) with
the properties that: the extended connection also denoted by ∇ preserves the extended metric,
and
∇X(α ∗ β) = (∇Xα) ∗ β + α ∗ (∇Xβ) (2.1)
for all X ∈ C∞(M ;TM), α, β ∈ C∞(M ; Cl(TM)). Among plenty of connections on the Clifford
module (E, γ), we call a connection ∇˜ compatible with γ if
∇˜X(γ(α)φ) = γ(∇Xα)φ+ γ(α)(∇˜Xφ) (2.2)
for all X ∈ C∞(M ;TM), α ∈ C∞(M ; Cl(TM)), φ ∈ C∞(M ;E). It is well known [22] that on
a Clifford module there always exists a compatible connection. Such a triple (E, γ, ∇˜) is called
a Dirac bundle. It is easy to see that any operator D of Dirac type can always be written as
D = γ∇˜+ψ, where (E, γ, ∇˜) is some Dirac bundle with its Clifford module structure γ uniquely
determined by the principal symbol of D, ψ ∈ C∞(M ; End(E)). We call ψ the potential of D
associated with the Dirac bundle (E, γ, ∇˜).
To help understand the concept of Dirac bundle, we construct such a bundle associated
with the Dirac type operators studied earlier on trivial bundles over parallelizable Riemannian
manifolds. All the relevant notations are followed. It is easy to verify that γ : TM → End(E),
defined by γ(X) = g(X,Xk)Rk, is a Clifford module structure on E. Define L : TM → End(E)
by L(X) = Rkγ(∇XXk)4 , and put a flat connection ∇̂ on E by
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∇̂Xφ = ∇̂X
 φ1...
φr
 =
 Xφ1...
Xφr
 .
Following Branson-Gilkey [22], we claim ∇˜ , ∇̂ + L is a compatible connection on (E, γ). To
this end we first note α ∈ C∞(M ;TM) is of the form α = αkXk for some αk ∈ C∞(M). Thus
∇˜X(γ(α)φ) = ∇˜X(αkRkφ) = ∇̂X(αkRkφ) + L(X)γ(α)φ
= (Xαk)(Rkφ) + γ(α)∇̂Xφ+ L(X)γ(α)φ,
and
γ(∇Xα)φ+ γ(α)∇˜Xφ = γ((Xαk)Xk + αk∇XXk)φ+ γ(α)∇̂Xφ+ γ(α)L(X)φ
= (Xαk)(Rkφ) + αkγ(∇XXk)φ+ γ(α)∇̂Xφ+ γ(α)L(X)φ.
Hence to prove the compatibility condition (2.2) currently for α ∈ C∞(M ;TM), it suffices to
show [L(X), γ(α)] = g(α,Xk)γ(∇XXk), which is obviously equivalent to
[L(Xi), γ(Xj)] = g(Xj , Xk)γ(∇XiXk) (1 ≤ i, j ≤ d). (2.3)
Denoting ∇XiXj = ΓkijXk and considering Γkij = −Γjik, we have
[L(Xi), γ(Xj)] =
1
4
(
Rkγ(∇XiXk)Rj −RjRkγ(∇XiXk)
)
=
1
4
(
RkΓ
n
ikRnRj −RjRkΓnikRn
)
=
1
4
(− 2RkΓnikδnj −RkΓnikRjRn −RjRkΓnikRn)
=
1
2
(−RkΓjik + ΓnijRn) = ΓnijRn
= γ(∇XiXj) = g(Xj , Xk)γ(∇XiXk),
which proves (2.3). Generally, if α ∈ C∞(M ; Cl(TM)) is of the form α = α(1) ∗ α(2) ∗ · · · ∗ α(n)
where α(k) ∈ C∞(M ;TM) (1 ≤ k ≤ n), then according to (2.1),
∇˜X(γ(α)φ) = ∇˜X
(
γ(α(1))
[
γ(α(2)) · · · γ(α(n))φ
])
= γ(∇Xα(1))
[
γ(α(2)) · · · γ(α(n))φ
]
+ γ(α(1))∇˜X
[
γ(α(2)) · · · γ(α(n))φ
]
= · · ·
=
n∑
k=1
γ(α(1)) · · · γ(α(k−1))γ(∇Xα(k))γ(α(k+1)) · · · γ(α(n))φ+ γ(α)∇˜Xφ
= γ(∇Xα)φ+ γ(α)∇˜Xφ,
which suffices to claim (2.2) for arbitrary α ∈ C∞(M ; Cl(TM)) by linearity. Thus (E, γ, ∇˜) is a
Dirac bundle. Note γ∇˜ = γ∇̂+ ψ where
ψ =
RiRjγ(∇XiXj)
4
.
This means that −ψ is the potential of γ∇̂ associated with the Dirac bundle (E, γ, ∇˜).
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Next, we study the Bochner-Weitzenbo¨ck technique for Dirac type operators. Let D be a
Dirac type operator acting on C∞(M ;E). The Bochner-Weitzenbo¨ck technique for Laplace type
operators, discussed in §2.1.4, ensures that there exist a unique connection ∇̂ on E, and a
unique bundle endomorphism ψ2 ∈ C∞(M ; End(E)) such that P = ∆∇̂ + ψ2. In a series of
papers by P. Gilkey and his collaborators (e.g. [22, 54, 57, 58]), the potential ψ2 is always
written as a function explicitly depending on ∇̂ and a few others. But note that there exists a
Dirac bundle (E, γ, ∇˜) such that D = γ∇˜ + ψ for some potential ψ. Our purpose below is to
express ψ2 as a function of γ, ∇˜, ψ for later use. To the best of the author’s knowledge, there
does not exist such an explicit formula in the literature unless ψ = 0 (e.g. [63, 94]).
To this end we first fix a few notations. Given Dirac bundle (E, γ, ∇˜), define a connection ∇
on End(E) by
(∇Xω)(φ) = ∇˜X(ω(φ))− ω(∇˜Xφ) (2.4)
for all X ∈ C∞(M ;TM), ω ∈ C∞(M ; End(E)), φ ∈ C∞(M ;E). Then ∇ is compatible with γ in
the following sense:
(∇X)(ωγ(Y )) = (∇Xω)γ(Y ) + ωγ(∇XY ), (2.5)
(∇X)(γ(Y )ω) = γ(Y )(∇Xω) + γ(∇XY )ω, (2.6)
where X,ω, φ remain the same meanings as before, Y ∈ C∞(M ;TM). The curvature tensor
of any connection ∇̂ on E is denoted by R∇̂, that is,
R∇̂XY = [∇̂X , ∇̂Y ]− ∇̂[X,Y ].
We use the metric tensor to identify the tangent and cotangent bundles TM = T ∗M , which
means locally dxj ≡ gij∂i. Denote Gi1,...,in = G(dxi1 , . . . , dxin), Gi1,...,in = G(∂i1 , . . . , ∂in) for
any map G defined on the n-fold product of TM . Recall that Γkij denotes the Christoffel symbols
of the Riemannian metric, that is, ∇∂i∂j = Γkij∂k where ∇ denotes the Riemannian connection.
Proposition 2.1.1. Let D be a Dirac type operator of potential ψ associated with the Dirac
bundle (E, γ, ∇˜). Let L : TM → End(E) denote the map defined by
L(X) =
γ(X)ψ + ψγ(X)
2
.
Then ∇ψ , ∇˜ − L is a connection on E and ψ2 , P −∆∇ψ ∈ C∞(M ; End(E)). Locally
ψ2 =
1
2
γiγjR∇˜ij +
1
2
[γi,∇iψ] + LiLi + ψ2.
Proof. Let L be naturally identified with C∞(M ;TM) × C∞(M ;E) L→ C∞(M ;E), which is
C∞(M)-linear in both variables. Thus ∇̂ , ∇˜ − L is a connection on E. By (2.4) we get
4∇˜ −4∇̂ = −gij(∇˜i∇˜j − ∇˜i∇̂j + ∇˜i∇̂j − ∇̂i∇̂j) + gijΓkij(∇˜k − ∇̂k)
= −gij∇˜iLj − gijLi∇̂j + gijΓkijLk
= −gij((∇iLj) + Lj∇˜i)− gijLi(∇˜j − Lj) + gijΓkijLk
= −2Li∇˜i − gij(∇iLj) + LiLi + gijΓkijLk.
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On the other hand, according to (2.2) and (2.4) we have
P = (γi∇˜i + ψ)(γj∇˜j + ψ)
= γiγj∇˜i∇˜j − Γjikγiγk∇˜j + γi(∇iψ) + γiψ∇˜i + ψγj∇˜j + ψ2
= γiγj
∇˜i∇˜j + ∇˜j∇˜i
2
+ γiγj
R∇˜ij
2
+ Γjikg
ik∇˜j + γi(∇iψ) + (γiψ + ψγi)∇˜i + ψ2
= −gij∇˜i∇˜j + gijΓkij∇˜k + γiγj
R∇˜ij
2
+ γi(∇iψ) + (γiψ + ψγi)∇˜i + ψ2
= 4∇˜ + (γiψ + ψγi)∇˜i + γiγj
R∇˜ij
2
+ γi(∇iψ) + ψ2.
Consequently, combining the above calculations yields
P = 4∇̂ + γiγjR
∇˜
ij
2
+ γi(∇iψ) + ψ2 − gij(∇iLj) + LiLi + gijΓkijLk , 4∇̂ + ψ2.
Next let us simplify the expression of ψ2. According to (2.5) and (2.6) we have
−gij(∇iLj) = −gij
γj(∇iψ) + Γkijγkψ + (∇iψ)γj + Γkijψγk
2
= −gij γj(∇iψ) + (∇iψ)γj
2
− gijΓkijLk
= −γ
i(∇iψ) + (∇iψ)γi
2
− gijΓkijLk,
which implies
ψ2 = γ
iγj
R∇˜ij
2
+ γi(∇iψ) + ψ2 − γ
i(∇iψ) + (∇iψ)γi
2
+ LiLi
= γiγj
R∇˜ij
2
+
1
2
[γi,∇iψ] + ψ2 + LiLi.
This finishes the proof of Proposition 2.1.1.
2.2 Pseudo-differential operators
Based on the theory of singular integral operators, Kohn and Nirenberg [90] and Ho¨rmander
[74, 75] systematically introduced the theory of pseudo-differential operators, which has proved
to be extremely useful to the study of elliptic equations since its appearance. In this section we
start by defining pseudo-differential operators on Euclidean domains and manifolds, continue
with extending the concept of sub-principal symbol from manifolds to vector bundles, and end
with discussing the concept of Wodzicki residue and Seeley’s construction of complex powers
of an elliptic operator. All these ingredients are essential to our later study of operators of Dirac
and Laplace type.
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2.2.1 Pseudo-differential operators on Euclidean spaces
LetS (Rd) denote the Schwartz space of smooth functions that are rapidly decreasing at infinity,
and let S ′(Rd) denote the dual space of S (Rd). The Fourier transform F : S (Rd) → S (Rd)
is defined by
(Ff)(ξ) = Ff(ξ) = f̂(ξ) = (Fxf)(ξ) =
∫
Rd
e−ix·ξf(x)dx.
Let m ∈ R and let P (x, ξ) be a smooth complex-valued function on Rd × Rd. We say (e.g.
[80, 94, 102, 124, 128, 146, 149, 155, 161]) that P is a symbol of order m, or more succinctly
P ∈ Sm, if for all multi-indices α, β,∣∣∣( ∂
∂x
)α(
∂
∂ξ
)βP (x, ξ)
∣∣∣ ≤ Cαβ〈ξ〉m−|β| (x ∈ Rd, ξ ∈ Rd),
where 〈ξ〉 ,√1 + |ξ|2. To a given symbol P ∈ Sm we associate the operator[
P (x,D)u
]
(x) =
[
F−1ξ
(
P (x, ξ) · û(ξ))](x) (u ∈ S (Rd))
= (2pi)−d
∫
Rd
eix·ξP (x, ξ)û(ξ)dξ
= (2pi)−d
∫
Rd
∫
Rd
ei(x−y)·ξP (x, ξ)u(y)dydξ (repeated integral),
which is called the pseudo-differential operator (on Rd) with symbol P (x, ξ). The order of the
symbol P (x, ξ) is also called the order of P (x,D). It is easy to show that P (x,D) maps S (Rd)
to S (Rd) and is a continuous linear map. The basic theory of pseudo-differential operators
answers affirmatively the following three questions.
QUESTION 1: Is the operator P (x,D) uniquely determined by its symbol P (x, ξ)?
QUESTION 2: Suppose P,Q ∈ S∞ = ∪m∈RSm. Note Q(x,D) ◦ P (x,D) is a continuous linear
map fromS (Rd) toS (Rd). Does there exist anR ∈ S∞ such thatR(x,D) = Q(x,D)◦P (x,D)?
QUESTION 3: Suppose P ∈ Sm. The (formal) adjoint of P (x,D), denoted by P ∗, exists in the
following sense
〈P (x,D)u, v〉 = 〈u, P ∗v〉 (u, v ∈ S (Rd)), (2.7)
where 〈·, ·〉 denotes the inner-product on L2(Rd). Does there exist an S ∈ Sm such that P ∗ =
S(x,D)?
To deal with these questions we will frequently encounter the technical issue of changing
the order of integration. To this end the following lemma [128, Prop. 2.1.10] is quite useful. As
applications, to study Questions 2 and 3 one can first assume that the symbols of P,Q are
compactly supported in Rd × Rd, then apply this lemma to reach their full generality.
Lemma 2.2.1. Suppose we have a sequence of symbols {Pk ∈ Sm}∞k=0 which satisfies the
uniform symbolic estimates∣∣∣( ∂
∂x
)α(
∂
∂ξ
)βPk(x, ξ)
∣∣∣ ≤ Cαβ〈ξ〉m−|β| (x ∈ Rd, ξ ∈ Rd)
for all multi-indices α, β. Suppose Pk(x, ξ) and all of its derivatives converge to P0(x, ξ) and its
derivatives, respectively, pointwise as k →∞. Let {uk}∞k=0 be a sequence of Schwartz functions
such that uk
S (Rd)−→ u0 as k →∞. Then Pk(x,D)uk S (R
d)−→ P0(x,D)u0 as k →∞.
14
CHAPTER 2. BACKGROUND 2.2. PSEUDO-DIFFERENTIAL OPERATORS
In the following we study in detail the first question and sketch solutions to the other two.
According to (2.7), it is easy to show that P ∗ maps S (Rd) to S (Rd) and is a continuous linear
map. Thus one can extend P (x,D) as a continuous linear map fromS ′(Rd) toS ′(Rd) via (2.7)
by defining [
P (x,D)u
]
(v) = u
(
P (x,D)∗v
)
(u ∈ S ′(Rd), v ∈ S (Rd)). (2.8)
Let ξ ∈ Rd be a fixed element, and note eξ(x) = eix·ξ is an element of S ′(Rd). We are going to
explicitly relate P (x,D)eξ ∈ S ′(Rd) to the symbol of P , and thus derive the answer to Question
1. According to (2.7), (2.8) and Lemma 2.2.1, one can show for any v ∈ S (Rd) that[
P (x,D)eξ
]
(v) = (2pi)−d
∫ ∫ ∫
eix·ξ · e
i(y−x)·η
〈η〉2N ·L
N
y
[
P (y, η) · v(y)
]
dydηdx (repeated integral),
where N is an arbitrary integer with 2N > m+d, m denotes as usual the order of P ,L = 1−∆.
Let γ ∈ C∞c (Rd) be a fixed function such that γ = 1 in a neighborhood of the origin. Then
(2pi)d
[
P (x,D)eξ
]
(v) = lim
k→∞
∫ ∫ ∫
eix·ξ · γ(x
k
) · e
i(y−x)·η
〈η〉2N ·L
N
y
[
P (y, η) · v(y)
]
dydηdx
= lim
k→∞
∫ ∫ ∫
eix·(ξ−η) · γ(x
k
) · e
iy·η
〈η〉2N ·L
N
y
[
P (y, η) · v(y)
]
dxdydη
= lim
k→∞
∫ ∫
kn · γ̂(k(η − ξ)) · e
iy·η
〈η〉2N ·L
N
y
[
P (y, η) · v(y)
]
dydη
= lim
k→∞
∫ ∫
γ̂(θ) · e
iy·(ξ+ θ
k
)
〈ξ + θk 〉2N
·L Ny
[
P (y, ξ +
θ
k
) · v(y)
]
dθdy
=
∫ ∫
γ̂(θ) · e
iy·ξ
〈ξ〉2N ·L
N
y
[
P (y, ξ) · v(y)
]
dθdy
= (2pi)d
∫
eiy·ξ
〈ξ〉2N ·L
N
y
[
P (y, ξ) · v(y)
]
dy (Fourier inversion formula)
= (2pi)d
∫
eiy·ξ · P (y, ξ) · v(y)dy.
Equivalently, [
P (x,D)eξ
]
(v) =
∫
Rd
eix·ξP (x, ξ) · v(x)dx.
This implies that, as tempered distributions
P (x,D)eξ = eξP (·, ξ)
or
e−ξ
[
P (x,D)eξ
]
= P (·, ξ).
Together, the above discussions can be summarized in the following proposition, answering
Question 1 affirmatively.
Proposition 2.2.2. A continuous linear map T : S ′(Rd) → S ′(Rd) is a pseudo-differential
operator of order m if and only if e−ix·ξ
[
Tx(e
ix·ξ)
]
is a symbol of order m. Suppose this is the
case, then the symbol of T is e−ix·ξ
[
Tx(e
ix·ξ)
]
.
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Next, we first study the third question. For simplicity we assume that P ∈ Sm is of compact
support in Rd × Rd. It is straightforward to induce a precise definition of P ∗eξ ∈ S ′(Rd) from
(2.7) for any parameter ξ ∈ Rd, and prove that
e−ξ
[
P ∗eξ
]
= (2pi)−d
∫
Rd
eix·η(F1P )(η, η + ξ)dη, (2.9)
where F1 denotes the Fourier transform with respect to the first variable. By Proposition 2.2.2
we need to show that the right-hand side belongs to Sm. In general, one can use integration by
parts to get ∣∣∣[∂βξ (F1P )](η, ξ)∣∣∣ ≤ Cz,β,P 〈η〉−z〈ξ〉m−|β|,
where z can be any positive integer. Peetre’s inequality claims for any η, ξ ∈ Rd that
〈η + ξ〉s ≤ cs〈η〉|s|〈ξ〉s,
where cs is a positive constant depending only on s ∈ R. Combining the above three formulae
together easily shows that P ∗ is a pseudo-differential operator of order m.
As to the second question, it is straightforward to show that
e−ξ
[
Q(x,D) ◦ P (x,D)eξ
]
= (2pi)−d
∫
Rd
eix·ηQ(x, ξ + η)(F1P )(η, ξ)dη, (2.10)
where P ∈ Sm1 , Q ∈ Sm2 are assumed to be compactly supported in Rd × Rd. Similar to
the above discussion, (F1P )(η, ξ) and its derivatives with respect to the second variable are
under good control, while Q(x, ξ+η) and its derivatives with respect to x and ξ are governed by
Peetre’s inequality as well as the assumption Q ∈ Sm2 . This easily proves that Q(x,D)◦P (x,D)
is a pseudo-differential operator of order m1 +m2.
For full details about how to drop the compactness assumption on the symbols in the last two
questions, we refer the reader to [128].
Lemma 2.2.3. Let {Pk ∈ Smk}∞k=1 be a sequence of symbols such that mk → −∞ as k → ∞.
Then there exists a symbol P of order maxmk such that for any positive integer N ,
P −
N∑
k=1
Pk ∈ SαN ,
where αN , max
k>N
mk.
This lemma was established by Ho¨rmander. For convenience we call P an asymptotic sum
of {Pk}∞k=1, and denote P ∼
∑∞
k=1 Pk. We also let P ∼ Q to mean that P,Q are asymptotically
equivalent, that is, P −Q ∈ S−∞ = ∩m∈RSm.
As applications, one can show that the symbol of P ∗ is asymptotically equivalent to∑
α
1
α!
·Dαξ ∂αxP , (2.11)
and that of Q(x,D) ◦ P (x,D) is asymptotically equivalent to∑
α
1
α!
·DαξQ · ∂αxP. (2.12)
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2.2.2 Pseudo-differential operators on manifolds
In this part we discuss various definitions of pseudo-differential operators on a manifold. For
simplicity, assume that M denotes a smooth closed manifold of dimension d. Let Ψm denote
the space of pseudo-differential operators on Rd of order m. Let A : C∞(M)→ C∞(M) denote
a continuous linear map.
METHOD 1 (via standard pseudo-differential operators): For any coordinate chart M ⊃ V ϕ→
U ⊂ Rd, and any two functions ψ1, ψ2 in C∞c (V ), define Aψ1,ψ2 : S (Rd) → S (Rd) as the
following composition map
S (Rd) rU−→ C∞(U) ϕ
−1∗−→ C∞(V ) Mψ1−→ C∞c (V ) ↪→ C∞(M)
A−→ C∞(M) Mψ2−→ C∞c (V ) ϕ∗−→ C∞c (U) ↪→ S (Rd),
where rU denotes the restriction operator onto U , and Mψi is the multiplication operator by ψi.
Definition 2.2.4. A continuous linear map A : C∞(M)→ C∞(M) is called a pseudo-differential
operator of order m if, for any coordinate chart V
ϕ→ U and any functions ψ1, ψ2 in C∞c (V ),
Aψ1,ψ2 ∈ Ψm.
Some authors (e.g. Alinhac-Ge´rard [3, §I.7], Ho¨rmander [80, Defn. 18.1.20], Sogge [146,
§3.3]) adopt the above definition.
METHOD 2 (via symbols on open subsets): Let U be an open subset of Rd. A smooth
complex-valued function P on U × Rd is called a symbol of order m on U (e.g. [3, 48, 62,
139, 154]), or more succinctly P ∈ Sm(U × Rd), if for all compact subsets K of U and all
multi-indices α, β, ∣∣∣( ∂
∂x
)α(
∂
∂ξ
)βP (x, ξ)
∣∣∣ ≤ CαβK〈ξ〉m−|β| (x ∈ K, ξ ∈ Rd).
Given P ∈ Sm(U × Rn), one can define a continuous linear map TP : S (Rd)→ C∞(U) by
(TPu)(x) = (2pi)
−d
∫
Rd
eix·ξ · P (x, ξ) · û(ξ)dξ (u ∈ S (Rd), x ∈ U).
Since C∞c (U) can be naturally regarded as a subset of S (Rd), one can induce a continuous
linear map T : C∞c (U)→ C∞(U) by defining
T : C∞c (U) ↪→ S (Rd) TP−→ C∞(U).
The set of all maps of the above form is denoted by Ψm(U).
Now for any coordinate chart M ⊃ V ϕ→ U ⊂ Rd, define A|V : C∞c (V ) → C∞(V ) as the
following composition map
A|V : C∞c (V ) ↪→ C∞(M) A−→ C∞(M) rV−→ C∞(V ),
which naturally induces a map AU : C∞c (U) → C∞(U) by the pull-back and push-forward
operations ϕ−1∗ , ϕ∗. Some authors (e.g. Shubin [139, §4.3]) adopt the following definition.
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Definition 2.2.5. A continuous linear map A : C∞(M)→ C∞(M) is called a pseudo-differential
operator of order m if for any coordinate chart V
ϕ→ U , AU ∈ Ψm(U).
METHOD 3 (combined with operator kernel): Both of the above definitions have the same
shortcoming as we are not aware of any non-local information for such operators. So some
authors (e.g. Taylor [153, 155]) call A a pseudo-differential operator by imposing on either
definition an additional assumption that the operator kernel of A is smooth off the diagonal.
Equivalently, this additional assumption means that (e.g. Grigis-Sjo¨strand [62, Exer. 3.4]) for
any φ, ψ ∈ C∞(M) with disjoint supports, Mφ ◦A ◦Mψ is of smooth kernel in M ×M .
Obviously, a pseudo-differential operator in the sense of Definition 2.2.5 is a pseudo-differential
operator in the sense of Definition 2.2.4. The next proposition shows that the converse is almost
true if operators with smooth kernel are negligible. Based on this reason we choose the third
method as the right definition for pseudo-differential operators on manifolds. Let Ψm(M) denote
the set of pseudo-differential operators of order m on M , and let Ψ∞(M) = ∪m∈RΨm(M).
Proposition 2.2.6. Let X1, X2 ⊂ Rd be two open sets, and let T : C∞c (X1) → C∞(X2) be a
continuous linear map. Suppose for any ψi ∈ C∞c (Xi), Mψ2 ◦T ◦Mψ1 ∈ Ψm. Here Mψ2 ◦T ◦Mψ1
means exactly the following composition map
S (Rd)
Mψ1−→ C∞c (X1) T−→ C∞(X2)
Mψ2−→ C∞c (X2) ↪→ S (Rd).
Then there exists an operator S ∈ Ψm(X1, X2) such that KT −KS ∈ C∞(X1 ×X2). Here S is
uniquely determined modulo S−∞(X2 × Rd).
Here KT denotes the Schwartz kernel of T (see §2.5 or [79] for details). Proposition 2.2.6
follows from Propositions 18.1.19 and 18.1.22 in [80] (or Propositions 6.2 and 6.3 in [3]) with
straightforward modification. We omit the details of the proof.
Lemma 2.2.7. Let A,B : C∞(M) → C∞(M) be continuous linear maps. If one of A,B is of
smooth kernel in M ×M , then AB is also of smooth kernel in M ×M .
This lemma is an immediate consequence of [79, Thm. 5.2.6]. As an application, one can
show that the product of two pseudo-differential operators is also a pseudo-differential operator.
Similar to the partial differential operator case, one can define the principal symbol for pseudo-
differential operators as a function on T ∗M . But we should note that operators with smooth
kernel are regarded as negligible; the principal symbol at small ξ is thus of no importance.
In this thesis, we will be mainly interested in so-called classical pseudo-differential operators.
To be precise, A ∈ Ψm(M) is called classical if in every local coordinate system,
σA(x, ξ) ∼
∞∑
k=0
σ
(k)
A (x, ξ),
where σA denotes the local full symbol of A, each σ
(k)
A is homogeneous of degree m−k in large
enough ξ. When this happens, we shall write A ∈ Ψmcl (M). The principal symbol of A ∈ Ψmcl (M)
can be either regarded as a homogeneous map of degree m on T ∗M\0, or simply a smooth
function on the unit cotangent bundle T ∗1M of M provided M admits a Riemannian metric g.
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We end this section with discussion on how to construct pseudo-differential operators with
prescribed principal symbols.
We begin with two simple facts. Previously we defined Ψm(M) for closed manifolds M . In
the case that V is an open subset of a closed manifold M , one can similarly define Ψm(V ) as
the set of pseudo-differentials of order m on V . In particular, A|V : C∞c (V )→C∞(V ) belongs to
Ψm(V ) for any A ∈ Ψm(M). On the other hand, if B ∈ Ψm(V ), then
Mφ ◦B ◦Mψ : C∞(M)→ C∞(M)
belongs to Ψm(M) for any φ, ψ ∈ C∞c (V ).
Let {Vi} be a fixed finite open cover of M . Assume that {Bi ∈ Ψm(Vi)} are some locally
defined pseudo-differential operators of the same order m, such that there exists an l < m
satisfying
Bi|Vi∩Vj −Bj |Vi∩Vj ∈ Ψl(Vi ∩ Vj)
for all i, j. This implies that, when restricted to Vi ∩ Vj , Bi and Bj must have the same principal
symbol. For example, if given in advance an operator A ∈ Ψmcl (M), then {Bi = A|Vi} satisfy the
above assumption for l = m−1. In the following we will construct an operator A ∈ Ψm(M) such
that A|Vi −Bi ∈ Ψl(Vi) for each i. This implies that the principal symbol of A locally must agree
with that of some local operator.
Let {ψj}Nj=1 be a partition of unity associated with the open cover {Vi} of M , that is,
∑
ψj = 1
and each ψj belongs to some C∞c (Vij ). Let φj ∈ C∞c (Vij ) be such that φj = 1 in a neighborhood
of the support of ψj . Define
A =
N∑
j=1
Mψj ◦Bij ◦Mφj ,
which obviously is an element of Ψm(M). To study the local behaviour of A, we fix a point
p ∈M . Let ψj1 , . . . , ψjn be all of the functions such that p lies in the supports of these functions.
Without loss of generality we may assume that j1 = 1, . . . , jn = n. Obviously, there exists a
small open neighborhood V = Vp of p such that
(1) V is contained in {x ∈M : φj(x) = 1} for each j = 1, . . . , n,
(2) V is disjoint with the support of ψj for each j = n+ 1, . . . , N ,
(3) Bij |V −Bik |V ∈ Ψl(V ) for all 1 ≤ j, k ≤ n.
Now for any φ, ψ ∈ C∞c (V ), we have
Mφ ◦A ◦Mψ =
N∑
j=1
Mφ ◦Mψj ◦Bij ◦Mφj ◦Mψ
=
s∑
j=1
Mψj ◦Mφ ◦Bij ◦Mψ ((1) + (2))
= Mφ ◦Bi1 ◦Mψ + T, ((2) + (3))
where T belongs to Ψl(M). This suffices to conclude that A|Vi −Bi ∈ Ψl(Vi) for each i.
With the above construction available, one can freely construct many new pseudo-differential
operators. As applications, it is not hard to prove the following three corollaries (e.g. [3]):
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Corollary 2.2.8. Let {Ak ∈ Ψmk(M)}∞k=1 be a sequence of pseudo-differential operators such
that {mk} decreases monotonically to −∞. Then there exists an operator A ∈ Ψm1(M) such
that A ∼∑∞k=1Ak, that is, A−∑N−1k=1 Ak ∈ ΨmN (M) for any positive integer N .
Corollary 2.2.9. Let σ be a smooth function on T ∗M such that σ is homogeneous of degree m
in large enough ξ ∈ T ∗M . Then there exists an operator A ∈ Ψm(M) such that σm(A) = σ.
Corollary 2.2.10. Let A ∈ Ψmcl (M) be a classical pseudo-differential operator such that its
principal symbol is nowhere zero in T ∗M\0. Then there exists an operator B ∈ Ψ−m(M) such
that AB ≡ BA ≡ I modulo operators in Ψ−∞(M).
2.2.3 Sub-principal symbols
In this part we discuss the sub-principal symbol concept for pseudo-differential operators that
was first introduced by Duistermaat and Ho¨rmander in the classical paper [41]. Let M always
denote a smooth closed manifold of dimension d.
Let A ∈ Ψmcl (M) be a classical pseudo-differential operator of order m. In local coordinates
the full symbol of A admits an asymptotic expansion of the following form
σA(x, ξ) ∼
∞∑
k=0
σ
(k)
A (x, ξ),
where each σ(k)A is homogeneous of degree m − k in large enough ξ. We know in §2.2.2 that
the local principal symbol σ(0)A can be extended as a locally invariantly defined map on T
∗M\0.
A natural question is: can we do so for σ(1)A ? The answer is no. To see this one can study the
Laplace-Beltrami operator on the round sphere S2.
To overcome this barrier Duistermaat and Ho¨rmander identified operator A ∈ Ψmcl (M) with
operator A˜ acting on smooth half-densities. It is not a surprise that the local full symbol of A˜
admits an asymptotic expansion of a similar form
σ
A˜
(x, ξ) ∼
∞∑
k=0
σ
(k)
A˜
(x, ξ),
and the principal symbol of A˜ can be similarly invariantly defined as a map on T ∗M\0. But quite
unexpectedly, they invariantly defined another map on T ∗M\0, called the sub-principal symbol
of A˜, locally in terms of both σ(0)
A˜
and σ(1)
A˜
. One can define the sub-principal symbol of A simply
as that of A˜, but we should note that its local expressions depend not only on σ(0)A , σ
(1)
A , but also
on the identification between functions and half-densities.
A new question comes: can we invariantly define on the cotangent bundle a “sub-sub-principal
symbol” and so on for pseudo-differential operators? Logically it is very hard to exclude such a
possibility.
In later sections we will see that the concept of Wodzicki residue provides an excellent way
to study the above question. The basic viewpoint is, the Wodzicki residue of a classical pseudo-
differential operator is no longer some invariantly defined concept on the cotangent bundle, but
a density over the base manifold.
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Now we present the details of the definition of the sub-principal symbol of a classical pseudo-
differential operator. Some preliminary facts about the concept of density are needed.
1) Assume at the moment that M is further orientable. This means in particular that there
exists a nowhere vanishing d-form µ on M . Such a d-form is also called a volume form on M .
People like to use
∫
M f (f ∈ C∞(M)) to be short for
∫
M fµ provided the volume form µ is
known in the context. For example, it is well known that one can endow M with a Riemannian
metric g. The Riemannian volume form µg is the unique smooth orientation d-form satisfying
µg(X1, . . . , Xd) = 1 for every local oriented orthonormal frame {Xi} for M . In any oriented
smooth coordinates {xi}, the Riemannian volume form has the local coordinate expression
µg =
√
det(gij)dx
1 ∧ · · · ∧ dxd,
where gij are the components of g in these coordinates. Let Ωd(M) denote the space of d-forms
on M . A continuous linear map B : Ωd(M)→ Ωd(M) is called a pseudo-differential operator of
order m if for some volume form µ the following composition map, denoted by Aµ,
C∞(M)
Mµ−→ Ωd(M) B−→ Ωd(M) M
−1
µ−→ C∞(M),
is of such a property, where Mµ denotes the map sending f to fµ. Although as operators B and
Aµ have no essential difference, the corresponding local full symbols do have. For example, in
the same local coordinates, the full symbol of Aµ depends on µ but that of B does not.
2) From now on we no longer assume that M is orientable. The following method [51] is
a very simple way to define the integration of functions over M . Let {(Vi, ϕi)} be an atlas for
the smooth structure on M . Assume that, on each open subset ϕi(Vi) of Rd, there exists a
measure µi that is absolutely continuous and has strictly positive density with respect to the
Lebesgue measure, and for any continuous function f on M with supp(f) ⊂ Vi ∩ Vj we have
the compatibility condition∫
ϕi(Vi)
f ◦ ϕ−1i dµi =
∫
ϕj(Vj)
(f ◦ ϕ−1j )|J(ϕi ◦ ϕ−1j )|dµj .
The data of the measures {µi}, also called a density on M , play the role of volume forms as
one can first introduce a subordinate partition of unity {φi}, then define∫
M
f =
∑
i
∫
ϕi(Vi)
(φif) ◦ ϕ−1i dµi. (2.13)
For example, in the case that M admits a Riemannian metric g, one can set a canonical mea-
sure of (M, g) by defining
µk =
√
det(g
(k)
ij )Ld, (2.14)
where
∑
ij g
(k)
ij dx
idxj denotes the local expression of g in a local chart (Vk, ϕk), Ld denotes the
d-dimensional Lebesgue measure on Rd. As it seems a little bit inconvenient to define pseudo-
differential operators on densities of the above form, we try to first capture a pointwise concept
of density, then introduce a global density bundle in the next step.
21
CHAPTER 2. BACKGROUND 2.2. PSEUDO-DIFFERENTIAL OPERATORS
3) Let α ∈ [0, 1], and let H denote a d-dimensional vector space over R. An α-density on H
is a map ω : Hd → R such that for any S ∈ GL(H), ω(Sh1, . . . , Shd) = |det(S)|αω(h1, . . . , hd). It
is known that the space of α-densities, denoted by Ωα(H), is a one-dimensional vector space
over R [95]. Given a linear basisX1, . . . , Xd forH, also regarded as an orthonormal structure on
H1, one can define ωα;X1,...,Xd(h1, . . . , hd) as the α-th power of the volume of the parallelepiped
generated by h1, . . . , hd. Obviously, ωα;X1,...,Xd ∈ Ωα(H). Define the complex α-density bundle
Ωα(M) =
∐
p∈M
(
C⊗ Ωα(TpM)
)
.
Let C∞(M ; Ωα) denote the space of smooth sections of Ωα(M). A continuous linear map
B : C∞(M ; Ωα) → C∞(M ; Ωα) is called a pseudo-differential operator of order m, if for some
nowhere vanishing smooth α-density µ = µ(α), the following composition map, denoted by Aµ,
C∞(M)
Mµ−→ C∞(M ; Ωα) B−→ C∞(M ; Ωα) M
−1
µ−→ C∞(M), (2.15)
is of such a property. In the case that M admits a Riemannian metric g, there exists a unique
smooth nowhere vanishing α-density, called the Riemannian α-density and denoted by µ(α)g ,
such that at each p ∈ M , µ(α)g (p) = ωα;X1,...,Xd for some orthonormal basis {Xi} for (TpM, gp).
We then always set µ = µ(α)g in (2.15) and thus have B = MµAµM−1µ . Note in local coordinates,
µ
(α)
g = G
α
2 ωα;∂1,...,∂d , which implies that Mµ is locally the multiplication operator by G
α
2 . Here
G = det(gij). In particular, B can be locally regarded as the product of three pseudo-differential
operators.
Now we can start to define the sub-principal symbol of A ∈ Φmcl (M). In local coordinates we
also let σ(j)A = σ
(j)
A (x, ξ) (j = 0, 1, 2, . . .) denote the homogeneous part of degree m − j of the
full symbol of A. Given a Riemannian metric g on M , define B = MµAM−1µ which is a pseudo-
differential operator acting on half-densities of order m, where µ = µ(1/2)g is the Riemannian
half-density. In local coordinates its full symbol admits an asymptotic expansion
∑∞
j=0 σ
(j)
B (x, ξ)
with σ(j)B homogeneous of degree m− j in ξ. It is well known that the sub-principal symbol (e.g.
[41, Section 5.2]) of B, defined in local coordinates by
Sub(B) = σ
(1)
B +
i
2
· ∂
2σ
(0)
B
∂xk∂ξk
, (2.16)
transforms like a homogeneous smooth function of degree m − 1 on T ∗M\0 under change
of charts. Since B = MµAM−1µ locally is the product of three pseudo-differential operators
with corresponding full symbols G(x)1/4,
∑∞
j=0 σ
(j)
A (x, ξ), G(x)
−1/4, one can deduce from the
product rule (2.12) that
Sub(B) = σ
(1)
A +
i
2
· ∂
2σ
(0)
A
∂xk∂ξk
+
i
2
· ∂σ
(0)
A
∂ξk
· ∂(log
√
G)
∂xk
.
This implies the sub-principal symbol of A, locally defined by
Sub(A) = σ
(1)
A +
i
2
· ∂
2σ
(0)
A
∂xk∂ξk
+
i
2
· ∂σ
(0)
A
∂ξk
· ∂(log
√
G)
∂xk
, (2.17)
is a homogeneous smooth function of degree m− 1 on T ∗M\0.
1It does not matter whether or not there exists in advance an inner-product structure on H.
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2.2.4 Pseudo-differential operators on vector bundles
Let A : C∞(M ;E) → C∞(M ;E) be a continuous linear map, where E is a complex vector
bundle over a closed manifold M . Let {ψi} be finitely many smooth functions on M such that∑
i ψi = 1, and the support of each ψi is contained in the domain of some coordinate chart,
say for example (Vi, ϕi). Then for each i, let φi ∈ C∞c (Vi) ⊂ C∞(M) be such that φi = 1 in a
neighborhood of the support of ψi. Obviously,
A =
∑
i
MψiAMφi +
∑
i
MψiA(1−Mφi).
Similar to the discussion in 2.2.2, we call A a (classical) pseudo-differential operator of order at
most m if, for each i, the local representation of MψiAMφi is a matrix-valued (classical) pseudo-
differential operator on some Euclidean domain of order at most m, and MψiA(1 −Mφi) is of
smooth integral kernel. The space of all classical pseudo-differential operators of order at most
m is denoted by Ψmcl (M ;E).
We have yet to give a detailed definition of the integral kernel of an operator. Although this is
not a problem for operators on Euclidean domains, we should exercise care for those acting on
smooth sections. For example, let B : C∞(M)→ C∞(M) be a continuous linear map such that
(Bf)(x) =
∫
M
K(x, y)f(y)dµ(y),
whereK is a function onM×M , µ is a positive smooth density µ onM . We sayK is the integral
kernel of B with respect to µ. According to this definition, for any positive smooth function h on
M , K(x, y)h(y) is the integral kernel of B with respect to µh . Thus the smoothness of the integral
kernels of B is independent of the choice of positive smooth densities on M . In particular, in the
case that M admits a Riemannian metric, the integral kernel of B is always taken with respect
to the Riemannian density. Generally, let A : C∞(M ;E) → C∞(M ;E) be a continuous linear
map such that
(Aφ)(x) =
∫
M
K(x, y)φ(y)dµ(y),
where K(x, y) : Ey → Ex, µ is a positive smooth density on M . We say K is the integral kernel
of A with respect to µ. Obviously, the naturally interpreted smoothness of the integral kernel of
A is also independent of the choice of positive smooth densities on M .
We now define the sub-principal symbol for classical pseudo-differential operators (see also
[86]). Suppose A ∈ Ψmcl (M ;E). For a fixed local bundle trivialization of E over a coordinate
neighborhood V , one can naturally identify A|V : C∞c (V ;E) → C∞(V ;E), the restriction of A
onto V , with a matrix (AVµν)1≤µ,ν≤r of classical pseudo-differential operators AVµν : C∞(M) →
C∞(M) of order m, where r denotes the rank of E. This implies that the sub-principal symbol
of A defined by
Sub(A) = (Sub(AVµν))1≤µ,ν≤r (2.18)
is a homogeneous smooth Mat(r,C)-valued function of degree m−1 on T ∗V \0. Locally Sub(A)
is still of the form (2.17). We should remember, however, that the definition of the sub-principal
symbol depends on the choice of local frames for E and Riemannian metrics on M .
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EXAMPLE 1: Let P = ∆∇ denote the connection Laplacian generated by the connection ∇
on a vector bundle E of rank r. For fixed local frame {sµ}rµ=1 for E|V there exists a matrix
ω = (ωµν)1≤µ,ν≤r of one-forms on V such that ∇sµ = ωµν ⊗ sν . Recall in any local coordinates
system (x1, . . . , xd) on V , P = −gij(∇i∇j − Γkij∇k). Letting ∇j = ∂j + bj one can easily get
σ
(0)
P = g
jk(x)ξjξk, σ
(1)
P = −2igjkbjξk + iglnΓklnξk. Considering ∂(log
√
G)
∂xk
= Γnkn (e.g. [27, Prop.
2.8], [29, Sec. 2.5], [31, Sec. 6]) we have
Sub(P ) = σ
(1)
P +
i
2
· ∂
2σ
(0)
P
∂xk∂ξk
+
i
2
· ∂σ
(0)
P
∂ξk
· ∂(log
√
G)
∂xk
= σ
(1)
P + i ·
∂gjk
∂xk
· ξj + i · gjkξj · Γnkn
= (−2igjkbjξk + iglnΓklnξk) + i · (−Γjkngnk − Γkkngnj) · ξj + i · gjkξj · Γnkn
= −2igjkbjξk.
Also, it is easy to check that bj = ωT (∂j) where ωT denotes the transpose of ω. Thus in an
invariant manner, Sub(P )(x, ξ) = −2ig(dxj , dxk)ωT (∂j)ξk = −2ig(ωT , ξ).
EXAMPLE 2: Let D = γ∇ be given by a Dirac bundle (E, γ,∇). We adopt all of the notations
about ∇ used in the previous example. Then σ(0)D = iγjξj , σ(1)D = γjbj and, consequently,
Sub(D) = σ
(1)
D +
i
2
· ∂
2σ
(0)
D
∂xk∂ξk
+
i
2
· ∂σ
(0)
D
∂ξk
· ∂(log
√
G)
∂xk
= γjbj − 1
2
· ∂γ
k
∂xk
− 1
2
· γk · Γnkn
= γjbj − 1
2
· ([γk, bk]− Γkknγn)−
1
2
· γk · Γnkn
=
γkbk + bkγ
k
2
,
where the third equality follows from (2.2). On each inner product space (TxM, gx), we introduce
two bilinear maps Jx,Kx sendingXx, Yx ∈ TxM respectively to γ(Xx)ωT (Yx) and ωT (Xx)γ(Yx).
Then it is easy to see that
Sub(D)(x, ξ) =
Tr(Jx) + Tr(Kx)
2
,
which implies that Sub(D)(x, ξ) is actually independent of ξ.
EXAMPLE 3: Given two classical pseudo-differential operators A,B on smooth sections of E,
it is easy to verify that (see also [40, (1.4)])
Sub(AB) = Sub(A) · σ(0)B + σ(0)A · Sub(B) +
1
2i
{σ(0)A , σ(0)B }, (2.19)
where {σ(0)A , σ(0)B } denotes the Poisson bracket between σ(0)A and σ(0)B , that is,
{σ(0)A , σ(0)B } =
∂σ
(0)
A
∂ξk
· ∂σ
(0)
B
∂xk
− ∂σ
(0)
A
∂xk
· ∂σ
(0)
B
∂ξk
.
Given a non-negative self-adjoint Laplace type operator P and a q ∈ R, it is well known [138]
that P q is a classical pseudo-differential operator of order 2q. It is not hard to verify that (see
also [40, (1.3)])
Sub(P q) = q · (σ(0)P )q−1 · Sub(P ). (2.20)
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2.2.5 Wodzicki residues
Let M be a smooth closed manifold of dimension d. On the algebra Ψ∞(M ;E) of all classical
pseudo-differential operators on C∞(M ;E), there exists a trace res : Ψ∞(M ;E) → C called
Wodzicki’s residue or non-commutative residue. It is defined by
res(A) =
∫
M
resx(A)dx,
where
resx(A)dx ,
( 1
(2pi)d
∫
|ξ|=1
Tr(σ−d(A)(x, ξ))dS(ξ)
)
dx
is independent of the choice of local coordinates and thus is a global density onM , σ−d(A)(x, ξ)
denotes the homogeneous part of degree −d of the local full symbol of A, dS(ξ) denotes the
sphere measure on |ξ| = 1. To be clear, |ξ| = 1 is short for the set
{(ξ1, . . . , ξd) ∈ Rd : ξ21 + · · ·+ ξ2d = 1}
as there are no metric structures endowed with T ∗xM yet, and by trace we mean that res is a
linear map satisfying
res(AB) = res(BA)
for all A,B ∈ Ψ∞(M ;E). If M is connected, any trace τ on Ψ∞(M ;E) is a multiple of res.
Wodzicki’s residue was introduced independently by Wodzicki [160] in 1984, and Guillemin [70]
in 1985. In the case of the circle, the Wodzicki residue had been studied earlier by Manin [105]
in 1978, and Adler [2] in 1979. Since its appearance, this concept has found many applications
in both mathematics and mathematical physics.
The reader should distinguish the difference between the Wodzicki residue trace res and the
standard operator trace tr. For example, if A is a classical pseudo-differential operator of order
less than −d, then res(A) = 0, but as A is trace class, we have
tr(A) =
∞∑
n=1
〈Aen, en〉L2(M ;E)
for an arbitrary orthonormal basis {en}∞n=1 for L2(M ;E). Note in general tr(A) needs not to be
zero. The Kontsevich-Vishik trace [91] is an extension of the standard operator trace to some
proper subset of Ψ∞(M ;E).
In the case that M admits a Riemannian metric g, any smooth density µ must be of the form
µ = fµg for some smooth function f on M . Thus for any A ∈ Ψ∞(M ;E), there exists a smooth
function fA on M such that resx(A)dx = fAµg. Then for any given x0 ∈M , we have
fA(x0) =
1
(2pi)d
∫
|ξ|=1
Tr(σ−d(A)(x0, ξ))dS(ξ),
where the local coordinates are chosen so that { ∂
∂xi
∣∣
x0
}di=1 is an orthonormal basis for (Tx0M, gx0).
In particular, if A is of order −d, then in an invariant manner we also have
fA(x0) =
1
(2pi)d
∫
S∗x0M
Tr(σA),
where S∗x0M denotes the unit cotangent sphere at x0, σA denotes the principal symbol of A.
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The Wodzicki residue is closely related to heat trace expansions. Suppose A ∈ Ψ∞(M ;E)
is of order m and we are interested in calculating its Wodzicki residue by other means rather
than its original definition. Assume further that M is a Riemannian manifold, over which E is
a smooth complex hermitian vector bundle. Denote by L2(M ;E) the Hilbert space of square
integrable sections equipped with the natural inner product defined by the hermitian structure
on the fibres and the metric measure on M . Let P be a non-negative self-adjoint Laplace type
operator acting on smooth sections of E. For each t > 0, e−tP defined by the functional calculus
of self-adjoint operators is, a smoothing operator. This implies that Ae−tP also is a smoothing
operator for each t > 0 and, consequently, tr(Ae−tP ) is well defined. One can establish the
following widely used (though less precise) short-time asymptotic expansion (see §3.3)
tr(Ae−tP ) ∼
∞∑
k=0
(
Bk(A,P )t
k−d−m
2 + Ck(A,P )t
k log(t) +Dk(A,P )t
k
)
(t→ 0+). (2.21)
Then the connecting formula is [70, 160] (see also [64, (0.2)], [96, (1.2)], [134, (1.16)])
res(A) = −2C0(A,P ), (2.22)
which means in particular that C0(A,P ) is independent of the choice of P . Actually, plenty of
the heat expansion coefficients are Wodzicki residues of certain operators (see Prop. 3.3.1).
In this thesis we will encounter lots of integration not only over a closed manifold but also
over its (unit) cotangent bundle, so let us clearly state their precise definitions. Let (M, g) be a
closed Riemannian manifold, and let µg be the associated Riemannian density. For any smooth
function f on M , the integral of f over M is defined by (see (2.13) and (2.14))∫
M
f =
∫
M
fdµg.
For any smooth function h on T ∗M , we define∫
T ∗M
h =
∫
M
[ ∫
T ∗xM
h
]
dµg(x).
Here the linear spaces T ∗xM have inner product structures gx, so we can identify (T ∗xM, gx)
with the standard Euclidean space Rd, and thus
∫
T ∗xM
h can naturally be regarded as standard
Lebesgue integrations. To be precise, letting {ei}di=1 be an orthonormal basis for T ∗xM , one can
introduce a function ĥ on Rd such that
ĥ(y1, . . . , yd) = h(y1e1 + · · ·+ hded).
With this identification it is straightforward to set∫
T ∗xM
h =
∫
Rd
ĥ(y)dy.
The integration over the unit cotangent bundle can be defined in a similar way. To summarize,
any integration over the (unit) cotangent bundle is always regarded as a repeated integral.
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2.3 Fourier integral operators
In this part we do not heavily cite Ho¨rmander’s general theory of Fourier integral operators
(FIOs), but focus on the local expressions of e−it
√
P , where P is a non-negative self-adjoint
Laplace type operator acting on smooth sections of a vector bundle. Let M be a closed smooth
manifold of dimension d.
Assume first that P : C∞(M)→ C∞(M) is a non-negative self-adjoint Laplace type operator.
According to Seeley’s construction of complex powers of P [138],
√
P is a classical pseudo-
differential operator of first order with nowhere vanishing principal symbol. Locally,
√
P is of the
form2
√
P ∼ 1
(2pi)d
∫
Rd
∞∑
n=0
qn(x, ξ)e
i(x−y)·ξdξ, (2.23)
where each homogeneous symbol qn is of order 1−n. A breakthrough work by Ho¨rmander [77]
says that modulo smoothing operators e−it
√
P locally is of the form
e−it
√
P =
1
(2pi)d
∫
Rd
a(t, x, y, ξ)eiθ(t,x,y,ξ)dξ (2.24)
for sufficiently small times t, where the phase function θ is of the form
θ = ψ(x, y, ξ)− tq0(y, ξ). (2.25)
Here ψ = ψ(x, y, ξ) is a homogeneous symbol of first order, and the amplitude function a =
a(t, x, y, ξ) is a homogeneous symbol of order zero. To this end, by supposing that a ∼∑∞n=0 an
and ψ are unknowns, where each an is a homogeneous symbol of order −n, we need to solve
d
dt
e−it
√
P = −i
√
Pe−it
√
P (2.26)
subject to the initial condition
Id ∼ 1
(2pi)d
∫
Rd
∞∑
n=0
an(0, x, y, ξ)e
iψ(x,y,ξ)dξ. (2.27)
The left hand side of (2.26) is of the form
d
dt
e−it
√
P ∼ 1
(2pi)d
∫
Rd
[
− ia0q0(y, ξ) +
∞∑
k=0
(− iak+1q0(y, ξ) + dak
dt
)]
eiθ(t,x,y,ξ)dξ. (2.28)
The product rule [77] (see also [139, Thm. 18.2]) between the pseudo-differential operator
√
P
and the assumed Fourier integral operator e−it
√
P implies that the right-hand side of (2.26) is of
the form
−i
√
Pe−it
√
P =
1
(2pi)d
∫
Rd
[∑
α
∞∑
j=0
∞∑
n=0
Rα,j,n(t, x, y, ξ)
]
eiθ(t,x,y,ξ)dξ, (2.29)
2For simplicity we identify a continuous linear operator with its distributional kernel in this section. This causes no
harm especially in the case that the operator, say for example e−it
√
P , is bounded on L2(M). For details see §2.5.
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where
Rα,j,n(t, x, y, ξ) = −iq(α)n (x, ψx(x, y, ξ))
Dαz (aj(t, z, y, ξ)e
iρ(z,x,y,ξ))
α!
∣∣∣
z=x
.
Here α is taken over all multiple indexes in (N ∪ {0})d, q(α)n (x, η) = (∂αη qn)(x, η),
ρ(z, x, y, ξ) = ψ(z, y, ξ)− ψ(x, y, ξ)− (z − x) · ψx(x, y, ξ)
is a first order homogeneous symbol such that its zero and first order derivatives with respect
to the z variable vanish at z = x. For simplicity, we introduce
Tα,j,n(t, x, y, ξ) = −iq(α)n (x, ψx(x, y, ξ))
(Dαz aj)(t, z, y, ξ)
α!
∣∣∣
z=x
,
which is a homogeneous symbol of order 1− n− |α| − j. One can verify that 1) if |α| ≤ 1, then
Rα,j,n = Tα,j,n; and 2) if |α| ≥ 2, then Rα,j,n can be written as
Rα,j,n = Tα,j,n +
∑
k
Rα,j,n,k
where each Rα,j,n,k is a homogeneous symbol of order −k between 1 − n − |α| − j + 1 and
1− n− |α| − j + |α|2 . For any given Rα,j,n,k,
−k ≤ 1− n− |α| − j + |α|
2
,
which implies that j ≤ k as |α| ≥ 2. Note also for each non-negative integer k there are finitely
many (α, j, n) such that Rα,j,n,k are of order −k.
Step 1: We study the first order terms of the amplitude function in (2.28) and (2.29) by solving
the Eikonal equation
q0(y, ξ) = q0(x, ψx(x, y, ξ)) (2.30)
for the unknown ψ subject to the initial condition ψx(x, y, ξ)|y=x = ξ. This can be done by the
theory of Hamilton-Jacobi equations. In particular, one can show that
ψ(x, y, ξ) = (x− y) · ξ +O(|x− y|2|ξ|). (2.31)
Step 2: With ψ determined in the first step and with the property (2.31), one can recover the
initial values an(0, x, y, ξ) from the condition (2.27).
Step 3: For each non-negative integer k, we study the k-th order terms of the amplitude
function in (2.28) and (2.29) by solving the k-th order transport equation
dak
dt
− iak+1q0(y, ξ) =
∑
(−k)
Tα,j,n +
∑
(−k)
Rα,j,n,k,
where the notation
∑
(−k)
means taking sum over all relevant homogeneous symbols of order −k.
Obviously,
∑
(−k)
Rα,j,n,k is a finite sum not involved with {aj}∞j=k+1, so is
iak+1q0(y, ξ) +
∑
(−k)
Tα,j,n.
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The initial condition for ak(0, x, y, ξ) has been determined in the second step. Therefore, one
can successively solve the Cauchy problem for these equations for sufficiently small times t
first for k = 0, then for k = 1, and so on.
The details of the above steps can be found in Ho¨rmander’s paper [77] and in [139, 146].
In general, let E be a vector bundle over M , and let P be a non-negative self-adjoint Laplace
type operator acting on smooth sections of E. Similar to the trivial bundle case, one can show
(e.g. [110]) that modulo smoothing operators e−it
√
P locally are of the form
e−it
√
P =
1
(2pi)d
∫
Rd
a(t, x, y, ξ)eiθ(t,x,y,ξ)dξ (2.32)
for sufficiently small times t, where the scalar-valued phase function θ is the same as before, the
amplitude function a is now a matrix-valued symbol of order zero. To be clear, as the principal
symbol of
√
P is proportional to the identity matrix, it can be written in the form q0(x, ξ)Id, where
q0 once again means a scalar-valued function.
2.4 Finite propagation speed
The d’Alembert formula
u(x, t) =
1
2
(f(x− t) + f(x+ t)) + 1
2
∫ x+t
x−t
h(s)ds ((x, t) ∈ R× [0,∞)) (2.33)
provides the unique classical solution of the Cauchy problem for the one-dimensional wave
equation 
∂2u
∂t2
= ∂
2u
∂x2
((x, t) ∈ R× R+)
u(x, 0) = f(x)
∂u
∂t (x, 0) = h(x)
whenever the Cauchy data f, h are of a certain smoothness. This implies that the solution at a
given point (x0, t0) depends only on the values of the Cauchy data in [x0− t0, x0 + t0]. Similarly,
the unique classical solution of the Cauchy problem for the d-dimensional wave equation
∂2u
∂t2
= ∆u ((x, t) ∈ Rd × R+)
u(x, 0) = f(x)
∂u
∂t (x, 0) = h(x)
at (x0, t0) depends similarly only on the values of the Cauchy data in the closed ball B(x0, t0).
To be precise, if d ≥ 3 is odd one has
u(x, t) =
1
1 · 3 · · · (d− 2)|Sd−1|
[
∂t(t
−1∂t)(d−3)/2
(
td−2
∫
|y|=1
f(x+ ty)dσ(y)
)
(2.34)
+ (t−1∂t)(d−3)/2
(
td−2
∫
|y|=1
h(x+ ty)dσ(y)
)]
,
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and if d is even one has
u(x, t) =
2
1 · 3 · · · (d− 1)|Sd|
[
∂t(t
−1∂t)(d−2)/2
(
td−1
∫
|y|≤1
f(x+ ty)√
1− |y|2dy
)
(2.35)
+ (t−1∂t)(d−2)/2
(
td−1
∫
|y|≤1
h(x+ ty)√
1− |y|2dy
)]
.
Thus the space support of the solution expands at speed one, that is,
supp(u(·, t)) ⊂
⋃
x∈supp(f)∪supp(h)
B(x, t). (2.36)
Now let U ⊂ Rd be an open set. The following uniqueness proposition (e.g. [44, §7.2.4], [48,
Thm. 5.3], [126, Lemma 2.3]) will play a crucial role in our study of the heat kernels in Chapter
5. According to Folland [48, p. 164], “This is a very strong result”.
Proposition 2.4.1. Suppose u(x, t) is C2 in U × [0,∞) and that ∂2u
∂t2
= ∆u. Suppose u(x, 0) =
∂u
∂t (x, 0) = 0 for all x ∈ B(x0, r0) ⊂ U . Then u = 0 in the backward light cone |x− x0| ≤ r0 − t.
We briefly explain why the above proposition is so useful to our later study. First, it implies
(2.36) for U = Rd. Second, let ∆U be an arbitrary non-negative self-adjoint extension of −∆ :
C∞c (U)→ C∞c (U) in L2(U), and let φ ∈ C∞c (U) ⊂ C∞c (Rd). Applying Proposition 2.4.1 to
u(x, t) = cos(t
√
∆0)φ
∣∣∣
U
− cos(t
√
∆U )φ
(see §5.2.2 for the proof of smoothness of cos(t√∆U )φ) implies that cos(t
√
∆0)φ
∣∣
U
agrees with
cos(t
√
∆U )φ on the region U|t| = {z ∈ U : dist(z, ∂U) > |t|}, where ∆0 denotes the (unique)
self-adjoint extension of −∆ : C∞c (Rd) → C∞c (Rd) in L2(Rd). But according to (2.33) – (2.35),
cos(t
√
∆0)φ is completely known in Rd, so is cos(t
√
∆U )φ in the region U|t|. In other words, the
operator kernel of cos(t
√
∆U ) in U|t| × U is completely known. This implies that the operator
kernel of cos(t
√
∆U ) at a given diagonal element (x, x) ∈ U × U is completely determined by
that of cos(t
√
∆0) whenever |t| < ρ(x), where ρ(x) denotes the distance x to the boundary of U .
This is quite an interesting property as it is independent of the choice of self-adjoint extensions.
For completeness we provide a proof of Proposition 2.4.1. Without loss of generality we can
assume that u is real-valued and x0 = 0. Define
E(t) =
∫
B(r0−t)
(
(∂tu)
2 + |∇xu|2
)
dx (0 ≤ t < r0),
which represents the energy of the wave in the region B(r0−t) at time t. Here B(r) denotes the
open ball centered at the origin in Rd with radius r > 0. We also let S(r) denote the boundary
of B(r), and write σ for the surface measure on S(r). Note
dE
dt
= −
∫
S(r0−t)
(
(∂tu)
2 + |∇xu|2
)
dσ + 2
∫
B(r0−t)
(∂u
∂t
∂2u
∂t2
+∇xu · ∇x(∂u
∂t
)
)
dx.
A use of ∂
2u
∂t2
= ∆xu and application of Green’s first identity (e.g. [48, (2.5)]) allow us to write
the second integral in the form
2
∫
S(r0−t)
∂u
∂t
∂u
∂n
dσ,
30
CHAPTER 2. BACKGROUND 2.5. SCHWARTZ KERNEL THEOREM
where n denotes the unit outer normal vector on the sphere. Therefore, it follows from the
Cauchy-Schwartz inequality that dEdt ≤ 0. But clearly E ≥ 0, and E(0) = 0 since the Cauchy
data vanish. Hence E(t) = 0 for all 0 ≤ t < r0. Considering u(x, 0) = 0 on B(r0), one gets
u = 0 in the backward light cone |x− x0| ≤ r0 − t. This finishes the proof of the proposition.
Generalizations of Proposition 2.4.1 to Schro¨dinger operators or manifold situations can be
seen in [126, 140, 153, 154]. For example, suppose u(x, t) is C2 in U × [0,∞) and that
∂2u
∂t2
= ∆u+ V u
for some bounded function V on U . Suppose u(x, 0) = ∂u∂t (x, 0) = 0 for all x ∈ B(x0, r0) ⊂ U .
We then still have u = 0 in the same backward light cone. To this end, it suffices to first study
E(t) =
∫
B(r0−t)
(
u2 + (∂tu)
2 + |∇xu|2
)
dx (0 ≤ t < r0)
in the same manner as above, then apply Gronwall’s lemma appropriately.
2.5 Schwartz kernel theorem
Let U ⊂ Rd be an open set. The Schwartz kernel theorem (e.g. [79, Thm. 5.2.1]) says that
every continuous linear map T from C∞c (U)3 to its dual space D ′(U)4 is uniquely determined
by an element KT ∈ D ′(U × U) in the following way:
〈Tφ, ψ〉 = 〈KT , ψ ⊗ φ〉 (φ, ψ ∈ C∞c (U)).
Here 〈·, ·〉 denotes the dual between C∞c (U) and D ′(U) or C∞c (U × U) and D ′(U × U). One
calls KT the integral or operator kernel of T . If S is a bounded linear operator on L2(U), then it
follows immediately from
|〈Sφ, ψ〉L2(U)| ≤ ‖S‖
√
〈φ, φ〉L2(U)
√
〈ψ,ψ〉L2(U)
that the restriction T of S onto C∞c (U)5 is a continuous linear map from C∞c (U)6 to D ′(U)7.
Since C∞c (U) is a dense subset of L2(U), we see that S is uniquely determined by T or its
integral kernelKT . For simplicity we do not distinguish S and T , and writeKS forKT . In general,
let T be a continuous linear map from C∞c (U ;CN ) to its dual space D ′(U ;CN ), or be a bounded
linear operator on L2(U ;CN ). For each fixed pair (i, j), 1 ≤ i, j ≤ N , one can introduce a
3Here C∞c (U) is endowed with the following topology structure: a sequence of functions {φn}∞n=1 in C∞c (U)
is said to converge to φ0 in C∞c (U) if there exists a compact subset of U containing all of the supports of φn as
subsets, and {φn}∞n=1 converges to φ in Ck(U) for all k ∈ N.
4An element of D ′(U) is also called a distribution on U . The topology structure on D ′(U) is endowed as follows:
a sequence of distributions {Zn}∞n=1 on U is said to converge to Z0 in D ′(U) if Zn(φ)→ Z0(φ) for all φ ∈ C∞c (U).
5Here C∞c (U) is only regarded as a subset of L2(U).
6Here C∞c (U) is endowed with its own standard topology structure, not the one inherited from L2(U).
7This is due to the fact that L2(U) is continuously embedded in D ′(U).
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continuous linear map Tij from C∞c (U) to D ′(U) by defining
〈Tijφ, ψ〉 = 〈T

0
...
φ
...
0

,

0
...
ψ
...
0

〉,
where φ appears at the j-th position in

0
...
φ
...
0

, ψ appears at the i-th position in

0
...
ψ
...
0

. We
then have a matrix of integral kernels
KT =
 KT11 · · · KT1N... . . . ...
KTN1 · · · KTNN
 ,
which is called the integral or operator kernel of T. Obviously, T is uniquely determined by its
integral kernel because of linearity:
〈T
 φ1...
φN
 ,
 ψ1...
ψN
〉 = N∑
i,j=1
〈Tijφj , ψi〉 =
N∑
i,j=1
〈KTij , ψi ⊗ φj〉.
We end this section with a few remarks.
First, let U2 be another open set in a possibly different Euclidean space Rd2 . The original
Schwartz kernel theorem actually says that every continuous linear map T from C∞c (U) to
D ′(U2) is uniquely determined by an element KT ∈ D ′(U2 × U) in the following way:
〈Tφ, ψ〉 = 〈KT , ψ ⊗ φ〉 (φ ∈ C∞c (U), ψ ∈ C∞c (U2)).
Following the previous argument, one can define integral kernel for continuous linear maps from
C∞c (U ;CN ) to D ′(U2;CN2) or bounded linear operators from L2(U ;CN ) to L2(U2;CN2), where
N2 is an arbitrary positive integer.
Second, we should remind the reader that the Schwartz kernel theorem is a local statement.
For example, given an operator acting on smooth sections of a vector bundle, one can induce
locally-defined operators from one coordinate system to another, and define the corresponding
integral kernels. This has been done many times in §2.2.2 and §2.2.4.
Finally, note that in various situations the integral kernels can be realized partially or globally
as continuous or smooth (scalar or matrix-valued) functions. For example, the integral kernel of
any pseudo-differential operator on U is smooth off the diagonal, and the Dirichlet heat kernel
for U is smooth on U × U for any fixed time t > 0.
32
Chapter 3
Spectral counting functions
Let M be a closed smooth Riemannian manifold of dimension d and metric g. Let E be a
smooth complex hermitian vector bundle over M . As usual we denote by C∞(M ;E) the space
of smooth sections of E, and by L2(M ;E) the Hilbert space of square integrable sections
equipped with the natural inner product defined by the hermitian structure on the fibres and the
metric measure µg on M .
We first recall some basic facts about operators of Laplace type. A second order partial
differential operator P : C∞(M ;E) → C∞(M ;E) is said to be of Laplace type if its principal
symbol σP is of the form σP (ξ) = gx(ξ, ξ)idEx for all covectors ξ ∈ T ∗xM . In local coordinates
this means that P is of the form
P = −gij(x)∂i∂j + ak(x)∂k + b(x), (3.1)
where ak, b are smooth matrix-valued functions, and we have used Einstein’s sum convention.
Given a Laplace type operator P , it is known that there exist a unique connection ∇ on E and
a unique bundle endomorphism V ∈ C∞(M ; End(E)) such that P = ∆∇ + V . We assume
that P is self-adjoint and non-negative. Thus there exists an orthonormal basis {φj}∞j=1 for
L2(M ;E) consisting of smooth eigensections such that Pφj = λ2jφj , where λj are chosen to
be non-negative and correspond to the eigenvalues of the operator
√
P .
LetA be a classical pseudo-differential operator of orderm ∈ R. The (microlocalized) spectral
counting function NA(λ) of P is defined as
NA(λ) =
∑
λj<λ
〈Aφj , φj〉. (3.2)
Let χ ∈ S (R) be a Schwartz function such that the Fourier transform Fχ of χ is 1 near the
origin and supp(Fχ) ⊂ (−δ, δ), where δ is a positive constant smaller than half the radius of
injectivity of M . It is well known (e.g. [40, 84, 85, 132, 133, 162] for various special cases) that
(χ ∗N ′A)(λ) =
∞∑
j=1
〈Aφj , φj〉χ(λ− λj) ∼
∞∑
k=0
Ak(A,P )λ
d+m−k−1 (λ→∞), (3.3)
where the spectral counting coefficients Ak(A,P ) do not depend on the choice of χ, and are lo-
cally computable in terms of the local full symbols ofA and P . This can be derived from studying
the Fourier integral operator representation of Ae−it
√
P via the stationary phase method.
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Apart from the Fourier integral operator representation method, there exist several other ways
to recover the mollified spectral counting coefficients Ak(A,P ).
First, the (microlocalized) spectral zeta function ζ(s,A, P ) is defined by
ζ(s,A, P ) =
∑
λj>0
〈Aφj , φj〉
λsj
(Re(s) > d+m). (3.4)
It is well known (e.g. [40, 162]) that ζ(s,A, P ) admits a meromorphic continuation to C whose
only singularities are simple poles at s = d+m− k (k = 0, 1, 2, . . .) with residues Ak(A,P ).
Second, the Mellin transform of
tr(Ae−tP )−
∑
λj=0
〈Aφj , φj〉 (t ∈ (0,∞))
admits a meromorphic continuation ζ(2s,A, P )Γ(s) to C whose singularities can be completely
determined from those of ζ(s,A, P ) and Γ(s). Here Γ(s) denotes the classical Gamma function.
After establishing a suitable vertical decay estimate for ζ(2s,A, P )Γ(s), one can deduce from
the inverse Mellin transform theorem the following widely used heat expansion (e.g. [64, 67, 68,
101, 137])
tr(Ae−tP ) ∼
∞∑
k=0
(
Bk(A,P )t
k−d−m
2 + Ck(A,P )t
k log(t) +Dk(A,P )t
k
)
(t→ 0+). (3.5)
The above notation system may bring confusion to the reader as it could happen that there
are non-negative integers k such that k−d−m2 are non-negative integers. In this case one can
simply set Bk(A,P ) = 0, thus (3.5) is well-defined. The relation between the mollified counting
coefficients and some of the heat coefficients can be summarized as follows:
Case 1: If the order m of A is an integer, then
• Bk(A,P ) = Γ(
d+m−k
2
)
2 ·Ak(A,P ) (d+m− k is positive or negative but odd);
• Ck(A,P ) = 0 (d+m+ 2k < 0);
• Ck(A,P ) = (−1)
k+1
2·k! ·Ad+m+2k(A,P ) (d+m+ 2k ≥ 0).
Case 2: If the order m of A is not an integer, then for all non-negative integers k:
• Bk(A,P ) = Γ(
d+m−k
2
)
2 ·Ak(A,P );
• Ck(A,P ) = 0.
Thus the heat expansion (3.5) contains all information about {Ak(A,P )}∞k=0.
In exactly the same way, the following resolvent trace expansion (e.g. [65, 67, 137])
tr(A(1+tP )−
N
2 ) ∼
∞∑
k=0
(
B
(N)
k (A,P )t
k−d−m
2 +C
(N)
k (A,P )t
k log(t)+D
(N)
k (A,P )t
k
)
(t→ 0+) (3.6)
also contains all information about {Ak(A,P )}∞k=0, where N is any complex number such that
Re(N) > max{d+m, 0}. Similar to the unambiguousness of (3.5), one can setB(N)k (A,P ) = 0
whenever k−d−m2 is a non-negative integer to guarantee (3.6) is well-defined.
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To summarize, there exist at least four different ways, such as studying
• spectral counting functions,
• spectral zeta functions,
• heat expansions, and
• resolvent trace expansions,
to retrieve all the information about {Ak(A,P )}∞k=0. For example, using parametrix constructions
in any of these methods results in the well-known leading term
A0(A,P ) =
1
(2pi)d
∫
T ∗1M
Tr(σA). (3.7)
In the second chapter we discussed the concepts of invariantly-defined principal and sub-
principal symbols. In theory one can use parametrix constructions in any of these methods to
express A1(A,P ) in terms of the principal and sub-principal symbols of both A and P .
The mollified spectral counting coefficients Ak(A,P ) do not depend on the choice of χ, and
are locally computable in terms of the local full symbols of A and P . But as we do not have
invariantly-defined concepts of “sub-sub-principal symbol”, “sub-sub-sub-principal symbol” and
so on, it is not so convenient to regard Ak(A,P ) (k ≥ 2) from global viewpoint. In particular,
the expressions of Ak(A,P ) normally involve many summands of derivatives of the local full
symbols of A and P , thus their geometric meanings are not easy to be retrieved.
In this chapter we will see that the Wodzicki residue can provide a clear interpretation of
Ak(A,P ) for all k ≥ 0. Actually, there exist smooth functions fk(A,P ) on M such that
Ak(A,P ) =
∫
M
fk(A,P )dµg (3.8)
for all k ≥ 0. In practice, one can extract microlocal information about P from fk(A,P ) with A
ranging all classical pseudo-differential operators or endomorphisms of the given bundle.
In the next chapter we will specialize in Dirac type operators. Let D be a self-adjoint Dirac
type operator. There exists a discrete spectral resolution {φj , µj}∞j=1 of D, where {φj}∞j=1 is an
orthonormal basis for L2(M ;E), and Dφj = µjφj for each j. Obviously, φj will be eigensections
of P = P with eigenvalues µ2j . Therefore, using the notation from before λj = |µj |. By setting
B± =
Sign(D)± IdE
2
,
we see that Ak(B±, P ) carry microlocal information about the positive (negative) spectrum of
D. Later on we will extract this information from studying fk(FB±, P ) with F ranging all smooth
endomorphisms of E.
This chapter is arranged as follows. In Sections 3.1, 3.3 and 3.4 we provide proofs of (3.3),
(3.5) and (3.6), respectively, and in Section 3.2 we determine the singularity structure of spectral
zeta functions (3.4). The author should clearly state that he does not claim any originality over
these four classical results. All of the other sections are devoted to providing explicit formulae
for Ak(A,P ). This will be performed by two methods: one is Wodzicki’s residue in Section 3.5,
the other is complex powers of elliptic operators in Section 3.7. In Section 3.8 we specialize in
A1(A,P ). By the way, we study a case where A is a partial differential operator in Section 3.6.
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3.1 FIO method
Formula (3.3) is essentially Proposition 2.1 in [40], Corollary 2.2 in [84], Theorem 2.2 in [133]
and Proposition 1.1 in [162], except the authors either consider scalar operators or assume A is
of order zero. Recall that χ ∈ S (R) is chosen so that Fχ = 1 near the origin and supp(Fχ) ⊂
(−δ, δ), where δ is smaller than half the radius of injectivity of M . If t is sufficiently small, say
|t| < δ1 < δ, then locally the integral kernel (Ae−it
√
P )(t, x, y) of the operator Ae−itP 1/2 is well
known to have the form
(Ae−it
√
P )(t, x, y) =
1
(2pi)d
∫
Rd
a(t, x, y, ξ)eiθ(t,x,y,ξ)dξ,
where a is a classical (matrix-valued) symbol of order m. This can be seen from (2.32) and the
rule of product between a classical pseudo-differential operator and a Fourier integral operator.
The scalar-valued phase function θ is of the form
θ(t, x, y, ξ) = ψ(x, y, ξ)− tq0(y, ξ),
where q0 denotes the (scalar) principal symbol of
√
P ,
ψ(x, y, ξ) = (x− y) · ξ +O(|x− y|2|ξ|).
For details see (2.25) and (2.31). It is also known that tr(Ae−it
√
P ) is smooth in (−δ, δ)\{0}, so
we introduce a cut-off function % ∈ S (R) satisfying %(t) = 1 if |t| < δ12 and supp(%) ⊂ (−δ1, δ1).
Using integration by parts one gets
(χ ∗N ′A)(λ) =
1
2pi
∫
R
(Fχ)(t)(%(t) + 1− %(t))tr(Ae−it
√
P )eiλtdt
=
1
(2pi)d+1
∫
M
∫
Rd
∫
R
(Fχ)(t)%(t)Tr(a(t, y, y, ξ))e−itq0(y,ξ)eiλtdydξdt
+ o(λ−∞) (λ→∞),
where o(λ−∞) is short for o(λ−h) for any positive integer h. Consider
I(y, λ) =
∫
Rd
∫
R
(Fχ)(t)%(t)Tr(a(t, y, y, ξ))e−itq0(y,ξ)eiλtdξdt.
We here pass to polar coordinates by putting ξ = λrω, |ω| = 1, dξ = λdrd−1drdω. Then
I(y, λ) = λd+m
∫
Sd−1
[ ∫
R+
∫
R
(Fχ)(t)%(t)Tr(a(t, y, y, ω))rd+m−1eiλ(t−trq0(y,ω))drdt
]
dω.
Here we apply the stationary phase method to the two-dimensional drdt integral. The phase
function is Φ(r, t) = t− trq0(y, ω), whose unique critical point close to t = 0 is given by
(r0, t0) =
( 1
q0(y, ω)
, 0
)
.
At this critical point the Hessian matrix Φ′′ of the phase function satisfies det(Φ′′) = −q0(y, ω)2 <
0. Applying the stationary phase method (e.g. [62, Prop. 2.3], [149, p. 344]) yields a full asymp-
totic expansion for I(y, λ) and proves (3.3) as a consequence. We should mention that to cor-
rectly apply the stationary phase method one needs to introduce a suitable cut-off function of
the variable r. The details of this more careful treatment can be seen in [62, p.136].
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3.2 Spectral zeta functions
3.2.1 Finite heat expansions
It is easy to show that
〈T, ϕt〉 = 〈ρ ∗ T, ϕt〉+ o(t∞)1 (t→ 0+), (3.9)
where T is a tempered distribution on R, ϕ ∈ S (R), ϕt(λ) = ϕ(tλ), and ρ ∈ S (R) is chosen so
that Fρ = 1 near the origin. Actually, this formula appears in equivalent forms in [40, 71, 162].
For completeness we provide a proof as follows. By definition we have
〈T − ρ ∗ T, ϕt〉 = 〈FT, (1−Fρ)F−1ϕt〉.
Fix a δ > 0 such that (Fρ)(ξ) = 1 for |ξ| < δ. Then for any |ξ| ≥ δ, N ∈ N, and any non-negative
integer k,
dk
dξk
(F−1ϕt) =
( |ξ|
t
)N( dk
dξk
(F−1ϕ)
)
(
ξ
t
) · t
N−k−1
|ξ|N .
This implies that there exists a positive constant C depending only on ρ, ϕ, N and k such that
for all ξ ∈ R and t > 0, ∣∣∣ dk
dξk
[
(1−Fρ)F−1ϕt
]∣∣∣ ≤ C
1 + |ξ|N · t
N−k−1. (3.10)
The structure of tempered distributions on R implies that there exist a non-negative integer k0
and a slowly increasing continuous function h0 on R such that (FT )(ξ) = d
k
dξk
h0. So we can set
k = k0 in (3.10) and let N be large enough to obtain (3.9).
As an immediate consequence of (3.9), one gets
〈N ′A, (tλ)hϕ(tλ)〉 = 〈χ ∗N ′A, (tλ)hϕ(tλ)〉+ o(t∞) (t→ 0+),
where ϕ ∈ S (R), and h is an arbitrary non-negative integer. Equivalently, we have
〈N ′A, λhϕ(tλ)〉 = 〈χ ∗N ′A, λhϕ(tλ)〉+ o(t∞) (t→ 0+). (3.11)
Note the left hand side of (3.11) just is tr(AP
h
2ϕ(t
√
P )). Now we claim the right hand side of
(3.11) is of the following form∑
k<d+m+h
Ak(A,P ) ·
∫ ∞
0
λd+m+h−k−1ϕ(λ)dλ · tk−d−m−h + o(tdme−m−1). (3.12)
To this end we first decompose
〈χ ∗N ′A, λhϕ(tλ)〉 =
∫ 0
−∞
(χ ∗N ′A)(λ) · λhϕ(tλ)dλ +∑
k<d+m+h
∫ ∞
0
Ak(A,P )λ
d+m−k−1 · λhϕ(tλ)dλ +∫ ∞
0
(
(χ ∗N ′A)(λ)−
∑
k<d+m+h
Ak(A,P )λ
d+m−k−1) · λhϕ(tλ)dλ
, α1(t) + α2(t) + α3(t).
1Here o(t∞) means o(th) for any positive integer h. Similarly, o(t−∞) means o(t−h) for any positive integer h.
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Since supp(N ′A) ⊂ [0,∞), it is easy to show that
(χ ∗N ′A)(λ) = o(|λ|−∞) (λ→ −∞). (3.13)
To see this we let τ be a smooth function on R such that it vanishes on (−∞,−2] and equals
one on [−1,∞), and let k0 be a non-negative integer and h0 be a slowly increasing continuous
function on R such that N ′A =
dk0
dyk
h0. Then N ′A = τ(y)
dk0
dyk0
h0 and, consequently,
(χ ∗N ′A)(λ) = (−1)k0
∫ ∞
−2
h0(y)
dk0
dyk0
(
τ(y)χ(λ− y))dy.
Hence to prove (3.13) it suffices to note that there exists a positive constant C0 depending on
τ, χ and large enough N ∈ N such that, for all λ < −3 < −2 < y,∣∣∣ dk0
dyk0
(
τ(y)χ(λ− y))∣∣∣ ≤ C0|λ− y|2N ≤ C0|y + 3|N · 1|λ+ 2|N .
It follows from (3.13) that α1(t) = O(1) as t→ 0+. Note also
α2(t) =
∑
k<d+m+h
Ak(A,P ) ·
∫ ∞
0
λd+m+h−k−1ϕ(λ)dλ · tk−d−m−h.
For simplicity we introduce
f(λ) =
(
(χ ∗N ′A)(λ)−
∑
k<d+m+h
Ak(A,P )λ
d+m−k−1) · λh (λ > 0)
and note α3(t) =
∫∞
0 f(λ)ϕ(tλ)dλ. To prove the claim we have two cases to consider.
Case 1: Suppose d + m + h > 0. Let k˜ be the unique non-negative integer such that k˜ <
d + m + h ≤ k˜ + 1. Let β , d + m + h − k˜ − 1 ∈ (−1, 0], which implies there exists a constant
C1 such that for all λ ∈ (0, 1), |f(λ)| ≤ C1λβ. According to (3.3), there exists another constant
C2 such that for all λ ≥ 1, |f(λ)| ≤ C2λβ−1 ≤ C2λ−1. So as t→ 0+,
|α3(t)| ≤ C1
∫ 1
0
λβ|ϕ(tλ)|dλ+ C2
∫ ∞
1
λ−1|ϕ(tλ)|dλ
= C1
∫ t
0
λβ|ϕ(λ)|dλ · t−(β+1) + C2
∫ ∞
t
λ−1|ϕ(λ)|dλ
= o(t−(β+1)) +O(| log(t)|)
= o(t−(β+1)).
Since −(β + 1) = k˜ − d−m− h = dme −m− 1 < 0, we are done in the first case.
Case 2: Suppose d + m + h ≤ 0. Obviously, there is a constant C3 such that, for all λ ∈ (0, 1),
|f(λ)| ≤ C3. According to (3.3), (χ ∗N ′A)(λ) = O(λd+m−1) as λ→∞. Thus there is a constant
C4 such that, for all λ ≥ 1, |f(λ)| ≤ C4λ−1. So as t→ 0+,
|α3(t)| ≤ C3
∫ 1
0
|ϕ(tλ)|dλ+ C4
∫ ∞
1
λ−1|ϕ(tλ)|dλ
= O(1) +O(| log(t)|)
= O(| log(t)|).
But note dme −m− 1 < 0, we are also done in the second case.
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To summarize, we have shown
Proposition 3.2.1. Suppose ϕ ∈ S (R). We have as t→ 0+ that
tr(AP
h
2ϕ(t
√
P )) =
∑
k<d+m+h
Ak(A,P )
∫∞
0 λ
d+m+h−k−1ϕ(λ)dλ
td+m+h−k
+ o(tdme−m−1).
3.2.2 Mellin transforms
The Mellin transform of a continuous function f on (0,∞) is the function (Mf)(s) of the complex
variable s, given by
(Mf)(s) =
∫ ∞
0
f(t)ts−1dt
whenever the integral is well-defined. An open strip Π(β1, β2) = {s ∈ C : β1 < Re(s) < β2}
is called a basic strip of Mf if the integral is absolutely convergent in that strip. Given mero-
morphic functions u, v defined over an open subset Π of C, we denote u  v (s ∈ Π) to mean
u − v is analytic in Π. For example, assume f is a continuous function on (0,∞) satisfying
f(t) = o(t−∞) as t→∞ and assume there exist real numbers ω0 < ω1 < · · · < ωN such that
f(t) =
N−1∑
k=0
akt
ωk +O(tωN ) (t→ 0+). (3.14)
Then one may easily check that Π(−ω0,∞) is a basic strip of Mf , and Mf admits a meromor-
phic continuation to Π(−ωN ,∞) such that
(Mf)(s) 
N−1∑
k=0
ak
s+ ωk
(s ∈ Π(−ωN ,∞)). (3.15)
Actually, for any s ∈ Π(γ1, γ2) with −ωN < γ1 < γ2 <∞, one has
(Mf)(s) =
N−1∑
k=0
ak
s+ ωk
+
∫ 1
0
(
f(t)−
N−1∑
k=0
akt
ωk
)
ts−1dt+
∫ ∞
1
f(t)ts−1dt,
which immediately implies (3.15) as well as an upper bound estimate:
(Mf)(s) = O(1) (s ∈ Π(γ1, γ2), |s| → ∞). (3.16)
Lemma 3.2.2 ([47]). Let f be a continuous function over (0,∞). Assume there exist real num-
bers β1 < β2 < β3 < β4 such that
• Π(β3, β4) is a basic strip of Mf ,
• Mf admits a meromorphic continuation to Π(β1, β4) with finite poles there,
• Mf ∑(ω,j) Cω,j(s+ω)j+1 (s ∈ Π(β2, β4)),
• Mf is analytic on Re(s) = β2,
• (Mf)(s) = O(|s|−2) (s ∈ Πβ1,β4 , |s| → ∞).
Then
f(t) =
∑
(ω,j)
Cω,j
((−1)j
j!
tω(log t)j
)
+O(t−β2) (t→ 0+).
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3.2.3 Spectral zeta functions
Let h be a positive integer such that d+m+ h > 1, and define
fh(t) = tr(AP
h
2 e−tP ) =
∑
λj>0
〈Aφj , φj〉λhj e−tλ
2
j (t > 0).
Now we have two ways to study the Mellin transform of fh. First, we list the eigenvalues {λj}∞j=1
of
√
P in non-decreasing order and thus by Weyl’s law (e.g. [14]), limj→∞ λdj/j exists and is
positive. It is easy to see (e.g. [25, 138]) that there exists a constant C = C(A,P ) such that
|〈Aφj , φj〉| ≤ Cλmj whenever λj > 0. Consequently,
• fh is smooth over (0,∞) with fh(t) = o(t−∞) as t→∞;
• ζ(·, A, P ) is analytic in Π(d+m,∞);
• Mfh has a basic strip Π(d+m+h2 ,∞) in which (Mfh)(s) = ζ(2s− h,A, P )Γ(s).
Second, according to Proposition 3.2.1 fh is easily seen to have the form (3.14):
fh(t) =
N−1∑
k=0
Γ(d+m+h−k2 )
2
·Ak(A,P ) · t
k−d−m−h
2 +O(tωN ) (t→ 0+),
where N = Nh = d + h + dme − 1 ≥ 1, ωN = dme−m−12 < 0, ωk = ωN − N−k2 = k−d−m−h2
(k = 0, 1, . . . , N − 1). So by (3.15), Mfh, initially analytically defined in Π(d+m+h2 ,∞), admits a
meromorphic continuation to Π(−ωN ,∞) in which
(Mfh)(s) 
N−1∑
k=0
Γ(d+m+h−k2 )
2
· Ak(A,P )
s− d+m+h−k2
.
Considering in Π(−ωN ,∞) the Gamma function Γ is analytic and has no zeros, it is easy to see
that ζ(s,A, P ), initially analytically defined in Π(d+m,∞), admits a meromorphic continuation
to Π(−2ωN − h,∞) in which
ζ(s,A, P ) =
(Mfh)(
s+h
2 )
Γ( s+h2 )

Nh−1∑
k=0
Ak(A,P )
s− (d+m− k) . (3.17)
Letting h→∞ we get
Proposition 3.2.3. ζ(s,A, P ) admits a meromorphic continuation to C whose only singularities
are simple poles at s = d+m− k (k = 0, 1, 2, . . .) with residues Ak(A,P ).
Remark 1. Note that, if B is a smoothing operator on sections of E, then ζ(s,B, P ) is an entire
function on C and, consequently, Ak(A,P ) = Ak(A+B,P ) for all k.
Definition 3.2.4. For any q ∈ R, let P q : C∞(M ;E) → C∞(M ;E) be the operator defined by
the functional calculus of P if q ≥ 0 and by sending φ to ∑λj>0 λ2qj 〈φ, φj〉φj if q < 0.
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According to a classical result by Seeley [138] (see also §3.7), P q is a classical pseudo-
differential operator of order 2q for any q ∈ R.
Corollary 3.2.5. For any real number q, Ak(A,P ) = Ak(AP q, P ) holds for all non-negative
integers k.
Proof. Note AP q is a classical pseudo-differential operator of order m + 2q. Thus ζ(s,AP q, P )
admits a meromorphic continuation to C whose only singularities are simple poles at s = d+m+
2q− k (k = 0, 1, 2, . . .) with residues Ak(AP q, P ). But noting that ζ(s,AP q, P ) = ζ(s− 2q, A, P ),
we must have Ak(AP q, P ) = Ak(A,P ). This finishes the proof of the corollary.
3.3 Heat trace expansions
Define a smooth function f over (0,∞) by
f(t) =
∑
λj>0
〈Aφj , φj〉e−tλ2j = tr(Ae−tP )−
∑
λj=0
〈Aφj , φj〉 (t > 0).
Obviously, Π(max{d+m2 , 0},∞) is a basic strip of Mf which admits a meromorphic continuation
to C with (Mf)(s) = ζ(2s,A, P )Γ(s). Recall ζ(·, A, P ) is meromorphic on C whose only singu-
larities are simple poles at s = d + m − k (k = 0, 1, 2, . . .) with residues Ak(A,P ), while Γ is
meromorphic on C whose only singularities are simple poles at s = −k (k = 0, 1, 2, . . .) with
residues (−1)
k
k! . Hence to establish (3.5) via Lemma 3.2.2 it suffices to prove
(Mf)(s) = O(|s|−2) (s ∈ Π(−n, n), |s| → ∞) (3.18)
for all positive integers n. To this end we first assume s ∈ Π(−n, n) (n ∈ N), then let h ≥ n+ 2
be a large enough integer so that one can use (3.17) to get
(Mf)(s) = ζ(2s,A, P )Γ(s) =
(Mf2h)(s+ h)
Γ(s+ h)
Γ(s) = (Mf2h)(s+ h)
h−1∏
i=0
1
s+ i
.
Thus by considering s+h ∈ Π(2, n+h), (3.18) follows immediately from suitably applying (3.16)
to uniformly bound (Mf2h)(s + h) above for all s ∈ Π(−n, n) with |s| → ∞. This finishes the
proof of (3.5). The precise relation between the mollified counting coefficients and some of the
heat coefficients as mentioned in the introductory part is recorded as the following proposition
whose details are omitted.
Proposition 3.3.1. If the order m of A is an integer, then
• Bk(A,P ) = Γ(
d+m−k
2
)
2 ·Ak(A,P ) (d+m− k is positive or negative but odd);
• Ck(A,P ) = 0 (d+m+ 2k < 0);
• Ck(A,P ) = (−1)
k+1
2·k! ·Ad+m+2k(A,P ) (d+m+ 2k ≥ 0).
If the order m of A is not an integer, then for all non-negative integers k:
• Bk(A,P ) = Γ(
d+m−k
2
)
2 ·Ak(A,P );
• Ck(A,P ) = 0.
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3.4 Resolvent expansions
In this part we study the short time asymptotic expansion of the resolvent trace (f (N)(t) ,)
tr(A(1 + tP )−N/2), where N ∈ C is such that Re(N) > max{d + m, 0}. Let M (N) denote the
Mellin transform of
tr(A(1 + tP )−N/2)−
∑
λj=0
〈Aφj , φj〉 (t > 0).
It is easy to verify that M (N) has a non-empty basic strip Π(max{d+m2 , 0}, Re(N)2 ) in which
M (N)(s) = ζ(2s,A, P )B(s, N2 − s), where we recall the Beta function
B(α, β) =
∫ 1
0
(1− t)α−1tβ−1dt =
∫ ∞
0
uα−1
(1 + u)α+β
du =
Γ(α)Γ(β)
Γ(α+ β)
is defined for Re(α) > 0 and Re(β) > 0. Hence M (N) admits a meromorphic continuation to
Π(−∞, Re(N)2 ) in which
M (N)(s) = ζ(2s,A, P )
Γ(s)Γ(N2 − s)
Γ(N2 )
. (3.19)
For any real β in the strip Π(max{d+m2 , 0}, Re(N)2 ) and any positive integer n, it is easy to see
that
sup
s∈Π(−n,β)
∣∣Γ(N
2
− s)∣∣ ≤ max
Re(N)
2
−β≤t≤Re(N)
2
+n
Γ(t) <∞.
Consequently by (3.18),
M (N)(s) = O(|s|−2) (s ∈ Π(−n, β), |s| → ∞), (3.20)
which immediately implies
f (N)(t) ∼
∞∑
k=0
(
B
(N)
k (A,P )t
k−d−m
2 + C
(N)
k (A,P )t
k log(t) +D
(N)
k (A,P )t
k
)
(t→ 0+) (3.21)
via Lemma 3.2.2 as the singularities of ζ(·, A, P ) and Γ are known to be completely determined.
The precise relation between the mollified counting coefficients and some of the resolvent trace
coefficients is summarized in the following proposition:
Proposition 3.4.1. If the order m of A is an integer, then
• B(N)k (A,P ) =
Γ( d+m−k
2
)
2 ·
Γ(N+k−d−m
2
)
Γ(N
2
)
·Ak(A,P ) (d+m−k is positive or negative but odd);
• C (N)k (A,P ) = 0 (d+m+ 2k < 0);
• C (N)k (A,P ) = (−1)
k+1
2·k! ·
Γ(N
2
+k)
Γ(N
2
)
·Ad+m+2k(A,P ) (d+m+ 2k ≥ 0).
If the order m of A is not an integer, then for all non-negative integers k:
• B(N)k (A,P ) =
Γ( d+m−k
2
)
2 ·
Γ(N+k−d−m
2
)
Γ(N
2
)
·Ak(A,P );
• C (N)k (A,P ) = 0.
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3.5 Wodzicki residues
Proposition 3.5.1. Ak(A,P ) = res(AP
k−d−m
2 ).
Proof. Since AP
k−d−m
2 is of integer order k − d and d + (k − d) + 2 · 0 = k ≥ 0, it follows first
from Proposition 3.3.1 then from Proposition 3.2.5 that
−2C0(AP
k−d−m
2 , P ) = Ak(AP
k−d−m
2 , P ) = Ak(A,P ).
But according to (2.22) we also have
−2C0(AP
k−d−m
2 , P ) = res(AP
k−d−m
2 ).
Combining the above two formulae yields the desired result.
Proposition 3.5.2. Ck(A,P ) =
(−1)k+1
2·k! · res(AP k).
Proof. If A is of integer order m ≥ −d− 2k, then it follows first from Proposition 3.3.1 then from
Proposition 3.5.1 that
Ck(A,P ) =
(−1)k+1
2 · k! ·Ad+m+2k(A,P ) =
(−1)k+1
2 · k! · res(AP
k).
If A is not of integer order or A is of integer order m < −d − 2k, then it follows from definition
that res(AP k) = 0 and from Proposition 3.3.1 that Ck(A,P ) = 0. This finishes the proof.
We should remark that both propositions are known results. Proposition 3.5.1 can be found
in [91, Prop. 4.2] and [137, P. 106]. Proposition 3.5.2 can be found in [53, Thm. 5.2].
Corollary 3.5.3. C (N)k (A,P ) =
(−1)k+1
2·k! ·
Γ(N
2
+k)
Γ(N
2
)
· res(AP k).
Proof. If A is of integer order m ≥ −d− 2k, then it follows first from Proposition 3.4.1 then from
Proposition 3.5.1 that
Ck(A,P ) =
(−1)k+1
2 · k! ·
Γ(N2 + k)
Γ(N2 )
·Ad+m+2k(A,P ) = (−1)
k+1
2 · k! ·
Γ(N2 + k)
Γ(N2 )
· res(AP k).
If A is not of integer order or A is of integer order m < −d − 2k, then it follows from definition
that res(AP k) = 0 and from Proposition 3.4.1 that Ck(A,P ) = 0. This finishes the proof.
Next we study the property Ak(A,P ) = 0 for certain operators A ∈ Ψ(M ;E). We denote by
ΨZodd(M ;E) the space of odd-class pseudo-differential operators and by Ψ
Z
even(M ;E) the space
of even-class pseudo-differential operators on sections of E, that is, A ∈ ΨZodd(M ;E) if in local
coordinates its symbol
∑
j≥0 σm−j(A) (m ∈ Z) satisfies
σm−j(A)(x,−ξ) = (−1)m−jσm−j(A)(x, ξ) (3.22)
for all x, ξ and j, while A ∈ ΨZeven(M ;E) if in local coordinates
σm−j(A)(x,−ξ) = (−1)m−j+1σm−j(A)(x, ξ) (3.23)
for all x, ξ and j. For example, any partial differential operator is odd-class while
√
P is even-
class. An operator A ∈ ΨZodd(M ;E)∪ΨZeven(M ;E) is said to be of regular parity class if its parity
class agrees with that of d. It is easy to verify that res(A) = 0 if A is of regular parity class.
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Proposition 3.5.4. Let A ∈ ΨZodd(M ;E) ∪ΨZeven(M ;E). If the parity class of A agrees with that
of k −m, then Ak(A,P ) = 0.
Proof. We define a map τ by sending odd-class pseudo-differential operators to 0 and even-
class ones to 1. Then (see [121, Prop. 1.11]) τ(AP
k−d−m
2 ) = τ(A) + k − d − m (mod 2).
Thus if the parity class of A agrees with that of k − m, or equivalently, the parity class of
τ(AP
k−d−m
2 ) does not agree with that of d, or further equivalently, the parity class of AP
k−d−m
2
agrees with that of d, then AP
k−d−m
2 is of regular parity class and, consequently by Proposition
3.5.1, Ak(A,P ) = res(AP
k−d−m
2 ) = 0.
Moreover, we explain how to calculate the local full symbol of AP q for an arbitrary q ∈ R.
According to the product rule (2.12) for pseudo-differential operators, it suffices to do so for P q.
In the event that q is a non-negative integer, it is straightforward to apply (2.12). In the event
that q is a negative integer, we apply (2.12) to P qP−q ∼ IdE to deduce the local full symbol of
P q. In the event that q is a half-integer, we apply (2.12) to P qP q ∼ P 2q to deduce the local full
symbol of P q by appealing to the fact that P q is of scalar principal symbol. In the event that q
is of the form l2n for some l ∈ Z and n ∈ N, we can do a similar job for P q. Finally, we use the
property ([138]) that the local full symbol of P q at each fixed (x, ξ) is a continuous function of
q ∈ R to reach the full generality.
We end this section with a remark. The heat expansion (3.5) can be written in a more rigorous
way as
tr(Ae−tP ) ∼
∑
j∈Λ
B˜j(A,P )t
j−d−m
2 +
∞∑
k=0
(
C˜k(A,P )t
k log(t) + D˜k(A,P )t
k
)
, (3.24)
where Λ means the set of non-negative integers j such that j−d−m2 is not a non-negative integer.
In this notation system B˜j(A,P ), C˜k(A,P ) and D˜k(A,P ) are uniquely determined. According
to Propositions 3.3.1, 3.5.1 and 3.5.2, B˜j(A,P ) and C˜k(A,P ) are certain Wodzicki residues.
In most situations, D˜k(A,P ) are not Wodzicki residues but operator traces. For the simplest
example that A is smoothing operator, one can (regard A as of any real order and thus) deduce
from (3.24) that
tr(Ae−tP ) ∼
∞∑
k=0
D˜k(A,P )t
k.
In this situation it is so natural to expect tr(A) = D˜0(A,P ). Actually, if any of the following three
cases happens, then D˜0(A,P ) just is the Kontsevich-Vishik trace of A which is independent of
the choice of P (e.g. [66, 91, 104]):
• m < −d;
• m is not an integer;
• A is of regular parity class.
Since the Kontsevich-Vishik trace agrees with the standard L2-operator trace on trace class
operators, the previous expectation is confirmed. Furthermore, if A = Q is a partial differential
operator and if d is even, then one can express D˜0(A,P ) as the Wodzicki residue of a certain
pseudo-differential operator with log-polyhomogeneous symbol (see [111, 117, 136] for details).
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3.6 Heat kernel expansions
Let Q : C∞(M ;E) → C∞(M ;E) be a partial differential operator of order m. It is well known
(e.g. [46, 56, 138]) that Qe−tP is a smoothing operator with smooth kernel K(t, x, y,Q, P ) in the
sense of
(Qe−tPφ)(x) =
∫
M
K(t, x, y,Q, P )φ(y)dµg(y), (3.25)
where K(t, x, y,Q, P ) maps Ey to Ex, and the diagonal values of K admit a uniform small-time
asymptotic expansion
K(t, x, x,Q, P ) ∼
∞∑
k=0
t
k−d−m
2 Hk(Q,P )(x) (t→ 0+), (3.26)
where Hk(Q,P ) ∈ C∞(M ; End(E)) vanishes if k +m is odd. How to express Hk(IdE , P ), say
for example k ≤ 10, is a well-studied topic in the theory of heat trace expansions [57, 58]. In
the following we explain how to extract Hk(Q,P ) from the viewpoint of Wodzicki’s residue. To
the best of the author’s knowledge, it seems that no explicit formula for Hk(D,D2) with k odd
is stated in the literature. Here D is a self-adjoint Dirac type operator on smooth sections of E.
It follows from (3.26) that
tr(Qe−tP ) ∼
∞∑
k=0
t
k−d−m
2
∫
M
TrE(Hk(Q,P ))dµg (t→ 0+),
which comparing with (3.5) and appealing to Propositions 3.3.1, 3.5.1 yields∫
M
TrE(Hk(Q,P ))dµg =
Γ(d+m−k2 )
2
· res(QP k−d−m2 )
for any k such that k−d−m2 is not a non-negative integer. Let F denote a smooth endomorphism
of E. Obviously,Hk(FQ,P ) = FHk(Q,P ) for any k ≥ 0. So we can get∫
M
TrE(FHk(Q,P ))dµg =
Γ(d+m−k2 )
2
· res(FQP k−d−m2 ) (3.27)
for any k such that k−d−m2 is not a non-negative integer. Note
resx(FQP
k−d−m
2 )dx =
( 1
(2pi)d
∫
|ξ|=1
Tr(σ−d(FQP
k−d−m
2 )(x, ξ))dS(ξ)
)
dx
=
(
Tr
[
F
( 1
(2pi)d
∫
|ξ|=1
σ−d(QP
k−d−m
2 )(x, ξ)dS(ξ)
)])
dx. (3.28)
Comparing (3.27) with (3.28) yields the following
Theorem 3.6.1. Fix a local coordinate system around x0 ∈ M such that the tangent vectors
at x0 form an orthonormal basis for (Tx0M, gx0). Suppose
k−d−m
2 is not a non-negative integer.
Then
Hk(Q,P )(x0) =
Γ(d+m−k2 )
2 · (2pi)d ·
∫
|ξ|=1
σ−d(QP
k−d−m
2 )(x0, ξ)dS(ξ).
As an immediate consequence, all of the endomorphisms {Hk(Q,P )}∞k=0 can be determined
by the above method if the dimension of M is odd. The reason is that if k−d−m2 is a non-negative
integer, then k +m is odd and thusHk(Q,P ) = 0.
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3.7 Seeley’s method
Let k ≥ 0 be a fixed integer. By Corollary 3.2.5, Ak(A,P ) = Ak(AP q, P ) for any positive integer
q. Thus to study Ak(A,P ) one can assume the order m of A is bigger than k− d, otherwise we
study Ak(AP q, P ) for some large enough integer q. Actually, as q is a non-negative integer, the
local full symbol of AP q is easily to be determined by those of A and P . So from now on we
assume m > k−d or equivalently k < d+m. Our analysis below will be purely formal since the
questions of convergence have already been dealt with by Seeley in [138].
Let P0 denote the orthogonal projection onto the finite-dimensional null space of the non-
negative self-adjoint Laplacian P . Note the meromorphic continuation of
tr(A(P + P0)
−s/2) (Re(s) > d+m > k ≥ 0)
to C denoted by Z(s) differs from the spectral zeta function ζ(s,A, P ) only by a constant-valued
function. Thus Z(s) also has a simple pole at s = d+m−k with the same residueAk(A,P ). For
simplicity we denote P + P0 by P , which is a positive self-adjoint classical pseudo-differential
operator of second order.
Let % = %(R) be the contour in the complex plane obtained by joining two lines parallel to the
negative real axis by a counter-clockwise half circle around the origin whose radius R is less
than the least eigenvalue of P . It is well known [139] that
P−s =
1
2pii
∫
%
λ−s(P − λ)−1dλ (Re(s) > 0). (3.29)
Seeley ([138]) showed that P−s (Re(s) > 0) are classical pseudo-differential operators of order
−2s whose full symbols can be determined as follows:
For any x0 ∈M , let x = (x1, . . . , xd) be a system of local coordinates centered at x0, and let
e = (e1, . . . , er) be a local frame for E near x0. Using this local system, the full symbol of P is
easily seen to be asymptotically equivalent to
σFullP (x, ξ) ∼ gij(x)ξiξj + iak(x)ξk + b(x) (3.30)
, p0(x, ξ) + p1(x, ξ) + p2(x, ξ),
where we remind that P actually denotes P + P0 with the original P locally being of the form
(3.1). Seeley’s idea is to first regard (P − λ)−1 as a λ-dependent pseudo-differential operator
with its full symbol being asymptotically equivalent to some
∑∞
n=0 bn(x, ξ;λ), then study (3.29)
via
∑∞
n=0 bn to approximate the full symbols of P
−s. Following this plan, one can first recursively
define for |ξ| ≥ 1 and λ ∈ %(R) with R being sufficiently small that
b0(x, ξ;λ) = (g
ij(x)ξiξj − λ)−1, (3.31)
bn(x, ξ;λ) = (−b0) ·
( ∑
i<n
i+j+|α|=n
(∂αξ bi)(D
α
xpj)
α!
)
(n ≥ 1), (3.32)
then introduce a sequence of pseudo-differential operators with corresponding full symbols
en(x, ξ; s) =
1
2pii
∫
%
λ−sbn(x, ξ;λ)dλ (n ≥ 0) (3.33)
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of homogeneous degrees −2s− n. Actually, for all |ξ| ≥ 1 and t ≥ 1, one can deduce from the
simple fact bn(x, tξ; t2τ) = t−2−nbn(x, ξ; τ) (τ ∈ %(Rt2 )) that
en(x, tξ; s) =
1
2pii
∫
%
λ−sbn(x, tξ;λ)dλ
=
1
2pii
∫
%( R
t2
)
(t2τ)−sbn(x, tξ; t2τ)d(t2τ)
= t−2s−nen(x, ξ; s),
where we recall %(R
t2
) denotes the 1
t2
–contraction of %. It was shown in [138] by Seeley that P−s
(Re(s) > 0) are classical pseudo-differential operators of order −2s whose full symbols are
asymptotically equivalent to
∑∞
n=0 en(x, ξ; s).
Recall that A is a classical pseudo-differential operator or order m > k − d. Thus AP−s/2
(Re(s) > 0) are classical pseudo-differential operators of order m − s whose full symbols are
asymptotically equivalent to
∑
α
∑
j
∑
n
1
α!
· (∂αξ σ(j)A )(x, ξ) · (Dαxen)(x, ξ;
s
2
) =
∞∑
q=0
Iq(x, ξ; s), (3.34)
where the full symbol of A is asymptotically equivalent to a sum of homogeneous symbols σ(j)A
(j = 0, 1, 2, . . .) of degrees m− j, and
Iq(x, ξ; s) ,
∑
|α|+j+n=q
1
α!
· (∂αξ σ(j)A )(x, ξ) · (Dαxen)(x, ξ;
s
2
)
are homogeneous symbols of degrees m − s − q. For each non-negative integer q, the mero-
morphic continuation of
1
(2pi)d
∫
Rd
Tr(Iq(x, ξ; s))dξ
to the right half plane Π(0,∞) differs from the following meromorphic function
1
(2pi)d
∫
Sd−1
Tr(Iq(x, ω; s))dω · 1
s− (d+m− q) (3.35)
by an analytic function. On the other hand, if Re(s) > d+m, then AP−s/2 is trace class whose
trace satisfies
Z(s) =
∫
M
TrEx(K(x, x; s))dµg(x) (Re(s) > d+m), (3.36)
where we denote by K(x, y; s) the continuous Schwartz kernel of AP−s/2, that is,
(AP−s/2u)(x) =
∫
M
K(x, y; s)u(y)dµg(y),
where K(x, y; s) maps Ey to Ex. Thus to study the meromorphic continuation of Z(s), it suffices
to study that of TrEx(K(x, x; s)) at each fixed x ∈ M . By considering (3.34), (3.35) as well as
the metric measure µg in (3.36), it is easy to modify the argument in [138] to determineAk(A,P )
(k < d+m) as follows (the details of the proof are left to the interested reader):
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Proposition 3.7.1. Suppose k < d+m. Then
Ak(A,P ) =
∫
M
Ak(A,P )(x)dµg(x),
where in a local coordinate system (x1, . . . , xd) centered at any prescribed x0 ∈ M with
det(gij(x0)) = 1,
Ak(A,P )(x0) =
∑
|α|+j+n=k
1
(2pi)dα!
∫
Sd−1
Tr((∂αξ σ
(j)
A )(x0, ω)(D
α
xen)(x0, ω;
d+m− k
2
)).
Finally, we collect a few formulae for en(x, ξ; s) for later use. Suppose Re(s) > 0, |ξ| ≥ 1, and
λ ∈ %(R) with R being sufficiently small. Denote ‖ξ‖ = (gij(x)ξiξj)1/2 for simplicity. First, it is
easy to verify that (we repeat b0 here for completeness)
b0(x, ξ, λ) = (‖ξ‖2 − λ)−1, (3.37)
b1(x, ξ, λ) =
−iak(x)ξk
(‖ξ‖2 − λ)2 +
2gkn(x)ξn(Dxkg
ij)(x)ξiξj
(‖ξ‖2 − λ)3 . (3.38)
By considering Re(s) > 0, it is easy to use Cauchy’s integral theorem to show
en(x, ξ; s) =
1
2pii
∫
%(x,ξ)
λ−sbn(x, ξ;λ)dλ (n ≥ 0), (3.39)
where %(x, ξ) denotes any clockwise circle centered at ‖ξ‖2 in the right half plane Π(0,∞).
Substituting (3.37) and (3.38) respectively into (3.39) yields for |ξ| ≥ 1 that
e0(x, ξ; s) =‖ξ‖−2s, (3.40)
e1(x, ξ; s) =(−iak(x)ξk) · s · ‖ξ‖−2s−2+ (3.41)
(gkn(x)ξn(Dxkg
ij)(x)ξiξj) · s(s+ 1) · ‖ξ‖−2s−4.
If we assume the local coordinate system centered at a fixed point x0 ∈ M is a Riemannian
normal one, then the above formulae at x0 can be greatly simplified. For example, for |ξ| ≥ 1
one easily has
e0(x0, ξ; s) = |ξ|−2s, (3.42)
(Dxje0)(x0, ξ; s) = 0 (j = 1, 2, . . . , d), (3.43)
e1(x0, ξ; s) = (−iak(x)ξk) · s · |ξ|−2s−2. (3.44)
As an application, it follows from (3.42) and Proposition 3.7.1 that if m > −d then
A0(A,P ) =
1
(2pi)d
∫
T ∗1M
Tr(σA), (3.45)
where we recall that T ∗1M denotes the unit cotangent bundle of M , σA denotes the principal
symbol of A. By considering the fact A0(A,P ) = A0(AP q, P ) for any non-negative integer q,
one can drop the assumption m > −d in (3.45) to get (3.7).
There exist other methods to determine the coefficients Ak(A,P ) except Propositions 3.5.1
and 3.7.1. For example, one can follow the analysis in §3.1 more carefully (see also [40]) or
adapt the heat trace argument in [54] to do so.
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3.8 Leading coefficients
In this section, we provide a formula for A1(A,P ) in terms of the principal and sub-principal
symbols of both A and P . This brings a clear geometric interpretation of A1(A,P ), and could
help characterize a certain class of operators for which the second coefficient vanishes. A key
ingredient (e.g. [45, 144]) is that, if f is a smooth homogeneous function of degree 1 − d on
Rd\{0}, then ∫|ξ|=1 ∂f∂ξk dS(ξ) = 0 for each k. For example, if T : C∞(M ;E) → C∞(M ;E) is a
classical pseudo-differential operator of order 1− d, then it is easy to see that∫
|ξ|=1
Tr(σ
(1)
T (x, ξ))dS(ξ) =
∫
|ξ|=1
Tr(Sub(T )(x, ξ))dS(ξ).
Consequently, the global density resx(T )dx is of the form( 1
(2pi)d
∫
|ξ|=1
Tr(Sub(T )(x, ξ))dS(ξ)
)
dx,
which is independent of the choice of local coordinates of M and local frames for E. Thus if T
is a classical pseudo-differential operator of order 1− d, then
res(T ) =
1
(2pi)d
∫
T ∗1M
Tr(Sub(T )), (3.46)
which is simply short for ∫
M
( 1
(2pi)d
∫
|ξ|=1
Tr(Sub(T )(x, ξ))dS(ξ)
)
dx.
Lemma 3.8.1. Let T1, T2 be classical pseudo-differential operators on smooth sections of E
such that the sum of the order of T1 and T2 is 1− d. Then
res(T1T2) =
1
(2pi)d
∫
T ∗1M
Tr(Sub(T1) · σ(0)T2 + σ
(0)
T1
· Sub(T2)).
Proof. Since res(T1T2) = res(T2T1), it thus follows from (3.46) that
res(T1T2) =
1
(2pi)d
∫
T ∗1M
Tr
(Sub(T1T2) + Sub(T2T1)
2
)
,
which proves the lemma from (2.19) as Tr({σ(0)T1 , σ
(0)
T2
}+ {σ(0)T2 , σ
(0)
T1
}) = 0. We are done.
According to Proposition 3.5.1 and Lemma 3.8.1, one gets
A1(A,P ) =
1
(2pi)d
∫
T ∗1M
Tr
(
Sub(A) · σ(0)
P
1−d−m
2
+ σ
(0)
A · Sub(P
1−d−m
2 )
)
. (3.47)
According to (2.20), we have
Sub(P q) = q · (σ(0)P )q−1 · Sub(P ) (3.48)
for any q ∈ R. Therefore, by combining (3.47) – (3.48) and by considering σ(0)P q = (σ(0)P )q, we get
Theorem 3.8.2.
A1(A,P ) =
1
(2pi)d
∫
T ∗1M
Tr
(
Sub(A) +
1− d−m
2
· σ(0)A · Sub(P )
)
.
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Chapter 4
Dirac type operators
We follow all of the assumptions and notations about M (closed smooth Riemannian mani-
fold of dimension d and metric g), E (hermitian vector bundle over M ), A (classical pseudo-
differential operator of order m), P (self-adjoint non-negative Laplacian with spectral resolution
{φj , λ2j}∞j=1), χ (Fχ is of sufficiently small support and equals one near the origin), and Q
(partial differential operator of order m) used in the previous chapter.
In this chapter we will focus on P = D2, where D is a self-adjoint Dirac type operator acting
on smooth sections of E. There exists a discrete spectral resolution {φj , µj}∞j=1 of D, where
{φj}∞j=1 is an orthonormal basis for L2(M ;E), and Dφj = µjφj for each j. Obviously, φj will
be eigensections of P = D2 with eigenvalues µ2j . Therefore, using the notation from before
λj = |µj |. The microlocalized spectral counting function NA(µ) of D is defined as
NA(µ) =
{∑
0≤µj<µ〈Aφj , φj〉 if µ > 0,∑
µ≤µj<0〈Aφj , φj〉 if µ ≤ 0.
Thus, NA(µ) is a piecewise constant function on R such that
N ′A(µ) =
∞∑
j=1
〈Aφj , φj〉δµj ,
where δµj denotes the delta function onR centered at µj . Similar to (3.3) in the previous chapter,
one can show that
(χ ∗N ′A)(µ) =
∞∑
j=1
〈Aφj , φj〉χ(µ− µj) ∼
∞∑
k=0
Ak(A,D)µ
d+m−k−1 (µ→∞). (4.1)
The corresponding expansion for µ→ −∞ can be easily obtained by replacing D with −D:
(χ ∗N ′A)(µ) ∼
∞∑
k=0
Ak(A,−D)|µ|d+m−k−1 (µ→ −∞). (4.2)
Therefore, the function χ ∗N ′A contains all information about {Ak(A,±D)}∞k=0.
Recall that D can always be written as D = γ∇ + ψ, where (E, γ,∇) is some Dirac bundle
with its Clifford module structure γ uniquely determined by the principal symbol of D, ψ is the
potential of D associated with the Dirac bundle (E, γ,∇). In case ψ = 0 then P is called the
generalized Dirac operator associated with the Dirac bundle (E, γ,∇).
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The first purpose of this chapter is to explicitly determine Ak(A,D). In particular, for any
bundle endomorphism F of E, we can express A1(F,D) in terms of geometric quantities such
as g, γ,∇, ψ, F . To compare, Sandoval [133] obtained an explicit expression of A1(IdE , D),
while Branson and Gilkey [22] can also do so for A1(F,D) whenever F is of the form fIdE ,
where f is a smooth function onM . In the case of more general first order systems with F = IdE
a formula was also recently obtained by Chervova, Downes and Vassiliev [30].
The second purpose of this chapter is to show that H1(D,D2) = 0 (see §3.6) if and only
if D is a generalized Dirac operator. Here D can mean any Dirac type operator on smooth
sections of E without the self-adjointness assumption. In the case of dimension three and rank
two, a spectral theoretic characterization of the so-called massless Dirac operator was recently
obtained by Chervova, Downes and Vassiliev [31].
4.1 Spectral counting coefficients
We first give a proof of (4.1). To this end we introduce a classical pseudo-differential operator
B of order m by defining
B = A
Sign(D) + IdE
2
.
Since supp(N ′A −N ′B) ⊂ (−∞, 0], we get (see also the proof of (3.13))
(χ ∗N ′A)(µ)− (χ ∗N ′B)(µ) = o(µ−∞) (µ→∞).
By appealing to (3.3) withA,P, λ, λj replaced respectively byB,D2, µ, |µj |, we obtain as µ→∞
that
(χ ∗N ′B)(µ) =
∞∑
j=1
〈Bφj , φj〉χ(µ− µj)
=
∞∑
j=1
〈Bφj , φj〉χ(µ− |µj |)
∼
∞∑
k=0
Ak(B,D
2)µd+m−k−1,
which proves (4.1) as well as
Ak(A,D) = Ak(A
Sign(D) + IdE
2
, D2) (4.3)
for all non-negative integers k.
Theorem 4.1.1. Ak(A,D) = res(A
|D|+D
2 |D|k−d−m−1).
Here |D|k−d−m−1 is understood as P k−d−m−12 with P = D2 (see Defn. 3.2.4). To give a proof
of Theorem 4.1.1, it suffices to deduce from (4.3) and Proposition 3.5.1 that
Ak(A,D) = res(A
Sign(D) + IdE
2
|D|k−d−m) = res(AD + |D|
2
|D|k−d−m−1).
As an immediate consequence, we get
Corollary 4.1.2. Ak(A,−D) = res(A |D|−D2 |D|k−d−m−1).
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Suppose D is of the form γ∇ + ψ for some Dirac bundle (E, γ,∇). Define ψ̂ = γ(ei)ψγ(ei),
where {ei}di=1 is an arbitrary local orthonormal frame in T ∗M . Obviously, ψ̂ ∈ C∞(M ; End(E))
is independent of the choice of local orthonormal frames.
Theorem 4.1.3. Let D be a self-adjoint Dirac type operator of potential ψ associated with the
Dirac bundle (E, γ,∇) and let F be a smooth bundle endomorphism of E. Then
A1(F,D) =
1
(4pi)d/2 · Γ(d2)
∫
M
Tr
(
F · ψ̂ − (d− 2)ψ
2
)
. (4.4)
Proof. It follows from Theorem 3.8.2 that A1(F,D2) = 0. So according to (4.3) and Corollary
3.2.5, we get A1(F,D) =
A1(FD,D2)
2 . By Proposition 3.5.1, we also have
A1(FD,D
2) = res(FD|D|−d) = res(F |D|−dD) = res(DF |D|−d) = A1(DF,D2).
Consequently,
A1(F,D) =
A1(FD,D2) +A1(DF,D2)
4
,
and by Theorem 3.8.2 we get
A1(F,D) =
1
(2pi)d
∫
T ∗1M
Tr
(
F ·
[Sub(D)
2
− d
2
· σ
(0)
D · Sub(D2) + Sub(D2) · σ(0)D
4
])
. (4.5)
In local coordinates around a fixed point x0 ∈M , we assume∇∂j = ∂j+bj , where bj are smooth
matrix-valued functions. Then σ(0)D (x0, ξ) = iγ
j(x0)ξj , σ
(1)
D (x0, ξ) = γ
j(x0)bj(x0) + ψ(x0). The
compatibility condition (2.2) implies ∂γ
k
∂xj
= [γk, bj ]−Γkjnγn, where Γkjn are the standard Christof-
fel symbols. We further assume the local coordinate system is a Riemannian normal one cen-
tered at x0. This implies
(∂γk
∂xj
)
(x0) = [γ
k(x0), bj(x0)], and, consequently, by the definition of the
sub-principal symbol of D we get
Sub(D)(x0, ξ) = γ
j(x0)bj(x0) + ψ(x0)− 1
2
(∂γk
∂xk
)
(x0) =
(γjbj + bjγj
2
+ ψ
)
(x0).
Similarly, one can show that σ(0)
D2
(x0, ξ) = |ξ|2, σ(1)D2(x0, ξ) = i(γkψ + ψγk − 2bk)(x0)ξk, and
Sub(D2)(x0, ξ) = i(γ
kψ + ψγk − 2bk)(x0)ξk.
Consequently,
(σ
(0)
D · Sub(D2))(x0, ξ) = −(γjγkψ + γjψγk − 2γjbk)(x0)ξjξk,
(Sub(D2) · σ(0)D )(x0, ξ) = −(γkψγj + ψγkγj − 2bkγj)(x0)ξkξj .
Based on the relevant formulae obtained previously, we can get∫
|ξ|=1
Tr(F · Sub(D))(x0, ξ)dS(ξ) = Tr
(
F
γjbj + bjγ
j
2
+ Fψ
)
(x0) ·Vol(Sd−1),∫
|ξ|=1
Tr(F · σ(0)D · Sub(D2))(x0, ξ)dS(ξ) = Tr
(
Fψ − Fψ̂
d
+ 2
Fγjbj
d
)
(x0) ·Vol(Sd−1),∫
|ξ|=1
Tr(F · Sub(D2) · σ(0)D )(x0, ξ)dS(ξ) = Tr
(
Fψ − Fψ̂
d
+ 2
Fbjγ
j
d
)
(x0) ·Vol(Sd−1).
Theorem 4.1.3 follows from these formulae as well as from the fact Vol(Sd−1) = 2pid/2Γ(d/2) .
52
CHAPTER 4. DIRAC TYPE OPERATORS 4.1. SPECTRAL COUNTING COEFFICIENTS
Recall that (see §3.6) De−tD2 is a smoothing operator with smooth kernel K(t, x, y,D,D2) in
the sense of
(De−tD
2
φ)(x) =
∫
M
K(t, x, y,Q, P )φ(y)dµg(y), (4.6)
whereK(t, x, y,D,D2) maps Ey to Ex, and the diagonal values ofK admit a uniform small-time
asymptotic expansion
K(t, x, x,D,D2) ∼
∞∑
k=0
t
k−d−1
2 Hk(D,D
2)(x) (t→ 0+), (4.7)
whereHk(D,D2) ∈ C∞(M ; End(E)) vanishes if k is even.
Corollary 4.1.4. Let D be a self-adjoint Dirac type operator of potential ψ associated with the
Dirac bundle (E, γ,∇). ThenH1(D,D2) = 1(4pi)d/2 ·
ψ̂−(d−2)ψ
2 .
Proof. The proof of Theorem 4.1.3 also gives that
A1(FD,D
2) =
1
(4pi)d/2 · Γ(d2)
∫
M
Tr
(
F · (ψ̂ − (d− 2)ψ)). (4.8)
On the other hand, it is easy to see that
B1(FD,D
2) =
∫
M
Tr
(
FH1(D,D
2)
)
.
According to Proposition 3.3.1, we get B1(FD,D2) =
Γ( d
2
)
2 ·A1(FD,D2). Consequently,∫
M
Tr
(
FH1(D,D
2)
)
=
1
(4pi)d/2
∫
M
Tr
(
F · ψ̂ − (d− 2)ψ
2
)
,
which proves the corollary as F can be any smooth endomorphism of E. We are done.
The asymmetry of the spectrum about the origin can be examined by studying (see also
[133])
ωk(D)
.
=
Ak(IdE , D)−Ak(IdE ,−D)
2
(4.9)
for all non-negative integers k. It follows from Theorem 4.1.1 and Corollary 4.1.2 that
ωk(D) = res(D|D|k−d−1). (4.10)
On the other hand, it follows from (4.3) that ωk(D) = Ak(D|D|−1, D2), which yields
ωk(D) = Ak(D,D
2) (4.11)
from Corollary 3.2.5. By definition we have
ω0(D) =
1
(2pi)d
∫
T ∗1M
Tr(σD|D|−d−1) =
1
(2pi)d
∫
T ∗1M
Tr(σD) = 0, (4.12)
which implies that the positive and negative parts of the spectrum are symmetric with respect
to the origin. According to (4.8) and (4.11), we have
ω1(D) =
1
(4pi)d/2 · Γ(d2)
∫
M
Tr
(
ψ̂ − (d− 2)ψ). (4.13)
In particular, if D is a generalized Dirac operator, then ω1(D) = 0 (see also [22]).
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Similar to the (microlocalized) spectral zeta function (3.4), we introduce the (microlocalized)
spectral eta function (e.g. [22, 59]) by defining
η(s,A,D) =
∑
µj 6=0
〈Aφj , φj〉
|µj |s · Sign(µj) (Re(s) > d+m). (4.14)
But it is easy to see that
η(s,A,D) = ζ(s,A · Sign(D), D2). (4.15)
So according to Propositions 3.2.3, 3.5.1, we get
Proposition 4.1.5. η(s,A,D) admits a meromorphic continuation to C whose only singularities
are simple poles at s = d+m− k (k = 0, 1, 2, . . .) with residues res(AD|D|k−d−m−1).
In the event thatA is the identity operator, we see from (4.10) that η(s,D) = η(s, Id, D) admits
a meromorphic continuation to C whose only singularities are simple poles at s = d − k (k =
0, 1, 2, . . .) with residues ωk(D) = res(D|D|k−d−1). This means in particular that the spectral eta
function carries all information of the asymmetry of the spectrum about the origin. For example,
we know that D is odd-class, |D| is even-class and, consequently (see also [121, Prop. 1.11]),
both |D|−1 and D|D|−1 are even-class. Thus res(D|D|−1) = 0 if d is even. Equivalently, the
spectral eta function (4.14) is regular at the origin if the dimension of M is even. We remark
that this is a known result by P. Gilkey [55].
4.2 Second coefficient
It is well known that (4.6) and (4.7) hold for an arbitrary Dirac type operator D = γ∇˜+ ψ acting
on smooth sections of E without any self-adjointness assumption. In the event that D is indeed
self-adjoint we have shown in Corollary 4.1.4 thatH1(D,D2) = 1(4pi)d/2 ·
ψ̂−(d−2)ψ
2 . The purpose
of this section is to show this formula still holds in general.
Theorem 4.2.1. Let D be a Dirac type operator of potential ψ associated with the Dirac bundle
(E, γ, ∇˜). ThenH1(D,D2) = 1(4pi)d/2 ·
ψ̂−(d−2)ψ
2 .
We first explain how to prove this theorem. Let  > 0 be a parameter and let F be a smooth
endomorphism of E. Consider the Dirac type operator D of potential ψ = ψ − F associated
with the Dirac bundle (E, γ, ∇˜). The Bochner-Weitzenbo¨ck technique permits us to find a unique
connection ∇ on E and a unique V ∈ C∞(M ; End(E)) such that
(D − F )2 = ∆∇ + V.
But it is known (e.g. [22, Lemma 2.1], [57, Thm. 3.3.1]) that∫
M
Tr(FH1(D,D
2)) =
−1
2 · (4pi)d/2 ·
d
d
∣∣∣
=0
∫
M
Tr(V). (4.16)
As we have done a few times in this thesis, we will recover H1(D,D2) by studying the right-
hand side of (4.16) with F ranging all smooth endomorphisms of E. To compare, Branson and
Gilkey [22] only considered scalar variations as they thought “otherwise the formulas become
more complicated”.
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Proof of Theorem 4.2.1. Let L : TM → End(E) denote the map defined by
L(X) =
γ(X)ψ + ψγ(X)
2
.
According to Proposition 2.1.1 we have locally that (see (2.4) in §2.1.5 for the meaning of ∇)
V =
1
2
γiγjR∇˜ij +
1
2
[γi,∇iψ] + (L)i(L)i + ψ2 .
Thus
d
d
∣∣∣
=0
Tr(V) = Tr
(
(L−F )i(Lψ)i + (Lψ)i(L−F )i
)− 2Tr(Fψ),
which gives
d
d
∣∣∣
=0
Tr(V) = Tr
(
F ((d− 2)ψ − ψ̂))
from the facts γiγi = −d and ψ̂ = γiψγi = γiψγi. Now (4.16) reads∫
M
Tr(FH1(D,D
2)) =
1
(4pi)d/2
·
∫
M
Tr
(
F
ψ̂ − (d− 2)ψ
2
)
,
which suffices to prove the theorem as F can be any smooth endomorphism of E.
4.3 Characterization
Theorem 4.3.1. Let D be a Dirac type operator. Then H1(D,D2) = 0 if and only if D is a
generalized Dirac operator.
We first explain how to prove this theorem. Let D be a Dirac type operator of potential ψ
associated with the Dirac bundle (E, γ,∇). According to Theorem 4.2.1, H1(D,D2) = 0 if and
only if ψ̂ = (d− 2)ψ. Thus to prove Theorem 4.3.1 it suffices to show that, if ψ̂ = (d− 2)ψ, then
there exists a connection ∇˜ on E compatible with γ such that D = γ∇˜. Note any connection on
E is of the form ∇L = ∇+ L, where
L : C∞(M ;TM)→ C∞(M ; End(E))
is a C∞(M)-linear map. It is easy to check that ∇L is compatible with γ if and only if L(X)
commutes with γ(Y ) for all X,Y ∈ C∞(M ;TM). Suppose we do have such a map L satisfying
D = γ∇L. Letting {ek}dk=1 be a local orthonormal frame in TM , we have D = γ∇+ γ(ek)L(ek),
which means ψ = γ(ek)L(ek). Consequently, for any fixed i ∈ {1, . . . , d},
γ(ei)ψ + ψγ(ei)
2
= L(ek)
γ(ei)γ(ek) + γ(ek)γ(ei)
2
= −L(ei).
This implies that globally L is uniquely of the following form
L(X) = −γ(X)ψ + ψγ(X)
2
(4.17)
for any X ∈ C∞(M ;TM). Thus to prove Theorem 4.3.1, assuming ψ̂ = (d − 2)ψ and defining
∇˜ = ∇+ L with L given by (4.17), we need only to show that
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• 1) D = γ∇˜;
• 2) ∇˜ is compatible with γ.
The first property can be verified in the following way. Let {ek}dk=1 be a local orthonormal frame
in TM , then
γ(ek)L(ek) = −γ(ek)γ(ek)ψ + ψγ(ek)
2
=
dψ − ψ̂
2
= ψ,
which gives
D = γ∇+ ψ = γ∇+ γ(ek)L(ek) = γ∇˜.
To prove the second property we need to show that L(X) commutes with γ(Y ) for all X,Y ∈
C∞(M ;TM). But considering L and γ are C∞(M)-linear maps, it suffices to prove that Lx(Xx)
commutes with γx(Yx) for all Xx, Yx ∈ TxM at each x ∈ M . This is guaranteed by the next
proposition and a proof of Theorem 4.3.1 is obtained.
Proposition 4.3.2. Let (W,γ) be a complex Cl(Rd)-module. Let ψ ∈ End(W ) be such that
ψ̂ = (d− 2)ψ, and let L : Rd → End(W ) be the linear map defined by
L(X) = −γ(X)ψ + ψγ(X)
2
(X ∈ Rd).
Then L(X) commutes with γ(Y ) for all X,Y ∈ Rd.
Ahead of giving the details of the proof of Proposition 4.3.2, we collect some basic facts
about the Clifford modules (e.g. [49, 52, 94, 135]). Let Cl(Rd) be the complex Clifford algebra
generated by (Rd, 〈·, ·〉) subject to the commutation relation
X ∗ Y + Y ∗X = −2〈X,Y 〉,
where X,Y ∈ Rd, 〈·, ·〉 denotes the standard Euclidean metric on Rd, and ∗ denotes the Clifford
algebra operation. Any complex Cl(Rd)-module W with structure γ (unital algebra morphism
from Cl(Rd) to End(W )) studied in this thesis is always assumed to be of dimension in N. A
complex Cl(Rd)-module (W,γ) is said to be irreducible if for any decomposition W = W1 ⊕W2
into subspaces invariant under γ one has W1 = W or W2 = W . It is known that a complex
Cl(Rd)-module is irreducible if and only if it is of complex dimension 2b
d
2
c. Two complex Cl(Rd)-
modules (W1, γ) and (W2, γ˜) are said to be equivalent if there exists an invertible element
κ ∈ Hom(W1,W2) such that γ˜ = κ∗γ, where κ∗ is defined by sending % ∈ End(W1) to κ%κ−1 ∈
End(W2). Up to isomorphism there are exactly
3−(−1)d
2 inequivalent irreducible complex Cl(R
d)-
modules. It is also known that any complex Cl(Rd)-module is a sum of irreducible ones.
Let (W,γ) be a complex Cl(Rd)-module and define
ψ̂ =
d∑
k=1
γ(ek)ψγ(ek)
for any ψ ∈ End(W ), where {ek}dk=1 is an arbitrary orthonormal basis for (Rd, 〈·, ·〉). Let
Endk(W ) := SpanC
{
γ(ei1)γ(ei2) · · · γ(eik) : 1 ≤ i1 < i2 < · · · < ik ≤ d
}
,
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for k > 0 and let End0(W ) be the complex span of the identity map. A simple computation1
using the Clifford algebra relations shows that Endk(W ) is an eigenspace for the map ψ 7→ ψ̂
with eigenvalue (−1)k(2k − d). It is clear that Clifford multiplication by the volume element
Θd = γ(e1)γ(e2) · · · γ(ed) defines the linear map ψ 7→ Θd ∗ ψ from Endk(W ) to Endd−k(W ). If
the module is irreducible the subspaces Endk(W ) generate End(W ) and therefore this gives a
decomposition into eigenspaces. Hence, in the irreducible case we have
End(W ) =
d⊕
k=0
Endk(W ) if d is even, (4.18)
End(W ) =
d−1
2⊕
k=0
Endk(W ) if d is odd. (4.19)
In the latter case we have used Endd−k(W ) = Endk(W ). This can be seen directly because
Clifford multiplication by the volume element commutes with the Clifford action, and therefore,
by Schur’s lemma, the volume element Θd must be a multiple of the identity. As an immediate
consequence of this discussion we get the following proposition.
Proposition 4.3.3. If (W,γ) is irreducible, then the d− 2 eigenspace of the map ψ 7→ ψ̂ equals
End1(W ) = SpanCγ(Rd). If furthermore d is odd, then 2 − d is not an eigenvalue of the map
ψ 7→ ψ̂.
Proof of Proposition 4.3.2. Let (W,γ) denote an arbitrary (finite-dimensional) complex Cl(Rd)-
module and let (W0, γ(0)) be an irreducible complex Cl(Rd)-module. It is easy to see that up to
isomorphism (W0, γ(0)) can represent all irreducible complex Cl(Rd)-modules if d is even, and
so for (W0,±γ(0)) if d is odd. We then have two cases to consider.
Case 1: Suppose d is even. In this case there exists a (finite-dimensional) complex vector
space V such that (W,γ) is equivalent to (W0 ⊗ V, γ˜), where the Clifford structure γ˜ on W0 ⊗ V
is applied only to the first tensor factor W0. To be precise,
γ˜(Y ) = γ(0)(Y )⊗ IdV
for any Y ∈ Rd. Without loss of generality we can assume that (W,γ) = (W0 ⊗ V, γ˜), since
the general cases can be dealt with simply by studying isomorphism between Clifford modules.
Then as an application of Proposition 4.3.3, we claim that the d − 2 eigenspace of the map
ψ 7→ ψ̂ equals γ(0)(Rd) ⊗ End(V ). To prove this claim, it suffices to first fix a linear basis {Ki}
for End(V ), then express ψ with ψ̂ = (d − 2)ψ uniquely as ψ(0)i ⊗ Ki where ψ(0)i ∈ End(W0),
note
ψ̂
(0)
i ⊗Ki = ψ̂ = (d− 2)ψ = (d− 2)ψ(0)i ⊗Ki,
and finally apply Proposition 4.3.3 appropriately. This claim immediately implies that
L(Rd) = {IdW0} ⊗ End(V ),
which obviously commutes with γ(Rd) = γ(0)(Rd)⊗ {IdV }.
1It suffices to study γ(e1)γ(e2) · · · γ(ek) ∈ Endk(W ).
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Case 2: Suppose d is odd. In this case there exist (finite-dimensional) complex vector spaces
V1, V2 such that (W,γ) is equivalent to ((W0 ⊗ V1)⊕ (W0 ⊗ V2), γ˜), where the Clifford structure
γ˜ on (W0 ⊗ V1)⊕ (W0 ⊗ V2) applied only to W0 is defined by
γ˜(Y ) =
(
γ(0)(Y )⊗ IdV1
)⊕(− γ(0)(Y )⊗ IdV2)
for any Y ∈ Rd. Similar to the discussion in the previous case, we assume without loss of
generality that (W,γ) = ((W0⊗V1)⊕ (W0⊗V2), γ˜). Then as an application of Proposition 4.3.3,
we claim that the d−2 eigenspace of the map ψ 7→ ψ̂ equals (γ(0)(Rd)⊗End(V1))⊕ (γ(0)(Rd)⊗
End(V2)). To prove this claim, we first choose a linear basis {Kαβi } for each Hom(Vα, Vβ), then
express ψ with ψ̂ = (d− 2)ψ uniquely as(
ψ
(11)
i ⊗K(11)i
)⊕(
ψ
(22)
j ⊗K(22)j
)
+
(
ψ
(12)
i ⊗K(12)i
)⊕(
ψ
(21)
j ⊗K(21)j
)
,
where ψ(αβ)i ∈ End(W0). Here to be clear, W = (W0 ⊗ V1) ⊕ (W0 ⊗ V2) is naturally identified
with (W0 ⊗ V2)⊕ (W0 ⊗ V1) by interchanging the positions, thus any element in W mapped via
the second summand is indeed contained in W . Following this convention, it is straightforward
to check that
ψ̂ =
(
ψ̂
(11)
i ⊗K(11)i
)⊕(
ψ̂
(22)
j ⊗K(22)j
)
+
(− ψ̂(12)i ⊗K(12)i )⊕(− ψ̂(21)j ⊗K(21)j ).
Thus the claim is an immediate consequence of Proposition 4.3.3. This claim implies that
L(Rd) =
({IdW0} ⊗ End(V1))⊕({IdW0} ⊗ End(V2)),
which commutes with γ˜(Y ) for any Y ∈ Rd. This finishes the proof of Proposition 4.3.2.
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Chapter 5
Heat kernel estimates
In the previous two chapters we studied various spectral invariants for Laplace and Dirac type
operators acting on smooth sections of vector bundles over closed Riemannian manifolds. In
the following two chapters we will study vector-valued and scalar-valued Laplace operators
on bounded Euclidean domains. Given that in the new background many relevant quantita-
tive estimates are available, we will establish various uniform bounds rather than well-studied
asymptotic limits in the previous setting of closed manifolds. Contrary to closed eigenvalue
problems, there are plenty of non-negative self-adjoint extensions of the standard Laplace op-
erator on bounded Euclidean domains. An important feature of Chapter 5 is to provide a unified
approach to the heat kernel of these operators regardless of the choice of self-adjoint exten-
sions. The reader may feel later that there are no obvious connections between Chapters 5 and
6 except estimate (5.7), which is (6.13) in two dimensions. Actually, we were not aware of the
precise form of this estimate for a long time, but were still able to recover an optimal estimate
(Theorem 5.5.1) by appealing to the finite propagation speed for wave equations. Our plan was
to apply our own estimate to Chapter 6, so the coherence between both chapters does exist.
But unfortunately, Theorem 5.5.1 is weaker than (5.7) in two dimensions. This is the reason
why we will develop Chapters 5 and 6 quite independently.
Let U0 ⊂ Rd be a bounded domain of smooth boundary. Let {λ(+)n }∞n=1 ({λ(−)n }∞n=1) denote the
eigenvalues, listed in non-decreasing order, of the Dirichlet (Neumann) Laplacian ∆(+)U0 (∆
(−)
U0
)
on L2(U0). The classical Weyl law states that
lim
n→∞
(λ
(±)
n )d/2
n
=
(4pi)d/2Γ(d2 + 1)
|U0| ,
which means in particular that one can hear the volume of U0 from either its Dirichlet or Neu-
mann spectrum. It is well known (e.g. [23]) that
∞∑
n=1
e−λ
(±)
n t = (4pit)−d/2
(
|U0| ∓
√
pit
2
|∂U0|+ o(t1/2)
)
(t→ 0+),
which implies that the surface area of the boundary ∂U0 can also be heard from either its
Dirichlet or Neumann spectrum. There are plenty of works adapting the techniques of one
problem to the study of the other, and thus yielding many similar estimates for both problems.
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An important feature is many twin inequalities for both problems hold in opposite directions. To
name just one example, the long-standing Polya conjecture claims that
(λ
(−)
n+1)
d/2
n
≤ (4pi)
d/2Γ(d2 + 1)
|U0| ≤
(λ
(+)
n )d/2
n
(n ∈ N).
A notable distinction between both problems is that the Dirichlet heat kernel has full domain
monotonicity, while that of Neumann has only partial. The fundamental solution K(+)U0 (t) (t > 0)
of the heat equation with Dirichlet boundary conditions can be constructed via spectral calculus
as K(+)U0 (t) = exp(−t∆
(+)
U0
). The integral kernel K(+)U0 (x, y; t) of K
(+)
U0
(t) defined by
(K
(+)
U0
f)(x) =
∫
U0
K
(+)
U0
(x, y; t)f(y)dy
is a positive smooth function on U0 × U0 × R+. It describes the propagation of heat from the
point x to the point y in time t. The full domain monotonicity of the Dirichlet heat kernel claims
for any two bounded domains U0 ⊂ U1 of smooth boundary that
K
(+)
U0
(x, y; t) ≤ K(+)U1 (x, y; t) ((x, y, t) ∈ U0 × U0 × R+). (5.1)
This follows from the maximum principle for elliptic equations (e.g. [36]) or the probabilistic
interpretation of the Dirichlet heat kernel (e.g. [123, 127, 143]). In contrast to Dirichlet boundary
problems, there is no general domain monotonicity principle [8] claiming for any two bounded
domains U0 ⊂ U1 of smooth boundary that
K
(−)
U1
(x, y; t) ≤ K(−)U0 (x, y; t) ((x, y, t) ∈ U0 × U0 × R+), (5.2)
where K(−)Ui (x, y; t) denotes the integral kernel of the fundamental solution of the heat equation
with Neumann boundary conditions on ∂Ui. The partial domain monotonicity of the Neumann
heat kernel means in this thesis exactly a result by Kendall [89] (see also [115]; if U0 is convex
then see [26]) stating
K
(−)
U0
(x, x; t) ≤ K(−)Bx (x, x; t) ((x, t) ∈ U0 × R+), (5.3)
where Bx ⊂ U0 denotes the largest open ball centred at x. The full domain monotonicity of the
Dirichlet heat kernel has proven to be an extremely fundamental property, but the partial one
of the Neumann heat kernel has no exciting applications yet. For example, suppose an open
manifold is the union of an increasing sequence of open subsets, then the Dirichlet heat kernel
for the open manifold is the pointwise limit of the counterparts of sequence of subsets [36].
Without the full domain monotonicity some results about the Dirichlet boundary problems
have not found corresponding Neumann counterparts yet. For example, many known estimates
about the Neumann heat kernel (e.g. [26, 35, 72, 81, 89, 92, 115]) need to impose certain
geometric assumptions on boundaries.
Let us return to Dirichlet boundary problems once again. On physical grounds one expects
that for small times the Dirichlet heat kernel is dominated by local contributions that do not
involve the boundary of U0. This is essentially the principle of not feeling the boundary by
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Kac [87]. The precise information of the small-time Dirichlet heat kernel should also count
the contributions that involve the boundary of U0. In practice this part needs to be analysed
independently.
In this chapter we will show that the heat kernels for vector-valued non-negative Laplacians
can be always treated in the above manner. In particular, we can study the Neumann heat
kernels without imposing geometric assumptions on boundaries as mentioned earlier except
smoothness. Actually, we will prove that Kac’s principle of not feeling the boundary can be
obtained for any self-adjoint extension of the Laplace operator acting on vector-valued functions
on a Euclidean domain. They can be derived from a combination of finite propagation speed
estimates and explicit Fourier Tauberian theorems that were found by Safarov in [130]. The idea
of using finite propagation speed estimates in this context is not new and is already present in
the classical paper [28]. It has since been used by many authors to derive heat kernel bounds
on manifolds (e.g. [16, 33, 37, 103, 118, 141]). The implied constants are independent of the
boundary conditions.
Explicit estimates like these are important in spectral geometry. For example the meromor-
phic extension of the local spectral zeta function is usually based on the expansion of the heat
kernel [56]. The above estimates directly lead to bounds on the local spectral zeta functions
or other spectral invariants [42]. A particular example of such a local spectral function is the
Casimir energy density that plays a distinguished role in physics. For these applications it is
important to allow for boundary conditions other than Dirichlet. For example Casimir interaction
between two conducting obstacles is described by the Casimir energy density of the photon
field. This is obtained from the Laplace operator acting on one forms with electromagnetic
boundary conditions. We would like to refer the reader to [20] for further details and references
on Casimir energy density computations.
This chapter is arranged as follows. In Section 5.1 we give details of Kac’s original principle of
not feeling the boundary. In Section 5.2 we study smoothness and the finite propagation speed
of solutions of wave equations. In Section 5.3 we establish Kac’s principle in terms of integral
kernel bounds for higher order inverses of the given Laplacian. In Section 5.4 we apply Safarov’s
Fourier Tauberian theorems to study higher order inverses of the given Laplacian, while in
Section 5.5 (5.6) we use the full (partial) domain monotonicity of the Dirichlet (Neumann) heat
kernel to do so.
5.1 Kac’s principle
Let U ⊂ Rd be an arbitrary open set, and let K(+)U (x, y; t) be the integral kernel of exp(−t∆(+)U ).
In the previous introductory part we assumed that U = U0 is of smooth boundary. According to
the full domain monotonicity of the Dirichlet heat kernel, we see that K(+)U (x, y; t) is well-defined
without any boundedness or smoothness assumptions on U .
Kac’s original principle of not feeling the boundary [87] (see also [88]) is as simple as follows:
take a point x in U and let Cx ⊂ U denote the largest open cube centred at x, then this principle
basically is
K
(+)
Cx
(x, x; t) ≤ K(+)U (x, x; t) ≤ K(+)Rd (x, x; t) (t > 0). (5.4)
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The reason for picking up a cube is all of the eigenvalues and eigenfunctions of any Dirichlet
Laplacians on cubes can be explicitly determined. One can then use the Poisson summation
formula to get very precise short time asymptotic expansions for K(+)Cx (x, x; t), and find they are
close to
K
(+)
Rd (x, x; t) =
1
(4pit)d/2
.
Consequently,K(+)U (x, x; t) is forced to be close to (4pit)
−d/2 for small times t by (5.4). A detailed
analysis of (5.4) [9] leads to∣∣∣K(+)U (x, x; t)− 1(4pit)d/2
∣∣∣ ≤ 2d
(4pit)d/2
exp(−ρ(x)
2
dt
), (5.5)
where ρ(x) denotes the distance of x to ∂U . This estimate has been widely used in the study
of short time asymptotic expansions of the Dirichlet heat trace. For example, Kac [88] explicitly
determined β1 in
∞∑
n=1
e−λ
(+)
n t =
1
4pit
(
|U | −
√
pit
2
|∂U |+ β1 +O(e−β2/t)
)
(t→ 0+),
provided U ⊂ R2 is a convex polygon without acute or right angles, while M. van den Berg and
S. Srisatkunarahaj [12] can do so for both β1 and β2 whenever U ⊂ R2 is an arbitrary polygon.
According to probabilistic interpretation of the Dirichlet heat kernel, one can expect that
K
(+)
Bx
(x, x; t) ≤ K(+)U (x, x; t) ≤ K(+)Rd (x, x; t) (t > 0) (5.6)
may yield better estimates than (5.5), where Bx ⊂ U denotes the largest open ball centred
at x. But it is difficult to adopt the previous method to improve (5.5) because it is hard to get
precise values of normalised eigenfunctions at the centre x. Even so, M. van den Berg [10]
used dimension induction on Brownian motions to improve (5.5) to∣∣∣K(+)U (x, x; t)− 1(4pit)d/2
∣∣∣ ≤ 1
(4pit)d/2
exp(−ρ(x)
2
t
)
d∑
j=1
2j
(j − 1)!(
ρ(x)2
t
)j−1. (5.7)
The exponential factor is sharp as it is known (e.g. [10, 82]) that
lim
t→0+
t log
(
1− K
(+)
U (x, x; t)
K
(+)
Rd (x, x; t)
)
= −ρ2(x).
These estimates show that as t goes to 0 the error in approximating the heat kernel by (4pit)−d/2
is exponentially small with decay rate determined by the distance to the boundary.
5.2 Finite propagation speed
5.2.1 Functional calculus
Consider in the Hilbert space H an arbitrary self-adjoint operator A. By the spectral theorem
one can write A =
∫
R λdΠ(λ), where Π(λ) (λ ∈ R) denotes the spectral projection of A onto
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(−∞, λ]. For any element ϕ in H, d〈ϕ,Π(λ)ϕ〉 is a finite Borel measure on R. Let f, f1, f2 denote
real-valued Borel functions. It is known that ϕ lies in the domain of f(A) if and only if∫
R
f(λ)2d〈ϕ,Π(λ)ϕ〉 <∞.
Suppose this is the case then
〈f(A)ϕ,ϕ〉H =
∫
R
f(λ)d〈ϕ,Π(λ)ϕ〉. (5.8)
It is also known that
Dom(f1(A)f2(A)) = Dom(f2(A)) ∩Dom((f1f2)(A)) (5.9)
and (f1f2)(A) is an extension of f1(A)f2(A). All these basic facts can be found in [32, 125]. Now
let φ, ψ be two arbitrary elements in ∩∞k=1Dom(Ak). By polarization one has for each s ∈ R,
〈cos(s
√
|A|)φ, ψ〉H =
∫
R
cos(s
√
|λ|)d〈φ+ ψ,Π(λ)(φ+ ψ)〉 − d〈φ,Π(λ)φ〉 − d〈ψ,Π(λ)ψ〉
2
.
Obviously, (1+λ2k)d〈h,Π(λ)h〉 is a finite Borel measure on R for any k ∈ N, h ∈ ∩∞k=1Dom(Ak).
This implies that 〈cos(s√|A|)φ, ψ〉H is a smooth function of s ∈ R and its rigorous derivatives
can be obtained formally.
5.2.2 Finite propagation speed
In order to make use of Proposition 2.4.1, we need study smoothness of the solution of the
wave equation subject to general non-negative boundary conditions. We begin with the scalar
case.
Consider in the Hilbert space L2(U) an arbitrary non-negative self-adjoint extension ∆U of
−∆ : C∞c (U) → C∞c (U). When U = Rd the counterpart for ∆U is denoted by ∆0. Let φ denote
an element of C∞c (U). We claim that (cos(s
√
∆U )φ)(x) is smooth in U × R and
∂2
∂s2
cos(s
√
∆U )φ = ∆ cos(s
√
∆U )φ. (5.10)
This implies that u(x, t) = cos(t
√
∆U )φ solves the wave equation ∂
2u
∂t2
= ∆u. The proof is as
follows. First, let s ∈ R be fixed and suppose k ∈ N. Note cos(s√∆U )φ lies in the domain of
(∆U )
k because (see (5.9) in §5.2.1)
(∆U )
k cos(s
√
∆U )φ = cos(s
√
∆U )(∆U )
kφ = cos(s
√
∆U )(−∆)kφ.
Let ψ ∈ C∞c (U) be an arbitrary test function. Note
〈(∆U )k cos(s
√
∆U )φ, ψ〉L2(U) = 〈cos(s
√
∆U )φ, (∆U )
kψ〉L2(U)
= 〈cos(s
√
∆U )φ, (−∆)kψ〉L2(U).
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This implies that the weak derivative of cos(s
√
∆U )φ under (−∆)k is just (∆U )k cos(s
√
∆U )φ,
which is an L2(U) function. Thus it follows from the elliptic regularity theorem by letting k be
large enough (e.g. [44, 48]) that cos(s
√
∆U )φ is smooth in U . By the way, we have obtained
(∆U )
k cos(s
√
∆U )φ = (−∆)k cos(s
√
∆U )φ = cos(s
√
∆U )(−∆)kφ. (5.11)
To finish the proof of the claim we also need to show that cos(s
√
∆U )φ is smooth with respect
to the time variable s. Note ‖ cos(s√|λ|)‖L∞(R×R) ≤ 1 and cos(s√|λ|) is a continuous function
of s ∈ R for each fixed λ ∈ R. By the functional calculus of self-adjoint operators (see [125,
Thm. VIII.5 (d)]), cos(s
√
∆U )φ is an L2(U)-valued continuous function of s ∈ R. By appealing to
Taylor’s theorem with integral remainder, we can rewrite 〈cos(s√∆U )φ, ψ〉L2(U) as (see §5.2.1)
〈cos(s
√
∆U )φ, ψ〉L2(U) = 〈φ, ψ〉L2(U) +
∫ s
0
(s− z)〈cos(z
√
∆U )∆φ, ψ〉L2(U)dz
= 〈φ+
∫ s
0
(s− z) cos(z
√
∆U )∆φdz, ψ〉L2(U),
which implies that
cos(s
√
∆U )φ = φ+
∫ s
0
(s− z) cos(z
√
∆U )∆φdz. (5.12)
Self-repeating the above formula implies that cos(s
√
∆U )φ is also of the following form
N∑
k=0
s2k∆kφ
(2k)!
+
∫ s
0
∫ z0
0
· · ·
∫ zN−1
0
(s−z0)(z0−z1) · · · (zN−1−zN ) cos(zN
√
∆U )∆
N+1φdzN · · · dz1dz0.
Define Z(x, s) = (cos(s
√
∆U )φ)(x), which is square integrable on U × [a, b] for any bounded
intervals [a, b]. This implies for almost every x ∈ U that Z(x, ·) is locally (square) integrable on
R. Thus according to the last formula on the previous page, for almost every x ∈ U we have
that Z(x, ·) is smooth on R. But this is not enough to prove the claim and we need turn to the
elliptic regularity theorem once again. Letting κ ∈ C∞c (U × R) be an arbitrary element, define
〈Z, κ〉 =
∫
R
〈cos(s
√
∆U )φ, κ(·, s)〉L2(U)ds.
Let k ∈ N. According to (5.11) it is easy to show that the weak derivative of Z under (−∆)k =
(−∆x)k is just (cos(s
√
∆U )(−∆)kφ)(x), which is an L2loc(U × R) function. According to (5.12),
it is easy to show that the weak derivative of Z under − d2
ds2
is (cos(s
√
∆U )(∆φ)(x) because we
have shown that Z(x, ·) is smooth on R for almost every x ∈ U . Self-repeating this fact implies
that the weak derivative of Z under (− d2
ds2
)k is (cos(s
√
∆U )(∆
kφ)(x), which is an L2loc(U × R)
function. Consequently, the weak derivative of Z under the elliptic operator (−∆x)k + (− d2ds2 )k
is an L2loc(U × R) function. It then follows on from the elliptic regularity theorem by letting k
be large enough that Z is a smooth function on U × R. Finally, (5.10) follows straight on from
(5.12). This finishes the proof of the claim.
Proposition 5.2.1. Let φ ∈ C∞c (U) be such that the s-neighborhood of its support is a compact
subset of U for some s ≥ 0. Then cos(s√∆0)φ is compactly supported in U and completely
agrees with cos(s
√
∆U )φ in U .
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Proof. According to the finite propagation speed (2.36), cos(s
√
∆0)φ is compactly supported in
U . To prove the second assertion we need only to show for any ψ ∈ C∞c (U) that
〈ψ, cos(s
√
∆U )φ〉L2(U) = 〈ψ, cos(s
√
∆0)φ〉L2(Rd),
which is equivalent to ∫
U
[
cos(s
√
∆U )ψ − cos(s
√
∆0)ψ
]
(x) · φ(x)dx = 0.
Note u(x, t) = cos(t
√
∆U )ψ− cos(t
√
∆0)ψ solves the wave equation with u(x, 0) = ∂u∂t (x, 0) = 0.
It thus follows from Proposition 2.4.1 that u(·, s) vanishes on
Us = {y ∈ U : dist(y, ∂U) > s}.
The assumption of the proposition actually means that the support of φ is contained in Us.
Hence the proof of the proposition is achieved.
In general, let N ∈ N and consider in the Hilbert space L2(U ;CN ) an arbitrary non-negative
self-adjoint extension, denoted by ∆U , of −∆ : C∞c (U ;CN ) → C∞c (U ;CN ) acting component-
wise. When U = Rd the counterpart for ∆U is also denoted by ∆0.
Proposition 5.2.2. Let φ ∈ C∞c (U ;CN ) be such that the s-neighborhood of its support is a
compact subset of U for some s ≥ 0. Then cos(s√∆0)φ is compactly supported in U and
completely agrees with cos(s
√
∆U )φ in U .
To prove this proposition it suffices to follow the proof of the previous proposition by applying
Proposition 2.4.1 component-wise. We omit the details.
5.3 Heat kernel bounds (I)
Let us assume that, as before, U is an open set in Rd, ρ(x) denotes the distance from x ∈ U
to ∂U , N is a positive integer, and ∆U is an arbitrary non-negative self-adjoint extension of the
(negative) Laplacian −∆ : C∞c (U ;CN ) → C∞c (U ;CN ) acting component-wise on the Hilbert
space L2(U ;CN ). The heat kernel for ∆U , denoted by (see §2.5)
KU (x, y; t) =

K
(11)
U (x, y; t) · · · K(1N)U (x, y; t)
...
. . .
...
K
(N1)
U (x, y; t) · · · K(NN)U (x, y; t)
 ,
means the integral kernel of e−t∆U (t > 0), which is defined by the functional calculus of self-
adjoint operators. When U = Rd the counterpart for ∆U and KU (x, y; t) is denoted respectively
by ∆0 and K0(x, y; t). Of course,
K0(x, y; t) = (4pit)
−d/2 exp(−|x− y|
2
4t
)IdN . (5.13)
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Any matrix of size N × N can naturally be regarded as a linear operator on the Hilbert space
CN , so we let ‖ · ‖ denote its operator norm. Let m ∈ N with m > d2 . Let V denote either U or 0.
Let G(m)V denote the integral kernel of the operator (1 + ∆V )
−m. In later sections in case N = 1
we also write G(m)V for G
(m)
V . It is known that
G
(m)
0 (x, x) =
Γ(m− d2)
(4pi)
d
2 (m− 1)!
IdN . (5.14)
For any R > 0 define
Jm(R; t) = inf
ψ∈AR
Jm(ψ; t) (R > 0), (5.15)
where AR is the set of real-valued functions ψ in C2m(R) such that Supp(1−ψ) ⊂ (−R,R), and
Jm(ψ; t) =
∫
R
∣∣∣(1− d2
ds2
)m
(
ψ(s)e−
s2
4t
) ∣∣∣ds. (5.16)
Theorem 5.3.1. The following pointwise estimate holds for the heat kernel:
‖KU (x, y; t)−K0(x, y; t)‖
≤
((‖G(m)U (x, x)‖‖G(m)U (y, y)‖) 12 + Γ(m− d2)
(4pi)
d
2 (m− 1)!
)Jm(ρ(x) + ρ(y); t)
2
√
pit
.
Proof. Let x, y ∈ U , v, w ∈ CN , and let ψ ∈ AR where R = ρ(x) + ρ(y). Denote δ(v)x = δx ⊗ v,
where δx is the Dirac delta function at x. Here
δx ⊗ v =
 v1δx...
vNδx
 where v =
 v1...
vN
 .
Strictly speaking, δx⊗v is not in the domain of the self-adjoint operators e−t∆V and cos(s
√
∆V ).
So to be clear, we actually let δ(v)x be short for a C∞c (U ;CN ) approximation of δx ⊗ v in the
distributional sense. For example, one can either regard δ(v)x as an element in C∞c (U ;CN ) with
sufficiently small support that is sufficiently close to δx ⊗ v, or treat any formula related to δ(v)x
just as its limit. In this manner letting φ1 (φ2) be a C∞c (U) function with integral one and support
contained in a small neighborhood of x (y), then δx ⊗ v (δy ⊗ w) needs to be replaced by
φ1 ⊗ v =
 v1φ1...
vNφ1

φ2 ⊗ w =
 w1φ2...
wNφ2

 ,
which is a C∞c (U ;CN ) function. If the reader prefers the notations φ1⊗v, φ2⊗w, then it suffices
to follow our argument below and finally take a suitable limit. It is well known (e.g. [154]) that
e−t∆V =
1
2
√
pit
∫
R
cos(s
√
∆V )e
− s2
4t ds,
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which implies (see the next page for details) that
e−t∆V =
1
2
√
pit
∫
R
cos(s
√
∆V )(1− ψ(s))e− s
2
4t ds
+
1
2
√
pit
∫
R
(1 + ∆V )
−m cos(s
√
∆V )(1− d
2
ds2
)m(ψ(s)e−
s2
4t )ds. (5.17)
According to Proposition 5.2.2 we see that if |s1| < ρ(x) (|s2| < ρ(y)) then cos(s1
√
∆0)δ
(v)
x
(cos(s2
√
∆0)δ
(w)
y ) has compact support in U and agrees with cos(s1
√
∆U )δ
(v)
x (cos(s2
√
∆U )δ
(w)
y ).
Note any s ∈ R with |s| < ρ(x) + ρ(y) can be written as s = s1 + s2 with |s1| < ρ(x), |s2| < ρ(y),
s1s2 ≥ 0. With this decomposition available and by considering
cos(s
√
∆V ) = 2 cos(s1
√
∆V ) cos(s2
√
∆V )− cos((s1 − s2)
√
∆V ) cos(0
√
∆V )
as well as |s1 − s2| < max{ρ(x), ρ(y)}, 0 < min{ρ(x), ρ(y)}, one obtains
〈δ(v)x , cos(s
√
∆U )δ
(w)
y 〉 − 〈δ(v)x , cos(s
√
∆0)δ
(w)
y 〉 = 0 (5.18)
for any s ∈ R with |s| < ρ(x) + ρ(y). As supp(1− ψ) ⊂ (−ρ(x)− ρ(y), ρ(x) + ρ(y)), we get
(1− ψ(s))〈δ(v)x , cos(s
√
∆U )δ
(w)
y 〉 − (1− ψ(s))〈δ(v)x , cos(s
√
∆0)δ
(w)
y 〉 = 0 (5.19)
for any s ∈ R. On the other hand, note
〈δ(v)x , (1 + ∆V )−m cos(s
√
∆V )δ
(w)
y 〉 = 〈(1 + ∆V )−
m
2 δ(v)x , cos(s
√
∆V )(1 + ∆V )
−m
2 δ(w)y 〉,
and by applying the Cauchy-Schwarz inequality several times we get
|〈δ(v)x , (1 + ∆V )−m cos(s
√
∆V )δ
(w)
y 〉| = |〈(1 + ∆V )−
m
2 δ(v)x , cos(s
√
∆V )(1 + ∆V )
−m
2 δ(w)y 〉|
≤ |(1 + ∆V )−m2 δ(v)x ||(1 + ∆V )−
m
2 δ(w)y |
≤ |v||w|(‖G(m)V (x, x)‖‖G(m)V (y, y)‖)1/2 (5.20)
for any s ∈ R. Combining (5.19), (5.20), (5.14) with (5.17) suffices to conclude the proof.
The prototype of (5.17) appeared in [16] and we explain why it is a correct fact. Since both
sides of (5.17) are bounded operators, it suffices to show that
〈e−t∆V ϕ1, ϕ2〉 = 1
2
√
pit
∫
R
〈cos(s
√
∆V )ϕ1, ϕ2〉(1− ψ(s))e− s
2
4t ds
+
1
2
√
pit
∫
R
〈(1 + ∆V )−m cos(s
√
∆V )ϕ1, ϕ2〉(1− d
2
ds2
)m(ψ(s)e−
s2
4t )ds
for any ϕ1, ϕ2 ∈ C∞c (U ;CN ). According to the discussion in §5.2.1, one can apply integration
by parts to the right-hand side of the above equality, and thus obtain (5.17).
This rest of this section is devoted to bounding Jm(R; t) with R = ρ(x) + ρ(y), while the next
section is devoted to bounding ‖G(m)U (x, x)‖. In general we suppose R > 0 is arbitrary. The
Hermite polynomials
Hn(s) = (−1)nes2 d
n
dsn
e−s
2
(n = 0, 1, 2, . . .)
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can be written as
Hn(s) =
bn
2
c∑
k=0
(−1)kn!
k!(n− 2k)! (2s)
n−2k,
from which it is easy to deduce that
dn
dsn
(e−
s2
4t ) =
bn
2
c∑
k=0
(−12)n(−1)kn!
k!(n− 2k)! t
k−nsn−2ke−
s2
4t (n = 0, 1, 2, . . .).
Consequently, by Leibniz’s rule one gets for any non-negative integer n ≤ 2m that
dn
dsn
(
ψ(s)e−
s2
4t
)
=
n∑
j=0
b j
2
c∑
k=0
(
n
j
)
ψ(n−j)
(−12)j(−1)kj!
k!(j − 2k)! t
k−jsj−2ke−
s2
4t .
To optimize the choice of cutoff functions, we first let ψ0 denote a fixed real-valued function in
C2m(R) such that ψ0(s) = 0 for s ≤ 0, and ψ0(s) = 1 for s ≥ 1. Later on we will give concrete
examples of ψ0 and thus
Mj(ψ0) = max
0≤s≤1
∣∣∣djψ0
dsj
(s)
∣∣∣ (j = 0, 1, . . . , 2m)
can be explicitly determined. Then for any 0 < 1 < 2 < R, define
ψ1,2(s) = ψ0
( |s| − 1
2 − 1
)
,
which is an even function in C2m(R) with Supp(1 − ψ1,2) ⊂ (−R,R). We let the parameters
1, 2 (depending on both R and t) behave in the following way:
• 2 → R;
• 2 − 1 ≡ 2tR .
With the help of Lemma 5.3.3, it is not hard to show that, if 0 < t ≤ R28 , then
lim
2→R
∫
R
∣∣∣ dn
dsn
(ψ1,2(s)e
− s2
4t )
∣∣∣ds ≤ Z(n, ψ0, R; t)e−R24t (n ≤ 2m), (5.21)
where Z(n, ψ0, R; t) is short for the rational function
bn
2
c∑
k=0
n!dn−2k−12 e!M0(ψ0)e2Rn−2k−1
22n−2k−1k!(n− 2k)! t
1+k−n +
n−1∑
j=0
b j
2
c∑
k=0
n!Mn−j(ψ0)eRn−2k−1
2n−2k!(j − 2k)!(n− j)! t
1+k−n.
In general, it follows directly from Leibniz’s rule and (5.21) that
Proposition 5.3.2. Suppose 0 < t ≤ R28 . Then
Jm(R; t) ≤
m∑
n=0
(
m
n
)
Z(2n, ψ0, R; t)e
−R2
4t .
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Lemma 5.3.3. If β is a non-negative integer and if ρ ≥ 2√t, then∫ ∞
ρ
sβe−
s2
4t ds ≤
⌈β − 1
2
⌉
!2eρβ−1te−
ρ2
4t .
Proof. Note first ∫ ∞
ρ
sβe−
s2
4t ds = 2βt
β+1
2 Γ(
β + 1
2
,
ρ2
4t
),
where Γ(·, ·) is the upper incomplete Gamma function. If β+12 is a positive integer, then it is
known that Γ(β+12 , r) = (
β−1
2 )! e
−r∑β−12
k=0
rk
k! for all r > 0. This partially proves the lemma simply
by considering ρ
2
4t ≥ 1. If β+12 is a positive half-integer, then we can use Γ(β+12 , r) ≤ 1√rΓ(β+22 , r)
and the previous explicit formula for Γ(β+22 , r) to prove the remaining part of the lemma. This
finishes the proof.
Although there are many test functions for ψ0, we use an interpolating polynomial because
Mj(ψ0) can be determined rather easily. For any n ∈ N, there exists a unique polynomial Pn of
degree ≤ 2n+ 1 such that Pn(0) = 0, Pn(1) = 1, and
di
dsi
Pn
∣∣∣
s=0
=
di
dsi
Pn
∣∣∣
s=1
= 0 (1 ≤ i ≤ n).
We then define a function P˜n on R such that it agrees with Pn on [0, 1], equals 0 on (−∞, 0),
and equals 1 on (1,∞). It is easy to check that P˜n ∈ Cn(R). This means in particular that one
can set ψ0 = P˜2m. A few examples of Pn are listed below:
P1(s) = 3s
2 − 2s3,
P2(s) = 10s
3 − 15s4 + 6s5,
P3(s) = 35s
4 − 84s5 + 70s6 − 20s7,
P4(s) = 126s
5 − 420s6 + 540s7 − 315s8 + 70s9.
5.4 Heat kernel bounds (II)
Let m ∈ N with m > d2 . In this section we establish a universal upper bound for ‖G
(m)
U (x, x)‖
only in terms of ρ(x). Let ωd denote the volume of the unit ball in Rd, B(·, ·) the Beta function,
ρ(x, y) = min(ρ(x), ρ(y)) and γd = dd+12 e. Define a series of constants as follows:
C
(1)
d = ωd(2pi)
−d,
C
(2)
d = dC
(1)
d (2pi
−1(C(3)d )
2 + C
(3)
d ),
C
(3)
d = 2γd3
1
2γd ,
C
(4)
d = C
(1)
d +
d− 1
d
2d−2C(2)d ,
C
(5)
d = 2
d−2C(2)d ((C
(3)
d )
d−1 +
1
d
),
C
(6)
d = mC
(4)
d B(1 +
d
2
,m− d
2
).
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Theorem 5.4.1. As (non-negative) self-adjoint matrices we have
G
(m)
U (x, x) ≤
(
C
(5)
d ρ(x)
−d + C(6)d
)
IdN .
Corollary 5.4.2. The following pointwise estimate holds for the heat kernel:
‖KU (x, y; t)−K0(x, y; t)‖ ≤
(
C
(5)
d ρ(x, y)
−d + C(6)d +
Γ(m− d2)
(4pi)
d
2 (m− 1)!
) · Jm(ρ(x) + ρ(y); t)
2
√
pit
.
Theorem 5.4.3. There exist constants C1, C2 depending only on d such that if t ≤ (ρ(x)+ρ(y))
2
8
then
‖KU (x, y; t)−K0(x, y; t)‖ ≤
(
C1ρ(x, y)
−d + C2
) · exp
(
−(ρ(x) + ρ(y))
2
4t
)
t2d
d+1
2
e− 1
2
.
It follows on from Theorem 5.4.1 that ‖G(m)U (x, x)‖ ≤ C(5)d ρ(x)−d + C(6)d . Thus Corollary
5.4.2 is an immediate consequence of Theorem 5.3.1. Theorem 5.4.3 is the main result of this
chapter. It follows from Proposition 5.3.2 and Corollary 5.4.2. Obviously, the constants C1, C2 in
Theorem 5.4.3 can be explicitly given. In the rest of this section, we provide a proof of Theorem
5.4.1.
Proof of Theorem 5.4.1. According to the spectral theorem one has ∆U =
∫∞
0 λ dΠ(λ), where
Π(λ) (λ ≥ 0) denotes the spectral projection of ∆U onto the interval [0, λ]. The so-called spectral
function e(x, y;λ), defined to be the integral kernel of Π(λ), is smooth in U ×U for each fixed λ.
If N = 1 we also write e(x, y;λ) for e(x, y;λ). Safarov [130, Cor. 3.1] proved for every x ∈ U
and all λ > 0 that
e(x, x;λ) ≤ C(1)d λd/2 +
C
(2)
d
ρ(x)
(
λ1/2 +
C
(3)
d
ρ(x)
)d−1
. (5.22)
We should mention that Safarov originally established (5.22) by understanding e(x, x;λ) as the
integral kernel of Π(λ−0)+Π(λ+0)2 . As the right-hand side of (5.22) is a continuous function of
λ > 0, we see that (5.22) also holds for our choice of the spectral function. The key points (see
explanations at the end of this section) for proving (5.22) are the facts (see [130, Lemma 2.7,
Cor. 3.1]) that χ+(λ)e(x, x;λ2) is a non-decreasing function of λ on R, and the cosine Fourier
transform of
(C
(1)
d )
−1 · d
dλ
(
χ+(λ)e(x, x;λ
2)
)
coincides on the interval (−ρ(x), ρ(x)) with the cosine Fourier transform of dλd−1+ . Here χ+ is
the characteristic function of the positive axis. The latter property can be seen from the finite
propagation speed for wave equations.
In the vector-valued situation, we claim as (non-negative) self-adjoint matrices,
e(x, x;λ) ≤
(
C
(1)
d λ
d/2 +
C
(2)
d
ρ(x)
(
λ1/2 +
C
(3)
d
ρ(x)
)d−1)
IdN (5.23)
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for every x ∈ U and all λ > 0. To this end we see once again from the finite propagation speed
for wave equations that, for each fixed unit vector v ∈ CN , the cosine Fourier transform of
(C
(1)
d )
−1 · d
dλ
(
χ+(λ)〈δ(v)x ,Π(λ2)δ(v)x 〉
)
coincides on the interval (−ρ(x), ρ(x)) with the cosine Fourier transform of dλd−1+ . On the other
hand, χ+(λ)〈δ(v)x ,Π(λ2)δ(v)x 〉 is a non-decreasing function of λ on R. So similar to (5.22) we have
〈δ(v)x ,Π(λ)δ(v)x 〉 ≤ C(1)d λd/2 +
C
(2)
d
ρ(x)
(
λ1/2 +
C
(3)
d
ρ(x)
)d−1
(x ∈ U, λ > 0), (5.24)
which proves (5.23). For simplicity, applying Ho¨lder’s and Young’s inequalities to the right-hand
side of (5.23) gives for every x ∈ U and all λ > 0 that
e(x, x;λ) ≤ (C(4)d λd/2 + C(5)d ρ(x)−d)IdN . (5.25)
According to the functional calculus of self-adjoint operators, we have
(1 + ∆U )
−m =
∫ ∞
0
1
(1 + λ)m
dΠ(λ).
Considering m > d2 , (5.25), e(x, x; 0) ≥ 0, and the following equivalent representation of the
classical Beta function
B(α, β) =
∫ ∞
0
λα−1
(1 + λ)α+β
dλ (Re(α) > 0, Re(β) > 0),
one can use integration by parts to get (see §5.5 for details)
G
(m)
U (x, x) =
∫ ∞
0
1
(1 + λ)m
de(x, x;λ) (5.26)
= m
∫ ∞
0
e(x, x;λ)
(1 + λ)m+1
dλ− e(x, x; 0)
≤
(
m
∫ ∞
0
C
(4)
d λ
d/2 + C
(5)
d ρ(x)
−d
(1 + λ)m+1
dλ
)
IdN
=
(
C
(6)
d + C
(5)
d ρ(x)
−d)IdN .
This finishes the proof of Theorem 5.4.1.
We finish this section with some explanations on Safarov’s proof of (5.22). Actually Safarov
first established general Fourier Tauberian theorems, then studied as applications the growth
of spectral functions. With regard to the general theorems, we refer the reader to [130] for
the detailed proofs, and to [131] for some nice interpretations. From now on we focus on the
spectral functions, and write e∆U for e to clearly emphasize the dependence on ∆U . Obviously
(e.g. [150, (3.2)]),
e∆0(x, x;λ) = C
(1)
d λ
d/2 (λ > 0).
71
CHAPTER 5. HEAT KERNEL ESTIMATES 5.5. DIRICHLET BOUNDARY CONDITIONS
So the natural questions for general ∆U are 1) where does the contribution of the term
C
(2)
d
ρ(x)
(
λ1/2 +
C
(3)
d
ρ(x)
)d−1
on the right-hand side of (5.22) come from, and 2) why does it depend on the distance ρ(x) of
x to the boundary of U . To answer both questions we assume for simplicity that U is a bounded
domain, and ∆U has a discrete spectral resolution {λj , φj}∞j=1, where the eigenfunctions φj are
chosen to be real-valued. Then
e∆U (x, y;λ) =
∑
λj≤λ
φj(x)φj(y)
and, consequently,
∂
∂λ
e∆U (x, y;λ
2) =
∞∑
j=1
2λδλj (λ
2)φj(x)φj(y).
It is well known that the asymptotic behaviour of a sufficiently nice function f(λ) for large λ is
determined by singularities of its Fourier transform. So we study
F (
∂
∂λ
e∆U (x, y;λ
2))(t) =
∫
R
e−iλt
∂
∂λ
e∆U (x, y;λ
2)dλ = −4i
∞∑
j=1
√
λj sin(t
√
λj)φj(x)φj(y),
which is precisely the time derivative of the fundamental solution u∆U (x, y; t) of the following
wave equation 
∂2u
∂t2
= ∆u,
u|t=0 = 4δ(x− y),
∂u
∂t
∣∣∣
t=0
= 0,
with an appropriate boundary condition given by ∆U . If we could well describe singularities of
u∆U (x, y; t), then, taking the inverse Fourier transform, we would obtain an asymptotic formula
for ∂∂λe∆U (x, y;λ
2), which yields a natural asymptotic formula for e∆U (x, y;λ). According to finite
propagation speed estimates (Propositions 5.2.1 and 5.2.2), u∆U (x, x; t) completely agrees with
u∆0(x, x; t) whenever |t| < ρ(x). So in principle we have already answered the second question,
and it remains only to deal with u∆U (x, x; t), u∆0(x, x; t) both for |t| > ρ(x). But this is the central
part of the analysis in [130], to which the reader can refer for the details of the deduction of the
explicit constants. By the way, one may feel that the above strategy is very similar to the proof
of Theorem 5.3.1, and it should not be a coincidence at all.
5.5 Dirichlet boundary conditions
Let m ∈ N with m > d2 . In this section we give a replacement of Theorem 5.4.1 for G
(m)
U (x, x)
whereG(m)U is interpreted in accordance with the choice that ∆U denotes the Dirichlet Laplacian
on an open set U ⊂ Rd. Note first (e.g. [21, (3.33)], [34, §3.4])
G
(m)
U (x, x) =
1
(m− 1)!
∫ ∞
0
tm−1e−tK(+)U (x, x; t)dt, (5.27)
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which combined with the full domain monotonicity of the Dirichlet heat kernel (5.4) yields
G
(m)
U (x, x) ≤ G(m)Rd (x, x) (x ∈ U). (5.28)
But it is well known (see (5.14)) that
G
(m)
Rd =
Γ(m− d2)
(4pi)
d
2 (m− 1)!
.
So we get
G
(m)
U (x, x) ≤
Γ(m− d2)
(4pi)
d
2 (m− 1)!
(x ∈ U), (5.29)
which yields from Theorem 5.3.1 that
Theorem 5.5.1. The following pointwise estimate holds for the Dirichlet heat kernel:
|K(+)U (x, y; t)− (4pit)−d/2 exp(−
|x− y|2
4t
)| ≤ Γ(m−
d
2)
(4pi)
d
2 (m− 1)!
· Jm(ρ(x) + ρ(y); t)√
pit
.
We should mention that the prototype of Theorem 5.3.1 first appeared in [16] by Bironneau for
two-dimensional Dirichlet boundary problems. But unfortunately, both Theorem 7.5 in [16] and
Theorem 5.5.1 for d = 2 are weaker than M. van den Berg’s (5.7) for the short-time diagonal
element of the Dirichlet heat kernel. Even so, one can check that Theorem 5.5.1 is a slight
improvement of (5.7) if d ≥ 5.
For completeness, we provide a short proof of (5.27). According to the functional calculus of
self-adjoint operators, one gets
(1 + ∆
(+)
U )
−m =
1
(m− 1)!
∫ ∞
0
tm−1e−te−t∆
(+)
U dt,
and consequently
〈(1 + ∆(+)U )−mφ, ψ〉 =
1
(m− 1)!
∫ ∞
0
tm−1e−t〈e−t∆(+)U φ, ψ〉dt
for any φ, ψ ∈ C∞c (U). Letting {φn}∞n=1 be an approximation of identity at x ∈ U , that is, each
φn is a non-negative C∞c (U) function with integral one and support contained in B(x, 1/n), we
get
〈(1 + ∆(+)U )−mφn, φn〉 =
1
(m− 1)!
∫ ∞
0
tm−1e−t〈e−t∆(+)U φn, φn〉dt. (5.30)
Note also
0 ≤ 〈e−t∆(+)U φn, φn〉 =
∫
U
∫
U
K
(+)
U (y, z; t)φn(y)φn(z)dydz ≤
1
(4pit)d/2
, (5.31)
and tm−
d
2
−1e−t is a non-negative integrable function on (0,∞). Thus one can use Lebesgue’s
dominated convergence theorem to deduce (5.27) from (5.30).
In essentially the same way, we can use Lebesgue’s dominated convergence theorem to give
a rigorous proof of (5.26). Here (5.24) or (5.25) plays the role of K(+)U (y, z; t) ≤ (4pit)−d/2. We
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need be slightly careful as the right-hand side of (5.25) depends on the distance of x to the
boundary of U . But this is not a big problem as any sequence of functions of approximation of
identity at x ∈ U will eventually be supported in B(x, ρ(x)2 ), which means in particular that the
dominating function can be chosen depending only on ρ(x)2 . For example, let φ be an arbitrary
non-negative function in C∞c (U) with integral one and support contained in B(x,
ρ(x)
2 ). We then
have
〈
 φ...
φ
 ,Π(λ)
 φ...
φ
〉 = N∑
i=1
N∑
j=1
eij(xij , yij ;λ)
for some xij , yij ∈ B(x, ρ(x)2 ), where e = (eij). Similar to the proof of (5.20) one can deduce
from (5.24) or (5.25) that
|eij(xij , yij ;λ)| ≤
√
eii(xij , xij ;λ)eij(yij , yij ;λ) ≤ C(4)d λd/2 + C(5)d (
ρ(x)
2
)−d.
This implies that
0 ≤ 〈
 φ...
φ
 ,Π(λ)
 φ...
φ
〉 ≤ N2(C(4)d λd/2 + C(5)d (ρ(x)2 )−d), (5.32)
which plays the role of (5.31) during the application of Lebesgue’s theorem.
5.6 Neumann boundary conditions
Recall K(−)U (x, y; t) denotes the Neumann heat kernel for a smooth bounded open set U ⊂ Rd.
As an application of Theorem 5.4.3 (or Proposition 5.3.2 and Theorem 5.6.2 with m = dd+12 e),
there exists a positive function h on U such that if 0 < t ≤ ρ(x)22 then
K
(−)
U (x, x; t) ≤ (4pit)−d/2 + h(x) · t−α · exp(−
ρ(x)2
t
), (5.33)
where α = 2dd+12 e − 12 . This answers a question raised by Lacey [92] who conjectured that for
the class of smooth bounded strictly star-shaped domains (5.33) holds for some α > d2 as long
as time t is sufficiently small. Lacey also asked to extend the main result in [92] to unbounded
domains, domains with non-smooth boundary, or more general boundary conditions. Because
of Theorem 5.4.3 this is indeed doable for the diagonal element of the Neumann heat kernel.
In the following we will give a replacement of Theorem 5.4.1 for G(m)U (x, x) without using
Safarov’s estimates. Here G(m)U is interpreted in accordance with the choice that ∆U denotes
the Neumann Laplacian on U . This can be done by mainly appealing to the partial domain
monotonicity of the Neumann heat kernel (see (5.3)). Let ∆(−)d (Ud(x, y; t)) be short for the
Neumann Laplacian (heat kernel) on (for) the d-dimensional unit open ball.
Theorem 5.6.1. The following pointwise estimate holds:
G
(m)
U (x, x) ≤
ρ(x)2m−d
(m− 1)!ωd ·
∫ 1
0
tm−1Tr(e−t∆
(−)
d )dt+
Tr(e−∆
(−)
d )
ωdρ(x)d
.
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Proof. Similar to (5.27) one can show that (see the end of this section for details)
G
(m)
U (x, x) =
1
(m− 1)!
∫ ∞
0
tm−1e−tK(−)U (x, x; t)dt. (5.34)
This combined with the partial domain monotonicity of the Neumann heat kernel (5.3) yields
G
(m)
U (x, x) ≤ G(m)Bx (x, x) (x ∈ U). (5.35)
The Pascu-Gageonea resolution [116] of the Laugesen-Morpurgo conjecture [93] says that
Ud(x, x; t) < Ud(y, y; t) (5.36)
holds for all t > 0 and all x, y in the d-dimensional unit ball with |x| < |y|. This result implies that
Ud(0, 0; t) <
Tr(e−t∆
(−)
d )
ωd
. (5.37)
Now let x ∈ U be fixed. It is straightforward to verify that
K
(−)
Bx
(x, x; t) =
Ud
(
0, 0;
t
ρ(x)2
)
ρ(x)d
. (5.38)
Hence by considering (5.35), (5.34) with U replaced by Bx, (5.38) and (5.37), we get
G
(m)
U (x, x) ≤
1
(m− 1)! ·
∫ ∞
0
tm−1e−t
Tr(e
− t
ρ(x)2
∆
(−)
d )
ωdρ(x)d
dt
=
ρ(x)2m−d
(m− 1)!ωd ·
∫ ∞
0
tm−1e−tρ(x)
2
Tr(e−t∆
(−)
d )dt
≤ ρ(x)
2m−d
(m− 1)!ωd ·
(∫ 1
0
tm−1Tr(e−t∆
(−)
d )dt+ Tr(e−∆
(−)
d )
∫ ∞
0
tm−1e−tρ(x)
2
dt
)
=
ρ(x)2m−d
(m− 1)!ωd ·
∫ 1
0
tm−1Tr(e−t∆
(−)
d )dt+
Tr(e−∆
(−)
d )
ωdρ(x)d
,
where in the last inequality we have used the fact Tr(e−t∆
(−)
d ) ≤ Tr(e−∆(−)d ) for all t ≥ 1. This
finishes the proof of the theorem.
Theorem 5.6.2. Let U ⊂ Rd be a smooth bounded open set and let m ∈ N be such that m > d2 .
For any t > 0 and any x, y in U one has∣∣K(−)U (x, y; t)− (4pit)−d/2 exp(−|x− y|24t )∣∣ ≤ Nd(x, y) · Jm(ρ(x) + ρ(y); t)2√pit ,
where
Nd(x, y) =
∫ 1
0
tm−1Tr(e−t∆
(−)
d )dt
(m− 1)!ωd · (max{ρ(x), ρ(y)})
2m−d +
Γ(m− d2)
(4pi)
d
2 (m− 1)!
+
Tr(e−∆
(−)
d )
ωd
· (min{ρ(x), ρ(y)})−d.
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This is an application of Theorems 5.3.1 and 5.6.1.
For completeness, we provide a proof of (5.34). In the case of Dirichlet boundary problems,
the key point of using Lebesgue’s dominated convergence theorem to prove (5.27) is the fol-
lowing upper bound
K
(+)
U (y, z; t) ≤
1
(4pit)d/2
(5.39)
for all t > 0 and all y, z close enough to any prescribed x ∈ U . In the case of Neumann boundary
problems, we first recall Kendall’s intermediate ball theorem [89], which says that if B is a ball
of center y contained in U then
K
(−)
U (y, z; t) ≤ K(−)B (y, z; t) (5.40)
for all t > 0 and z ∈ B. Suppose y, z ∈ B(x, ρ(x)8 ). Obviously, z ∈ B(y, ρ(x)4 ) ⊂ B(y, ρ(x)2 ) ⊂ U.
Applying first (5.40) with B = B(y, ρ(x)2 ) then the Pascu-Gageonea resolution of the Laugesen-
Morpurgo conjecture (see (5.36)) gives
K
(−)
U (y, z; t) ≤ K(−)B (y, z; t) (Kendall)
≤ (K(−)B (y, y; t)K(−)B (z, z; t))1/2
≤ K(−)B (z, z; t) (Pascu−Gageonea)
≤ tr(e
−t∆(−)B )
|B(y, ρ(x)2 )\B(y, ρ(x)4 )|
(Pascu−Gageonea)
=
tr(e
− 4t
ρ(x)2
∆
(−)
d )
((ρ(x)2 )
d − (ρ(x)4 )d)ωd
,
which plays the role of (5.39) in the application of Lebesgue’s dominated convergence theorem
as follows. Letting {φn}∞n=1 be an approximation of identity at x ∈ U such that each φn is a
non-negative C∞c (U) function with integral one and support contained in B(x,min{ 1n , ρ(x)2 }),
we get
〈(1 + ∆(−)U )−mφn, φn〉 =
1
(m− 1)!
∫ ∞
0
tm−1e−t〈e−t∆(−)U φn, φn〉dt. (5.41)
Note also
0 ≤ 〈e−t∆(−)U φn, φn〉 =
∫
U
∫
U
K
(−)
U (y, z; t)φn(y)φn(z)dydz ≤
tr(e
− 4t
ρ(x)2
∆
(−)
d )
((ρ(x)2 )
d − (ρ(x)4 )d)ωd
, (5.42)
and
tm−1e−ttr(e−
4t
ρ(x)2
∆
(−)
d )
is a non-negative integrable function on (0,∞) (e.g. [23]). Thus one can use Lebesgue’s domi-
nated convergence theorem to deduce (5.34) from (5.41). We are done.
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Chapter 6
Spectral zeta functions
Let U be a bounded open subset of R2. The spectrum of the Dirichlet Laplacian ∆U on U
consists of a sequence of non-decreasing positive eigenvalues {λn}∞n=1. Weyl’s law in two
dimensions states that
lim
n→∞
λn
n
=
4pi
|U | ,
where |U | denotes the Lebesgue measure of U . This implies that the spectral zeta function of
∆U , defined by
ζU (s) =
∞∑
n=1
1
λsn
,
is analytic on Re(s) > 1. Throughout the chapter we assume that the Dirichlet heat trace for U
is of the following small-time asymptotic expansion:
tr(e−t∆U ) ∼
∞∑
k=0
ak(U)t
k−2
2 (t→ 0+). (6.1)
To be clear, the asymptotical notation ∼ means that, for any non-negative integer L and any
 > 0, there exists a constant C such that
∣∣∣tr(e−t∆U )− L∑
k=0
ak(U)t
k−2
2
∣∣∣ ≤ CtL−12 (0 < t < ). (6.2)
For example, bounded domains with smooth [145] or polygonal [6, 12, 88] boundary have this
property. Later on we will see that the spectral zeta function of ∆U admits a meromorphic
continuation to the complex plane C whose singularities are only simple poles at 2−k2 (k ≥ 0).
The corresponding residues at these simple poles are denoted by rk(U).
The purpose of this chapter is to make an attempt at calculating some specific values of two-
dimensional Dirichlet spectral zeta functions with high precision, depending on in general how
precisely the first several hundred or one thousand Dirichlet eigenvalues can be numerically
given by other means. In particular, we are interested in approximating
exp
(
− dζU
ds
∣∣∣
s=0
)
,
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which is known as the spectral determinant of U , and
1
2
(
ζU (s)− r3(U)
s+ 12
)∣∣∣
s=− 1
2
,
which is called the Casimir energy (or vacuum energy) of U in physics [1, 20, 42, 43].
To the best of our knowledge, there are explicit formulae for the spectral determinant only in
the event that U is a disk, annulus [159], triangle, rectangle, or regular polygon [4]. Any of these
planar regions is determined by no more than three parameters, and in higher dimensions there
exist many generalization works [18, 19, 43, 148]. Similarly, explicit formulae for the Casimir
energy are known only for certain triangles and all rectangles (see [1] and references therein).
A technical difficulty that allows us to study squares only as examples in this chapter is
there are no rigorous completeness tests for sequences of computed eigenvalues generated
by computer programs. As an application of Theorem 6.3.2 in this chapter, this issue has been
solved effectively in [17], to which we refer the reader for more numerical examples.
6.1 An algorithm
It is well known that
ζU (s) =
1
Γ(s)
∫ ∞
0
ts−1tr(e−t∆U )dt (Re(s) > 1).
For any fixed s0 ∈ C, let L = Ls0 be an arbitrary non-negative integer such that
Re(s0) +
L− 1
2
> 0.
Note for any Re(s) > 1 and  > 0 that
ζU (s)−
L∑
k=0
ak(U)
s+ k−2
2
Γ(s)(s+ k−22 )
=
1
Γ(s)
∫ 
0
ts−1
(
tr(e−t∆U )−
L∑
k=0
ak(U)t
k−2
2
)
dt+
∞∑
n=1
1
Γ(s)
∫ ∞

ts−1e−tλndt. (6.3)
Obviously, the right-hand side is analytic on the half-plane Re(s) > 1−L2 because there exists a
constant C depending only on  such that∣∣∣tr(e−t∆U )− L∑
k=0
ak(U)t
k−2
2
∣∣∣ ≤ CtL−12 (0 < t < ). (6.4)
Hence the unique meromorphic continuation of ζU to the half-plane Re(s) > 1−L2 still satisfies
(6.3). This implies that s0 is a regular point or at most a simple pole of ζU . Around s0 one can
easily show for all non-negative integers j that
dj
dsj
(
ζU (s)−
L∑
k=0
ak(U)
s+ k−2
2
Γ(s)(s+ k−22 )
)
=
∫ 
0
dj
dsj
( ts−1
Γ(s)
)(
tr(e−t∆U )−
L∑
k=0
ak(U)t
k−2
2
)
dt+
∞∑
n=1
∫ ∞

dj
dsj
( ts−1
Γ(s)
)
e−tλndt. (6.5)
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Formulae (6.3) and (6.5) in this and much general context are known to many authors (e.g.
[4, 16, 38, 69, 114, 147, 151, 152]). A typical example is to study the spectral determinant of U
in this manner (e.g. [16, 147, 151, 152]). Also, note around s0 = −12 that
ζU (s)− a3(U)
s+ 1
2
Γ(s)(s+ 12)
=
L∑
k=0
k 6=3
ak(U)
s+ k−2
2
Γ(s)(s+ k−22 )
+
∞∑
n=1
1
Γ(s)
∫ ∞

ts−1e−tλndt+
1
Γ(s)
∫ 
0
ts−1
(
tr(e−t∆U )−
L∑
k=0
ak(U)t
k−2
2
)
dt, (6.6)
whose precise value at s0 = −12 essentially (but in general not precisely, see the tiny difference
between Corollaries 6.2.4 and 6.2.5) is the Casimir energy of U .
Based on (6.3) and (6.5) we explain in general how to extract numerical information about
the spectral zeta function at a given point. We should mention that the following method is
essentially a known strategy, which was first discovered by Strohmaier and Uski [152] as they
studied similar problems for hyperbolic surfaces.
1) Following Kac’s principle of not feeling the boundary, the coefficients ak(U) (k ≥ 1) are
determined by the geometry of the boundary of U . In the case of smooth boundaries there exist
explicit formulae for the first few leading coefficients (see [158] for a summary of results), and
in the case of polygonal boundaries all of the coefficients are explicitly known [12].
2) Obviously, explicit upper bounds for C are needed. One way out is to carefully trace
back the details of the proof of (6.4) in the literature. Alternatively, note that C should not
be far away from |aL+1(U)| provided  is very small. Thus the precise value of aL+1(U) is of
practical importance. In particular, in the case of polygonal boundaries M. van den Berg and S.
Srisatkunarajah’s [12] exponentially decayed upper bounds for the left-hand side of (6.4) will be
substantially improved in this chapter.
3) A high precision approximate value of λn could yield an approximate value of∫ ∞

dj
dsj
( ts−1
Γ(s)
)
e−tλndt (6.7)
with high precision. Note that the MPSpack program, developed systematically by A. Barnett
and T. Betcke [7], can provide approximate value of the first several hundred or one thousand
Dirichlet eigenvalues with high precision for certain planar domains. On the other hand, for
large eigenvalues one can use Weyl’s law to well control λn and the related formula (6.7).
We should mention that Bironneau [16] obtained lots of numerical estimates on the spectral
determinant and Casimir energy for various polygons in Chapter 8 of his doctoral dissertation.
For example, he obtained many approximate values in Sections 8.1 – 8.6, and even proposed
a conjecture about the extremal properties of the spectral determinant of polygonal regions in
Section 8.7 of the dissertation. However, the error estimates stated in Sections 8.1 – 8.6 of [16]
are unlikely to be true because the statement of the basic tool Theorem 7.7 therein is not true
(see §6.3.1 for details).
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6.2 Error estimates
For simplicity let Z(t) denote the partition function tr(e−t∆U ), and let ZL(t) (L ≥ 0) be short for∑L
k=0 ak(U)t
k−2
2 .
Theorem 6.2.1. Suppose λN  ≥ 2. Then on the half-plane Re(s) > 1−L2 we have∣∣∣∣∣ djdsj (ζU (s)−
L∑
k=0
ak(U)
s+ k−2
2
Γ(s)(s+ k−22 )
)
−
N∑
n=1
∫ ∞

dj
dsj
( ts−1
Γ(s)
)
e−tλndt
∣∣∣∣∣ ≤∫ 
0
∣∣∣ dj
dsj
( ts−1
Γ(s)
)∣∣∣∣∣∣Z(t)− ZL(t)∣∣∣dt+ |U |2λ2N
4pi2N
∫ ∞

∣∣∣ dj
dsj
( ts−1
Γ(s)
)∣∣∣e−tλNdt.
Proof. Considering λN  ≥ 2 and z2e−z is decreasing on the interval z ≥ 2, we get
(λnt)
2e−tλn ≤ (λN t)2e−tλN
for any n > N and t ≥ . The classical Li-Yau inequality [100] says that λn ≥ 2pin|U | for any n ∈ N.
Hence for any t ≥ , ∑
n>N
e−tλn ≤
∑
n>N
|U |2λ2N
4pi2n2
e−tλN ≤ |U |
2λ2N
4pi2N
e−tλN ,
which suffices to conclude the proof by (6.5).
Recall
dΓ
ds
∣∣∣
s=1
= −γ,
where γ = 0.57721566490153286060 · · · is the Euler-Mascheroni constant. Note∫ ∞

t−1e−tλNdt =
∫ ∞
λN 
t−1e−tdt ≤ 1
λN 
e−λN .
Thus applying Theorem 6.2.1 with j = 1 at the origin yields
Corollary 6.2.2. Let L ≥ 2 and suppose λN  ≥ 2. Then∣∣∣∣∣∣∣
dζU
ds
∣∣∣
s=0
− a2(U)(γ + log )−
L∑
k=0
k 6=2
ak(U)
k−2
2

k−2
2 −
N∑
n=1
∫ ∞
λn
t−1e−tdt
∣∣∣∣∣∣∣ ≤∫ 
0
∣∣∣Z(t)− ZL(t)
t
∣∣∣dt+ |U |2λN
4pi2N
e−λN .
In the event that U is a polygon ak(U) = 0 for all k ≥ 3. So we get
Corollary 6.2.3. Let U be a polygon and suppose λN  ≥ 2. Then∣∣∣∣∣dζUds ∣∣∣s=0 + a0(U) + 2a1(U)√ − a2(U)(γ + log )−
N∑
n=1
∫ ∞
λn
t−1e−tdt
∣∣∣∣∣ ≤∫ 
0
∣∣∣Z(t)− Z2(t)
t
∣∣∣dt+ |U |2λN
4pi2N
e−λN .
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Similarly, ∫ ∞

t−3/2e−tλNdt =
√
λN
∫ ∞
λN 
t−3/2e−tdt ≤ 1
λN 3/2
e−λN .
Thus applying Theorem 6.2.1 with j = 0 at s = −12 yields
Corollary 6.2.4. Let L ≥ 3 and suppose λN  ≥ 2. Then∣∣∣∣∣∣∣
(
ζU (s)− a3(U)
s+ 1
2
Γ(s)(s+ 12)
)∣∣∣∣∣
s=− 1
2
−
L∑
k=0
k 6=3
ak(U)
(3− k)√pi
k−3
2 +
N∑
n=1
1
2
√
pi
∫ ∞

t−3/2e−tλndt
∣∣∣∣∣∣∣ ≤
1
2
√
pi
∫ 
0
∣∣∣Z(t)− ZL(t)
t3/2
∣∣∣dt+ |U |2λN
8pi5/2N3/2
e−λN .
Recall1
dΓ
ds
∣∣∣
s= 1
2
= −(γ + log 4)√pi,
which gives
dΓ
ds
∣∣∣
s=− 1
2
= (2γ + 2 log 4− 4)√pi.
Thus around s = −12 we have the following first order Taylor expansion
s+
1
2
Γ(s)
= − 1
2
√
pi
+
(2− γ − log 4− log 
2
√
pi
)
(s+
1
2
) + · · · .
Corollary 6.2.5. Let L ≥ 3 and suppose λN  ≥ 2. Then∣∣∣∣∣(ζU (s) + a3(U)2√pi(s+ 12)
)∣∣∣∣∣
s=− 1
2
− a3(U)
(2− γ − log 4− log 
2
√
pi
)
−
L∑
k=0
k 6=3
ak(U)
(3− k)√pi
k−3
2
+
N∑
n=1
1
2
√
pi
∫ ∞

t−3/2e−tλndt
∣∣∣∣∣ ≤ 12√pi
∫ 
0
∣∣∣Z(t)− ZL(t)
t3/2
∣∣∣dt+ |U |2λN
8pi5/2N3/2
e−λN .
In the event that U is a polygon, we get
Corollary 6.2.6. Let U be a polygon and suppose λN  ≥ 2. Then∣∣∣∣∣ζU (−12)−
2∑
k=0
ak(U)
(3− k)√pi
k−3
2 +
N∑
n=1
1
2
√
pi
∫ ∞

t−3/2e−tλndt
∣∣∣∣∣ ≤
1
2
√
pi
∫ 
0
∣∣∣Z(t)− Z2(t)
t3/2
∣∣∣dt+ |U |2λN
8pi5/2N3/2
e−λN .
1This can be seen from formula 5.4.13 on http://dlmf.nist.gov/5.4. It also follows on from the relation
Γ′(1)
Γ(1)
− Γ
′( 1
2
)
Γ( 1
2
)
= log 4,
which is formula (91) on http://mathworld.wolfram.com/GammaFunction.html.
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In general it is hard to get precise values of the first several hundred Dirichlet eigenvalues.
So we suppose that µn, n = 1, · · · , N , are approximate values of λn. Based on Corollary 6.2.3,
for example, an approximate value of the spectral determinant of a polygon U can be taken as
−a0(U)

− 2a1(U)√

+ a2(U)(γ + log ) +
N∑
n=1
∫ ∞
µn
t−1e−tdt.
Now the error arises from two parts: one is∫ 
0
∣∣∣Z(t)− Z2(t)
t
∣∣∣dt+ |U |2λN
4pi2N
e−λN ,
the other is
N∑
n=1
∣∣∣ ∫ λn
µn
t−1e−tdt
∣∣∣.
To summarize on how to apply Theorem 6.2.1 – Corollary 6.2.6 effectively, we need 1) as good
quantitative short-time Dirichlet trace asymptotics as possible, and 2) high precision approxi-
mation of the first several hundred or one thousand Dirichlet eigenvalues.
6.3 Polygons
In this section we assume that U is a bounded connected open set in R2 with a polygonal
boundary ∂U . To be clear, ∂U is polygonal if it is a finite union of pairwise disjoint connected
components such that each connected component is a finitely piecewise linear Jordan curve.
On can easily check that the number of edges is the same as the number of vertices whether
the given polygon is simply connected or not. So we let E1, . . . , Em denote the edges of U , and
let P1, . . . , Pm denote the vertices of U with corresponding interior angles γ1, . . . , γm. For each
i, let Fi be the straight line through Ei, Hi the open half-plane with boundary Fi having the
same inward normal at Ei as U , Wi the infinite wedge of angle γi with vertex Pi such that its
boundary contains the two edges adjacent to Pi, and define
Bi(r) = {A ∈Wi : d(A,Pi) < r}
for any r > 0. It was conjectured in [24] that
tr(e−t∆U ) =
|U |
4pit
− |∂U |
8
√
pit
+ β1 +O(e
−β2/t) (t→ 0+) (6.8)
for some constants β1, β2. By exploiting the Neumann-Poincare construction of the heat kernel,
a proof of this conjecture was obtained in [5, 6]. Later on, M. Kac [88] explicitly determined
β1 for the class of convex polygons without acute and right interior angles. His method was
developed to a full resolution
β1 =
m∑
i=1
pi2 − γ2i
24piγi
(6.9)
by M. van den Berg and S. Srisatkunarajah [12] for all polygons. It was reported in [108] that
D. B. Ray had obtained the same formula for β1.
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Obviously, good applications of Corollaries 6.2.3 and 6.2.6 need tight bounds for |Z(t) −
Z2(t)|, where according to (6.8) and (6.9),
Z2(t) =
|U |
4pit
− |∂U |
8
√
pit
+
m∑
i=1
pi2 − γ2i
24piγi
.
To this end we define
βU = lim inf
t→0+
(− t log (∣∣Z(t)− Z2(t)∣∣)),
which is essentially the best choice for β2. Along with determining β1 explicitly, M. van den Berg
and S. Srisatkunarajah [12] showed that
βU ≥
(R sin γ02 )
2
16
, (6.10)
where
γ0 = min γi,
R =
1
2
sup
{
r : Bi(r) ∩Bj(r) = ∅ for all i 6= j,
m⋃
k=1
Bk(r) ⊂ U
}
. (6.11)
For example, if U = S is a unit square, then (6.10) reads βS ≥ 1512 . But it is not hard to use the
Poisson summation formula to deduce that βS = 1. M. van den Berg and K. Gittins [11] have
posed an open problem on determining the precise form of βU , which is a challenge beyond the
scope of this thesis. Note also βU is a spectral invariant for polygonal domains. To the best of
our knowledge, except (6.10) there is no other known lower bound for β2. The purpose of this
section is to substantially improve (6.10) for βU . To compare, our result below when applied to
a unit square S gives βS ≥ 18 .
6.3.1 An improvement
As usual denote by ρ(x) the distance from x ∈ U to the boundary of U . Let KU (x, y; t) denote
the Dirichlet heat kernel for U2. In 1981 M. van den Berg [9] established the following not feeling
boundary estimate
|KU (x, x; t)− 1
4pit
| ≤ 1
pit
exp(−ρ(x)
2
2t
) (x ∈ U, t > 0), (6.12)
which served as a basic tool in [12] published in 1988. In 1989 M. van den Berg [10] obtained
the following improvement (see also (5.7))
|KU (x, x; t)− 1
4pit
| ≤ 2ρ(x)
2 + t
2pit2
· exp(−ρ(x)
2
t
) (x ∈ U, t > 0),
where the exponential factor ρ(x)2 is known to be sharp for small times (e.g. [82, 156, 157]).
Following the argument in [12] with (6.12) replaced by
|KU (x, x; t)− 1
4pit
| ≤ 3ρ(x)
2
2pit2
· exp(−ρ(x)
2
t
) (x ∈ U, 0 < t < ρ(x)2) (6.13)
2In the previous chapter the Dirichlet heat kernel for U is denoted by K+U (x, y; t).
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will yield a natural but slight improvement of (6.10). As mentioned in §5.5, Bironneau obtained
an estimate [16, Thm. 7.5] which is stronger than (6.12) but weaker than (6.13). He then used
this estimate to derive an improvement [16, Thm. 7.7] of (6.10). But we should point out that the
statements of Theorems 7.6 and 7.7 in [16] contain serious citing typos because R, introduced
by M. van den Berg and S. Srisatkunarajah [12, (1.10)] (see also (6.11)), does not mean “half
the length of its shortest edge.” Actually, it is a simple exercise to show that R is never bigger
than a quarter of the length of the shortest edge of the given polygon.
6.3.2 Probabilistic method
In this part we provide preliminary material of a lemma that will be used later in the next section.
Let V0 ⊂ R2 be a small open set such that it is contained in the intersection of two larger open
ones V1, V2 ⊂ R2. Assume also
ρ = ρ(V0;V1, V2) = dist(V0, (V1 ∩ ∂V2) ∪ (V2 ∩ ∂V1)) > 0. (6.14)
Let x ∈ V0 denote an arbitrary fixed point. It is known (e.g. [123, 127, 142, 143]) that the
diagonal element of the Dirichlet heat kernel KVi(x, x; t) can be expressed as the probability
that a continuous brownian bridge B(·) conditioned to B(0) = B(t) = x does not leave Vi:
KVi(x, x; t) =
1
4pit
Prob{B(τ) ∈ Vi, 0 ≤ τ ≤ t|B(0) = B(t) = x}.
By regarding x, t as fixed elements, KV (x, x; t) is a real-valued map on open subsets V of R2.
For example, as any brownian bridge stays in the ambient plane, one gets
KR2(x, x; t) =
1
4pit
.
Now let B(τ) be a continuous brownian bridge satisfying B(0) = B(t) = x, and stay in V1 for all
τ ∈ [0, t]. Thus
• either B(τ) stays in V2 for all τ ∈ [0, t],
• or B(τ) hits V1 ∩ ∂V2 for some τ ∈ [0, t].
The complement of the latter case means that B(τ) never hits V1 ∩ ∂V2 for any τ ∈ [0, t], which
is equivalent to saying that B(τ) stays in R2\(V1 ∩ ∂V2) for all τ ∈ [0, t]. Note also
B(x, ρ) ⊂ R2\(V1 ∩ ∂V2).
So we have
KV1(x, x; t) ≤ KV2(x, x; t) +
( 1
4pit
−KB(x,ρ)(x, x; t)
)
,
and by (6.13) we get
KV1(x, x; t) ≤ KV2(x, x; t) +
3ρ2
2pit2
· exp(−ρ
2
t
) (0 < t < ρ2).
Swapping the positions between V1 and V2 yields
|KV1(x, x; t)−KV2(x, x; t)| ≤
3ρ2
2pit2
· exp(−ρ
2
t
) (0 < t < ρ2).
So we obtain
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Lemma 6.3.1. Let V0 ⊂ R2 be an open set such that it is contained in the intersection of two
larger open sets V1, V2 ⊂ R2. Assume also
ρ = ρ(V0;V1, V2) = dist(V0, (V1 ∩ ∂V2) ∪ (V2 ∩ ∂V1)) > 0.
Then ∣∣∣ ∫
V0
KV1(x, x; t)dx−
∫
V0
KV2(x, x; t)dx
∣∣∣ ≤ 3ρ2
2pit2
· exp(−ρ
2
t
) · |V0| (0 < t < ρ2).
We should mention that the above argument is essentially contained in [12], in which the
weaker estimate (6.12) was used rather than (6.13).
6.3.3 Further improvement
Similar to the analysis in [12], suppose that the polygon U can be decomposed as the union of
some pairwise disjoint subsets
U =
2m+1⋃
j=1
V
(j)
0 ,
such that over each part V (j)0 the integral of the diagonal Dirichlet heat kernel for V1 = U will be
compared with that for certain V (j)2 in the manner of Lemma 6.3.1. Here (see the beginning of
this section for the exact meaning of edges Wi and half-planes Hi)
• V (j)2 = Wj for 1 ≤ j ≤ m;
• V (j)2 = Hj−m for m+ 1 ≤ j ≤ 2m;
• V (2m+1)2 = R2.
Later on we will a give specific construction of {V (j)0 }2m+1j=1 and deduce from Lemma 6.3.1 that
βU ≥ min
1≤j≤2m+1
ρ(V
(j)
0 ;U, V
(j)
2 )
2. (6.15)
To compare, M. van den Berg and S. Srisatkunarajah did not fully stick with Lemma 6.3.1, and
their introduction of convex sets GA [12, p. 125] brings some loss to (6.15). At least in the case
that U is a convex polygon, we think it could be better to let GA be U . On the other hand, they
required that {Bj(2R)}mj=1 are pairwise disjoint subsets of U and set V (j)0 = Bj(R) for j ≤ m,
while we relax the parameters r1 < r2 so that
• (A1) {V (j)0 = Bj(r1)}mj=1 are pairwise disjoint;
• (A2) {Bj(r2)}mj=1 are subsets of U .
Now we state and prove the main result of this section. Together with (A1) and (A2), we assume
• (A3) {V (j)0 = Cj−m(δ0)}2mj=m+1 are pairwise disjoint for δ0 ∈ (0, r1 sin(γ02 )].
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Here
Cj(δ0) = {x ∈ U : d(x,Ej) < δ0, x /∈ ∪mi=1Bi(r1)} (j ≤ m).
Let V (2m+1)0 denote the complement of ∪2mj=1V (j)0 in U , and define
ω = min{r2 − r1, ρ(C1(δ0);U,H1), . . . , ρ(Cm(δ0);U,Hm), δ0}. (6.16)
With these assumptions available, (6.15) is a consequence of the following theorem.
Theorem 6.3.2. Assume (A1) – (A3) and 0 < t < ω2. Then∣∣∣tr(e−t∆U )− |U |
4pit
+
|∂U |
8
√
pit
−
m∑
i=1
pi2 − γ2i
24piγi
∣∣∣ ≤ CU
t2
exp(−ω
2
t
)
with
CU =
3ω2|U |
2pi
+
mpi2ω4
4γ20
+
|∂U |ω4
8piδ0
+
mr21ω
2
8
.
Proof. First applying Lemma 6.3.1 with V0 = V
(j)
0 , V1 = U and V2 = V
(j)
2 for each j ≤ 2m + 1,
then putting them together gives∣∣∣tr(e−t∆U )− m∑
i=1
∫
Bi(r1)
KWi −
m∑
j=1
∫
Cj(δ0)
KHj −
|V (2m+1)0 |
4pit
∣∣∣ ≤ 3ω2|U |
2pit2
exp(−ω
2
t
)
for 0 < t < ω2. Here
∫
Bi(r1)
KWi is short for
∫
Bi(r1)
KWi(x, x; t)dx, and
∫
Cj(δ0)
KHj is similarly
interpreted. It was shown in [12, Thm. 2] that∫
Bi(r1)
KWi =
|Bi(r1)|
4pit
− 1
2pit
∫ r1
0
e−
z2
t
√
r21 − z2dz +
pi2 − γ2i
24piγi
+Xi(t),
where one can control Xi(t) by applying [12, Cor. 3] appropriately to get
|Xi(t)| ≤ pi
2
4γ20
exp(−r
2
1 sin(
γ0
2 )
2
t
)
for any t > 0. On the other hand, it follows from [12, (4.4)] that∫
Cj(δ0)
KHj =
|Cj(δ0)|
4pit
− |Ej |
8
√
pit
+
|Ej |
4pit
∫ ∞
δ0
e−
z2
t dz +
1
2pit
∫ δ0
0
e−
s2
t
√
r21 − z2dz.
Consequently, by combining all of the above formulae, we see that, for any 0 < t < ω2,
|tr(e−t∆U )− |U |
4pit
+
|∂U |
8
√
pit
−
m∑
i=1
pi2 − γ2i
24piγi
|
is bounded above by
3ω2|U |
2pit2
e−
ω2
t +
mpi2
4γ20
e−
r21 sin(
γ0
2 )
2
t +
|∂U |
4pit
∫ ∞
δ0
e−
z2
t dz +
m
2pit
∫ r1
δ0
e−
z2
t
√
r21 − z2dz.
A consideration of ω ≤ δ0 ≤ r1 sin γ02 then allows us to get
|Z(t)− Z2(t)| ≤ (3ω
2|U |
2pit2
+
mpi2
4γ20
+
|∂U |
8piδ0
+
mr21
8t
) · exp(−ω
2
t
).
This finishes the proof simply by noting 0 < t < ω2.
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We end this section with an example. Let Un (n ≥ 4) denote a regular n-gon whose circum-
scribed circle is of radius one. Then |Un| = n2 sin(2pin ), |∂Un| = 2n sin(pin), a2 = a2(Un) = n−16(n−2) ,
γ0 =
(n−2)pi
n , and R =
1
2 sin(
pi
n). We set
(r1, r2, δ0) = (2R, 4R, 2R sin(
γ0
2
)) = (sin(
pi
n
), 2 sin(
pi
n
),
1
2
sin(
2pi
n
)) (6.17)
to ensure that (A1) ∼ (A3) are satisfied. One can easily check that ω = δ0 = 12 sin(2pin ). It then
follows from Theorem 6.3.2 that∣∣∣tr(e−t∆Un )− n sin(2pin )
8pit
+
n sin(pin)
4
√
pit
− n− 1
6(n− 2)
∣∣∣ ≤ Cn
t2
exp(−sin
2(2pin )
4t
) (0 < t <
sin2(2pin )
4
),
where
Cn =
3n sin3(2pin )
16pi
+
n3 sin4(2pin )
64(n− 2)2 +
n sin(pin) sin
3(2pin )
32pi
+
n sin2(pin) sin
2(2pin )
32
≤ n sin
3(2pin )
6
.
To compare, M. van den Berg and S. Srisatkunarajah ([12]) established the following bound
Big|tr(e−t∆Un )− |U |
4pit
+
|∂U |
8
√
pit
−
m∑
i=1
pi2 − γ2i
24piγi
∣∣∣ ≤ (5m+ 20|U |
R2
) 1
γ20
exp(−(R sin
γ0
2 )
2
16t
)
for all t > 0. Taking U = Un (n ≥ 4) for example, one gets∣∣∣tr(e−t∆Un )− n sin(2pin )
8pit
+
n sin(pin)
4
√
pit
− n− 1
6(n− 2)
∣∣∣ ≤ C˜n exp(−sin2(2pin )
256t
)
for t > 0, where
C˜n =
(
5n+ 80n coth
pi
n
) · n2
(n− 2)2pi2 .
Therefore, our small-time exponential remainder sin
2( 2pi
n
)
4 for Un is better than M. van den Berg
and S. Srisatkunarajah’s counterpart sin
2( 2pi
n
)
256 . Actually, their proof in this particular example
chooses
(r1, r2, δ0) = (R, 2R,
R
2
sin(
γ0
2
)). (6.18)
M. van den Berg and S. Srisatkunarajah’s decomposition of a square and our improvement are
illustrated respectively as the following left and right pictures:
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6.4 Numerical applications
We follow all of the notations introduced in the previous section. For example, we let Un (n ≥ 4)
denote the unit regular n-gon whose circumscribed circle is of radius one.
6.4.1 Spectral determinants
Let N ∈ N,  > 0 be parameters such that 2λN ≤  ≤ ω2. Note∫ 
0
t−3 exp(−ω
2
t
)dt =
1
ω4
∫ ∞
ω2

ze−zdz =
1
ω4
(1 +
ω2

) exp(−ω
2

) ≤ 2
ω2
exp(−ω
2

).
It thus follows from Corollary 6.2.3 and Theorem 6.3.2 that∣∣∣∣∣dζUds ∣∣∣s=0 + |U |4pi − |∂U |4√pi − (
m∑
i=1
pi2 − γ2i
24piγi
)
(γ + log )−
N∑
k=1
∫ ∞
λk
t−1e−tdt
∣∣∣∣∣ ≤
2CU
ω2
exp(−ω
2

) +
|U |2λN
4pi2N
e−λN . (6.19)
In the event that U = Un (n ≥ 4) is a unit regular polygon, this yields (see §6.3.3)∣∣∣∣∣dζUnds ∣∣∣s=0 + n sin(2pin )8pi − n sin(pin)2√pi − n− 16(n− 2)(γ + log )−
N∑
k=1
∫ ∞
λk
t−1e−tdt
∣∣∣∣∣ ≤
4n sin(2pin )
3
exp(−sin
2(2pin )
4
) +
|U |2λN
4pi2N
e−λN . (6.20)
For example, letting U = U4 be a square of side length
√
2, we then have∣∣∣∣∣dζU4ds ∣∣∣s=0 + 12pi −
√
2
pi
− γ + log 
4
−
N∑
k=1
∫ ∞
λk
t−1e−tdt
∣∣∣∣∣ ≤ 163 e− 14 + λN2pi2Ne−λN . (6.21)
Note all eigenvalues of the Dirichlet Laplacian for U4 are made up of the following set{pi2
2
(i2 + j2) : i, j ∈ N
}
,
from which one can work out the first one thousand eigenvalues in non-decreasing order such
as λ1000 = 657pi2 ≥ 6484. Hence setting N = 1000 in (6.21) gives∣∣∣∣∣dζU4ds ∣∣∣s=0 + 12pi −
√
2
pi
− γ + log 
4
−
1000∑
k=1
∫ ∞
λk
t−1e−tdt
∣∣∣∣∣ ≤ 163 e− 14 + 0.3285 e−6484, (6.22)
where the right-hand side as a function of  > 0 attains its minimal value near 0 = 0.006. One
can easily verify that 2λ1000 ≤ 0.0003 ≤ 0 = 0.006 ≤ 0.25 = ω2, which means in particular that
we can indeed set  = 0.006. Thus∣∣∣∣∣dζU4ds ∣∣∣s=0 + 10.012pi −
√
1
0.003pi
− γ + log 0.006
4
−
1000∑
k=1
∫ ∞
0.006λk
t−1e−tdt
∣∣∣∣∣ ≤ 2× 10−15.
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Finally, with the help of Matlab we get∣∣∣dζU4
ds
∣∣∣
s=0
− 0.783532455668890
∣∣∣ ≤ 2× 10−15 + computer error.
To calculate each integral
∫∞
0.006λk
t−1e−tdt, the Matlab program is accurate up to 15 digits, so
the total error caused by computer program is bounded by 10−12. To conclude, we have∣∣∣dζU4
ds
∣∣∣
s=0
− 0.783532455668890
∣∣∣ ≤ 2× 10−15 + 10−12, (6.23)
and consequently ∣∣∣ exp (− dζU4
ds
∣∣∣
s=0
)− 0.456789569078052∣∣∣ ≤ 10−12. (6.24)
According to [4, (105)], the first 15 digits of the precise value of dζU4ds
∣∣
s=0
are 0.783532455668877,
which agrees with (6.23).
6.4.2 Casimir energies
Let N ∈ N,  > 0 be parameters such that 2λN ≤  ≤ ω
2
3 . Note∫ 
0
t−7/2 exp(−ω
2
t
)dt =
1
ω5
∫ ∞
ω2

z3/2e−zdz ≤
√

ω6
∫ ∞
ω2

z2e−zdz
=
√

ω6
(2 + 2
ω2

+
ω4
2
) exp(−ω
2

) ≤ 2
ω23/2
exp(−ω
2

).
It thus follows from Corollary 6.2.6 and Theorem 6.3.2 that∣∣∣∣∣ζU (−12)− |U |12pi3/23/2 + |∂U |16pi −
∑m
i=1
pi2−γ2i
24piγi√
pi
+
N∑
k=1
1
2
√
pi
∫ ∞

t−3/2e−tλkdt
∣∣∣∣∣ ≤
CU√
piω23/2
exp(−ω
2

) +
|U |2λN
8pi5/2N3/2
e−λN . (6.25)
In the event that U = Un (n ≥ 4) is a unit regular polygon, this yields (see §6.3.3)∣∣∣∣∣ζUn(−12)− n sin(2pin )24pi3/23/2 + n sin(pin)8pi − n− 16(n− 2)√pi +
N∑
k=1
1
2
√
pi
∫ ∞

t−3/2e−tλkdt
∣∣∣∣∣ ≤
2n sin(2pin )
3
√
pi3/2
exp(−sin
2(2pin )
4
) +
|U |2λN
8pi5/2N3/2
e−λN . (6.26)
For example, letting U = U4 be a square of side length
√
2, we then have∣∣∣∣∣ζU4(−12)− 16pi3/23/2 +
√
2
4pi
− 1
4
√
pi
+
N∑
k=1
1
2
√
pi
∫ ∞

t−3/2e−tλkdt
∣∣∣∣∣ ≤
8
3
√
pi3/2
exp(− 1
4
) +
λN
2pi5/2N3/2
e−λN . (6.27)
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Setting N = 980 in (6.27) and working out λ980 = 650pi2 ≥ 6415 gives∣∣∣∣∣ζU4(−12)− 16pi3/23/2 +
√
2
4pi
− 1
4
√
pi
+
980∑
k=1
1
2
√
pi
∫ ∞

t−3/2e−tλkdt
∣∣∣∣∣ ≤ 1.51exp(− 14)3/2 + 0.193/2 e−6415,
where the right-hand side as a function of  > 0 attains its minimal value near 0 = 0.006. One
can easily verify that 2λ980 ≤ 0.0003 ≤ 0 = 0.006 ≤ 0.08 ≤ ω
2
3 , which means in particular that
we can indeed set  = 0.006. Thus∣∣∣∣∣ζU4(−12)− 16pi3/20.0063/2 +
√
2
0.024pi
− 1
4
√
0.006pi
+
980∑
k=1
1
2
√
pi
∫ ∞
0.006
t−3/2e−tλkdt
∣∣∣∣∣ ≤ 2× 10−14.
Finally, with the help of Matlab we get∣∣∣ζU4(−12)− 0.058040169372028∣∣∣ ≤ 2× 10−14 + computer error.
To calculate each integral 1
2
√
pi
∫∞
0.006 t
−3/2e−tλkdt, the Matlab program is accurate up to 15 digits,
so the total error caused by computer program is bounded by 980×10−15. To conclude, we have∣∣∣ζU4(−12)− 0.058040169372028∣∣∣ ≤ 10−12, (6.28)
which agrees with [1, Table I].
6.5 Further comments
We finish this chapter with some comments.
1) One can modify the argument in the previous section to calculate the spectral determinant
and Casimir energy of an equilateral, hemi-equilateral, or isosceles right triangle with arbitrarily
high precision because all of their Dirichlet eigenvalues are explicitly known (e.g. [15, 61, 107,
119, 120, 122]). We refer the reader to [1] for the same problem about the Casimir energy of
these triangles with a different approach.
2) The method introduced in §6.3.3 about decomposition of polygonals can be naturally
adapted to improve the estimates in [11, 13] about the short-time heat content asymptotics.
3) For the Neumann Laplacian ∆(−)U on a polygon U , it is known (see [73] and references
therein) that
tr(e−t∆
(−)
U ) =
|U |
4pit
+
|∂U |
8
√
pit
+
m∑
i=1
pi2 − γ2i
24piγi
+O(e−β3/t) (t→ 0+),
but no explicit lower bounds for β3 have been achieved yet. This is an interesting question if
one wishes to further measure certain specific values of the Neumann spectral zeta function
with high precision.
4) How to determine the first few hundreds Dirichlet eigenvalues with high precision for an
arbitrary bounded but not necessarily polygonal planar region remains a challenging problem.
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List of notation
N: set of natural numbers
R: set of real numbers
R+: set of positive real numbers
C: set of complex numbers
Sd−1: unit sphere in Rd
i: imaginary unit
∂αx : partial differential operator, ∂αx = (
∂
∂x1
)α1 · · · ( ∂∂xd )αd
Dαx : partial differential operator, Dαx = (−i ∂∂x1 )α1 · · · (−i ∂∂xd )αd
∆: Laplace operator, ∆ = ∂
2
∂x21
+ · · ·+ ∂2
∂x2d
S (Rd): Schwartz space of rapidly decreasing functions on Rd
S ′(Rd): space of tempered distributions on Rd
F : Fourier transform on S (Rd) or S ′(Rd)
F−1: inverse Fourier transform on S (Rd) or S ′(Rd)
γ: Euler-Mascheroni constant (or Clifford module structure)
U : Euclidean domain
|U |: volume of U
∂U : boundary of U
|∂U |: surface area of U
C∞(U): space of smooth functions on U
C∞c (U): space of compactly supported smooth functions on U
L2(U): space of square integrable functions on U
C∞c (U ;CN ): N -fold direct sum of C∞c (U)
L2(U ;CN ): N -fold direct sum of L2(U)
D ′(U): space of distributions on U
KU : Dirichlet heat kernel for U (Chapter 6)
K
(+)
U : Dirichlet heat kernel for U (Chapter 5)
K
(−)
U : Neumann heat kernel for U
ζU : spectral zeta function for U
Γ(·): Gamma function
B(·, ·): Beta function
Jϕ: Jacobian matrix of ϕ : Rd → Rd
Hf : Hessian matrix of f : Rd → C
Mat(r,C): set of complex-valued matrices of size r × r
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Re(s): real part of s ∈ C
T : transpose of a matrix
P : partial differential operator on a Euclidean domain (Chapter 2)
σFull(P ): full symbol of P
σm(P ): principal symbol of an m-th order operator P
〈·, ·〉: inner product or dual
Id: identity operator
Tr: trace of an endomorphism
tr: trace of a trace class operator
supp(·): support of an function
Dom(·): domain of an operator
M : d-dimensional smooth or Riemannian manifold
TM : tangent bundle of M
T ∗M : cotangent bundle of M
T ∗1M : unit cotangent bundle of a Riemannian manifold M
TxM : tangent space at x ∈M
T ∗xM : cotangent space at x ∈M
(M, g): M is a Riemannian manifold with metric g
∇: Levi-Civita connection on TM (or a connection on a vector bundle)
(x1, . . . , xd): local coordinates of M
Γkij : Christoffel symbols
Ψm(M): space of pseudo-differential operators of order m on M
Ψmcl (M): space of classical pseudo-differential operators of order m on M
Ψ∞cl (M): space of classical pseudo-differential operators on M
σA: principal symbol of A ∈ Ψ∞cl (M)
σ
(0)
A : principal symbol of A ∈ Ψ∞cl (M)
Sub(A): sub-principal symbol of A ∈ Ψ∞cl (M)
E: complex vector bundle over M of rank r
C∞(M ; End(E)): space of smooth endomorphisms of E
∇, ∇̂, ∇˜: connections on a vector bundle
Ψmcl (M ;E): space of classical pseudo-differential operators of order m acting on sections of E
Ψ∞cl (M ;E): space of classical pseudo-differential operators acting on sections of E
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