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Abstrakt: In dieser kurzen ¨Ubersicht werde ich darstellen, warum in absehbarer Zukunft vollautonomes Fahren
in ausreichender Qualita¨t nicht technisch realisierbar sein wird. Entscheidend ist dabei, dass fu¨r eine nicht ver-
nachla¨ssigbare Anzahl an Situationen ein vergleichsweise gutes Szenenversta¨ndnis notwendig ist und wir beim Stand
der Technik keine Idee haben, wie dieses Szenenversta¨ndnis realisierbar ist.
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1 Einfu¨hrung
Vollautonome Fahrzeuge versprechen eine Reihe von deutlichen Vorteilen gegenu¨ber den heute
menschlichen Fahrzeugfu¨hrern. Aufgrund der schnellen Reaktionszeit und dem Vermeiden men-
schlicher Fehler erhofft man sich eine Verbesserung der Verkehrssicherheit bzw. eine Verringerung
schwerwiegender oder gar to¨dlicher Unfa¨lle. Auch der Kraftstoffverbrauch (und damit der Schad-
stoffausstoß) la¨sst sich durch eine optimale Fahrweise reduzieren. ¨Altere Verkehrsteilnehmer
ko¨nnten durch autonome Fahrzeuge weiterhin uneingeschra¨nkt mobil bleiben und natu¨rlich kann
jeder Fahrer von der Entlastung durch das autonome Fahrzeug, insbesondere bei langen Fahrzeiten
und/oder bei Nacht profitieren. Sobald erst die Mehrzahl der Fahrzeuge autonom fahren ergeben
sich weitere Vorteile, denn eine Vernetzung der Fahrzeuge kann die Unfallwahrscheinlichkeit
natu¨rlich massiv senken.
Die Motivation fu¨r das autonome Fahren ist also klar und es ist scheinbar nur eine Frage der
Zeit, wann das autonome Fahren beim Endkunden ankommen wird. Fu¨r die deutsche Automobilin-
dustrie scheint es dementsprechend unabdingbar zu sein, hier fu¨hrend bei der Entwicklung (und
nachfolgenden Markteinfu¨hrung) zu partizipieren. Aus meiner Sicht eine (unter Umsta¨nden teure)
Fehleinscha¨tzung.
In diesem Artikel werde ich — entgegen der scheinbar vorherrschenden Expertenmeinung —
begru¨nden, warum das vollautonome Fahrzeug weder in fu¨nf noch in zehn oder zwanzig Jahren
großfla¨chige Realita¨t auf unseren Straßen werden wird. Dabei werde ich mich nicht auf die recht-
lichen und ethischen Gru¨nde, die dem autonomen Fahren entgegen stehen, stu¨tzen, sondern die
Fragestellung aus rein technischer Sicht beleuchten. Meine Sicht ist dabei eine Sicht von außen.
Ich arbeite nicht an autonomen Fahrzeugen und nicht im Bereich des Bildverstehens.
Die Argumentationslinie, die im folgenden detailliert wird, kann in aller Ku¨rze folgendermaßen
zusammengefasst werden: Fu¨r einen geringen Anteil kritischer Fahrsituationen ist ein komplexes
Bild- bzw. Szenenverstehen notwendig. Dieses Versta¨ndnis wird mit bekannten Methodiken der
Bildverarbeitung nicht erzielbar sein. Die Aufgabenstellung ist fu¨r nichtlernende Verfahren zu
komplex, fu¨r lernende Verfahren ist der Lernvorgang aufgrund der nahezu unbegrenzten Situa-
tionsvielfalt nicht beherrschbar (Beispieldaten und Rechenzeit).
Einschra¨nkend muss gesagt werden, dass es im folgenden explizit um vollautonomes Fahren im
heutigen und beliebigen Straßenverkehr geht. Andere, zuku¨nftige Verkehrskonzepte, z.B. Fahren in
der Kolonne mit einem (menschlichen) Hauptfahrer oder auch komplett vernetzte Fahrsituationen,
fu¨hren zu einer erheblichen Vereinfachung fu¨r das maschinelle Sehen.
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In diesem Beitrag geht es alleinig um die Leistung, die aktuell menschlichen Fahrern abverlangt
wird und eben die Frage, ob diese Leistung technisch in absehbarer Zukunft erzielbar sein wird.
Explizit sei ebenfalls betont, dass die hier dargestellte Skepsis sich nicht generell auf maschinelles
Sehen im Verkehrswesen, z.B. im Sinne von Fahrerassistenzsystemen, bezieht.
Abschnitt 2 stellt zuna¨chst dar, was die Grundaufgabe des autonomen Fahrens ist. Eine kurze
Darstellung der einsetzbaren Sensorik (Abschnitt 3) zeigt, dass — auch wenn hier noch Defizite
bestehen — doch prinzipiell die Sensorik nicht das Problem darstellt bzw. in diversen Situationen
dem menschlichen Fahrer sogar deutlich u¨berlegen sein kann.
Abschnitt 4 verdeutlicht dann, dass gegenu¨ber einem rein reaktiven Vorgehen und vergleich-
sweise einfachen Entscheidungsprozessen teilweise ein doch komplexes Szenenversta¨ndnis not-
wendig ist. Hierfu¨r sind verschiedene Dinge notwendig, eine Basisvoraussetzung ist allerdings
eine leistungsfa¨hige Objekterkennung. Die Abschnitte 4, 5 und 6 beschreiben Ansa¨tze und den
Stand der Technik, vor allem aber auch die prinzipiellen Probleme, die hierbei auftreten. Im Ab-
schnitt 7 werden weitere Probleme des vollautonomen Fahrens, die zuna¨chst unabha¨ngig von der
Bildverarbeitung sind, kurz angesprochen.
Die von mir vorgebrachte Kritik ist natu¨rlich nicht grundsa¨tzlich neu und so sind natu¨rlich auch
typische Argumentationslinien, die u¨blicherweise gegen die (scheinbar unserio¨se) Kritik vorge-
bracht werden, bekannt. Auf einige typische Argumente werde ich in Abschnitt 8 eingehen bevor
ich in Abschnitt 9 Gru¨nde fu¨r die scheinbar vorherrschende Meinung zum autonomen Fahren dar-
lege. Abschnitt 10 behandelt die Frage, ob eine weitere Forschung vor dem Hintergrund der Prob-
leme sinnvoll ist und schließlich werde ich im Abschnitt 11 mit einem kurzen Ausblick schließen.
2 Was ist notwendig?
Jedes autonom handelnde Objekt in unserer Umwelt, sei es ein Mensch, eine Katze oder auch ein
autonomes Fahrzeug, muss fu¨r ein sinnvolles Verhalten fortlaufend folgende Fragen beantworten:
1. Welches bzw. was sind die relevanten Objekte in der Szene? (Identifikation)
2. Wo sind diese Objekte im dreidimensionalen Raum (absolut und relativ zu mir)? (Detektion)
3. Wohin werden die Objekte sich bewegen? (Vorhersage)
4. Welches Verhalten von mir ist in der Situation sinnvoll? (Handlungsanweisung)
Notwendig ist hierfu¨r die Lo¨sung verschiedener Grundaufgaben. Die Umgebung muss mittels
Sensorik und Zusatzinformation (Kartographie1, GPS, Datenbanken) erfasst werden. Die relevan-
ten Objekte der Szene, ihre Lage im dreidimensionalen Raum werden erkannt. Eine Einscha¨tzung
des zu erwartenden Verhaltens der Objekte wird durchgefu¨hrt und schließlich wird eine Entschei-
dung hinsichtlich des eigenen weiteren Verhaltens getroffen.
1Hochauflo¨sende Karten sind bei aktuellen Projekten zum autonomen Fahren besonders wichtig. [1, 2]. Die genaue
Ermittlung der Eigenposition in Bezug auf die hochgenaue Karte stellt sicher, dass das Fahrzeug auf der Fahrbahn
bleibt. Der Mensch geht hier natu¨rlich anders vor und beno¨tigt kein hochauflo¨sendes Kartenmaterial, um das Fahrzeug
zu lenken.
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3 Sensorik
Von den Befu¨rwortern des vollautonomen Fahrens wird (zu Recht) darauf verwiesen, dass die
Maschine dem Mensch bei der sensorischen Erfassung deutlich u¨berlegen sein kann. Das men-
schliche Auge hat beeindruckende Leistungsdaten: ca. 125 Millionen
”
Pixel”, komprimiert bereits
auf Netzhaut auf ca. 1 Million, sehr großes Blickfeld, beugungsbegrenzte Auflo¨sung im Zentral-
bereich, extrem hohe Dynamik und extrem hohe Sensitivita¨t, sehr gute Farbdifferenzierung2, lange
Lebensdauer, geringer Energieverbrauch, Redundanz durch zwei Augen, sehr schneller und sta-
biler Autofokus, sehr schnelle Kopf- und Augenbewegung3 mit Aufmerksamkeitssteuerung sowie
Auflo¨sungsverbesserung durch Mikrosakkaden, geringes Gewicht und Gro¨ße (7.5 g, 5.5 cm3), 80
Jahre wartungsfreie Lebensdauer, geringer Energieverbrauch, Stoßunempfindlichkeit.
Dennoch kann die Kombination moderner Sensoren das Auge in verschiedenen Bereichen (z.B.
hochgenaue Abstandsbestimmung u¨ber große Entfernung) deutlich u¨bertreffen. Eine Vielzahl von
Sensoren bzw. Messgera¨ten kann heute helfen, eine Szene zu erfassen. Aktuell kommen vor allem
folgende Sensorprinzipien beim autonomen Fahren zum Einsatz.
Konventionelle Kameras: Laterale Auflo¨sungen liegen — je nach Objektfeld — im Bereich des
menschlichen Sehens (1 Winkelminute) oder besser; mehrere Kameras sind kombinierbar.
Die Bildaufnahme kann u¨ber die Blende (analog der Iris beim menschlichen Auge) oder aber
die Belichtungszeit4 an die Helligkeit der Szene angepasst werden. Nichtlineare Kameras er-
lauben — analog zum menschlichen Sehen — auch gro¨ßere Dynamiken. Teure Sensoren
erzielen dabei auch bei schlechten Lichtverha¨ltnissen ein vergleichsweise hohes Signal-
Rauschverha¨ltniss (vorteilhaft fu¨r nachfolgende Bildverarbeitung). Schließlich ist hervor-
zuheben, dass eine Bildaufnahme im nahen Infrarotbereich oder gar SWIR (short wave in-
frared) bei Nebel oder auch Dunkelheit unter Umsta¨nden eine verbesserte Fernsicht bzw. De-
tektion warmer Objekte (Menschen) erlaubt [3]. Die Mo¨glichkeiten sind betra¨chtlich, allerd-
ings werden beim Stand der Technik in Fahrzeugen aus Kostengru¨nden Kameras eingesetzt,
die dem menschlichen Auge (s.o.) noch weit unterlegen sind.
Stereokameras: Letztlich ko¨nnen zwei oder mehr Kameras analog dem menschlichen Sehen
eingesetzt werden, um a) Redundanz zu gewinnen, b) Dynamik oder Spektralbereiche zu
erweitern, c) den Erfassungsbereich zu erweitern oder d) mittels Stereoalgorithmik auf die
dreidimensionale Geometrie der Szene ru¨ckzuschließen. Die Genauigkeit der dreidimension-
alen Bestimmung nimmt linear mit dem Abstand der Kameras voneinander (Stereobasis) zu.
Fu¨r kurze und mittlere Entfernungen werden dabei beim Stand der Technik ausreichend gute
Auflo¨sungen erreicht. Allerdings muss hierfu¨r die Kalibrierung sehr gut sein und vor allem
stabil (starke Temperaturschwankungen im Automobil) u¨ber lange Zeit gegeben bleiben. Die
Hauptschwierigkeit ist allerdings, bei einer hohen lateralen Auflo¨sung und realen Szenen nur
2bis zu 1 nm bei monochromatischen Farben im gelb-gru¨nen Spektralbereich
3Dies ist ein gewaltiger Vorteil, denn damit wird ein Rundumblick mit enormer Auflo¨sung ermo¨glicht. Ein typis-
ches Beispiel wo dies notwendig ist, ist das Warten in vorderster Reihe an Ampeln. Die Ampel ist dann teilweise nur
unter einem extremen Blickwinkel sichtbar und natu¨rlich muss dieser Blickwinkel durch die Kamerasensorik erfasst
werden.
4Hierbei ist bei gepulsten Verkehrsschildern unter Umsta¨nden mit (technisch lo¨sbaren) Problemen zu rechnen
(flicker mitigation).
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wenige Fehlstellen zu erzielen. Tippetts et al. haben viele verschiedene Algorithmen unter-
sucht und kommen auf in der Gro¨ßenordnung 10% Fehlpixel fu¨r die sogenannten Middle-
bury Testbilder. Aufwa¨ndigere Algorithmen ko¨nnen hier auch durchaus 4% erreichen (siehe
[4] fu¨r einen ¨Uberblick oder [5] fu¨r ein gutes Einzelverfahren).
Hauptvorteil gegenu¨ber anderen 3D Verfahren ist die rein passive Arbeitsweise, d.h. das
Umgebungslicht wird genutzt. Eine aktive Ausleuchtung einer ausgedehnten Szenerie (z.B.
im Entfernungsbereich von einigen zehn Metern) erfordert bei den notwendigen kurzen
Belichtungszeiten vergleichsweise starke Lichtquellen, die potentiell problematisch hin-
sichtlich der Augensicherheit und teuer sind. Entsprechende Unterstu¨tzung durch aktive
Beleuchtung ist aber denkbar. Die Hauptschwierigkeit liegt in der Verarbeitung der Stere-
osignale. Der Ru¨ckschluss auf die dreidimensionale Geometrie ist alles andere als trivial
und weit entfernt von dem was der Mensch leistet [4, 5, 6].
Der Grund fu¨r die extreme Diskrepanz von technischem zu menschlichen Stereosehen liegt
im Bild- bzw. Szenenverstehen (vgl. Abschnitt 4). Letztlich kann der Mensch auch bei reiner
Betrachtung eines Einzelbilds sehr gut und fehlerfrei die ra¨umlichen Positionen aller Objek-
te in der Szene angeben. Bei Einzelbildern sind hierfu¨r die Perspektive in Kombination mit
der Objekterkennung ausschlaggebend. Die Bildgro¨ße eines Objekts nimmt linear mit der
Entfernung ab, d.h. wenn ein Objekt bekannter Gro¨ße korrekt detektiert ist, dann kann auf-
grund der Bildgro¨ße auf die Entfernung ru¨ckgerechnet werden. Eine isolierte Betrachtung
auf Pixelbasis oder kleinen Bildbereichen fu¨r die bei der traditionellen Stereovision eine
Korrespondenzanalyse und daraus abgeleitet mit der Kalibrierung dann eine Entfernungs-
bestimmung durchgefu¨hrt wird, ist ungleich schwieriger. Der Mensch nutzt stattdessen vor
allem diese exakte Objekterkennung und setzt dabei unterstu¨tzend im Bereich bis ca. 10
m die Stereodisparita¨t ein. Eine deutliche Verbesserung der Robustheit technischer Stere-
osysteme kann auf zwei Wegen erreicht werden. Zum einen durch erweiterte Sensorik, also
bei Stereo entweder Mehrkamerasysteme oder plenoptische Kameras oder aber durch ein
verbessertes Szenenverstehen bzw. Objekterkennung. Erstere Variante erscheint beim Stand
der Technik einfacher.
Ultraschall: Ultraschallsensoren, wie sie z.B. großfla¨chig fu¨r Einparkhilfen zum Einsatz kom-
men, sind sehr gut geeignet, das Vorhandensein naher Objekte zu detektieren., Basis hierfu¨r
ist die Laufzeitmessung des Ultraschallsignals. Hiermit lassen sich Entfernungen selbst u¨ber
mehrere Meter mit sub-Millimeter Genauigkeit erfassen. Die laterale Auflo¨sung ist dabei
aufgrund der großen Wellenla¨ngen von Schall beugungsbedingt allerdings sehr schlecht [7].
Eine Identifikation von Objekten ist daher nicht mo¨glich.
Radar: Laufzeitmessungen lassen sich natu¨rlich nicht nur mittels Schall sondern auch mit elektro-
magnetischer Strahlung durchfu¨hren. Radarsensoren nutzen dabei Frequenzen von einigen
10 Gigahertz und erzielen damit bei Entfernungen von bis zu mehreren hundert Metern im-
merhin laterale Auflo¨sungen im Bereich einiger zehn Zentimeter bis Meter. Je gro¨ßer die
Entfernung, desto gro¨ßer muss auch das Objekt sein, um eine ausreichende Ru¨ckreflexion
zu gewa¨hrleisten.
Fu¨r den Continental ARS 408-21 Premium Sensor wird beispielsweise eine Auflo¨sung des
Seitenwinkels von 1.6◦ angegeben [8]. Bei einem Abstand von 10 m entspricht dies einer
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lateralen Auflo¨sung von 10 m · tan 1.6◦ = 30 cm. Eine genaue Identifikation eines Objekts
(z.B. Fußga¨nger oder gleich großes Pappschild) ist also nicht mo¨glich und kleine, schlecht
reflektierende Objekte werden unter Umsta¨nden gar nicht detektiert.
¨Uber den Dopplereffekt kann nicht nur die Entfernung sondern auch die Geschwindigkeit
des Objekts (in Richtung des eigenen Fahrzeugs) sehr genau bestimmt werden.
Lidar: Die Laufzeitmessung elektromagnetischer Strahlung bei hohen Frequenzen (z.B. sicht-
bares Licht oder Licht im nahen Infrarot) kann potentiell deutlich ho¨here Auflo¨sungen erzie-
len (letztlich sind theoretisch dieselben lateralen Auflo¨sungen wie bei Kameras erzielbar,
axiale Auflo¨sungen im Millimeterbereich bei großen Entfernungen sind mo¨glich und in
jedem Fall deutlich besser als notwendig). Lidarsysteme scannen dabei die Szenerie und
messen jeweils fu¨r den gescannten Strahl die Entfernung. Die effektive Auflo¨sung ist daher
vom Scanbereich in Kombination mit der Messdauer abha¨ngig. Diese ha¨ngt wieder von der
Lichtmenge, der Entfernung, der Reflektanz der Objekte und der Empfindlichkeit der Sen-
sorik und der gewu¨nschten Messunsicherheit ab. Die Reflektanz der Szene kann — wie im
Sinne eines konventionellen Kamerabilds — ebenfalls ermittelt werden [1].
Oftmals werden parallelisierte Systeme mit vielen Strahlen eingesetzt, die Kosten fu¨r Li-
darsysteme sind allerdings hoch und potentiell ko¨nnen Probleme mit der Augensicherheit
auftreten.
Andere Lichtlaufzeitverfahren: Deutlich einfacher als konventionelle Lidarsysteme lassen sich
auch andere, weniger genaue Lichtlaufzeitkameras realisieren [9, 10]. Letztlich ist durch die
notwendige aktive Beleuchtung der Szene aber die maximale Entfernung deutlich begrenzt.
Aktive Verfahren, also Verfahren, die die Szene aktiv bestrahlen, ko¨nnen generell zu Problemen
fu¨hren, sobald viele Fahrzeuge entsprechende Sensorik verwenden. Ein entgegenkommendes mit
z.B. Radar ausgestattetes Fahrzeug kann durchaus zu einer Beeintra¨chtigung der eigenen Radarsen-
sorik fu¨hren. Zwar ko¨nnen spezielle Radarcodes dafu¨r sorgen, dass die Signale inkoha¨rent zueinan-
der bleiben, mindestens das Signal-Rausch-Verha¨ltnis kann aber massiv verschlechtert werden.
Fu¨r eine Identifikation von Objekten sind in jedem Fall die optischen Verfahren wesentlich.
Nicht-optische Verfahren liefern auf die Distanz keine ausreichende laterale Auflo¨sung zur Objekt-
identifikation.
Technische Sensoren, die mit hoher Geschwindigkeit die Szene erfassen werden beim Stand der
Technik — zumindest bei begrenzten Sensorkosten — noch durch eine Vielzahl relativ elementarer
Sto¨rungen eingeschra¨nkt.
Allerdings ist das kein prinzipielles Problem. Verbesserungen bei der Sensorik sind vergleichs-
weise direkt erzielbar und die Vorteile der potentiell deutlich ho¨heren Geschwindigkeit und der
ho¨heren Genauigkeiten (z.B. Entfernungsbestimmung bei Lidar oder Sicht durch Nebel bei SWIR
Kameras) lassen hoffen, dass in der Tat die Sensorik des autonomen Fahrzeugs der Sensorik des
Menschen in naher Zukunft u¨berlegen sein wird (bzw. eben in Teilbereichen bereits ist). Hier
liegt eine klare Chance vor allem fu¨r Assistenzsysteme aber potentiell eben auch fu¨r autonome
Fahrzeuge.
Die Leistung, die der Mensch beim Sehen (im Sinne des Gesamtvorgangs von sensorischer Er-
fassung und Verarbeitung) erzielt, ist allerdings pha¨nomenal. Maßgeblich ist dabei aber vor allem
die Verarbeitung, insbesondere das Verstehen der Szene. Hierdurch wird bei der Erfassung der
Realita¨t eine hohe Robustheit erreicht, die den technischen Systeme bisher fehlt.
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4 Szenenverstehen
Die Vorteile der technischen Sensorik ko¨nnen bei einfachen Situationen klar und u¨berzeugend aus-
gespielt werden. Nehmen Sie den Fall, dass ein Kind unerwartet vor ein Auto la¨uft. Die Reaktions-
geschwindigkeit des technischen Systems kann hier deutlich besser als die des Menschen sein. Die
Bremsung beginnt fru¨her (und wird dabei auch noch korrekt durchgefu¨hrt). Eine entsprechende
Ausweichlenkbewegung erfolgt ohne nennenswerte Verzo¨gerung.
In einer Vielzahl von Fa¨llen kann so das autonome Fahrzeug in der Tat dem Mensch u¨berlegen
sein. Na¨mlich immer dann, wenn die prima¨re Schwierigkeit in der schnellen Reaktion auf einfache
Reize bzw. Situationen liegt.
Allerdings reicht eine leichte Abwandlung der Situation, um fu¨r das Fahrzeug problematisch
zu werden. Nehmen wir an, ein Reh la¨uft vor das Fahrzeug. Natu¨rlich macht das einen Unter-
schied, denn eine Vollbremsung oder (falls der Bremsweg nicht ausreicht) ein riskantes Auswe-
ichmanno¨ver fu¨r ein Kind ist unumga¨nglich, wa¨hrend fu¨r das Reh unter Umsta¨nden die Risikoab-
wa¨gung anders aussieht. Es ist also notwendig, dass die Objekterkennung z.B. ein Reh sicher
von einem Kind unterscheidet. Aber auch ein brauner Hund muss von einem auf einem braunen
Bobbycar fahrenden Kleinkind (im braunen Strampelanzug) unterschieden werden (s. Bild 1). Ein
Fußga¨nger von einer Reklametafel etc.
Abbildung 1 Bobbycar und Hund. In welche Richtung soll “ausgewichen” werden, wenn eine Vollbremsung nicht
mehr mo¨glich ist?
Wesentlich fu¨r die Entscheidungsfindung wird nun plo¨tzlich nicht mehr die Sensorgeschwin-
digkeit, sondern die Prozessierung der Sensorsignale wird aufwa¨ndig und bekommt einen erhe-
blichen Einfluss.
Nehmen wir an, das Fahrzeug detektiert, dass der Bremsweg zur Vermeidung eines plo¨tzlichen
Hindernis nicht mehr ausreichend ist. Das Fahrzeug muss nun entscheiden, ob und wie es die
Straße verla¨sst oder ein anderes Hindernis bevorzugt trifft oder eben das prima¨re Hindernis
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umfa¨hrt. Hierzu ist es unerla¨sslich, die relevanten Objekte der Szene korrekt zu klassifizieren und
die Szene insgesamt zu
”
verstehen”.
”
Verstehen” kann dabei gleichgesetzt werden mit der Fa¨higkeit, alle relevanten Fragen in
Bezug auf die Szene beantworten zu ko¨nnen. (Das ist natu¨rlich eine schwammige Definition, aber
eine exaktere Definition bringt an dieser Stelle keinerlei Vorteil.)
Ich will dies an einem einfachen und beliebigen Bild verdeutlichen. Betrachten Sie Abb. 2. Sie
erfassen sofort und ohne Probleme die Szene. Was ist z.B. das rot umkreiste Objekt und wo ist es.
Natu¨rlich ein (parkendes) Auto und es ist vergleichsweise weit weg (sie ko¨nnten auch die Lage
relativ zu anderen Objekten in der Szene ohne Probleme angeben). Und was ist das dahinter ? Sie
sehen nur wenige Pixel, trotzdem ist klar, dass es ein weiteres Auto ist und auch die Lage im Raum
und die Gro¨ße sind fu¨r Sie klar.
Abbildung 2 Eine beliebige Szene. Sie ko¨nnen jedes Objekt der Szene klar identifizieren und dreidimensional
lokalisieren.
Sie sehen sofort, dass der gru¨n umrandete Bereich ein Schlagloch in der Straße ist, Sie sehen,
dass links ein Halteverbotsschild aufgeklebt und Sie sehen, dass es sich im Zentralbereich nur
um Schatten aufgrund der Ba¨ume auf der Straße handelt. Mit anderen Worten: Sie ko¨nnen jedes
Objekt der Szenerie sofort und ohne Probleme direkt erkennen und im Raum anordnen. Sie ko¨nnten
die Szenerie korrekt aus Pappmache nachbasteln. Sie verstehen alles Relevante (und noch viel
mehr) der Szene. Das ist Szenenverstehen. Und wir haben keine Ahnung, wie wir diese Leistung
technisch in dieser Form vollbringen ko¨nnen.
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Abbildung 3 Bildverstehen am Beispiel einer weiteren Szene: Sie ko¨nnen z.B. klar den Tisch lokalisieren. Warum
aber ist der Tisch als Tisch im zweidimensionalen Bild erkennbar? Letztlich erkennen Sie den Tisch nicht isoliert
sondern als Bestandteil der gesamten Szene. Eine Einzeldetektion unabha¨ngig vom Rest der Szene ist schwierig. Der
Tisch wird in seinem Kontext detektiert.
Betrachten Sie ein zweites Bild (Abb. 3). Auch hier ko¨nnen Sie natu¨rlich sofort die gesamte
Szene verstehen. Lenken Sie Ihre Aufmerksamkeit auf den Tisch. Warum sehen Sie sofort, dass der
Tisch ein Tisch ist? Was macht das
”
Tischsein” aus? Wie definieren Sie Tisch und vor allem: Wie
wu¨rden Sie einem Computer beibringen, dass es sich um einen Tisch handelt? Falls Sie selbst schon
programmiert haben, dann ko¨nnen sie vermutlich nachvollziehen, wie unlo¨sbar diese Aufgabe fu¨r
einen Programmierer ist. Tische ko¨nnen na¨mlich ganz unterschiedlich aussehen.
Wie erkennt ein Mensch den Tisch und warum ist es fu¨r den Mensch so einfach, den Tisch zu
sehen egal in welcher Orientierung und Gro¨ße, verdeckt und unverdeckt? Wesentlich ist zuna¨chst,
dass der Mensch den Tisch nicht isoliert erkennt, sondern als Bestandteil der Gesamtszene. Der
Tisch wird in seinem Kontext gesehen. Wenn ich dem Mensch nur die vom Tisch sichtbaren Bild-
punkte pra¨sentiere, dann wird eine Erkennung scheitern. Es kommt vielmehr darauf an, dass wir
alle bzw. viele Objekte der Szene erkennen und zusa¨tzliches Wissen u¨ber typische Szenen haben.
So wird uns klar, dass die Objekte, die auf dem Tisch stehen eben Objekte sind, die auf einem
Tisch stehen. Erst dadurch, dass wir die anderen Objekte erkennen, ko¨nnen wir erkennen, dass der
Tisch ein Tisch ist. Umgekehrt erkennen wir die Objekte auf dem Tisch unter anderem dadurch,
dass wir erkannt haben, dass es sich bei dem Tisch um einen Tisch handelt. Die Objekterkennung
ist also kein isoliertes, lokales Problem sondern ein Problem, das die gesamte Szene betrifft. Dies
ist eine wesentliche Erkenntnis.
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Betrachten wir im folgenden das wichtige Problem der Detektion von Fußga¨ngern (laut [11]
sind in den USA bei 1/7 aller to¨dlichen Unfa¨lle im Straßenverkehr Fußga¨nger involviert). Natu¨rlich
ko¨nnen Fußga¨nger ganz unterschiedlich aussehen (Kleidung, Gro¨ße, Ansicht, Position, Haartra-
cht, Entfernung etc.) und sich unterschiedlich bewegen (rennend, stehend, mit Rollator laufend
etc.). Die Fußga¨nger ko¨nnen teilweise durch andere Objekte (Ampeln, parkende Autos, andere
Fußga¨nger etc.) verdeckt sein (siehe z.B. [12]). Vielleicht sitzen oder liegen sie sogar auf der
Fahrbahn. Die Variabilita¨t ist immens und die rein isolierte Betrachtung der Fußga¨ngerbildpunkte
reicht nicht aus, um eine robuste Entscheidung
”
Fußga¨nger/kein-Fußga¨nger” zu treffen.
Um es salopp zu sagen: Es reicht also ganz und gar nicht, nur Fußga¨nger zu detektieren, wenn
man Fußga¨nger detektieren will. Wenn man Fußga¨nger von anderen Objekten, z.B. Werbetafeln,
unterscheiden ko¨nnen will dann reicht es nicht einmal, Fußga¨nger und Werbetafeln erkennen zu
ko¨nnen. Nein. In aller Regel wird eine robuste Erkennung von Fußga¨ngern nur dann mo¨glich sein,
wenn die Szene in der na¨heren Umgebung des Fußga¨ngers insgesamt korrekt erfasst wird.
Der Mensch schafft diese Unterscheidung mit hoher Qualita¨t. Daru¨ber hinaus wird er die
Klasse Fußga¨nger weiter und ohne Probleme unterteilen ko¨nnen. Wir sehen z.B. ob es sich um
einen Polizisten oder ein Kind oder einen Betrunkenen handelt. Auch das Verhalten ko¨nnen wir
mit hoher Gu¨te abscha¨tzen, z.B: Wie groß ist die Gefahr, dass das Kind, gleich auf die Straße
rennen wird?
4.1 Fußga¨ngerdetektion mit dem Computer
Betrachten wir nun aber den Stand der Technik zu diesem Thema. Nur weil uns keine Idee kommt,
wie wir denn eine robuste Klassifikation in Fußga¨nger und Nicht-Fußga¨nger dem Computer beib-
ringen ko¨nnen, muss es ja nicht heißen, dass andere — vielleicht geniale — Programmierer das
nicht ko¨nnten. Wir betrachten also hier exemplarisch, wie gut dieses wichtige Teilproblem des
Bildverstehens von den Spezialisten auf diesem Gebiet bisher beherrscht wird.
Natu¨rlich ko¨nnen Sie einwenden, dass die Programmierer bei Google, Daimler und Co. in
Wirklichkeit viel weiter sind und die vero¨ffentlichten Resultate nicht den wirklichen Stand der
Technik repra¨sentieren. Das mag sein und wir ko¨nnen deshalb vielleicht — wohlwollend — einen
zusa¨tzlichen Bonus einra¨umen. (Andererseits sollten wir als Gesellschaft fordern, dass die Leis-
tungsfa¨higkeit der Fahrzeuge, die autonom auf unseren Straßen rollen sollen, auch realistisch,
nachpru¨fbar und klar definiert vero¨ffentlicht wird, denn wie soll die Gesellschaft (oder der Gesetz-
geber) sonst entscheiden, ob die Risiken fu¨r die ¨Offentlichkeit tragbar sind?)
Die Beurteilung der Leistungsfa¨higkeit fu¨r diese Teilaufgabe ist ein ziemlich komplexes Unter-
fangen und das macht die Diskussion daru¨ber natu¨rlich nicht einfacher. Man beno¨tigt riesige Daten-
banken von Bildern, die — letztlich vom Mensch — beurteilt wurden. Eine der beeindruckendsten
Datenbanken fu¨r ziemlich beliebige Szenen (nicht fu¨r Fahrerassistenz) ist aktuell Microsofts CO-
CO (
”
Common Objects in Context”) [13]. Sie besteht aus 328.000 Bildern mit insgesamt 2.500.000
Millionen gekennzeichneten Objekten aus 91 Objektkategorien (z.B.
”
Tisch”). Fu¨r die meisten der
Kategorien sind damit mehrere tausend Testobjekte vorhanden, so dass die Datenbank zum Ler-
nen aber auch zum Test der Leistungsfa¨higkeit verwendet werden kann. Viele weitere Bilddaten-
banken fu¨r das Szenenversta¨ndnis wurden angelegt [13]. Im Vergleich zu den bekannteren (weil
a¨lteren) ImageNet und PASCAL Datenbanken sind in COCO mehr Bilder vorhanden, in denen
die zu findenden Objekte in kompletten Szenen — also nicht isoliert — eingebunden sind. Das
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macht das Erkennen einerseits schwieriger, zum anderen steht aber auch mehr kontextuelle Infor-
mation zur Verfu¨gung ( z.B. Gla¨ser, die auf einem Tisch in einem Wohnzimmer stehen). Fu¨r den
Mensch ist das — wie bereits besprochen — wesentlich fu¨r die Gesamterkennung der Szene. Die
Wahrscheinlichkeit, dass ein Objekt als Tisch erkannt wird steigt, wenn sich das Objekt im Wohnz-
immer befindet und sich Gla¨ser darauf befinden. Das Erkennen profitiert also von der Gesamtszene,
vom Kontext. Allerdings eben nur, wenn der Kontext bei der Auswertung u¨berhaupt ausreichend
genutzt wird.
Soweit die Testdaten. Wie sollen wir aber nun die Leistung des Systems beurteilen? Hier
sind verschiedene Metriken in Gebrauch. Machen Sie sich zuna¨chst klar, dass die Erkennungsrate
davon abha¨ngt, wieviele falsch-positive Erkennungen zugelassen werden. Betrachten wir die bei-
den Extreme: Ich kann ohne Probleme ein Programm schreiben, dass garantiert alle Bilder mit
Fußga¨ngern findet. Dazu sage ich — ohne dass ich irgendetwas im Bild analysiere — einfach im-
mer:
”
Da ist auf jeden Fall ein Fußga¨nger.” Ich werde mit dieser Vorgehensweise keinen Fußga¨nger
u¨bersehen. Natu¨rlich ist das wenig sinnvoll, denn gleichzeitig werde ich natu¨rlich laufend schein-
bare Fußga¨nger detektieren obwohl dort gar keine sind (falsch-positive Detektionen).
Auch der umgekehrte Fall ist direkt einsichtig: Ich kann ebenfalls ohne Probleme ein Programm
schreiben, das es vermeidet, falschen Fußga¨ngeralarm zu geben. Hierzu gibt mein Programm ein-
fach immer aus, dass kein Fußga¨nger vorhanden ist. Ich werde also garantiert niemals fa¨lschlich
einen Fußga¨nger detektieren. Aber natu¨rlich ist auch dieses Programm nutzlos, denn ich werde
auch niemals einen echten Fußga¨nger finden.
Fu¨r ein sinnvolles System mu¨ssen wir also das System so einstellen, dass es ausgewogen (nach
welcher Definition auch immer) die meisten echten Fußga¨nger detektiert und nur relativ selten
einen Falschalarm gibt. Solange — wie bei einem typischen Assistenzsystem — ein menschlicher
Fahrer die Verantwortung tra¨gt, kann das System so eingestellt werden, dass die Falschalarm-
rate sehr gering ist. Ein Notbremsassistent wird daher nicht laufend eine unno¨tige Vollbremsung
durchfu¨hren. In den wenigen Fa¨llen, in denen der Mensch kein Hindernis sieht, wird der Assis-
tent zwar teilweise ebenfalls versagen und eben keine Bremsung einleiten. Das ist aber zu ver-
schmerzen, denn eine Verbesserung stellt das System dennoch dar und die Verantwortung bleibt
beim Mensch. Ein autonom handelndes Fahrzeug kann sich den Luxus dieser Parametrierung des
Notbremssystems nicht leisten.
Schauen wir uns nun die Detektionsleistung einiger exemplarisch ausgewa¨hlter aktueller For-
schungsarbeiten an. Dabei sind fu¨r uns
”
Detektionen” wichtig, d.h. es reicht nicht, dass ein Fuß-
ga¨nger im Bild gefunden wird, sondern es muss auch die Position einigermaßen gut (z.B. 50%
¨Uberlapp der umschließenden Rechtecke) gefunden werden.
Fu¨r die PASCAL Datenbank ergibt sich fu¨r die Kategorie
”
Person” mit dem besten un-
tersuchten System eine sogenannte
”
Precision” von 95% (0.95 = NkorrPositiv/(NkorrPositiv +
NfalschPositiv)) bei einem sogenannten
”
Recall” von 0.9 [14]. D.h. wenn man das System so auslegt,
dass in 95% der Detektionsfa¨lle auch wirklich eine Person im Bild war, dann bleiben 10% der
Bilder mit Personen unentdeckt. (Fu¨r andere Kategorien sind die Ergebnisse teilweise erheblich
schlechter und die PASCAL Datenbank besteht aus vielen Einzelobjektbildern, d.h. vergleich-
sweise einfachen Szenen. Die COCO Datenbank liefert im Vergleich hierzu aufgrund der eher
schwierigeren Szenen eine verminderte Detektionsleistung [13].
Zhang et al. haben fu¨r die (bereinigte) Caltech Datenbasis fu¨r die besten Algorithmen bei 0.1
falsch-positiven Detektionen pro Bild eine Fehlerrate (nicht-gefundene Fußga¨nger) von 10% ge-
funden [15]. Auf sehr a¨hnliche Ergebnisse kommen Li et al., die die Gro¨ßenabha¨ngigkeit der De-
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tektionsleistung durch eine Kombination zweier Systeme in verschiedenen Skalen verbessern [16].
Andere Autoren (z.B. Wu et al. [17], Paisitkriangkrai [18] oder Tian et al. [19]) haben teilweise
deutlich schlechtere Ergebnisse angegeben (bei gleicher falsch-positiv Rate).
Zusammenfassend kann man sagen, dass heute fu¨r ga¨ngige Datenbanken mit den besten pub-
lizierten Algorithmen in etwa 10% der Fußga¨nger nicht gefunden werden, wenn die Systeme so
eingestellt werden, dass in jedem 10. Bild ohne Fußga¨nger ein scheinbarer Fußga¨nger detektiert
wird. Die Ergebnisse der Detektion sind also vereinfacht ausgedru¨ckt fu¨r 10% der Bilder falsch.
Das ist mit Sicherheit entta¨uschend. Das Beispiel zeigt deutlich, wie groß der Unterschied
zwischen Mensch und Maschine bei der Erkennung ist. Ich will dabei betonen, dass aus technis-
cher Sicht die Ergebnisse durchaus beeindruckend sind und in den letzten Jahren hier extreme
Fortschritte erzielt wurden5. Die Ergebnisse verdeutlichen daher nicht das Unvermo¨gen der En-
twickler sondern die Schwierigkeit der Aufgabe.
Glu¨cklicherweise muss ein autonomes Fahrzeug nicht die volle Leistungsfa¨higkeit des men-
schlichen Sehsystems erzielen. Auch dies la¨sst sich am Beispiel der Fußga¨ngerdetektion gut
verdeutlichen. Sobald mittels der Gesamtsensorik (und Kartenmaterial) klar ist, wie ein Kamer-
abild einzuordnen ist, ist klar, wo u¨berhaupt Fußga¨nger stehen ko¨nnten (na¨mlich im dreidimen-
sionalen Raum auf dem Boden) und wie groß an dieser Stelle ein Fußga¨nger sein kann (Festlegung
der Skalierung). Diese Zusatzinformation vereinfacht das Detektionsproblem erheblich und erlaubt
so dann wesentlich bessere Ergebnisse fu¨r die Fußga¨ngerdetektion. Auch die Kombination von ver-
schiedenen Informationskana¨len (Entfernung, Bewegung, Intensita¨t) kann die Ergebnisse deutlich
verbessern [20]. Einige Details zum Vorgehen fu¨r die o¨ffentlichkeitswirksame autonomen Bertha-
Benz Fahrt 2013 sind in [2] beschrieben. Ergebnisse zur Fußga¨ngerdetektion fu¨r echte Szenen
liegen mir nicht vor.6
Sobald deutliche ¨Uberdeckungen oder Verfremdungen der Objekte vorliegen sieht die Sache
generell ebenfalls deutlich schwieriger aus. Je mehr verschiedene Perspektiven, Orientierungen
(z.B. liegender Fußga¨nger statt stehender Fußga¨nger), Entfernungen (→ Gro¨ße im Bild) auftreten,
desto problematischer wird ganz generell die Detektion.
4.2 Ampeln, Hunde, Tu¨ten und ihr Verhalten
Wie schwierig fu¨r die Maschine Objekterkennung ist zeigt sich im u¨brigen selbst bei viel weniger
variablen Objekten. In [2] wird u.a. berichtet, dass selbst die bildbasierte Detektion von Ampeln
alles andere als einfach ist, so dass eine Kartierung der Ampeln samt Speicherung entsprechender
Bilddaten fu¨r jede Ampel notwendig wurde.
Es reicht aber nicht, Fußga¨nger und Ampeln zu detektieren. Betrachten Sie das von mir exem-
plarisch verwendete Kleinkind-auf-Bobbycar Beispiel. Fu¨r den Mensch liegt das Kleinkind (auf
dem Bobbycar) zwar klar in der Klasse Mensch bzw. Fußga¨nger, aus Sicht des Computers wird
aber vermutlich eher eine Einordnung in die Klasse
”
Hund” erfolgen. Und das ist nur ein Beispiel.
Kartons mu¨ssen von Kisten unterschieden werden, im Wind flatternde Tu¨ten von auf der Straße
liegenden Menschen, Stahlbleche, die von Lastwa¨gen fallen von leichten Styroporplatten. Schatten
5Die vor fu¨nf Jahren von Dollar et al. publizierten Ergebnisse fu¨r verschiedene Datenbanken und Algorithmen
lagen noch bei ca. 20% [11]. Es wurden also in der Tat erhebliche Fortschritte erzielt aber leider kann man hier nicht
einfach extrapolieren, wie die Systemleistung nach weiteren fu¨nf Jahren aussehen wird.
6Ergebnisse, die fu¨r eine reine Klassifikation von bereits ausgewa¨hlten Regionen gewonnen sind, sind mit kom-
pletten Detektionen in Szenen nicht vergleichbar, siehe z.B. [11] fu¨r einen Vergleich.
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von Lo¨chern im Boden, Ku¨he von Werbplakaten etc. Tausende unterschiedlichster Objekte ko¨nnen
fu¨r eine Entscheidung im Straßenverkehr relevant werden. Sicher, meistens, sind sie es nicht. Aber
manchmal eben doch.
Der Mensch detektiert nicht nur, er segmentiert gleichzeitig auch in hoher Qualita¨t und findet
die Position im dreidimensionalen Raum, selbst anhand eines einzelnen zweidimensionalen Bildes.
Vor allem aber detektiert er nicht nur die Hauptklasse sondern auch die Unterklassen (z.B.
”
Feuer-
wehrmann”) und noch wichtiger: den Zustand des Objekts bzw. der Person.
Ein Beispiel soll dies verdeutlichen. Wenn Sie hinter einem Fahrradfahrer fahren, dann ist
es fu¨r Sie durchaus im Sinne einer Vorhersage relevant, ob es sich z.B. um ein Grundschulkind
(kennt Verkehrsregeln noch nicht und ist sehr spontan) oder einen Betrunkenen handelt. Sie wer-
den entsprechend dieser Unterscheidung z.B. den mindestens einzuhaltenden Sicherheitsabstand
unterschiedlich wa¨hlen. Auch Zusa¨tze in der Szene ko¨nnen Einfluss haben. z.B. sehen Sie, dass
der Fahrradfahrer gefa¨hrlich nahe parallel zu den Straßenbahnschienen fa¨hrt und daher mit nicht
geringer Wahrscheinlichkeit demna¨chst stu¨rzen wird. Oder Sie sehen, dass sein Fahrstil generell
eher anarchisch ist und Sie mit sehr unerwarteten Fahrmano¨vern rechnen sollten.
Lange Rede kurzer Sinn: Selbst bei der absoluten Grundfa¨higkeit, der Objektdetektion versagt
— im Vergleich zum Mensch — der Computer noch sehr deutlich und all die an sich wu¨nschens-
werten Zusatzinformationen, die der Mensch problemlos erfasst, ko¨nnen aktuell nicht detektiert
werden.
5 Brauchen wir dieses Bildverstehen u¨berhaupt?
Die Frage ist aber natu¨rlich, ob es u¨berhaupt notwendig ist, ein Bildversta¨ndnis zu erzielen, das
a¨hnlich gut funktioniert, wie das des Menschen. In den meisten Fa¨llen bleibt die noch nicht aus-
reichende Leistung glu¨cklicherweise ohne Belang, denn in den meisten Situationen muss das
Fahrzeug ja z.B. gar nicht alle Fußga¨nger detektieren. Wichtig sind nur die Fußga¨nger, die poten-
tiell vor das Fahrzeug laufen und die Erkennung selbiger ist natu¨rlich einfacher. Ein ausgefeiltes
Bildverstehen ist also in der Regel nicht notwendig.
Die Wahrscheinlichkeit des Auftretens entsprechender kritischer Situationen la¨sst sich im u¨b-
rigen natu¨rlich zuna¨chst massiv dadurch reduzieren, dass man das vollautonome Fahren nur unter
eingeschra¨nkten Szenarien zula¨sst. Wesentliche Vereinfachungen ergeben sich fu¨r die Sensorik,
wenn starker Regen, Schnee und Nebel ausgeschlossen werden. Am schwierigsten sind sicher in-
nersta¨dtische Fahrten und am einfachsten sind klar umrissene Situationen, wie das Fahren im Stau
(welches wenig Anforderungen stellt und wenig riskant ist, so dass es bereits heute in verschiede-
nen Fahrzeugen angeboten werden kann). Die Fahrten auf Autobahnen sind zwar schnell (und
damit potentiell gefa¨hrlich), aber — zumindest in Deutschland — ist der Zustand der Fahrbahn
bzw. der Fahrbahnmarkierung sehr gut und es muss in der Regel nicht mit Fußga¨ngern oder
Fahrra¨dern gerechnet werden. Vieles was im Stadtverkehr problematisch ist (unvorhergesehene
kleine Baustellen, Tiere, allerlei mo¨gliche Objekte (von der Mu¨lltonne bis zum Wahlplakat)) fall-
en bei der Autobahnfahrt weg. Allerdings: Sich darauf zu verlassen, dass all diese Dinge wegfallen
kann riskant sein. Auch auf der Autobahn sind manchmal (wenn auch selten) spielende Kinder,
Hunde, Vo¨gel, Pferde etc. unterwegs. Dennoch ist die Auftretenswahrscheinlichkeit so gering, dass
auch bei den begrenzten Mitteln heutiger Bildverarbeitung ein Betrieb eventuell mo¨glich ist und
weitere Einschra¨nkungen (z.B. Fahrten nur auf speziell ausgewiesenen Autobahnen) sind denkbar.
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Die zentrale Aussage an dieser Stelle ist aber: Auch wenn wir fu¨r die u¨berwiegende Zahl an
gefahrenen Kilometern nur ein rudimenta¨res Szenenversta¨ndnis und eine entsprechend einfache
Objekterkennung beno¨tigen, so gibt es doch immer wieder Fa¨lle, in denen eine komplexe und
schwierige Objekterkennung notwendig ist, um schwere Unfa¨lle zu vermeiden. Selbst wenn dieser
Fall nur einmal in einer Million Kilometern auftreten sollte bedeutet das, dass bei einer durch-
schnittlichen Jahresfahrleistung von 10.000 km u¨ber 10 Jahre jeder 10. Fahrer in einen entsprechen-
den Unfall verwickelt werden wu¨rde.
Leider ko¨nnen wir dies nicht in exakte Zahlen fassen. Dazu ist die Aufgabenstellung zu kom-
plex. Wir wissen nicht, bei welchem Stand der Bildverarbeitung wieviele Kilometer gefahren wer-
den mu¨ssen, um einen to¨dlichen Unfall zu provozieren. Von den Fahrzeugherstellern ko¨nnen Mil-
lionen von Kilometern als Testmaterial genutzt werden. Aber selbst bei einer Million gefahrener
Kilometer: Wie oft tritt dabei ein brauner Bobbycar in Kombination mit einem Kleinkind und
einem braunen Hund auf?
Die Kombinationsmo¨glichkeiten, die auftreten ko¨nnen sind astronomisch und nicht durch Stan-
dardtestfa¨lle zu erfassen. Schon gar nicht sind genu¨gend passende Testfa¨lle vorhanden, um eine
statistische Absicherung zu gewa¨hrleisten. Denn wenn wir z.B. fu¨r den Fall des braunen Bobbycars
erzielen wollten, dass wir diesen mit 99% Wahrscheinlichkeit korrekt klassifizieren, dann wu¨rde
das natu¨rlich bedeuten, dass wir in der Gro¨ßenordnung 10.000 passende Testbilder von braunen
Bobbycars (in unterschiedlichsten Entfernungen, Gro¨ßen, Ausgestaltungen etc.) vorliegen haben
mu¨ssten.
Ich will im folgenden — recht willku¨rlich — einige mo¨gliche Szenarien listen und der Leser
mo¨ge sich jeweils selbst u¨berlegen, an welcher Stelle das notwendige Bildverstehen wie technisch
bewerkstelligt werden ko¨nnte.
S1 — Polizist, Anhalter oder Verletzer: Am Fahrbahnrand steht eine Person und winkt. Sollen
Sie anhalten oder ist das nur ein freundliches Winken eine Kindes, ein unerwu¨nschter An-
halter, ein Spaßvogel (schau mal wie einfach ich autonomes Fahrzeuge aus der Ruhe bringe)
oder evtl. gar ein u¨bel gesinnter Ra¨uber? Genauso ko¨nnte es jemand sein, der mich vor einer
Gefahr warnt oder Hilfe braucht.
S2 — Schwan voraus: Ein Schwan sitzt auf der Autobahn (zwischen zwei Fahrspuren) und der
Verkehr zieht mit 100 km/h an ihm vorbei. Ist eine Vollbremsung angesagt? Ko¨nnen wir
sicher sein, dass es ein Schwan ist?
S3 — fliegender Karton: Sie fahren auf der Autobahn in fließendem Verkehr hinter einem LKW
und plo¨tzlich segelt eine große Platte (ca. 2 x 1 m) von der Ladefla¨che. Handelt es sich um
Styropor, leichte Kartonage, Holz oder Stahl? Machen Sie eine Vollbremsung, ein extremes
Ausweichmanno¨ver oder nehmen Sie den Aufprall in Kauf?
S4 — Kind zwischen Autos: Sie fahren in fließendem Stadtverkehr und sehen zwei Kinder teil-
weise sichtbar hinter parkenden Autos. Eine durchgezogene Linie trennt Sie von der Gegen-
fahrbahn. Ein ¨Uberfahren der Linie wa¨re eine Verletzung einer Verkehrsregel. Eventuell
kommen zu allem ¨Uberfluss noch Fahrzeuge (wahlweise: LKW, Smart oder Fahrrad) auf
der Gegenspur entgegen..
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S5 — Gegenverkehr: Sie fahren auf einer Landstraße bei hohem Verkehrsaufkommen. Ein ent-
gegenkommendes Fahrzeug startet ein ¨Uberholmanno¨ver. Wie stark bremsen Sie ab? Ver-
suchen Sie, die Fahrspur voll zu nutzen? ¨Uberfahren Sie die durchgezogene Linie? Fahren
Sie rechts in die Wiese (kein Graben zwischen Wiese und Fahrbahn) ?
S6 — Umleitung: Sie fahren im fließenden Verkehr. Es hat sich ein Unfall ereignet, die Unfall-
stelle ist provisorisch abgesperrt und der Verkehr wird durch einen Polizisten umgeleitet.
Ko¨nnen Sie (bzw. ihr Fahrzeug) die Gesten des Polizisten deuten?
S7 — Schlagloch: Ein großes Schlagloch (ca. 15 cm Tiefe) befindet sich vor dem Auto auf der
Fahrbahn. Weichen Sie aus (Gefahr: Zusammenprall mit anderem Objekt bzw. Verletzung
Verkehrsregel), fahren Sie weiter (Gefahr: Achsbruch) oder machen Sie eine Vollbremsung
(Gefahr: provozierter Auffahrunfall)?
S8 — Plastiktu¨te: Eine große Einkaufstu¨te (oder war es doch eher ein Kind?) flattert u¨ber die
Fahrbahn und Sie befinden sich in schnell fließendem Verkehr. Fu¨hren Sie eine Vollbremsung
durch?
S9 — Parkende Autos: Offensichtlich (fu¨r Sie) parkt ein Auto in zweiter Reihe. Um das Auto
”
zu u¨berholen” mu¨sste die durchzogene Linie (Straßenmitte) u¨berfahren werden. Das ist eine
Verletzung einer Verkehrsregel. Werden Sie dies tun?
Wir haben hier teilweise scho¨ne Beispiele, die zeigen, dass an sich vom autonomen Fahren
profitiert werden kann. Das autonome Fahrzeug kann na¨mlich besser abscha¨tzen, wieviel Platz jew-
eils rechts und links vom Auto vorhanden ist und so Ausweichmanno¨ver sehr exakt durchfu¨hren.
Auch der Bremsweg ist sehr gut berechenbar. D.h. sobald die Situation ausreichend gut erfasst ist,
ergeben sich Vorteile fu¨r das autonome Fahrzeug. Andererseits ist natu¨rlich die Grunderfassung
schwierig und die Beispiele sind so gewa¨hlt, dass sie schwierige Entscheidungsfindungen bein-
halten sobald eine Vollbremsung nicht mehr ausreichend ist. Fu¨r den Mensch ist es aufgrund des
Flugverhaltens z.B. ein Leichtes, zwischen leichtem Karton und Stahl oder Schwan und Kind zu
unterscheiden. Fu¨r das Fahrzeug allerdings nicht.
S5, eine an sich relativ klare Situation wird dadurch schwierig, dass es dem autonomen
Fahrzeug unter Umsta¨nden schwer fallen wird, einzuscha¨tzen, was die Fahrer der beiden anderen
Fahrzeuge tun werden. Bremst der u¨berholte Fahrer eher ab, weicht er nach links aus, wird er sich
defensiv verhalten und bricht der ¨Uberholer noch ab, fa¨llt er anderweitig negativ auf, wird er den
¨Uberholvorgang noch beschleunigen?
Beim aktuellen Stand wird gerne darauf verwiesen, dass ein Mensch ja im Fahrzeug vorhan-
den ist und gegebenenfalls die Steuerung u¨bernehmen kann, denn verschiedenste Situationen er-
fordern heute definitiv ein Eingreifen des Menschen. Allerdings ist unklar, wieviele Sekunden
hierfu¨r veranschlagt werden mu¨ssen. Problematisch fu¨r den Gesamtverkehr (auch im Sinne von
provozierten Unfa¨llen) ist natu¨rlich, wenn das Fahrzeug zuna¨chst komplett abbremsen muss, bis
der menschliche Fahrer die Situation erfasst und u¨bernimmt.
6 Den Mensch kopieren
Wenn dieses Szenenversta¨ndnis so unermesslich schwierig ist, warum schla¨gt sich der Mensch
darin so gut und wie ko¨nnen wir das nutzen, um entsprechende technische Systeme zu bauen?
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Ein rein klassisches Bildverarbeitungsvorgehen, bei dem die Programmierer passende Detek-
toren fu¨r alle mo¨glichen Objekte und Objektkombinationen und Szenen realisieren, ist bei der
unendlichen Vielfalt relevanter Szenen und Objektkombinationen nicht realistisch. Ein Beispiel
sind die oben beschriebenen Fußga¨ngerdetektoren.
Es liegt nahe — analog zum Mensch —, auf lernende Ansa¨tze zu setzen. Dementsprechend
sind seit einiger Zeit wieder neuronale Netze in der Bildverarbeitung auf dem Vormarsch. Aktuell
meist in der Form von sogenannten
”
Deep learning” Netzen [19, 21]. Beliebt (und auch sinnvoll)
sind Netze mit verschiedenen Ebenen, die teilweise lokale Nachbarschaften ausnutzen (faltungs-
basierte Schichten) [16]. Damit lassen sich die extremen Freiheitsgrade einschra¨nken und somit
die Lernzeit verku¨rzen. Zusa¨tzlich werden hierdurch automatisch interne Kategorien und Vorver-
arbeitungen gebildet.
Ko¨nnen wir also nicht einfach ein neuronales Netz mit genu¨gend (von Menschen beurteil-
ten) Fußga¨nger- und Nichtfußga¨ngerbildern damit trainieren? In einem gewissen Sinn ja. Aber
unser Problem ist, dass wir zuna¨chst genu¨gend Bilder beno¨tigen. Wir beno¨tigen hierfu¨r Millionen
von Bildern, denn die Fußga¨nger ko¨nnen an ganz unterschiedlichen Positionen im Bild ganz un-
terschiedlich aussehen und orientiert sein. Je nach Entfernung und Alter sind sie unterschiedlich
groß, vor allem mu¨ssen sie aber von allen mo¨glichen Nicht-Fußga¨ngerobjekten abgegrenzt sein.
Wenn man andererseits zu viele Testbilder verwendet, dann kann es — je nach konkreter Netzaus-
gestaltung — auch leicht zu einer ¨Ubergeneralisierung fu¨hren, d.h. die an sich wu¨nschenswerte
Generalisierungsfa¨higkeit des Netzes leidet, es werden dann also wirklich nur die vorgegebenen
speziellen Fußga¨nger detektiert. Das Training eines neuronalen Netzes ist ein komplexes Unterfan-
gen und die erzielte Leistungsfa¨higkeit ha¨ngt in komplexer Weise von allem ab (Lernalgorithmus,
Testdaten, Netzstruktur, konkretes Neuronverhalten etc.) Wie gut kann man hierbei werden? Um
es kurz zu machen: Gar nicht gut (s.o.).
Aber warum sind die Ergebnisse im Vergleich zum Menschen so schlecht? Letztlich weil auch
hier keinerlei Gesamtversta¨ndnis fu¨r die Szene entsteht. Es wird eine isolierte Objekterkennung
angestrebt und der Aufwand hierfu¨r ist immens.
Sie mo¨gen denken, dass reine Verbesserungen der Rechenleistung dazu fu¨hren, dass wir immer
besser werden und sich die Leistung der Systeme schließlich dem Mensch anna¨hert. Aber das ist
fragwu¨rdig.
Das menschliche Sehsystem ist mit Abstand das leistungsfa¨higste bildverarbeitende System
das wir kennen. Das Sehen ist fu¨r den Mensch die zentrale Methode, um die Umwelt zu erfassen.
Gegenu¨ber anderen potentiellen Messmethoden erlaubt das Sehen eine Erfassung mit hoher Au-
flo¨sung und Geschwindigkeit auch u¨ber weite Entfernungen. Es ist undenkbar, z.B. ein Pferd zu
fangen, wenn man nichts sieht und etwa nur auf das Geho¨r angewiesen ist. Je ausgeklu¨gelter die Er-
fassung der Umwelt ist, desto gro¨ßer der ¨Uberlebensvorteil und so hat sich im Laufe der Evolution
ein immer leistungsfa¨higeres Sehen entwickelt.
Wieviel Hirn fu¨r das Sehen notwendig ist, ist schwierig zu sagen, denn letztlich kann keine
klare Grenze gezogen werden, was unabha¨ngig vom Sehen ist und was nicht. Unterschiedliche
Zahlen sind dementsprechend im Umlauf. Eine Annahme (s. [22]) geht davon aus, dass in etwa die
Ha¨lfte der menschlichen Großhirnrinde, die ca. 20 Milliarden Neuronen entha¨lt, direkt oder indi-
rekt mit dem Sehen bescha¨ftigt ist. Wieviel Neuronen es genau sind ist fu¨r uns aber natu¨rlich auch
unerheblich. Wichtig ist stattdessen, sich klarzumachen, dass der Großteil unserer Informationsver-
arbeitungskapazita¨t fu¨r das Sehen aufgewendet wird. Das Sehen ist unsere wichtigste Fa¨higkeit. Es
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entscheidet u¨ber Leben und Tod. Und aus algorithmischer bzw. informationsverarbeitender Sicht
ist es vermutlich auch unsere beeindruckendste Fa¨higkeit.
Man vergisst das leicht. Das Sehen scheint ja so einfach zu sein. Uns beeindruckt, wenn
ein Computer den Weltmeister im Schach besiegt, meisterlich Jeopardy spielt oder Infektions-
krankheiten besser als ein menschlicher Experte diagnostiziert. Wenn ein Schulkind aber in Sekun-
denbruchteilen eine Szene deutet, dann beeindruckt uns das nicht. Wir denken, dass das einfach sei
und das Schachspielen schwierig. Natu¨rlich ist es genau umgekehrt. Aber das fa¨llt uns nicht auf,
denn unser Gehirn wurde in hunderten Millionen Jahren nicht auf das Schachspielen optimiert,
sondern auf das Sehen.
Wie sollten wir vorgehen, um die Leistungsfa¨higkeit des Gehirns zu kopieren? Wir ko¨nnten
z.B. ein ku¨nstliches Gehirn bauen bzw. simulieren. Vermutlich ist es ausreichend, die Funktion der
einzelnen Neuronen durch sehr idealisierte Schaltkreise (gewichtete Summation mit nachfolgender
nichtlinearer Kennlinie) zu verwenden. Die eigentliche Leistungsfa¨higkeit liegt ja nicht in den
Details der einzelnen Neuronen sondern in der Grundfunktion und der Verschaltung.
Bei 50% von 20 Milliarden Neuronen mit im Durchschnitt 10.000 Verknu¨pfungen
(repra¨sentiert durch Gewichte) und einem Grundtakt von z.B. 20 Hz landen wir bei einer notwendi-
gen Rechenleistung von
”
lediglich” 2 ·1015 Multiply-Add Operationen, also 2000 TFlops. Eine
moderne Grafikkarte bringt es auf 20 TFlops so dass wir festhalten ko¨nnen, dass die fu¨r das Sehen
notwendige Rechenleistung in Zukunft technisch durchaus erreichbar sein sollte (auch wenn hier
aktuell noch eine deutliche Lu¨cke klafft). Und in der Tat ist ein großer Vorteil neuronaler Netze,
dass sie — sobald die Gewichte der Neuronen erst korrekt gewa¨hlt, also gelernt, sind — vergleich-
sweise schnell Informationen verarbeiten und dabei auch noch sehr gut parallelisierbar sind.
Aber dennoch werden wir nicht so einfach zur ausgereift sehenden Maschine kommen. Das
Problem liegt na¨mlich in der Bestimmung der 2 · 1015 Gewichte. Diese mu¨ssen zuna¨chst in irgen-
deiner Form erlernt werden. Und die hierfu¨r notwendige Rechenleistung u¨bersteigt alles, was wir
uns vorstellen ko¨nnen.
Es ist nicht im geringsten so, dass der Mensch mit einem unprogrammierten neuronalen Netz
im Kopf die Welt betritt. Natu¨rlich lernen Menschenbabies und Kinder in den ersten Lebensjahren
vieles und davon auch (in Kombination mit der Motorik) eine Menge was fu¨r das Sehen rele-
vant ist. Die
”
Grundprogramme des Sehens”, die diesen Lernvorgang des Individuums aber erst
mo¨glich machen, sind jedoch bereits im Erbgut des Menschen angelegt. Sie haben sich u¨ber die
Jahrmillionen durch eine evolutiona¨re Optimierung ergeben [23].
Dabei reichen viele der elementaren Programme weit zuru¨ck. Katzen oder auch Hu¨hnerku¨ken
unterliegen teilweise denselben optischen Ta¨uschungen wie der Mensch (siehe z.B. Abb. 4, [24]);
ein starkes Indiz dafu¨r, dass die Grundfunktion des Sehens, die wir nutzen, weit zuru¨ck reichen,
konkret bis zur Entstehung der Wirbeltiere. Trillionen von Individuen haben u¨ber hunderte Mil-
lionen von Jahren mittels genetischer Optimierung letztlich fu¨r die morphologische Grundstruktur
unseres Gehirns und die Grundgewichte der Verbindungen gesorgt.7
Diesen Vorgang simulieren zu wollen ist schlicht undenkbar. Zum einen weil die dafu¨r
notwendige Rechenkapazita¨t astronomisch wa¨re, zum anderen weil die entsprechenden Trainings-
daten nicht direkt nutzbar zur Verfu¨gung stehen. Eine Messung der Morphologie und der Gewichte
7Man sollte sich das allerdings nicht so vorstellen, dass die Synapsengewichte direkt in der DNA in Form einer
Eins-zu-Eins-Zuordnung kodiert sind. Vielmehr haben sich sehr effiziente genetische Programme gebildet, die bei der
Morphogenese des Menschen ein sinnvoll arbeitendes Gehirn hervorbringen. Wie das im Detail funktioniert wissen
wir nicht.
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Abbildung 4 Periphere Drift Illusion: Beim Blinzeln oder anderen Augenbewegungen ergibt sich im
peripheren Gesichtsfeld eine scheinbare Rotation der Kreise. Bild mit freundlicher Genehmigung von
A.Kitaoka (Copyright September 2, 2003). Katzen unterliegen interessanterweise ebenfalls dieser Illusion
(siehe z.B. https://www.youtube.com/watch?v=CcXXQ6GCUb8). Auch andere optische Ta¨uschungen (siehe z.B.
http://phys.org/news/2016-07-parrots.html oder [24]) werden von Tieren wahrgenommen. Dies ist ein starkes Indiz
dafu¨r, dass Teile unserer Sehprogramme sehr alt sind.
am menschlichen Gehirn (im Sinne eines Reverse Engineerings) ist ebenfalls beim Stand der Tech-
nik kein gangbarer Weg. Wir haben schlicht keine realistische Idee, wie das zu bewerkstelligen
wa¨re.
Wir ko¨nnen auch nicht einfach einzelne Objekte, z.B. Tisch, dem System zeigen und damit im
Sinne eines supervised Learning die Zuordnung zum Begriff
”
Tisch” angeben. Die Vielfalt der uns
umgebenden Welt ist hierfu¨r zu groß. Stattdessen nutzen wir auf allen Ebenen des Sehprozesses
Zwischenergebnisse und
”
Regeln”, die in den Gewichten der Neuronenverbindungen festgelegt
sind. Die meisten dieser
”
Regeln” sind — vor allem auf tiefer, sensornaher Ebene — rein abstrakt.
Ho¨here Regeln sind manchmal direkt benennbar. So scheint das Gehirn z.B. immer zu folgern, dass
zwei sich im zweidimensionalen Netzhautbild schneidende Linien sich auch im dreidimensionalen
Raum schneiden. Eine durchaus sinnvolle Regel, denn in den allermeisten Fa¨llen fu¨hrt sie bei
dem Problem der Ru¨ckrechnung von zweidimensionalen Bildern auf die dreidimensionale Realita¨t
auf korrekte Resultate. Wir ko¨nnen sie ku¨nstlich verletzen und landen so bei einer großen Klasse
optischer Ta¨uschungen (ein bekanntes Beispiel zeigt Abb. 5).
Dies ist nur eine, fu¨r den Mensch direkt versta¨ndliche Regel. Unser Sehsystem ist voll von
entsprechenden gelernten und in den Synapsen kodierten Regeln. Nochmals:
”
Gelernt” bedeutet
dabei nicht, dass dieser Lernvorgang allein wa¨hrend der Lebensdauer des Individuums gelernt
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(a) Ansicht 1 (b) Ansicht 2
Abbildung 5 Ein Beispiel fu¨r eine (im Laufe der Evolution) gelernte Regel Regel: Linien, die sich im zweidimen-
sionalen Bild schneiden, schneiden sich (scheinbar bzw. in den allermeisten Fa¨llen) auch in der dreidimensionalen
Realita¨t. Diese Regel fu¨hrt dann zu verschiedenen optischen Ta¨uschungen, z.B. dem
”
Penrose Dreieck”: Aus der
richtigen Richtung ergibt sich ein scheinbar unmo¨gliches Dreieck. Wenn man die Beobachtungsrichtung a¨ndert zeigt
sich, dass in Wirklichkeit kein unmo¨gliches Dreieck, sondern ein komplizierteres Objekt betrachtet wird.
wurde. Grundstrukturen, die fu¨r viele Muster und Programme notwendig sind, wurden im Laufe
der Evolution entwickelt.
Zusammenfassend: Aktuell haben wir keine Ahnung, wie ein dem Mensch auch nur anna¨hernd
vergleichbares Sehsystem ku¨nstlich geschaffen werden ko¨nnte. Viele der in den letzten zehn Jahren
erreichten Fortschritte im Bereich des maschinellen Sehens sind beeindruckend. Im Vergleich zur
atemberaubenden Leistungsfa¨higkeit des menschlichen Sehsystems sind sie allerdings nichts.
7 Einige nichttechnische Probleme
Der Vollsta¨ndigkeit halber will ich einige der nichttechnischen Probleme des autonomen Fahrens
zumindest ansprechen, wenn mir auch die Kompetenz fu¨r eine Ero¨rterung fehlt.
7.1 Ethische Probleme bei der Entscheidungsfindung
Es ko¨nnen — wenn auch selten — Situationen auftreten, bei denen eine Scha¨digung eines oder
mehrerer Verkehrsteilnehmer nicht vermieden werden kann. In diesem Fall muss der Schaden min-
imiert werden. Wie ist aber der Schaden zu beurteilen?
Soll das Auto, wenn es einen von zwei Fahrradfahren treffen muss, eher den mit Helm (vielle-
icht u¨berleben dann beide Fahrradfahrer) oder eher den ohne Helm (dann wird der Fahrradfahrer
mit Helm nicht fu¨r sein Helmtragen bestraft) u¨berfahren?
Wie groß muss die Wahrscheinlichkeit sein, dass das Objekt vor mir wirklich ein Kind ist, damit
das Fahrzeug ausweicht und in die Hauswand rechts fa¨hrt (leichte Gefahr fu¨r Fahrzeugbesitzer und
hohe Kosten am Fahrzeug und dem Haus)?
Solche Abwa¨gungen sind unausweichlich und mu¨ssen getroffen werden. Natu¨rlich trifft der
Mensch diese Abwa¨gungen auch — und zwar in Sekundenbruchteilen. Entscheidend ist aber, dass
beim autonomen Fahrzeug diese Bewertungen und Maßsta¨be fest vorgegeben werden. Durch wen?
Und basierend auf welcher rechtlichen Grundlage?
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7.2 Haftungsfragen
Die Gretchenfrage ist natu¨rlich: Wer haftet im Fall eines Unfalls. Der Hersteller oder aber der
menschliche
”
Fahrer”, obwohl er u¨berhaupt nicht fa¨hrt? Letzteres ist aus meiner Sicht fu¨r ein
vollautonomes Fahrzeug kaum durchsetzbar und ich kann mir nicht denken, dass Kunden bereit
sind, viel Geld fu¨r entsprechende Fahrzeuge auszugeben und dann schuldlos fu¨r hohe Scha¨den zu
haften.
Rein finanzielle Scha¨den lassen sich im Prinzip mittels Versicherungen ausgleichen (und ich
nehme an, dass in diesem Fall Versicherungen extrem teuer werden). Nicht-finanzielle Scha¨den
sind aber kaum auf den nicht-fahrenden Kunden abzuwa¨lzen.
Insgesamt, denke ich, dass hier keine wirklich befriedigende Lo¨sung gefunden werden kann
und — wegen der technischen Unlo¨sbarkeit der Aufgabe — an dieser Stelle letztlich das
Todesurteil fu¨r das autonome Fahrzeug gesprochen werden wird.
7.3 Wirkung auf den
”
Fahrer”
Gehen wir von dem Fall einer langen hochgradig (aber nicht vollsta¨ndig) autonomen Autofahrt
aus. Dies ist eine wichtige Zwischenetappe fu¨r viele Hersteller und den Gesetzgeber und wird in
verschiedenen Kategorisierungen verwendet. Sie sollen als Fahrer also jederzeit das Steuer (und
die Verantwortung) u¨bernehmen ko¨nnen. Das wird Ihnen kaum gelingen, wenn sie wa¨hrend der
Fahrt komplett entspannt sind oder sich einer anderen Ta¨tigkeit (Schlafen, Fernsehen, Spielen ...)
widmen. Wenn Sie stattdessen das Auto wa¨hrend der gesamten Fahrt kontrollieren, dann wird der
Entspannungseffekt gering sein. Und: Je la¨nger Sie fahren, ohne dass ein Eingreifen von Ihnen
notwendig wird, desto mehr wird Ihre Aufmerksamkeit vermindert.
Ein weiterer langfristiger Effekt ist, dass die Fa¨higkeit des Autofahrens natu¨rlich trainiert wer-
den muss. Jemand der jahrelang nicht selbst fa¨hrt (sondern sich von seinem Auto fahren la¨sst), der
wird Probleme haben, von jetzt auf gleich in einer Extremsituation das Steuer zu u¨bernehmen und
sich richtig zu verhalten.
7.4 Manipulation
Die mo¨glichst gute Absicherung von Hard- und aber vor allem auch Software ist eine nicht zu un-
terscha¨tzdende Schwierigkeit. Vom Terroranschlag u¨ber Mord bis zum einfachen Versicherungs-
betrug sind viele unscho¨ne Szenarien denkbar, wenn Unbefugte in der Lage sein sollten, elek-
tronisch Einfluss auf das autonome Fahrzeug ausu¨ben zu ko¨nnen oder gar komplett die Software
ersetzen ko¨nnten. Entsprechende Hackerangriffe auszuschließen ist schwierig, ganz besonders vor
dem Hintergrund, dass es jederzeit (zumindest durch Servicewerksta¨tten) mo¨glich sein muss, die
Fahrzeuge zu aktualisieren.
7.5 Kommunikation unter Menschen
Es ist uns gar nicht bewusst, wie oft wir im Straßenverkehr — meist sehr subtil und nicht direkt
— mit anderen Fahrern oder Verkehrsteilnehmern kommunizieren. Ich bemerke, dass mich der
andere Fahrer oder der Fußga¨nger gesehen hat und reagiere entsprechend. Dieses
”
Bemerken” ist
oft nur ein kurzer Blickkontakt oder eine minimale Verlangsamung des Fahrzeugs oder ein leichter
Richtungswechsel.
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Auch bei Situationen mit unklarer Vorfahrtslage wird durch einfachste Kommunikation bzw.
Deutung der Verhaltensweisen in aller Regel sehr schnell die Situation (z.B. wer fa¨hrt als erster)
aufgelo¨st.
Im Sinne einer Car-2-Car Kommunikation sind entsprechende
”
Absprachen” natu¨rlich noch
einfacher realisierbar. Fu¨r gemischten Verkehr mit automatisierten und nicht-automatisierten Fahr-
zeugen ist die Situation schwierig.
8 Einwa¨nde
Fu¨r mich ist ziemlich klar, dass die Idee des vollautonomen Fahrens unter heutigen Verkehrssys-
temen in Stadt und Land, wenig sinnvoll ist und entweder zu einer massiven Verkehrsbehinderung
(wenn die Systeme zur Unfallvermeidung extrem defensiv eingestellt sind) oder aber zu einem
massiven Anstieg an Unfa¨llen fu¨hren wird.
Aber natu¨rlich sieht das nicht Jeder so. Die Thematik ist sehr komplex und es geht um die
Projektion in die Zukunft. Insofern bleibt ein großer Spielraum fu¨r verschiedene Ansichten. Ich
will zumindest auf einige der Standardargumente, mit denen Befu¨rworter das autonomen Fahren
oft anpreisen oder verteidigen, kurz eingehen.
Bedenken Sie beim Lesen entsprechender Experteninterviews, dass die u¨blicherweise be-
fragten Experten in der Regel
”
Automobilexperten” oder Manager sind. Die von den an vorder-
ster Front arbeitenden Ingenieure und Programmierer vertretenen Ansichten werden nur durch
viele Managementebenen nach oben gereicht und gedeutet. Es ist mehr als fraglich, ob Vor-
standsvorsitzende oder allgemeine Automobilexperten in der Lage sind, sich ein wirklich technisch
fundiertes Bild bei diesem hochkomplexen Themenkomplex zu bilden.
A1:
”
90% aller Unfa¨lle lassen sich auf menschliche Fehler zuru¨ckfu¨hren.” Das mag stimmen,
verwundert aber nicht weiter, denn aktuell fa¨hrt ja auch der Mensch. Sobald die Mehrzahl
der Autos autonom fa¨hrt, werden logischerweise die Mehrzahl der Unfa¨lle von autonomen
Fahrzeugen verursacht.
A2
”
Wir haben in den letzten Jahren so gewaltige Fortschritte gemacht und ko¨nnen heute bere-
its 99.99% aller Fahrsituationen beherrschen. In wenigen Jahren ist das autonome Fahren
Realita¨t.” Eine typische falsche Extrapolation. 99.99% aller Fahrsituationen sind vergleich-
sweise einfach zu behandeln. Die fehlenden 0.01% sind aber nahezu unlo¨sbar schwer. Der
bisherige Ansatz des autonomen Fahrens wird diese Aufgaben (aufgrund des mangelnden
Bildverstehens) nicht zufriedenstellend lo¨sen ko¨nnen.
A3
”
Die Sensoren wurden in den letzten Jahren deutlich verbessert. Zuku¨nftige Verbesserungen
der Sensoren werden dafu¨r sorgen, dass das autonome Fahrzeug wirklich autonom ist.” Die
Beschra¨nkung des autonomen Fahrzeugs liegt nicht in der Sensorik sondern im Bildverste-
hen. Verbesserungen der Sensorik werden in der Tat autonome Fahrzeuge sicherer machen.
Sie werden es aber nicht erreichen, die schwierigen Situationen, die ein echtes Bildverstehen
erfordern, zu eliminieren.
A4
”
Wenn wir keine autonome Fahrzeuge bauen, dann werden wir von Apple, Tesla, Google und
Co. u¨berrollt und die Arbeitspla¨tze vieler Menschen in Deutschland sind in Gefahr.” Angst
als Argument ist immer sehr wirksam. Und in der Tat kann man — so man sich unsicher
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ist, ob autonome Fahrzeuge funktionieren werden — einfach versuchen, an vorderster Front
mitzumischen. Damit kann dieses (fu¨r Politiker und viele Menschen) Worst-Case-Szenario
vermieden werden. Natu¨rlich ist es aber kein echtes Argument hinsichtlich der Realisier-
barkeit von autonomen Fahrzeugen sondern vielmehr ein Argument, warum weiterhin viel
(Steuer-)Geld in das autonome Fahren investiert werden sollte.
A5
”
Daimler, Google, Apple etc. haben unendliche Geldmittel und die besten Ingenieure. Wenn die
sagen, dass sie es schaffen, dann schaffen die das.” Absichtserkla¨rungen und Wunschdenken
fu¨hren nicht zwangsla¨ufig zum gewu¨nschten Erfolg. Die klare Vorgabe des Chefs, das dies
und jenes zu erreichen ist, kann eine starke Fortschrittswirkung haben, kann aber auch bei
unverwirklichbaren Zielen zu Problemen fu¨hren (vgl. VW-Abgasskandal). Vor allem aber
ist anzuzweifeln, ob die entsprechenden Vorsta¨nde, Konzernstrategen, Entwicklungsleiter
und Pressesprecher das notwendige Know-How haben und sich ausreichend von den
”
besten
Ingenieuren” beraten lassen.
A6
”
Google Cars sind bereits Millionen von Kilometern in den USA vollautonom gefahren und
haben bewiesen, dass die Technik funktioniert.” Leider ist die Wirklichkeit nicht so rosig,
wie es in den Medien oft dargestellt wird [25, 26].
A7
”
Daimler hat mit der Bertha-Benz Fahrt bewiesen, dass ...” Nein. Das ist kein Beweis. Zum
einen muss man sehen, wie groß der Aufwand fu¨r diese spezielle Fahrt hierzu war. Zum an-
deren zeigt das vero¨ffentlichte kurze Werbevideo natu¨rlich nicht alle problematischen Fahrsi-
tuationen, bei denen der Betrachter sich eher fragt, was das Fahrzeug da um Himmels Willen
gerade plant bzw. tut.
Vor allem kann aber eben anhand einer 100 km Fahrt keinerlei Aussage daru¨ber getroffen
werden, wie sich das Fahrzeug in seltenen Extremsituationen verhalten wird.
A8
”
Die Experten sind sich einig, dass das autonome Fahren kommen wird und bereits jetzt funk-
tioniert.”
Nein. Die echten Experten, und das sind konkret Bildverarbeitungsexperten, sind sich
daru¨ber nicht einig.
A9
”
Die Technik fu¨r das autonome Fahrzeug ist fertig, lediglich die Gesetzeslage hindert uns
daran, diese Fahrzeuge bereits heute zu verkaufen/nutzen.”
Nein. Wenn der Gesetzgeber die Fahrzeuge einfach so und ohne Beschra¨nkung zulassen
wu¨rde, dann ha¨tten die Fahrzeughersteller ein großes Problem. Es wu¨rde sich na¨mlich sehr
schnell zeigen, dass die Technik ganz und gar nicht fertig ist. Und natu¨rlich stellt sich auch
die grundlegende Frage, wer letztlich im Falle eines Unfalls haftet.
A10
”
Die Widersta¨nde gegen das autonome Fahren entspringen der u¨blichen deutschen Tech-
nikfeindlichkeit.”
Nein. In der Tat gibt es Technikfeindlichkeit. Aber ein Hinterfragen der Technik ist unabd-
ingbar und es hat sich in der Vergangenheit immer wieder gezeigt, dass ein blindes Vertrauen
in den technischen Fortschritt und die diesen Fortschritt propagierende Industrie nicht unbe-
dingt sinnvoll ist. Mit
”
Feindlichkeit” hat dieses kritische Hinterfragen nichts zu tun.
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A11
”
Die u¨blichen Szenarien, die eine scheinbare ¨Uberforderung des autonomen Fahrzeugs
zeigen, sind nicht praxisrelevant, denn die Fahrzeuge werden so defensiv und ggf. langsam
fahren, dass nichts (schlimmes) passieren kann.” In der Tat steigt die Unsicherheit jeder Fahrt
nichtlinear mit der Geschwindigkeit. Ein Unfall bei 15 km/h hat in der Regel verkraftbare
Folgen und die Bremswege und Reaktionszeiten sind unproblematisch. Auch stehende (weil
von der Situation u¨berforderte) autonome Fahrzeuge machen aktiv keinen Unfall. Allerdings
fu¨hrt ein solchermaßen extrem passives Fahrverhalten zu einem Zusammenbruch unseres
Verkehrs und provoziert Unfa¨lle anderer Verkehrsteilnehmer.
A12
”
Das autonome Fahrzeug ist gar nicht in der Lage, einen Gesetzesbruch durchzufu¨hren,
z.B. auf die Gegenfahrbahn zu fahren.” Dies ist kein Feature sondern ein Fehler. Es gibt
unza¨hlige Situationen im Straßenverkehr, bei denen der menschliche Fahrer Versto¨ße gegen
die Straßenverkehrsordnung in Kauf nehmen muss, um Schlimmeres zu verhindern oder
auch nur einen Stau zu vermeiden. Das reicht vom ¨Uberfahren von durchgezogenen Linien
bis u¨ber das Ausweichmano¨ver in den Graben bis zum Touchieren fremder Fahrzeuge (z.B.
um zu vermeiden, dass der Fahrradfahrer auf der anderen Seite getroffen wird).
A13
”
Das autonome Fahrzeug muss nur so gut wie der Mensch werden.”
Nein. Nehmen Sie an, dass ihr Kind a) von einem umsichtigen Autofahrer, b) einem be-
trunkenen Autofahrer oder c) von einem autonomen Fahrzeug tot gefahren wird. Ist das fu¨r
Sie dasselbe? Wohl kaum. Obwohl in allen drei Fa¨llen das Kind tot ist. Sie erwarten beim
betrunkenen Autofahrer zu Recht eine erheblich ho¨here Strafe bzw. Su¨hne, denn der Fahrer
hat bewusst in Kauf genommen, andere zu scha¨digen. Der Unfall war potentiell vorherseh-
bar. Wenn nun beim autonomen Fahrzeug klar ist, dass die Algorithmik so ausgelegt ist,
dass in dieser speziellen Situation das Kind eben zwangsla¨ufig u¨berfahren wird (weil die
Rechenleistung des preisgu¨nstigen Fahrsystems eben nicht mehr hergibt), dann werden Sie
es zu Recht nicht mit einer Entschuldigung der Form
”
tut uns leid, so ist das halt” bewenden
lassen. Es nutzt im Einzelfall nichts, dass in Summe das autonome Fahrzeug
”
nur” genauso
viele Fehler wie der Mensch macht. Zum einen werden es andere Fehler sein, zum anderen
ist es ein Unterschied, ob ein Fehler — nach menschlichen Maßsta¨ben — vermeidbar gewe-
sen wa¨re oder nicht. Zumindest fu¨r die meisten Menschen.
A14
”
Wenn im Mittel die to¨dlichen Unfa¨lle zuru¨ck gehen, dann sind autonome Fahrzeuge eine
Erfolgsgeschichte.” Nein. Zum einen kann der Verkehr nicht allein an Unfa¨llen bzw. deren
Vermeidung gemessen werden. Weitere Aspekte, z.B. Kosten aber auch Effizienz und durch-
schnittliche Transportzeit, sind ebenfalls von Belang. Zum anderen macht es fu¨r die meis-
ten Menschen einen erheblichen Unterschied, ob ein Mensch bei einem Unfall ums Leben
kommt weil ein anderer Mensch einen Fehler begangen hat, oder aber eine Maschine fest
programmiert Fehlfunktionen aufweist. Nicht alle sehen das so und in der Tat besteht hier
gesellschaftlicher Diskussionsbedarf.
A15
”
Daraus folgt nicht, dass das nicht funktioniert.” In der Tat ist ein zuku¨nftiges Nichtfunk-
tionieren prinzipiell nicht zu beweisen, es ko¨nnen also nur Argumente angefu¨hrt werden,
warum man es fu¨r wahrscheinlich ha¨lt. Bei dieser Argumentation schleicht sich allerdings
auf gefa¨hrliche Weise eine Beweislastumkehr ein. Es ist nicht Aufgabe der Gesellschaft (oder
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von Kritikern), das Nichtfunktionieren zu demonstrieren oder zu beweisen. Stattdessen ist es
Aufgabe der Automobilkonzerne, das Funktionieren zu beweisen.
Nun wird natu¨rlich nicht Jeder meiner negativen Einscha¨tzung hinsichtlich der technischen
Machbarkeit des vollautonomen Fahren zustimmen. Insbesondere die Entwicklungsabteilungen
der Automobilkonzerne scheinen nach wie vor u¨berzeugt zu sein, dass das schon alles ausreichend
gut funktioniert. Ich wu¨rde mir auf folgende, an sich simple, Fragen (ich bleibe der Einfachheit
halber beim
”
Bobbycar”) Antwort wu¨nschen. Und jeder Experte, der meint, sich sicher zu sein,
dass autonome Fahrzeuge dem Mensch hinsichtlich Sicherheit u¨berlegen sind, sollte sich diese
Fragen selbst ehrlich und u¨berzeugt beantworten ko¨nnen.
1. Bei der Fahrt entlang parkender Autos: Welche maximale Geschwindigkeit werden sie zu-
lassen und welcher Bremsweg ergibt sich?
2. Annahme: in 5 m Entfernung rennen bzw. rollen ein Hund (von rechts) und ein Kleinkind auf
braunem Bobbycar (von links) auf die Straße. Sie ko¨nnen nicht beiden gleichzeitig auswe-
ichen. Sehen Sie es also als notwendig an, zwischen braunem Bobbycar mit Kleinkind und
Hund zu unterscheiden?
3. Kann das Fahrzeug das heute schon (oder bald) unterscheiden? Wenn ja, wie macht es das
technisch? Was fu¨r eine Art von neuronalem Netz wird verwendet? Faltungsbasierte Schicht-
en? Wieviele? Polling? etc., ). (Ein Experte, der behauptet, dass das technisch funktioniert,
sollte diese Fragen beantworten ko¨nnen.)
4. Mit welchem Bildmaterial erfolgte der statistische Nachweis? Wieviele passende Bobbycar
Bilder wurden beim Lernen und Testen verwendet? Wie wurden die generiert? Wie sieht es
mit den Hunden aus? Welche Fehlalarmrate und welche Erkennungsrate haben Sie damit
erzielt?
5. Wo kann man das nachlesen?
Kann man die Antwort auf all diese Fragen mit einem lapidaren Hinweis auf Geheimhal-
tung verweigern? Auch bei der Zulassung eines neuen Medikaments erwarte ich vom Hersteller,
dass von ihm klar dokumentiert und vero¨ffentlicht ist, wie die Wirksamkeit und die potentiellen
Gefahren untersucht wurden und welches Ergebnis dabei erzielt wurde. Beim autonomen Fahren
geht es ebenfalls um Leben und Tod und daher ist es auch dort nicht zuviel verlangt, entsprechende
Nachweise zu erbringen.
9 Experten und ¨Offentlichkeit
Warum sind sich trotz der offensichtlichen Schwierigkeiten scheinbar alle Experten sowie die
¨Offentlichkeit (vertreten durch die Medien) einig, dass das autonome Fahren in wenigen Jahren
Realita¨t wird?
Natu¨rlich wird verborgen in all den optimistischen Einscha¨tzungen — selbst von den Her-
stellern — teilweise auf die Schwierigkeiten verwiesen. So schreiben Aeberhard et al. in [1] z.B.
”
Simple situations can be easily modeled, but there are always exceptions and unexpected situ-
ations that can happen at any time; developing the algorithms to react correctly in these unique
situations is still quite challenging. The challenges in artifical intelligence for automated driving
systems will always have their limits, but will also continously improve until a level of intelligence
is reached with which highly automated driving will be possible and where safety, within certain
conditions, can be guaranteed.”
Man beachte, dass hier explizit auf das “highly automated driving” (gegenu¨ber dem voal-
lautonomen Fahren) eingeschra¨nkt wird. Ganz generell beherrscht aber der Optimismus die
o¨ffentliche Meinung. Herfu¨r sind mehrere Gru¨nde ausschlaggebend:
Komplexita¨t: Die Thematik ist komplex und es ist nicht trivial, die Behauptung zu u¨berpru¨fen,
dass autonomes Fahren bald funktionieren wird. Als auf die Zukunft bezogene Aussage ist
sie natu¨rlich per se nicht falsifizierbar, aber es fa¨llt auch nicht leicht, die Wahrscheinlichkeit
fu¨r das Eintreffen abzuscha¨tzen.
Autorita¨ten: Das Vertrauen in scheinbare Autorita¨ten auf einem Gebiet (z.B. Daimler (Auto),
Google (Informationsverarbeitung), Bundesverkehrsministerium (Seriosita¨t), Presse (Glaub-
wu¨rdigkeit)) ist generell hoch und in der Regel ist dieses Vertrauen auch sinnvoll. Wenn
ich keine anderen Anhaltspunkte habe, dann ist es das Sinnvollste, sich der Meinung von
Experten anzuschließen (wenn es denn Experten sind).
¨Ubernahme von Pressemeldungen: In der heutigen Zeit verbreiten sich berichtenswerte Nach-
richten — ob richtig oder falsch — in Windeseile. Meldungen einer Nachrichtenagentur wer-
den von unza¨hligen Blogs, RSS feeds und anderen Medien aufgegriffen und nacherza¨hlt. Das
Ergebnis ist, dass eine Aussage oft innerhalb weniger Tage auf hunderten oder gar tausenden
von Informationskana¨len verfu¨gbar ist. Sobald jemand nach passenden Informationen sucht,
wird er letztlich immer wieder bei derselben Grundaussage (z.B.
”
Google Autos sind 1 Mil-
lion km autonom gefahren”) landen.
Fortschrittsglaube und falsche Extrapolation: Aus den Erfolgen der letzten Jahren wird ex-
trapoliert, dass das Problem des autonomen Fahrens bald gelo¨st ist. Leider ist die hier zu
extrapolierende Funktion (z.B. beherrschte Fahrsituationen im Laufe der Zeit) extrem nicht-
linear. Das fu¨hrt dazu, dass die Extrapolation letztlich versagt.
Experten: Die meisten Experten sind nicht wirklich Experten hinsichtlich der Bildverarbeitung
oder dem Sehen.
Experten und Experten: Experten haben die starke Tendenz sich der Meinung anderer Experten
anzuschließen.
Eigeninteresse: Einige Experten auf dem Gebiet profitieren natu¨rlich massiv von der Entwicklung
bzw. den in diesen Bereich gesteckten Finanzmitteln (seien es Steuergelder oder auch Indus-
triemittel). Diese Eigeninteressen mu¨ssen nicht mal zu bewussten Falschaussagen fu¨hren,
ko¨nnen aber dennoch unterbewusst die Meinung des Experten beeinflussen.
Es sei betont, dass hier nirgends unlautere Absichten zu unterstellen sind. Diese Prozesse der
Meinungsbildung verlaufen so wie sie verlaufen.
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10 Folgerungen fu¨r die Gesetzgebung und den Staat
Das komplette Funktionieren des autonomen Fahrens zu beweisen ist per se unmo¨glich und de-
mentsprechend auch nicht einzufordern. Es ist allerdings zu fordern, dass dieser Nachweis so gut
wie irgend mo¨glich erfolgt. Hierzu mu¨ssen die genauen Tests und statistischen Annahmen klar
dargestellt werden. Die Zusammenha¨nge sind sehr kompliziert weil es letztlich unendlich viele
mo¨gliche Fahrsituationen bzw. Szenen gibt. Umso wichtiger ist hier ein offener und klarer Um-
gang mit den eingesetzten Verfahren zur Bildverarbeitung und zur statistischen Absicherung.
Es ist versta¨ndlich, dass die Autoindustrie daran wenig Interesse hat und die Geheimhaltung als
essentiell ansieht. Damit kann man aber letztlich nicht zufrieden sein. Auch bisher wird sorgfa¨ltig
entschieden, ob Fahrzeuge sicher sind und dementsprechend zugelassen werden. Diese Pru¨fung
muss unabha¨ngig von den Herstellern durchgefu¨hrt werden. Dies ist ein sehr problematischer
Punkt, denn natu¨rlich ist sie extrem aufwa¨ndig und eigentlich nur anna¨hernd zu bewerkstelligen,
wenn die Details der eingesetzten Sensoren und Algorithmen offengelegt werden. Hierzu genu¨gend
unabha¨ngige Expertise an staatlichen Stellen aufzubauen wird ein schwieriges Unterfangen wer-
den.
Die Kernkomponente des autonomen Fahrens ist das ku¨nstliche bzw. maschinelle Sehen (sei
es mit konventionellen 2D Abbildungen, Lidar oder Radar). Zum
”
Sehen” geho¨rt hier die gesamte
Wahrnehmungskette von der Sensorik bis zur kompletten Repra¨sentierung der Realita¨t in einem
Modell (unterstu¨tzt durch Vorwissen, z.B. Kartenmaterial oder anderes
”
Wissen”).
Ich habe dargestellt, warum wir aus meiner Sicht die menschliche Leistung in diesem Teil-
bereich der
”
Intelligenz” nicht in irgendeiner absehbarer Zukunft erreichen werden und de-
mentsprechend die Verheißungen der Autonomes-Fahren-Lobby nicht wirklich erfu¨llbar sind.
Dennoch sind die eingesetzten Steuermittel nicht verschwendet. Die Forschung in diesem Bere-
ich ist im Sinne des Erkenntnisgewinns und der Grundlagenforschung wichtig und eine Vielzahl
von Anwendungen fernab vom autonomen Fahren wu¨rde von verbessertem maschinellen Sehen
profitieren. Im Sinne der Ehrlichkeit sollte allerdings ein realistisches Bild vom autonomen Fahren
und seinen Problemen vermittelt werden.
Selbst wenn wir nicht daran glauben, a¨hnlich gut wie der Mensch zu werden, bedeutet das
natu¨rlich nicht, dass wir den Traum von sehenden Maschinen aufgeben sollten. Es ist aus mein-
er Sicht der wichtigste und spannendste Bereich der sogenannten ku¨nstlichen Intelligenz und
— wie bereits dargelegt — der Bereich, den der Mensch aufgrund des damit einhergehenden
¨Uberlebensvorteils perfektioniert hat.
Dass im Bereich des autonomen Fahrens/Fahrerassistenz aktuell das Hauptinteresse besteht,
liegt schlicht daran, dass es sich hierbei um ein potentiell riesiges Marktvolumen handelt, das
insbesondere fu¨r die deutsche Wirtschaft von enormer Bedeutung ist. Sowohl staatliche als auch
industrielle Forschungsgelder sind daher verha¨ltnisma¨ßig einfach verfu¨gbar.
Die Anwendungsmo¨glichkeiten von sehenden ku¨nstlichen Systemen sind dagegen unvorstell-
bar. Sie reichen von der ¨Uberwachung von Kranken, u¨ber die automatisierte Diagnostik von Krebs
u¨ber die verbesserte und verbilligte Produktion bis zum Bereich der Verbrechenspra¨vention. Und
natu¨rlich ist auch die Fahrerassistenz eine unter tausender wichtiger Anwendungen.
Nahezu u¨berall wo traditionell Menschen eingesetzt werden, wird das Sehen des Menschen
als Hauptsensorik genutzt. Von der Montage von Handys u¨ber die Pflege von Kranken bis zum
Verkauf von Backwaren. Sehen ist immer notwendig. Leistungsfa¨higes ku¨nstliches Sehen kann
dementsprechend zu einer Rationalisierung in ungeahntem Ausmaß fu¨hren. Und das bedeutet
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positive wie negative Folgen, kann insbesondere aber auch mittelfristig eine Umgestaltung des
Gesellschaftssystems notwendig machen.
Und eine weitere weitreichende Auswirkung sollte aus meiner Sicht ebenfalls bedacht werden:
Die Technik des autonomen Fahrens ist natu¨rlich (und sehr viel einfacher als beim konventionellen
Automobil) in Waffensysteme direkt u¨bernehmbar. Von Drohnen bis zu Kampfrobotern, autonome
Waffen werden am direktesten von den Fortschritten beim ku¨nstlichen Sehen profitieren. Auch hier
sind die potentiellen Folgen fu¨r die Gesellschaft und die Welt mittelfristig vermutlich dramatisch,
denn es steht zu befu¨rchten, dass zur Konfliktlo¨sung schneller Kriege eingesetzt werden ko¨nnten.
Angesichts dieser Problematik beschleicht mich doch ein ungutes Gefu¨hl und die Frage stellt
sich, ob die Bu¨chse der Pandora nicht besser geschlossen bleiben sollte. Man mag das als typisch
deutsche Technikfeindlichkeit oder Bedenkentum abtun. Aber: Eine Diskussion dieser Aspekte ist
— genau wie z.B. im Bereich der Gentechnik — notwendig und unverzichtbar.
Sollten wir als Steuerzahler also weiter Geld in diesen Bereich investieren und sollten wir als
Ingenieure weiter unser Herzblut in das ku¨nstliche Sehen stecken?
11 Zusammenfassung
Wagen wir einen Blick in die Zukunft. Werden wir in den na¨chsten zehn Jahren autonom fahren?
Ganz unterschiedliche Einscha¨tzungen sind mo¨glich.
E1: Das autonome Fahrzeug wird technisch realisiert und fa¨hrt mindestens so gut wie der Mensch.
Autonomes Fahren wird Realita¨t.
E2: Es ergeben sich zwar technische Defizite, aber letztlich wird unser Verkehrssystem so umge-
baut, dass die Restrisiken tragbar sind. Autonomes Fahren wird Realita¨t.
E3: Es ergeben sich zwar technische Defizite, aber dennoch wird das autonome Fahren (zu Lasten
der Sicherheit und der Effizienz) großfla¨chig eingefu¨hrt.
E4: Autonome Fahrzeuge werden verfu¨gbar, aber werden nur von wenigen Menschen gekauft, da
die Haftung auf den Fahrer abgewa¨lzt wird.
E5: Die Defizite des autonomen Fahrens in Kombination mit der Haftungsproblematik fu¨hren
dazu, dass das Vorhaben letztlich aufgegeben wird. Die Verantwortung bleibt bei dem durch
ausgefeilte Fahrerassistenzsystemen unterstu¨tzten menschlichen Fahrer.
Ich vertrete Einscha¨tzung E5 und habe in dieser Darstellung begru¨ndet, warum aus meiner
Sicht vollautonomes Fahren im Kontext des heutigen Verkehrs in einer dem Mensch vergleich-
baren Qualita¨t nicht in absehbarer Zeit erzielbar sein wird. Das Grundproblem ist, dass zwar
in verschiedenen Fahrsituationen das autonome Fahrzeug potentiell sicherer fahren kann, dass
aber in einem nicht-vernachla¨ssigbaren Anteil von Fahrsituationen ein komplexes Bildverstehen
notwendig sein wird. Beim Stand der Technik ist die technische Realisierung eines entsprechen-
den Bildverstehens nicht mo¨glich.
Assistenzfunktionen werden weiter zunehmen. Problematisch wird bereits der Schritt zum
teilautonomen Fahren werden. Wenn das Auto in 99% der Fa¨lle keinen Eingriff des Fahrers
beno¨tigt, dann wird es fu¨r den Fahrer schwierig werden, die Aufmerksamkeit so hoch zu hal-
ten, dass er jederzeit eingreifen kann. In speziellen Fahrsituationen ist der Einsatz des autonomen
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Fahrens ohne Risiko oder mit sehr begrenztem Risiko bereits heute technisch mo¨glich. Ein Beispiel
ist die Fahrt in einem Stau. Auch Fahrten auf Autobahnen sind denkbar (wenn auch hier das Risiko
fu¨r einen to¨dlichen Unfall aufgrund der ho¨heren Geschwindigkeit natu¨rlich deutlich steigt). Ver-
mutlich werden also entsprechende autonome Fahrfunktionen fu¨r bestimmte Verkehrssituationen
kommen. Der Versuch, die sich ergebende Fortschritte auf das allgemeine Fahren in Stadt und
Land zu u¨bertragen wird dagegen (mehr oder weniger kla¨glich) scheitern.
Abschließend mo¨chte ich den verschiedenen Lesertypen dieser kurzen Abhandlung ungefragt
jeweils einen Ratschlag mit auf den Weg geben.
Dem fachfremden Laien: Das menschliche Sehsystem ist unerreicht. Erstarren Sie in Ehrfurcht
vor dieser unserer beeindruckendsten informationsverarbeitenden Leistung und machen Sie sich
klar, warum und wie sich dieses Sehen gebildet hat.
Dem Politiker: Lassen Sie sich nicht von Floskeln und selbstbewussten Behauptungen ta¨uschen
sondern hinterfragen Sie und bekommen Sie ein Gefu¨hl fu¨r die technischen Grenzen.
Dem jungen Ingenieur: ¨Uberdenken Sie, wie und wo Ihre Arbeit eingesetzt werden wird.
Dem Manager: Dieses Thema ist — im Gegensatz zur Rationalisierung bei der Produktion von
Kaffeetassen — nicht fu¨r eine Politik von oben im Sinne von Zielvorgaben geeignet. Ho¨ren Sie auf
ihre Ingenieure und lassen sie diese ein realistisches Bild der Mo¨glichkeiten zeigen.
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