Dynamic flux balance analysis uses a quasi-steady state assumption to calculate an organism's metabolic activity at each time-step of a dynamic simulation, using the well-know technique of flux balance analysis. For microbial communities, this calculation is especially costly and involves solving a linear constrained optimization problem for each member of the community at each time step. However, this is unnecessary and inefficient, as prior solutions can be used to inform future time steps.
optimization problem. We show that there exists a choice of basic index set that allows 52 forward simulation. We then describe an algorithm that chooses this useable basis in 53 order to simulate forward with as few full optimizations as possible. Additionally, our 54 implementation makes use of a slightly less costly optimization problem. Our method is 55 available as a Python package published in the Python Package Index (PyPI) as 56 surfinFBA, and source code is available at 57 https://github.com/jdbrunner/surfin_fba. 58 In this manuscript, we detail how dynamic FBA can be simulated forward without 59 re-optimization for some time interval, and give a method for doing so. We propose 60 conditions on an optimal basic set for the FBA linear optimization problem which 61 allows for forward simulation, and we prove that such a choice exists. We then detail 62 how to choose this basis set, and finally give examples of simulations which demonstrate 63 the power of our method and its speed relative to the classical implementation 64 introduced in [30] . 65 Background 66 Flux balance analysis. 67 With the advent of genetic sequence and the resulting genome scale reconstruction of 68 metabolic pathways, methods have been developed to analyze and draw insight from 69 such large scale models [9] . To enable computation of relevant model outcomes, 70 constraint based reconstruction and analysis (COBRA) is used to model steady state 71 fluxes v i through a microorganism's internal metabolic reactions under physically 72 relevant constraints [9] . One of the most basic COBRA methods, called flux balance 73 analysis (FBA) optimizes some combination of reaction fluxes γ i v i which correspond 74 to increased cellular biomass, subject to the constraint that the cell's internal 75 metabolism is at equilibrium: 76 Γv = 0 (1) where Γ is the stoichiometric matrix, a matrix describing the stoichiometry of the 77 metabolic model. 78 This optimization is of interest because it reflects the optimization carried out by 79 nature through evolution [9] . The vector γ = (γ 1 , γ 2 , ..., γ d ) is an encoding of cellular 80 objectives, reflecting the belief that the cell will be optimized to carry out these 81 objectives. The constraint Eq. (1) means that any optimal set of fluxes found by FBA 82 corresponds to a steady state of the classical model of chemical reaction networks [35] . 83 This reflects the assumption that the cell will approach an internal chemical equilibrium. 84 The optimization is done over a polytope of feasible solutions defined by the 85 inequalities v i,min ≤ v i ≤ v i,max , or possibly more complicated linear constraints. See problem that is carried out. By convention, forward and reverse reactions are not 88 separated and so negative flux is allowed. Linear optimization problems like FBA often 89 give rise to an infinite set of optimal flux vectors v = (v 1 , v 2 , ..., v d ). Geometrically, this 90 set will correspond to some face of the polytope of feasible solutions. To draw Dynamic FBA algorithm given in [30] . This is an Euler method which simply evolves the community forward with constant growth rates and metabolite exchange rates for a single time-step. The method then must recalculate a solution to the linear optimization problem.
Dynamic FBA.
96
Flux balance analysis provides a rate of increase of biomass which can be interpreted as 97 a growth rate for a cell. Furthermore, a subset of the reactions of a GEM represent 98 metabolite exchange between the cell and its environment. By interpreting constraints 99 on nutrient exchange reactions within the metabolic network as functions of the 100 available external metabolites and fluxes of exchange reactions as metabolite exchange 101 rates between the cell and its environment, the coupled system can be modeled. The 102 simplest way to do this is to use an Euler method, as in [30] . The algorithm from [30] is 103 summarized in Fig. 1 .
104
This method is implemented in the COBRA toolbox [8] , but notably requires a 105 complete recalculation of the network fluxes at each timestep. Furthermore, for complex 106 systems, time-steps must be small to avoid numerical error which causes the simulation 107 to fail entirely. In our simulations of an 8-species system, a time-step of 10 −4 was 108 necessary to avoid negative metabolite biomasses, which cause the simulation to behave 109 extremely inaccurate if allowed to continue forward. Thus, to simulate to 1 hour of 110 growth, 10 4 linear programs must be solved for each species.
111
However, resolving the system at each time step is not necessary, as the solution the 112 optimization problem at some initial time can actually be used to compute future 113 optimal solutions. Höffner et al, [34] , used this observation to introduce a variable 114 step-size method for dynamic FBA. In that method a basic index set is chosen by 115 adding biological constraints to the optimization problem hierarchically until a unique 116 optimal solution is found. The challenge of such an approach is in choosing the basis for 117 the optimal solution, as the optimal basis is not guaranteed to be unique. We describe 118 how to choose a basis from among the possibilities provided from an FBA solution 119 which is most likely to remain optimal as simulation proceeds forward. We therefore 120 prioritize reducing the number of times the linear program must be solved.
121
Additionally, a method described as "dynamic optimization approach" was 122 introduced in Mahadevan et al., [29] , however this method is computationally expensive. 123 In particular, the method given in [29] involves optimizing over the entire time-course 124 simulated, and so is formulated as a non-linear program which only needs to be solved 125 once. While this method requires only one optimization, this optimization is itself 126 prohibitively difficult due to the dimensionality of the problem growing with the 127 fineness of time-discretization.
128
The dynamic FBA model for communities. 129 We can write a metabolite mediated model for the population dynamics of a community of organisms x = (x 1 , ..., x p ) on a medium composed of nutrients y = (y 1 , ..., y m ):
where ψ i is a vector of the fluxes of nutrient exchange reactions for organism x i as 130 determined by FBA. Using FBA to determine ψ i is therefore a quasi-steady state
Recall that the basic assumption of flux balance analysis is that, given a matrix Γ i 133 that gives the stoichiometry of the network of reactions in a cell of organism x i that 134 growth g i (y) is the maximum determined by solving the following linear program [9] :
The key observation allowing dynamic FBA is that the optimal solution to this problem 136 also determines ψ i simply by taking ψ ij to be the value of the flux v ij of the 137 appropriate metabolite exchange reaction. For clarity, we will relabel the elements of v i 138
flux. The objective vector γ i indicates which reactions within the cell contribute directly 140 to cellular biomass, and so is non-zero only in elements corresponding to internal fluxes. 141 We can therefore rewrite this vector to include only elements corresponding to internal 142 fluxes, so that the objective of the optimization is to maximize γ i · φ i .
143
The stoichiometry of metabolite exchange reactions is represented by standard basis 144 vectors [9] . Therefore, we can partition Γ i as
where I is the identity matrix of appropriate size, and Γ * i and Γ † i contain the 146 stoichiometry of the internal reactions [9, 39, 40] . 147 We can see from Eq. (5) that ker(Γ i ) is isomorphic to ker(Γ † i ), and so we can Eq. (5) and combine with Eqs. (2) and (3) to form the differential algebraic system
where each φ i is determined by the optimization Eq. (8), all carried out separately.
153
Note that this is a metabolite mediated model of community growth as defined in [27] . 154 That is, the coupling of the growth of the separate microbes is due to the shared pool of 155 metabolites y. Each separate optimization which determines φ i at a single time-step 156 depends on y, and each φ i determines some change in y.
157
We write, for full generality, upper and lower dynamic bounds on internal and 158 exchange reactions, and assume that each function c ij (y) ∈ C ∞ . We let
1 In fact, we can project onto the kernal of the matrix Γ † i and so reduce the dimensionality of the problem. However, in practice this projection is not numerically stable.
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for ease of notation. 161 We now hope to select a basic index set I i for Eq. (10) for each organism x i so that 162 each φ i (t) is a solution to the resulting linear system of equations.
163
Methods.
164
Linear optimization preliminaries.
165
In this manuscript, we will rewrite the FBA optimization problem in the form
where the matrices A and Γ † are derived from the stoichiometric matrix and flux 167 constraints. Such a problem is often referred to as a linear program (LP). We now recall 168 some well known results from the study of linear programming (see, for example [34, 41] ). 169 First, we note that Eq. (11) can be rewritten in the so-called standard form with the 170 addition of slack variables s = (s 1 , ..., s n ) which represent the distance each of the n 171 constraints is from its bound as follows:
Standard form requires that we rewrite
so that we require non-negativity of each variable, 174 and the matrixÃ = [A B], B = −A. We rewrite the problem in this form to make use 175 of established results, and for ease of notation will write φ instead ofφ when it is clear 176 which form of the problem we are discussing. 177 We will make use of the well-known result that there exists an optimal basis or basic 178 set for a bounded linear program [42] . To state this result, we first define the notation 179 B J to be the matrix with columns of [Ã I] corresponding to some index set 180 {k 1 , k 2 , ..., k n } = J , and if B J is invertible we define the notation w J (a) so that
for any a ∈ R n . We may now define an optimal basis and optimal basic set. For a given basic optimal solution vector w, there may be more than one basic index 189 set I such that w = w I (b). Such a solution is called degenerate. Clearly a necessary 190 condition for such non-uniqueness is that there exists some k ∈ I such that w k = 0. 191 This is also a sufficient condition as long as there is some column of [Ã I] which is not in 192 the column space of B I\{k} .
193
Forward simulation without re-solving. 194 Consider again Eq. (10), the linear program that must be solved at each time point of 195 the dynamical system for each microbial population. Information from prior solutions 196 can inform future time-steps as long as the region of feasible solutions has not 197 qualitatively changed. Thus, we may only need to solve the optimization problem a few 198 times over the course of a simulation, rather than at every time step. The key 199 observation making this possible is that the simplex method of solving a linear program 200 provides an optimal basis for the solution. We may often re-use this basis within some 201 time interval, and so find optimal solutions without re-solving the linear program. 202 We would like to find a form of the solution which may be evolved in time. To do 203 this, we turn the system of linear inequalities given in the linear program into a system 204 of linear equations. Then, if this system has a unique solution we have reduced the task 205 to solving a system of equations rather than optimizing over a system of inequalities. 206 We can find such a system of equations by solving the linear program once, and using 207 this solution to create a system of equations whose solution provides the optimal flux 208 φ i , as described above. We then use this same system to simulate forward without the 209 need to re-solve the LP until our solution becomes infeasible.
210
The linear program Eq. (10) is transformed into standard form (Eq. (12)). Then, a basic optimal solution is found with corresponding basic index set I i . The dynamical system Eqs. (6), (7) and (10) can then be evolved in time using Eq. (13). This evolution is accurate until some w ij becomes negative. Then, a new basis must be chosen. That is, until w Ii (c(t)) becomes infeasible, we let (φ j1 (c i (t)), ..., φ jm (c i (t)), s 1 (c i (t)), ..., s n (c i (t))) = w Ii (c i (t)) and replace Eqs. (6), (7) and (10) with
One major difficulty in this technique is that a unique w i does not guarantee a 211 unique basis set I i . If we have some (w Ii ) j = 0 for j ∈ I i , then there exists some 212 alternate setÎ i such that wÎ i = w Ii . Such a solution w Ii is called degenerate. In a 213 static implementation of a linear program, the choice of basis of a degenerate solution is 214 not important, as one is interested in the optimal vector and optimal value. However, as 215 we will demonstrate with Example 1, the choice of basis of a degenerate solution is 216 important in a dynamic problem. In fact, if the system given in Eqs. (14) and (15) is 217 evolved forward until w Ii (c i (t)) becomes infeasible, the time at which the system 218 becomes infeasible is the time at which we have some (w Ii ) j = 0 for j ∈ I i . Thus, we 219 need to resolve Eq. (10) whenever w Ii (c i (t)) becomes degenerate, which will be the 
In standard form at t = 0, this linear program becomes
which has the unique solution w = (10, 10, 0, 0, 0). There are three choices of basic index 224 sets: A basis for the flux vector. 234 We now provide a method to choose a basis I i for each organism x i in the case of a 235 degenerate solution. Consider an optimal solution w i to the linear program Eq. (12).
236
To simulate forward according to Eqs. (14) and (15), we need for each organism x i a 237 basic index set I i such that
so that the solution remains feasible, and furthermore thatẇ i is optimal over the 239 possible choice of basic index sets for w i . This is obviously a necessary condition for 240 forward simulation within some non-empty time interval, and can be made sufficient 241 (although no longer necessary) by making the inequality (w Ii ) j = 0 ⇒ẇ ij ≥ 0 strict. 242 We use the relaxed condition for more practical applicability. 243 First, we show that such a solution exists. Lemma 1. For a linear program with the form given in Eq. (12) with a basic optimal 245 solution w, there exists a basic index set I such that Eq. (18) holds andẇ is optimal 246 over the possible choice of basic index sets for w.
247
Proof. For convenience, we now restate Eq. (12):
where we write (φ, s) = w. 248 We note that there is a finite number of basic index sets for w, and so we need only 249 show that there exists I such that Eq. (18) holds. Then, the existence of an optimal 250 such I follows trivially.
251
If w is not degenerate, then the unique choice of basic index set I satisfies Eq. (18) . 252 To see this, simply note that if w is non-degenerate, then for every i ∈ I, w i > 0. Thus, 253 Eq. (18) 
and that if w j = 0 then either j ∈ J * or w j = s k where k ∈ J so that m k ·φ = c k (i.e. 264 s k is a slack variable and s k = 0). Notice that because Eq. (12) has a bounded solution, 265 then we can assume without loss of generality that if M ∈ R q×r , then rank (M ) = r (i.e. 266 M is full rank) because w must satisfy at least r linearly independent constraints. If this 267 is not the case, then the problem can be projected onto a lower dimensional subspace. 268 Consider the linear program
Assume that there is some basic optimal solution to Eq. Finally, we take I = (Î \ J * ) ∪ J c and note that this basis set enforces exactly the 280 same r linearly independent constraints asM 2 .
281
We now prove that there is some basic optimal solution to Eq. (20) with a basic 282 index setÎ such that exactly r slack variables are non-basic, where r is the rank of the 283 matrix M .
284
First we note that for any basic optimal solution, if there are r * > r slack variables 285 which are non-basic, then there are r * rows of BÎ which are non-zero only in the 286 columns of M . Therefore, BÎ is not invertible. We can conclude that the number of 287 non-basic slack variables is at most r.
288
Next, supposeẇ * is a basic optimal solution with basis I * such that there are 289 r * < r slack variables which are non-basic. 290 We would like to assume that there are at least r slack variables s * k corresponding to 291 r linearly independent constraints such that s * k = 0. Recall thatÃ was formed with 292 repeated (negated) columns in order write the problem in standard form (the 293 non-negativity bounds of Eq. (12) are artificial). Therefore, we can find some vector x 294 in the kernel of the matrix formed by the rows ofÃ corresponding to zero slacks which 295 also has x · γ = 0. We can therefore find a vector y in the kernel of 296 Ã J I 0 −I J * 0 I which has y k = 0 if s k = 0 and y j = 0 if s j = 0 and s j corresponds to a constraint that 297 is not a linear combination of the constraints corresponding to the s k = 0. There is at 298 least one such constraint as long as the 0 slack variables correspond to constraints with 299 span less than dimension r, and so we can takeẇ + λy for some λ and so increase the 300 number of non-zero slack variables. We can therefore assume without loss of generality 301 that there are at least r slack variables s * k corresponding to r linearly independent 302 constraints such that s * k = 0, as was desired. 303 We can finally choose some linearly independent set of r constraints which 304 correspond to 0 slack variables, and call the matrix whose rows are these constraint linearly independent from the columns corresponding to the r * non-slack basic variables. 308 We can conclude that if
then there is some λ k = 0 where k corresponds to the index of a slack variable with 310 s k = 0. We can remove k from the basic index set and add j without changingẇ * , and 311 therefore preserving optimality and feasibility. We have then increased the number of Dynamic FBA algorithm following Lemma 1. Note that for numerical stability and speed, we may store the matrices Q i , R i such that Q i R i = B i is the QR-factorization of B i rather than either storing B −1 i or solving completely during each time step of numerical integration. Implementation. 316 We implement dynamic FBA for python in the package surfinFBA. The main algorithm 317 begins by computing an in initial optimal internal flux vector each species according to 318 Eq. (10) . A secondary optimization is then carried out, which can be specified by the 319 user. If no secondary objective is provided, the program default is to minimize total 320 internal flux. If the optimal solution is not degenerate, we may begin simulating forward 321 until the solution becomes infeasible, and then repeat. Either the initial solution to 322 Eq. (10) or the solution found when the initial solution becomes infeasible will be 323 degenerate. Then, a new basis must be chosen as implied by Lemma 1. Note that in 324 practice, the way that we form the matrix A guarantees that rank (A) = d, where 325 φ ∈ R d (i.e. d is the number of internal fluxes).
326
To choose among possible bases of a degenerate solution, we form a second linear 327 program analogous to Eq. (18) in the following way. We first find all constraints a j (i.e. 328 rows of A i or Γ † i ) such that a ij · φ i = c ij (t), calling this set S i . Note that this set 329 contains all the rows of Γ † i , for which we regard c ij (t) = 0 for all t > 0. Note that if the 330 solution given is a basic optimal solution, the rank of the matrix whose rows are a ij for 331 a ij ∈ S i is d, where again d is the number of internal fluxes. This is true because we 332 include constraints of the type a < φ ij < b as rows of A i .
333
Then, we solve the linear program
We may then use any basis B i I which solves Eq. (26) as long as it has exactly d 335 non-basic slack variables. Lemma 1 tells us that such a choice exists, although it may be 336 necessary to manually pivot non-slack variables into the basis set given by the numerical 337 solver 3 . Note that we do not need the entire basis B i I , but instead only need the d × d 338 submatrix formed by rows of A i or Γ † i which correspond to non-basic slack variables in 339 the solution to Eq. (26). These appear as rows (a i , 0) in B i I , and so this sub-matrix 340 uniquely determines φ i . We call this smaller matrix B i , and label the set of row indices 341 as J .
342
The chosen basis J and corresponding constraints is used to simulate forward until 343 the solution becomes infeasible. At that time, we have an optimal solution to Eq. (10) 344 simply by continuity. We therefore do not need to resolve Eq. (10) but instead re-form 345 and solve Eq. (26) . 346 Results.
347
Error estimation.
348 Figure 3 implies that a simulation of a microbial community can be divided into time 349 intervals on which the algorithm is exact. That is, there exits some sequence 350 t 0 = 0 < t 1 < · · · < t n−1 < t n = T such that if we know the optimal flux vectors w i (t l ) 351 at time t l , then Lemma 1 implies the existence of a set of invertible matrices B l i such 352 3 In testing the algorithm, this was necessary when using IBM ILOG CPLEX Optimization Studio to solve, but not when using The Gurobi Optimizer.
March 7, 2020 11/18 that solutions to Eqs. (14) and (15) are solutions to Eqs. (6), (7) and (10) for
. Therefore, if we are able to identify the t l exactly, then Fig. 3 provides 354 exact solutions to the dynamic FBA problem Eqs. (6), (7) and (10) . Of course, 355 numerical limitations imply that we will not re-optimize precisely at each t l , and so we 356 must investigate the impact of this error. However, once re-optimization is done, the 357 method is again exact. The result is that we have no local truncation error for any time 358 step taken between re-optimization after t l and the interval endpoint t l+1 , except for 359 error due to numerical integration.
360
Assume that t l−1 is known exactly, and N is such that 361 t 1 = t l−1 + (N − 1)∆t ≤ t l < t l−1 + N ∆t = t 2 , so that there is some possible error in 362 the interval [t 1 , t 2 ]. We can estimate the accumulated error in this time interval using a 363 power series expansion. Let x(t), y(t) be solutions to Eqs. (6), (7) and (10) andx,ỹ be 364 solutions given by Fig. 3 for t ∈ [t 1 , t 2 ). Furthermore, let B l−1 i be the invertible 365 matrices derived by solving Eq. (10) at t l−1 and B l i those derived by solving at t l . Then, 366 x(t 1 ) =x(t 1 ) and y(t 1 ) =ỹ(t 1 ). For each x i we expand, assuming some regularity of 367 the functions c(y),
and see that this method gives first order local error in time steps that require a 369 re-optimization.
370
The local error, while first order, only appears at time steps in which a 371 re-optimization occurred, and so global error will scale with the number of necessary 372 re-optimizations. This is in contrast with Fig. 1 , which gives first order local error at 373 every time-step.
374
Number of optimizations. 375 One way in which we can assess the usefulness of Fig. 3 in relation to the classical 376 algorithm (Fig. 1) is to estimate the number of times a linear program must be solved in 377 a simulation with a given error tolerance. In addition to the obvious relationship with 378 the speed of the simulation, the number of re-optimizations needed also effects the 379 accuracy of Fig. 3 , as we showed in the previous section. Computational time. 385 We can also compare implementations of Fig. 3 and Fig. 1. Figure 1 is analogous to 386 Euler's method for computing solutions to ordinary differential equations, and is 387 likewise depended on time-step size for both speed and accuracy. Simulating 388 communities of more than a single organism required a time step size of 10 −4 in order 389 to avoid numerical error which caused the solution to terminate. For too large a step communities using the FBA methods of the COBRAPy Python package [8] . The exact 393 implementations of Fig. 3 and Fig. 1 that we compared are available for download as a 394 Python package at https://github.com/jdbrunner/surfin_fba. 395 Figure 5 (a) shows the wall time to simulate dynamic flux balance analysis with no 396 microbial dilution, metabolite dilution, or metabolite replenishing for various small 397 communities. To test the algorithms, we assumed linear nutrient uptake with randomly 398 drawn nutrient uptake rates. That is, in Eq. (10) we took for each organism i 399 c 2 ij (y) = κ ij y j
with κ ij ∈ (0, 1) chosen uniformly at random. For each community and choice of {κ ij }, 400 we simulated using both algorithms and recorded wall time to simulate. Figure 5 
shows the time length of the simulation per organism. We can see that, for small 402 communities at least, the time to simulate using Fig. 3 scales linearly with community 403 size.
404
Examples & applications.
405
An 8 species community model.
406
Our method can be used to simulate a community of eight microorganisms using "off 407 the shelf" models downloaded from the online bacterial bioinformatics resource 408 PATRIC [18] . We simulate the eight species used in Friedman et. al [21] using Fig. 3 in 409 a low flow chemostat with random metabolite uptake rates and random microbial death 410 rates. The community dynamics are shown in Fig. 6 . 411 Fig 6. 8 Species low-flow chemostat community model with random microbial death rates and metabolite uptake rates. This is model S 15221630L160611764JTE-3n R02da F1OS 65, which simulates the a community of the 8 species used in Friedman et. al [21] using Fig. 3 . Metabolic models for each species were downloaded from the online bacterial bioinformatics resource PATRIC [18] .
We can also inspect the dynamics of the metabolite biomass in the medium.
412
Interestingly, many metabolites show non-monotonic dynamics, and thus interesting 413 transient behavior before equilibrium is reached. In Fig. 7 , we show one such metabolite, 414 uracil. Furthermore, we can inspect the effect microorganism i has on the metabolite 415 over time by inspecting (−Γ * i φ i ) j , where j corresponds to this metabolite. For example, 416 we see that P. citronellolis initially consumes uracil ((−Γ * i w i ) j < 0), but later switches 417 to producing the metabolite. In the eight species community model shown in Fig. 6 , uracil biomass changes in complicated ways. We can see which microorganisms are having an effect on this metabolite by inspecting each organism's contribution toẏ. When this is positive, this organism is producing the metabolite, and when it is negative, the organism is consuming the metabolite. Interestingly, P. citronellolis transitions from initially consuming to later producing uracil. Community growth effects.
437
As we saw in previous section, community growth outcomes depend on the choice of 438 nutrient uptake rates κ ij . Using Fig. 3 , we can perform monte-carlo sampling in order to 439 understand the possible effects on some microorganism of growing in some community. 440 To do this, we randomly sample the set of uptake rates κ ij and run simulations of 441 various communities for the chosen uptake rates. Then, the correlation between 442 communities of final simulated biomass of some organism can be interpreted as the effect 443 of the community on the growth of that organism. A correlation less than 1 between 444 growth of an organism in different communities indicates that the community is having 445 some effect. To see the direction of this effect, we can fit a simple linear regression 446 model (best fit line) to the final simulated biomasses. Then, the slope of this line tells 447 us if the organism benefits or is harmed by being in one community over another. 448 We again simulated P. putida, P. chlororaphis and P. veronii using models from 449 PATRIC. Each organism grew to a larger final simulated biomass when alone compared 450 to when in a trio with the other two. However, this difference was much less for P. 451 veronii, which in general out-competed the other two species. These results are shown in 452 Fig. 9 . 
