We study network models where flows cannot be split or merged when passing through certain nodes, i.e., for such nodes, each incoming arc flow must be matched to an outgoing arc flow of identical value. This requirement, which we call no-split no-merge (NSNM), appears in railroad applications where train compositions can only be modified at yards where necessary equipment is available. This combinatorial requirement is crucial when formulating problems occurring in the unit train business. We propose modeling approaches to represent the NSNM requirement. In particular, we give a linear formulation of the requirement on a single node that describes the convex hull in a lifted space. We present a cut-generating linear program to obtain valid inequalities in the original space of variables, and introduce a polynomial-time procedure to lift strong inequalities of lower-dimensional models into strong inequalities of the original model. In addition, we identify an exponential family of facet-defining inequalities that can be separated efficiently. To evaluate our results computationally, we study a stylized unit train problem. We compare a solution approach based on our results with one that relies on column generation. We then show that our results significantly reduce relaxation times and gaps when compared to leading commercial branch-and-cut software.
Introduction
We study a combinatorial requirement that occurs in the formulation of practical unit train problems. This requirement is that for some nodes of a network, the flow of incoming arcs must be sent through outgoing arcs without being split or merged.
In this paper, we perform a polyhedral study of NSNM and develop cutting plane techniques to improve the formulation of problems that contain this requirement. Such an approach has been successfully used in the past for the study of other MIPs defined on networks. For instance, cutting plane approaches have proven beneficial in the solution of network design problems; see [7, 9, 16, 2, 3, 24, 26] . Cutting plane approaches have also been studied for transportation problems related to railroads, including locomotive assignment; see [31] . Polyhedral results have also shown helpful in the design of heuristic procedures. [11] proposes a matheuristic mechanism for a class of service network design problems that combines a cutting plane procedure and a variable-fixing procedure to obtain high quality solutions efficiently.
In addition to train scheduling problems, the NSNM requirement also appears in the unsplittable flow problem (UFP) where demand must be satisfied via flows that cannot be split or merged throughout the network. Several variants of UFP have been studied in the computer science literature, most of which are NP-hard; see [4] . Approximation algorithms have been proposed for some of these problems; see [19] for a review. Many of these algorithms proceed by rounding a solution to a linear programming (LP) relaxation of the problem; see [13] and [20] . The NSNM requirement also appears in information infrastructure and telecommunication problems arising in bandwidth allocation and virtual-circuit routing; see [17] . Additional applications in packing, partitioning and load balancing are described in [19] .
Contribution
We study the NSNM requirement as it is one of the main sources of difficulty in the modeling of certain optimization problems in transportation, computer science, and information technology. In Section 2, we present formulations of this requirement in both the original and lifted spaces of variables. In particular, we introduce an extended formulation whose LP relaxation provides the convex hull of single node flow problems with NSNM requirement. We further show that the strength of extended formulations can be harnessed in the space of original variables through the solution of a cut-generation linear program. We then propose lifting procedures that use seed inequalities for easily constructed restrictions of the problem, and convert them into strong inequalities through a polynomial-time procedure. We derive a family of closed-form lifted facetdefining inequalities that can be used in the space of original variables, and can be separated in polynomial time. In Section 3, we present a stylized optimization model for unit train scheduling. We perform computational experiments on this model to evaluate the impact of the approaches we propose. Our results suggest that cutting plane techniques are better suited than column generation approaches for this problem, especially when the underlying network is large. In addition to yielding LP relaxations that are smaller in size and faster to solve, a rudimentary implementation of our results produces bounds better than those generated by CPLEX through its arsenal of cuts and preprocessing techniques.
Notation. We use the following notation throughout the paper. Consider a set S := {(x; y) ∈ R n × Z m | Ax + By = c} where matrices A and B, and vector c are of conforming dimensions. We denote the convex hull of S by PS. We represent the LP relaxation of S obtained by removing integrality requirement on integer variables by LS. Further, we use proj x (S) to represent the projection of S onto the space of variables x. Finally, we refer to the dimension of S by dim (S).
Polyhedral Analysis
In this section, we study the single node flow problem with n incoming arcs and m outgoing arcs under the NSNM requirement. All proofs can be found in the Appendix. We denote the flow on incoming arc i by x i for i ∈ N := {1, . . . , n} and the flow on outgoing arc j by y j for j ∈ M := {1, . . . , m}. We denote the capacity of incoming arc i by u i for i ∈ N and the capacity of outgoing arc j by v j for j ∈ M . We define w i,j := min{u i , v j }. In addition to flow balance, we require that each nonzero incoming flow x i be paired with a single outgoing flow y j of identical value (i.e., x i = y j ) and that each nonzero outgoing flow y j be paired with a single incoming flow x i of identical value. We say that such a flow satisfies the NSNM requirement and use the notation x y to represent it.
Using the above notation, we formulate the single node set with NSNM requirement as
In the remainder of this paper, we impose There is no loss of generality in Assumption 1 since arcs can be reordered. When u n > v m , no outgoing arc can accommodate a flow of value u n . The capacity of arc n can therefore be reduced to v m without altering S n,m . Similarly, when v m > u n , v m can be reduced to u n , justifying Assumption 2.
It is clear that PS n,m is a polytope since S n,m is a finite union of polytopes. We next describe a useful property of the extreme points of PS n,m .
Proposition 1.
Let (x;ȳ) be an extreme point of PS n,m . Then, for any i ∈ N ,x i = 0 orx i = w i,j for some j ∈ M . Similarly, for any j ∈ M ,ȳ j = 0 orȳ j = w i,j for some i ∈ N .
Even though practical problems including those appearing in train scheduling contain several nodes with NSNM requirements, we claim that deriving strong formulations for the single node model S n,m is crucially important. First, even when multiple nodes are subject to NSNM restrictions, these requirements are expressed for each node individually. Improved formulations for each node can therefore lead to better relaxation bounds for the full model. An example of the success of approaches that study single node relaxations is the fixed-charge network problem where solvers routinely apply cuts such as flow covers derived from single node structures; see [15, 25, 29] . Second, through suitable aggregation, single node models can be used to capture some of the complexity associated with multiple NSNM requirements. We elaborate on this comment next.
Consider the network of Figure 1 where nodes that are shaded have NSNM requirements while the others only need to satisfy balance equations. The NSNM requirement on individual nodes also implies an NSNM requirement between the red dashed arcs (associated with variables x 2 , x 3 , x 5 , x 6 , x 10 ) and the green semi-dotted arcs (associated with variables x 9 , x 11 and x 12 ). More generally, for a subset E of nodes of a network, we refer to the set of arcs whose heads belong to E and whose tails do not belong to E as δ − (E). Similarly, we define δ + (E) to be the set of arcs whose tails belong to E and whose heads do not belong to E. If E is a subset of nodes all satisfying the NSNM requirement, then the resulting single node set with incoming arcs δ − (E) and outgoing arcs δ + (E), which we denote by S E , satisfies NSNM. Since S E is a relaxation of the initial problem, valid inequalities obtained for this set can be used as cutting planes for the initial model.
We next argue that adding inequalities obtained for PS E where E contains multiple nodes can tighten relaxations that only consider single node sets with NSNM requirements. Similarly, we show that inequalities obtained from single node sets with NSNM requirements are not always implied by the inequalities derived for PS E where E contains multiple nodes. Example 1. Consider the network of Figure 2 , where all three nodes satisfy the NSNM requirement. The arcs associated with variables x 1 , . . . , x 6 have capacities 4, 4, 2, 2, 4, and 4, respectively. First, we show that the relaxation obtained by convexifying single node sets contains points that are cut by inequalities derived for a multi-node aggregation. Considerω = (x 1 ,x 2 ,x 3 ,x 4 ,x 5 ,x 6 ) = (3, 2, 2, 1, 0, 1). We show thatω belongs to the intersection of convex hulls of S {1} , S {2} and S {3} . Note that there is a slight abuse of notation in the above statement as S {i} has three variables while S has six. However, in such a case, we understand S {i} to be the set in six variables obtained by reintroducing the missing variables and by considering them to be free. Proposition 1 implies that PS {1} has extreme points ν 1 = (x 1 , x 2 , x 4 ) = (0, 0, 0), ν 2 = (4, 4, 0) and ν 3 = (2, 0, 2). Therefore, (x 1 ,x 2 ,x 4 ) = 1 2 ν 2 + 1 2 ν 3 belongs to PS {1} . Similar arguments show that (x 2 ,x 3 ,x 5 ) ∈ PS {2} , and (x 4 ,x 5 ,x 6 ) ∈ PS {3} . On the other hand, it is easy to verify that the subvector (x 1 ,x 3 ,x 6 ) ofω cannot be represented as a convex combination of the extreme pointsν 1 = (x 1 , x 3 , x 6 ) = (0, 0, 0), ν 2 = (2, 2, 0) andν 3 = (4, 0, 4) of of PS {1,2,3} . Proposition 1 implies that (x 1 ,x 3 ,x 6 ) / ∈ PS {1,2,3} .
Next, we show that the relaxation obtained by aggregating nodes 1 and 3 in the network of Figure 2 is not contained in PS {1} . It is clear that the pointω = (x 1 ,x 2 ,x 5 ,x 6 ) = (3, 4, 4, 3) belongs to S {1,3} ⊆ PS {1,3} . However, (x 1 ,x 2 , x 4 ) does not satisfy the balance equation in the description of S {1} for any x 4 ≥ 0. We conclude that this point does not belong to PS {1} .
Example 1 suggests that cutting planes derived from different node aggregations can improve LP relaxation bounds. Our numerical experiments in Section 3 support this claim. 
Extended Formulations
Before focusing on formulations of S n,m in the space of original variables x i and y j , we first study a natural extended formulation, show that it is not sharp, and then introduce an alternative extended formulation that is locally ideal ; see [30] for a discussion of sharp and locally ideal formulations. For (i, j) ∈ N × M , we define binary variable z i,j to take value 1 if the flow on incoming arc i is routed onto outgoing arc j. The resulting MIP formulation is:
0
Constraint (1a) in conjunction with (1b) ensures that when z i,j equals 1, then the incoming flow through arc i equals the outgoing flow through arc j. Constraints (1c) and (1d) ensure that the flow on an arc is positive only if it is paired with another arc. Constraints (1e) and (1f) impose that each incoming arc is matched with no more than one outgoing arc and vice-versa. Constraint (1g) is the balance equation. Even though it is naturally satisfied by mixed integer solutions, there are fractional solutions that do not satisfy it. We denote the set of feasible solutions to (1a)-(1i) by T n,m . As a result, T n,m is an extended formulation of S n,m , i.e., Proposition 2. It holds that proj (x,y) T n,m = S n,m .
We next show through an example that T n,m is not a sharp formulation of S n,m i.e., its LP relaxation LT n,m contains extreme points whose projections do not belong to PS n,m .
Example 2. Consider an instance of T 2,2 where u = (5, 7) and v = (3, 7). Consider a point (x;ŷ;ẑ) wherex = (5, 5),ŷ = (3, 7),
. Vector (x;ŷ;ẑ) is an extreme point of LT 2,2 yet (x;ŷ) does not satisfy the NSNM requirement in S 2,2 . Further, the projection of (x;ŷ;ẑ) onto the space of original variables (x; y) does not belong to PS 2,2 since it cannot be obtained as a convex combination of its extreme points (5, 3; 3, 5) , (5, 0; 0, 5) , (3, 7; 3, 7) , (3, 0; 3, 0) and (0, 0; 0, 0); see Proposition 1.
Example 2 implies that T n,m does not yield the strongest relaxation of PS n,m , i.e., proj (x;y) LT n,m ⊃ PS n,m . To obtain stronger LP relaxations, we introduce the following model where z i,j equals 1 if 7 and only if x i = y j = w i,j for (i, j) ∈ N × M :
We denote the set of feasible solutions to (2a)-(2f) by D n,m . We note that D n,m is not an extended formulation for S n,m , as its projection onto the space of variables (x; y) only contains extreme solutions of S n,m and not all of its feasible solutions. Nevertheless, D n,m is locally ideal, i.e., it has an integral LP relaxation whose projection onto the space of variables (x; y) gives PS n,m .
Proposition 3. It holds that proj (x;y) LD n,m = PS n,m .
The proof of Proposition 3 establishes that the projection of convex hulls of D n,m and T n,m onto the space of variables (x; y) are equal. The stronger claim that the convex hulls of these sets are identical does not hold in general. This stems from the fact that T n,m may contain extreme points where z i,j = 1 and x i = y j = 0 for some (i, j) ∈ N × M , while such points do not belong to D n,m .
Unlike formulation T n,m , D n,m cannot be used in MIP models since it only encodes the extreme points of S n,m . Its advantage over T n,m however is that it is locally ideal. This property has two main practical implications that we use in our computational experiments in Section 3. First, a cut-generating linear program (CGLP) can be devised to obtain valid inequalities for PS n,m in the space of original variables; see Section 2.2. Second, since LD n,m gives the convex hull of individual NSNM in a higher dimension, its addition to the initial LP relaxation of the problem provides the best bound that can be obtained by convexifying NSNM for individual nodes.
For practical problems related to unit train scheduling, in which monthly planning is formulated over a time-space network, LD n,m is too large to be embedded directly inside of the LP relaxation of the initial problem. An alternative approach is to use path-based models together with column generation. Our computational experiments in Section 3 show that the approach we investigate here has two main advantages over the one based on column generation. First, the column generation approach provides weaker primal and dual bounds for larger size networks, which are of more practical interest. Second, the column generation approach does not seem to be as effective as the cutting plane approach even when the only combinatorial constraints in the underlying problems are NSNM requirements. We therefore believe that the benefits of obtaining a strong formulation of the NSNM requirement in the space of original variables will become even more evident on large size practical problems where a variety of other combinatorial requirements on the flow variables are imposed, as cutting planes generated for various substructures can be handled with little effort inside of current commercial codes. 8 
Formulations in the Space of Original Variables
We now study the convex hull of S n,m in the space of original variables x and y. We present a few observations to streamline our derivation. First, if i∈N α i x i + j∈M β j y j ≤ γ defines a face of PS n,m , then this face can also be represented by the inequality i∈N \{1} (α i − α 1 )x i + j∈M (β j + α 1 )y j ≤ γ since x 1 = j∈M y j − i∈N \{1} x i . In the remainder of this section, whenever considering a valid inequality for PS n,m that contains variables other than x 1 , we use the balance constraint to eliminate x 1 . Second, because the definition of S n,m is symmetric in variables x and y, families of valid inequalities for PS n,m come in mirroring pairs as described in the next remark.
Remark 1. Consider an instance of PS n,m with variables x and y where incoming arcs have capacities u ∈ R n and outgoing arcs have capacities v ∈ R m . Let α i (u, v) for i ∈ N , β j (u, v) for j ∈ M and γ(u, v) be functions of arc capacities u and v. Further, let C(u, v) represent a set of conditions defined on these arc capacities. Assume that the inequality i∈N α i (u, v)
is valid for the single node set with variables x and y where incoming arcs have capacities v and outgoing arcs have capacities u.
A Cut-Generating Linear Program.
It follows from Proposition 3 that it is possible to obtain a description of PS n,m in the space of original variables by projecting LD n,m onto the space of variables (x; y) through, say, FourierMotzkin elimination; see [32] for a description. Further, it follows from [6] that facet-defining inequalities of PS n,m correspond to extreme rays of the projection cone, even though not all extreme rays of the projection cone correspond to facet-defining inequalities of PS n,m . Expressing free dual variables α and β as differences of nonnegative variables, we obtain the following result. 
where ξ = (α + ; α − ; β + ; β − ; γ; θ; π). Then, for any ξ ∈ C, i∈N (α
is valid for PS n,m . Further, every facet-defining inequality of PS n,m is of the form (3) for some extreme ray of C. Proposition 4 shows that there is a polynomial time algorithm to identify a valid inequality for PS n,m that is violated at (x * ; y * ) for each (x * ; y * ) / ∈ PS n,m . The coefficients of this inequality can be obtained by solving the following CGLP
where the normalization equality (4c) is added to ensure that the problem is bounded when a violated inequality exists. In particular, a positive value for φ * indicates the existence of a violated cutting plane, while a nonpositive value establishes that (x * ; y * ) ∈ PS n,m . We evaluate the effectiveness of CGLP computationally in Section 3. We mention however that CGLP can be relatively slow to solve for large problems and that the cuts it produces are not guaranteed to be facet-defining inequalities for PS n,m . For these reasons, we next identify structured families of facet-defining inequalities for PS n,m .
Convex Hull Descriptions for Special Cases.
We first study special cases of S n,m for which we can derive a complete convex hull description. One such situation occurs when all arcs have equal capacities. In the ensuing statement, RS n,m is the relaxation of S n,m obtained by removing the NSNM requirement x y.
Next, we consider the case where there is a single outgoing arc. In this case, u n = v 1 according to Assumption 2.
Proposition 6. A linear description of PS n,1 is given by
The proof of Proposition 6 relies on the fact that PS n,1 has n + 1 extreme points and therefore their convex combinations define a simplex. Through Remark 1, Proposition 6 also provides a linear description for PS 1,m . Next, we consider the case with two incoming and two outgoing arcs. We give results for the situation where u 1 ≤ v 1 ≤ v 2 = u 2 , as the result for the other case where v 1 ≤ u 1 ≤ u 2 = v 2 can be obtained using Remark 1.
Proposition 7 can be proven by projecting over (x; y) a higher-dimensional representation of the convex hull obtained using disjunctive programming.
Lifting Results.
We next focus on the derivation of facet-defining inequalities for PS n,m where n ≥ 2 and m ≥ 2, since the other cases are studied in Section 2.2.2. We present in Example 3 an instance of a single node model with three incoming and three outgoing arcs that we use in the remainder of the paper to illustrate our results.
The facet-defining inequalities of P S 3, 3 are diverse in structure. In particular, the 45 equalities/inequalities necessary in the description of P S 3, 3 are listed in Table 7 .
Next, we introduce a procedure to lift strong inequalities of lower-dimensional restrictions of S n,m into strong inequalities for PS n,m . Motivated by Proposition 1, we consider restrictions of S n,m where some variables x i are fixed either at 0 or w ij for some j ∈ M , and then projected out of the description. These restrictions of S n,m have fewer variables, which simplifies the derivation of facet-defining seed inequalities for lifting; see [27] for a survey of lifting results in MIP.
In the remainder of this section, we use [I, J, K] to represent I ⊆ N , J ⊆ M , and K ⊆ (N \ I) × (M \ J) such that for each distinct pair (i 1 , j 1 ) and (i 2 , j 2 ) in K, i 1 = i 2 and j 1 = j 2 . We define
is a restriction of S n,m where I (resp. J) denotes the indices of variables x (resp. y) that are fixed at zero, while K denotes the indices of pair of matching variables that are fixed at their maximum joint capacity values. Further, for any [I, J, K], we define K x = {i | (i, j) ∈ K, for some j ∈ M \ J} as the set of indices of variables x that are in a matching pair of K. Similarly, we define We next describe two polynomial lifting procedures. The first lifts variable x i (resp. y j ) for i ∈ I (resp. j ∈ J) from zero. The second simultaneously lifts variables x i and y j for (i, j) ∈ K.
For any [I, J, K], we denote a valid inequality of S n,m X,Y by α x + β y ≤ γ, where x (resp. y) indicates a vector in the space of variables x i (resp. y j ) for i ∈ X (resp. j ∈ Y .) We refer to y −j as the vector with all elements of y except y j . The next proposition describes a procedure for lifting a single variable x i fixed at zero. Lifting a variable y j fixed at zero is similar.
where
for j ∈ Y . Then,
defines a face of PS n,m X∪{k},Y of dimension at least d + 1.
Proposition 9 describes a procedure to simultaneously lift a pair of variables x k and y l with indices (k, l) in K.
Then, for any extreme point (λ,μ) of X , the inequalitȳ
defines a face of PS n,m
X∪{k},Y ∪{l} of dimension at least d + 2.
The lifting problems described in Propositions 8 and 9 require the solution of a polynomial number of optimization problems with a linear objective function over a single node problem with NSNM requirement. We next show that optimizing a linear function over PS n,m is equivalent to solving an assignment problem, and hence it can be solved in strongly polynomial time; see [28] .
Proposition 10. The optimization problems
are such that ψ * =ψ * . Further, if z * is an optimal solution of (Q), then (x * ; y * ) is an optimal solution of (Q) where x * i = j∈M w i,j z * i,j for i ∈ N , and y * j = i∈N w i,j z * i,j for j ∈ M . Conversely, if (x * ; y * ) is an optimal extreme point of (Q) with matching M * , then z * is an optimal solution of (Q) where z * i,j = 1 for (i, j) ∈ M * , and
Propositions 8, 9 and 10 lead to polynomial algorithms to derive facet-defining inequalities for PS n,m . We first form restrictions of PS n,m for which we can readily identify facet-defining inequalities (e.g. PS n,1 , PS 1,m and PS 2,2 studied in Section 2.2.2). We then lift these inequalities to obtain facet-defining inequalities for PS n,m as recorded next.
Then, when applied to seed inequality α x + β y ≤ γ and independent of the ordering of elements of I, J, and K, the lifting procedures of Proposition 8 for I and J and of Proposition 9 for K yield a facet-defining inequality for PS n,m . Further, each such lifted inequality can be computed in O(ζ 3 (|I| + |J| + |K|nm)) where ζ = max{n, m}.
In Example 5, we illustrate the use of the lifting procedures introduced in this section on the set S 3,3 of Example 3. In particular, we show that all nontrivial facet-defining inequalities of P S 3,3 can be obtained through lifting. This example indicates that the above lifting procedure is a powerful algorithmic tool to obtain a rich pool of facet-defining inequalities for PS n,m . 
Families of Closed-Form Facet-defining Inequalities.
From a practical perspective, even though the lifting problems of Section 2.2.3 can be solved in polynomial time for a given seed inequality and a given lifting order, the choices of variables fixing and lifting orders may lead to an exponential number of lifted inequalities. Separating these inequalities through enumeration would result in intense computational effort for large size problems. For this reason, we identify in this section a class of lifted inequalities that can be separated efficiently.
Before describing this class of facet-defining inequalities of PS n,m in closed-form, we first give results about trivial inequalities, i.e., constraints in the description of LS n,m . Proposition 12 shows that the balance constraint is the only equality holding for all solutions of PS n,m , and establishes that most trivial inequalities are facet-defining for PS n,m .
Proposition 12. (i) It holds that dim(PS
When applied to Example 3, Proposition 12 shows that inequalities imposing lower bounds on all variables and those imposing upper bounds on variables x 1 , x 2 and y 1 are facet-defining for P S 3, 3 . These inequalities are labeled (A1)-(A10) in Table 7 . Proposition 12(iii) also shows that x 3 ≤ 13, y 2 ≤ 11 and y 3 ≤ 13 are not facet-defining for P S 3, 3 .
We next introduce a family of non-trivial valid inequalities for PS n,m and give sufficient conditions for them to be facet-defining. A graphical representation of how the parameters of these inequalities relate to each other is given in Figure 3 .
where R = {k + 1, . . . , n} \ P , H = {h + 1, . . . , m}, and where all denominators are nonzero, is valid for PS n,m . Further, (11) is facet-defining for PS n,m if any of the following conditions holds:
. . , t} where q f = h − t + f and
We originally obtained the NSNM inequality (11) through an application of the lifting procedures of Section 2.2.3. To give an illustration, we describe the steps for the case where P = L = ∅.
In this case, we use
x k+1 + y j ≤ u k as a seed inequality for the restriction of S n,m that contains variables x k , x k+1 , y j and y g for some g ∈ M \ {j}. This inequality is given in Proposition 7. Then, we use Proposition 8 to sequentially lift the projected variables. First, we lift x r for r ∈ {1, . . . , k − 1} and obtain coefficients 0. Next, we lift x r for r ∈ {k + 2, . . . , n} and obtain coefficients u k −w r,j w r,j
. Finally, we lift y s for s ∈ M \ {j, g} and obtain coefficients 0. The resulting inequality is (11) .
The procedure to obtain (11) for cases (ii)-(iv) is similar in that we first derive a seed inequality for a certain restriction, and then we sequentially lift it into the space of the fixed variables according to a certain ordering. While such derivation gives an intuitive understanding to the NSNM inequality (11), its steps are cumbersome. For this reason, the proof that we give utilizes a shorter case-by-case analysis.
The conditions under which Proposition 13 is established are not symmetric with respect to variables x and y. Remark 1 then directly implies that another family of facet-defining inequalities can be derived by switching the roles of x and y. The resulting inequality, which we refer to as reverse NSNM inequality is described in Proposition 15. are NSNM and reverse NSNM inequalities. A complete list of these inequalities together with the choice of indices that explains them can be found in Table 9 .
NSNM inequalities are exponential in number because they allow for any subset P of {i, . . . , n} to be chosen. However, since indices not included in P are included in R, deciding whether to include an index in P or in R to generate the largest violation value can be done in polynomial time, the following separation result is easily established. Proposition 14. Assume that (x * ; y * ) violates an inequality of the form (11) for some indices (i, j, k, l, h) and some subset P of {i, . . . , n} that satisfy the conditions of Proposition 13. Then, one such inequality can be found in time O n 2 m 2 (n + m) .
As discussed before, NSNM inequalities belong to the families of lifted inequalities described in Section 2.2.3. They have the advantages that separation over the entire family is simple and that, according to our computational experiments, they contribute to a significant portion of gap reduction. These characteristics make NSNM inequalities valuable when tackling problems arising in applications where networks are large. We support these assertions computationally in Section 3.
Computational Experiments
In this section, we perform a computational study to evaluate, on a model that prominently displays the role of NSNM requirements, the different formulations and cutting planes we studied.
Problem Description
First we describe a streamlined model that captures the salient features of the unit train scheduling. We refer to this problem as generalized unsplittable flow problem (GUFP). This model generalizes the single-commodity UFP studied in the literature (see Section 1.2) because (i) it contains nodes with and without NSNM requirements, (ii) demands can be satisfied by several edge-disjoint paths, and (iii) objective coefficients associated with arc flows are not restricted to be zero or one. GUFP also generalizes the single-commodity variant of the k-splittable flow problem introduced in [4] , which is NP-Hard.
Consider directed graph G (V , E ) that provides a (possibly time-expanded) representation of the railroad, where nodes in V correspond to yards and arcs in E correspond to possible movements of trains between them. Nodes i ∈ S ⊆ V have available car supplies in an amount we denote by c i ∈ Z + . Similarly, nodes j ∈ D ⊆ V have car demands in an amount we denote by c j ∈ Z + . All available supplies need not be shipped whereas all demands must be met. Nodes in the network either correspond to build locations where necessary equipment is available to resize trains or correspond to traditional yards where trains can be transshipped without being resized. We denote the set of nodes that must satisfy the NSNM requirement asV . Associated to arc (i, j) ∈ E , we define u i,j ∈ Z + and l i,j ∈ Z + to be the maximum and minimum number of cars that can be assigned to a train on this leg of its trip. Finally, we let r i,j ∈ R be the reward associated with sending a car on arc (i, j). Given G , we construct a directed graph G(V, E) for our model as follows. First, we let V = V ∪ {s 0 , s, t}, where s and t are the source and sink nodes, and s 0 is an artificial supply node that we use to guarantee that the model is feasible and all demands are met. All nodes inV are subject to NSNM. Arc set E is obtained by adding arcs (s, i) for i ∈ S, and arcs (j, t) and (s 0 , j) for j ∈ D to the arc set E . We represent the set of nodes that have a directed arc into node j by V − j . Similarly, we represent the set of nodes towards which node j has a directed arc by V + j . Each arc (i, j) is associated with a triple (l i,j , u i,j , r i,j ) whose components describe lower bound, upper bound and reward. These triples are (0, c i , r s,i ) for arcs (s, i) where i ∈ S, (c j , c j , 0) for arcs (j, t) where j ∈ D and (0, ∞, r s 0 ,j ) for (s 0 , j) where j ∈ D. Rewards r s,i are usually positive to represent incentive for transporting available supplies, while rewards r s 0 ,j are negative to represent the cost of lost demand. For other arcs, these values are inherited from the original network G . GUFP is the problem of finding a flow of maximum reward in G that satisfies all NSNM requirements. A graphical illustration of graphs G (V , E ) and G(V, E) is given in Figures 4 and 5 , respectively. Observe that situations where multiple trains are allowed to be sent through an arc can be modeled similarly by creating multiple replicas of that arc.
We next present an MIP formulation for GUFP. This model has two sets of decision variables.
Integer variables x i,j represent the flow from node i to node j through arc (i, j). Binary variables z j i 1 ,i 2 equal 1 if the flow entering node j ∈V through arc (i 1 , j) leaves node j through arc (j, i 2 ).
Using these variables, GUFP can be formulated as:
In the above formulation, (12b) is the flow balance equation at each node of V . This constraint implicitly satisfies the supply/demand requirements because of the addition of arcs connecting the supply/demand nodes to the source and sink, and because of the capacity of these arcs. Constraint (12c) limits the number of cars that can be sent through trains on each arc (i, j) ∈ E. Constraints (12d)-(12j) model the NSNM requirement analogously to inequalities (1a)-(1i) in Section 2.1.
Test Instances
We next describe the families of randomly generated instances of model (12a)-(12j) on which we perform our computational experiments. We consider networks G(V ∪ {s 0 , s, t}, E), where s and t are source and sink nodes, and where s 0 is an artificial supply node. The three families of instances we consider have 500, 1000 and 2000 nodes, respectively. Each family is labeled with its associated number of nodes, and contains 5 different instances. We generate the instance specifics in a way that is reminiscent of the unit train network structure of existing railroads. In particular, we select supply and demand node counts to be 10% and 50%, respectively, of the problem size. Supply nodes correspond to car pool locations where required machinery and manpower to form a train is available. The NSNM property does not have to be satisfied at these nodes. Demand nodes, however, must satisfy the NSNM requirement. Further, we randomly generate hub nodes (build locations) throughout the network that do not need to respect the NSNM requirement. We restrict the number of these nodes to be between 5% and 10% of the problem size. All other nodes are subject to NSNM requirements.
For each node in V , we randomly generate a number of outgoing arcs between 5 and 10. We then assign car capacities to each of these arcs to reflect actual train sizes. In particular, each arc is given a car capacity that is an integer value randomly selected from the discrete uniform distribution [5, 15] * 20. The supply at supply nodes is randomly generated from the discrete uniform distribution [5, 30] * 20, and is imposed as the car capacity of arcs connecting the source to these nodes. Similarly, the demand at demand nodes is randomly selected from the discrete uniform distribution [5, 10] * 20, and is imposed as the lower and upper car capacities of arcs connecting these nodes to the sink. The reward associated with arcs connecting the source to supply nodes is randomly selected from the discrete uniform distribution [5, 10] . This represents the gain for using supply nodes to meet unit car demands. The reward associated with arcs connecting the artificial supply node to demand nodes is randomly generated from the discrete uniform distribution [−10, −5]. This represents the cost of not satisfying the demand for a car at that particular node. The arcs connecting the demand nodes to the sink have zero reward as the flow on such arcs is fixed. All remaining nodes have rewards selected randomly from the discrete uniform distribution [−2, 2]. Positive values represent incentives for transporting flows through arcs experiencing light traffic, while negative values represent costs associated with using congested arcs.
Numerical Results
We evaluate the quality of bounds obtained from the different formulations, the CGLP and the cutting planes described in Section 2. These results are obtained on a Windows 8 (64-bit) operating system, 8 GB RAM, 2.20 GHz Core i7 CPU. Codes are written in VC++ and optimization models are solved with CPLEX 12.5. For all instances where cutting planes are implemented, the LPs are resolved each time a cut is added. Further, we impose a time limit of 5000 seconds for all computations. When the time limit is reached without achieving optimality, the process is aborted and the best bound at termination is reported. We indicate that the time limit is reached in the tables using the symbol . Tables 1-3 show the relative strength of the CGLP and the NSNM inequalities with respect to various formulations of the NSNM model. Table 4 shows the impact of the NSNM inequalities in improving the bounds achieved by CPLEX.
We also implemented a solution approach to GUFP that is based on a path formulation of the problem. A detailed description of the model and of our implementation is given in Section C. We use the same computational set-up as above, and impose a time limit of 4500 seconds for the solution of the LP relaxation of the path formulation. Because this model has a large number of variables, we use column generation. At termination of the column generation algorithm, we construct an MIP model of GUFP based on the obtained columns and we run CPLEX for a maximum of 500 seconds to obtain a heuristic feasible solution. Results are reported in Table 6 . We observe that the column generation approach produces good-quality feasible solutions, especially for smaller networks. However, for our instances, it fails to terminate within the alloted time and therefore does not provide directly usable upper-bounds.
The first column of Table 1 contains the number of nodes in the considered network. The column "LP" contains the optimal value of the LP relaxation of the GUFP formulation in the space of variables x, described by (12a)-(12c). The next column shows the time (in seconds) to solve this relaxation. The column "Ideal" contains the bound obtained using LD n,m for each node with NSNM requirement. This formulation is obtained by introducing nm variables for each node having n incoming and m outgoing arcs. As described in Section 2.1, LD n,m gives the convex hull of S n,m in a higher dimension, and therefore improves the bound of the column "LP" by convexifying NSNM requirements for all single node substructures. We refer to the difference between the values in column "LP" and those in column "Ideal" as the total gap ∆ := v LP − v Ideal . The column labeled "Ext" gives the percentage of the total gap ∆ that is closed by the LP relaxation of the natural extended formulation of NSNM described by (12a)-(12i). This percentage is calculated as (v LP − v Ext )/∆. The next column presents the time to solve this model. The column labeled "CGLP" shows the percentage of the total gap ∆ that is closed by using CGLP for nodes with NSNM requirements; see Section 2.2. This percentage is calculated as (v LP −v CGLP )/∆. CGLP cuts are added one at a time to the LP relaxation (12a)-(12c) for each node individually (in the node index order) until the bound improvement between iterations becomes negligible. Once all nodes are visited, we reset the cut-generating procedure starting from the first node. We repeat this procedure until the bound improvement over all nodes is negligible. Note that the gap closure is 100% for these cuts, as they are obtained from the projection of the model LD n,m of column "Ideal". The next column shows the time needed to generate these cuts. The column labeled "NSNM" contains the percentage of the total gap ∆ that is closed by adding violated NSNM and reverse NSNM inequalities to the LP relaxation (12a)-(12c). This percentage is calculated as (v LP − v NSNM )/∆. The NSNM inequalities are generated as follows. For each node with NSNM requirement, we add the most violated NSNM inequality using the separation method of Proposition 14. We generate these inequalities for P = ∅. As a result, the separation can be performed in O(m 2 n) for NSNM inequalities and O(n 2 m) for reverse NSNM inequalities. For each given node, we repeat adding violated cuts until the bound improvement between iterations becomes negligible. Once all nodes are visited, we reset the cut-generating procedure starting from the first node. We repeat this procedure until the bound improvement over all nodes is negligible. The next column represents the time required to generate these cuts.
Next, we investigate improvement in bounds that can be obtained by aggregating multiple nodes with NSNM requirements. Table 2 is defined similarly to Table 1 with the difference that it considers models where NSNM requirements are imposed for each aggregation of pairs of adjacent nodes with NSNM requirements. Similarly, Table 3 evaluates the bounds obtained by considering all aggregations of triples of connected nodes that satisfy the NSNM requirement. Blank values in this table indicate that the model could not be solved because of memory errors. For this reason, we replace the column "Ideal" with the column "CGLP" as lower bound on the total gap.
We observe in Tables 1-3 that considering different aggregations of nodes with NSNM property can significantly improve the bound obtained from LP relaxations. Among the formulations we introduced in this paper, we observe that the column "Ideal" provides the best bound at the additional cost of introducing new variables. As a result, for families of larger sizes and for more complicated aggregation of nodes, this formulation requires large solution times. In addition, this formulation cannot be used in branch-and-bound. In contrast, using CGLP and/or NSNM inequalities has the advantage of keeping the model in the space of original variables x, and would allow for the use of traditional branch-and-cut techniques. The CGLP approach can be very expensive as demon-strated in Tables 1-3 for problems of larger sizes. In contrast, NSNM inequalities provide a bound that can be generated fast and still achieves a substantial gap reduction. We conclude that such inequalities are promising for use inside branch-and-cut for large problem instances and provide the best trade-off between bound improvement and solution time. It is also clear that both approaches could be used in combination.
In Table 4 , we evaluate the strength of the NSNM inequalities by comparing the bound they yield with that of CPLEX at the root node. The column "Best LB" contains the best lower bound (integer solution) obtained by CPLEX after 5000 seconds running time, or the value of the heuristic solution obtained through column generation within the same time, whichever is largest; see Table 6 for a comparison. The column "CPX UB" represents the best upper bound obtained by CPLEX at the root node in its default setting. The next column shows the number of cuts added by CPLEX at the root node before the branch-and-bound is started. The following column represents the time CPLEX takes at root node to compute the bound. The column "NSNM" denotes the bound obtained by adding NSNM inequalities to the LP relaxation as follows. First, we add the violated NSNM inequalities for single nodes with NSNM property in a manner similar to that described in Table 1 . When the total bound improvement becomes negligible, we add violated NSNM inequalities for aggregation of two nodes with the NSNM property as described in Table 2 . Finally, we add the violated NSNM inequalities for aggregation of three nodes with the NSNM property as described in Table 3 . Confirming the discussion of Example 1, we observe that adding NSNM cuts for different aggregation of nodes leads to improved bounds compared to each of the individual aggregations. The next two columns show the number of added NSNM inequalities and the time to generate these cuts, respectively. The column "Gap 1" contains a lower bound on the percentage of the total gap ∆ 1 := v LP − v Best LB that is closed by NSNM inequalities. This value is calculated as (v LP − v NSNM )/∆ 1 . The column "Gap 2" contains a lower bound on the percentage of the total gap ∆ 2 := v CPX UB − v Best LB that is closed by NSNM inequalities. This value is calculated as (v CPX UB − v NSNM )/∆ 2 . As observed in this table, NSNM inequalities provide better bounds than CPLEX at the root node, are generated in smaller number, and are separated faster than CPLEX cuts. This indicates the computational potential of these cuts in the solution of practical problems with NSNM requirements. For instance, the model tightened by adding NSNM inequalities is much smaller in size than that obtained by adding CPLEX cuts at the root node, which can lead to faster branch-and-bound.
Our computational results suggest that NSNM inequalities obtained for different node aggregations contribute to a significant gap reduction. As future work, it should be useful to investigate multinode structures beyond those we considered. Further, since NSNM inequalities are defined in the space of variables x, they can be directly added in the space of original variables without the need to introduce binary variables z in the model described by (12a)-(12j). To take full advantage of this feature inside of a branch-and-bound framework, we need to develop a mechanism to impose and refine the NSNM requirement through branching. NSNM inequalities could also be applied down the branch-and-bound tree as local cuts. In particular, if it is known for a node with NSNM property that incoming flow x i is matched to outgoing flow y j , then the variables x i and y j can be removed to reduce the size of the corresponding single node problem. NSNM inequalities can be generated for this modified structure. Further, the generated local cuts can be lifted using the procedures of Section 2.2.3 to obtain globally valid inequalities. 
Appendices

A Proofs
In this section, we provide proofs omitted from the paper.
A.1 Proof of Proposition 1
Proof. Because the model is symmetric with respect to variablesx andȳ, we show the result only for x i where i ∈ N . Let (x;ȳ) be an extreme point of PS n,m . We may assume thatx i > 0, otherwise the result holds trivially. Since (x;ȳ) ∈ S n,m as it is an extreme point of PS n,m , the NSNM requirement implies thatx i =ȳ j > 0 for some j ∈ M . We next show thatx i =ȳ j = w i,j . Clearly,x i =ȳ j ≤ w i,j . Assume by contradiction that 0 <x i =ȳ j < w i,j . Then, for a sufficiently small but positive , the points (x;ŷ) = (x;ȳ) + ( e i ; e j ) and (x;ỹ) = (x;ȳ) − ( e i ; e j ) belong to S n,m . This is a contradiction to the fact that (x;ȳ) is an extreme point of PS n,m as (x;ȳ) = 
A.2 Proof of Proposition 3
Proof. We obtain the result in 3 steps.
(1) We argue that proj (x;y) PD n,m = proj (x;y) PT n,m . We show the first inclusion by establishing that D n,m ⊆ T n,m . Consider (x; y; z) ∈ D n,m . This point satisfies the flow balance constraint as this constraint is redundant in the description of D n,m . This point also satisfies (1e)-(1i) as these inequalities are exactly (2c)-(2f) in the description of D n,m . Further, it follows from (2a) that x i ≥ 0 as w i,j ≥ 0 and z i,j ≥ 0, for each (i, j) ∈ N × M . Also, (2a) implies that x i ≤ u i j∈M z ij since 0 ≤ w i,j ≤ u i , for each (i, j) ∈ N ×M . A similar argument for y j shows that (x; y; z) satisfies (1c) and (1d). Finally, for each (k, l) ∈ N × M , a linear combination of (2a) and (2b) with weights 1 and −1, respectively, yields x k − y l = j∈M w k,j z k,j − i∈N w i,l z i,l . We then write that
where the equality holds because w k,l z k,l cancels out between the two sums, the first inequality follows from the fact that w i,l and z i,l are nonnegative, for each i ∈ N , the second inequality holds since w k,j ≤ u k , and the last inequality follows from (2c). This shows that (1a) is satisfied. A similar argument shows that (x; y; z) satisfies (1b). For the reverse inclusion, we show that any extreme solution of proj (x;y) PT n,m belongs to proj (x;y) PD n,m . This is sufficient since PT n,m is a polytope. Select an extreme point (x;ỹ) of proj (x;y) PT n,m . Then, there existsz ∈ R nm such that (x;ỹ;z) is an extreme point of PT n,m . It follows that (x;ỹ;z) ∈ T n,m . Next, construct the point (x;ỹ;ẑ) where, for any (i, j) ∈ N × M ,ẑ i,j = 0 if eitherx i = 0 orỹ j = 0, andẑ i,j =z i,j otherwise. We next show that (x;ỹ;ẑ) ∈ D n,m . This point satisfies (2c)-(2f) asz satisfies these inequalities, and 0 ≤ẑ i,j ≤z i,j for any (i, j) ∈ N × M . It remains to show that (x;ỹ;ẑ) satisfies (2a) as the argument for (2b) is similar. Select any k ∈ N . There are two cases. Assume first thatz k,j = 0 for all j ∈ M . Then, (1c) implies thatx k = 0, which yieldsẑ k,j = 0 for all j ∈ M . Therefore, (x;ỹ;ẑ) satisfies (2a) for k. Assume second thatz k,l = 1 for some l ∈ M , andz k,j = 0 for all j ∈ M \{l}. Then, it follows from (1a)-(1d) in the description of T n,m that 0 ≤x k =ỹ l ≤ w k,l . We next argue that either (i)x k =ỹ l = w k,l , or (ii)x k =ỹ l = 0. Assume by contradiction that 0 <x k =ỹ l < w k,l . Construct the points of T n,m , (ẋ;ẏ;ż) = (x;ỹ;z) + ( e k ; e l ; 0) and (ẍ;ÿ;z) = (x;ỹ;z) − ( e k ; e l ; 0) for a sufficiently small but positive . The fact that (x;ỹ;z) = 1 2 (ẋ;ẏ;ż)+ 1 2 (ẍ;ÿ;z) contradicts the assumption that (x;ỹ;z) is an extreme point of PT n,m . For (i) it follows from construction thatz k,j =ẑ k,j for all j ∈ M . As a result, (x;ỹ;ẑ) satisfies (2a) for k. For (ii) it follows from construction thatẑ k,j = 0 for all j ∈ M , which shows that (x;ỹ;ẑ) satisfies (2a) for k.
(2) We argue that LD n,m = PD n,m . Let (x; y; z) be an extreme point of LD n,m . We show that z ∈ {0, 1} nm . Since (x; y; z) is an extreme point of LD n,m ⊆ R n+m+nm at least nm inequalities among (2c)-(2e) are binding at (x; y; z) as the n+m constraints (2a) and (2b) are tight. As a result, z is an extreme solution to (2c)-(2e). It is easily verified that z ∈ {0, 1} nm as the coefficient matrix associated with constraints (2c)-(2e) is totally unimodular.
(3) We write that proj (x;y) LD n,m = proj (x;y) PD n,m = proj (x;y) PT n,m = PS n,m , where the first equality follows form part (2), the second equality holds because of part (1) and the last equality follows from Proposition 2.
A.3 Proof of Proposition 5
Proof. The direct inclusion is clear as PS n,m ⊆ RS n,m . For the reverse inclusion, consider without loss of generality an instance where all bounds on variables equal 1. This set is a unit hypercube intersected with the balance equation. Its extreme points have 0 or 1 components. Therefore, the balance equation implies that these extreme points satisfy the NSNM requirement. We conclude that RS n,m ⊆ PS n,m .
A.4 Proof of Proposition 6
Proof. It follows from Proposition 1 that the extreme points of PS n,1 are (x; y 1 ) = (0; 0) together with (u i e i , u i ) for i ∈ N . Projecting PS n,1 onto the space of variables x (variable y 1 can be eliminated as y 1 = i∈N x i ), we obtain a collection of n + 1 points composed of 0 together with u i e i for i ∈ N . Since these points are affinely independent, their convex hull is the simplex ∆ = x ∈ R n + i∈N
We conclude that PS n,1 is described by equality y 1 = i∈N x i together with the inequalities defining ∆.
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A.5 Proof of Proposition 7
Proof. We prove this result using disjunctive programming; see [5] . In fact S 2,2 = S 1 ∪ S 2 where
y;x;ȳ;x;ỹ; λ) ∈ R 13 x =x +x, y =ȳ +ỹ
as S 1 and S 2 are bounded. We next projectS onto the space of (x; y) variables using FourierMotzkin elimination; see Theorem 1.4 in [32] . Using equalitiesx = x −x,ỹ = y −ȳ,ȳ 1 =x 1 , and y 2 =x 2 , we eliminatex,ỹ, andȳ from the description ofS to obtain
where we use the assumptions that u 1 ≤ v 1 and u 2 = v 2 , and we replace x 1 −x 1 with y 2 −x 2 and x 2 −x 2 with y 1 −x 1 whenever possible. After projecting out variablesx by replacingx 1 with x 1 − y 2 +x 2 , we obtain
where the first equality is used to eliminate x 1 from the other inequalities. Finally, we project out variable λ to obtain the following system:
We claim that
To verify this claim, we show how the eliminated inequalities are obtained as conic combinations of those included in the given description. In particular, (13e) is a conic combination of (13k) and (13s) with weights 1. Inequality (13g) is a conic combination of (13w) and (13y) with weights 1. Inequality (13i) is a conic combination of (13j) and (13r) with weights 1. Inequality (13l) is a conic combination of (13f) and (13j) with weights u 1 and 1, respectively. Inequality (13m) is a conic combination of (13c) and (13d) with weights 1. Inequality (13n) is a conic combination of (13c) and (13f) with weights 1. Inequality (13o) is a conic combination of (13f), (13k) and (13s) with weights (u 1 + v 1 ), 1 and 1, respectively. Inequality (13p) is a conic combination of (13c) and (13h) with weights 1. Inequality (13q) is a conic combination of (13b), (13w) and (13y) with weights u 2 , 1 and 1, respectively. A conic combination of (13b) and (13s) with weights v 1 and 1, respectively, yields (13t). A conic combination of (13h) and (13y) with weights u 1 and 1, respectively, yields (13u). Inequality (13v) is a conic combination of (13c) and (13w) with weights (v 1 − u 1 ) and 1, respectively. Finally, (13x) is a conic combination of (13g) and (13w) with weights u 1 and 1, respectively.
A.6 Proof of Proposition 8
Proof. We first show that (7) is valid for PS n,m X∪{k},Y . It follows from Proposition 1 that extreme points of PS n,m X∪{k},Y satisfy x k = 0 or x k = y j = w k,j for some j ∈ Y . Therefore, we write
for j ∈ Y . We conclude that it is sufficient to show that (7) is valid for F j for all j ∈ Y ∪ {0}. The result holds for F 0 since α x + β y ≤ γ is valid for S n,m X,Y and since this inequality does not contain x k . Consider now j ∈ Y . It follows from (5) and (6) 
for any (x; y −j ) ∈ S n,m X,Y \{j} and y j = w k,j . This shows that (7) is valid for F j as x k equals w k,j .
We next show that there exists d + 2 affinely independent points of PS n,m X∪{k},Y that satisfy (7) at equality. It follows from the assumption that there are d + 1 affinely independent points of PS n,m X,Y that satisfy α x + β y ≤ γ at equality, call them x l ; y l for l ∈ {1, . . . , d + 1}. Assume that µ k = Z k j * , for some j * ∈ Y . Let (x * ; y * ) be an optimal solution of (6) for index j * . It is then easy to verify that the points (x k ; x; y) = (w k,j * ; x * ; y * ), and 0; x l ; y l for l ∈ {1, . . . , d + 1} belong to S n,m X∪{k},Y , are affinely independent as w k,j * > 0, and satisfy (7) at equality.
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A.7 Proof of Proposition 9
Proof. Let (λ,μ) be an extreme point of X . We first show that (10) is valid for PS n,m X∪{k},Y ∪{l} . To this end, we introduce for any i ∈ X and j ∈ Y F i,j = (x k , y l ; x; y) ∈ S n,m X∪{k},Y ∪{l} x k = y j = w k,j , y l = x i = w i,l ,
Similar to the argument given in Proposition 8, it follows from Proposition 1 that
Therefore, it is sufficient to show that (10) is valid for F i,j for all i ∈ X ∪ {0} and j ∈ Y ∪ {0}. There are four cases. First, assume that i = j = 0. As implied from the definition of F 0,0 , we need to show thatλw k,l +μw k,l + α x + β y ≤ γ for any (x; y) ∈ S n,m X,Y . We write that γ − α x − β y ≥ 0 ≥ w k,l (λ +μ), where the first inequality follows from the assumption that α x + β y ≤ γ is valid for any (x; y) ∈ S n,m X,Y , and the second inequality holds because w k,l > 0 and (λ,μ) satisfies (9a). Second, assume that i ∈ X and j ∈ Y . As implied from the definition of F i,j , we need to show that (w k,l − w k,j )λ + (w k,l − w i,l )μ + α x + β y ≤ γ for any (x; y) such that (x −i ; y −j ) ∈ S n,m X\{i},Y \{j} , x i = w i,l and y j = w k,j . We write that γ − α x − β y ≥ Z k,l i,j ≥ (w k,l − w k,j )λ + (w k,l − w i,l )μ, where the first inequality follows from (8a), and the second inequality holds because (λ,μ) satisfies (9d). Similar arguments yield the result for cases where i ∈ X and j = 0, and where i = 0 and j ∈ Y .
We now show that there exists d + 3 affinely independent points of S n,m X∪{k},Y ∪{l} that satisfy (10) at equality. It follows from the assumption that there exists d + 1 affinely independent points of S n,m X,Y that satisfy α x + β y ≤ γ at equality, call them (x t ; y t ) for t ∈ {1, . . . , d + 1}. Since (λ,μ) is an extreme point of X , there are at least two linearly independent constraints in the description of X that are binding at this point. Denote these two binding constraints by (w k,l −ρ)λ + (w k,l −η)µ ≤ζ and (w k,l −ρ)λ + (w k,l −η)µ ≤ζ. In the above inequalities, we selectζ = 0 if (9a) is binding. In this case, we define (x;ŷ) = (x 1 ; y 1 ). Otherwise, we letζ andζ be the optimal values of (8a)-(8c) corresponding to inequalities (9b)-(9d), and let (x;ŷ) and (x;ỹ) be corresponding optimal solutions that yieldζ andζ, respectively. Next, construct pointsω 1 = (x k , y l , x; y) = (ρ,η,x;ŷ), ω 2 = (ρ,η,x;ỹ) and ω t = (w k,l , w k,l , x t ; y t ) for t ∈ {1, . . . , d+1}. Since the two binding constraints described above are linearly independent, we must have that the vectors (ρ,η), (ρ,η) and (w k,l , w k,l ) are affinely independent. This implies thatω 1 ,ω 2 and ω t for t ∈ {1, . . . , d + 1} are affinely independent. Further, it is easy to verify from construction that these points belong to S n,m X∪{k},Y ∪{l} , and satisfy (10) at equality.
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A.8 Proof of Proposition 10
Proof. It is clear that both problems (Q) and (Q) have optimal solutions. First, it is easy to verify that ifz is a feasible solution of (Q) with objective valueψ, then (x;ȳ) is a feasible solution of (Q) with objective valueψ wherex i = j∈M w i,jzi,j for i ∈ N , andȳ j = i∈N w i,jzi,j for j ∈ M . This shows that ψ * ≤ψ * . Second, since PS n,m is a polytope, (Q) has an optimal extreme point. If (x;ȳ) is an extreme solution of (Q) with objective valueψ and matchingM, thenz is a feasible solution of (Q) with objective valueψ wherez i,j = 1 for (i, j) ∈M, andz i,j = 0 for (i, j) / ∈M. This result follows from the properties of extreme points of PS n,m given in Proposition 1. Therefore, we conclude that ψ * ≥ψ * .
A.9 Proof of Proposition 11
Proof. The first result follows directly from Propositions 8 and 9. For the second result, first note that each assignment problem corresponding to the lifting problems of Propositions 8 and 9 can be solved in O(ζ 3 ); see Proposition 10. For variables with indices in I or J, the lifting is performed sequentially according to Proposition 8, which leads to an O((|I|+|J|)ζ 3 ) running time. For variable pairs with indices in K, the lifting is performed simultaneously according to Proposition 9. In that proposition, each constraint of X (9a)-(9d) can be derived in O(ζ 3 ), as its right-hand-side is obtained via the solution of (8a), (8b), or (8c). The total number of these constraints is O(n + m + nm). Extreme points can therefore be found in O(n 2 m 2 ) which is dominated by O(nmζ 3 ). Since there are |K| such simultaneous lifting procedures, the total running time is O(|K|nmζ 3 ). Therefore, the total running time to obtain the lifted inequality is O(ζ 3 (|I| + |J| + |K|nm)).
A.10 Proof of Proposition 12
Proof. (i) It is clear that dim(PS n,m ) ≤ n + m − 1 as all feasible solutions of S n,m ⊆ R n+m satisfy i∈N x i = j∈M y j . Consider now the points (x, y) = (0, 0), ( e i ; e 1 ) for i ∈ N , and ( e 1 ; e j ) for j ∈ M \ {1}. These m + n points belong to S n,m and are affinely independent. It follows that dim(PS n,m ) ≥ n + m − 1.
(ii) We show the result for x i ≥ 0. The proof for y j ≥ 0 is similar. It is clear that x i ≥ 0 is valid for PS n,m since it is valid for LS n,m . Select k ∈ N \ {i}, and construct the points ω j = (x; y) = ( e k , e j ) for j ∈ M , andω l = ( e l , e 1 ) for l ∈ N \ {i, k}, where is a sufficiently small but positive real number. These points together with (0; 0) belong to S n,m , are affinely independent and satisfy x i ≥ 0 at equality. This shows that x i ≥ 0 is facet-defining for PS n,m .
(iii) We show the result for x i ≤ u i as the proof for y j ≤ v j is similar. For the direct implication, it is clear that x i ≤ u i is valid for PS n,m since it is valid for LS n,m . Construct the points ω l = (x; y) = (u i e i ; u i e l ) for l ∈ {j, . . . , m}, andω l = (u i e i ; u i e j ) + ( e k ; e l ) for l ∈ {1, . . . , j − 1} and some k ∈ N \ {i}. Further, considerω t = (u i e i ; u i e j ) + ( e t ; e m ) for t ∈ N \ {i, k}, andω = (u i e i ; u i e j+1 ) + ( e k ; e j ). It is simple to verify that these points belong to S n,m , are affinely independent, and satisfy x i ≤ u i at equality. For the reverse implication assume that v m−1 < u i ≤ v m . All points of PS n,m that belong to the face x i = u i also satisfy y m = u i because of the NSNM requirement in the description of S n,m . This implies that the dimension of the face defined by x i = u i is no more than n + m − 3, showing that x i ≤ u i is not facet-defining for PS n,m . P = {p 1 , . . . , p t } ⊆ {i, . . . , n}. The coefficients of terms involved in the second line of (21) x * r is included in (21) . This procedure can be carried out in O (n + m) for any (h, p t ). We conclude that the total running time of this algorithm is O n 2 m 2 (n + m) .
B Propositions and Examples
B.1 Example 5
Example 5. Consider the set S 3,3 described in Example 3. First, we fix variables x i for some i ∈ N and y j for some j ∈ M both at zero or both at w i,j . We then project them out to reduce S 3,3 into a single node problem with NSNM requirement on two incoming and two outgoing arcs. A complete description of facet-defining inequalities for this lower-dimensional set is given in Proposition 7. These inequalities can be used as seeds for lifting. We next give a detailed derivation of two of the facet-defining inequalities of P S 3, 3 given in Table 8 , one obtained from lifting x i = y j = 0, the other from lifting x i = y j = w i,j .
First, we derive (A11); see Table 7 . We fix x 3 = y 3 = 0, and define X = {1, 2} and Y = {1, 2}. Inequality −2x 2 + 5y 1 ≤ 15 is the last inequality in the description of PS 2,2 given in Proposition 7. Further, the affinely independent points (x 1 , x 2 , y 1 , y 2 ) = (0, 5, 5, 0), (3, 5, 5, 3) and (3, 0, 3, 0) belong to S
3,3
X,Y ⊆ R 4 , and satisfy this inequality at equality. It is therefore facetdefining for P S 3,3 X,Y . Next, we lift variables x 3 and y 3 sequentially using Proposition 8. To lift variable x 3 , we compute µ 3 as in (5) . This computation requires solution of (6), i.e., Z 3 1 = min
X,Y \{1} , y 1 = 5 = −2. Similarly, we compute that Z 3 2 = 0 to obtain µ 3 = −2. The resulting lifted inequality is (A11). In a similar manner, we next lift variable y 3 . We compute that Z 3 1 = 0, Z 3 2 = 2, Z 3 3 = 2, to obtain µ 3 = 0. The resulting lifted inequality is (A11).
Next we derive (A18); see Table 7 . We fix x 3 = y 2 = w 3,2 = 11, and define X = {1, 2} and Y = {1, 3}. Inequality −2x 2 + 5y 1 ≤ 15 is facet-defining for S 3,3 X,Y . Next, we lift variables (x 3 , y 2 ) using Proposition 9. The inequalities (9a)-(9d) in the description of X can be compactly represented as α Observe that, in our instances, most flow variables of GUFP have zero lower bounds. The exception comes from arcs (j, t) for j ∈ D corresponding to demands, for which lower and upper bounds are equal and strictly positive. It is simple to see however that these bounds can be reset to zero by assuming that the corresponding demand has been met a-priori using the artificial supply node, and that flow on the arc now represents the decision of substituting artificial supply for actual supply. After this transformation, the artificial supply node s 0 can be removed, the reward of demand arc (j, t) becomes −r s 0 ,j , the lower bound on the demand arc is reset to zero, and a constant of value j∈D r s 0 ,j d j is added to the objective. For this reason, assuming that arc flows all have zero lower bounds is without loss of generality.
C.1 Path-Based Model
In graph G(V, E), define the set of splittable nodes asV := V \V . Given a path p between two splittable nodes v, w ∈V , we say that p is unsplittable if all nodes in the path except v and w belong toV . In particular, an arc between two splittable nodes is considered an unsplittable path. We define the capacity κ(p) of unsplittable path p to be the minimum capacity of arcs encountered on this path, i.e., κ(p) = min e∈E(p) u e where E(p) represents the set of arcs of p. Similarly, we define the reward r(p) of unsplittable path p to be the sum of the rewards of its arcs, i.e., r(p) = e∈E(p) r e . Given v, w ∈V , we denote the set of all unsplittable paths from v to w in G(V, E) by P v,w . For any node v ∈V , we denote the set of unsplittable paths incoming to v by P + (v) and the set of unsplittable paths outgoing from v by P − (v). Given an arc e of G(V, E), we refer to the collection of all unsplittable paths using e by P(e).
Using this notation, GUFP can be formulated as the problem of identifying the nonnegative flow x p (23d) to assign to each unspittable path p, while maintaining balance equations at each splittable node (23b), ensuring that no more than one unsplittable path is selected for each arc (23e) and enforcing that capacities of arcs/paths are satisfied (23c):
p∈P(e)
card(x p|p∈P(e) ) ≤ 1, ∀e ∈ E.
The objective (23a) seeks to maximize total flow rewards. The cardinality constraint (23e) has a simple 0-1 MIP reformulation. This formulation requires the addition of a large number of binary variables and yields the same LP relaxation bound as the LP relaxation of (23a)-(23d) obtained by omitting (23e). For these reasons, we investigate next how to solve the (23a)-(23d).
C.2 Pricing problem
Assume that a restriction of (23a)-(23d) has been solved over a subset of variables. Denote the dual variable associated with (23b) for splittable node v by π v . Denote the dual variable associated with (23c) for arc e by β e . A crucial problem in the implementation of a column generation approach is to determine whether there exist non-basic variables with positive reduced costs. The reduced cost γ p associated with variable x p corresponding to unsplittable path p between splittable nodes v and w is:
Expression (24) leads to a procedure to determine whether there exists a column with positive reduced cost. We consider, in sequence, each pair of distinct splittable nodes v and w inV and each possible path capacity κ from u = min e∈E u e toū = max e∈E u e . We construct the graph
by removing all of the splittable nodes except v and w from graph G and by removing all arcs with capacity lower than κ. In this network, we then identify a path p that maximizes r(p) − 1 κ e∈E(p) β e = e∈E(p) (r e − βe κ ) as π v and π w are now fixed. This corresponds to solving a longest path problem in a graph that potentially contains positive cycles. This problem can be shown to be NP-hard by reduction from the hamiltonian path problem. It has the natural IP formulation:
s.t.
0 ≤ x e ≤ 1, 
C.3 Implementation
We next discuss some choices we made in the implementation of our column generation algorithm.
C.3.1 Initial columns:
We generate an initial collection P * of unsplittable paths and their corresponding columns as follows. We first include all arcs from source to supply nodes in P * . Then we consider every splittable node w in sequence. For each such node, we consider every arc of the form (v, w) in the network. If v is splittable, we include (v, w) in P * . Otherwise, we include (v, w) to a list L of partially constructed unsplittable paths. We then iteratively scan through the network for arcs (t, u) such that L contains a partial path p starting at u not containing t. If t is splittable, we remove p from L and add unsplittable path (t, u) − p to P * . Otherwise, we replace p with path (t, u) − p in L. We iterate the process until L until no arc satisfying the above conditions can be found. At that point, we move on to the next splittable node v. For our instances, this procedure produces a subset of paths for which (23a)-(23d) is feasible.
C.3.2 Solution of the pricing problem:
We obtain new columns with positive reduced costs by solving formulation (25a)-(25d) using CPLEX for distinct pairs of splittable nodes, and for different capacity thresholds κ. During the initial rounds of column generation, we only add columns whose reduced cost is larger than a pre-set threshold θ. We decrease this threshold if little progress in bound is observed over multiple consecutive iterations. During each round, we consider each node w and limit the number of columns generated that correspond to unsplittable paths incoming to w to be no more than a pre-defined threshold ξ w . To provide variety in the type of columns generated, we randomize the order in which we consider the nodes v when solving (25a)-(25d). If progress across consecutive iterations is not sufficiently large, we increase this threshold ξ w and we decrease θ. After all nodes w have been considered and corresponding columns have been generated, these columns are added to the restricted LP which is then resolved. The above procedure is then iterated to generate new columns.
C.3.3 Stabilization:
Stabilization is a technique that has proven very effective in accelerating the convergence of column generation algorithms; see [8] for a description. It is particularly well-suited for problems containing a convexity constraint, as in this case, the solution of the pricing problem also allows for the creation of a dual feasible solution from which an upper bound on the full model can be obtained. Although our model does not naturally contain a convexity constraint, we add the redundant inequality e∈E x e ≤ U where U = min{ e∈E u e , min{ i∈S s i , j∈D d j }(n − 1)} as a substitute. Even though the dual bounds we obtain from it are very weak, we found the associated stabilized cut generation technique to converge faster than naïve implementations. In particular, our stabilized implementation uses a piecewise linear penalization with 6 pieces in the primal. The stabilization center is updated (serious step) when the dual bound substantially improve. In this situation, penalties are multiplied by a factor 0.9. When the dual bound does not substantially improve, the stabilization center is not updated (null step) and the penalties are multiplied by a factor 1.1. We terminate optimization when the largest reduced cost has value no larger than 0.0001 or when the primal and dual bounds are very close. Because these conditions are seldom met in our instances, we also terminate optimization when the total computational time expanded reaches a pre-set time limit. In our computation, optimality was not reached within the alloted time limit. For the networks with 500 nodes, the last iteration of the column generation procedure before termination only added very few columns. Further, the reduced costs of these columns were small. For this reason we believe that for these instances, the optimal value of the restricted LP at termination is close to the optimal value of the full LP. However, for larger networks, optimization was terminated as large number of columns were still generated in each iteration. For these instances, the values we obtained cannot directly be used as upper bounds on the values of GUFP.
C.3.4 Obtaining feasible solutions to GUFP:
At termination of the column generation procedure, we have available a large collection of unsplittable paths and their corresponding columns. We can create an MIP formulation (23a)-(23e) of GUFP over this subset of paths by introducing binary variables. We can then solve this model with CPLEX, imposing a maximum computational time of 500 seconds. It is clear that any mixed integer feasible solution to this model yields a feasible solution to GUFP.
C.4 Results
In Table 6 , we report results we obtain with the column generation approach sketched in Section C.1. The first three columns have the same meaning as those of Table 4 . The column "CPX LB" contains the best lower bound (integer solution) obtained by CPLEX after 5000 seconds running time. In the column labeled "CG", we report the value of the restricted LP of the column generation approach at termination. Note that because termination occurred before an optimal solution was obtained, this value cannot be guaranteed to be an upper bound on the value of GUFP. We do not report the upper bound obtained from stabilization as it is an order of magnitude larger than that we obtain with other methods. The columns labeled "ITR" and "T" provide the number of iterations performed before termination together with the time used for these computations. The column labeled "CG-MIP" contains the value of the feasible solution of GUFP obtained by solving an IP model created from the restricted LP available at the termination of the column generation procedure. The following column labeled "T" records the computational time CPLEX required to obtain an optimal solution to this model.
We observe that, although we do not obtain guaranteed upper bounds through column generation, the columns generated are useful in identifying good quality solutions. In particular, for all instances with 1000 nodes or less, the feasible solutions obtained were better than those computed by CPLEX. This result however does not seem to extend to larger problems. This can probably be attributed to the fact that our column generation algorithm was not close to optimality at termination in those cases.
