Abstract-Algorithms for the estimation of a channel whose impulse response is characterized by a large number of negligible tap coefficients are developed and compared. Exploiting this sparsity, the estimation problem is transformed into an equivalent on-off keying detection problem, whose solution gives an indication on the position of the zero taps. The proposed schemes are compared to the standard least squares estimate via simulations in terms of mean square error and bit error rate. A scheme based on sphere decoding appears to give the best performance while maintaining moderate complexity.
I. INTRODUCTION
Channel estimation for the purposes of equalization is a long standing problem in communications and signal processing. The conventional least-squares approach assumes minimal a priori information about the unknown channel. However, when the impulse response is "long", the accuracy of this estimate is no longer satisfactory. Moreover, the computational burden of the scheme increases as a function of the overall response length. Thus, we try to exploit some structure in the channel. In particular, we consider the estimation of sparse channels, that is, channels whose time domain impulse response consists of a large number of zero taps in the standard uniform tapped delay line model.
Our investigation of this problem is primarily motivated by ultrawideband communications where the sparse channel model has utility from two perspectives. First, a widely accepted channel model [1] proposes a statistical model based on clusters which yields relatively sparse channel realizations. Second, for complexity reduction purposes, it is of interest to estimate only dominant multipath fingers and thus impose a very sparse structure on the channel [2] .
Sparse channel estimation has also gained some interest of late [3] , [4] due to the fact that certain cellular [5] , [6] and underwater channel models are best modeled as sparse.
Previously reported approaches [7] , [8] are based on the use of a measure to determine when a channel tap is non-zero ("active") and require the definition of an "activity" threshold. Such measures are typically chosen according to some intuitive criterion. In [4] , the properties of least-squares estimators for sparse channels are investigated and the activity threshold is 0 This research has been supported in part by the Intel Foundation, the USC WISE Program and the Italian Ministry of Education under the project FIRB PRIMO. theoretically derived from the minimization of a least-squares cost function. This approach assumes that the input signal is "white" or uncorrelated over time.
In systems with 'colored' inputs two solutions are proposed. One resorts to prewhitening methods which lead to an increase in complexity [4] . The other [9] requires knowledge of the activity noise level in order to fix an appropriate threshold for the non-zero taps. Furthermore, it is assumed in [4] that the number of desired non-zero taps is known a priori; for unknown model order, a penalty function is added to dissuade a large number of non-zero taps. In [3] , the matching pursuit algorithm is used to estimate channel taps sequentially by maximizing the correlation of a column of the mixture matrix with the residual signal. Besides being sensitive to the choice of the stepping rule (as is shown below), for scenarios where there might be large inter-path interference due to long pulse shapes or the existence of dense clusters in the channel, the matching pursuit algorithm results in performance losses.
The approach proposed here neither presupposes a known channel order nor requires the use of active tap measures. We consider the channel estimation problem in two stages. First, with an initial estimate, we pose a detection problem by casting the determination of non-zero taps into an on-offkeying (OOK) problem. Then, the channel estimate is refined once the locations of the non-zero taps have been determined. To this end, we consider three different tap detection schemes: the Viterbi algorithm, the multistage detector illustrated in [11] and the sphere-decoding algorithm proposed in [10] .
The remainder of this paper is organized as follows: Section II describes the system model and the optimal OOK detector. The three strategies for the zero-tap detection problem are introduced in Section III. A second estimate of the channel is then formed exploiting these results in Section IV. We compare the proposed schemes via simulation in Section V and draw conclusions in Section VI.
II. SIGNAL MODEL
We assume a single-user system, where a pulse shaped symbol is transmitted through a channel modeled by a finiteimpulse response filter. The received signal is sampled; the resulting signal in a symbol duration can be written in matrix form as:
where,
and
. . , M − 1, being the sampled pulse shape at sampling instant i (M is the number of samples per transmitted pulse).
T are the taps of the discrete-time FIR filter (of length L), which models the channel impulse response (CIR): see Figure 1 . As we consider sparse channels, the vector h has non-zero values in the set of positions P = (p 1 p 2 . . . p m ) , and b is a sparse vector whose entries are obtained as:
Notice that the weight of b is m, the number of non-zero taps in the CIR. Finally n is the vector of the noise samples, which is assumed to be additive, white Gaussian and thus n ∼ N (0, σ 2 I). Rather than estimate h directly, we consider the detection of the vector b which can be be posed as a classic On Off Keying (OOK) detection problem (see e.g. [12] ). To this end consider the following modified OOK detection problem with received signal:
where n[i] is white Gaussian noise with standard deviation σ for each i. In this case, the optimum receiver is a matched filter followed by a threshold device, where the threshold is chosen in order to minimize the probability of error at the output of the correlator. More precisely, the total probability of error is:
where Q is the complementary cumulative distribution function for a standard normal random variable and λ is the parameter we have to optimize. Maximizing (6) with respect to λ and exploiting the properties of the Q function we get the optimum threshold value as:
Notice that when p = q = 1/2, λ opt = A/2.
III. ZERO-TAP DETECTION
We now present three methods for detecting zero-taps in the channel impulse response. These schemes are typically used in detection problems and in the general case, their computational cost is much higher than that of the regular least squares (LS) approach. However, at least for the third approach, we expect better performance in the mean squared error sense.
A. Approximate Maximum Likelihood Detector
Let us reconsider our estimation/detection problem in light of the previous results. Assume that a first LS estimate of the CIR (ĥ) has been obtained disregarding any structure on the nature of the channel as:
The result in (8) will be referred to as the Least Squared Estimator (LSE).
When the probabilities are not known a-priori (they depend on the statistical nature of the channel) a possible approximation is to fix p = q = 1/2 and resort to an approximate maximum likelihood sequence detector in order to detect the vector b, i.e:b
Where the distribution p(x|b,ĥ) can be inferred from (1).
After standard manipulations and neglecting all the terms that do not depend onb, (9) can be expressed as:
It can be shown that, due to the finite duration of the transmitted pulse, the problem in (10) can be solved using the Viterbi algorithm [12] with number of states 2 M . This result is referred to as (Approximate) Maximum Likelihood detector-Estimator (AMLE).
B. Iterative Multistage Detector
A second strategy is derived from the multistage detector proposed in [11] and referred in the following as Multistage Detector Estimator (MDE). The basic idea is to select a vector b which minimizeŝ
Notice that the problem in (11) is equivalent to:
where, Q =Θ TΘ and c
Observe that in the original application of the Multistage Detector [11] , the columns of Θ corresponded to the spreading code of the different users in a multiuser direct-sequence codedivision multiple-access system and b ∈ {−1, 1} L contained the information bits of the users. As a consequence, a first transformation into an equivalent 0-1 problem has to be performed. Instead, for the signal model in (1), Θ is as described and b is already a 0-1 vector. Nevertheless, this particular structure of Θ causes some conditioning issues as will be explained later, in the simulation results. Once we have found the unconstrained solutionx to (12), we iterate towards the constrained solutionx I as described in [11] observing that the continuous function minimum is upper bounded by the value taken by the function for any zero-one argument. In other terms, if the continuous minimum f (x) gets closer to the zero-one minimum f (x I ), the unconstrained solutionx will also approach tox I . Note that, to guarantee convergence of this algorithm, we need Q to be positive definite at every step of the iteration. In [13] it is shown that this result can be easily achieved by searching for the index p of the current minimum which is furthest away from a zero-one value and then decreasing the p-th diagonal element of Q by a quantity φ p , which has been properly chosen so that the new function is still positive definite. The continuous minimum will also change by a quantity ∆f that is always positive. The computational complexity of this scheme is linear with the number of taps to be detected, apart from the computation of the quadratic function in (12) at each iteration stage. Denoting g p the p-th column of Q −1 , g pp the p-th element along the diagonal of Q −1 and q pp the p-th element along the diagonal of Q, the algorithm can be summarized as follows, if we start from the original guess x m and corresponding function value
x p is the component of the current minimum which is furthest away from a 0-1 value.
3) Compute
) and x m =x I . Repeat from 1 until K-th stage, where K is independent of the number of taps in the channel.
C. Sphere Detection
We next consider the sphere decoding algorithm -referred in the following as Sphere Decoding Estimator (SDE). It was originally proposed in [10] and its complexity is discussed in [14] . A flowchart of the algorithm is available in [15] . SDE solves the problem: (14) and decodes the received signal x in (1) to the closest point on a lattice, generated by transforming the D throughΘ. This is achieved via searching in a hypersphere of given radius. Computing this radius (ideally the covering radius of the lattice), unfortunately, is mostly experimental since determining the covering radius of an arbitrary lattice is NP-hard. As discussed in [14] , the complexity of the SDE is polynomial for small enough noise variances and this is the major motivation for its consideration as a candidate scheme for our problem. The general algorithm follows the description in [14] . We describe the modifications here. We consider Hard Output decoding -that is the algorithm itself provides estimates of the vector b. We also set D to be {0, 1}
L . Finally, we note that the Cholesky decomposition ofΘ always exists since the LS estimates can never be perfect.
IV. "STRUCTURED" CHANNEL ESTIMATES
Once the position of the zero taps has been detected, the next step is estimating the "active" taps in the channel impulse response. To this end observe that a new estimate (ĥ * ) of the channel response can be found solving the following LS problem:ĥ * = arg miñ
Calculating the gradient of the above expression with respect toh * and setting it to zero, we get the following estimator forĥ
where Q † b denotes the pseudoinverse of
andb is the vector detected through (10), (11) or (14).
V. RESULTS
In our simulation results, we consider a channel with L = 30 and m = 8. For the pulse shape we have chosen a root raised cosine function with roll-off factor 0.5 and M has been set to 6. The proposed estimation schemes are compared in terms of MSE and BER. Figure 2 shows a plot of the residual Mean Squared Error (MSE) for the schemes as a function of the SNR of the transmitted signal and the corresponding Cramer-Rao bound (CRB) [16] . The MSE is determined as:
where N = 100 is the number of Monte Carlo runs in the simulation. The true channel and the channel estimate for run n are denoted by h andĥ n respectively. The superiority of the estimation strategies which exploit the sparsity of the channel is patent here at least for the SDE and the AMLE while the MDE outperforms the LSE only at low SNR. The following observation can explain this behavior. As the SNR increases, the estimation accuracy of the LS algorithm improves and several taps will be very small. As a consequence, the Hessian Q is almost positive semi-definite and the MDE cannot converge to an integer solution, i.e. some taps of the continuous minimum from each iteration will start oscillating among a few points. In our work, the values provided in the figures for the MSE and the BER have been obtained by setting the MDE estimates equal to the LSE estimates for those realizations where the MDE could not converge to a 0-1 solution. A modified MDE is also proposed in [11] to improve the stability of the scheme. Figure 3 compares the BER at the output of the correlation receiver for the LSE, AMLE, MDE, SDE and the optimal value provided by the single-user bound. It is seen that at high SNR's the SDE and the AMLE outperform the LSE by around 2dB whereas the MDE is close to the SDE at low SNR's but suffers from the problem described above at high SNR's.
The robustness of the sphere decoding stems from an efficient implementation of an algorithm to search for the global solution of a restricted minimization problem as described in the sections above. Thus, the SDE would provide the "bestpossible" solution to the problem as long as the noise in the problem is spherically symmetric. This performance is at the cost of a comparatively larger number of computations (polynomial or exponential in the worst case) that need to be carried out to form the estimate with SDE as opposed to the MDE which provides its estimates in a linear number of computations.
One would expect the AMLE to provide the optimal solution to the problem considered and outperform all the other strategies (including the SDE). However, this algorithm is found to be sensitive to the probability of a tap being 0 as described by the derivation in Section (III-A). Moreover, the exponential complexity of this algorithm is a further deterrent to its utility as compared to the SDE.
Finally, in Figure 4 we contrast the SDE and the LSE with the Matching Pursuit (MP) proposed in [3] . Despite its simplicity, this iterative algorithm (MP) is extremely sensitive to the choice of the stopping rule. In fact, we can terminate the process when m * non-zero taps have been detected, or, as an alternative, when the norm of the residual signal is smaller than a certain threshold T h . For the simulation results in Figure  4 we have considered three different criteria: m * = m = 8, m * = 15 and T h = 0.01. It is seen that even in the most optimistic situation, i.e. when the the order of the channel is known to the Matching Pursuit, this iterative scheme is still outperformed by the SDE, which does not require any a-priori knowledge on the number of active taps. On the other hand, stopping the iteration when the residual error meets a given tolerance results in a large performance loss (note that the MP and the LSE are almost indistinguishable).
VI. CONCLUSIONS
In this paper, we have investigated the possibility of improving the channel estimates by formulating the estimation problem as an OOK detection problem. The estimates of the location of zero-taps in the CIR are generated using the AMLE, or the MDE or the SDE. This information is then used to improve the CIR estimates originally generated. It was seen that the SDE and the AMLE outperform the other schemes in terms of BER and MSE.
Results for the AMLE can be improved by using estimates of the a-priori probability of a tap being zero. This information could be obtained from the "soft" estimates provided by sphere decoding. Alternatively, it can be derived from the statistical properties of the channel model. It should be noted that while the schemes considered here assume that the channel estimates formed are "noise-free", in reality, this is seldom the case. In such a scenario, we need to model the problem as a composite hypothesis testing problem of (potential) size 2 L . The estimation error in the channel is now seen as a coloring of the noise term. Moreover, this colored noise has a variance which would change from hypothesis to hypothesis. A complete solution to this problem would yield the best possible estimates of the vector b under "real-world" conditions. However, the complexity of this solution would make it computationally intensive and impractical.
