Introduction
Remote sensing imagery contains unique geometric distortion either due to acquisition system or the movements of the platform. The sources of these distortions could be grouped into two broad categories: the observer or the acquisition system (platform, imaging sensor and other measuring instruments etc.) and the observed (atmosphere and earth) [1] . Accordingly, there are two types of geometric errors [2] : systematic and non-systematic errors. The first type is generally caused by mirror scans, velocity variance, scan skew, platform velocity, earth rotation, and panoramic distortion and can be corrected through analysis the system characteristics and ephemeris. The non-systematic errors are caused by the position and attitude angles of the satellite platform and can be corrected based on image to map or image to image registration methods [3] .
Geometric correction is used to correct the variation between the actual location coordinates and the raw image data on the ground or target image. A number of types of geometric corrections include system, precision, and terrain corrections could be used. There are four different levels for geometric correction of remotely sensed imagery [4] . These levels are: 1) Registration: alignment of one image to another image of the same area; 2) Rectification: alignment of image to a map so that the image is planimetric, just like the map; which is also known as geo-referencing; 3) Geocoding: a special case of rectification that includes scaling to a uniform standard pixel size; 4) Ortho-rectification: correction of the image, pixel by pixel for topographic distortion. The major image geo-correction techniques [1] are image to map and image to image corrections. The image-to-map uses reference frame such as to po-sheets, maps or any standard spatial reference such as the Universal Transverse Mercator (UTM). The image-toimage method matches one image to another image so that the same geographic area is positioned coincident with respect to the reference image. This type of geometric correction is used when it is not necessary to have each pixel assigned a unique (x, y) coordinate in a map. Both of SURF, SIFT and DWT techniques are used worldwide in image registration [5] [6] . Image registration main stages are [7] :
1. Preprocessing: adapts both the reference image and the input for improving the conduct of the selection of the feature and the correspondence of the feature of registering image. This is due to a number of images could be foggy or may be having an amount of noise that is noteworthy and which will have a dramatic effect on the algorithm's outcome. A number of techniques easing the noise by using Image Restoration and Image Enhancement functions to remove the atmospheric distribution. Also, the canny edge detection filter is used to improve the edges in the image. The main objective of this paper is to develop an automatic approach to make image registration based on another geo-referenced image using SURF, SIFT and DWT techniques and their fusion (SURF & DWT) and (SIFT & DWT). The paper is organized in five sections including this section. Section two includes a background about the topic of study and the related work in this field. Section three explains the development of the proposed system. Section four contains the obtained results and their discussions. Section five, which is the last section provides a summary about the main conclusions and recommendations for future work.
Background and Related Works
Geometric distortion is a big issue in image based application. It appears as an error in the appearance of an image. The distortion can be classified as either internal distortions or external distortions. The internal distortions result from the geometry of the sensor while external distortions resulting from the attitude of the sensor or the shape of the object. Geometric correction is undertaken to overcome geometric distortions. Automatic registration of remote sensing images is important for implementing a geometric correction that handles the geometric distortions.
Feature based image registration model can be generally decomposed into five basic steps: preprocessing, feature detection, matching, transformation model estimation and image transformation and resampling. Figure I shows the basic steps of feature based image registration model. Many of feature based images registration approaches have been proposed and reviewed. Qian (2016) [8] , proposed a fast remote sensing image registration technique based on the combination of both the improved AGAST and FREAK techniques. The improved AGAST is used to detect the feature points between the reference image and the target image. He also used the FREAK algorithm to obtain a binary string descriptor and hamming distance between features vector computed by using a cascade match to get well matched feature points. Subha et al. (2015) [9] , implemented a feature based image registration approach by using DWT as a feature extraction technique, SIFT as a feature matching technique and normalized cross correlation (NCC) for obtaining maximum positive matches. Jitendra et al. (2015) [10] , developed an image registration approach based on extracting wavelet features and optimizing the selection of GCPs using a Particle Swarm Optimization (PSO) technique. Phogat et al. (2015) [11] , developed manual and automatic registration approaches and made a comparison between them. They found that the automatic process gave much better and robust result when compared with the manual registration. Elkhrachy et al. (2014) [12] , investigated the effect of the number of GCPs with various 2D polynomial rectification models on the accuracy of geometric correction. They observed that increasing the number of GCPs improve the registration accuracy. However, this is true as long as the accuracy of the GCPs is homogeneous and is well distributed all over the studied image. Shah et al.
(2014) [13] , implemented a robust feature selection and matching approach by using several techniques. They are: the Principle Component Analysis (PCA), SURF and SIFT. Xia et al. (2013) [14] , proposed an automatic selection approach for control point pairs based on regional matching. This approach detects features by using a scale invariant and rotation invariant SIFT feature descriptor. Fatin (2007) [15] , made an enhancement of satellite images by implementing a discrete wavelet technique for Singar mountain region located west of Mosul city in Iraq. 
The Proposed Approach
The main objective of this paper is to develop an automatic approach for image registration based on another geo-referenced image using five feature extraction models: SIFT, SURF, DWT, SIFT & DWT, and SURF & DWT. An image to image registration method is used to make a geometric correction for two Landsat images. Figure 3 demonstrates the proposed model that shows the main procedures used in developing automated image registration model.
The used data set has been decomposed into two sets: reference set and sensed set for Rosetta-Egypt. The reference set has been captured at 2002 and the sensed set captured at 2014 for the same region. Figure 2 shows the reference and the sensed data set respectively. The simulation environment is Matlab R2013a, Intel(R) Core(TM) i3-2310M CPU 2.10GHz, memory size 6.00G on Windows 7 Ultimate.
Preprocessing
Some images may have an amount of noise that is noteworthy and that has a dramatic effect on the result of the further processing. Preprocessing commonly carries out a series of sequential operations such as image restoration, enhancement, noise removal and edge detection that modify both the target and reference image.
Image Restoration
This operation is used to remove the distortion from the image in order to enhance the visual interpretation of the image. It removes the fog distribution in the remotely sensed images. A model developed by Koschmieder is used to minimize the effect of fog in the image in which L(x, y), the apparent luminance at pixel (x, y) is given by [16] :
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where d(x,y) is the distance of the corresponding object with intrinsic luminance Lo(x, y), and L, is the luminance of the sky and k denotes the extinction coefficient of the atmosphere. This model was is this work due to its simplisity and it is fast output. Angle as an alternative to the median filter but other operators dedicated to visibility restoration allowing to infer the atmospheric veil can be also imagined. It also develops a linear function of the input image. Size and it also achieves as good or even better results compared to state of the art algorithms (Kopf and et al [17] , Fattal [18] , Tan [19] ). Also the visibility restoration from a single image without using any extra information as a particular filtering problem. A visual comparison between the input and the output image is resulted from the image restoration process is shown in Figure 4 .
(a) (b) Figure 4 : The original image (a) and the output image (b) after image restoration.
Image Enhancement
The image enhancement operation is used to improve the subjective appearance of an image in order to provide a better transform representation for future processing. A spatial domain histogram equalization technique was used in this work to make a contrast adjustment using the image histogram by increasing the global contrast. As a result, the intensities are well scattered on the histogram and spreading it along the histogram. The histogram equalization technique formula was carried out using the following formula [20] :
where cdf(v) is Cumulative Distribution Function of a gray value, cdf",," is Minimum CDF value in the image, L is Total gray level in the image and m * n are width * height of the image. 
Canny Edge Detector
Most remote sensing applications use edge detection as a preprocessing stage for feature extraction. Implementing canny edge detector for feature extraction and image enhancement helps in enhancing the corrupted images and extracting the edges. The Canny filter is built based up on sobel filter, which incorporates some pre and post-processing steps to increase the accuracy of edge detection. Figure 5 shows the effect of implementing canny edge detector.
A novel edge-detection algorithm is necessary to provide an errorless solution that is adaptable to the different noise levels in satellite images. The Canny algorithm relies mainly on changing the parameters which are standard deviated for the Gaussian filter and its threshold values. The size of the Gaussian filter is controlled by the greater value and the larger size. The larger size produces more noise, which is necessary for noisy images, as well as detecting larger edges. The Canny algorithm is used in this work because it exhibited better performance when compared with other algorithms such as LoG, Sobel, Prewitt, and Roberts [21] [22] . Figure 7 shows the resulted images from applying the Canny algorithm on the original image and their fusion. and their fusion (c).
Feature Extraction
Once the preprocessing steps have been done, the features have to be extracted and then the ground control points (GCPs). The feature space can be formed based either on intensity or feature based methods. The first type manipulates the image by dealing directly with the image pixels as a feature space. The second type extracts a set of feature points from an image and makes use of these only extracted feature points instead of the whole image pixels. In this work, five feature extraction techniques were used. SIFT, SURF, DWT and their fusions (SIFT & DWT) and (SURF & DWT).
SIFT Method
The SIFT method extracts and describes the feature points which are scale invariant, rotation invariant and insensitive to change in illumination [23] . It is implemented as a series of the following four steps: 1. Scale-space extrema detection: It searches over scale space of the image to identify the interest points that are scale invariant and orientation invariant. The scale space L(x, y, a) can be defined by convolving the input image I(x, y) with Gaussian filter G(x, y, a) as given in Equation (3).
L(x, y, a) = G (x, y, a) * I(x,y)
where, I(x,y) is input image, and G(x,y,o) is variable-scale Gaussian.
Stable Key point locations D(x, y, a) are then obtained as maxima/minima of the difference of Gaussians (DoG) which can be obtained from the difference of two nearby image scales: one with scale k times the other. D(x, y, a) is then given by Equation (4):
2) Key point localization: In this step, both the scale and the location of each candidate point are determined. These points are proved to have low contrast and poorly localized along an edge.
3) Orientation assignments: Depending on local image gradient directions, one or more orientations are assigned to each feature point location. For each image sample at the scale L(x,y), the gradient magnitude m(x, y) and orientation 0 (x,y) can be computed as given in equations (5) and (6), respectively.
(L(x,y + 1) -L(x, y -1))) (x, y) = tan-1 (L(x + 1,y) -L(x -1,y)))
4) Key point descriptor: A feature descriptor creates a 16 x 16 neighborhood that is partitioned into 16 sub regions of 4 x 4 pixels each. For each pixel within a sub region, SIFT adds the pixel's gradient vector to a histogram of gradient directions by quantizing each orientation to one of 8 directions and weighting the contribution of each vector by its magnitude. Figures 9 and 10 shown the outputs of feature extraction and image registration resulted from applying the SIFT transform technique.
Speeded Up Robust Feature Detector (SURF)
SURF detects and describes the image that is vigorous. The detector of SURF is chiefly grounded on the estimated Hessian Matrix [24] .Conversely; the descriptor distributes the responses of Haar-wavelat within the points of neighborhood interest. The detector and the descriptor are both utilized for reducing the time for computing as the descriptor is dimensionally low. As a result, the SURF shows a better performance than the used schemes that were used before regarding repeatability, uniqueness, heftiness and rapidity [24] . SURF generates a "stack" without 2:1 down sampling for levels that are higher in the pyramid which results in images that have a resolution that is similar. SURF filters the stack using a box filter approximation of second-order Gaussian partial derivatives [25] since integral images allow the computation of rectangular box filters in near constant time. The nearest neighbor is distinct to be the key-point with least Euclidean distance for the vector of the invariant descriptor [26] . The Gaussian second order partial derivative box filters of Dyy and Dxy are shown in Figure 8 . 
Fast Hessian Detector SURF detector is grounded on the metrics of Hessian that reasons a decent act and correctness. Supposing that for an image I, X = (x , y) is the point that is given, then the Hessian metrics H(x , o-)
for X which has the scale a, is distinct as proven in Equation (7) [24]
H (x, o-) = Lxy(x, o-) Lyy(X, Cr)
where, Lxx (x, a) is the convolution of the Gaussian second order derivative with the image I in point x, and similarly for Lxy (x, cr) and Lyy (x, a).
In estimated Hessian detector, an estimated Hessian matrix by means of box filter is utilized in place of just Hessian matrix like illustrated in Figure 8 . At this point, 9 x 9 box filter is utilized having o-= 1.2 [25] [26] . Typically, there is a normalization of the filter response regarding the size of the mask.
SURF Descriptor
In the first step of SURF descriptor, to extract the feature points, and fix a reproducible orientation based on information from a circular region around the interest point. After, it builds a square region aligned to the selected orientation. To become the invariant to rotation, it calculates the Haar -Wavelet which responses in x and y direction as shown in Figure 9 . Figure 9 : Hart -wavelet types used for SURF [26] .
There could be a processing of it in a circular neighborhood of radius 6s about the points of attention, where s symbolizes the detection of the attention points scale. By means of a calculation of all responses of the sum within a descending alignment window that covers a 60 degree [13] , the leading alignment is expected. The next phase is to sum responses that are both horizontal and vertical inside the window. Here, the result is known as a novel vector. The longest such vector gives its alignment to the point of interest.
Discrete Wavelet Transforms (DWT)
The wavelet transform is a temporal multi-resolution feature descriptor. It captures both frequency and location information. The wavelet transform generates a multi-resolution representation of image data. Wavelet-based multi-resolution preserves most of the important features of the original data. It also eliminates weak features in higher resolution, whereas it highlights strong image features [27] . Wavelet is a mathematical process that is used to obtain approximate and detailed coefficients from decompose signals. These coefficients allow the signal to be described in several levels from the coarse level to the finest level. Generally, the functionality of wavelets in 2D depends on passing the original image columns through high-pass and low-pass filters. After, the rows of the filtered image are passed through high-pass and low-pass filters [28] . The approximate coefficients will be used to transform the image in case if the image is transformed by another level. Each pass through the filter decreases both the column and row by two [28] . This process keeps repeating until the process has reached n levels (which is
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[Lxx (x, a) Lxy(x, o-)I (7) specified by the user and in our algorithm we assume that n = 1) [29] . After the Wavelet analysis decomposition has been completed, the image is divided into four sub-images: approximate, horizontal, vertical, and diagonal. As soon as we get the foundation function we can define the DWT for the image using Equation (8) -Equation (11) where M,N,H,V,D, W9(j0,m, n), ww " (j, m, n), (j, m, n), wm l? (j, m, n) refers to the number of columns, number of rows in the image, horizontal, vertical, diagonal, approximate coefficients at scale Jo which is usually equal to 0, horizontal, vertical, and diagonal detail coefficients at scale j in which j, jo correspondingly.
where, m, n, H, V and D, represent the number of columns in the image, number of rows in the image, horizontal, vertical, diagonal, approximate coefficients at scale j o which is usually equal to 0, horizontal, vertical, and diagonal detail coefficients at scale j where j Jo respectively [30] 
Feature Fusion
Features fusion technique forms the feature space as a combination of features from multiple sources. Feature fusion is used to achieve more specific inferences than these achieved by using only a single source. In this work, a feature space is built based on a combination of (SIFT and DWT) and (SURF and DWT) models. Figure 10 shows the flowchart of applying these two fusion models.
Feature Extraction using DWT Feature Extraction I l using SIFT Figure 10 : Flowchart of proposed fusion method.
Feature Matching
Once the feature spaces have been built, the correspondence between those extracted to label the target image and those extracted to label the reference image is established. MI based approach has developed recently and it represents a leading technique in images registration [5] . MI is a measure of statistical dependency between two datasets as shown in Figure 1 1. It is particularly suitable for registration of images obtained from different modalities. MI between two random variables X and Y is calculated using the following equation:
where H (x) = -Ex(log(P(X))) represents entropy of random variable and P(X) is the probability distribution of X. 
Accuracy Assessment
Registration evaluation intends to give a decision about the accuracy of the implemented model. The assessment of registration accuracy determines whether the image registration is correctly achieved or there are registration errors. For registration accuracy, statistical parameters such as x-residual, yresidual, Root Mean Square Error (RMSE) and Mean Square Error (MSE) are used as follow [31] :
Where: AXi ,AYi = residuals of point ( i )in X and Y directions, 7' = total RMS error, n = number of GCPs, i = GCP number. In this work, only RMSE was used for assessment of registration accuracy. Once, RMSE is calculated, the point pairs that cause an increase in the RMSE value are removed. In case if the total RMSE is still too large, another round of consistency checks is executed. The iteration continues to run until the RMSE value is less than the proposed threshold which is 0.5 of pixels.
Estimation of Transform Model
The estimation of the transformation parameter is a crucial step in the registration process of remotely sensed images. The required parameters needed for the mapping function are assigned in this step. These parameters are obtained from the calculated feature pairs for the correspondences, which were built through feature matching.
Image Transformation and Resampling
Image transformation is the transformation of the slave image coordinate system into the master image coordinate system. The mapping of any point [xl, yi] in the slave image to [x2, y2] in the master image is modeled as:
where, a and are the parameters of the mapping function and xl, yl, respectively, which are determined by the control points [32] . Resampling refers to the method that is used to estimate DV to be placed in the new pixel location in the corrected output image. Three resampling methods are used for that purpose: nearest neighbor, bilinear interpolation, and cubic convolution [7] .
Results and Discussions
Five feature image based registration models were carried out in this work. These models are SIFT, SURF, DWT, (SIFT & DWT), and (SURF & DWT). Figures 12 and 13 shown the results of feature extraction and image registration obtained from implementing SIFT model. Although SIFT technique is having lots of advantages but its performance is degraded for textured scene or when the edges are not reliable [33] . In other words, SIFT model is less sensitive in recognizing the edges of the image. Therefore, Canny edge detection filter is used to facilitate this process. Getting rid of the noise is a very essential part for our approach in order not to get inefficient or false matching. The quantitative results obtained from implementing the five studied models are represented in Tablet. These models were compared based on RMSE, computational complexity, registration accuracy and number of matching feature points. It was found that the (SURF & DWT) had the lowest RMSE value (0.313) followed by (SIFT & DWT), DWT, SURF and SIFT respectively as shown in Figure 22 . SIFT model showed the highest number of detected feature points followed by SURF & DWT, SIFT & DWT, DWT and SURF models, respectively. However, number of detected feature points can be pre-assigned in the case of using SURF model and it was given 1000 points in this work. Figure 23 shows the variations among the studied models in the number of detected feature points. 
Conclusion
The proposed automated image registration system in this work based on five studied models (SITF, SURF, DWT, SIFT & DWT and SURF & DWT) showed highly accurate results according to RMSE. This could be attributed to the pre-assigned threshold value where all pairs of GCPs that have a RMSE value 0.5 or greater were discarded in this system. However, there were slight variations among these models regarding to the RMSE values. SURF & DWT had the lowest RMSE value followed by SIFT & DWT, DWT and the SURF and the SIFT, respectively. Also, there were variations among these models in the number of detected feature points, matching feature points, and feature matching time. In general, the two model fusions (SURF & DWT) and (SIFT & DWT) showed better results when compared with each individual model. In the future, an expert image registration system needs to be developed in the field of remote sensing to take the training data from a smaller area and extrapolate them to a larger area or the whole image. This is to save time, effort, money and enhance the overall registration accuracy.
