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With the advent of large-scale image sharing on the internet, on websites such as Flickr and Panor-
amio, combined with the ability to share the geographical location of those pictures, there are now
large sources of data ready to be mined for useful information.
Using this data to automatically create a map of man-made and natural areas of our planet,
taking advantage of these readily available sources of information, would provide additional know-
ledge to decision-makers responsible for world-conservation.
The problem of determining the degree of naturalness of an image, which is required to create
such a map based on pictures, can be generalized as a scene classification task, which is an active
area of research in the computer vision and image processing fields.
The analysis of scene classification literature revealed an underlying pattern for classification:
the extraction of relevant features, followed by their transformation into an intermediate represent-
ation, having an image classifier as the final step.
Experiments were performed to better understand the applicability of each of the identified
scene classification techniques to perform the distinction between man-made and natural images.
Their advantages and limitations, such as their computational costs, are detailed.
By carefully selecting the techniques and their parameters it was possible to build a classifier
that is capable of distinguishing between natural and man-made scenery with high accuracy and




Com o advento da partilha de imagens em grande escala, em portais como o Flickr e Panoramio,
e combinado com a capacidade de partilhar a localização geográfica dessas mesmas imagens, ex-
istem agora grandes fontes de dados prontas a serem processadas para a extração de informação
útil.
A utilização destes dados para a criação de um mapa das áreas naturais e de origem humana
do nosso planeta, tirando partido destas fontes de dados prontamente disponíveis, pode fornecer
conhecimento adicional aos decisores políticos responsáveis pela conservação do planeta.
O problema de determinar o grau de naturalidade de uma imagem, pré-condição para a criação
de tal mapa, pode ser generalizado como um problema de classificação de paisagens, que é uma
área ativa de investigação nas áreas de visão por computador e processamento de imagem.
A análise da literatura sobre classificação de paisagens revela um padrão subjacente para classi-
ficação: a extração de características relevantes, seguido da sua transformação numa representação
intermédia, tendo um classificador como o passo final.
Foram executadas experiências para melhor compreender a aplicabilidade de cada uma das
técnicas identificadas para a classificação de paisagens quando aplicadas à tarefa de distinguir entre
imagens naturais e de origem humana. As suas vantagens e limitações, como os seus requisitos
computacionais, são detalhados.
Com uma escolha cuidada das técnicas e respetivos parâmetros foi possível construir um classi-
ficador capaz de distinguir entre paisagens naturais e de origem humana com elevada precisão, mas
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Decision-makers responsible for the monitoring and legislation of issues related to biodiversity
and world conservation require data and expert knowledge on which to base their decisions.
This is where UNEP World Conservation Monitoring Centre comes in, as it is their mission
to ‘evaluate and highlight the many values of biodiversity and put authoritative biodiversity know-
ledge at the centre of decision-making’ (UNEP-WCMC 2013).
With the objective of further expanding the range of information they can provide, UNEP-
WCMC is also experimenting with automated data gathering and crowd-sourcing.
1.1 Context and Motivation
UNEPWorld ConservationMonitoring Centre, with data gathering and analysis as the core of their
mission, described two different situations that could be improved with the use of computer vision
and image processing techniques. Both of these scenarios, described in the following sections,
refer to the same problem in their core, which is one of detecting nature in pictures.
1.1.1 Protected Planet
Protectedplanet.net is an interactive website that uses ‘Citizen Science’ to boost the global interest
in protected areas. This means users are encouraged to find and improve information on protected
areas around the world. This information ranges from their description and points of interest to
pictures which can be shared and scored by the users for each of the protected areas of our planet.
Figure 1.1 shows the appearance of the website.
To ensure the correctness of the information available in the website, all information submitted
by users is curated by the the Protected Areas Programme’s staff at UNEP-WCMC. This manual
process incurs in extra costs and carries a degree of subjectivity on what does and does not get
accepted.
When dealing with user-submitted images, in order to reduce the costs and decrease the sub-
jectivity of the review process, an automated solution, supported by computer vision and image
processing techniques is ideal.
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(a) Main page (b) Protected area details
Figure 1.1: Screen captures of the protectedplanet.net website
1.1.2 Mapping Natural Areas
Websites like Flickr and Panoramio allow users to share geotagged images. The image’s location
can be either obtained directly from the image by using Exchangeable Image File format (EXIF)
tags, or provided manually by the user.
By using an image’s location and identifying whether it represents a natural scene or a man-
made one, it is possible to determine the degree of naturalness on a particular location and time.
Processing a large number of images can fuel the creation of a map that identifies which areas
of the Earth have been affected by human interference and which are still in their natural state. If
an image’s timestamp is also taken into account, then it is also possible to see the evolution of
these man-made and natural areas.
This information is important to legislators and decision-makers as it provides them with de-
tails regarding possibly problematic areas that may require intervention or to study the impact of
other actions that may have been taken previously. Another use for this data is that it can also be
cross-referenced with information about protected areas to evaluate their effectiveness.
1.2 Problem Definition
The problem to be solved consists of the definition and implementation of a tool that is capable of
automatically evaluating a picture and classifying it into one of two classes: natural or man-made.
In order to improve its acceptance as a replacement for manual evaluation, the tool should
always output its confidence rating regarding the decision made, allowing for the final verdict to
be deferred to a human operator when a low confidence decision is reached.
For an automation of the entire classification process, the tool should be able to be easily in-
tegrated into existing applications, such as the protectedplanet.net website, or to be plugged into a
new application that may require the same kind of data evaluation, allowing for its parametrization




The main goals of this work can be summarized as follows:
 Compare the usefulness of several competing state-of-the-art scene classification algorithms
when applied to the task of determining the degree of naturalness of an image.
 Provide an open-source, easy to extend framework for automated scene classification and
algorithm evaluation.
 Evaluate the computational cost of the implemented techniques and the influence of changes
in their parameters in said cost and analyse any trade-offs between speed and accuracy.
 Analyse the implemented algorithm’s ability to generalize the information gathered from
training on one dataset and applying it to a different data source.
 Test the framework’s ability to cope with irrelevant information that may appear on images,
such as the presence of humans in pictures.
 Provide a detailed description of all settings used to during the experiments to allow for easy
reproduction of the results.
1.4 Document Structure
Chapter 2 reviews the current state-of-the-art techniques used in the scene classification area. An
overview of each technique, as well as its possible advantages and shortcomings in comparison
to other alternatives are also presented. Always taking into account the goals of this work, this
chapter also identifies some of the knowledge gaps in the literature.
Details about the developed framework are presented in chapter 3. The main tasks that are
required of such framework are listed, as well as other optional improvements that were also
added. External libraries and details about their inclusion in the project are also described here.
Chapter 4 describes the procedure used to execute all of the reported experiments. Information
about the dataset and how it was built, as well as all parameters is also included. The main
limitations of the experiments that were performed are also detailed in this section.
The results of the experiments are presented in chapter 5. The algorithms identified in chapter 2
are compared, as well as their parameters, reporting their impact on the classification performance
and computational cost. Taking into account these experiments, an overview of the impact of
optimizing the framework’s parameter for both speed and accuracy is provided.
Chapter 6 goes through the goals of this work, analysing and discussing their viability based
on the results of the experiments.






Scene classification, or scene recognition, refers to the problem of automatically assigning a label
to an image among a set of semantic categories (e.g. forest, mountain, and street) (Wu and Rehg
2011; Zhou, Zhou and Hu 2013). The applications for scene classifications range from acquir-
ing context for object recognition (Torralba 2003), to content-based image indexing and retrieval
(Vogel and Schiele 2007), and to robot and vehicle navigation (Wu and Rehg 2011).
One can define the problem of detecting whether the view represented in a picture corresponds
to a natural or a man-made scene as a subset of the scene classification problem. In fact, determ-
ining the degree of naturalness of a picture is a part of the ‘Spatial Envelope’ technique proposed
by Oliva and Torralba (2001) for scene classification.
The act of classifying an image has three major components. The first one is the extraction of
a set of features from the image, which is detailed in sections 2.1 to 2.3. Then, a representation
of the image is created, using the process outlined in sections 2.4 to 2.6. The final part is using a
machine learning technique to classify the images, as described in sections 2.7 and 2.8.
2.1 Features
A feature of an image is a representation, characteristic or property of that image (Boutell, Brown
and Luo 2002).
There are several features that can be used for scene classification, such as colour, texture,
filter outputs and gradients.
2.1.1 Colour
Computers can represent colours in many different formats. Each of these may provide different in-
variance properties, such as light colour or light intensity changes and shifts, to image descriptors,
when used as part of an image classification framework. Some of the most popular are RGB,
Opponent and HSV (Van de Sande, Gevers and Snoek 2010).
RGB is the most common colour space used by computer images since it is the same repres-
entation required by computer screens. It uses three channels corresponding to the intensity of the
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colours red, green and blue. These three components are added together using an additive colour
model in order to get the final colour.
The opponent colour space corresponds to the Principal Component Analysis of the RGB
colour representation on a set of images. The transformation described in eq. (2.1), obtained by
using PCA on a set of natural images, can be used to decorrelate the colour components of a set












HSV is another way to represent colours, by using the hue, saturation and value components.
While the properties of this model make for a good colour picker system and is commonly used in
image editing software, it has also been successfully used in the field of computer vision (Bosch,
Zisserman and Muñoz 2008).
2.1.2 Texture
The texture of an image patch refers to an object’s surface and structural properties. While the
direct application of textural properties has been used to distinguish between different material
and textile patterns, such as in the work by Ojala, Pietikainen and Maenpaa (2002), most works in
scene classification opt for simpler properties to describe an image, such as gradients, described
in section 2.1.4.
2.1.3 Filter Outputs
Several signal processing filters can be applied to image processing as well. Among these, the
Fourier transform and Gabor filters are the most common. Gabor filters can be used as an edge
detection tool as they can filter an image’s components that are oriented in a certain angle. The
Fourier transform, on the other hand, decomposes a signal into its sinusoidal components. When
these two filters are combined, they can be used to determine the frequency of a signal in an image
for a given orientation.
2.1.4 Gradients
Gradients can be used to determine orientations and borders of objects and shapes. There are sev-
eral ways of representing gradients, ranging from simple binary representations, saying whether
the value increased or decreased between two points, to more complex representations that calcu-
late the gradient intensity and orientation.
Gradients are the most common features used by descriptors in scene classification (Lowe




In order to turn the features described in the previous chapter into a more tractable representa-
tion, several descriptors have been proposed for image processing. These descriptors attempt to
move away from pixel representations and to provide a description closer to the image semantics
(Boutell, Brown and Luo 2002). There are several desirable properties in a descriptor for its use
in scene classification (Wu and Rehg 2011). Descriptors should allow for a holistic representation
of the scene, since a global view of an image can give more details about a scene than informa-
tion about its components. They should be able to capture structural properties of a scene, such
as shapes, flat surfaces, and tiles without getting distracted by detailed textural information. The
descriptor should also be generalizable, allowing for the comparison of vastly different visual
representations of the same semantic concept.
The next sections describe the most often used descriptors that achieve good results for scene
classification: Gist, SIFT, HOG, LBP, and CENTRIST. Figure 2.1 shows the results of the applic-
ation of some descriptors to an example picture.
(a) Original picture (b) Gist descriptor
(c) SIFT descriptor (d) HOG descriptor




First described by Oliva and Torralba (2001) this descriptor attempts to represent spatial structures
by using a ‘Discrete Fourier Transform’ to calculate the power spectra of an image and ‘Prin-
cipal Component Analysis’ to filter the frequencies used to describe the image. This allows for a
representation of the image that uses exclusively global features.
While an important work, as a pioneer for scene recognition without segmenting or recogniz-
ing local objects, its results have been surpassed by state-of-the-art approaches.
2.2.2 SIFT
‘Scale-Invariant Feature Transform’ is one of the most used descriptors in the scene classification
literature (Bosch, Muñoz and Martí 2007; Wu and Rehg 2011). It was proposed by Lowe (2004)
as a way to extract features that could be used to match different views of an object or scene.
Once the point where the descriptor will be extracted from has been determined, using one of
the techniques described in section 2.3, including its scale and rotation, the SIFT can be calculated
for that point. This is done by creating an histogram of gradient intensity and orientations, where
Lowe (2004) uses a 4 by 4 grid of bins and 8 gradient orientations, resulting in a 448= 128
element feature vector, as exemplified in fig. 2.2. Each of these bins is weighted using a Gaussian
window, meaning that bins further away from the descriptor centre are weighted less than the ones
closer to the centre.
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Figure 7. A keypoint descriptor is created by first computing the gradient magnitude and orientation at each image sample point in a region
around the keypoint location, as shown on the left. These are weighted by a Gaussian window, indicated by the overlaid circle. These samples
are then accumulated into orientation histograms summarizing the contents over 4x4 subregions, as shown on the right, with the length of each
arrow corresponding to the sum of the gradient magnitudes near that direction within the region. This figure shows a 2 × 2 descriptor array
computed from an 8 × 8 set of samples, whereas the experiments in this paper use 4 × 4 descriptors computed from a 16 × 16 sample array.
6.1. Descriptor Representation
Figure 7 illustrates the computation of the keypoint de-
scriptor. First the image gradient magnitudes and ori-
entations are sampled around the keypoint location,
using the scale of the keypoint to select the level of
Gaussian blur for the image. In order to achieve ori-
entation invariance, the coordinates of the descriptor
and the gradient orientations are rotated relative to
the keypoint orientation. For efficiency, the gradients
are precomputed for all levels of the pyramid as de-
scribed in Section 5. These are illustrated with small
arrows at each sample location on the left side of
Fig. 7.
A Gaussian weighting function with σ equal to one
half the width of the descriptor window is used to as-
sign a weight to the magnitude of each sample point.
This is illustrated with a circular window on the left
side of Fig. 7, although, of course, the weight falls
off smoothly. The purpose of this Gaussian window is
to avoid sudden changes in the descriptor with small
changes in the position of the window, and to give less
emphasis to gradients that are far from the center of the
descriptor, as these are most affected by misregistration
errors.
The keypoint descriptor is shown on the right side
of Fig. 7. It allows for significant shift in gradient po-
sitions by creating orientation histograms over 4 × 4
sample regions. The figure shows eight directions for
each orientation histogram, with the length of each ar-
row corresponding to the magnitude of that histogram
entry. A gradient sample on the left can shift up to 4
sample positions while still contributing to the same
histogram on the right, thereby achieving the objective
of allowing for larger local positional shifts.
It is important to avoid all boundary affects in which
the descriptor abruptly changes as a sample shifts
smoothly from being within one histogram to another
or from one orientation to another. Therefore, trilin-
ear interpolation is used to distribute the value of each
gradient sample into adjacent histogram bins. In other
words, each entry into a bin is multiplied by a weight of
1−d for each dimension, where d is the distance of the
sample from the central value of the bin as measured
in units of the histogram bin spacing.
The descriptor is formed from a vector containing
the values of all the orientation histogram entries, cor-
responding to the lengths of the arrows on the right side
of Fig. 7. The figure shows a 2 × 2 array of orienta-
tion histograms, whereas our experiments below show
that the best results are achieved with a 4 × 4 array of
histograms with 8 orientation bins in each. Therefore,
the experiments in this paper use a 4 × 4 × 8 = 128
element feature vector for each keypoint.
Finally, the feature vector is modified to reduce the
effects of illumination change. First, the vector is nor-
malized to unit length. A change in image contrast in
which each pixel value is multiplied by a constant will
multiply gradients by the same constant, so this contrast
change will be canceled by vector normalization. A
brightness change in which a constant is added to each
image pixel will not affect the gradient values, as they
are computed from pixel differences. Therefore, the de-
scriptor is invariant to affine changes in illumination.
However, non-linear illumination changes can also oc-
cur due to camera saturation or due to illumination
Figur 2.2: SIFT descriptor example using 2 by 2 patch (Lowe 2004)
Once the descriptor has been calculated, it is normalized using a two step normalization pro-
cess. First, the descriptor is L2-normalized, then the values of all bins are clamped to a maximum
of 0.2, and the descriptor is, once again, normalized with L2-norm. These operations aim to reduce
the effects of illumination changes.
A more recent approach, used by Vedaldi and Fulkerson (2008) employs an approximation,
which instead of using a Gaussian window to weight the bins, uses a flat window which is then
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reweighed by the average Gaussian of all bins. This speeds up the calculation of the descriptor by
an order of magnitude, with little or no impact in the classification results.
The strengths of the SIFT descriptor are related to its invariance to scale and rotation of each
feature. It is also robust against changes in distortion, viewpoint, noise, and illumination.
2.2.3 HOG
Originality described by Dalal and Triggs (2005) for human detection, the ‘Histogram of Oriented
Gradients’ descriptor has been shown to perform very well in scene classification tasks (Xiao et al.
2010; Zhou, Zhou and Hu 2013).
This descriptor represents a picture by calculating an histogram of the orientation of gradients
for a small patch of the image. In order to calculate the histograms, a number of orientations is
defined, usually ranging from 4 to 16, and the intensity of the gradients for each of the orientations
is calculated.
2.2.4 LBP
‘Local Binary Patterns’ is a grey scale and rotation invariant descriptor used for uniform pattern
detection (Ojala, Pietikainen and Maenpaa 2002).
LBP works by comparing a central, anchor point, to a number of points along a circle of a
pre-defined radius around the anchor. This comparison is a purely binary decision on whether
the sampled point is larger than the central value or not, which provides a great invariance to light
intensity changes. When the position of one of the points does not match with a pixel, interpolation
is used to retrieve the image information.
The number of points and the radius of the circle are the only two parameters of this descriptor,
which is represented as a subscript of the LBP name, starting with the number of points and
followed by the radius. LBP8;1 represents an LBP descriptor with 8 points sampled along a circle
of radius 1. See fig. 2.3 for some examples of different sized LBP descriptors.
6
2.1 Achieving Gray Scale Invariance
As the first step towards gray scale invariance we subtract, without losing information, the
gray value of the center pixel (gc) from the gray values of the circularly symmetric neighbor-
hood gp (p=0,...,P-1) giving:
Next, we assume that differences gp-gc are independent of gc, which allows us to factorize
Eq.(2):
In practice an exact independence is not warranted, hence the factorized distribution is only
an approximation of the joint distribution. However, we are willing to accept the possible small
loss in information, as it allows us to achieve invariance with respect to shifts in gray scale.
Namely, the distribution t(gc) in Eq.(3) describes the overall luminance of the image, which is
unrelated to local image texture, and consequently does not provide useful information for tex-
ture analysis. Hence, much of the information in the original joint gray level distribution
(Eq.(1)) about the textural characteristics is conveyed by the joint difference distribution [29]:
This is a highly discriminative texture operator. It records the occurrences of various pat-
terns in the neighborhood of each pixel in a P-dimensional histogram. For constant regions, the
differences are zero in all directions. On a slowly sloped edge, the operator records the highest
difference in the gradient direction and zero values along the edge, and for a spot the differ-
ences are high in all directions.







T t gc g0 gc– g1 gc– ... gP 1– gc–, , , ,( )= (2)
T t gc( )t g0 gc– g1 gc– ... gP 1– gc–, , ,( )≈ (3)
T t g0 gc– g1 gc– ... gP 1– gc–, , ,( )≈ (4)
F gure 2.3: Multiple LBP configurati ns (Ojala, Pietikainen and Maenpaa 2002)
Further improvements are also proposed in order to achieve rotation invariance, by repeatedly
applying a circular bit-wise shift, with the objective of minimizing the descriptor value. What this
achieves is a descriptor that only cares about the general shape of the pattern being represented, as
as any rotation to that pattern will be cancelled by the bit-wise shift.
9
Scene Classification
Another improvement proposed by the authors is the removal of descriptors that contain more
than two bitwise 0/1 changes. While this operation filters a large number of descriptors, they
only account for 10% of the total descriptors in the texture images used by Ojala, Pietikainen and
Maenpaa (2002), and thus do not provide enough data for reliable image comparison.
The main advantage of this descriptor is its very small size, which can usually fit in a single
integer value. In turn, this means that LBP descriptors can be extracted very densely, up to a
descriptor for every pixel in the image, thus reducing the amount of information that may be
discarded by other proposed descriptors.
2.2.5 CENTRIST
The newest descriptor, named ‘CENsus TRansform hISTogram’, was proposed by Wu and Rehg
(2011) and was designed for place and scene recognition tasks. It is a simplification of the LBP
descriptor, corresponding to the LBP8;1, but using a scan-line approach to order the bits instead of
the circular extraction used by Ojala, Pietikainen and Maenpaa (2002).
This descriptor boasts its lack of parameters to tune, its fast evaluation speed and ease of
implementation. The results presented for the fifteen scene dataset, described in section 2.8.1, are
on par or superior to those of the more popular SIFT descriptor.
2.3 Extraction Method
There are several techniques that can be applied to feature extraction when using the previous
descriptors. Figure 2.4 exemplifies some of the extraction techniques which will be explained in
detail in the following sections.
(a) Points of interest (b) Dense grid
Figure 2.4: Two distinct extraction techniques
2.3.1 Sparse
SIFT descriptors, as defined by Lowe (2004), use a technique to discover points of interest. These
points of interest are usually corners or edge points with high gradients which contain useful
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information that can be used to compare objects or scenes taken from different viewpoints. The
descriptors are then extracted for each of these points of interest.
In order to determine the points of interest a technique called difference-of-Gaussians is used.
To apply this technique the image is blurred using several different Gaussian levels and the res-
ulting images are subtracted from each other. The points corresponding to the extrema of these
differences are then used as interest points.
2.3.2 Dense
Alternatively, features can be extracted on a dense grid. This involves the division of the image
into small patches, wherein a feature is extracted, whether or not the patch contains any gradient
or other useful characteristic. The distance between each of these patches, measured in pixels, can
also be called ‘descriptor spacing’.
For scene classification, dense extraction of features has been shown to improve the results,
since the lack of any significant features can be an important piece of information by itself (Fei-
Fei and Perona 2005).
It has also been shown that overlapping the patches where the features are extracted can further
improve the scene classification results (Bosch, Zisserman and Muñoz 2008).
2.3.3 Multi-resolution
The multi-resolution technique involves the extraction of features on multiple resolution levels of
the image (Wu and Rehg 2011; Zhou, Zhou and Hu 2013). It requires the extraction of features,
using either a dense or sparse approach, followed by the halving of the size of the image. This
process can be repeated several times, resulting in several sets of features, one for each different
resolution. Zhou, Zhou and Hu (2013) identify the use of three levels as an ideal amount of image
scales to use in the context of scene classification.
When combined with dense feature extraction, the size of the patch is also scaled down, in
order to gather roughly the same amount of descriptors for each image resolution.
An alternative to scaling an image directly is to extract the descriptors in multiple scales, which
simulates the image resizing. Scaling descriptors involves calculating the descriptor using a larger
or smaller number of pixels around a central point, which results in a descriptor that summarizes
more or less information, respectively. Several works have used this technique, improving the
classification results when compared to using a single scale descriptor (Bosch, Zisserman and
Muñoz 2008; Perronnin, Sánchez and Mensink 2010; Krapac, Verbeek and Jurie 2011). The
implementation of this multi-scale feature extraction may differ regarding the placement of the
different scale descriptors, having some authors opted for concentric descriptor extraction and





Many of the intermediate representations presented in the following section require the compar-
ison of descriptors. To achieve this, techniques such as k-means traditionally use L2 distance, also
known as Euclidean distance. Using the Euclidean distance has been shown to be less than ideal
for the comparison of histogram representations. As descriptors such as SIFT and HOG are his-
tograms themselves better results can be achieved if a more adequate distance comparison is used
(Arandjelovic and Zisserman 2012).
A simple way to use another distance measure without rewriting the image processing pipeline
is to apply a mapping function to the descriptors. Several approximate mappings for kernels have
been proposed by Vedaldi and Zisserman (2010) but one in particular is very useful for descriptor
transformation, as it can be applied in place, without changing the size of the descriptor, which is
the Hellinger kernel.
The Hellinger mapping, also called RootSIFT when applied to SIFT descriptors, can be cal-
culated in two simple steps. The first step it to normalize the descriptor using L1 distance, also
known as Manhattan distance. Then, each element of the descriptor is replaced by its square root.
This simple and cheap to compute transformation has been shown to greatly improve the
classification results in scene and object classification tasks (Arandjelovic and Zisserman 2012;
Garg, Chandra and Jawahar 2012).
2.4.2 Principal Component Analysis
Principal Component Analysis (PCA), is a technique that can be used to decorrelate and reduce
dimensionality of data. While using PCA to reduce the dimensionality of data results in loss of
information, this analysis maximizes the compression to loss ratio (Smith 2002).
The first step of performing PCA on a dataset is to center the data so it has mean zero. This
allows for the computation of the covariance matrix, which is a square matrix with side equal
to the number of dimensions of the data and represents how likely it for the data in one dimen-
sion to change when the data in another dimension also changes. Calculating the eigenvectors
and the corresponding eigenvalues of this covariance matrix allows the dimensions to be trans-
formed according to their relevance and importance for the representation of data, as the higher
the eigenvalue, the higher the significance of the respective eigenvector. In order to reduce an
N-dimensional data into a D-dimensional representation it has to simply be multiplied by a matrix
containing the D N-dimensional eigenvectors with the highest eigenvalues.
PCA can be combined with other encoding techniques described in this chapter by using it to





Some of the proposed techniques for scene classification use the extracted features to directly
describe an image, such as is the case with NBNN described in section 2.7.1. However, new devel-
opments in the scene classification literature have shown that using an intermediate representation
of the extracted features can boost the accuracy of the scene classification task (Bosch, Muñoz and
Martí 2007).
2.5.1 Bag-of-Words Representation
The Bag-of-Words technique, used for text analysis and categorization, has shown excellent per-
formance when applied to scene classification. This technique, as described by Fei-Fei and Perona
(2005), is named as Bag-of-Codewords, Bag-of-Features or Bag-of-Visual-Words in the literature.
Bag-of-Codewords abstracts the representation of an image by creating a codebook of features.
This codebook is formed by extracting a large number of features from a diverse set of images and
then grouping those features into a smaller, pre-defined number of codewords using clustering
techniques. A diagram explaining this process can be found in fig. 2.5
and expensive, and because expert-deﬁned labels are some-
what arbitrary and possibly sub-optimal.
Much can also be learnt from studies for classifying dif-
ferent textures and materials [10, 5, 16]. Traditional texture
models ﬁrst identify a large dictionary of useful textons (or
codewords). Then for each category of texture, a model is
learnt to capture the signature distribution of these textons.
We could loosely think of a texture as one particular in-
termediate representation of a complex scene. Again, such
methods yield a model for this representation through man-
ually segmented training examples. Another limitation of
the traditional texture model is the hard assignment of one
distribution for a class. This is ﬁne if the underlying images
are genuinely created by a single mixture of textons. But
this is hardly the case in complex scenes. For example, it
is not critical at all that trees must occupy 30% of a suburb
scene and houses 60%. In fact, one would like to recognize
a suburb scene whether there are many trees or just a few.
The key insights of previous work, therefore, appear to
be that using intermediate representations improves perfor-
mance, and that these intermediate representationsmight be
thought of as textures, in turn composed of mixtures of tex-
tons, or codewords. Our goal is to take advantage of these
insights, but avoid using manually labeled or segmented im-
ages to train the system, if possible at all. To this end, we
adapt to the problems of image analysis recent work by Blei
and colleagues [1], which was designed to represent and
learn document models. In this framework, local regions
are ﬁrst clustered into different intermediate themes, and
then into categories. Probability distributions of the local
regions as well as the intermediate themes are both learnt in
an automatic way, bypassing any human annotation. No su-
pervision is needed apart from a single category label to the
training image. We summarize our contribution as follows.
• Our algorithm provides a principled approach to learning rel-
evant intermediate representations of scenes automatically
and without supervision.
• Our algorithm is a principled probabilistic framework for
learning models of textures via codewords (or textons) [5,
16, 10]. These approaches, which use histogram models of
textons, are a special case of our algorithm. Given the ﬂex-
ibility and hierarchy of our model, such approaches can be
easily generalized and extended using our framework.
• Our model is able to group categories of images into a sensi-
ble hierarchy, similar to what humans would do.
We introduce the generative Bayesian hierarchical model
for scene categories in Section 2. Section 3 describes our
dataset of 13 different categories of scenes and the experi-
mental setup. Section 4 illustrates the experimental results.
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Figure 2. Flow chart of the algorithm.
2. Our Approach
Fig.2 is a summary of our algorithm in both learning and
recognition. We model an image as a collection of local
patches. Each patch is represented by a codeword from a
large vocabulary of codewords (Fig.4). The goal of learning
is to achieve a model that best represents the distribution of
these codewords in each category of scenes. In recognition,
therefore, we ﬁrst identify all the codewords in the unknown
image. Then we ﬁnd the category model that ﬁts best the
distribution of the codewords of the particular image.
Our algorithm is modiﬁed based on the Latent Dirich-
let Allocation (LDA) model proposed by Blei et al. [1].
We differ from their model by explicitly introducing a cat-
egory variable for classiﬁcation. Furthermore, we propose
two variants of the hierarchical model (Fig.3(a) and (b)).
2.1 Model Structure
It is easier to understand the model (Fig.3(a)) by going
through the generative process for creating a scene in a spe-
ciﬁc category. To put the process in plain English, we begin
by ﬁrst choosing a category label, say a mountain scene.
Given the mountain class, we draw a probability vector that
will determine what intermediate theme(s) to select while
generating each patch of the scene. Now for creating each
patch in the image, we ﬁrst determine a particular theme
out of the mixture of possible themes. For example, if a
“rock” theme is selected, this will in turn privilege some
codewords that occur more frequently in rocks (e.g. slanted
lines). Now the theme favoring more horizontal edges is
chosen, one can draw a codeword, which is likely to be a
horizontal line segment. We repeat the process of drawing
both the theme and codeword many times, eventually form-
ing an entire bag of patches that would construct a scene of
mountains. Fig.3(a) is a graphical illustration of the gener-
ative model. We will call this model the Theme Model 1.
Figure 2.5: Diagram of the bag-of-c dewords techniqu (Fei-Fei and Perona 2005)
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Once each descriptor has been assigned to one of the codewords, an histogram of codeword
occurrences is built for the entire image. It is this histogram that forms the basis of the comparison
between images.
2.5.1.1 k-means Clustering
One of the most popular techniques used to cluster the extracted features of the images is k-means
(Gao, Tsang and Chia 2013). This technique takes a number of representative features and at-
tempts to calculate a pre-defined number of clusters, minimizing the distance between each cluster
centroid and the features assigned to it.
This can be formulated as the solution to the problem described by eq. (2.2) (Yang et al. 2009),
where X = [x1; : : : ;xM] 2 RMD is a set of D-dimensional descriptors, V = [v1; : : : ;vK ] are the K








k xm  vk k2 (2.2)
The k-means algorithm solves this problem by using an iterative, two-step process, as de-
scribed in algorithm 2.1. The first part of the algorithm is an ‘assignment step’, where each feature
is assigned to its nearest cluster centre. This is followed by an ‘update step’, where new cluster
centres are determined by averaging the assignments to each cluster. The entire process is then
repeated until the centres do not change between two consecutive iterations.
Algorithm 2.1 k-means clustering algorithm
Input:
X = [x1; : : : ;xM] . data to be clustered
K . number of clusters
Output:
V = [v1; : : : ;vK ] . cluster centres
D(x) = centre closest to x . centre assignments
V  initial cluster centres . e.g. random selection of X
repeat
for all xi 2 X do
D(xi) argmin j2f1;:::;Kg distance(xi;Vj) . find the closest centre
end for
for i= 1! K do
vi  centroid of fxjD(x) = ig . update cluster centres
end for
until V does not change
The main advantages of this algorithm is that not only is it very simple to implement, but it also
quickly converges to a local optimum, which means it can be interrupted before fully converging
and still return usable cluster centres.
On the other hand, as a clustering technique, it does have several shortcomings. Due to the
14
Scene Classification
way k-means uses a simple L2-distance as a measure to find the closest cluster centres, it tends
to generate equal sized clusters, which may not be the optimal encoding for the features. Its high
dependency on the initial, randomly generated cluster centres, as well as its loss of information, in
particular when considering the features closest to the cluster boundaries, are also are issues that
must be considered when using this technique (Gao et al. 2010).
2.5.1.2 Sparse Coding
Newer alternatives have been proposed to form the codebook using a sparse-coding algorithm to
allow for soft assignment of features (Gemert et al. 2008). This means that each feature may be
assigned to more than one cluster centroid. Figure 2.6 contrasts the different clustering techniques.
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Abstract
Sparse coding which encodes the original signal in a
sparse signal space, has shown its state-of-the-art perfor-
mance in the visual codebook generation and feature quan-
tization process of BoW based image representation. How-
ever, in the feature quantization process of sparse coding,
some similar local features may be quantized into differ-
ent visual words of the codebook due to the sensitiveness of
quantization. In this paper, to alleviate the impact of this
problem, we propose a Laplacian sparse coding method,
which will exploit the dependence among the local features.
Specifically, we propose to use histogram intersection based
kNN method to construct a Laplacian matrix, which can
well characterize the similarity of local features. In addi-
tion, we incorporate this Laplacian matrix into the objec-
tive function of sparse coding to preserve the consistence
in sparse representation of similar local features. Compre-
hensive experimental results show that our method achieves
or outperforms existing state-of-the-art results, and exhibits
excellent performance on Scene 15 data set.
1. Introduction
Image classification is one of the fundamental prob-
lems in computer vision, which has attracted lots of re-
searchers’ attention these years. Many image representa-
tion models have been proposed for this problem, such as
Part-based model [3], Bag of Words(BoW) model [18], etc.
Amongst these models, BoW model has shown excellent
performance and been widely used in many real applica-
tions (such as image classification [22], image annotation
[21], image retrieval [16] and video event detection [24])
due to its robustness to scale, translation and rotation vari-
ance.
BoW image representation contains the following three
modules: (i) Region selection and representation; (ii) Code-
book generation and feature quantization; (iii) Frequency
histogram based image representation.
k-means Laplacian Sparse CodingSparse Coding
Similar features to be quantized Visual words
Figure 1. Feature Quantization strategies for different methods. In
k-means, each feature is only assigned to one clustering center; In
sparse coding, features are automatically assigned to the centers
that can optimally reconstruct this feature, but it is sensitive to
feature variance. In Laplacian sparse coding, similar features are
not only assigned to optimally-selected cluster centers, but we also
guarantee the selected cluster centers are also similar. Therefore,
Laplacian sparse coding is more robust for feature quantization.
In these three modules, codebook generation and feature
quantization are the most important and govern the quality
of image presentation. Codebook, whose entries are termed
as visual words, is a collection of basic patterns used to re-
construct the input local features. Usually hard assignment
method, such as k-means is adopted to generate the code-
book, and kNN is used to assign each local feature to the
visual words. However, such method may cause severe in-
formation loss [1] by assigning each visual feature to only
one visual word, especially for those features located at
the boundary of several visual words. Thereafter, soft as-
signment [16, 19] is introduced to assign each feature to
more than one visual words. However, the way of assigning
weight to the visual words and the number of visual words
to be assigned for each visual feature are not trivial to be
determined.
One evident drawback in BoW model is the spatial in-
formation loss. To overcome this, Lazebnik et al.[8] ex-
tended the BoW model with Spatial Pyramid Matching Ker-
nel (SPM) by exploiting the spatial information of location
regions. More specifically, each image is partitioned into
increasingly finer sub-regions and Pyramid Match Kernel
[4] is used to compare corresponding sub-regions. Many
work [8, 24, 25] have shown the effectiveness of SPM in
3555978-1-4244-6985-7/10/$26.00 ©2010 IEEE
Figure 2.6: Clustering techniques for the codebook creation (Gao et al. 2010)
The sparse coding problem can be seen as a generalization of the hard clustering problem
defined in eq. (2.2). Equation (2.2) can be transformed into a matrix factorization problem, having
U = [u1; : : : ;uK ] represent the cluster membership, k  k is the L2-norm of a vector, j  j is the







subject to: Card(um) = 1; jumj= 1;um  0;8m
(2.3)
By relaxing the Card(um) = 1 requirement we can turn the problem into one of soft assignment.
In order to limit the number of non-zero assignments, a term containing the L1-norm um can
be introduced. The importance of this term, which basically represents the sum of the cluster
membership assignments, can be tweaked using the factor l , resulting in the following formulation
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k xm umV k2 +l jumj
subject to: k vk k 1;8k = 1;2; : : : ;K
(2.4)
An improvement to the Sparse Coding technique has been proposed by Gao et al. (2010),
called Laplacian Sparse Coding, who identify that descriptors that are similar amongst themselves
sometimes end up being encoded using a completely different set of codewords. To fix this, they
introduce the use of a Laplacian matrix, which characterizes the similarity of local features, in
order to ensure similar features are encoded into similar codewords.
This category of techniques, which relax the descriptor assignment into codewords, resulting
in less data loss, shows significantly better results over the standard k-meanswhen applied to scene
classification (Gemert et al. 2008; Gao et al. 2010). This is explained by Boiman, Shechtman and
Irani (2008) who argue that, while feature quantization does significantly decrease the feature
dimensionality, it also degrades the discriminative power of descriptors. As such, a representation
that is closer to the original descriptor, such as Sparse Coding, will result in a more discriminative
representation.
2.5.2 Fisher Kernel
The Fisher Kernel is a framework which combines both generative and discriminative approaches
to characterise a signal. For the image classification problem, this framework can be adapted by
considering an image as the input signal and by using a visual vocabulary as the generative model.
For this vocabulary, Gaussian Mixture Models, or GMMs for short, can be used to represent the
distribution of low-level features in images (Perronnin and Dance 2007).
GMMs are built by taking a number of descriptors and adapting a pre-defined number of
Gaussians to that data. They do this with the help of an expectation-maximization algorithm
which iteratively improves the fit between the gaussians and the data.
The kernel itself, which is used to compute the similarity between two Fisher vectors, can be
computed using the following equation, where Fx is the Fisher vector for image x:
K(X ;Y ) = FTX I
 1FY (2.5)
I represents the Fisher information matrix. Since this matrix can have a very high dimension,
it is commonly replaced with a diagonal approximation (Krapac, Verbeek and Jurie 2011).
2.5.2.1 Fisher Vector
The contents of the Fisher vector itself can change depending on what information is included
during its calculation. If all information is used, which results in a more detailed representation and
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thus better classification results, it contains a total ofK(1+2D) dimensions, whereK is the number
of keywords and D is the dimension of each descriptor (Perronnin and Dance 2007). Of these
dimensions, K correspond to the weights of each keyword, KD to the average of the descriptors
assigned to a keyword, and another KD represent the standard deviation of those descriptors.
The biggest advantage this representation has over that of the Bag-of-Words technique is that,
for the same codebook size, it results in a descriptor that is several orders of magnitude larger. This
larger, more descriptive representation, allows for images to be classified using a simple linear
classifier without any significant loss in performance. Section 2.7 provides additional information
regarding classifiers.
2.5.2.2 Vector Normalization
Perronnin, Sánchez and Mensink (2010) determined that the Fisher vector representation contains
some image-specific information. This means that two images containing the same subject but
different amounts of background information, as is the case in pictures of the same subject in
multiple scales, will result in different signatures. To reduce this problem, the Fisher vector can be
normalized using L2-norm, allowing for better classification results. This is equivalent to replacing




While using L2-normalization does improve the classification results, they can be further im-
proved by combining it with another normalization technique. The need for another normaliza-
tion process arises from the empirical observation that a larger number of Gaussians will result
in sparser Fisher vector representations. Perronnin, Sánchez and Mensink (2010) argue that L2-
distance is a poor measure of distance for sparse vectors and as such they propose the use of the
transformation described in eq. (2.7), which they call ‘power normalization’, in order to reduce the
effect of sparsity in the distance calculation, where 0 a  1 is a parameter of the normalization
and z represents each element of the Fisher vector. Through experimentation, Perronnin, Sánchez
and Mensink (2010) have determined that a = 0:5 provides good results for the 256 Gaussians
they used throughout their experiments.
f (z) = sign(z)jzja (2.7)
In addition to these normalizations, Krapac, Verbeek and Jurie (2011) perform whitening nor-
malization on the data, thus ensuring that each dimension of the Fisher vector has zero mean and
unit variance. In order to perform this normalization an additive and a multiplicative normalizer
must be determined by calculating, respectively, the mean and the variance in each of the dimen-
sions of the vector, using a set of representative Fisher vectors. The objective of this process
is to approximate the Fisher information matrix, thus allowing the vector to be classified using
a simple linear classifier. This whitening normalization is itself an alternative to the analytical
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approximation of the Fisher information matrix proposed by Perronnin and Dance (2007).
When combined together, the normalizations should be applied by starting with the whitening
normalization, followed by power normalization and finally L2-normalization (Garg, Chandra and
Jawahar 2012).
2.6 Spatial Information
Once the descriptors have been converted into one of the intermediate representations described
in section 2.5 all information regarding the location of the descriptor in the original image is
lost. Several techniques have been proposed to reintroduce this spatial information back into the
intermediate representation.
2.6.1 Spatial Pyramid Matching
The representation which is used the most often for image classification is the histogram of features
or codewords (Lazebnik, Schmid and Ponce 2006). This type of representation provides a generic
enough abstraction which will not confuse the classifiers while keeping enough details to enable
an accurate distinction among the different categories.
One big drawback of these histograms is that they discard all spatial information associated
with each feature. To overcome this problem, Lazebnik, Schmid and Ponce (2006) proposed the
partitioning of the image into increasingly finer sub-regions, in a pyramid-like pattern, calculating
the feature histogram for each of those regions. The resulting histograms are then used as an image
representation. Figure 2.7 exemplifies this process, which is called Spatial Pyramid Matching
(SPM).
get the following deﬁnition of a pyramid match kernel:















Both the histogram intersection and the pyramid match ker-
nel are Mercer kernels [7].
3.2. Spatial Matching Scheme
As introduced in [7], a pyramid match kernel works
with an orderless image representation. It allows for pre-
cise matching of two collections of features in a high-
dimensional appearance space, but discards all spatial in-
formation. This paper advocates an “orthogonal” approach:
perform pyramid matching in the two-dimensional image
space, and use traditional clustering techniques in feature
space.1 Speciﬁcally, we quantize all feature vectors into M
discrete types, and make the simplifying assumption that
only features of the same type can be matched to one an-
other. Each channel m gives us two sets of two-dimensional
vectors, Xm and Ym, representing the coordinates of fea-
tures of type m found in the respective images. The ﬁnal




κL(Xm, Ym) . (4)
This approach has the advantage of maintaining continuity
with the popular “visual vocabulary” paradigm — in fact, it
reduces to a standard bag of features when L = 0.
Because the pyramid match kernel (3) is simply a
weighted sum of histogram intersections, and because
c min(a, b) = min(ca, cb) for positive numbers, we can
implement KL as a single histogram intersection of “long”
vectors formed by concatenating the appropriately weighted
histograms of all channels at all resolutions (Fig. 1). For




 = M 13 (4
L+1 − 1). Several experi-
ments reported in Section 5 use the settings of M = 400
and L = 3, resulting in 34000-dimensional histogram in-
tersections. However, these operations are efﬁcient because
the histogram vectors are extremely sparse (in fact, just as
in [7], the computational complexity of the kernel is linear
in the number of features). It must also be noted that we did
not observe any signiﬁcant increase in performance beyond
M = 200 and L = 2, where the concatenated histograms
are only 4200-dimensional.
1In principle, it is possible to integrate geometric information directly
into the original pyramid matching framework by treating image coordi-
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Figure 1. Toy example of constructing a three-level pyramid. The
image has three feature types, indicated by circles, diamonds, and
crosses. At the top, we subdivide the image at three different lev-
els of resolution. Next, for each level of resolution and each chan-
nel, we count the features that fall in each spatial bin. Finally, we
weight each spatial histogram according to eq. (3).
The ﬁnal implementation issue is that of normalization.
For maximum computational efﬁciency, we normalize all
histograms by the total weight of all features in the image,
in effect forcing the total number of features in all images to
be the same. Because we use a dense feature representation
(see Section 4), and thus do not need to worry about spuri-
ous feature detections resulting from clutter, this practice is
sufﬁcient to deal with the effects of variable image size.
4. Feature Extraction
This section brieﬂy describes the two kinds of features
used in the experiments of Section 5. First, we have so-
called “weak features,” which are oriented edge points, i.e.,
points whose gradient magnitude in a given direction ex-
ceeds a minimum threshold. We extract edge points at two
scales and eight orientations, for a total of M = 16 chan-
nels. We designed these features to obtain a representation
similar to the “gist” [21] or to a global SIFT descriptor [12]
of the image.
For better discriminative power, we also utilize higher-
dimensional “strong features,” which are SIFT descriptors
of 16× 16 pixel patches computed over a grid with spacing
of 8 pixels. Our decision to use a dense regular grid in-
stead of interest points was based on the comparative evalu-
ation of Fei-Fei and Perona [4], who have shown that dense
features work better for scene classiﬁcation. Intuitively, a
dense image description is necessary to capture uniform re-
gions such as sky, calm water, or road surface (to deal with
low-contrast regions, we skip the usual SIFT normalization
procedure when the overall gradient magnitude of the patch
is too weak). We perform k-means clustering of a random
subset of patches from the training set to form a visual vo-
cabulary. Typical vocabulary sizes for our experiments are
M = 200 and M = 400.
Proceedings of the 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’06) 
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Figure 2.7: Example of a three-level pyramid (Lazebnik, Schmid and Ponce 2006)
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Two improvements have been suggested to the Spatial PyramidMatching proposed by Lazebnik,
Schmid and Ponce (2006). The first one, described by Wu and Rehg (2011) uses overlapping sub-
regions by shifting the division grid in order to reduce artefacts caused by non-overlapping regions.
The second was proposed by Zhou, Zhou and Hu (2013) and uses vertical and horizontal slices
instead of the square partitions of SPM, which achieves better results since many natural and
man-made features, such as the horizon, trees, and buildings are located within these vertical or
horizontal slices.
2.6.2 Spatial Fisher Vector
Spatial Fisher Vectors, based on the same model used by the Fisher Framework, are an alternative
to the Spatial Pyramid Matching. They can be used to model the spatial information of an image’s
descriptors by calculating the mean and variance of the location of each descriptor assigned to a
given codeword (Krapac, Verbeek and Jurie 2011).
Figure 2.8 compares this technique to Spatial Pyramid Matching. Along with the frequency
of each codeword, represented on the left as an histogram, these techniques also capture spatial
information. The Spatial Pyramid shown here divides an image into four sections and creates
a codeword histogram for each section. SVF stores the average location and deviation of each
codeword instead, which is represented by ellipses in the diagram.
While this kind of spatial representation is more difficult to implement and compute, it results
in significantly smaller spatial representations. This is even more apparent when the size of the
intermediate representation increases, as is the case with using Fisher vectors instead of Bag-of-
Words.
2.7 Learning Techniques
Given a well defined picture representation, a process to distinguish between pictures of different
classes must be used. The two most used techniques in scene classification are k-nearest neigh-
bours and support vector machines (Bosch, Muñoz and Martí 2007).
2.7.1 kNN
The k-nearest neighbour classifier attempts to define the class of an unknown image by selecting
the k nearest images from the training database, using euclidean distance. The class of the new
image is then defined as the one that appears the most times on its nearest neighbours (Bosch,
Zisserman and Muñoz 2008). For binary classification k is usually an odd number, in order to
prevent ties.
The greatest strength of this classifier lies in its speed, as it requires no training step, and ease
of implementation, while achieving a classification rate close to those of more complex methods
(Bosch, Zisserman and Muñoz 2008; Zhang et al. 2006).
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Abstract
We introduce an extension of bag-of-words image repre-
sentations to encode spatial layout. Using the Fisher ker-
nel framework we derive a representation that encodes the
spatial mean and the variance of image regions associated
with visual words. We extend this representation by using a
Gaussian mixture model to encode spatial layout, and show
that this model is related to a soft-assign version of the spa-
tial pyramid representation. We also combine our repre-
sentation of spatial layout with the use of Fisher kernels to
encode the appearance of local features. Through an exten-
sive experimental evaluation, we show that our represen-
tation yields state-of-the-art image categorization results,
while being more compact than spatial pyramid represen-
tations. In particular, using Fisher kernels to encode both
appearance and spatial layout results in an image represen-
tation that is computationally efficient, compact, and yields
excellent performance while using linear classifiers.
1. Introduction
Image categorization aims to determine the presence of
objects in images, or to recognize them as particular scene
types such as city, mountain, or beach. Current state-of-
the-art image categorization systems use bag-of-word im-
age representations. This approach represents the image
content by global statistics of the appearance of local image
regions. First, image regions are sampled from the image,
either using a regular grid, in a randomized manner , or us-
ing interest point detectors. Each region is then described
using a feature vector, e.g . SIFT or color histograms. A
visual vocabulary is then learned using k-means or a mix-
ture of Gaussians (MoG). The visual vocabulary quantizes
the feature space into different cells, and region features are
assigned to these cells: either using hard-assignment for k-
means, or using soft-assigment for a MoG model. The as-
signments are then aggregated over whole image to obtain
an image representation: a histogram with as many bins as




















Figure 1. The spatial pyramid image representation concatenates
visual word histograms of the complete image and spatial cells.
Our spatial Fisher vector representation models spatial layout by
the mean and variance of the occurrences of each visual word.
assigned to a visual word. In this way the image represented
by a set of regions is embedded into vector space in which
an image classification model is learned.
Several extensions to the basic bag-of-words image rep-
resentation have been proposed; we will discuss the most
relevant ones in detail in the next section. One recent ex-
tension to the bag-of-words model is the Fisher kernel im-
age representation [17]. Instead of only storing the average
(soft-)assign of patches to visual words, the first and second
order moments of the patches assigned to each visual word
are also stored. This means that, for a descriptor of size
D and K visual words, the image representation is of size
K(1 + 2D). Since more information is stored per visual
word, a smaller number of visual words can be used for a
given level of categorization performance, which is compu-
tationally more efficient.
Another extension is the spatial pyramid representation
of [10] which captures the information about the spatial lay-
1
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Figure 2.8: Comparison of SPM and SFV (Krapac, Verbeek and Jurie 2011)
In order to further boost the accuracy of the kNN classifier, Boiman, Shechtman and Irani
(2008) proposed the introduction of some improvements to the technique, calling it ‘Naive Bayes
Nearest Neighbour’, or NBNN. One such improvement involves the calculation of a image-to-class
distance instead of the more commonly used image-to-image distance. Using this distance meas-
ure improves the generalization capabilities of the kNN classifier, in particular with a low number
of training samples. The other improvement is based on the direct use of the original descriptors,
without any kind of feature quantization step. They argue that the intermediate representations re-
duce the descriptive power of the descriptors and negatively impact the correct classification rate
of new images.
Tuytelaars et al. (2011) raised some questions regarding the capability of the p oposed nearest
neighbour framework to classify certain types of images. They exemplify this problem with the
image of a tire which would get classified as a car with high confidence since all of the features
of a tire have a small distance to the car class, which also contains tire descriptors. Images which
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Naive Bayes Nearest Neighbor (NBNN) has recently
been proposed as a powerful, non-parametric approach for
object classification, that manages to achieve remarkably
good results thanks to the avoidance of a vector quantiza-
tion step and the use of image-to-class comparisons, yield-
ing good generalization. In this paper, we introduce a ker-
nelized version of NBNN. This way, we can learn the clas-
sifier in a discriminative setting. Moreover, it then becomes
straightforward to combine it with other kernels. In partic-
ular, we show that our NBNN kernel is complementary to
standard bag-of-features based kernels, focussing on local
generalization as opposed to global image composition. By
combining them, we achieve state-of-the-art results on Cal-
tech101 and 15 Scenes datasets. As a side contribution, we
also investigate how to speed up the NBNN computations.
1. Introduction
Recently, Boiman et al. [3] proposed a novel, non-
parametric method for object classification, the Naive Bayes
Nearest Neighbor classifier, or NBNN for short. NBNN is
remarkably simple: given an image, one first computes a
set of local features. Then, one searches for the class that
minimizes the sum over all features of distances to the re-
spective nearest neighbours belonging to that class. In spite
of its simplicity and the complete absence of a training
phase, NBNN achieves surprisingly good results on stan-
dard benchmarking data sets such as Caltech101, compet-
itive with the state-of-the-art. The authors of [3] attribute
this good performance to i) the lack of a vector quantization
step and ii) the use of an ‘image-to-class’ distance instead of
comparing ‘image-to-image’. The former avoids discretiza-
tion errors which they show are especially outspoken for the
more informative features found in less dense areas of fea-
ture space. The latter enables a good generalization beyond
the provided labelled images. Indeed, when evaluating a
test image, NBNN combines bits and pieces of information
Figure 1. Limos and cars are an example of two classes that may
be hard to distinguish using NBNN, since they are both composed
of very similar local features. Also the picture on the right would
probably be recognized as a car with high confidence, since most
of its local features resemble car features. Bag-of-features based
classifiers, on the other hand, look at the overall feature distribu-
tion and would have no problem classifying these images. This
shows the complementarity between both methods.
from different example images. This is especially valuable
when only a limited number of labelled images are avail-
able.
However, the NBNN framework also has its limitations.
The needed computation time during testing is high, espe-
cially when sampling very densely which often seems nec-
essary to obtain good results. Moreover, the method as-
sumes similar densities in feature space for all classes, such
that the same kernel bandwidth can be used for all of them.
In practice, this assumption is often violated, resulting in
a strong bias towards one or a few object classes. These
two points have been addressed by [1] and [21] respectively,
who both introduce a learning phase in order to do so.
Additionally, the independence assumption underlying
NBNN can also be criticized. Since each feature is treated
separately, information concerning the overall image com-
position is ignored. As a result, distinguishing e.g. between
a limo and a normal car is likely to be difficult for NBNN.
This is illustrated in Figure 1. For every local feature found
on a limo (resp. car), very similar features can be found
both on other limos as well as on other cars. Likewise, a
set of tires may get a good score for either of these two
classes, since most of its local features resemble car or limo
features, even though obviously important object parts are
missing. This is in sharp contrast to bag-of-features based
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Figure 2.9: Images that NBNN has difficulty distinguishing (Tuytelaars et al. 2011)
2.7.1.1 k-d Tree
One technique often used to perform a fast nearest neighbour search, and which does not involve
the calculation of the distance between the descriptors of an image and every other descriptor, is
using k-d trees, or k-dimensional tr es (Beis and Lowe 1997). These are binary space partitioning
trees, which achieve an average search complexity of O(logn).
The way these trees are built is by taking the dimension with the highest variance and splitting
all descriptors into two sets, based on whether their value on that dimension is higher or lower
than the median value of all features.
In order to further boost the performance of k-d trees, at the expense of higher memory use,
Silpa-Anan and Hartley (2008) proposed the use of multiple trees at once. This allows for parallel
search of nearest neighbours among those trees, a technique that is further validated by Muja and
Lowe (2009), who show that it performs well over a large range of problems.
While this data structure allows for very fast neighbour search, it requires all descriptors to be
kept in memory, which may not be feasible for larger image representations or when a vast number
of training images is required.
2.7.2 SVM
The Support Vector Machine is a binary classifier often used in scene classification (Bosch, Muñoz
and Martí 2007).
In order to be able to perform non-linear classification, a kernel, which maps the inputs into
an high-dimensional feature space, can be used. Sections 2.7.2.1 and 2.7.2.2 detail the differences
between linear and non-linear SVM classifiers.
Since the SVM is inherently a binary classifier, when multi-class classification is required, an
auxiliary technique must be used. The one-vs-all technique is extensively used for scene classi-
fication, where one SVM is trained for each class, using that class versus every other class as a
training dataset (Bosch, Zisserman and Muñoz 2008; Zhou, Zhou and Hu 2013). An alternative
is to use one-vs-o e approach, which involves training one SVM for ev ry pair of cla ses. While
this results in a larger number of classifiers, each one of them is much faster to compute since the
number of images used to train each classifier is much lower (Chang and Lin 2011).
For scene classification SVMs have been shown to perform better than kNN, at the cost of
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being more computationally expensive (Bosch, Zisserman and Muñoz 2008).
2.7.2.1 Linear SVM
Linear SVMs try to split a labelled dataset by dividing it using an hyperplane. If the two labels are
linearly separable then this plane divides the data in such way that the margin between both sets
and the plane is maximized. If, on the other hand, there is an overlap between the two dataset and
it is not possible to cleanly split them, then an additional parameter is added, usually calledC, that
defines how important it is to minimize the number of outliers versus maximizing the margin of
the hyperplane.
This problem can be solved with eq. (2.8), given a set of data-label pairs (xi;yi); i= 1; : : : ; l;xi 2










x (w;xi;yi) is a loss function, for which it is common to use either eq. (2.9), called L1-SVM,
or eq. (2.10), for a L2-SVM.
max(1  yiwT xi;0) (2.9)
max(1  yiwT xi;0)2 (2.10)
Once the model w has been trained, a new data point x can be classified by calculating wT x.
A positive value gets placed in the label +1, while any other value gets labelled as  1 (Fan et al.
2008).
2.7.2.2 Non-linear SVM
Sometimes it is not possible to split the feature space using a simple hyperplane, in particular
when the features have reduced dimensionality. To overcome this problem, the features can be
mapped into a higher dimensionality space where it becomes easier to divide the features and train
the classifier. To this end, a kernel function is used.
Several kernels have been successfully used in scene classification, with the most popular
being the radial basis function, the histogram intersection, and the c2 kernels, which are calculated
using eq. (2.11), eq. (2.12), and eq. (2.13), respectively. Kernel functions are usually typeset as
k(x;y), where x and y are vectors containing the intermediate representations of two images.
The radial basis function kernel can be implemented using a Gaussian kernel, which requires
the optimization of the s parameter by using cross-validation:









Figure 2.10: Example of using a kernel to map data into a higher dimensionality space
As the name implies, the histogram intersection kernel is particularly effective when the data
being compared represents an histogram, be it the result of an encoding process, like the ones
described in section 2.5 or a descriptor, like SIFT or HOG, which are themselves histograms
of gradients. This kernel does not have any parameters and can be easily calculated using the






The c2 kernel has also been shown to be a viable alternative to the histogram intersection









The trade-off for having the higher descriptive power and better classification results of a non-
linear classifier is that the computational cost for the classification of new data is much higher. It
now requires the computation of the kernel function for every pair of new images and training
data before being able to classify it, instead of applying a simple dot product between the image
representation and the model determined during the training phase. This translates into a training
complexity of O(n2  n3) and classification complexity of O(n), with n being the number of
training images, instead of the O(n) training complexity and O(1) classification complexity of
linear SVMs (Yang et al. 2009).
2.7.3 kNN-SVM
While not extensively used in the scene classification field, a combination of both kNN and SVM
has been proposed, harnessing the speed and simplicity of kNN classifiers while making full use
of the more accurate classification provided by SVMs (Zhang et al. 2006).
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2.8 Datasets and Results
In order to train, test, and compare the results with other works in the literature, a standard dataset
should be used. For the scene classification literature, the most used dataset is composed by fifteen
different classes. A newer and larger alternative dataset has also been proposed. The following
sections describe both of these datasets.
2.8.1 Fifteen scene dataset
In this dataset, eight categories were gathered by Oliva and Torralba (2001), which correspond to
tall building, inside city, street, highway, coast, open country, mountain, and forest. Fei-Fei and
Perona (2005) extended this dataset by adding the classes office, kitchen, living room, bedroom,
and suburb. Finally, two more categories were added by Lazebnik, Schmid and Ponce (2006),
which are industrial and store. Figure 2.11 shows some example pictures of each category of the
dataset. In total, this dataset contains between 200 and 400 images per category, with an average
resolution of 300250 pixels. In this dataset, only the eight original categories are available in
color, while the remaining pictures are in grayscale.
(a) bedroom (b) coast (c) forest (d) highway (e) industrial
(f) inside city (g) kitchen (h) living room (i) mountain (j) office
(k) open country (l) store (m) street (n) suburb (o) tall building
Figure 2.11: Example pictures of the fifteen scene dataset
Table 2.1 shows the mean per-class classification accuracy obtained by several works in the




Table 2.1: Classification results for the fifteen scene dataset
Author Result (%)
Bosch, Zisserman and Muñoz (2008) 83.7
Gao, Tsang and Chia (2013) 89.8
Lazebnik, Schmid and Ponce (2006) 81.4
Wu and Rehg (2011) 83.9
Zhou, Zhou and Hu (2013) 84.2
2.8.2 SUN database
Amore challenging dataset has been compiled by Xiao et al. (2010), which contains 899 categories
and 130519 images, of which 397 well-sampled categories are used to compare the results of
several scene classification techniques. This dataset is organized hierarchically, with the topmost
classification being indoor, outdoor natural, and outdoor man-made. The results of several scene
classification techniques for this dataset can be found in fig. 2.12.
2.8.3 Vogel & Schiele
A third dataset used in scene classification, was proposed by Vogel and Schiele (2007). This
dataset contains a total of 700 natural images, all of them with a size of 720480 pixels. Since
this dataset does not contain man-made images it is not as useful in the context of this work.
2.9 Literature Shortcomings
While there are many works on the field of scene classification, and even more if peripheral areas
of study are also considered, such as object recognition, these works are missing a great deal of
information that is required to draw conclusions regarding their ability to classify a large number
of natural and man-made images. The following sections show some of the gaps that the present
work intends to fill.
2.9.1 Degree of Naturalness
Very few authors in the computer vision literature directly tackle the problem of natural versus
man-made image classification. Some who include this type of classification, such as Oliva and
Torralba (2001), do not focus exclusively on this task and are usually dated. Considering the
extremely large intra-class variation of both man-made and natural categories, this classification
problem poses a different set of challenges to scene classification techniques which may not be
correlated to the results presented on other datasets.
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Figure 3. Top row: SUN categories with the lowest human recog-
nition rate. Below each of these categories, in the remaining three
rows, are the most confusing classes for that category.
ticipants know which labels are available, we group the 397
scene categories in a 3-level tree, and the participants nav-
igate through an overcomplete three-level hierarchy to ar-
rive at a speciﬁc scene type (e.g. “bedroom”) by making
relatively easy choices (e.g. “indoor” versus “outdoor nat-
ural” versus “outdoor man-made” at the ﬁrst level). Many
categories such as “hayﬁeld” are duplicated in the hierarchy
because there might be confusion over whether such a cat-
egory belongs in the natural or man-made sub-hierarchies.
This hierarchy is used strictly as a human organizational
tool, and plays no roll in our experimental evaluations. For
each leaf-level SUN category the interface shows a proto-
typical photograph of that category.
We measure human scene classiﬁcation accuracy using
Amazon’s Mechanical Turk (AMT). For each SUN cate-
gory we measure human accuracy on 20 distinct test scenes,
for a total of 397×20 = 7940 experiments or HITs (Human
Intelligence Tasks in AMT parlance). We restricted these
HITs to participants in the U.S. to help avoid vocabulary
confusion.
On average, workers took 61 seconds per HIT and
achieved 58.6% accuracy at the leaf level. This is quite
high considering that chance is 0.25% and numerous cate-
gories are closely related (e.g. “dining room”, “dining car”,
“home dinette”, and “vehicle dinette”). However, a signif-
icant number of workers have 0% accuracy – they do not
appear to have performed the experiment rigorously. If we
instead focus on the “good workers” who performed at least
100 HITs and have accuracy greater than 95% on the rela-
tively easy ﬁrst level of the hierarchy the leaf-level accuracy
rises to 68.5%. These 13 “good workers” accounted for just
over 50% of all HITs. For reference, an author involved in
the construction of the database achieved 97.5% ﬁrst-level
accuracy and 70.6% leaf-level accuracy. Therefore, these 13
good workers are quite trustable. In the remainder of the pa-
per, all evaluations and comparisons of human performance
(a) 15 scene dataset (b) SUN database
Figure 4. Recognition performance on the 15 scene dataset[21, 17,
7], and our SUN database. For the 15 scene dataset, the combina-
tion of all features (88.1%) outperforms the current state of the art
(81.4%) [17].
utilize only the data from the good AMT workers.
Figures 2 and 3 show the SUN categories for which the
good workers were most and least accurate, respectively.
For the least accurate categories, Figure 3 also shows the
most frequently confused categories. The confused scenes
are semantically similar – e.g. abbey to church, bayou to
river, and sandbar to beach. Within the hierarchy, indoor
sports and leisure scenes are the most accurately classiﬁed
(78.8%) while outdoor cultural and historical scenes were
least accurately classiﬁed (49.6%). Even though humans
perform poorly on some categories, the confusions are typ-
ically restricted to just a few classes.
Human and computer performance are compared exten-
sively in Section 4.2. It is important to keep in mind that the
human and computer tasks could not be completely equiva-
lent. The “training data” for AMT workers was a text label,
a single prototypical photo, and their lifetime visual expe-
rience. For some categories, a lifetime of visual experience
is quite large (e.g “bedroom”) while for others it is quite
small (e.g. “medina”). On the other hand, the computa-
tional methods had (up to) 50 training examples. It is also
likely the case that human and computer failures are qual-
itatively different – human misclassiﬁcations are between
semantically similar categories (e.g. “food court” to “fast-
food restaurant”), while computational confusions are more
likely to include semantically unrelated scenes due to spu-
rious visual matches (e.g. “skatepark” to “van interior”). In
Figure 8 we analyze the degree to which human and compu-
tational confusions are similar. The implication is that the
human confusions are the most reasonable possible confu-
sions, having the shortest possible semantic distance. But
human performance isn’t necessarily an upper bound – in
fact, for many categories the humans are less accurate than
the best computational methods (Figure 6).
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Figure 2.12: Classification results for the SUN database (Xiao et al. 2010)
2.9.2 Performance Evaluations
Few works in scene classification report the computation time or algorithmic complexity of the
proposed technique. The popular Pascal VOC Challenge, which pitches multiple competing clas-
sification solutions, illustrates this problem, as it only takes into account the achieved classification
accuracy, no matter how long it takes to process the data (Everingham et al. 2010). This results in
a competition for the best results in a given dataset without taking into account the computational
cost of applying the proposed algorithm. In order to take these algorithms from the scientific com-
munity and move them into industrial applications an extensive computational cost versus results
analysis must be performed.
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2.9.3 Comparing Improvements Separately
It’s very rare for a work in scene classification to propose a single, isolated improvement. Without
an individual comparison of each improvement against established techniques, it becomes quite
difficult to determine which of the proposed changes directly resulted in an actual accuracy in-






Using the knowledge gathered from other scene classification works it is possible to design a
framework capable of integrating many distinct image classification techniques. The objective of
such image classification framework is to help in the research of new techniques and comparison
against current solutions, evaluating them using a variety of datasets, as well as allowing for an
easy transition into a real case scenario, where it needs to be used as part of a larger application
that requires images to be classified.
This section presents all the details of the framework that was built to classify images accord-
ing to these objectives, including all the functionalities and techniques the were implemented as
well as all third-party libraries that were used.
3.1 Functionality
The analysis of the goals of the project, presented in section 1.3, reveals a need for two different
types of feature sets. When used as a research tool, the framework has a unique set of requirements
that must be fulfilled, in order to provide an environment for quick and statistically significant data
gathering related to the ability of certain algorithms to classify a given dataset:
 To automatically split a dataset into a random set of training and testing images. The training
set should contain an equal number of random images per class.
 To report the overall classification accuracy for a dataset after classifying all testing images.
This summarizes the success of a given technique at classifying images.
 To show a detailed confusion matrix of the multiple classes after each experiment. With
this, it is possible to figure out which classes are being confused by the classifier and point
towards a possible path for further research.
 To allow for the execution of the same experiment a predefined number of times in order to
help achieve statistically significant results. The results of the multiple runs should then be
reported as the mean and standard deviation of the experiment results.
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When moving from a research environment to a production environment, where new images
of unknown classes must be classified and the data formatted for further analysis or processing, a
new set of requirements can be identified:
 Classify unlabelled images and identify their class. This output allows images to be then
organized or further processed by external tools.
 Attempt to provide a probability associated with the identified class. Using this measure
allows images to be filtered according to their naturalness rating.
 Measuring the time required to classify an image is also important, as it allows settings to
be tweaked to achieve the desired time and accuracy balance.
All of the reported requirements were fully implemented into an open-source tool, which al-
lows other researchers to expand and easily compare their algorithms to current scene classification
solutions, as well as allowing anyone who requires an automated image classification tool to easily
use it without having to change any source code. This tool can be found in GitHub1.
3.2 Features
To boost the usability and overall usefulness of the framework, a few additional features were
added. They are described in detail in the following sections.
3.2.1 Flexibility
Assuming its settings are tweaked to the problem at hand, the developed framework can be used
for many different image classification tasks. As such, it is ideal to allow for these settings to be
easily modifiable, even by those with no previous computer vision knowledge, as well as allowing
the dataset to be swapped by others with different classes and content.
In order to achieve an easy to configure framework, all relevant parameters were moved to a
separate configuration file which uses JSON to represent the data. Having all settings in a single
file and being able to quickly tailor those settings to the current dataset, without delving into the
code, greatly improves the framework adaptability. Listing 3.1 shows what a configuration file
looks like.
The parameters are grouped into five groups, corresponding to the general steps of image clas-
sification: image loading and processing, feature extraction, feature encoding using a codebook,
spatial information encoding, and classification. Changes to parameters in one of these groups has
repercussions in the groups that follow, while having no effect on the previous groups. Appendix B
explains the meaning of each parameter as well as the acceptable range of values for each one.
To make it straightforward to experiment with new datasets, a simple system was deployed













10 "type": "SIFT", //SIFT (128 dim), HOG (36 dim), LBP (8 dim)
11 "gridSpacing": [10],
12 "patchSize": [20],






















Listing 3.1: Example configuration file
new dataset, a sub-folder for each of its classes is placed inside a root folder. Then, the images are
simply dropped inside the sub-folder of their respective class. The framework will automatically
recognize each sub-folder as a different class, regardless of how many there are, and will use
the name of the folder as a label for the images. This also means that multiple datasets can be
kept in separate folders and switching between them can be easily done using the command line




A change in the descriptor type means that all steps executed after feature extraction, such as con-
verting an image into an intermediate representation and training a classifier, must be recalculated
from scratch. On the other hand, a simple change to the classifier misclassification penalty setting
does not require any of the data to be recalculated, with the exception of the final classifier.
Recomputing all these expensive steps means that trying new settings would require a long
training and classification time. To counteract these redundant computations, a caching system
can be implemented by serializing the data that results from each intermediate step as well as the
settings used to generate that data. With this caching system, settings can be changed between
multiple runs and no data will be unnecessarily recomputed.
3.2.3 Extensibility
Since testing and comparing multiple techniques for scene classification was one the main require-
ments, it was desirable to build a very modular and easy to extend framework.
The creation of such a flexible framework was made possible by the creation of algorithm-
independent data structures, using classes such as ‘Histogram’ or ‘Image Descriptors’, allowing
for a number of different algorithms to be chained together easily.
In order to keep dependencies between the different steps of the scene classification process at
a minimum, the inversion of control technique was used throughout the framework. This technique
allows for dependencies to be injected into another object at runtime, thus removing the need to
explicitly create a hard dependency between two different classes.
3.2.4 Parallelization
Classifying images usually involves the processing of many images at a time, be it during the train-
ing phase, where a sizeable number of example images are required, or during the classification of
new images.
Since most parts of the scene classification pipeline do not depend on more than one image,
with the exception of some intermediate representations and classifiers, it becomes trivial to reduce
the time required to process the images by simply processing them in parallel. Taking advantage
of the computer’s multiple cores means the overall scene classification time can be slashed by a
factor proportional to the number of cores.
Additional parallelization can be achieved using ‘Single Instruction, Multiple Data’ or SIMD
which allows for the transformation of large vectors of data using a single CPU instruction, thus
improving the overall performance of the application.
3.3 Libraries
Several libraries have been previously used in other computer vision and machine learning works.
Reusing these libraries has several advantages, such as:
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 allowing other works to match all the implementation details, which are often not described
or detailed in the original articles;
 containing a lot of non-trivial optimizations and speed improvements, over a naive imple-
mentation;
 their open-source nature, together with their use by many authors, improves the robustness
of the code and reduces the chances of introducing an error that will decrease the accuracy
of the scene classifier.
The following subsections describe the major libraries used in this work, as well as the reason-
ing behind their inclusion over possible competing libraries.
3.3.1 CImg
A combination of ease of use and feature completeness make the CImg library a good choice for
image loading and preprocessing. This library is used in this work to load images, resize them
when they are too large for processing in a timely manner, and for image blurring.
Several alternatives to this library exist, but they are either lower-level libraries, containing no
image post-processing, such as FreeImage, or they contain too many dependencies and extraneous
features such as is the case with OpenCV.
3.3.2 VLFeat
VLFeat is a library that implements several computer vision algorithms (Vedaldi and Fulkerson
2008). Among the implemented techniques, it contains SIFT, Dense SIFT, HOG, k-means, and
k-d trees which were used in this work. VLFeat is more flexible than OpenCV, allowing for fine
tuning of parameters such as the step and size of descriptor patches, which makes it a better choice
for experimentation on novel computer vision applications.
3.3.3 Boost
Boost is a compendium of libraries that extend the C++’s Standard Template Library by providing
additional data structures and algorithms.
The main Boost functionalities used in this work are related to its platform-independent file
system traversing library, which is used to list all the files in a dataset, as well as its serialization
library, which helps with the implementation of a caching system to save processed data, thus
significantly reducing the computational cost of repeated experiments over the same dataset.
3.3.4 Yael
Yael is a library that collects many computer vision algorithms, and which is optimized for multi-
threaded processing. Along with a multi-threaded implementation of k-means it also includes sev-
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eral SIMD operations for data in arrays, which is used to perform fast operations over descriptors
and other intermediate representations.
3.3.5 LIBSVM
LIBSVM implements Support Vector Machine classifiers and supports the use of kernels for non-
linear classification (Chang and Lin 2011). It can also be used as both a command line tool or as a
library which makes it easier to experiment with SVMs before committing to a full integration of
this classifier.
Its ability to use pre-computed kernel matrices makes it the perfect candidate for testing new
kernels for scene classification, which when combined with its superior training performance, puts
it above competing implementations.
3.3.6 LIBLINEAR
LIBLINEAR, like LIBSVM, provides an implementation of Support Vector Machines (Fan et al.
2008). The difference between them is that LIBLINEAR is optimized for linear classification and
thus does not support the use of any kind of kernel. Consequently, this allows for much faster train-
ing and classification of large amounts of data, and is more appropriate for data representations
with a large number of dimensions.
3.3.7 GMM-Fisher
While the Yael library also implements Fisher vectors and Gaussian Mixture Models, its im-
plementation of the GMM component does not always converge, with its accuracy fluctuating
throughout the training process and requiring it to be stopped after a certain number of iterations
to progress with classification.
GMM-Fisher, a library originally developed by Perronnin, Sánchez and Mensink (2010) and
shared as a sub-library in the implementation of Chatfield et al. (2011), always converges, usually
achieving the same accuracy as Yael using only a small fraction of the iterations, significantly
reducing the time required to complete the training phase of the classification framework.
For better results, GMM-Fisher requires manual initialization of the Gaussians, which is usu-




This chapter describes in detail the experimental protocol used to compute all the results presented
in chapter 5. The dataset used, all limitations and other details that may influence the classification
results are all presented here. The aim of this section is to ensure all experiments and results can
be easily reproduced without any guesswork involved.
4.1 Objectives
The experiments were designed in order to evaluate whether the goals defined in the introduction
of this work could be achieved using the framework described in chapter 3. To do this, the experi-
ments contain not only tests related to the multiple algorithms in the scene classification literature,
on their parameters, and computational cost, but also test the framework on a higher level regard-
ing its applicability in the context of automated image validation and for the creation of a map.
The results of these experiments are further analysed in chapter 6.
4.2 Experimental Set-up
In order to evaluate each of the implemented techniques, the dataset used is split into two sets: a
group of training images and another of test images. The training set is collected by randomly
selecting a predetermined number of images for each class, while the testing set contains all re-
maining images. As this random split influences the final classification results, each experiment
is executed a total of six times with a random train and test split, with the results reported as the
mean and standard deviation of all six experiments. The training and testing split do not overlap,
which means that none of the training images are used during the testing phase.
The performance results for each experiment are based on the classification accuracy over the
testing dataset. This accuracy is calculated as the number of correctly classified images divided
by the total number of classified images. As several datasets contain an imbalanced number of
images in each class, it is important that the result of each experiment is reported as the mean
per-class accuracy. The accuracy is calculated for each class, independently, and the final result is
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then the average score for all classes. Simply calculating the accuracy for all images may provide
undesirable results when the number of images in each class is unbalanced.
Table 4.1 shows an example of such scenario, containing a total of 1000 images, 900 of which
belong to class A and the remaining 100 belong to class B. If a classifier simply assigns all images
to belong to class A, calculating the total accuracy will result in 90% for this dataset. Using the
mean per-class accuracy will result in classification score of 50%, bringing it in line with the
chance accuracy, and more accurately reporting the expected classification results.
Table 4.1: Classification results where mean per-class accuracy is better
Classifier guessed A Classifier guessed B
Real class is A 900 0
Real class is B 100 0
Not all the reported results are calculated using the optimal settings, as that would take a
prohibitive amount of time to run all the experiments the desired six times.
While all of the explored techniques were also applied to the 15-scene dataset, their results are
not discussed here, as they match the results described in the original works presented in chapter 2.
4.3 Definition of Natural
Given the context of this work, the definition of what is and isn’t a natural image is very important,
as different interpretations for the concept of naturalness can be proposed.
For these experiments, a natural scene is defined as one that does not permanently contain any
elements that only occur in nature with human interference. This definition excludes elements
that do not permanently affect the naturalness of a scene, such as is the case of camping tents or
boats. On the other hand, this means that images that contain natural elements, but which are of
man-made origin such as crops or gardens, will be considered as man-made scenes.
This definition is in line with the objective of identifying which areas of the world are being
affected by humans and which are still in their natural and unaffected state.
4.4 Default Values
Unless otherwise stated in an experiment, each parameter takes its default value described in
table 4.2. These settings were chosen, based on previous experimentation, as a good balance
between accuracy and computational cost.
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Table 4.2: Default settings used during the experiments
Setting Value
Image colour Grey-scale
Image scaling Maximum side of 250px
Image smoothing Disabled
Descriptor type SIFT
Patch size [20, 24, 28, 36, 40, 48, 60, 72]
Grid step [10, 12, 14, 18, 20, 24, 30, 36]
Transformations applied Hellinger and PCA
Final PCA dimension 80
Codebook type Fisher vector
Number of codewords 50
Sample images in codebook 100
Maximum descriptors in codebook 500000
Spatial representation None
Classifier type Linear SVM
SVM misclassification penalty 10.0
Training images per class 50
4.5 Performance Analysis
All computational costs reported in the experiments described in the next chapter represent the
results of tests that were executed in a machine with an Intel R CoreTM 2 Duo E7200 CPU at
2.5GHz with 4Gb of RAM.
While the images are processed in parallel to take advantage of the multi-core CPU architec-
ture, all timings are reported based on how long it takes to process an image on a single core. In
practise, when classifying multiple images, this time can be divided by the number of cores in the
CPU, as image classification is a highly parallel problem.
4.6 New Dataset
Inspired by the original work of Oliva and Torralba (2001), who divided their original 8-scene
dataset into two classes containing man-made and natural images, an initial attempt was made to
experiment with this same approach using the larger 15-scene dataset. Unfortunately, using such
dataset as a basis for natural versus man-made image classification analysis was not viable, as
initial experiments resulted in over 98% accuracy due to the lack of image diversity in this dataset.
With such an high level of correct classifications it becomes difficult to accurately compare the
effect of each new technique. To offset this and to clearly observe the impact of each change, a
more challenging dataset must be used.
The SUN Database, containing images from almost 400 categories, is the ideal candidate, as
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each of those categories is also labelled as indoor, outdoor man-made or outdoor natural. Combin-
ing all categories labelled as indoor and outdoor-manmade into one large man-made set, as well
as using all categories labelled as outdoor natural as a large natural category, results in a natural
vs man-made dataset containing over 130 thousand images. Initial experiments in this new dataset
revealed a drop in accuracy to about 80% correct classifications.
This more diverse and challenging dataset poses another, very different, kind of problem. As
it contains over 35GB of image data to be processed it may take over a day to run a single exper-
iment on all images. As such, a smaller dataset based on the larger SUN Database was created,
containing a subset of 2000 images for each class. To ensure this subset retained its diversity and
did not affect the reported results, several experiments were executed on both the larger dataset
and this new subset. All results matched without any statistically significant differences.
While experiments were also executed in the original datasets described in section 2.8, in order
to validate the correctness of the implemented framework, since their results matched those in the
original research, they are not reported in this work.
Empirical results show that this smaller subset contains enough image variety that the classi-
fication results remain unaffected when compared to classifying the entire SUN Database, despite
taking only a small fraction of the time to process.
It is worth noting that this dataset contains images with disputable label. Examples of this are
images containing camping tents and boats, which are man-made but do not necessarily change
the background’s class, and crops, which have natural content, but were placed there by humans.
Figure 4.1 shows some example images with disputable labels. As such, for any production envir-
onment that requires the classification of natural versus man-made images, the direct use of this
dataset should be avoided. Instead, a custom built dataset should be used in order to avoid any
ambiguities or misinterpretations of what does and does not constitute a natural image.
(a) images defined as natural in the dataset
(b) images defined as man-made in the dataset





In order to get statistically significant results, each experiment must be executed several times.
Unfortunately, due to the time it takes to fully train a classifier, which can range from 10 minutes
up to four hours in each of the executed experiments, it is not feasible to explore every possible
combination of techniques and parameters.
Before executing all the experiments reported in the next chapter, small scale trials were per-
formed to determine which parameters had an effect on other parameters, thus allowing the final
experiments to focus on the useful settings combinations.
4.7.2 Implementation complexity
Due to the complexity of several algorithms described in chapter 2, along with the time constraints
this work was subject to, only the most promising techniques were chosen to be implemented and
compared during this study. See appendix A for a full listing of the implemented techniques.
This means that techniques such as the Gist descriptor, which was proposed over 10 years ago
and has been surpassed multiple times in more recent works, or Laplacian Sparse Coding, which
is very challenging to implement efficiently, were not part of this study. Instead, widely supported
descriptors such as SIFT were used, and alternative techniques such as the Fisher framework
replace Sparse Coding techniques, since they are mutually exclusive, provide similar results and
are significantly easier to implement.
4.7.3 Memory allocation
Certain technique combinations were not fully explored due to their massive memory requirements
when combined together. The following list shows some of the worst offenders when it comes to
memory consumption.
 Using colour descriptors requires additional memory for each colour channel. Since these
usually contain three channels, they require three times more memory to process when com-
pared to grey-scale images.
 During the training phase of k-means and GMM, all descriptors must be kept loaded in
memory, creating an upper limit on the number of training images that can be used. This
limit is further reduced when the size of each descriptor increases, as described in the previ-
ous point.
 Nearest Neighbour classifiers, depending on which technique is used, require either all in-
termediate representations or all descriptors of the example images to be kept in memory
during the classification process.
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 Calculating the kernel matrix on non-linear SVM classifiers requires the computation of the
distance between an image and every training sample. This means that the intermediate
representation of all training images must be kept in memory while classifying new images.
 Processing high resolution images without scaling them down can result in a very large
number of descriptors being extracted for that image, as the number of descriptors grows
linearly with the area of the image.
 Using a very small step when using dense descriptor extraction will result in an extremely




Taking into account the scene classification framework set-up, parameters, and limitations de-
scribed in chapter 4, it is now possible to evaluate the feasibility and impact of each technique for
the task of natural and man-made image classification.
The results of several experiments evaluating the impact of each technique are detailed in this
chapter. The ‘Performance’ value that is reported corresponds to the mean per-class accuracy,
which is detailed in section 4.2.
5.1 Experiments
Each of the following sections describes one set of experiments and its results regarding a specific
type of techniques or parameters.
5.1.1 Descriptor Type
As the basis for the entire image encoding and classification process, the descriptor type plays one
of the most important roles.
Since LBP descriptors cannot be computed on several scales, and for a fairer comparison,
all descriptors were extracted at a single scale, as opposed to the default multi-scale settings de-
scribed in section 4.4. To analyse the impact of using several scales when extracting features see
section 5.1.5.
Table 5.1: Classification results for different types of descriptors
Descriptor type Scale Spacing Performance (%)
SIFT 20 10 89.5  0.8
HOG 20 - 77.6  0.9
LBP - 1 83.0  0.9
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The results in table 5.1 show the classification performance for several different descriptors.
SIFT descriptors provide the best classification results, by a significant margin. SIFT descriptors
are the most popular descriptor in the scene classification literature and these results show that it
is not without merit. HOG and LBP, which are respectively faster to run and faster to implement,
provide a smaller descriptors of 36 and 8 dimensions, which may be be their downfall when it
comes to representing the same data that a 128 dimensional SIFT descriptor can.
5.1.2 Image Smoothing
The original work by Lowe (2004) uses an image smoothing or blurring proportional to the scale
of the feature to be extracted. Vedaldi and Fulkerson (2008) suggests that for scene classification
using lower or no smoothing improves the classification accuracy.
An higher value for sigma results in a more blurred image and zero means that no blur is
applied at all. Table 5.2 shows the impact of several levels of image smoothing on the classification
performance.
Table 5.2: Blurring images before extracting descriptors
Gaussian sigma Cost per image (ms) Performance (%)
0 550 90.2  0.6
1 1200 90.5  0.6
2 1200 89.1  0.7
The results show that a small blurring benefits the classification accuracy, but increasing it
further will degrade the results. This may be explained due to the fact that since the images have
different original sizes, a low level of smoothing may be able remove small artefacts, bringing the
images closer together. On the other hand, too much smoothing results in the loss of information
that could have otherwise been used to distinguish between pictures.
5.1.3 Image Resizing
Resizing an image before extracting descriptors can be used for both performance and accuracy
reasons.
Since the number of descriptors rises linearly with the area of an image, artificially limiting
the size of an image creates an upper cap to the maximum amount of descriptors for each image.
This reduces both the computational cost and the memory requirements to process the images.
Another reason for resizing images is that this creates an uniformity on the number of descriptors
of images with different original sizes. This uniformity may allow for more consistent and accurate
classification results.
Due to memory limitations combined with the very high resolution of some images in this
dataset, the experiments in this section are performed using a single scale for descriptors. In this
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case, SIFT descriptors with a patch size of 20 pixels and a spacing of 10 pixels are extracted,
instead of the multi-scale default value described in section 4.4.
Three possible image scaling techniques were tested during these experiments:
 ‘Full resolution’ means that images are not scaled before feature extraction.
 ‘Maximum side of x px’ resizes images which have one side larger than x pixels so that its
largest size is x pixels wide.
 ‘Resize all to x px’ will scale all images, even the ones with size smaller than x pixel, so that
its largest side is exactly x pixels wide.
Table 5.3 shows the results of applying different scaling techniques and target sizes to the
images before extracting features. The target sizes used were 250, 500, and 1000 pixels.
Table 5.3: Impact of scaling images before feature extraction
Image scaling Cost per image (ms) Performance (%)
Full resolution 4500 87.6  1.3
Maximum side of 1000px 2500 88.7  1.6
Resize all to 1000px 4000 86.4  1.4
Maximum side of 500px 1000 90.1  0.4
Resize all to 500px 950 89.8  0.5
Maximum side of 250px 550 89.4  0.9
Resize all to 250px 600 89.6  0.6
Resizing an image so that it becomes larger, which can happen when using the ‘resize all’
approach, shows a negative impact in the classification accuracy. This is more evident the more
you scale the image, at higher target resolution. On the other hand, having images of different sizes
is not necessarily a problem, as the impact in the classification accuracy of having more variation
in image size, as is the case with the ‘maximum side’ technique at higher target resolutions, is not
very large. This shows that the implemented techniques are generally robust against having images
with different sizes and definitions, but only up to a certain point. When using full resolution,
where images can range from 126 106 to 3752 5000, which represents an increase in the
number of descriptors by a factor of over 1400 times, a decrease in performance becomes very
apparent.
Note that these experiments were made with a fixed patch size and spacing for the descriptors.
Using different descriptor parameters may have an impact on the ideal image size and as such
these should not be seen as universal and ideal image sizes.
Considering the vast difference in the cost of classifying a full-scale high resolution image
versus using a scaled down version, combined with the fact that sizing down images, so they are
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more uniform in size, can actually improve the classification performance, it becomes apparent
that resizing an image is a very important step for this type of image classification.
5.1.4 Colour Information
In order to ensure that no data related to the colour was excluded by the Principal Component
Analysis, the full size of the descriptors was used during this experiment. Since the usage of the
full-sized descriptors results in a significantly higher memory usage, the descriptors were extracted
at a single scale, with a spacing of 10 pixels and a scale of 20 pixels, in order to reduce the
total number of descriptors. Table 5.4 compiles the results of using colour information for scene
classification.
Table 5.4: Using colour information during descriptor extraction
Colour format Descriptor size Cost per image (ms) Performance (%)
Grey-scale 128 600 89.1  0.6
Opponent 384 1000 85.5  0.4
HSV 384 1200 84.7  1.8
While most works in scene classification do not use colour, Bosch, Zisserman and Muñoz
(2008) showed an improvement on the classification results on the 15-scene dataset by using col-
our SIFT. For the natural versus man-made classification, using colour information decreased the
accuracy instead.
5.1.5 Descriptor Scale
The scale at which a descriptor is extracted can be changed, which corresponds to the pixel dia-
meter of a circle, centred in the point where the descriptor is extracted, which delimits the data
that is used for the calculation of the descriptor. The descriptor spacing, on the other hand, is the
distance, in pixels, between each point of a dense grid, where descriptors will be extracted. Both
of these values can be tweaked to achieve better classification results.
The idea of using multiple scales when extracting descriptors can be found in several articles
in the scene classification literature. Bosch, Zisserman and Muñoz (2008) suggest that using
concentric SIFT descriptors at four different scales, while Krapac, Verbeek and Jurie (2011) use
descriptors extracted at 8 different scales, separated by a factor of 1.2.
Table 5.5 compares several different scales and spacing combinations in order to evaluate the
impact of these two settings. Using more than one scale at once is also studied.
A lower spacing between descriptors results in higher classification performance at the cost
of a much higher memory requirement. On a small 250 250 pixel picture, using a scale and
spacing of 20 and 10, respectively, results in 289 descriptors, while using a scale and spacing of
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Table 5.5: Impact of scale and spacing of SIFT descriptors
Scale Spacing Cost per image (ms) Performance (%)
10 5 1000 89.2  0.8
10 10 650 87.1  0.4
10 20 600 81.5  1.3
10 50 500 65.8  1.1
20 5 950 90.5  0.5
20 10 650 89.4  0.3
20 20 550 86.0  1.4
20 50 500 70.3  1.4
50 5 900 88.7  1.1
50 10 650 89.0  0.5
50 20 550 87.2  1.4
50 50 500 77.3  2.0
[20, 50] [5, 10] 1200 90.1  0.6
20 and 5, results in 1156 descriptors instead, an increase by a factor of four. This higher number
of descriptors is also reflected in the amount of time it takes to process the data.
It is also possible to note that using a spacing higher than the scale, which results in gaps in
the image that are not covered by the descriptors, has a very significant negative impact in the
classification results.
Instead of boosting the classification results, using multiple scales reveals a performance that is
the average of the used scales and spacings. This results in a higher computational cost with a neg-
ative impact on the classification performance. A better alternative to using multiple descriptors is
to test and determine the ideal combination of scale and spacing for the dataset at hand.
5.1.6 Distance Transforms
This experiment was introduced in order to test if the advice related to the transformation of
descriptors, given by Arandjelovic and Zisserman (2012) for object retrieval and detailed in sec-
tion 2.4.1, also applies to the scene classification.
Table 5.6 highlights the differences between using the original version of SIFT and using SIFT
after transforming it using the Hellinger mapping. This transformation is applied to the descriptors
before using them in the remaining steps of the classification framework.
Transforming the SIFT descriptors before using them to classify images provides a minimal
improvement in the classification results but comes with no negative impact in the computational
cost. As a very simple to implement technique and with negligible impact in the classification cost,
this is a good improvement to use on scene classification problems.
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Table 5.6: Transforming descriptors using Hellinger kernel
Descriptor type Cost per image (ms) Performance (%)
Regular SIFT 350 89.7  1.0
Hellinger-transformed SIFT 350 90.2  0.7
5.1.7 Dimensionality Reduction
Applying an algorithm to reduce the dimensionality of the descriptors, such as Principal Compon-
ent Analysis, can impact the results in several different ways. The first is that by reducing the total
size of the data that must be processed, the computational cost to classify an image is also reduced.
A reduction in the memory required to store the descriptors is another impact of PCA.
Table 5.7 shows what happens when PCA is used to reduce the dimensionality of a SIFT
descriptor. SIFT descriptors, using their default parameters, have 128 dimensions. As such, the
entry in the table with 128 PCA dimensions acts as a baseline value for this experiment.
The classification cost per image, presented in table 5.7, does not take into account the time
required to extract the descriptors themselves as this value is the same for all experiments, and
instead shows the time required to perform PCA on the descriptors, build their intermediate rep-
resentation and classify the image.
Table 5.7: Reducing dimensionality of a SIFT descriptor with size 128
PCA dimension Cost per image (ms) Performance (%)
64 300 90.4  0.8
80 350 90.3  0.3
96 380 90.5  1.4
112 410 90.6  0.5
128 450 91.1  0.8
While there is a trend in the experiments showing that the more the descriptor size is reduced
using PCA, the worse the results, the difference is not very significant. Combined with the reduc-
tion in time required to classify an image, this makes PCA a viable way of reducing the classifica-
tion cost without much loss in accuracy.
5.1.8 Encoding Method
The codebook plays an important role in the scene classification framework as it is the basis used
for encoding all images before they can be classified. One parameter that can have an impact in
the quality of the codebook is the number of codewords that it contains.
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Since the way that the Fisher framework uses the codebook is very different from the Bag-of-
Words technique, two sets of experiments were performed, as reported in table 5.8 and table 5.9.
Table 5.8: The impact of codebook size in the Fisher framework
Codebook size Cost per image (ms) Performance (%)
10 150 89.5  0.8
20 200 90.3  0.3
50 350 90.7  0.6
100 550 91.0  0.5
200 1000 91.1  0.3
In the Fisher framework the classification results show a steady improvement in the classifica-
tion performance with a larger codebook. The major drawback is that the cost of the classification
increases steeply with a larger number of codewords, making it impractical to keep increasing the
size of the codebook until the performance saturates.
Table 5.9: The impact of codebook size when using Bag-of-Words
Codebook size Cost per image (ms) Performance (%)
50 10 80.2  2.6
100 20 80.7  0.9
200 40 81.6  2.1
500 100 81.7  1.6
1000 200 79.7  2.0
With Bag-of-Words the performance does not steadily increase like in the Fisher framework.
Instead, the performance peaks at between 200 and 500 keywords, which is consistent with the
results reported by (Lazebnik, Schmid and Ponce 2006).
Notice that increasing the size of the codebook implies an increase in the size of the intermedi-
ate representation. This size increase, in turn, means that every piece of the classification process
is going to take longer to compute.
5.1.9 Spatial Information
Using spatial information together with the Fisher representation was not explored in this work
due to its implementation complexity and the fact that Garg, Chandra and Jawahar (2012) have
shown that the impact of using spatial information with Fisher vectors, while positive, is much
lower than the improvements achieved when spatial information is combined with Bag-of-Words
representations (Lazebnik, Schmid and Ponce 2006).
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This set of experiments compares the use of no spatial information versus the use of one of
two possible techniques for spatial representation: using slices or squares.
For each pyramid level of the ‘slices’ technique, described in section 2.6.1, each slice of the
previous level is divided in half. This technique creates two sets of representations, one containing
only horizontal slices and another containing only vertical slices. In practice this means that a
three level pyramid with slice partitioning will contain a total of thirteen slices with the following
distribution: level 1 contains one representation for the whole image, level 2 has two horizontal
slices and two vertical slices, and level 3 uses four horizontal and four vertical slices.
The ‘squares’ technique recursively divides an image into squares for each pyramid level. This
means that each square of a pyramid level will result in four new squares in the next level. As such,
a three level pyramid has twenty-one divisions with one in the first level, four in the second and
sixteen in the third.
Table 5.10: Using spatial information with Bag-of-Words
Partition type Pyramid levels Cost per image (ms) Performance (%)
None 1 40 81.6  2.1
Slices 2 45 79.1  1.9
Slices 3 50 79.6  3.0
Squares 2 45 78.2  3.1
Squares 3 45 77.4  2.5
Table 5.10 shows that, unlike the very promising results presented by Lazebnik, Schmid and
Ponce (2006), spatial information has a much lower impact when classifying natural and man-
made images. One possible explanation for this behaviour is the very high intra-class variation,
combined with significant differences between classes in this dataset. This means that, unlike
when trying to distinguish between similar classes such as the ‘highway’ versus ‘inside city’ that
appear in the 15-scene dataset, it is more important to have a robust technique that can evaluate
the overall differences between the images, instead of one that tries to determine similarities on a
spatial basis.
5.1.10 Type of Classifier
While Bag-of-Words representations use histograms to represent the image data, which benefit
from a non-linear classifier, Fisher Vectors provide a very high dimensional representation, which
is usually able to achieve good results with a simple linear classifier (Perronnin and Dance 2007).
Table 5.11 shows the diffferences between a linear and a non-linear classifier when applied to
both the Fisher Vector and the Bag-of-Words representations.
As expected, using an appropriate kernel for the histogram representation of the Bag-of-Words
technique results in a very significant improvement, while the Fisher vector representation, which
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Table 5.11: Differences between linear and non-linear SVM classifiers
Encoding technique Classifier type Cost per image (ms) Performance (%)
Fisher Vector Linear 350 90.6  0.8
Fisher Vector Non-linear 360 91.3  0.3
Bag-of-Words Linear 35 81.2  1.5
Bag-of-Words Non-linear 45 87.9  1.1
has much higher dimensionality, sees a much more modest performance increase. While using
a non-linear classifier does bring the performance of both encoding techniques much closer, the
Fisher framework still outperforms the Bag-of-Words representation.
5.1.11 Tuning Classifier
Support Vector Machine classifiers have one parameter that corresponds to the penalty applied
to misclassified data points during its training step, which is usually typeset as ‘C’. The penalty
is defined in R+, where a low value will result in a classifier that tries to reduce the number of
support vectors, thus generalizing the classifier, while a high penalty will encourage to classifier to
overfit the data with a higher number of support vectors. The ideal value for this parameter must
be determined experimentally, using cross-validation, taking into account that using a logarithmic
scale to space the values is the most common strategy used for this process.
As fig. 5.1 shows, this parameter can have a significant impact on the classification result,
so it is important to determine its ideal value, as it does not impact the classification cost once
optimized.
5.1.12 Number of Training Images
The example images provided to the classifier are essential to obtain good classification results.
Figure 5.2 shows the impact of the number of images used during training over the classification
accuracy.
The graph shows a distinct logarithmic growth, showing that increasing the number of training
images suffers from diminishing returns.
Increasing the number of training images per class from 50 to 500 results in an increase in
accuracy of just 3% on average, over the six experiments.
Another advantage of using a larger number of training images is that the results become much

































Figure 5.1: The SVM misclassification penalty parameter
5.2 Optimization
The previous experiments revealed that very often the time required to process an image and the
classification results do not grow at the same rate. While most scene classification works opt
to present the best results possible, it is desirable that the time required to classify and image
and the achieved accuracy are balanced when applying these techniques to a real world scenario.
The following two sections summarize the results that can be achieved by properly tweaking all
parameters, based on the results of the previous section.
5.2.1 Optimizing for Accuracy
The results in this section show the best possible classification accuracy that can be achieved with
the implemented techniques. In order to achieve these results, the value used for each parameter
corresponds to the one that achieved the best results in its respective experiment in section 5.1.
Table 5.12 compiles the settings used in this section.































Figure 5.2: Impact of number of training images in classification accuracy
broken down into a confusion matrix, which is presented in table 5.13.
While these are excellent results, they come at a cost, since by using these settings, it takes an
average of 6.5 seconds to classify each image.
5.2.2 Optimizing for Speed
This section shows the speed that can be achieved by choosing algorithms and their parameters
with the objective of achieving a good balance between accuracy and speed. The settings used are
presented in table 5.14.
The results are presented in table 5.15 which corresponds to an accuracy of 90.7%  0.4.
This corresponds to a 3.5% drop in accuracy when compared to the optimal settings. On
the other hand, considering that it now takes only 500 milliseconds to classify an image, the
classification cost dropped by a staggering 92.3%.
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Table 5.12: Settings used to achieve the best accuracy
Setting Value
Image colour Grey-scale
Image scaling Maximum side of 500px




Transformations applied Hellinger and PCA
Final PCA dimension 128
Codebook type Fisher vector
Number of codewords 200
Sample images in codebook 500
Maximum descriptors in codebook 500000
Spatial representation None
Classifier type Non-Linear SVM
SVM misclassification penalty 10.0
Training images per class 500
Table 5.13: Confusion matrix for the best results
Classifier guessed Natural Classifier guessed Man-made
Real class is Natural 95.3 4.7
Real class is Man-made 7.4 92.6
5.3 Additional Information
This section presents some experiments that are not directly related to the classification accuracy
that can be achieved by the framework, but show the behaviour of the framework when exposed
to different situations.
5.3.1 Cross-dataset Generalization
In order to ensure that there is no bias in the dataset used in these experiments, several experiments
were conducted by training a classifier in one dataset and then using that same classifier on a
different dataset.
If there is no sharp decrease in the classification rate when doing this cross-dataset validation
we can assume that there is no particular bias to any one dataset and that it is indeed capturing the
differences between the natural and man-made images.
In order to test this hypotheses, a classifier was trained using the SUN database subset de-
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Table 5.14: Settings used to achieve better speed
Setting Value
Image colour Grey-scale





Transformations applied Hellinger and PCA
Final PCA dimension 64
Codebook type Fisher vector
Number of codewords 10
Sample images in codebook 500
Maximum descriptors in codebook 500000
Spatial representation None
Classifier type Linear SVM
SVM misclassification penalty 10.0
Training images per class 500
Table 5.15: Confusion matrix for the balanced results
Classifier guessed Natural Classifier guessed Man-made
Real class is Natural 91.8 8.2
Real class is Man-made 10.3 89.7
scribed in section 4.6. This classifier was then applied to a set of 700 natural images used in the
work of Vogel and Schiele (2007). Of these, 99.6% of the images were correctly classified as
natural.
Another experiment consisting of using the 15-scene dataset split into two classes containing
the man-made categories (bedroom, highway, industrial, inside city, kitchen, living room, office,
store, street, suburb, tall building) and the natural categories (coast, forest, mountain, open country)
was also performed. The overall accuracy was 96.1%, broken down in the confusion matrix in
table 5.16.
These results show that not only was the classifier capable of distinguishing between man-
made and natural images on these datasets without having been trained with this data, the results
were also superior to those in the original dataset. This can be explained by the lower diversity in




Table 5.16: Confusion matrix for the 15-scene dataset merged into two classes
Classifier guessed Natural Classifier guessed Man-made
Real class is Natural 98.3 1.7
Real class is Man-made 6.1 93.9
5.3.2 Confidence Rating
Associated with the class identified for each image, there is a confidence value regarding that
decision. This value represents the probability of an image belonging to a certain class and is
calculated by the classifier itself, based on how close the image is to the class boundary.
To evaluate whether or not this confidence value provides any kind of useful information, an
experiment was executed over the original SUN Database, excluding all images from categories
that may belong to both the natural and man-made categories. Table 5.17 shows the results.
Table 5.17: Correlation between confidence and correct classifications
Total images Percentage of total
All images 98758 100.0
Images with confidence above 80% 81242 82.3
Correct images with confidence above 80% 78209 96.3
Images with confidence below 80% 17516 17.7
Correct images with confidence below 80% 11974 68.4
The results show that there is a very high correlation between a high confidence rating and
the percentage of correctly classified images. Combined with the relatively low percentage of
images with low confidence, this means it’s easy to set up a manual review process for images that
cause trouble to the classifier, possibly adding some of those images to the training dataset, thus




Analysing the results presented in the previous chapter can provide some insights towards the
possible application of the scene classification framework to the problems initially described in
this document.
6.1 Comparing algorithms
Comparing the impact of the different algorithms and techniques proposed in the scene classifica-
tion literature reveals some interesting patterns that are summarized in the following sections.
6.1.1 Importance of Experimenting
Scene classification techniques are not universal, as the experiments regarding the use of spatial
information have shown. While in the original 15-scene dataset Lazebnik, Schmid and Ponce
(2006) reported that using this spatial information resulted in an classification accuracy increase
of 12%, using this same technique for natural versus man-made image classification decreased the
accuracy instead. This shows that while techniques may seem promising at first, careful experi-
mentation and comparison must be performed to determine what does improve the classification
results on a certain dataset.
6.1.2 Adapting Techniques
Some techniques were developed with object recognition in mind and, while they can also be
applied to other areas such as scene classification, they may not be ideal for these tasks. One
such example are HOG descriptors, which show very good results when applied to the task of
human detection, but have underwhelming results when compared to other descriptors for scene
classification tasks.
Other techniques show their versatility in that they were originally developed to perform a
task and show excellent performance when applied to other tasks such as natural image classifica-
tion. SIFT is the prime example of this as it was originally developed in order to match different
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viewpoints of objects and scenes, but performs extremely well in all of the executed experiments.
It’s important to note that some of these techniques, like SIFT descriptors, require some adapta-
tions to perform better in scene classification problems. In this case, SIFT descriptors are extracted
using dense descriptor extraction instead of the original region of interest detection technique.
6.2 Building the Framework
Having a flexible framework that could easily and autonomously run and repeat an experiment
was crucial to the success of this work. Combined with its extensibility it becomes much easier to
apply this framework not only to the problem described in this work but to many other scene and
object classification problems.
Caching and parallelization were also very important components of this framework as they
allowed for a much larger number of experiments to be executed. Caching also doubles as an extra
feature for a production environment, as it allows new images to be added to the training set and
recreating the classifier much faster than it would be otherwise possible.
6.3 Computational Cost
With a few exceptions, such as Perronnin and Dance (2007), very few works in the scene classi-
fication literature mention the computational complexity of the proposed algorithms. This is an
important factor to consider when moving from a research environment to a real world application.
As such, a one percent increase in the correct classification rate may not be worth it when it comes
with a classification cost that is an order of magnitude higher.
The results presented in section 5.2 show the differences between settings that were optimized
for accuracy, which are the values usually reported in the scene classification literature, and those
that can be obtained using a more conservative and balanced set of parameters. This shows it is
possible to achieve a much faster classification speed with only a few compromises regarding the
ability of the framework to classify images accurately.
6.4 Mixing Datasets
Using a representative set of natural and man-made images and then using a classifier trained
on that set to classify images from other sources, such as Flickr is a possibility. This is due to
the results in section 5.3.1 which show that the classifier can indeed capture the real differences
between a natural and a man-made image and is not simply capturing a bias in the dataset.
6.5 Ignoring Irrelevant Information
The presented techniques have a very important property, in that they can reduce the weight given
to certain types of information that appear on several classes. For the natural scene classification
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problem, this means that if the training dataset contains enough images with humans on both the
natural and the man-made categories, they end up having no effect in the classification results. As
an example, fig. 6.1 shows images that were classified correctly and with high confidence, despite
the focus of the image being the persons and not the scene in the background.
(a) natural with 89% confidence (b) man-made with 98% confidence
Figure 6.1: Effect of humans on the foreground of an image
This confirms that the idea of using image sharing websites, such as Flickr or Panoramio, as
a data source for the creation of a large database of geo-tagged natural and man-made images
is feasible. If the classification framework was not robust enough to overcome these external
influences this would not be a viable alternative, since many holiday pictures with people as the
main subject and other images that are not entirely focused on the landscape can be found in these
websites.
6.6 Detailing Methodology
Placing all settings into an independent file simplified the process of reporting the parameters used
during all experiments, ensuring that no setting was forgotten. Combined with the open-source
nature of the developed framework, this allows each and every result presented in this work to be




When training a classifier, a small subset of representative images is enough to achieve good
classification results. This means that it is feasible to have a human-in-the-loop solution, allowing
for faster feedback and correction of possibly misclassified images.
6.8 Naturalness Ranking
A simple procedure can be applied in order to visualise what types of images this classification
framework has no trouble classifying as natural or man-made and those that it finds ambiguous.
To do this, a large number of assorted images is classified and then sorted by their class and
classification confidence rating. Section 5.3.2 provides additional details about this confidence
rating.
Figure 6.2 shows images sorted from the most natural to the most man-made, according to the
classifier’s confidence. Images marked with an asterisk represent images that were misclassified,
according to the label assigned by the original authors of the SUN database and the definition of a
natural image presented in section 4.3.
6.9 Large Scale Viability
In order to create a large-scale map of the natural and man-made areas of the Earth’s surface, it is
necessary to process a large enough number of images to cover its surface.
The average size of the images in the SUN Database is around 200kB, which means that in
1TB of data there are 5 million images. When compared to the total surface area of Earth, which
is approximately 510 million square kilometres, that 1TB of data corresponds to just 0.01 images
per square kilometre. This poses a big challenge when trying to build a large-scale map of the
natural and man-made areas in Earth using internet-sourced images.
On the other hand, the experiments that were performed have shown that there is a great degree
of flexibility regarding the classification cost of each image. By using just two regular quad-core
computers and balancing the speed versus accuracy parameters as described in section 5.2.2, it is
possible to process all that data in just under 4 days. This means it is viable to use this classification




(a) 99% natural (b) 96% natural (c) 80% natural*
(d) 77% natural (e) 70% natural (f) 65% natural
(g) 64% natural* (h) 50% natural (i) 53% manmade
(j) 68% manmade (k) 83% manmade (l) 99% manmade






UNEP-WCMC proposed a very well defined problem: detect whether a picture represents a natural
or a man-made scene. This problem can be generalized as a scene classification task, which is an
active area of research in the computer vision and image processing fields.
The scene classification area of research is very active and has shown vast progress over the
last decade, with new techniques being proposed and new applications being discovered in related
image processing and indexing areas of study.
Analysing the scene classification literature can reveal an underlying pattern for scene classi-
fication: the extraction of relevant features and its representation, followed by its transformation
into an intermediate representation and image description, having an image classifier as the last
step.
In order to solve the proposed problem, a framework capable of supporting the evaluation of
different image classification techniques was developed. Features other than those strictly neces-
sary for the correct classification of images have also been added, so as to improve the utility and
longevity of the tool.
While some techniques greatly improve the classification results on both the original context
of their work and in the context of determining the degree of naturalness of an image, such as the
Fisher framework, others that show excellent results on the original work, have a negative impact
in this type of natural versus man-made classification, such as is the case with Spatial Pyramid
Matching.
The developed framework can classify the images in a very diverse dataset containing two
classes, corresponding to natural and man-made scenes, with up to 94% accuracy. Experiments
have also shown that the computational cost of classifying an image can be tweaked at the expense
of accuracy. A good balance can reduce the computational cost by 92.3% while only reducing the
classification accuracy by 3.5%.
The results are very promising and show that using the developed framework to act as both a
tool to validate user-submitted pictures or to create a map of both the man-made and natural areas




With the development of frameworks such as OpenCL and CUDA, it is now possible to develop
applications that run directly on the GPU, which can contain hundreds of cores and are optimized
for highly parallel work. Since image classification is a highly parallel problem, as remarked
in section 3.2.4, it would be advantageous to harness the power of these devices. Allowing the
developed classification framework to take advantage of the processing power of the computer’s
GPU would greatly reduce the total time required to classify a set of images.
Another possible improvement stems from the fact that the focus of this work was about the
feasibility of using pictures taken by a regular camera and classifying them into either natural or
non-natural. Using other sources of images, such as satellite imagery, to complement the classific-
ation results, could allow for a more accurate representation of the man-made versus natural status
of a given geographic area.
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This appendix provides a list of the techniques that were included in the developed framework.
A.1 Features
In order to take advantage of colour information, the following representations were included:
 Grayscale
 Opponent colour space
 Hue, Saturation, Value colour space
A.2 Descriptors
Three descriptor types were added to the framework:
 Scale Invariant Feature Transform
 Histogram of Oriented Gradients
 Local Binary Patterns
A.3 Extraction Method






The following descriptor transforms are available:
 Principal Component Analysis
 Hellinger Kernel
A.5 Intermediate Representations




The framework contains two techniques to add spatial information to the image representations:
 Spatial Pyramid Matching with square partitioning
 Spatial Pyramid Matching with slice partitioning
A.7 Learning Techniques
These techniques are available to classify an image:
 Linear Support Vector Machine




This appendix describes the parameters that are present in the configuration file of the framework.
The values that they can take and a short description of what they do is also included.
B.1 image
The parameters in the ‘image’ section are related to the processing of images after they are loaded
and before the descriptors are extracted.
B.1.1 type
Type string
Valid values “Greyscale”, “Opponent”, “HSV”
Description The colour space of the image. ‘Opponent’ and ‘HSV’ result in images that are
three times larger than ‘Greyscale’.
B.1.2 maxResolution
Type number
Valid values integers > 0
Description The maximum resolution of an image.
B.1.3 forceSize
Type boolean
Valid values “true”, “false”
Description If enabled forces all images to have their largest side equal to the ‘maxResolu-





Valid values floating-points  0
Description The amount of smoothing to apply to the image. 0 disables smoothing.
B.2 features
The parameters in this section are related to the extraction of features of an image.
B.2.1 type
Type string
Valid values “SIFT”, “HOG”, “LBP”
Description The type of descriptor to use. ‘SIFT’ has 128 dimensions, ‘HOG’ has 36, and
‘LBP’ has 8.
B.2.2 gridSpacing
Type array of numbers
Valid values arrays of integers > 0
Description The spacing between each extracted descriptor. When the list contains more
than one element, multiple sets of descriptors will be extracted for each spacing,
using the ‘patchSize’ in the corresponding position of the list.
B.2.3 patchSize
Type array of numbers
Valid values arrays of integers > 0
Description The scale of the extracted descriptor. When the list contains more than one
element, multiple sets of descriptors will be extracted for each size, using the
‘gridSpacing’ in the corresponding position of the list.
B.2.4 transforms
Type array of strings
Valid values [“Hellinger”]
Description A list of transformations to apply to the descriptor after it has been extracted.
B.3 codebook





Valid values “Fisher”, “KMeans”
Description The type of codebook to use to encode the descriptors.
B.3.2 codewords
Type number
Valid values integers > 0
Description The number of codewords to use in the generated codebook.
B.3.3 pcaDimension
Type number
Valid values integers > 0 and < the original size of the descriptor
Description The final size of the descriptor after applying PCA.
B.3.4 textonImages
Type number
Valid values integers > 0 and < the total number of training images
Description The total number of images to use to build a codebook.
B.3.5 totalFeatures
Type number
Valid values integers > 0
Description The upper limit of the number of features to use when computing the codebook.
If the total number of descriptors in ‘textonImages’ exceeds this value, a random
subset will be chosen.
B.4 histogram
The parameters in the ‘histogram’ section are related to the spatial information. The values in this
section only have an effect when the codebook being used is ‘KMeans’.
B.4.1 type
Type string
Valid values “Slices”, “Squares”





Valid values integers  0
Description The highest level in the pyramid. A value of zero means that only the full image
is used and the partition type has no effect.
B.5 classifier
The ‘classifier’ sections defines all parameters related to the classifier type and settings.
B.5.1 type
Type string
Valid values “Linear”, “SVM”
Description The type of classifier to use.
B.5.2 c
Type number
Valid values floating-point > 0
Description The misclassification penalty to apply to outliers when training the classifier.
B.5.3 trainImagesPerClass
Type number
Valid values integers > 0 and < the number of images in the smallest class
Description The number of images for each class to train the classifier.
72
