Abstract-Power control is an effective technique to reduce cochannel interference and increase capacity for cellular radio systems. Optimum centralized power control can minimize the outage probability, but requires the information of all link gains in real time, which is very difficult to successfully implement for a large system; besides, the computational complexity of an optimum power control algorithm makes it impractical for real implementations. In this paper, we propose some centralized power control algorithms with reasonable computational complexity. One of the algorithms, called the SMIRA algorithm, has an outage probability that is very close to the minimum. We also study a class of distributed power control algorithms that can achieve a balanced carrier-to-interference ratio with probability one. Among the class of algorithms, we found that the one proposed in [6] gives the minimum outage probability.
I. INTRODUCTION
REQUENCY REUSE IS the core concept in cellular F mobile systems because it can significantly increase system capacity. The interference due to common use of the same channel sets a limit on frequency reuse. Therefore, it is important to reduce the cochannel interference in designing a high capacity cellular radio system. Power control is a technique that can be used to reduce cochannel interference and allow as many receivers as possible to obtain satisfactory reception. Reception is said to be satisfactory if the carrierto-interference ratio (CIR) is greater than the minimum CIR required or the system protection ratio.
Aein [ 11 proposed controlling transmitter power to achieve a balanced CIR. Nettleton and Alavi [2] showed that CIR balancing can improve the capacity of a spread spectrum cellular mobile radio system. Under the balancing scheme, all receivers experience the same CIR. Unfortunately, it is possible that for a balanced CIR the reception may be unsatisfactory for all receivers. To achieve satisfactory reception, some transmitters may need to be prohibited from transmitting. Zander [4] studied this problem and derived an optimum power control scheme that minimizes the outage probability. The outage probability is defined as the probability of having a CIR smaller than the system protection ratio on a given link. However, the computational complexity makes the optimum power control scheme impractical. In [4] , Zander proposed Manuscript received February 3, 1994; revised July 19, 1994 . This work was supported in part by the National Science Council, Republic of China, under Contract NSC 8 I -0404-E-009-527, T.-H. Lee and Y. T. Su are with the Department of Communication Engineering. National Chiao Tung University, Hsinchu, Taiwan 300, Republic of China.
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XY a simple procedure, called the stepwise removal algorithm (SRA), for practical implementations. The SRA algorithm, step by step, removes one cell until the required CIR is achieved in the remaining cells. The power control algorithms studied in [4] are centralized and require knowledge of all the active link gains that may not be possible to acquire in real time for large systems. For this reason, Zander [5] proposed a distributed balancing algorithm that uses only local CIR information. It was shown that the distributed algorithm can achieve CIR balancing with probability one and thus, when combined with cell removal algorithms, can obtain a minimum outage probability. However, the convergence speed of that algorithm is not satisfactory. If the allowed maximum number of iterations is small, then the distributed balancing algorithm may result in an outage probability much greater than the optimum value. Another distributed power control algorithm that converges faster than Zander's algorithm was proposed in [6] .
In this paper we study both centralized and distributed power control algorithms. Some new centralized power control algorithms that take into account both transmitting power and the link gains are proposed. Numerical results show that, compared with the SRA algorithm, the new schemes achieve a smaller outage probability with only a negligible increase in computational complexity. We also study a class of distributed power control algorithms that includes the algorithms proposed in [5] and [6] as special cases. The class of algorithms can achieve CIR balancing with probability one. From numerical examples we found that the algorithm proposed in [6] gives the least outage probability among the investigated class of algorithms.
The system model is described in Section 11. Sections I11 and IV consider respectively centralized and distributed power control algorithms. In Section V, some numerical examples are provided. Conclusions are finally drawn in Section VI.
SYSTEM MODEL
The cellular system investigated in this paper consists of a finite number of cells. Cells using the same channel are placed symmetrically in a hexagonal grid. Base stations use omnidirectional antennas and are located at the center of the cells. The locations of the mobiles are assumed to be uniformly distributed over the cell area. Each cell has M independent channel pairs, each consisting of independent uplink and downlink channels. In this paper, we consider power control algorithms for downlink channels.
0018-9545/95$04.00 0 1995 IEEE For simplicity, the adjacent channel interference is neglected. The thermal noise sources are also neglected. The set of cells using a certain channel at some given instant is called the cochannel set and the size of the cochannel set is denoted by N . All cochannels are assumed to be in use. The total interference power is modeled as the sum of the powers of all active interferers and the transmission quality is assumed to depend only on CIR. Under these assumptions, the CIR at the mobile in cell i is given by m where R, is the power received from the jth transmitter, Tj is the transmitting power used by the base station in cell j , L,, is the gain on the link between the mobile in cell i and the base station in cell j at some given moment, and Z;j = 2 is the normalized link gain. It is clear that Zii = 1 for all i, 1 5 pi 5 N . Moreover, the value of Lij is assumed to be a constant (and needs to be measured for the centralized power control algorithms). The assumption is reasonable if the power control algorithm can converge in a short period. The link gain Lij is modeled as
where Aij is the attenuation factor, dij is the distance between the mobile in cell i and the base station in cell j, and v is a constant that models the large scale propagation loss. The attenuation factor models the power variation due to shadowing. We assume that A i j . 1 < %; j < N , are independent, log normal, identically distributed, random variables with 0 dB expectation and (T dB log variance. The parameter value of in the range of 4-10 dB and the propagation constant v in the range of 3-5 usually provide good models for urban propagation [7] .
Let CIRo be the system protection ratio or the minimum CIR required for satisfactory reception. The outage probability, denoted by Poutage, is defined as where CIR, is the carrier-to-interference ratio at the mobile in cell j. A CIR is said to be achievable in the cochannel set if Z,,] . Moreover, the power vector T* achieving this maximum is the eigenvector of Z corresponding to the eigenvalue A*. All mobiles experience the same CIR* when T* is used.
CENTRALIZED POWER CONTROL ALGORITHMS
For centralized power control, it is assumed that the link gain matrix Z is available. Therefore, the maximum achievable CIR* can be obtained, because A* can be determined. As a consequence, optimum power control is possible. An optimum power control algorithm (PCA) will, by removing as few cells as possible, find the largest submatrix of Z for which CIRo is achievable. The following brute force algorithm is an optimum PCA.
Algorithm I : Brute Force Algorithm (BFA) [4]:
Step 1: Determine CIR* corresponding to Z. If CIR* 2 CIR0, then use the eigenvector T* and stop; otherwise perform Step 2.
Step 2: Remove all combinations of at most N -2 cells and compute the eigenvalues of each reduced system. If = 2" -N -2 times to remove N -I cells to achieve CIR0. The computational complexity involved in the BFA algorithm makes it impractical because the link gains are likely to change before the algorithm settles. For this reason, Zander proposed the following stepwise removal algorithm for practical implementations.
Algorithm 2: Stepwise Removal Algorithm (SRA) / 4 ] :
Step 1: Determine CIR* corresponding to Z. If CIR* 2 CIRo, then use the eigenvector T* and stop; otherwise set N' = N and perform Step 2.
Step 2: Remove cell k for which the maximum of the row and column sums, R k = E,=, Z,+j and RT = Cj=l Zj,, For the SRA algorithm, to remove one cell, one needs to find the eigenvalue and eigenvector pair once. So, in the worst case, one needs to solve the eigen system N -2 times that is far less than the 2" -N -2 times required for the BFA algorithm.
However, the SRA algorithm need not be an optimum PCA.
In
Step 2 of the SRA algorithm, only the link gain matrix is used when a cell is to be removed. Improvement is possible if the transmitting power is also taken into consideration. To improve the performance of the SRA algorithm, we propose the following algorithm. Algorithm 3: Stepwise Maximum-lnterference Removal Algorithm (SMlRA): The SMIRA algorithm considers transmitting power to be an important factor in removing cells. The idea is that the larger the transmitting power, the greater the interference it causes to mobiles in the other cells. Therefore, if a cell which uses a high transmitting power is removed, then it is likely that the remaining cells can achieve CIR". The SMIRA algorithm is described below. where
Step 1: Determine CIR* corresponding to Z. If CIR* 2
CIRo, then use the eigenvector T* and stop; otherwise set
N I,(k) = x T j k ) z t J -T,('")
(4) N' = N and perform Step 2.
J=1
Step 2 The term "maximum interference" is used because Rl represents the total interference received by the mobile in cell 1 and RT represents the total interference to other mobiles caused by base station 1. Clearly, the SMIRA algorithm requires N'* more multiplications than the SRA algorithm each time a cell is removed. However, the computational complexity is dominated by solving the eigen system and thus the NI2 multiplications are negligible.
Two other power control algorithms-xme of which considers the received interference, the other the transmitted interference-are listed below. Notice that the SMRIRA and the SMIRA algorithms have roughly the same computational complexity, as do the SMTIRA and the SRA algorithms.
Algorithm 4: Stepwise Maximum Received Interference Removal Algorithm (SMRIRA):
The SMRIRA algorithm is the same as the SMIRA algorithm except that Rmax,k = maxl Rl.
Algorithm 5: Stepwise Maximum Transmitted Interference Removal Algorithm (SMTIRA):
The SMTIRA algorithm is the same as the SMIRA algorithm except that Rmax,k = maxi RT.
The outage probabilities of the above PCA's will be compared in section V.
IV. DISTRIBUTED PCA's
For the centralized power control algorithms to be useful, one needs to measure all link gains in real time, which is impractical for a large cellular system. In [ 5 ] , Zander proposed a distributed balancing algorithm in which each cell determines its next transmitting power based on the measured CIR in its own cell. The distributed balancing algorithm can be described as follows:
where To is an arbitrary positive vector, T:k) denotes the transmitting power of the base station in cell 2 in the kth discrete time, CIR!") denotes the CIR at the mobile in cell 2 in the kth discrete time, and /3 denotes the weighting factor. Another distributed power control algorithm proposed in [ 6 ] adapts the transmitting power according to the observed interference, i .e., is the interference power received by the mobile in cell 2 in the lcth discrete time.
The above two distributed power control algorithms were both proved to be able to achieve CIR balancing with probability one. Moreover, it was found that the scheme proposed in [6] converges much faster than the Zander's scheme. In this paper, we study the following class of distributed power control algorithms.
A. A Class of Distributed Balancing Algorithms
It is clear that CY = 0 and a = 1 correspond, respectively, to the algorithms proposed in [ 5 ] and [6] . From (5), we get which when expressed in vector form is given by
T(k+l) = p ( Z -aI)T(k) = /?YT(k)
where Y = Z -a1 is an irreducible nonnegative matrix [9] . Notice that Y is irreducible and nonnegative because all the link gains are positive real numbers. With the Perron-Frobenius Theorem [9] , one can show that the above class of algorithms achieve CIR balancing with probability one. The proof is similar to those presented in [ 5 ] and [6] and thus is omitted.
Notice that when a approaches -cc one gets the fix power algorithm (i.e., without power control). Numerical examples presented in the following section show that a = 1 provides the best outage probability among the class of algorithms. In the numerical examples, the limited information stepwise removal algorithm (LI-SRA) proposed by Zander is adopted. The LI-SRA algorithm is described below.
W-SRA Algorithm:
Step 1 Step 2: [Check CIR] If CIR,(O) 2 CIRo for all 2, then stop; otherwise perform Step 3.
Step 3: [Use PCA] Operate the distributed balancing algorithm (for a given a ) for at most L steps. If at some step
Step 4.
Step 4: [Remove one cell] Remove the cell that has the smallest initial CIR, CIR~'). GO to Step 1.
shows the maximum achievable CIR after a number of cells be seen that the SMIRA algorithm is almost as good as the BFA algorithm and is consistently better than the other nonoptimum algorithms. The SMRIRA and the SMTIRA algorithms were removed using various power control algorithms. It can In Fig. 6 , we compare the outage probabilities for the two algorithms with (Y = 0 and (r = 1 for L = 8 and 30. One can see clearly that the algorithm with cf: = 1 has a much better performance than the algorithm with (Y = 0. The outage probability of the algorithm with (L: = 0 is approaching that without power control when the protection ratio is high. On the other hand, the outage probability of the algorithm with 01 = 1 is close to that of the SMIRA algorithm, which has been shown to be almost as good as the optimum power control algorithm. Therefore, for a large cellular system in which centralized power control is not feasible, the distributed balancing algorithm with (Y = 1 is a good scheme to use.
VI. CONCLUSION
In this paper we have investigated both centralized and distributed power control algorithms for cellular radio systems. We showed that the SMIRA algorithm is a good centralized power control algorithm because its performance is very close to that of the optimum power control scheme and its computational complexity is much smaller than that of the BFA algorithm. A class of distributed power control algorithms which can achieve CIR balancing with probability one was studied. Among the algorithms in the class, we found that the scheme with 01 = 1, which was also studied in [6] , results in the smallest outage probability. Some techniques can be used to further reduce the outage probability. For example, in Step 4 of the LI-SRA algorithm, one can remove the cell
with maximum received interference of the final iteration Ii rather than the cell with minimum initial CIR. However, the improvement is not very significant and thus is not presented. 
