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INTRODUCTION 
We have compiled here many interesting results concerning a 
particular collection of knots called torus knots. Torus knots are 
merely simple closed curves imbedded in an unknotted torus T
2 in E3 • We
show that the fundamental group of T2, n (T2 ), is the direct product of
the additive group of integers with itself. The ordered pair (p,q) in 
Z ® Z determines an equivalence class of loops on the torus , and we 
show in Section II that the class [(p,q)] contains a loop whose image is 
a simple closed curve if and only if p and q are relatively prime. A 
torus knot in the loop class [(p,q) ] is denoted K • It is natural to p,q 
ask which of the knots K are equivalently imbedded in E3 •p,q
One means of answering this question is to observe the algebraic 
structures of the corresponding knot groups n(E3 - K ). If it can bep,q 
shown that n( E3 - K ) andp,q 
follows that E3-K and E3 p,q 
n( E3 - K ) are not isomorphic, then it r,s 
- K are not homeomorphic; consequentlyr,s 
K and K are not equivalent knots. The definition and general pro-p,q r,s
perties of the fundamental group of a topological space are discussed in 
Section I of this report. 
3 
In Section IV the fundamental group of E -K p,q 
is shown to have the group presentation { a,b / J> = bq }. We will show 
that these groups are determined by the integers p and q, from which it 
follows that there are infinitely many non-equivalent torus knots. 
Illustrations are used extensively to aid the reader, and an entire 
section is devoted to the development of an algorithm for picturing torus 
knots. This algorithm, SectionIII, provides us with an intuitive feeling 
2 
for the significance of p and q in determining K • Finally, in Section 
p,q 
V, a second knot type invariant, called the genus of the knot, is develop-
ed. The genus of a knot is a nonnegative integer assigned to the knot in 
a particular way. We will show that there exist torus knots of arbitrary 
genus and construct an infinite collection of knots, all having genus 1, 
none of which is a torus knot. 
The material in this report comes from many sources. In many cases 
the proofs and illustrations were created by the author. We do not know 
of any similar compilation of facts relating to a specific class of knots 
and we hope that this report might be of use to other students of knot 
theory. 
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I. THE FUNDAMENTAL GROUP
For a topological space X and a point x
1 
in X we will define an as­
sociated group. We define a path in X to be a continuous map f: [0,l] �X. 
If f and g are two paths in X such that f(l) = g(0), then the product of 
f and g is defined to be (f•g) (t)= (f(
2t), for t E[ o,½ ]
tg(2t-1), for t q½,l ] .
A path f is said to be based at a point xfX if f(0) = f(l) = x1, and a
path based at x1 
is called a loop based at x1•
If f and g are paths in X such that f(0) = g(0) and f(l) = g(l) then 
we define f and g to be equivalent if and only if there exists a contin­
uous function F: [0,l] x [0,l] -p X such that F(t,0) = f(t), F(t,1) = g(t), 
F(0,t) = f(0) = g(0), and F(l,t) = f(l) = g(l). This relation is an 
equivalence relation. 
To form a group we will consider equivalence classes of loops based 
at a fixed point x1 £ X. Each equivalence class is called a loop class,
and the loop class determined by the loop f is denoted by [ f] • 
We define the product of two loop classes [ f ]  and [ g ]  to be [ f•g ]. 
The set of all loop classes, with the above product is a group called the 
fundamental group of X based at x1 and is denoted by n (x,x1) [4].
Suppose cp is a continuous map of X into Y, and let f and g be two 
equivalent loops in X. Since f and g are equivalent there exists a contin­
uous map F : [ 0,1] x [ 0,l ] --y X such that 
F(t,0) = f(t), F(t,1) = g(t). 
F(0,t) = f(0) = g(0), 
and F(l,t) = f(l) = g(l), for t£ [0,1] .  
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Consider the composition of F with <P , <PF: [ O, l] x [ O, l ] � Y. Now cp F 
is continuous and 
and 
(4> F) ( t, 0) = ( ¢f) ( t) , (<P F) ( t, 1) = (¢ g) ( t) ,
(¢ F) ( 0, t) = (¢ f) ( 0) = (¢ g) ( 0) ,
(¢F)( l, t) = (cpf)( l) = (¢9)( 1), for t dO, l] . Hence 
�f and ¢9 are equivalent loops in Y, with base point cp(x1).
Theorem 1. If X and Y are topological spaces and¢ is a continuous 
map of X into Y, then n(x,x1) and n(Y,¢(x1)) are homomorphic.
Proof: Let [f ] be a loop class in X, and let f', f"E: [ f ]. Then the 
composed maps ¢f' and¢ f" are equivalent loops in Y. Hence we use¢ *( [f] ) 
to denote the loop class in Y containing ¢f' and ¢ f ". We will now show 
�* is a homomorphism. Thus let [f] and [g] be two loop classes in 
n(X,x1). Now ¢ ( f·g) is the composition of f•g with ¢; hence ¢( f•g) ( t) =
)¢( f (2 t) ) = Ff (2 t ) = ( H. <Pg)( t)
0< g(2t-l)) l_!9 (2t-l) 
It follows that ¢*( [f Hg l) = ¢*( [f ]) • ¢*( [g ]) • 
The function <P*, defined in the proof of Theorem 1, is called the 
homomorphism induced by <P : X � Y. If l)i is a continuous map of Y onto 
Theorem 2. If X and Y are topological spaces and¢ is a homeomorph­
ism of X onto Y, then n (X,x) and n(Y,¢(x)) are isomorphic. 
Proof: Let the kernel of induced homomorphism¢* be K, and let 
[ f]EK. Let [ex] and[e¢(x)) be the identity elements of n (X,x) and
11 (Y,<P(x)), respectively. Then ¢*( [ fl)= [e
<t,(x)
]. Since¢*" is a homo­
-1 . morphism <P*( [ex ]) = [ e<P (x) 
]. Now ¢ 1s continuous and¢ is a bijection,
hence [ex ] = [f ]. Therefore K = { [e ] } , X and¢* is an isomorphism.
Two maps f and g: X � Y are called homotopic if and only if there 
exists a continuous map F : Xx[ O,l]� Y such that, for xEX, F(x,O) = f(x) 
and F(x,l) = g(x). Two maps f and g: X � Y are homotopic relative to 
the subset A of X if and only if there exists a continuous map 
F :Xx [o,l] � Y such that, for xE X, F(x,0) = f(x) 
F(x,1) = g(x) 
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and F ( a , t ) = f ( a ) = g ( a ) , for aE A, t d 0 , 1] • 
The relation of "homotopic to" induces an equivalence relation on the set 
of continuous maps of X into Y. 
A subspace A of X is called a retract of X if there exists a contin­
uous map r:X -> A such that r(a) = a, for each a EA. In this setting r 
is called a retraction. If a retraction r:X-, A is homotopic relative 
to A to the identity map i
x
:X-, X then we call A a deformation retract 
of X. 
Theorem 3. If A is a deformation retract of X, then the inclusion 
map i:A� X induces an isomorphism of TI (A,a) onto TI (X,a), for any a in A. 
Proof: Let r be a retraction of X onto A, let a1 be any point in A,
and let [f] be any loop class in TI(X,a1). As b9fore let i*:n(A,a1)-,>
n(x,a1
) be defined by i*( [a]) = [ia]. To show i* is an epimorphism we 
prove that f and rf are equivalent. Thus consider the map¢: [0,l ] x 
[ 0,l ] �X x (0,1] given by ¢(t1,t2) = (f(t1), t2); it is clear that¢
is continuous. 
Since A is a deformation retract there is a continuous map 
F: X x [0,l] -) X such that F(x,0) = r(x), F(x,l) = i
X
(x) = x, for xEX, 
and F(a,t) = r(a) = a, for at:A and t E[0,l]. Consider the composition of 
<ft with F, Fcp: [0,l] x [ 0,1] � X. Now Fcp is continuous and 
Fcp(t,0) = F[(f(t),0)] = r(f(t)) = rf(t), 
F¢(t,l) = F[(f(t), l)] = f(t), 
Fcj>(O,t) = F[(f(O),t)] = rf(O) = a1 = 
f(O),
F¢(1,t) = F[(f(l),t)] = rf(l) = a1 
= f(l).
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Therefore, f and rf are equivalent loops in X. Hence i*([ rf]) = [ rf] =
[f] and i* is an epimorphism.
We will next show i* is a monomorphism. Let [f] and [g) be two dis­
tinct loop classes in rr(A,a1). If if and ig are equivalent, then from
the remarks preceeding Theorem 1, r(if) and r(ig) are equivalent. 
Since ri is the identity map on A it follows that f and g are equivalent 
and hence that[f) and [g] are not distinct. This is a contradiction, 
hence i* is a mono�orphism. It follows that i* is an isomorphism. 
Recall that a path X is a continuous map f: [0,1) � X. We define 
the inverse of a path f to be f-
1
(t) = f(l-t), tE[O,l]. If [f] is a
path class, then [f r1 = [f-
l
]
Theorem 4. If X is arcwise connected, then rr(X,x) and rr(X,y) are 
isomorphic, for any x, yEX. 
Proof: Let x and y be any two points in X. Since X is arcwise 
connected, there is a path class [f) with f(O) = x and f(l) = y. Define 
,}:rr(X,x) � rr(X,y) by¢([g]) = [f-
1.g.f] and 1Ji:n(X,y) """'1 n(X,x) by
tJJ([h]) = [f·h·f-
1
). If [nE 1r(X,y) then U·R·f-l]E 1r(X,x). Therefore
¢([f•i•f-
1
]) =[1]. Now ¢([g]•[h]) = ¢([g•h]) = [f-
1•g·h•f] =
[ f -
l • g • f • f-l • h • f] = [ f -
l • g • f ] " [ f -
l 
• h • f ] = ¢ ( [ g ]) • ¢ ( [ h ]) • Thus ¢ is
an epimorphism. 
Suppose [}]E rr(X,x). Then 1/!¢([Q]) = w([f-1•Q•f]) = [f·f-1.}•f•f-l] =
n ( ) 
,,., {)LJ(l • Hence "'' is the identity on n x,x • If ul] and [x2] are two
loop classes in 1r(X,x) such that ¢( [21]) = ¢([Q2]), then 1j!¢([Y1]) =
1)!¢,( [1
1




]. Thus ¢ is a monomorphism. Therefore ¢ is an isomorphism. 
Theorem 5. The fundamental group of the product space, 
n(X xY,(x,y)) is isomorphic to the direct product \ (X,x)@ n1 (Y,y) of
the fundamental groups. 
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Proof: Let PX* and PY* be the homomorphisms induced by the project­
ion maps PX and Py, respectively. Define ¢:
n(x x Y, (x,y)) �
n(X,x)@n(Y,y) by ¢([f]) = (PX*([f]), PY*([f])), where (f] is a loop
class in n(X x Y,(x,y)). 
To show¢ is bijective we sr,'Jw f,gdf] if and only if PXf' PXg are
equivale nt and Pyf, Pyg are equivalent. Let f,gE[f]. Hence there exists
a continuous map F: [O,l] x [O,l] �X x Y such that 
F(t,O) = f(t) F(t,1) = g(t), 
F(O,t) = f(O) = g(O), 
and F(l,t) = f(l) = g(l), for t E[O,l]. 
Now PXF is a continuous map from [O,l] x [ O,l] into X and clearly
(PXF)(t,O) = (PXf) (t),
(PXF)(t,1) = (PXg)(t),
(P XF) (0, t) = (PXf)(O) = (Pxg)(o),
and (PXF )(1, t) = (P/)(1) = (PXg)(l), for tE[O,l] .
Hence PXf and PXg are equivalent. A similar proof shows Pyf and Pyg are
equivalent. 
Conversely, suppose PXf and PXg are equivalent and Pyf, Pyg are
equivalent. Then there exists continuous maps F1 and F2:[0,D x
[ O,l ] � X x Y such that 
Fl (t,O) = (Pxf)(t), Fl (t,1) = (Pxg)(t),
Fl (O,t) = (Pxf) (0) 
= (Pxg) (o),
Similarly, 
F2(t,0) = (Pyf)(t), F2(t,l) = (Pyg)(t),
F2(o,t) = (py f)(0) = (Pyg)(0),
F2(1,t) = (Pyf)(l) = (Py g)(l), for tc[0,l].
The continuous map F = (F1 ,F2) : [ 0,1] x [ 0,1] � X x Y gives us the
equivalence between f and g. 
Since PX* and PY* are homomorphisms it follows immediately that ¢
preserves the product operation. Hence¢ is an isomorphism. 
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Theorem 6. The fundamental group n(s
1 ,(1,o))is the infinite cyclic 
group generated by the loop � defined by J(t) = (cos 2 nt, sin 2 nt) 
[ 4]. 
II. TORUS KNOTS
In this section we will describe the fundamental group of a torus 
and determine which loop classes, if any, contain a loop whose image 
9 




in this section we consider the torus T
2 







= {(x,z) I (x-2)
2 
+ z 2 = 1} and J1 =
( 
t 2 2 













,x1) are each isomorphic to the group Z of integers under addition.
Now n(Ji,x1) is generated by [Ji] which we may assume to be iden­
tified with the element 1 in Z under the isomorphism, where J. has the 
l 
orientation indicated in Figure 1. 
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Since the torus is arcwi se connected it follows from Theorem 4, 
Section I, that the fundamental group of the torus is independent of 
the choice of b-:ise point. Hence we let J1
nJ2 = {x1} be the base point
and will refer to rr(T2,x1) as rr(T
2). Now T2 = J1xJ2; therefore,
n(T
2) = n(J1 
,x
1) ® n(J2,x1) ";! Z ® Z • Thus we see that n(T
2) can be
thought of as a set of ordered pairs of integers. The pair (1,0) 
determines the loop class containing J2; hence, [(1,0)] contains a
loop whose i��Je is a simple closed curve. Similarly we think of 
[(0,1)] as the loop class containing a loop whose image is J . A 
1 
si�ple closed curve irnbedded in E' is called a knot. We say that two 
knots K
1 
and K2 are equivalent if there exists a homeomorphism h of
E 3 onto itself such that h(K
1
) = K2• Equivalent knots are said to be
of the same knot type. Those knots equivalent to the unknotted circle 
{(x,y) I 
2 2 x + y = l} are called trivial. We shall restrict our discus-
sion to tame knots; a knot is called tame if its type has a polygonal 
2
representative. We define a torus knot to be a knot on the torus T = 
J1 x J 2 • In general a torus knot is a knot on a torus in E
3 which is
imbedded in E3 just as J1 x J2 
is imbedded (see Figure 2).
With the aid of the following lemmas we will prove that the loop 
class [(p,q)] contains a loop whose image in T2 is a torus knot if and 
only if p and q are relatively prime. 
Lemma 1. 
2 
Let X be a compact connected subset of E ,  and let L be
a straight line interval of length R in E 2 with both endpoints of L on 
X. Let a and b be two positive numbers such that a+b = J. Then there
exists a straight line interval L' parallel to L in E2 with endpoints 




Proof: We begin by assuming that Lis horizontal, and that there 
exists a and b such that a+b = � + the conclusion of the lemma does 
not hold. Translate X the distance a to the right of the left endpoint 
of L. Call the image under this translation Xa. We define Xb 
and Xa+b
similarly. 
Now X/1 X =¢· 
to (x ,y) is a point 
a 
For, if not, let (x ,y)&X nx. Then correspo,1ding 
a a 
(x,y) such that x = x -a and (x,y)sX, but then -1:he 
a 
line segment (x,y)(xa,y) is parallel to Land of length a, contrary to
our assumption. 
Similarly we see that X/'\ X = ¢. However Xa+b!\ X + q) :;ince the
left endpoint of L is translated the distance a+b to the �ight endpoint 




if (x,y)sxa()Xa+b' then (x-a,y) sX and (x-a,y)sxb
, contrary to the fact
that xbnx = ¢.





Let R be the vertical ray extend­m 
ing from (x1 ,M) to +oo and Rm be the vertical ray extending from (x2,
m) 
to -oo. 
I claim that B = R U RMU X separates the plane into at 1 east twom a 
disjoint sets; one containing X and one containing X b" To prove thisa+ 
we suppose B does not separate E. Let p1 and p2 be two points whose
coordinates are (x1 -1, M+l) and (x1 +l, M+l) respectively. Since each
connected open subset of E
2 
is arcwise connected there exists an arc A 
in E
2
-B with endpoints p
1 
and p2• Now A and the line segment
pl (x1,M+l) 
there is a 
(x,M+l) in 
are compact, hence A n P 1 c x 1 , M+r J is compact. 
point Pl 
= (x' ,M+l) in Anp1 (x1,M+1) such that
A()pl (x1,M+l). Similarly, there is a point p' 2
such that x" .::_x, for all (x,M+l) in A()(x1,M+l) p2•






= (x" ,M+l) 
Consider the simple closed curve AU p1p2. Since Pi_P2 perpendicu­
larly bisects R ,  there is a point of R either above or below (x1,M+l)m m 
in the interior of the simple closed curve A Up1p2. Otherwise A would
intersect R (see Figure 3).m 
If the interior of the simple closed curve AUp1p2 contains a 












into disjoint sets. Thus we obtain a contradic­
tion. Similarly, we arrive at a contradiction if the interior of 
A UpiP2. contains a point of RM below (x1 ,M+l) because
Rm UXa U ( (x1 ,M) (x1 ,M+l)) is connected.
2 Therefore Pi and p2 lie in different components of E -B. Let R
be the horizontal ray with right endpoint Pi, and let R' be the vertical 
ray extending from the point (x1






From the definition of Pi i t follows that R'n R j ¢; hence we conclude
2 
that X is in the same component of E -Bas Pi· A similar proof shows
2 us that Xa+b is in the same component of E -Bas p2. I
t follows that
X and X b lie in distinct components, contrary to the fact thata+ 
X nxa+b :j: ({). 
Therefore, we conclude that there exists a straight line interval 
L' parailel to Lin E2 with endpoints on X such that L' has length 
either a or b. 
A covering space of a topological space X is a pair (X, � 
consisting of a space X and a continuous surjection ¢: X --tX 
such that the following condition holds: Each point x £ X has an 
arcwise connected neighborhood U (elementary neighborhood) such that 
each component of ¢1 (U) is mapped homeomorphically c:1Yso U by ¢. 




= ¢ (;0). Then for any path in X with initia� point x0, 
there exists a path g in X with initial point x such that 
0 
¢9 = f.
Proof: If the path f: I �X has an image f(I) contained in 
-1 an elementary neighborhood U, then each component of ¢ (U) would
contain a subset A homeomorphic to f(I). Let h= ¢IA. Then h is
a homeomorphism of A onto f(I) and ¢(h-
1f) = f. 
desired path.
-1 Thus h f is the
If f(I) is not in an elementary neighborhood, then we let 
{U } be a covering of X by elementary neighborhoods. a 
-1 
} [ ] collection {f (U ) is an open cover of I= O,l •a 
HEmce the 
Choose n so 
that l is a Lebesgue number for this cover. Divide the intervaln 
I into n subintervals [ o,1-), [ l,.£ ), ... , [ 
n-l, 1]. Now f maps each ofn n n n 
these subintervals into an elementary neighborhood. Let 
r 
i-1 i f [-, -] = f .•n n 1 
i-1 i As mentioned above, the path f.: [--,-]� X lifts to a corres-
1 n n 
d. g.·.[
i -l_i]--"X h h t  f pon ing 
1 n 'n --, sue 
t a  cpgi = i"
Consider the path g: [O,l ]� X defined by 
14 
g(t) 




91 ( t), if tE:
g
2
(t), if t E: 
gn ( t), if tE
cp9i(t)' if t E 
¢g2(t), if tE:
cpgn ( t) , if tE:
fl(t), if t E
f
2
(t), if t E: 
l 
[ o,-J,n 
[ ! £] 
n'n ' 
n-1 1]n , 
l o,-]'n 
l 2 , 
;:;-,;;- J' 
n-1 1]n , 
0 l. ,- J' n 
l 2 
;:;-,;:;-l,
f (t), if tE [ n-l l]
n n ' 
= f(t). It follows that g is the desired path. 
We will now exhibit a map cjJ such that (E
2
,cp) is a covering 
space of T2 • Consider the disk 1 2 =[ O,l] x [O,l]. We can obtain 
T
2 
by identifying opposite sides of 1
2 
as pictured below. 
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We divide the plane into square disks whose vertices have integral 
coordinates and we let ¢:E2-j T2 map each disk onto T
2 as described 
above. 
More precisely, let cp be a continuous map which sends points 




, wraps horizontal lines with 
integral ordinates on J1, wraps vertical lines with integral
abscissa on J
2





) if and only if




there exists positive integers N and M such that x1 = x2 + N and
We now describe the elementary neighborhoods for various 
locations of x in T2 • First we consider the case in which xis
in T2 - (J1nJ2). In this case there is an open disk U containing x
such that UC T2 - (J1 UJ2) and f
1 (U) is the union of disjoint
open disks, one in each square disk of E2 • See Figure 5 which
illustrates this case. Next we consider the case in which xis on 
J1 (J2). In this case there is an open disk u1 containing x such
that u1 is a subset of T
2 - J
2
(T2 - J1). Now ¢-
1
(u1) is the union
of disjoint open discs overlapping the solid squares on the 
horizontal(vertical) lines. Finally we examine th? case in which
16 

and we will do so in the statement and proof of the following 
theorem. 
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Theorem 1. The loop class [(p,q)] contains a simple closed curve 
if and only if p and q are relatively prime. 
Proof: We will assume that p and q are positive since the 
proof is similar in case one or both are negative. 2 Let (E , <P)
be a covering space for T2, with¢ defined as in the preceding 
remarks. 
(�). Let f be a loop in the class [(p,q)] whose image is a simple 
closed curve in T2 • Suppose p and q are not relatively prime. 
Then there exists an integer k > 2 and integers r and s such that 
p = kr and q = ks. Lift f to a path a in E2 from (O,O) to 
(p ,q) in accordance with Lemma 2 such that qia = f. We will 
ultimately reach a contradiction by exhibiting two distinct points in 
a (I), one of which is neither (O,O) nor (p,q), such that their 
images under qi are equal. 
line segment from (O,O) to (p,q). Let L be the straight 
Now L has length Jp2 + q2 • 
Jr2 + s 2 + (k - 1)Jr
2 + s 2 •
It follows that Jp2 + q2 =}k2r2 + k 2s2 = 
Hence, by Lemma 1, there exists a 
straight line interval L' with endpoints in a (I) parallel to L 




2 • s or 
If L' has length .Jr2 + s2, then there exists points (x,y) and 
(x + r, y + s) such that d((x,y), (x + r, ..J 
2 2 y + s)) =r + s , and
(x,y) and (x + r, y + s) are in a (I). It follows that qi (x,y) = 
<ji(x + r, y + s). Therefore 1i{a(I)) is not a simple closed curve 
contrary to the assumption that f(I) = qi (a (I)) is a simple closed curve. 
J 
2 ? The proof is similar if L' has length (k-1) r + s-.
19 
(�). Suppose p and q are relatively prime. Let L be the straight 
line segment from (O,O)  to (p,q). We know there exists a homeomorphism 
h of I= [O,l] onto L such that h(O) = (O,O) and h(l) = (p,q), thus 
it will suffice to show that ¢ (L) = ¢ h(I) is a simple closed curve and 
that <i>h is in the class [(p,q)]. 
Suppose there are points p1 and p2
, different from (O,O) and (p,q),
such that P_i_ t p2, but <i>(p1) = <P(p2). If p1 is the point (x,y); then
it follows, from the definition of¢ , that there exists integers M<p 
and N<q such that p2 = (x-tM, y-tN). 
Now, L has slope � = �- Therefore pN = Mq and p divides Mq. Since 
p and q are relatively prime there exists integers r and s such that 
pr+ qs = 1. Hence Mpr + Mqs = M. Since p divides Mpr and Mq it 
follows that p divides M. Since M<p we have obtained a contradiction. 
Therefore ¢(L) is a simple closed curve. Let A be the union of 
the straight line segment (O,O)(p,O� with the straight line segment 
(p,O)(p,q). Now, there is a homeomorphism h' of I onto A such that 
h'(O) = (O,O) and h'(l) = (p,q). Clearly the paths h and h' are equiv­
alent in E2 • Since ¢((0,0)(p,O)) E[J1]
P and q,((p,O)(p,q)) E [J
2
]q it
follows that <Ph' is a loop in the class [ (p,q)]. Because continuous 
maps preserve equivalence it follows that ¢h is in the loop class 
[(p,q) ]. Now ¢h (I) = <P(L), and thus the loop class [ (p,q)] contains a 
loop whose image is a simple closed curve. 
A knot in the class [(p,q)] is called a torus knot of type (p,q) 
and is denoted by K • We will now show that the knots K andp,q p,q 
K are equivalent knots. We will consider s
3 as the identification 
q,p 
space obtained by identifying points on the boundaries of the two dis-
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joint solid tori T1 and T2 
(for our purposes we insist that T
1 
and T2




K be on the boundary of T .  
p,q 1 





Let h be a homeo-
The image of K under 
p,q 
h is a knot of type (p,q) on the boundary of T
2
, since continuous maps 






Under the identification map, a knot K on the boundary of T
2 
is a p,q 
knot K on T 1 • Hence 
h(K ) == K on Tl' and it follows that K q,p p,q q,p p,q 
and K are equivalent knots.(see Figure 6-b). q,p 
Now we will examine the knots K and K with p and q positive. p,q p,-q
3 3 The map f:E�E defined by f(x,y,z) == (x,y, -z) is a homeomorphism, and 
we now show that f takes K onto K • If the original coordinatep,q p,-q 
system is considered to be right handed, we see that the image under f is 
a left handed system. In fact the orientation of J
2 
is reversed by f.
Now f(K ) is a knot of type (p,q) relative to f(T
2
). However, since p,q 
J 's orientation is reversed by f it follows that f(K ) == K rela-2 p,q p,-q 
tive to the original torus T2 • Figure 7 illustrates this for (p,-q) ==
(1,-1). The proof that K ,v K is similar, with f taking the 
p,q -p,q
Figure 7 
point (x,y,z) to (-x,y,z ). In this case f reverses the orientation of 
J
1 




Next we consider the knots K and K where p and q are both p,q -p,-q 
positive. The argument is similar to that given above; the difference 
being that f takes (x,y,z) to (-x,y,-z). Here the orientations of J1 
and J
2 
are both reversed by f and f(K ) = K 
p,q -p.-q
We have thus shown that K rv K , K M K , K ,. , K , p,q q,p p,q'- -p,q p,q ,- p,-q 
and that K ,vK • These results allow us to assume q>p>O wheneverp,q -p,-q
we so desire. 
III. AN ALGORITHM FOR PICTURING A TORUS KNOT
It is often useful to have a picture of a representative knot 
of type (p,q) at our disposal. The following is an algorithm for pie-
turing a knot K 2 Now, the intersect ion of T
2 with the xy-planeon T .  p,q 
is the union of two concentric circles centered at the origin. We begin 
by assuming q > p > 0 and labeling q points on the inner circle of the 
torus; O, 1, ••• , q-1. On the outer circle we label the diametrically 
opposed points 0', l', ••• , (q-1)', respectively. 
2 Beginning at 0' traverse T counter-clockwise to the point labeled
p. From p, traverse under T
2 to the point p', diametrically opposed to
p. We repeat this process with an arc from 1' to (l+p) (mod q) and
under to ( (l+p)(mod q))'. This process is continued until return-
ing to the point labeled 0'. Of course we are careful not to cross
any arcs already drawn.
To show that the knot K constructed is really in the class 
[(p,q)], we refer to the proof of Theorem 5, Section 1. There we showed 





if and only if the
projections of f and g are equivalent in pl (T
2) 2 = J1 and P2 (T ) 
= J
2 '
respectively. That is, the loop K is in the clast, [ (p,q) ] if and only 
if P
1 





] in 7T (J�). Clearly, from
the construction of K, this is the case. The algorithm is illustrated 
in Figure 8 with (p,q) = (2,3). We may "remove" the torus to obtain 
a clear picture of the knot K
2,3, and we see that K2,3 




IV. THE FUNDAMENTAL GROUP OF E3 - K p,q
We define a knot group to be the f undamental group of the 
complement of the knot in E3• In this section we will give a 
presentation for the knot group 7T (E3 - K ) • To do this we willp,q 
use the following form of Van Kampen's Theorem. 
We take X to be a topological space which is the union of two 
open subsets A and B such that AnB is arcwise connected, and we let 
p be in A0B. Suppose it is known that { z1, z2
, ••• , zt} generates
7T (AnB,p), that n (A,p) has a presentation { x
1
, x2, ••• , xn
r
1, ••• , rm
}, and that n(B,p) has a presentation {y
1
, ••• , yr
s1, ••• , sk}. The inclusion maps i1: AnB -"'?A and i2: AnB �B
induce homomorphisms as pictured: 
TI (A) 
'll'(B). 
Van Kampen's Theorem. Under the conditions stated above, 
1,(X) = 1,(AUB) = {\' ••• , xn' y1, ••• , yrjr1, ••• , rm' s1, ••• , sk'
i
1
*(z) = i2*(z) for j = 1
, 2, ••• , t} [ 4].
Theorem 1. The knot group n (E3 - K ) has a presentationp,q 
{ a,b jaP = bq}. 
Proof: Let T be the solid torus bounded by T2, and let K p,q
be in r2. Let N be a tubular E- neighborhood of K whose 
E p,q 
closure is denoted by N. 
E 
Let S be the interior of a solid torus 
containing T, obtained by uniformly expanding the interior of T 
by E:. 
We define A to be S - N and B to be E3 - T - N Now A and BE: E: 
are open and E
3 - N
E: 
= AVB. The center circle of S is a deformation 
retract of A and hence, from Theorems 3 and 6, Section 1, n (A) 
is infinite cyclic. We also see that looped through the hole of T 
is a simple closed curve that generates the fundamental group of B and 
hence n(B) is infinite cyclic. 
Now A nB is a thickened open annulus obtained by removing 
N from a thickened torus. Hence AnB has a knot of type (p,q)E: 
as a deformation retract. Thus n(AnB) is also infinte cyclic. 
It follows that n(A), n(B) and n(AnB) have presentations {al-}, 
{b I-}, and {z I-} respectively. 
Now i1*(z) = a
p and i2*(z) = b
q ; thus, by Van Kampen's Theorem,
n(E3 - N ) = n(A UB) = {a ,b I ap = b q }. Expand N E: slightly to obtain a E: 
3 neighborhood N' such that E -E: 
Now it follows that E3 - N� is 
3 -N� is a deformation retract of E - NE:. 
also a deformation retract of E3 - K •
p,q 
From Theorem 3, Section 1, we see that n(E3 - K ) � n(E3 - N ) ':::it 
p,q - € -
n(E3 - N') andE: 
{a , b \ a P = b q } • 
hence that n(E 3 - K ) has a presentation 
p,q 
We now have a presentation for n(E
3 - K ) written in terms of 
p,q 
the integers p and q. With the aid of the following definitions and
lemmas we will show that there are infinitely many groups which 
appear as the fundamental group of the complement of a torus knot. 
We will denote {a,bf ap = bq } by G •
p,q 
Let G and H be groups having the presentations {91, g2, g3, ••• I
A, B, C, •••} and {h1, h2, h3, •••IP, Q, R, ••• }, respectively.
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We define the free product �Hof G and H to be tJ-egroup with the 
presentation {g1, g2, g3, ••• , h1, h2
, h
3, ···IA, B, c, ... , P, Q, R
,.••}•
The groups G and Hare called the free factors of G*H. Note that the 
free factors G and Hare isomorphic to subgroups G and Hof �H 
(under the obvious isomorphism) such that G nH = {l }. It is customary 
to identify G with Gard H with H. 
In the following discussion we will be concerned with finite 
cyclic groups of order n having the presentation G = {919
n = l}.n 
The free product of two cyclic groups G and G is G *G = n m n m 
{a,bjan = 1 = bm }. It can be shown that the abelianization 
( ) I 
n m G *G ' of G *G has the presentation {a,b a = 1 = b ,  ab= ba}n m n m 
(3). In fact, if the integers n and m are relatively prime, then 
(G *G )' is isomorphic to the cyclic group G = { c/ c
nm = l}. 
n m nm 
We will show this by making a series of transformations that ultimately 
transform the presentation { a,blan = 1 = bm, ab = ba } into {�J cnm = l}.
Since n and m are relatively prime there exists integers x and y such 
that xn + ym = 1, from which it follows that (ab)xn =b and 
( )
ym xn ym ab = a. Let c = ab. Then the relations c = b, c = a, and 
cnm = 1 are consequences of the given relations and may be added to 
the presentation of (G *G )•. 
n m 
presentation {a,b,clan = bm = 
TI1us (G *G )' has the equivalent 
n m 
nm ym 1, ab= ba, c = ab, c = 1, a= c ,
b = cxn }. n m Similarly, we may delete the relations a = 1, b = 1,
arrl ab= ba since they are merely consequences of the other relations. 
The generaters a and b are powers of c, hence they may be dropped and 
we obtain the presentation {c lcnm = l}. 
has order nm. 
It follows that (G *G )'
n m 
Suppose x is an element in G *G. Since G *G is generated by 
n m n m 
d s2 t::3 t::4 t::n-1 t::n a and b, xis a product a b a b ••• a b , where £:. and t::. are 
J l 
integers. 
Lermna 1. The only elements of G *G having finite order are the n n 
elements of G and G and their conjugates. n m 
Proof: Suppose x £ G *G and xp = 1. I t  follows that xis an m 
product g1g2 ••• gk, where each gi is a power of either a orb and
g. and g. 1 are not powers of the same element. We will prove thel 1+ 
lemma by induction on k. Thus, let S ={ kl If xt:: G *G ' X = n m 
g1g2 ••• gk where each gi is a power of a orb and gi and gi+l are
not powers of the same element, and x has finite order, then xis 
an element of G or G or a conjugate of an element of G or G }.n m n m 
Clearly 1 ES. 
Suppose k t::S and x has finite order p, where x = 9i. g2 ••• gk+l.
If g1 and gk+l are in difterent free factors, it follows that xis
not of finite order; consequently g1 and gk+l are in the same free
factor. Since g1 and gk+l 
are in the same free factor we express





gkh. It follows from the inductive hypothesis that
-1 
g 1 x g1
= g2 ••• gk
h is an element of Gn or Gm or a conjugate of an elem-
ent of G or G • Thus x is an element of G or G or a conjugate of ann m n m 
element of G or G . n m 
An immediate consequence of this is the following: 
Lemma 2. The maximum order of any element of G * G of finite
orde� is the maximum of n and m. 
n m 
Lenma 3. If (p,q) = 1, (r,s ) = 1, and G * G is isomorphic to 
p q 
G * G , then p = r and q = s, or p = s and q = r.
r s
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Proof: We begin by observing that the abelianizations (G * G )' 
p q 
and (G * G)' are isomorphic whenever G * G and G * G are isomorphic. 
r s p q r s 
Thus pq and rs are equal if G * G and G * G are isomorphic since pq r s p q 
and rs are the orders of their respective abelianizations. 
Suppose p t r and p F s. Then either p or q is greater than both 
r and s; or one of r and s is greater than both p and q. We may 
assune p >r and p >s. Thus p>max{r,s} and, from Lemma 2, the maximum 
order of any element of G * G, of finite order, is equal to max { r,s}. 
r s 
However, the generator a of G has order p in G * G and its image under 
p p q 
any isomorphism must be of order p. Thus we obtain a contradiction, 
and p = r or p = s. If follows that p =r and q = s, or p =s and q = r. 




knot type), and if p,q,r and s are all greater that 1, then either p = r 
and q = s, or p =s and q = r. 
Proof: Let N be the subgroup generated by ap in the group G 
p,q
{a,b I ap = bq }. Note that ap a = a ap and that ap b = b
qb = bbq = baP.
It follows that ap commutes with every element in G , and hence
p,q 
that N is normal. Let a and b be the cosets of a and b; respectively, 
relative to N in G It is clear that G IN is generated by a and o.
p,q p,q' 
We al so see that El = apN = N = 1, and similarly that bq = 1. It follows
that G IN has the presentation {a,b I a
p 
= bq = l} . Fro m this presenta-
p,q' 
tion we see that G IN is the free product G * G. Similarly, 
p,q' p q 
G I
r
· G G . p h . G < g > is * . Since a commutes wit every element in r,s r s p,q
see that N lies 
of 
in 
G /N = G * P, p 





center z of 
Then xa = ax 
free factor G 
G . Suppose x 
p,q 
is in the center 
and xb = bx, which implies that X 
and G • Since G n G = {1} it 





lows that Z' = {l} . Let n be the homomorphism of G onto G IN given 
p,q p,q' 
by n (x) = xN. Then n (Z) CZ' = {l}. Since N is the kernel cf n, 
Z cN. It fol lows that N is the entire center Z of G 
p,q 
Thus the 
quotient of G by its center is G * G. Similarly, the quotient of p,q p q 
G by its center is G * G.r,s r s 
Now, if K is equivalent to K , then it follows f�cm Theorem 3 p,q r,s 
of Section I that G is isomorphic to G • Thus their quotient groups
p,q r,s 
by their centers, G * G and G * G, are is0morphic; and p =r and 
p q r s 
q = s, or p =s and q = r follows from Lemma 1.
Suppose p = 1. Then a presentation for n(E
3 - K1 } is {a,b /a=,q 
bq }• Since a is a power of b, a may be deleted from the presentation; 





) is infinite cyclic. The following theorem tells us that 
P, 
the torus knots of type (p,q) with p or q equal to 1 are all equivalent; 
in fact, they are all trivial. For this reason many authors restrict 
their definition of torus knots t0 those types having p>l and q>l. 
Theorem 3. A knot K is trivial if and only if n(E
v
-K) is infinite
cyclic [8 ]. 
Theorem 4. A torus knot K is non-trivial if and only if p>lp,q 
and q>l. 
Proof: ( � ). Suppose p is O or l. It follows that n(E
3-K ) 
p,q 
is infinite cyclic. 
q is O or 1. 
Thus K is trivial. 
p,q The proof is similar if 
(�). Suppose p>l and q>l. Then G I Z = G * G = { a ,b/ a
p = l = b q } p,q' p q 
where Z is the center of G • Now, the abelianization of G �" G is ap,q p q 
finite group of order pep 1. If K is the trivial knot, then the center 
p,q 
of the group G is the entire group; hence G /z = { l}. It followsp,q 
p
,q' 
that K is non-trivial. 
p,q 
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Suppose K and K are two non-trivial torus knots and E
3-K 
p,q r,s p,q 
3 is homeomorphic to E -K r,s 
Then G is isomorphic to G , from whichp,q r,s 
it follows that p = r and q = s, or p = s and q = r. In the closing 
remarks of Section II we showed that this relationship between (p,q) 
and (r,s) implies K and K are of the same knot type. We now
p,q r,s 
summarize these results. 
Theorem 5. If K and K are non-trivial torus knots, then
p,q r,s 
K and K are of the same knot type if and only if p =r and q = s,
p,q r,s 
or p = s and q = r. 
It follows from Theorem 5 that there are infinitely many non­
equivalent torus knots. Another interesting corollary (to the proof 
of Theorem 5) provides a partial solution to an unsolved problem in knot 
theory. 
Problem. Suppose K1 
and K
2 
are two knots in E3 such that E
3
-K1




• Are K1 
and K
2 





are torus knots, the answer is in the affirmative. 
In the proof that n (E
3
-K ) = {:i,b I ap = bq} we constructed open 
p,q 
sets A and B such that n(A), n(B), and n(AnB) had the presentations 
{a I�, {b 1- � and {zl-} respectively. Then we used Van Kampen's Theorem 
to obtain { a,blap = bq 1 Hence, in the group _{a - � a
p = 1 implies p = O. 
Previously, in the proof of Theorem 2, we showed that the center of 
G = {a,b lap 
p,q 
is non-trivial. 
= bq } is Z = <aP>. It follows that the center of G 
p,q
For if p = O, then G is infinite cyclic and Z f {l}.
p,q 
Furthermore, if p�l, then ap � 1. In fact, it has been conjectured that 
torus knots are the only knots whose knot groups have non-trivial 
centers (7 ].
V. THE GENUS OF A KNOT
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The genus of a knot K is a nonnegative integer associated with K 
in a particular way. It is defined in such a manner as to be invariant 
under space homeomorphisms. We will show that there exist torus knots 
of arbitraty genus. Although we have already proven that there are 
infinitely many nonequivalent torus knots, we point out that the work 
in this section gives us the same result. It is also a consequence 
of the work to be done here that there are infinitely many knots that 
are not torus knots. 
We begin by giving some standard terminology. A Hausdorff space 
Xis said to be a 2-manifold if each point in Xis in an open set 
2 2 2 homeomorphic to the open disk D = { (x,y) I x + y < 1 } in E • In 
this paper all manifolds considered will be metric spaces. A 
connected 2-manifold is called a surface. We define an orientable 
space to be a space that does not contain a Mobius Strip. Some 




Figure 9 (c) 
Illustration (b) shows how to think of a torus as a sphere-with-one­
handle. From figure (c) we can see that a double torus may be thought 
of as a sphere-with-two-handles. A sphere with two handles is called 
the connected sum of two tori. Similarly, a sphere with n handles is 
called the connected sum of n tori. It can be shown that any compact 
orientable surface is homeomorphic to a sphere or to the connected sum 
of finitely many tori L4]. 
We define the genus of a compact orientable surface to be zero if 
the surface is homeomorphic to a sphere and the genus is n if the 
surface is homeomorphic to the connected sum of n tori. 
A bordered 2-manifold is a Hausdorff space X such that each point in 
Xis in an open set homeomorphic either to the open disk 
I 2 2 I 2 D = {(x,y) x +y < 1} or the subspace {(x,y) x� O} of E • As above, 
a connected bordered 2-manifold is called a bordered surface. The 
subset of a bordered 2-manifold X consisting of all points that lie 
only in open sets homeomorphic to the subspace {(x,y)I x >O} of E
2 
is called the boundary of X. 
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Suppose the boundary of a compact bordered surface X has n com­
ponents. It can be shown that each boundary component is locally like 
the line, and it follows from the compactness of X that each boundary 
component is a simple closed curve. We can obtain a compact surface 
. th 
X' by taking n closed disks and sewing the boundary of the l disk to 
the i
th 
boundary component of X. It is clear that the orientability of
X' depends only on the orientability of X. If Xis a compact orientable 
bordered surface, we define the genus of X to be the genus of the 
compact orientable surface X' obtained by "capping the boundary compon­
ents with disks" as described in the preceding sentences. We see that 
by sewing the boundary of a disk onto the boundary of a disk we obtain 
a sphere. Thus the genus of a disk is zero. The bordered surfaces 
pictured below are all homeomorphic. The space shown in (a) is 
obtained by removing an open disk from the torus and is called a disk­
with-one-handle. By stretching the hole (with a homeomorphism) as 
indicated in (b), we obtain the spaces in (c). Finally, the junction 
of the two intersecting bands of the figure in (c) is enlarged to oo­
tain a disk with two bands having one boundary component. As noted, 
these spaces are homeomorphic and hence the construction is reversible. 
It follows that the genus of each of the bordered surfaces above is 1. 
We will now show that the genus of an orientable disk with 2n bands 
having one boundary component is n. A band is simply a disk but the 
word "band" is ordinarily used to denote a "long skinny" disk. We say 













band Bi, i = 1, ••• , 2n, is the union of two disjoint arcs. We will
assume that no band has an odd number of twists to guarantee that the 
manifold is orientable (see Figure 11). Suppose B is one of the 2n 
bands in D. Let a1 and a2 
be the two arcs whose union is BnD'. Since
D has an even number of bands there exists another mnd B' disjoint from 
B. In fact B' has the property that the intersection of B' with each
component of D 1 -(a1Ua2
) is nonempty. For if not, then D would have
more that one boundary component. We call two such bands a band pair. 
We show that no loss in generality is introduced by assuming the band 
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pairs to be separated from one another by arcs spanning D'. 
The following sequence of figures shows how to obtain a space homeo­
morphism that helps "untangle" the band pairs. We illustrate the pro­
cedure where n = 2. The shaded band is the one we wish to move. We 
begin by "walking the band" around band Bin the direction of the arrows. 
This homeomorphism is the identity map outside the shaded disk (see Fig­
ure a). Similarly the space in (c) is obtained from the one in (b). 
Finally, the bands are separated as shown in (d) by walking the shaded 
band over band Bin the direction of the arrows in figure (c). (The 
bands may be "knotted" or "linked" about each other, but separation 
of the band pairs in the disk Dis all we require and can be accomplish­
ed as described above.) Thus we may assume that in a disk D with 2n 
bands there exist n-1 arcs such that band pairs lie in different 
components of D minus the arcs (see Figure 11-d). Next we make n-1 
cuts along the separating arcs in the disk D so as to obtain n disks, 
each of which has two bands. Now each of these disks-with-two-bands is 
homeomorphic to a disk with one handle (see Figure 10 on page 35 ). 
The boundary of each disk with a handle contains an arc along which the 
cut was originally made. When we sew these back together along the 
original cut we obtain a disk with n handles. It follows that the 
genus of Dis n. The proof is pictured in Figure 12 for n = 3. 
We will next show that a tame knot in E
3 
bounds a compact orientable
bordered surface in E
3
• Once this is accomplished we will define the




Since we are concerned only with tame knots, we will begin by assuming 
that we are given a polygonal knot in E
3
• Choose a plane such that the
) 
Figure 12 
knot can be projected into the plane with only a finite number of 
singular points, and such that each of these points has exactly two 
points in its pre-image, both of which are interior points of the 
straight line segments making up the polygonal knot .[l]. We may assume 
that the plane Pis horizontal, and we adjust the projection a little 
to remove singularity at each singular point p .• One of the two pre-
1 
images of p. is higher than the other, and we 1 ift a small neighh>r-
1 
hood of the higher point (the neighborhood is on the straight 
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line segment) out of the plane (see Figure 13). We call this new curve 
C, and we note that C is now almost entirely in P and is homeomorphic, 
p 
Figure 13 
by a space homeomorphism h, to the original curve. At each singular 
point p. choose a round neighborhood N. in E3 such that the lifting, 
1 1 
discribed above, at p. was done 
1 
for if j, and the intersection 
homeomorphic to the letter X . 
in the interior of N.' N. n N. =rfi' 
1 1 J 'f' 
of N. with the original projection is 
1 
One such neighborhood is pictured below.
p 
Figure 14 
We now assign an orientation to the curve C and we will now describe 
i10w to choose a collection of mutually exclusive simple closed 
curves Jk (called Siefert circles) which covers C except for the
n 
part of C which �ies in Y Ni. We start at a point ofn 
C - ( Y Ni) and move along C in the direction of C's orientation,
until a point of some BdN. is reached. Observe that BdN. is 
1 1 
pierced four times by C; twice inward and twice outward. We move 
along BdN. fl P to an outward piercing point, choosing the directi..on 
1 
so that we remain in the plane and so that we do not meet either of 
t:-ie other two piercing points. We continue moving along C, jn _'.,2 
direction of C's orientation, repeating the process at each N. 
1 
until the original starting point is reached. Call this simple 
n 
closed curve J1• If J1 does not cover C - ( y int Ni), choose





It is clear that this process gives us tre collection of 
disjoint simple closed curves described above. Each Jk bounds
a disk in P. If these disks are disjoint, then we take them as 
they are. However, they probably won't be. If the disks bounded 
by the Jk's are not disjoint, then we replace them with disjoint
disks obtained by pushing the flat disks down below P. In this 
way we obtain a collection of disks {Dk} such that the Dk's
are pairwise disjoint, BdDk = Jk' and the interior of each Dk
lies below P. 
There is also a collection of simple closed curves K., one 
1 
for each singular point p .• The curve K. is the union of the two 
1 1 
arcs of C which lie in N. with the two arcs on the boundary of 
1 
Ni which are contained in the union of the Jk's. 
This curve bounds
a disk E. in N. such that no point of E. lies below the plane P. 
1 1 1 n 
Hence the E/ s are pairwise disjoint, and [( UDk)(I ( � Ei)] =n 
[(UJk)/)( �BdNi
)] (see Figure 16).
--- -- -- / MnP 





Notice that the only boundary component of tm resulting bordered 
surface M' = [(UDk)U( Y Ei)] is the simple closed curve C. Then
M = h-1(M') is the desired bordered surface whose boundary is the
original knot h-1 (c).
We claim that M' is orientable. The proof depends on results 
not yet mentioned in this paper. With the aid of tm following 
definitions and observations we will ultimately show that M' 
cannot contain a Mobius Strip. 
We make the assumption that any compact bordered surface S 
can be triangulated [4]; that is, there exists a finite cover 
{ T1, ••• , In} of S consisting of n sets each homeomorphic to a
triangle in E
2
, having the property that any two distinct sets 
T. and T. are either disjoint, have a vertex in common, or have
1 J 
an entire edge in common. We will call the elements of
{ T , ••• , T } triangles. Suppose a space S is triangulated
1 n 
and each triangle has an orientation on its boundary which is
pictured as an arrow. If for each pair of triangles sharing an edge
the arrows on the common edge have opposite directions, then we say
S has an orientation preserving triangulation. For example
42 
the arrows in the triangles of the disk below show that the disk has
an orientation preserving triangulation. Observe that an orientation
of the boundary simple closed curve of a disk induces an orientation
on the triangulation of the disk. Thus, in the manifold M', the
orientation assigned to the curve C induces an orientation preserving
triangulation of each disk Dk and each band Ei. Let D1 and Dm be two
disks connected by a band E .  With the aid of Figure 18 we see that 
n 




, D and E are compatible in the sense that the arrows 
m n 
conflict at edges in the intersection. 
Figure 18 
We will next show that a Mobius Strip S cannot have an orientation 
preserving triangulation. The boundary of Sis a si mple closed 
curve, and it is clear that if S has an orientation preserving 
triangulation it induces an orientation on the boundary. Consider 
Sas the identification space obtained by identifying opposite 
sides of r
2 




be a triangle with one edge on the top of I • Further, 
suppose T
1 




is a chain of K triangles extending from top to bottom of 
1 2 all having a clockwise orie ntation. Now T
1 
induces a direction 
from left to right on the top of 1
2 (note that the top of
1 2 is part of the boundary of S), which in turn induces a direction
2 from left to right on the bottom of I • Thus the orientations
conflict on the bottom of 1 2 • 
Figure 20 
If M' contained a Mobius Strips, then S would lie in the union of 
some subcollection of the Dk's and E/s· However, from what we said
above we see that the orientation on the disks D
k 
and Ei would
induce an oreintation preserving triangulation on s, which is 
impossible. 
45 
We define the genus g(K) of a knot K to be the minimum genus of 
all bordered surfaces bounded by K. A polygonal knot is alter­
nating if it can be projected into a plane with only a finite 
number of singular points such that each of these points has 
exactly two points in its pre-image both of which are interior 
points of the straight line segments making up the knot, and the 
overcrossings and undercrossings alternate around the projection 
of the knot. A knot type is alternating if it has an alternating 
representative. It can be shown that for alternating knots the 
above algorithm produces the bordered surface of minimum genus (5 ]. 
Thus the genus of an alternating knot is just the genus of the 
bordered surface obtained above. 
The genus g(K) of an alternating knot K is determined as 
follows: Construct an orientable bordered surface M bounded by 
K in accordance with the algorithm. Recall that we obtain a 
collection of r disjoint disks (the Dk of the algorithm) connected




must be connected to another of the Dk's by at least one band,
it follows that r - l < n. The union of the r disks with a parti­
cular set of (r - 1) of the bands is a topological disk. The 
number n - (r - 1) of remaining bands is nonnegative since 
r - 1 < n. Furthermore if n - (r - 1) were odd we would have an 
orientable bordered surface M homeomorphic to a disk with an odd 
number of bands attached. Then we could separate one of the 
bands (as described on page37) and see that M would have at least 
two boundary components. However, we have only one boundary component, 
the knot itself. Thus n - (r - 1) is even and the bordered surface 
obtained is a disk with n - (r - 1) = 2m bands and one boundary 
component. It follows that g(K) = m = n - (� - l) • We illustrate
the procedure in the following picture, where we see that 
(a) (h)
Alternating projection obtained by the algorithm of Section III. 
N 
·- . . . .
3 
(c) (d) 









in the preceding paragraph. 
1, according to the formula derived 
Similarly, the figure 8 knot has genus 1. 
Figure 22 
It is clear, from the algorithm for picturing a torus knot, 
that any torus knot of type (2,q) is alternating. In fact, an 
alternating projection is given by the algorithm and we will 
use it to compute g(K
2 
) • It is clear that for arbitrary 
,q
q the number of Siefert circles is 2 and that there are q crossings. 
By virtue of these results and the formula for the genus of an 
( ) g -








are equivalent under a 
space homeomorphism h and K
1 
bounds the bordered surface M, then 
K
2 bounds h(M) and g(M) = g(h(M)). Thus g(K1
) = g(K2). Therefore,
if q is allowed to vary over the positive odd integers, we obtain a 
countable infinite collection of nonequivalent torus knots. 
Furthermore, we see, by letting q = 2n + 1, that for each non-
negative integer n there exists a torus knot K
2 
having genus n.,q 
We point out the fact that torus knots of type (p,q) with p > 2 and 
q > 2 have no alternating projection [6]. However, an interesting 
relation was given by R.H. Fox concerning the genus of a knot 
48 
of type (p,q) and the genus of tre bordered surface bounded by the 
knot obtained in accordance with the above algorithm [ 2]. If we use 
the projection of K described in Section III, we see that there p,q 
are q arcs "under" the torus, each of which is crossed over p - l 
times. It follows that there are q(p - 1) bands. It can be 
shown that there are p nested Siefert circles. Thus, the knot 
K bounds a disk with q(p - 1) - (p - 1) = (q - l)(p - 1)p,q 
bands. It follows that the genus of the bordered surface is 
(g - l)(p - 1) 2 We remark that this number may not be g(K );p,q 
nevertheless, this proves that g(K ) < (p-l) (g-l) , and it isp,q - 2 
well knov.n that equality holds if K is alternating [2]. p,q 
We now construct an infinite collection of knots, each having 
genus 1, none of which is a torus knot. Consider the torus r
2
and the knot K inside of T2 as sho'Ml in Figure 23 belcw. 
0 
Figure 23 
K is callei a trivial double-knot (or a doubled trivial knot). 
0 
The knot obtained from K by slicing the solid torus vertically 
0 
through J, making one 360° twist of the right hand side of the torus 
,;-t,l . ' 
in the direction of the arrow, and then connecting the knot back 
together where the original cut was made is called a 1 - twist 
knot. Similarly, a twist of 2nn in the direction of the arrow 
converts K to a knot K called an n - twist knot. The knots 
o n 
K1 and K2 are shov.n in Figure 24.
Figure 24 
It is clear trat these knots are alternating. Thus we may use 
the algorithm to determine g(K ). We see that K is the trivial n o 
knot and hence g(K) = O. Now, each twist knot has the original 
0 
two crossings as in K and two more crossings for each twist; 
0 
therefore the number of bands in the bordered surface bounded 
by K is 2n + 2. It can be shown by induction on n that the n 
number of Siefert circles is 2n + 1. Hence, from the formula 
49 
given on page 46, it follows --------------- = that g(Kn) 
__ (2n + 2) -
2
[(2n + 1)- 1 J 
2 
2 = 1.
Since the twist knots are alternating and g(K) = 1, n 
n � 1, the only torus knot that could be a twist knot is the 
trefoil. It can be shown via another knot type invariant, 
called the Alexander polynomial, that the collection of twist 
knots is infinite and that no twist knot is of the same type 
as tre trefoil [ 1). We point out, however, that the knot obtained 
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