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Abstract
In this study, the influence of a test vector selection used in subspace migration to reconstruct the shape
of a sound-hard arc in a two-dimensional inverse acoustic problem is considered. In particular, a new
mathematical structure of imaging function is constructed in terms of the Bessel functions of the order 0,
1, and 2 of the first kind based on the structure of singular vectors linked to the nonzero singular values
of a Multi-Static Response (MSR) matrix. This structure indicates that imaging performance of subspace
migration is highly related to the unknown shape of arc. The simulation results with noisy data indicate
support for the derived structure.
Key words: Sound-hard arc, inverse acoustic problem, Multi-Static Response (MSR) matrix, Bessel
functions, simulation result
1. Introduction
A pioneering study [1] focused on investigating an inverse acoustic problem from a sound-hard arc (a
perfectly conducting crack in Transverse Electric mode for an electromagnetic inverse scattering problem)
in two-dimensions. In the aforementioned study, a Newton-type iterative method is investigated to retrieve
the shape of a single smooth arc. This is followed by suggesting and applying various techniques to retrieve
the sound-hard arcs. Examples of these techniques include an inverse Fourier transform [2], hybrid method
[3], Newton’s method [4], two-step method [5], Multiple Signal Classification (MUSIC) [6], and subspace
migration [7].
Extant studies have demonstrated the feasibilities of Newton-type iteration schemes to retrieve arcs.
However, it is very difficult to extend the methods shown to multiple arcs as it requires laborious calculation
of the Fre´chet derivative, which require high computation time and a priori information of the unknown arc.
Conversely, non-iterative schemes, such as MUSIC and subspace migration, were applied to the retrieving
multiple arcs. Unfortunately, for a successful retrieve, it is necessary to apply appropriate test vectors, and
a unit outward normal vector along the arc must be known to select the test vectors. This requires the
application of a set of directions to adjust the normal vectors correspondingly; moreover, large computational
costs are entailed (see [6, 7, 8] for instance). Therefore, inappropriate test vectors were applied instead of the
application of an appropriate test vector. Nevertheless, theoretical reasons of certain phenomena with the
application of appropriate and inappropriate test vectors are not yet explained to date. Thus, the present
study focuses on exploring the structure of an imaging function adopted in subspace migration.
In this study, the structure of an imaging function in subspace migration is analyzed by establishing a
relationship with Bessel functions of the order 0, 1, and 2 of the first kind. This is based on the physical
factorization of a Multi-Static Response matrix (see [8] for instance). The analyzed structure indicated that
the retrieval of a sound-hard arc is highly dependent on the selection of test vectors, and it is necessary
to adjust the test vectors by normal vectors to obtain an optimal result. In addition, the results of the
numerical simulation exhibited support for the analyzed structure.
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The rest of this paper is organized as follows. Section 2 introduces a two-dimensional direct scattering
problem in the presence of a sound-hard arc. Section 3 illustrates the subspace migration based an imaging
algorithm and derives a relationship with a Bessel function of an integer order of the first kind. In Section
4, the simulation results are demonstrated and discussed to verify our theoretical results. Finally, the
conclusions are presented in Section 5.
2. Two-dimensional direct scattering problem
In this study, the two-dimensional direct scattering of acoustic waves is introduced by an open sound-
hard arc denoted by Γ. Following [1], it is assumed that Γ is an oriented piecewise-smooth non-intersecting
arc without a cusp that can be represented as follows:
Γ := {γ(s) : −1 ≤ s ≤ 1} ,
where γ denotes an injective C3 function. In this study, the plane-wave illumination is considered, i.e.,
incident wave field is selected as follows:
ψinc(x; θ) := e
ikθ·x,
where a two-dimensional unit vector θ denotes the propagation direction. Let ψ(x; θ) ∈ C2(R2\Γ)∩C(R2\Γ)
be the total wave that satisfies the following Helmholtz equation:
△ψ(x; θ) + k2ψ(x; θ) = 0 in R2\Γ
with the following Neumann boundary condition:
∂ψ(x; θ)
∂ν(x)
= 0 on Γ\ {γ(−1),γ(1)} ,
where ν(x) denotes a unit normal to Γ at x and k = 2pi/λ denotes a positive wavenumber, where λ denotes
the given wavelength. In this paper, we consider the imaging of extended sound-hard arc so, assume that λ
satisfies λ≪ length of Γ.
As widely known, ψ(x; θ) can be decomposed as follows: ψ(x; θ) = ψinc(x; θ) + ψscat(x; θ), where
ψscat(x; θ) denotes the scattered wave fields that satisfies the Sommerfeld radiation condition
lim
|x|→∞
√
|x|
(
∂ψscat(x; θ)
∂ |x|
− ikψscat(x; θ)
)
= 0
uniformly in all directions ϑ = x/ |x|. Based on [9], ψscat(x; θ) can be expressed as the following double-layer
potential with (unknown) density function ϕ(x, θ):
ψscat(x; θ) =
∫
Γ
∂Φ(x,y)
∂ν(y)
ϕ(y, θ)dy for x ∈ R2\Γ,
where Φ(x,y) denotes the two-dimensional fundamental solution to the Helmholtz equation as follows:
Φ(x,y) := −
i
4
H10(k |x− y|) for x 6= y.
where H10 denotes the Hankel function of order zero and of the first kind.
The far-field pattern ψ∞(ϑ, θ) of the scattered wave ψscat(x, θ) is defined on a two-dimensional unit
circle. It can be represented as follows:
ψscat(x, θ) =
eik|x|√
|x|
{
ψ∞(ϑ, θ) +O
(
1
|x|
)}
that is, uniformly in all directions ϑ = x/ |x| and |x| −→ ∞. Following the formulation in an extant study
by [9], ψ∞(ϑ, θ) can be represented as follows:
ψ∞(ϑ, θ) = −
√
k
8pi
e−i
pi
4
∫
Γ
(ϑ · ν(y))e−ikϑ·yϕ(y, θ)dy. (1)
2
3. Subspace migration imaging: method and mathematical structure
In this section, the subspace migration imaging function based on the far-field pattern (1) is briefly
introduced. Prior to commencing the derivation, it is assumed that there exists only a single arc Γ, and the
arc is divided into M different segments of sizes of the order that corresponds to half the wavelength λ/2.
Thus, based on the resolution limit, only a single point denoted as ym ∈ Γ for m = 1, 2, · · · ,M at each
segment can be mapped (see [10] for instance).
For the purposes of simplicity, the following is assumed: we have N(> M)-different number of incident
and corresponding observation directions θl and ϑj , respectively for j, l = 1, 2, · · · , N . Since the full-view
inverse problem, θn is set as follows:
θn = −
[
cos
2pi(n− 1)
N
, sin
2pi(n− 1)
N
]T
.
Thus, the Multi-Static Response (MSR) matrix is as follows: K := [ψ∞(ϑj , θl; k)]
N
j,l=1. If the incident and
observation directions coincide, i.e., if ϑj = −θj , then K can be expressed as follows:
K =


ψ∞(ϑ1, θ1) ψ∞(ϑ1, θ2) · · · ψ∞(ϑ1, θN )
ψ∞(ϑ2, θ1) ψ∞(ϑ2, θ2) · · · ψ∞(ϑ2, θN )
...
...
. . .
...
ψ∞(ϑN , θ1) ψ∞(ϑN , θ2) · · · ψ∞(ϑN , θN )

 =
√
k
8pi
e−i
pi
4
∫
Γ
E(ϑ,y)TF(y, θ)dy,
where E(ϑ,y) denotes the illumination vector
E(ϑ,y) = −
[
(ϑ1 · ν(y))e
−ikϑ1·y, · · · , (ϑN · ν(y))e
−ikϑN ·y
]
=
[
(θ1 · ν(y))e
ikθ1·y, · · · , (θN · ν(y))e
ikθN ·y
]
(2)
and where F(ϑ,y) denotes the corresponding density vector.
F(y, θ) =
[
ϕ(y, θ1), ϕ(y, θ2), · · · , ϕ(y, θN )
]
.
It should be noted that the range of K is determined by the span of the E(ϑ,y) corresponding to Γ. This
indicates that the signal subspace can be determined by selecting the first M−singular vectors of K. A
further discussion can be found in a study by [8].
Based on the abovementioned observation, the imaging function can be introduced as follows in which a
Singular Value Decomposition (SVD) of K is performed as follows:
K = USV∗ =
N∑
n=1
σnUnV
∗
n ≈
M∑
n=1
σnUnV
∗
n, (3)
where σn denotes nonzero singular values, and Un and Vn denote left- and right-singular vectors of K,
respectively. Following the structure of (2), a test vector is introduced as
W(x) =
√
2
N
[
(θ1 · c1)e
ikθ1·x, · · · , (θN · cN )e
ikθN ·x
]T
. (4)
The subspace migration imaging function can then be designed as
F(x) =
∣∣∣∣∣
M∑
m=1
(W(x)∗Um)
(
W(x)∗Vm
)∣∣∣∣∣ .
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It should be noted that F(x) exhibits peaks of magnitude of 1 when x = ym ∈ Γ and cn = ν(ym) based on
the orthonormal property of singular vectors. Otherwise, it exhibits small magnitudes.
In order to guarantee a good imaging performance, it is necessary to consider the proper selection of
cn, n = 1, 2, · · · , N , of (4). Following [6], it is essential that cn is of the form ν(ym) for m = 1, 2, · · · ,M .
However, there is no a priori information of the shape of Γ, and a set of directions is applied instead of
cn or a fixed test vector ξ is applied based on a previous study by [6, 7, 8]. However, there are limited
theoretical studies on mathematical theories corresponding to the dependency of test vector selection. Hence,
a mathematical structure of the subspace migration imaging function is identified. For this, specific identities
that play a key role of investigation of structure are introduced. Details are provided in the proof given in
the Appendix A.
Lemma 3.1. With respect to a sufficiently large N , ξ, ζ ∈ S1, and x ∈ R2, the following expression holds
1. if ξ 6= ζ then
1
N
N∑
n=1
(θn · ξ)(θn · ζ)e
ikθn·x =
1
2pi
∫
S1
(θ · ξ)(θ · ζ)eikθ·xdθ
=
1
2
(ξ · ζ)
(
J0(k|x|)− J2(k|x|)
)
−
(
x
|x|
· ξ
)(
x
|x|
· ζ
)
J2(k|x|).
(5)
2. if ξ = ζ then
1
N
N∑
n=1
(θn · ξ)(θn · ζ)e
ikθn·x =
∫
S1
(θ · ξ)2eikθ·xdθ =
1
2
J0(k|x|). (6)
This is followed by establishing a mathematical structure of the imaging function F(x) as follows:
Theorem 3.2. It is assumed that the total number of directions N > M is sufficiently large. Then, F(x)
can be represented as follows:
1. If cn ≈ ν(ym) then,
F(x) ≈
M∑
m=1
J0(k|x− ym|)
2. (7)
2. If cn = θn for all n then,
F(x) ≈ 2
M∑
m=1
(
x− ym
|x− ym|
· ν(xm)
)2
J1(k|x− ym|)
2. (8)
3. If cn ≡ ξ and neither ξ = ν(ym) nor ξ = θn then,
F(x) ≈
M∑
m=1
{
(ν(ym) · ξ)
(
J0(k|x− ym|)− J2(k|x− ym|)
)
− 2
(
x− ym
|x− ym|
· ν(ym)
)(
x− ym
|x− ym|
· ξ
)
J2(k|x− ym|)
}2
. (9)
Proof. Based on a study by [11], Um ≈W(ym) and Vm ≈W(ym) for m = 1, 2, · · · ,M .
1. It is assumed that cn ≈ ν(ym). Then, Lemma 3.1 is applied to derive the following:
(W(x)∗Um)(W(x)
∗Vm) = (W(x)
∗W(ym)) (W(x)
∗W(ym))
=
(
2
N
N∑
n=1
(θn · ν(ym))
2eikθn·(x−ym)
)2
≈
(
2
∫
S1
(θ · ν(ym))
2eikθ·(x−ym)dθ
)2
= J0(k|x− ym|)
2.
Hence (7) can be derived.
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2. The derivation of (8) can be found in a study by [7].
3. It is assumed that cn ≡ ξ and neither ξ = ν(ym) nor ξ = θn. Thus, in a manner similar to the
derivation of (7), the following expression can be evaluated by applying Lemma 3.1 as follows:
(W(x)∗Um)(W(x)
∗Vm) = (W(x)
∗W(ym)) (W(x)
∗W(ym))
=
(
2
N
N∑
n=1
(θn · ν(ym))(θn · ξ)e
ikθn·(x−ym)
)2
≈
(
2
∫
S1
(θ · ν(ym))(θ · ξ)e
ikθ·(x−ym)dθ
)2
=
{
(ν(ym) · ξ)
(
J0(k|x− ym|)− J2(k|x− ym|)
)
− 2
(
x− ym
|x− ym|
· ν(ym)
)(
x− ym
|x− ym|
· ξ
)
J2(k|x− ym|)
}2
.
Hence, (9) is derived.
This completes the proof.
Based on the result in Theorem 3.2, specific properties are investigated, and this is summarized as follows:
1. If a priori information with respect to a unit in the outward normal directions along the arc is available,
then an almost true shape of the unit can be retrieved via subspace migration. It is expected that the
application of a technique developed in [12] allows the selection of optimal vectors cn.
2. If N is small or N < M , some unexpected replicas will appear or it is impossible to identify the shape
of arc. Related works can be found in [13, 14, 15].
3. On the basis of the relationship between the imaging function and Bessel functions, the imaging
result is highly dependent on the applied wavenumber k. If k is small, one will obtain a result of
poor resolution. Otherwise, if k is large, an image of good resolution will be appear but due to the
oscillating property of Bessel functions, unexpected artifacts will appear also.
4. Based on (9), it is observed that the existence of factor (ν(ym) · ξ)J0(k|x − ym|) allows the shape of
the arc to be imaged via subspace migration and that the recognition of arc is highly dependent on
the selection of ξ.
5. If the selected test vector ξ is orthogonal to ν(ym), it is not possible to retrieve the shape of the
arc. In contrast, if ξ is parallel to ν(ym), then the complete shape of the arc can be identified. This
supports the traditional results related to sound-hard arcs in inverse scattering/acoustic problems.
Furthermore, an optimal result can be obtained if ξ · ν(ym) is close to 1. Otherwise, it is impossible
to recognize the shape of an arc if ξ · ν(ym) is close to 0.
6. If the shape of an arc is straight line, it will be possible to retrieve its complete shape because ν(y),
y ∈ Γ, is constant. However, if the shape of an arc is no more straight line, it is impossible to
identify its complete shape with the selection of cn ≡ ξ. Therefore, we can conclude that the imaging
performance of subspace migration is highly related to the selection of test vectors corresponding to
the unit outward vectors on the arc, i.e., unknown shape of arc.
4. Simulation results
In this section, a few results of the numerical simulation with noisy data are exhibited to support the
results in Theorem 3.2. Thus, elements ψ∞(ϑj , θl), j, l = 1, 2, · · · , N , of the K are generated by solving a
second-kind Fredholm integral equation along the arc introduced in [16, Chapter 3]. A 20dB white Gaussian
random noise is added through MATLAB subroutine awgn in every example illustrated below.
Example 4.1 (Straight line arc). In this example, the reconstruction of a straight line shaped arc is
considered as follows:
Γ =
{
[s, 0.3]T : −0.5 ≤ s ≤ 0.5
}
.
Figure 1 shows the maps of F(x) with N = 20 and λ = 0.4 with ξ varied when the arc corresponds to Γ.
It should be noted that an optimal result can be retrieved by applying ξ = [0, 1]T since ν(ym) = [0, 1]
T
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for all m. In contrast, a very poor result is derived when the applied ξ is orthogonal to ν(ym). It should
be noted that the shape of Γ can be identified when ξ = [cos(pi/3), sin(pi/3)]T because ξ is close to ν(ym).
With respect to ξ = [cos(pi/4), sin(pi/4)]T , the shape of Γ can be identified but instead of a true shape,
two lines with large magnitude are more visible because the effect of J2(k|x− ym|) is stronger than that of
J0(k|x−ym|). Correspondingly, the shape of the arc becomes invisible when ξ = [cos(pi/6), sin(pi/6)]
T since
ξ is not close to ν(ym). If ξ = θn, two ghost replicas with large magnitudes appear in the neighborhood of
the arc as opposed to the true shape such that the true shape of Γ can be predicted.
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Figure 1: Maps of F(x) for ξ = [0, 1]T (top, left), ξ = [cos(pi/3), sin(pi/3)]T (top, center), ξ = [cos(pi/4), sin(pi/4)]T (top, right),
ξ = [cos(pi/6), sin(pi/6)]T (bottom, left), ξ = [1, 0]T (bottom, center), and cn · θn = 1 (bottom, right) when the arc is Γ.
Example 4.2 (Curve-like arc). Figure 2 shows the maps of F(x) with various ξ for an complex shaped arc
Γ =
{
[s, 0.5 cos 0.5pis+ 0.2 sin 0.5pis− 0.1 cos 1.5pis]T : −1 ≤ s ≤ 1
}
.
For this, N = 32 and λ = 0.5 are applied to generate a MSR matrix. Moreover, ν(ym) varies along the arc
since Γ2 is not a straight line. This implies that it is not possible to obtain good results by applying fixed
vectors. Fortunately, an outline shape of Γ can be recognized if ξ = [0, 1]T . Furthermore, the application of
ξ = θn allows the prediction of the true shape of Γ2 by considering two replicas with large magnitudes.
5. Conclusion
In this study, a subspace migration imaging algorithm was considered to image an arbitrary shaped
smooth sound-hard arc modeled via a Neumann boundary condition (TE polarization in electromagnetics)
in a two-dimensional full-view inverse acoustic problem. This is based on the factorization of a collected
MSR matrix and the structure of singular vectors linked to the nonzero singular values. The results indicated
that the imaging function can be expressed as the combination of the Bessel functions of the order 0, 1, and
2 of the first kind, and this expression yields certain properties of the subspace migration.
The main subject of this paper is the imaging of sound-hard arc in homogeneous space. An extension to
limited-aperture problem [17, 18, 19] or the half-space problem [20, 21, 22, 23] will be an interesting research
subject. Finally, we expect the analysis presented in this paper could be extended to three-dimensional
problems [24, 25, 26] and real-world application such as biomedical imaging [27, 28, 29].
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Figure 2: Same as Figure 1 except the arc is Γ2.
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A. Derivation of Lemma 3.1
The polar coordinate is considered: it is assumed that ξ = (cos ξ, sin ξ), ζ = (cos ζ, sin ζ), x =
r(cosφ, sinφ), and ξ 6= ζ.
1. It is assumed that ξ 6= ζ. Then, given that θ ·ξ = cos(θ−ξ), θ ·ζ = cos(θ−ζ), and θ ·x = r cos(θ−φ),
the Jacobi-Anger expansion is applied as follows:
eiz cosφ = J0(z) + 2
∞∑
n=1
inJn(z) cos(nφ) (10)
yields
∫
S1
(θ · ξ)(θ · ζ)eikθ·xdθ =
∫ 2pi
0
cos(θ− ξ) cos(θ− ζ)
(
J0(kr) + 2
∞∑
n=1
inJn(kr) cos(n(θ − φ))
)
dθ. (11)
Since (10) holds uniformly and the following expression holds:
cos(θ − ξ) cos(θ − ζ) =
1
2
(
cos(2θ − ξ − ζ) + cos(ξ − ζ)
)
,
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(11) can be expressed as follows:∫
S1
(θ · ξ)(θ · ζ)eikθ·xdθ =
1
2
∫ 2pi
0
cos(2θ − ξ − ζ)J0(kr)dθ +
∞∑
n=1
inJn(kr)
∫ 2pi
0
cos(2θ − ξ − ζ) cos(n(θ − φ))dθ
+
1
2
∫ 2pi
0
cos(ξ − ζ)J0(kr)dθ +
∞∑
n=1
inJn(kr)
∫ 2pi
0
cos(ξ − ζ) cos(n(θ − φ))dθ.
The application of an elementary calculus makes it possible to easily observe that for all n = 1, 2, · · · ,
the following expressions hold:∫ 2pi
0
cos(2θ − ξ − ζ)dθ = 0 and
∫ 2pi
0
cos(ξ − ζ) cos(n(θ − φ))dθ = 0 (12)
and ∫ 2pi
0
cos(ξ − ζ)J0(kr)dθ = 2pi cos(ξ − ζ)J0(kr). (13)
Finally, since (see [30])
∫
cos(ax+ b) cos(cx+ d)dx =


sin[(a− c)x+ b− d]
2(a− c)
+
sin[(a+ c)x+ b+ d]
2(a+ c)
if a2 6= c2
x
2
cos(b− d) +
sin(2ax+ b+ d)
4a
if a = c,
(14)
we can observe the following expressions:
∫ 2pi
0
cos(2θ − ξ − ζ) cos(n(θ − φ))dθ =
{
0 if n 6= 2
pi cos(2φ− ξ − ζ) if n = 2.
(15)
Therefore, by combining (12), (13), and (15), the following expressions are obtained:
1
2pi
∫
S1
(θ · ξ)(θ · ζ)eikθ·xdθ =
1
2
cos(ξ − ζ)J0(kr) −
1
2
cos(2φ− ξ − ζ)J2(kr)
=
1
2
cos(ξ − ζ)J0(kr) −
1
2
(
cos(2φ− ξ − ζ) − cos(ξ − ζ)
)
J2(kr)−
1
2
cos(ξ − ζ)J2(kr)
=
1
2
(ξ · ζ)
(
J0(k|x|)− J2(k|x|)
)
−
(
x
|x|
· ξ
)(
x
|x|
· ζ
)
J2(k|x|).
Hence, (5) is derived.
2. Now, it is assumed that ξ = ζ. Then, the application of (10) leads to the following observation:
1
N
N∑
n=1
(θn · ξ)
2eikθn·x ≈
∫
S1
(θ · ξ)2eikθ·xdθ =
∫ 2pi
0
cos2(θ − ξ)eikr cos(θ−φ)dθ
=
∫ 2pi
0
cos2(θ − ξ)
(
J0(kr) + 2
∞∑
n=1
inJn(kr) cosn(θ − φ)
)
dθ
= J0(kr)
∫ 2pi
0
cos2(θ − ξ)dθ + 2
∞∑
n=1
inJn(kr)
∫ 2pi
0
cos2(θ − ξ) cosn(θ − φ)dθ.
Given that the following expression holds:∫ 2pi
0
cos2(θ − ξ)dθ =
1
2
8
and given the following (14),∫ 2pi
0
cos2(θ − ξ) cosn(θ − φ)dθ =
1
2
∫ 2pi
0
(
cos 2(θ − ξ) + 1
)
cosn(θ − φ)dθ = 0
for all n ∈ N. Hence, the following expression is obtained (6).
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