It is well established that sudden stratospheric warming (SSW) events tend to be accompanied by continentalscale, surface cold-air outbreaks (CAOs) in midlatitudes in boreal winter. However, SSW events occur at most one to two times per winter, whereas CAOs occur three to seven times over each of the North American and Eurasian continents. Using the ERA-Interim dataset for 37 winters (November-March) from 1979 to 2016, we reveal that SSW events correspond to a large-amplitude or long-lasting subset of pulse-like, anomalously strong, stratospheric mass circulation events. The anomalously strong, stratospheric mass circulation events (referred to as PULSE events) occur more than nine times in an average winter. The ''displacement'' versus ''split'' types of SSWs tend to correspond to the ''wavenumber 1'' versus ''wavenumber 2'' types of PULSEs, though the relationship between split-type SSWs and wavenumber-2-type PULSEs is weaker. Like SSW events, PULSEs also have a close relationship with CAOs. The robust relationship with CAOs still holds for the PULSE events not accompanied by SSW events. Using PULSE events, we determine that more than 70% of CAOs in the 37 winters occur in the week before and after a PULSE event, with a false alarm rate of CAO occurrence of about 25.7%. SSW events, however, are associated with only about 5.7% of CAOs, with a false alarm rate of 21.7%. Therefore, the linkage between individual continental-scale CAOs and PULSE events represents a more generalized relationship between the stratospheric circulation anomalies and surface weather. PULSE signals should also be considered as a potentially useful stratospheric indicator of the occurrence of individual CAO events.
Introduction
Sudden stratospheric warming (SSW) is the most drastic dynamic process in the stratosphere, characterized by a decelerated or reversed westerly jet surrounding the polar vortex and a reversed temperature gradient between high and midlatitudes over the course Supplemental information related to this paper is available at the Journals Online website: https://doi.org/10.1175/MWR-D-18-0110.s1. of a few days. During major warming events, a remarkable two-way coupling between the stratosphere and troposphere has been well documented (Eliassen and Palm 1961; Matsuno 1970; Butchart et al. 1982; Kodera et al. 1990; Holton et al. 1995; Dunkerton 1999, 2001; Shepherd 2002; Kushner and Polvani 2004; Polvani and Waugh 2004; Limpasuvan et al. 2004 Limpasuvan et al. , 2005 McDaniel and Black 2005; Haynes 2005; Garfinkel et al. 2010) . Large regions in the midlatitudes tend to be anomalously cold during the 1-2 months after the central dates of SSW events (Thompson et al. 2002; Kenyon and Hegerl 2008; Tomassini et al. 2012) . Kolstad et al. (2010) and Woo et al. (2015) found that cold anomalies tend to occur over the southeastern United States within 1-2 weeks after the central dates of SSW events but over Eurasia during the 2 weeks before. Mitchell et al. (2013) , Kidston et al. (2015) , and Lehtonen and Karpechko (2016) pointed out that the evolution of surface air temperature reported by Kolstad et al. (2010) often occurs in vortex displacement events. In splitting events, cold anomalies tend to occur over the midlatitudes of both North America and Eurasia in the 1-2 months around the central dates. Displacement events are mainly due to stronger wavenumber-1 waves, whereas splitting events are the result of stronger wave activities of wavenumber-2 preceded by strengthened wavenumber-1 waves (Liberato et al. 2007; Martius et al. 2009; Castanheira and Barriopedro 2010; Kuttippurath and Nikulin 2012) .
As operational models have overall useful prediction skill for the timing and structure of vortex breakup processes beyond 1-2 weeks (Christiansen 2005; Charlton and Polvani 2007; Yoden et al. 2014; Tripathi et al. 2015) , although this is still dependent on the methods and initial conditions, the relationship between the surface air temperature anomaly pattern and the major SSW of the two types has great importance in practical applications for subseasonal forecasts of cold air outbreaks (CAOs) in the midlatitudes of the Northern Hemisphere in winter. However, major SSW events occur, at most, once in most winters, whereas CAOs occur several times per winter; thus, using SSW as an indicator of CAOs would result in ''missing forecasts'' of CAOs.
Recent studies have begun to notice another shortlived signal in the stratosphere, which has a life cycle of 10-20 days. This signal is the stratospheric ''PULSE'' events, defined as pulse-like rapid increases in the meridional mass transport across the polar circle in the stratosphere above 400 K (Cai et al. 2016) or extreme planetary wave heat flux events (Shaw and Perlwitz 2013, 2014) . Tripathi et al. (2015) included such events, together with SSW and stratospheric final warming, in the extreme vortex events category. Some studies have investigated the stratosphere-troposphere coupling processes during extreme planetary wave heat flux events (Shaw and Perlwitz 2013, 2014; Tripathi et al. 2015) . Cai et al. (2016) pointed out that a robust relationship with CAOs exists for PULSE events, not limited to extremely large-amplitude events. There is a higher probability of CAO occurrence over the midlatitude regions of Eurasia and North America within the 1-2 weeks before and after the peak dates of PULSE events, consistent with the relationship between CAOs and SSW events reported by Kolstad et al. (2010) . Follow-up work by Yu et al. (2018b) classified PULSE events into different types, according to whether wavenumber-1 or wavenumber-2 waves were dominant, and pointed out that the specific spatiotemporal evolution of surface CAOs is dependent on the type of PULSE event. Cai et al. (2016) also emphasized that not only the slowly varying signals in the stratosphere, but also the PULSE signal, have a longer predictability limit than surface continental CAOs in operational numerical models; thus, the linkage between PULSE events and CAOs may open up a new opportunity for subseasonal forecasts of CAOs in a hybrid (dynamical plus statistical) framework.
The global meridional mass circulation was systematically documented by the pioneering work of Johnson (1989) and his collaborators and followed by many subsequent studies [e.g., Cai and Shin (2014) , and references therein]. The meridional mass circulation can be regarded as a modified version of general Lagrangian meridional circulation (Andrews et al. 1987 ) using a quasi-conservative variable, potential temperature, as the vertical coordinate. The meridional mass circulation connects the tropics to the poles and the troposphere to the stratosphere via the poleward warm air branch in the upper troposphere and stratosphere and the equatorward cold branch in the lower troposphere. The net mass transport across the polar circle in the midlatitudes is driven by anomalously westward-tilting and largeamplitude waves with a deep structure (Johnson 1989) . On the one hand, the meridional mass transport into the polar stratosphere, which was used to define PULSE events by Cai et al. (2016) , tends to be coupled with the equatorward transport of polar air mass at lower levels (i.e., the lower branch of meridional mass circulation) in the midlatitudes, which is one of the physical causes of CAOs (Yu et al. 2015a,b) . An investigation of the meridional mass transport into the polar stratosphere and its associated surface temperature anomalies could help us obtain a better understanding of the relationship between PULSE events and CAOs, which has not been satisfactorily revealed in previous studies. On the other hand, as ample evidence for the close relationship between SSW events and surface weather exists in the literature, it is critical to ask whether PULSE events can be used as a stratospheric indicator of CAOs and what the relationship is between these two short-lived signals in the stratosphere. A recent study (Yu et al. 2018a) reported that the stratospheric mass transport across the polar circle directly and quantitatively accounts for the contribution from all the dynamical processes to the polar pressure/height tendency, which is one of the main features of weak polar vortex events, including SSW events. Thus, the meridional mass transport into the polar stratosphere can be used to directly link these pulse-like signals in the stratospheric circulation to the well-known SSW events, as well as their weather impact at the surface. This paper is organized as follows. Section 2 describes the data used in this study and defines indices for 1) the spatial span of cold surface temperature anomalies of different amplitudes in midlatitude regions of the North America and Eurasian continents and 2) meridional mass transport into the polar stratosphere by total waves and the wavenumber-1 and wavenumber-2 components. We then introduce the central date and type of SSW events during 37 winters (November-March) in the period of 1979-2016 used in this study. In section 3, we describe the climatological features of PULSE events, including peak number, duration, type, average intensity, and maximum intensity during the 37 winters. Subsequently, in section 4, we examine the statistical relationship between PULSE and SSW events. In section 5, a comparison of the main features in the spatiotemporal evolutions of CAOs associated with PULSE and SSW events is made. The conclusions of the study are provided in section 6.
Data and methods

a. Data
The data used in this study include daily surface air temperature (SAT), surface pressure P s , surface meridional wind y s , and three-dimensional air temperature T, meridional wind y, and zonal wind u fields derived from the 6-hourly ERA-Interim data from January 1979 to December 2016 (ECMWF 2012; Simmons et al. 2007; Dee et al. 2011) . The data fields are on 1.58 latitude 3 1.58 longitude grids and 37 pressure levels from 1000 to 1 hPa. Three-dimensional and surface potential temperature (u and u s ) fields are derived from daily fields of T, SAT, and P s . Wavenumber-1 and wavenumber-2 components of meridional wind velocities at pressure levels (y 1 and y 2 ) and surface level (y s1 and y s2 ) are obtained via decomposing y and y s using the Fourier transform method.
b. Cold area indices
The daily anomaly field of SAT is obtained by subtracting the climatological annual cycle from the total SAT and removing the winter (November-March) mean to filter out the interannual variability, which might be dominated by phenomena like El Niño-Southern Oscillation and the quasi-biennial oscillation (Thompson et al. 2002) . The local standard deviation of the SAT anomaly is derived from the root-meansquare of the SAT anomaly at each grid point for each calendar day in winter. Then, we followed Cai (2003) and Yu et al. (2015a,b,c) and derived two sets of cold area indices as the percentage area occupied by the negative SAT anomaly below 2a local standard deviation (a 5 0, 0.5, 1.0, etc.) for midlatitude North America (308-608N, 608-1208W) and midlatitude Eurasia (308-608N, 08-1358E), denoted as CNAa and CEAa, respectively. Here, we only present results derived from a 5 0.5, as the relationship between cold area indices and SSW and PULSE events is not highly sensitive to the choice of a.
c. Central date and type of major SSW events
There is a large body of studies (Charlton and Polvani 2007; Cohen and Jones 2011; Mitchell et al. 2013; Seviour et al. 2013; Hu et al. 2014; Gómez-Escolar et al. 2014; Lehtonen and Karpechko 2016) documenting the central dates of major SSW events using various reanalysis datasets (e.g., NCEP-NCAR, ERA-40, and ERA-Interim) and definitions, such as the definition based on the zonal mean zonal wind along 608N at 10 hPa and the classification method based on absolute vorticity (Charlton and Polvani 2007; Gómez-Escolar et al. 2014; Lehtonen and Karpechko 2016) , as well as the vortex-based definition by Mitchell et al. (2013) and Seviour et al. (2013) . A few recent studies (Butler et al. 2015; Palmeiro et al. 2015; Lehtonen and Karpechko 2016) have comprehensively compared different definitions of SSW events and their types. The results show that the timing and type of SSW events can be considered comparable despite some discrepancies in the detected events.
In this study, we used the central dates and types (listed in Table 1 ; displacement type denoted as ''D'' and split type denoted as ''S'') of SSW events in the period from December 1979 to March 2016 documented by Lehtonen and Karpechko (2016) , who investigated the surface response to different types of SSW events, and thus, our results can be compared with their work directly. We plotted the daily zonal mean zonal wind velocity at 608N, together with the polar cap (608-908N) averaged temperature at the 10-hPa level derived from the ERA-Interim data (not shown), to confirm that the dates of SSW events listed by Lehtonen and Karpechko (2016) of major warmings are exactly the same as the dates when the polar jet reversed direction, which is the most common definition of major SSW events (e.g., Charlton and Polvani 2007) . As listed in Table 1 , there are 23 major events during the 37 winters, of which 13 events are ''D'' type, and the others are ''S'' type.
d. Stratospheric mass transport indices and definition of PULSE events
We follow Cai et al. (2016) and Yu et al. (2015a Yu et al. ( ,b, 2018b and define a set of stratospheric meridional mass transport indices. The daily fields of potential temperature and meridional wind at the surface and 37 pressure levels are first interpolated onto 200 equally spaced sigma (s) levels. Then, the air mass transported into the polar stratosphere above 400 K s 21 fulfilled by the total waves and wavenumber-1 and wavenumber-2 waves (denoted as ST60N, ST60N_W1, and ST60N_W2, respectively), as a function of time t, are derived as
where m s 5 (Ds/g)P s , which is the air mass between two adjacent sigma surfaces per unit area. Parameter g is the gravitational constant and Ds 5 1/200; f is 608N and l is longitude; R is the radius of Earth; and H(x) is the Heaviside function, such that H(x) 5 1 for x $ 0, and otherwise H(x) 5 0. Note that although the zonal integral of both y 1 and y 2 is equal to 0 by definition, the net mass transported by those wave components of meridional wind is nontrivial. This is because the air mass above 400 K varies at each grid box along the latitudinal band, which is a result of the westward-tilted structure of baroclinically amplifying waves [see details in Johnson (1989) ]. The anomaly fields of ST60N, ST60N_W1, and ST60N_W2 were obtained via the same procedure used to derive the SAT anomaly. We applied a new noiseassisted data analysis method, ensemble empirical mode decomposition (EEMD; Huang et al. 1998 Huang et al. , 1999 Wu et al. 2009) , to the stratospheric mass circulation indices in each winter. This method has been shown to be quite versatile in a broad range of applications for extracting signals from data generated in noisy nonlinear and nonstationary processes (e.g., Huang and Shen 2005; Huang and Wu 2008; Ji et al. 2014) . Here, we use the EEMD method as a filtering tool by removing the highest-frequency intrinsic mode function from the total fields of ST60N, ST60N_W1, and ST60N_W2. Via this process, fine-and synoptic-scale features of the meridional mass transport into the polar stratosphere can be retained, while large portions of white-noise-like signals are filtered out. For ease of reference, we continue to refer to the filtered anomaly fields as ST60N, ST60N_W1, and ST60N_W2 hereafter. For the same consideration, we also apply the filtering process on the aforementioned cold area indices. Cai et al. (2016) defined a PULSE event as a period of stronger meridional mass transport into the polar stratosphere above its 70th percentile for at least n consecutive days (n 5 2, 3, . . . , 8). A recent study by Yu et al. (2018b) , however, defined a PULSE event by the peak time when the ST60N index reaches a local maximum that exceeds 0.5 standard deviation of the ST60N (i.e., meridional mass transport into the polar stratosphere is above the climatology by at least 1.67 3 10 9 kg s 21 ). It is necessary to consider various factors when examining the relationship between PULSE events and continental-scale CAOs. As can be seen from the time series of the ST60N index (presented by black curves in the upper panels in Fig. 1 ), a period of continuously stronger ST60N can have several subpeaks and/or last for longer than 2 weeks, and the duration, exact peak time, and intensity during such a period can greatly affect the corresponding temporal evolutions of cold area indices (presented by black curves in the middle and lower panels in Fig. 1 ) relative to a PULSE event that we defined. Therefore, in this study, we combine the two definitions made in previous studies to define an anomalously strong, stratospheric mass circulation event, also referred to as a PULSE event, as a period when ST60N continuously exceeds its 70th percentile (i.e., 1.53 3 10 9 kg s
21
, according to the black curve in Fig. 2a ). This definition is quite similar to Cai et al.'s (2016) , but, in addition, the times of local peaks found in the time series of ST60N in each winter are also detected, which are similar to the peak dates of PULSE events defined in Yu et al. (2018b) , except that this definition of a PULSE event does not separate a longlasting event with more than one peak into independent events. The number of local peaks and the total duration (days) of each PULSE event are counted as well. The central date of a PULSE event starting at t 0 and ending at t M is defined as
namely, the average date weighted by the deviation of ST60N from its 70th percentile (denoted as ST60N 70th ), which is the threshold of a PULSE event. By definition, the central date would be largely determined by or shift toward the time of the occurrence of the largest peak for multipeak events. The intensity of a PULSE event is defined in two ways: the average and maximum values during the whole period of the PULSE event. Moreover, following Yu et al. (2018b) , we divide the PULSE events into five categories: 1) ''W1,'' during which the maximum of ST60N_W1 is above its 70th percentile (1.54 3 10 9 kg s 21 , according to the red curve in Fig. 2a ), while the maximum of ST60N_W2 is below its 70th percentile (1.00 3 10 9 kg s
, according to the blue curve in Fig. 2a) ; 2) ''W2,'' during which the maximum of ST60N_W2 is above its 70th percentile, while the maximum of ST60N_W1 is not; 3) ''W1*,'' during which the period maxima of both the ST60N_W1 and ST60N_W2 indices exceed their 70th percentiles, but the maximum value of ST60N_W1 is larger; 4) ''W2*,'' during which the maxima of both the ST60N_W1 and ST60N_W2 indices exceed their 70th percentiles, but the maximum value of ST60N_W2 is larger; and 5) ''None,'' when neither of the maximum values of ST60N_W1 and ST60N_ W2 during the PULSE event exceeds its 70th percentile.
For a PULSE event defined in this study, we have five parameters measuring its characteristics: peak number, duration, type, period mean intensity, and maximum intensity. In the following section, we examine the climatological features of PULSE events in terms of these five parameters to gain a comprehensive understanding of the PULSE events. Table 1 , are marked by red and blue solid vertical lines, respectively. The CAO event peaks that were not paired with a PULSE event peak (allowing 7 days leadlag) are marked by a cross. The PULSE event peaks are highlighted by vertical dashed lines, and those that were not paired with a CAO event peak (allowing 7 days of lead-lag) are marked by a cross in the upper panels.
Climatological features of PULSE events
In total, there are 346 PULSE events during the 37 winters (November-March) from 1979 to 2016 (i.e., more than nine PULSE events per winter). To provide statistical information on the climatological features of these PULSE events in winter, we subdivided the PULSE events into small intervals based on peak number, duration, type, and intensity parameters and then counted the probability of events falling into each of these intervals. The probability density functions (PDFs) of the PULSE events are given in Fig. 3 . It can be seen that about 90% of PULSE events are single peaked. PULSE events with more than three peaks are quite rare. Although the longest PULSE event can last 31 days, most PULSE events have a duration of 3-5 days, consistent with the dominant 10-20-day time scale of the ST60N index reported by Yu et al. (2018a) . PULSE events are mainly driven by stronger waves of wavenumber 1 and wavenumber 2, indicated by the small percentage of PULSE events belonging to the None type. The occurrence probability of PULSE events with different ranges of average intensity is comparatively evenly distributed, despite a minimum value for the bin above the 95th percentile, which is about 5.2%. As for the maximum intensity of PULSE events, more than 40% of events have a maximum ST60N value exceeding the 90th percentile, and about 23% have a maximum ST60N value exceeding the 95th percentile.
To understand the interrelationship among the different parameters that measure the characteristics of PULSE events, we plot in Fig. 4 the joint PDFs of various combinations of two of the five parameters. It can be seen from Fig. 4a that PULSE events with more peaks tend to have longer durations. Single-peak PULSE events have a duration range of 1-10 days, double-peak PULSE events have a duration range of 5-17 days, and PULSE events with more than two peaks always last longer than 2 weeks. The linear correlation between the peak number and duration is 0.82, confirming the direct relationship between the peak number and duration. As expected, the average intensity and maximum intensity are also positively correlated, as illustrated in Fig. 4j , and they have a near-perfect positive correlation (0.96). As seen from Figs. 4c and 4d, singlepeak PULSE events have average and maximum intensities spread over all ranges from the 70th to 100th percentiles, but larger values of PDFs shift to smaller average intensity ranges. Double-peak PULSE events, in contrast, show larger PDF values in larger percentile bins for both average and maximum intensity. PULSE events with three peaks tend to have a narrow range of average intensity (i.e., 90th-95th percentiles) and maximum intensity (i.e., above 95th percentile). PULSE events with four and five peaks occur rarely, and their average and maximum intensities are in the 85th-95th-percentile range and above the 90th percentile, respectively. Consistent with the large spread of intensity corresponding to the same peak number shown in Figs. 4c and 4d, the correlation of peak number with average intensity is 0.14, and that with maximum intensity is slightly larger (0.26). The joint PDFs between duration and intensity in terms of average (Fig. 4f) and maximum ( Fig. 4g) show a stronger in-phase relationship between duration and intensity. The positive correlations of duration with average intensity and maximum intensity are 0.52 and 0.62, respectively. It can be said that in general, PULSE events with more FIG. 2. Percentiles of (a) stratospheric mass circulation indices and (b) cold area indices over the midlatitudes of North America and Eurasia in the 37 winters (November-March) over the period 1979-2016. peaks or longer duration tend to have larger intensity in terms of both average and maximum values of ST60N. Compared with average intensity, the maximum intensity is more closely related to the duration and peak number, and compared with peak number, the durations are more closely related to the intensity.
Let us then take a closer look at the joint PDFs between the type of event and the other parameters. The main feature found from the joint PDF of type with peak number (Fig. 4b) and duration (Fig. 4e) is that most of the None-type PULSE events are single-peak and shortlived (duration ,7 days) events. Events with three or more peaks tend to belong to the W2-and W1*-type events, while most of the W1-and W2*-type events have a peak number up to two. Consistently, W2-and W1*-type events tend to last longer. As to the relationship between type and average intensity, we can see from Fig. 4h that the None-type PULSE events are relatively weak. W2-type events tend to be stronger, with a maximum PDF value around the 85th-90th percentiles, and the PDF value in the range above the 95th percentile is much larger than for the other types. The joint PDF of W2*-type events in a lower range of intensity (70th-80th percentiles) is close to 0. This intensity dependence on the type can be seen more clearly from the joint PDF of the maximum intensity, as shown in Fig. 4i , and is consistent with the statistical results provided by Yu et al. (2018b) : as the PULSE intensity increases, the percentage of the types representing the dominance of wavenumber-2 waves in driving the meridional mass transport into the polar stratosphere increases, while the percentage of the None types decreases.
Analyses above illustrate that the five parameters measuring the characteristics of PULSE events are interrelated, but only the relation between duration and peak number, and the relation between average and maximum intensity are robust. It can be inferred that when using a pulse event as an indicator of cold events, it is better to collect information of multiple features of the PULSE event to statistically construct an associated weather pattern.
One-to-one correspondence between SSW and PULSE events
Next, we examine the relationship between the newly proposed PULSE events and the SSW, which is FIG. 3 . PDF of (a) peak number, (b) duration, (c) type, (d) average intensity, and (e) maximum intensity of PULSE events in the 37 winters (November-March) over the period 1979-2016. Red and blue numbers indicate the number of PULSE events at each interval accompanied by D-and S-type SSW events, respectively.
considered a useful stratospheric indicator of continentalscale surface CAOs in midlatitudes in boreal winter. It can be seen from Fig. 1 that almost every SSW event co-occurs with one PULSE event. But, in turn, not every PULSE event, even the one with large amplitude, is accompanied by an SSW event. From Table 1 , the oneto-one correspondence between PULSE and SSW events is clear. Out of 23 SSW events, 21 were ''simultaneously'' accompanied by PULSE events, with the central dates of PULSE events leading most of the corresponding SSW events by a few days. The 21 SSWrelated PULSE events are all comparatively strong events, with an average intensity above the 80th percentile and maximum intensity above the 90th percentile of ST60N. As shown in Fig. 3 , the PULSE events with an average intensity above the 80th percentile of the ST60N index account for about half of the total PULSE events, and PULSE events with a maximum intensity above the 90th percentile of ST60N account for 41% of all PULSE events (346 events in total), which occurred more frequently than SSW events. The occurrence of SSW events also exhibits a slight preference for PULSE events with longer durations. Among the 21 SSW-related PULSE events, none has a duration of fewer than 4 days, and two-thirds have a duration of longer than 7 days. Accordingly, SSW can be regarded as a special small subset of strong and relatively longlasting PULSE events. There were still two SSW events (i.e., the D-type SSW event on 21 January 2006 and the S-type SSW event on 14 March 1988) that were not coupled with a PULSE event, which implies that although a strong PULSE event preferentially leads an SSW, the causal relationship is not simply between a single PULSE and an SSW event. Instead, an SSW event, which always corresponds to the negative phase of the stratospheric northern annular mode (NAM), is the polar mass accumulation effects of several consecutive PULSE events, which occur at a higher frequency, during a longer period (Cai et al. 2016; Yu et al. 2018a ). According to Cai et al. (2016) and Yu et al. (2018a) , each PULSE event transports more air mass into the polar stratosphere, effectively leading to an anomalous increase in the mass or pressure/height over the polar region and a decrease in the mass or pressure/height over the extratropics at stratospheric levels, while the diabatic cooling process plays a minor role. However, such an anomalous increase in polar stratospheric mass will be partly cancelled out by the anomalous decrease in polar stratospheric mass due to the following weaker mass circulation. Yu et al. (2018a) reported that the high-frequency variability at time scales of 10-20 days of meridional mass transport into the polar stratosphere (i.e., ST60N) is mainly due to rapid variations of vertically westward-tilting planetary waves. Only the low-frequency variability of stratospheric mass circulation, mainly driven by the wave amplitude's slow vacillation, plays the leading role in the quasi, 908, out-of-phase lead relation of the meridional mass transport into the polar stratosphere with the polar stratospheric mass or negative NAM. This explains why not every PULSE event corresponds to an SSW event, but a strong and long-lasting PULSE event tends to FIG. 4 . Joint PDF of PULSE events in the 37 winters (November-March) over the period 1979-2016. (a) Peak number and duration, (b) peak number and type, (c) peak number and average intensity, (d) peak number and maximum intensity, (e) duration and type, (f) duration and average intensity, (g) duration and maximum intensity, (h) type and average intensity, (i) type and maximum intensity, and (j) maximum and average intensity.
occur with an SSW event. This also explains why an SSW event is not always associated with a PULSE event. For instance, an SSW event could be a result of mass accumulation by several PULSE events over a long period before the SSW event, but accompanied by a slightly above-normal mass transport event, which becomes the tipping point, as in the two SSW events that cooccurred with no PULSE event. This is why we refer to SSW events as a ''special'' subset of PULSE events when describing the relationship between SSW and PULSE events.
By marking in Fig. 3 the occurrence of PULSE events accompanied by D-type (denoted by red numbers) and S-type (denoted by blue numbers) SSW events according to their parameters, we found distinct features of PULSE events that correspond to different types of SSW events. Out of 12 PULSE events associated with D-type SSW events, seven are single-peak events, and the maximum peak number is three. PULSE events associated with S-type SSW events have a wider range of peak numbers, and only two out of nine are single-peak events. Furthermore, a large portion (six out of nine) of PULSE events associated with S-type SSW events have a duration longer than 2 weeks, while only one of the 12 PULSE events associated with D-type SSW events lasts that long. The average intensity of almost all (eight out of nine) PULSE events associated with S-type SSW events is between the 90th and 95th percentiles of the ST60N, whereas the average intensity of PULSE events associated with D-type SSW events has a wider range above the 80th percentile, although most (eight out of 12) are also in the range between the 90th and 95th percentiles. Similarly, the maximum intensity of almost all the PULSE events associated with S-type SSW events is above the 95th percentile, while four out of 12 of the PULSE events associated with D-type SSW events have maximum intensity in the range below. Therefore, from this one-to-one comparison between PULSE and SSW events, we infer that the PULSE events associated with S-type SSW events tend to have more peaks and longer duration and are slightly stronger than those associated with D-type SSW events.
According to previous studies on the spatial scale of the main wave forcing for the D-and S-type SSW events, as introduced above (Andrews et al. 1987; Liberato et al. 2007; Martius et al. 2009; Castanheira and Barriopedro 2010; Kuttippurath and Nikulin 2012) , we may anticipate that the D-type SSW events correspond to W1-type PULSE events, while the S-type SSW events correspond to W2-type PULSE events, though the correspondence between S-type SSW events and W2-type PULSE events might be weaker. Table 1 shows that 10 out of 12 PULSE events associated with D-type SSW events belong to the W1 or W1* type, confirming the dominant role of strengthened wavenumber-1 waves for D-type SSW events. It can also be seen that there is one PULSE event accompanied by a D-type SSW event belonging to the None type, indicating that stronger waves of smaller spatial scales are also able to induce PULSE events cooccurring with D-type SSW events. Out of the nine S-type SSW events, five are accompanied by W2-or W2*-type PULSE events, while the remaining four events co-occurred with W1-or W1*-type PULSE events. In most cases of the W2*-and W1*-type events associated with S-type SSW events, we found that stronger wavenumber-1 waves tend to precede the strengthening of wavenumber-2 waves, which is consistent with the findings of Martius et al. (2009) , Nishii et al. (2011) , and Bancalá et al. (2012) . Despite the consistency pointed out above, we see clear differences between the classification method of SSW events based on the polar vortex structure and that of PULSE events based on the dominant spatial scale of wave forcing that drives the meridional mass transport of warm air into the polar stratosphere.
It is interesting to note that there seems to be some consistency and linkage among the following four findings: 1) the PULSE events associated with S-type SSW events tend to have more peaks and longer duration and are slightly stronger than those associated with D-type SSW events; 2) the PULSE events associated with S-type SSW events mainly belong to the W2 and W1* types; 3) W2-and W1*-type PULSE events tend to have more peaks and last longer; and 4) most of the PULSE events with large intensity belong to the W2 type. These findings again reveal the correspondence between SSWs of specific types and PULSE events of specific characteristics, confirming that SSW events are a special subset of PULSEs.
Cold weather associated with SSW and PULSE events a. Composite mean temporal evolution of cold area indices
In this section, we compare the surface weather impact of SSW and PULSE events. Our focus is on the midlatitudes, where cold events exert the most severe impact. The black curves in Fig. 5 are the composite means of cold area indices, CNA0.5 (Figs. 5a,c) and CEA0.5 (Figs. 5b,d ), associated with D-type (Figs. 5a,b) and S-type (Figs. 5c,d ) SSW events. Recall that the CNA0.5 and CEA0.5 measure the percentage area occupied by SAT anomalies at least 0.5 local standard deviation below normal over the midlatitudes of the North American and Eurasian continents, respectively, in the Northern Hemisphere. It can be seen that for both types of SSW event, the composite mean CNA0.5 is below its 50th percentile (28.5%; see Fig. 2b ), but the composite mean CEA0.5 is significantly above its 50th percentile (28.7%; see Fig. 2b ) in the month before the central dates of SSW events. Compared with S-type SSW events, during D-type SSW events, the composite mean value of CNA0.5 is much lower and statistically significant, and the statistically significant above-normal composite mean CEA0.5 lasts longer. After the central dates of D-type SSW events, the composite mean value of CNA0.5 rises above its 50th percentile, while that of the CEA0.5 falls below its 50th percentile. The composite mean value of CNA0.5 is generally above its 50th percentile in the 1-2 weeks and the fourth week following the central dates of S-type SSW events, with three peaks at lag times of 21, 10, and 30 days after the peak dates of SSW events. The composite mean value of CEA0.5 rises a few percent above its 50th percentile in the 2-3 weeks after the central dates of S-type SSW events. The difference in the composite mean of cold area indices associated with SSW events between S and D types can be inferred by comparing the black curves in Fig. 5a with Fig. 5c and those in Fig. 5b with Fig. 5d . The composite mean CNA0.5 is larger in the 2-3 weeks centered on the central dates of S-type SSW events, compared with that associated with D-type SSW events. In the week before (after) that period (2-3 weeks centered on the peak dates), the CNA0.5 tends to be smaller (larger), while the CEA0.5 tends to be larger (smaller) in D-type SSW events. These features are consistent with those reported in Mitchell et al. (2013) and Lehtonen and Karpechko (2016) , despite some minor disparities.
The difference in the relationships between D-and S-type SSW events and CAO over North America and Eurasia is related to the tropospheric circulation patterns associated with different types of SSW events. It is reported that blockings in the Euro-Atlantic sector mostly lead to the development of D-type warmings, whereas blockings in the Pacific region mostly precede S-type major SSWs (Martius et al. 2009; Nishii et al. 2011; Bancalá et al. 2012) . The structure and evolution of the vortex after central dates of SSW differ greatly, which is responsible for differences in the following surface weather (Matthewman et al. 2009; Mitchell et al. 2011 Mitchell et al. , 2013 . The evolution of the anomalies during S-type events is more barotropic than during displacement events. As to the D-type SSW, increased blocking activity is observed over Canada in the month after, which might be the result of reflection of upwardpropagating planetary waves from Eurasia (Coughlin and Tung 2005; Kodera et al. 2008) . Most of these previous studies pointed out that the difference in the associated tropospheric circulation anomalies with SSW events mainly depends on whether the SSW event is driven by stronger wavenumber 1 or wavenumber 2.
It is also worth pointing out that the composites above the 90% statistical significance level are mainly found in limited periods, and those periods tend to be in the month before, rather than after, the central dates of SSW events. Moreover, the composite mean values of CNA0.5 during the period 230 to 30 days relative to the central dates of S-type SSW events are all statistically insignificant, indicating large case-to-case variability in the temporal variations of the cold area percentage over midlatitude North America around S-type SSW events. For this reason, we carefully divide D-type SSW events into five subgroups, according to the type of accompanying PULSE event. We only show the composite mean cold area indices in the 1 month before to 1 month after the central dates of D-type SSW events co-occurring with PULSE events of W1 (red solid curve) and W1* (red dashed curve) types in Fig. 5 , as D-type SSW events tend to be accompanied by PULSE events with a duration belonging to the W1 or W1* type, and fewer than two D SSW events are accompanied by None-, W2*-, and W2-type PULSE events (see Table 1 ). It can be seen that the red solid curves are quite similar to the black curves, consistent with the fact that most of the D-type SSW events are accompanied by W1-type PULSE events. However, it is noteworthy that a large difference can be found between D-type SSW events belonging to the W1 and W1* subgroups in the composite mean temporal evolution of both CNA0.5 and CEA0.5. It can be seen that for SSW events accompanied by W1*-type PULSE events, the CNA0.5 is above the 50th percentile in two periods: one around 220 to 210 days before the central dates and the other in the 2-3 weeks after the central dates of the SSW event. The variations in the composite mean CNA0.5 before the central dates of the SSW events belonging to the W1* subgroup are almost opposite to the variations associated with SSW events belonging to the W1 subgroup. The other minor difference is that the above-normal composite mean CEA0.5 in the month before the central dates is 5%-10% smaller for SSW events accompanied by W1*-type PULSE events than those accompanied by W1-type PULSE events. Similarly, we divide the S-type SSW events according to the type of accompanying PULSE event and examine the associated composite mean cold area indices. Again, only composites relative to the S-type SSW events belonging to the W2 (blue curve) and W1* subgroups (dashed red curve) that occur at least twice are shown in Figs. 5c and 5d . Owing to the dominance of the W2 type over the W1* type in the S-type SSW events, the black curves look close to the blue curves. The temporal evolution of the composite mean CNA0.5 associated with S-type SSW events belonging to the W1* subgroup, however, is quite similar to that associated with D-type SSW events belonging to the W1* subgroup (red dashed curve in Fig. 5a ), both of which show two above-normal periods, namely, 3-4 weeks before and 2-3 weeks after central dates. This distinct temporal variation of CNA0.5 between the two subgroups of SSW events contributes to the uncertainty in the temporal evolution of cold area indices around the S-type SSW events. The temporal evolution of the composite mean CEA0.5 associated with S-type SSW events belonging to the W1* subgroup also shows an overall decreasing trend from 1 month before to 1 month after the central dates, as in D-type SSW events belonging to the W1* subgroup, even though the deviation from its 50th percentile is larger and there is a short period of CEA0.5 above the 50th percentile after the central dates, indicating possible modification by the different types of SSW on the relation of W1*-type PULSE events with Eurasian weather. These results, in general, indicate that the same type of SSW event classified based on the polar vortex structure can be related to different temporal variations in the large-scale cold events over the two continents. This difference may involve the various types of PULSE events co-occurring with SSW events.
Next, we investigate the relationship between cold area indices and PULSE events of each of the five types and how their relationship varies with peak number, duration, and intensity ranges of the PULSE events. We then compare this with the relationship between cold area indices and SSW events. As the None type accounts for a small portion of the PULSE events and the associated surface CAO pattern is highly variable from case to case according to Yu et al. (2018b) , here, we only investigate the relationship between cold area indices and PULSE events belonging to the W1, W1*, W2, and W2* types. It is reported in section 3 that the duration
has comparatively large positive correlation with peak number, average intensity, and maximum intensity; thus, key features of temporal evolution of cold area indices around PULSE events with different peak numbers and intensity ranges can be largely represented by the temporal evolution of cold area indices around PULSE events with different durations of each type.
For this reason, we show in Fig. 6 only the temporal evolution of the composite mean CNA0.5 (left column) and CEA0.5 (right column) from 1 month before to 1 month after the central dates of PULSE events with different ranges of duration and belonging to the W1 (first row), W1* (second row), W2 (third row), and W2* (last row) types, while the composite mean cold area indices around PULSE events of different peak numbers and intensity ranges are provided in Figs. S1-S3 in the online supplemental material. Black curves in Fig. 6 indicate composite mean cold area indices relative to all PULSE events, and blue, yellow, and red curves indicate composites relative to PULSE events with durations of at least 4, 6, and 9 days, respectively. It can be seen that the temporal evolution of cold area indices associated with W1-type PULSE events is, overall, consistent with that associated with D-type SSW events accompanied by W1-type PULSE events (red solid curves in Figs. 5a,b) , indicating cold events with a larger area of impact over the midlatitudes of the Eurasian continent before the central dates, but over midlatitude North America after the central dates. It has to be admitted that two disparities can be found in composite mean temporal evolution of CEA0.5 index between W1-type PULSE events and D-type SSW events accompanied by W1-type PULSE events: 1) the duration of above-and below-normal period before and after central dates is shorter in the former, and 2) as the duration increases, the peak time tends to shift to a later time, which is possibly due to the definition of central dates of PULSE events. The deviation of CEA0.5 and CNA0.5 from their 50th percentiles tends to increase as the duration of PULSE events lengthens, especially for CNA0.5. As D-type SSW events tend to be accompanied by PULSE events with a duration of at least 4 days, it is necessary to compare the blue, yellow, and red curves in Figs. 6a and 6b with the red solid curves in Figs. 5a and 5b. Consistency between the two is found in terms of both temporal evolution and amplitude of the composites. The temporal evolution of the composite mean CEA0.5 around W1*-type PULSE events is similar to that around W1-type PULSE events. The composite mean CNA0.5, however, shows below-normal values in the 2 weeks centered on the central dates, but above-normal values in the period 10-20 days before and after the central dates. A comparison between the blue, yellow, and red curves in Figs. 6c and 6d and the red dashed curves in Figs. 5a-d also shows high consistency between W1*-type PULSE events and SSW events of both types accompanied by W1* PULSE events despite a time shift of few days. Associated with W2-type PULSE events, the composite mean CNA0.5 is above its 50th percentile in the 2 weeks centered on the central dates of PULSE events, with a maximum value of 48% at day 0, which is similar to the blue curve in Fig. 5c . It is interesting that even when considering all the W2-type PULSE events (121 events in total), the maximum value is still comparable to that in S-type SSW events, which means more than 100 W2-type PULSE events can be associated with cold events over North America. The composite mean values of CEA0.5 associated with W2-type PULSE events vary almost oppositely to W1-type PULSE events, with a smaller deviation from the 50th percentile. However, as the duration increases, the composite mean CEA0.5 tends to be above normal in the 2-4 weeks before the central dates, but slightly below normal after the central dates. This qualitatively resembles the composite mean CEA0.5 associated with S-type SSW events belonging to the W2 subgroup (blue curve in Fig. 5d ), but the time shift can also be seen, and the above-normal values of CEA0.5 are much larger before SSW events than PULSE events, implying that the continental-scale CAO over Eurasia tends to be the prerequisite for the occurrence of S-type SSW events, but not for W2-type PULSE events. Associated with W2*-type PULSE events, the CNA0.5 does not show statistically significant composite features, whereas the composite mean CEA0.5 index is statistically higher during the period 220 to 10 days relative to the central dates.
The composite means of cold area indices associated with PULSE events of different peak numbers (Fig. S1 ) and different intensity ranges (Figs. S2, S3 ) share similar correspondence with the composite means of cold area indices associated with SSW events shown in Fig. 5 . Slightly better or worse correspondence can be found dependent on types, which might be attributed to the complicated relationship between SSWs of S and D types and PULSE of five types with different ranges of duration, peak number, average intensity, and maximum intensity discussed in previous sections.
These results demonstrate that the relationship of cold area percentage over the midlatitudes of North America and Eurasia with SSW events follows the relationship of cold area indices with PULSE events, though a few disparities can be found (especially for the Eurasian continent). This also indicates that PULSE events are a more general indicator of CAOs than SSW events. Another important point to be made here is that even when excluding those PULSE events accompanied by major SSW events, the robust relationship of CAOs with PULSE events still holds (not shown). Note that some PULSE events during winter (November-March) were also overlaid with less drastic polar vortex warming events (i.e., minor warming and final warming), which is a relatively rapid breakdown of the polar vortex termination each winter. We further excluded PULSE events corresponding to minor warming and final warming events and found that the relationship between CAOs and PULSE events remains almost the same. It can be inferred that the remaining frequently occurring PULSE events, as well as the PULSE events related to substantial polar warming events, which are widely known, should be considered for use as a stratospheric indicator of individual CAO events.
b. One-to-one correspondence between CAO events and PULSE and SSW events
The temporal evolution of cold area indices shown above does not show the event-based correspondence of CAO events with PULSE and SSW events. Particularly for the frequently occurring PULSE events, larger values of cold area indices at longer lead-lag times might be due to another PULSE event in the neighborhood. It is necessary to diagnose how many PULSE events correspond to CAO events and how many PULSE events do not. This is similar to the sense of probability of detection (POD) and false alarm rate (FAR) of CAO events using PULSE and SSW events as a stratospheric circulation indicator. Here, a successful detection of CAO is defined when the peak of a CAO event occurs within a specific time window (e.g., 27 to 17 days) relative to the peak time of PULSE events or central dates of SSW events.
A CAO event is defined in a similar fashion to a PULSE event. It is a period when the cold area index continuously exceeds its 70th percentile. The value of the 70th percentile is 40% for the CNA0.5 index and 36% for the CEA0.5 index, as shown in Fig. 2b . During the 37 winters (November-March) in the period 1979-2016, there are 215 and 177 CAO events in total over the midlatitude regions of North America and Eurasia, respectively, and each of the CAO events is marked in the middle and lower panels of Fig. 1 . It can be seen that although most CAO events are single peaked, there are some events with several local peaks, which is also the case for PULSE events. CAO events with more than one peak can be regarded as cold events during which the whole period is anomalously cold, with above-normal cold temperature coverage but several rounds of shortlived cold surges taking place during that cold period.
It can also be found from the time series of ST60N and cold area indices in Fig. 1 that there is a better correspondence between the peak of a CAO and the peak of a PULSE event, rather than their central dates.
Regarding this feature, we constructed a peakweighted correspondence calculating method to derive the probability of detection and false alarm rate of CAOs using PULSE events as an indicator. The first step is to pair PULSE event peaks with CAO peaks. We search for the PULSE event peak nearest to each CAO peak. If two or more peaks of the same CAO event or two or more peaks of different CAO events pair with the same PULSE peak, we pair the PULSE event with the CAO peak closest to the PULSE peak only and leave the other CAO peaks unpaired. We define a variable Y1 as a function of the event number of CAO events n and peak number k [k 5 1, K(n)], where K(n) is the total number of peaks for CAO event n and the lag days of the CAO peak relative to the paired PULSE peak t lag . Y1 is set to 1 if the peak of the CAO is uniquely paired with a peak of the PULSE event; otherwise, Y1 is set to 0. The POD of CAO using PULSE events as an indicator as a function of t lag is calculated according to
where ''wgt'' is a weighting function derived as
Here, C corresponds to either CNA0.5 or CEA0.5; C peak (k, n) denotes the peak value of the cold area index (i.e., CNA0.5 or CEA0.5) for the peak k of CAO event n; and C 70th is the 70th percentile of the specific cold area index. If the CAO event n is single peaked [i.e., K(n) 5 1], then ''wgt'' is equal to 1. If the CAO event n is multipeaked [i.e., K(n) . 1], then ''wgt'' is larger for the peak with larger amplitude. Thus, the correspondence between a PULSE event peak and a CAO event peak with larger amplitude, which may exert more severe impacts on human life and the socioeconomic wellbeing of modern society, will be given more credit in counting the POD of the CAO event. By definition, if all the peaks of CAO events over the midlatitudes of the Eurasian or North American continents correspond uniquely to the peak of a PULSE event, then the sum of POD at all time lags is equal to 1 or 100%. We then derive the FAR (i.e., the percentage of PULSE events not corresponding to a CAO peak) using the peak-weighted correspondence calculating method. We define a variable, Y2, as a function of the event number of PULSE events n* and peak number k* [k* 5 1, K* (n*)], where K* (n*) is the total number of peaks for PULSE event n* and the lag time of the PULSE peak relative to the paired CAO peak t lag . Y2 is set to 1 if the PULSE event peak is uniquely paired with a CAO event peak; otherwise, Y2 is set to 0.
The FAR of CAO events using PULSE events as an indicator as a function of t lag is derived as
where
Here, ST60N(k*, n*) denotes the peak value of ST60N index for the peak k* of PULSE event n*, and ST60N 70th is the 70th percentile of the ST60N index. Accordingly, if the peak of a PULSE event with larger amplitude does not correspond to a CAO peak, it contributes more to the larger false alarm error using PULSE events as an indicator of CAO events. The same analysis is conducted for CAO and SSW events, except there is no need to consider the multipeak situation. Listed in Table 2 are the accumulated POD and FAR values in the lead-lag time windows of 214 to 0, 0 to 14, 27 to 7, 25 to 5, and 23 to 3 days, relative to the central dates of PULSE and SSW events. It can be seen that the POD of CAO events over midlatitude North America that occurs in the 2-week period centered on the peak dates of PULSE events is 72.9% and is even larger for CAO events over midlatitude Eurasia, at 73.7%. The POD for CAO events is much higher than the FAR (25.7%). In other words, more than 70% of CAO peaks occur around PULSE peaks, and only 25% of PULSE events are not accompanied by CAOs. Narrowing down the time window, the POD of CAO events that occur over midlatitude North America in the 10-day period centered on the peak dates of PULSE events is 64.7% and is 65.5% for Eurasian CAO events, which is still larger than the FAR. The POD of CAO events that occur over midlatitude North America in the 1-week period centered on the peak dates of PULSE events is 50.8% and is 53.3% for Eurasian CAO events, which is also larger than the FAR (41.6%). Considering the other two windows, 214 to 0 and 0 to 14 days, the POD is smaller than the FAR, indicating that the occurrence of CAO events tends to be ''simultaneous'' with the PULSE events. Owing to the rare occurrence of SSW events, the POD of CAO events using SSW events as an indicator for all the time windows is less than 6%. Note, however, that the FAR is not as small as expected, even though it is 100% certain that every SSW event can be paired with a CAO peak. This indicates that the SSW signal may not be a good indicator for the timing of occurrence of individual CAO events, despite it being useful for monthly mean surface air temperatures.
Conclusions
Using the ERA-Interim dataset covering 37 winters (November-March) in the period 1979-2016, we have examined the statistical relationship and further made a comparison in terms of the performance as a stratospheric indicator of winter cold air outbreak (CAO) events between two kinds of short-lived stratospheric signals: 1) SSW events that occur less than once in an average winter and 2) PULSE events, characterized by a pulse-like rapid increase in the meridional mass transport into the polar stratosphere, that occur more than nine times per winter. It is found that SSW events correspond to a small subset of large-amplitude and longlasting PULSE events. Vortex displacement (D type) SSW events tend to correspond to PULSE events dominated by stronger wavenumber-1 waves (W1 type and W1* type). Vortex splitting (S type) SSW events show a preference for being accompanied by PULSE events dominated by stronger wavenumber-2 waves (W2), though a portion of S-type SSW events correspond to W1*-type PULSEs. The PULSE events that co-occur with S-type SSW events tend to have more peaks, last longer, and be stronger than those PULSE events that co-occur with D-type events, which shows some consistency with the dependence of peak number, duration, and intensity on the type of PULSE events. The main features of the cold area percentage over the midlatitudes of North America and Eurasia related to SSW events are qualitatively consistent with previous studies. A larger area occupied by cold temperatures over midlatitude Eurasia tends to be found in the month before the central dates of SSW events of both types, while a larger area of cold temperatures over midlatitude North America tends to occur in the 3-4 weeks after the central dates of D-type SSW events and within the 2-3 weeks after central dates of S-type SSW events. In parallel with D-and S-type SSW events, a similar relationship with cold area indices is found mainly for W1-and W2-type PULSE events, though a few disparities can be found for the Eurasian continent. Note that W1*-type PULSE events co-occurred with eight SSW events of either S or D type. W1*-type PULSE events tend to be preceded by a larger cold area over both continents and followed by a larger cold area over midlatitude North America, which may increase the case-to-case variability of weather impacts associated with SSW events belonging to the same type (S or D). The relationship of PULSE events with cold area indices is found to be dependent on the peak number, duration, and average and maximum intensities. In general, PULSE events with larger peak number, longer duration, or larger intensity tend to have a more robust relationship with cold area indices. This robust relationship between PULSE events and cold area indices still holds when the PULSE events accompanied by major and minor SSW events, as well as final warming events, are excluded; thus, the remaining PULSE events can be attributed to CAO events during the 37 winters studied. In addition, to investigate the one-to-one correspondence between CAO events and PULSE and SSW events, we calculated the POD and FAR using PULSE or SSW events as indicators of CAO events. It was found that more than 70% of CAO events over the midlatitude regions of North America and Eurasia occur within the 2 weeks centered on the peak dates of PULSE events, while only 25% of PULSE events do not correspond to a CAO event peak. As for SSW events, a slightly smaller percentage of SSW events (21.7%) did not correspond to CAOs in the 2 weeks centered on the peak dates; however, due to the rare occurrence of SSW, SSW events indicate only a very limited percentage of CAO events (less than 6%).
For the purpose of improving the empirical prediction of subseasonal forecasts of CAOs, a useful indicator of CAOs ought to satisfy three requirements. They should 1) vary at a frequency close to CAOs, which is important to minimize the miss rate; 2) have a robust relationship with CAOs, which is necessary to minimize the false alarm ratio; and 3) be predictable by operational models at a longer lead time. Based on whether PULSE events satisfy these requirements, we summarize below the evidence supporting the statement that PULSE signals could be a more generalized stratospheric indicator of individual CAOs than the widely known SSW events and a useful supplementary signal that should be considered in subseasonal forecasts of CAOs:
d In an average winter, PULSE events occur up to nine times, whereas SSW events occur less than once.
d Both PULSE and SSW events have a robust relationship with CAOs, though the SAT anomalies associated with SSW events tend to be larger.
d Both SSW and PULSE events are potentially predictable by operational models beyond the 2-week predictability limit of the troposphere (Christiansen 2005; Charlton and Polvani 2007; Yoden et al. 2014; Stan and Straus 2009; Li and Ding 2011; Zhang et al. 2013; Tripathi et al. 2015; Cai et al. 2016) .
Note that except for the larger cold area over North America that occurred after PULSEs of W1 and W1* types, the cold periods over Eurasia lead the central dates of PULSE of these two types, and the cold periods over North America occurred in the meantime of PULSEs of W2 type. The boundary condition affected by surface temperature could be one of the causes of strengthened tropospheric planetary-scale waves (e.g., Kuroda and Kodera 1999; Garfinkel et al. 2010) . And those waves with deep vertical structure would extend to the stratosphere, driving PULSEs. One may doubt if such a ''simultaneous'' relationship between PULSEs and CAOs is useful since the stratosphere seems to be a reflection rather than a cause or precursor with lead time information. Cai et al. (2016) reported that the pulse signals in the stratospheric mass circulation have a longer predictability limit than surface continental cold air outbreaks, up to 1 month in advance in winter 2013/14. Thus, as long as the model is capable of predicting the timing and intensity of the PULSEs beyond 2 weeks, using the simultaneous relationship of PULSEs and CAOs can still extend the predictability of CAOs in the hybrid (dynamical plus statistical) framework. To validate the longer predictability limit of PULSE, we are currently conducting an evaluation of the prediction skill of the CFSv2 forecasts for the timing and type of PULSEs using more years of available S2S forecast data, and the physical mechanism for the longer predictability will be investigated in the future work.
