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Анотація. У статті, на основі відомих методів обчислення ентропії тексту проводиться їх удосконалення 
та описуються особливості обчислення інформаційної ентропії тексту в умовах проведення атаки семан-
тичним стисненням на лінгвістичну стегосистему, реалізовану в однойменному програмному комплексі, 
формалізується задача визначення ентропії тексту природньої мови в контексті подальшого дискурсного 
аналізу та видалення семантичної надлишковості. Вводяться додаткові параметри, що сприяють визна-
ченню семантичної ентропії осмисленого та штучно згенерованого тексту для проведення атаки семанти-
чним стиснення на лінгвістичну стегосистему, контейнером для якої виступає текстова інформація при-
родньої (англійської) мова. Обґрунтовуються розбіжності ентропії для різних стилів мови та пояснюється 
її збільшення зі зміною стилю завдяки потребі додавання до використаного словнику загальної термінології 
спеціалізованих словників. Крім особливостей розрахунку умовної та безумовної ентропії у випадку викори-
стання програмного комплексу проведення атаки на лінгвістичну стегосистему, наведено розрахунок по-
тужності використаного у ньому словнику та прописаних правил граматики, що і є додатковими параме-
трами, які зумовлюють обчислення ентропії в конкретному випадку, наводиться розрахунок максимальної 
ентропії (для неосмисленого тексту) та кількості інформації, що несе одне слово чи граматична форма у 
випадку максимальної та реальної ентропії. Крім того, наводиться обчислення межі семантичного стис-
нення та формалізовано задачу визначення надлишкової смислової інформації. Таким чином, стає можливим 
визначення якості проведення атаки стисненням, що проводиться на основі використання відповідного про-
грамного комплексу. Отримані результати можуть бути використані в подальших дослідженнях для удо-
сконалення засобів проведення атаки, що дозволить підвищити її ефективність за рахунок максимального 
наближення до межі семантичного стиснення. 
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Вступ  
На сьогоднішній день, потреба автоматизації 
обробки текстових даних в комп’ютерних системах 
стегоаналізу для дослідження інформаційних пото-
ків з метою виявлення і перекриття прихованих ка-
налів зв'язку або в рамках редагування матеріалів 
залишених користувачами на веб-сайтах з вільним 
доступом та запобігання таким чином несанкціоно-
ваного зберігання інформації на вільно доступних 
ресурсах чи визначення тематики та мети написання 
тексту, яка пов’язана з приховуванням стегоповідом-
лення зумовлює необхідність створення ефективних 
методик та їх програмних реалізацій, що могли б 
ефективно протидіяти методам стеганографії для 
запобіганню незаконної передачі чи зберігання да-
них. Для цього доречно використовувати одну з опи-
саних у [1] атак на стегосистему, а саме атаку проти 
вбудованого повідомлення, направлену на видален-
ня чи спотворення стегоповідомлення в контексті її 
застосування у відношенні лінгвістичної стегосисте-
ми, яка основана на використанні тексту природньої 
мови в якості контейнеру для приховування повідо-
млення. Саме в рамках науково-практичної задачі 
проведення автоматизованої атаки на лінгвістичну 
стегосистему шляхом семантичного стиснення, яка 
базується на результатах стегоаналізу, що прово-
диться за допомогою дискурсного аналізу та елемен-
тів інтенсіональної логіки, яка сформована в роботі 
[2], було реалізовано програмний комплекс прове-
дення атаки на лінгвістичну стегосистему. Він реалі-
зує атаку проти стегоповідомлення та описаний у 
статті [2]. Застосування цієї атаки саме для лінгвісти-
чної стегосистеми основане на семантичному стис-
ненні тексту. Підтвердження працездатності та ефе-
ктивності програмного комплексу в контексті лінгві-
стичного стегоаналізу надано в роботі [3]. Одним з 
основних модулів програмного комплексу є система 
обчислення ентропії, що входить до складу модуля 
стиснення тексту, що головним чином відповідає за 
видалення стегоповідомлення. Проте, на відміну від 
звичного уявлення про ентропію тексту, описану 
Шенноном, що зазвичай використовується для ви-
значення надлишковості текстової інформації шля-
хом дослідження статистики використання символів 
чи букв відповідного алфавіту, в контексті прове-
дення атаки семантичним стисненням слід врахову-
вати саме семантичну ентропію тексту природньої 
мови. Таким чином, аналізу підлягає імовірність по-
яви тієї чи іншої лексичної або синтаксичної конс-
трукції, притаманної тексту відповідного стилю.  
Аналіз досліджень та постановка завдання 
Обчислення ентропії для подібного типу ата-
ки, що наносить шкоду тексту шляхом видалення 
надлишковості було розроблено в роботі [4], однак в 
такому разі семантика початкового тексту втрачаєть-
ся, оскільки враховується лише символьна надлиш-
ковість, тому особливості обчислення семантичної 
ентропії тексту є важливою задачею. 
Що стосується стегоаналізу тексту, то у роботі 
[5] запропоновано метод, який базується на викорис-
танні інформаційної ентропії в ролі статичної змін-
ної слів у досліджуваному тексті разом з його диспе-
рсією як двокласифікаційні особливості. 
В роботах [6-8] досліджуються особливості се-
мантичної ентропії та підходи до її визначення, про-
те, не можливо ігнорувати твердження, описане в 
роботі [9], де говориться, що особливості використа-
ного словника та описаних правил граматики впли-
вають на ентропію тексту і в такому випадку ентро-
пія для кожного тексу буде обраховуватись по уніка-
льним правилам. Звідси витікає необхідність форма-
лізації обчислення ентропії тексту в умовах прове-
дення атаки на лінгвістичну стегосистему за допомо-
гою програмного комплексу [2]. Цим зумовлюється 
актуальність статті. Якщо мова йде про стиснення 
тексту на смисловому рівні, де ентропія одна з хара-
ктеристик, що зумовлюють визначення семантичної 
надлишковості текстової інформації, видалення якої 
зумовлює видалення і стегоповідомлення, що зму-
сить зловмисника виконати відповідні дії, які можуть 
скомпрометувати використаний алгоритм чи метод 
приховування повідомлення та підтвердити наяв-
ність прихованого каналу зв’язку, то для стегоаналі-
затору незвична ентропія буде ознакою наявності 
слідів модифікації тексту одним з можливих методів 
стеганографії. 
Крім того, в статті [10] надано результат екс-
периментального обчислення інформаційної ентро-
пії природньої мови на прикладі російської та казах-
ської. І, хоча, стаття присвячена дослідженню особ-
ливостей обчислення ентропії у випадку викорис-
тання конкретної програми по відношенню до анг-
лійської мови, порівняння отриманих даних по сти-
лям природньої мови може допомогти визначити 
перспективи застосування програми в майбутньому.  
Актуальність роботи зумовлена також тим, що 
описаний в [2] програмний комплекс також стосу-
ється питань дискурсного аналізу, а як відомо, зна-
чення повідомлення підпорядковується своїм прави-
лам імовірності, що відповідає ентропійним проце-
сам [11], а звідси слідує, що ентропія також впливає 
на визначення дискурсу і навпаки, особливості дис-
курсу тексту визначають його ентропію. 
На основі використання словників та пропи-
саних правил граматики, які розраховані на подаль-
ший дискурсний аналіз, можна стверджувати, що 
ентропія тексту, визначена запропонованою про-
грамою буде відрізнятися від типової ентропії тексту 
цього ж стилю, вирахуваної іншими програмними 
засобами, а отже також впливатиме на ефективність 
проведення атаки. Звідси слідує, що опис особливос-
тей вирахування ентропії саме в контексті роботи 
програмного комплексу може підтвердити його ви-
щу ефективність в порівнянні з аналогічними систе-
мами, а також визначити подальші дослідження в 
цьому напрямку і розвиток програмного продукту в 
напрямку вдосконалення стегоаналізу та проведення 
атаки. Таким чином формалізація задачі обчислення 
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ентропії тексту англійської мови в даному контексті 
є необхідною.  
Метою роботи є наведення особливості обчи-
слення інформаційної ентропії тексту в умовах про-
ведення атаки семантичним стисненням на лінгвіс-
тичну стегосистему, реалізовану в однойменному 
програмному комплексі, формалізація задачі визна-
чення ентропії тексту природньої мови в контексті 
подальшого дискурсного аналізу та видалення сема-
нтичної надлишковості.  
Основна частина дослідження 
Враховуючи описану в [12] особливість визна-
чення семантичної надлишковості, що можна спос-
терігати у випадку, коли кілька елементів поверхне-
вої структури представляють один елемент глибин-
ної, можна використати ентропію смислової інфор-
мації тексту, вирахувану за допомогою формул, опи-
саних в [9], за відмінністю, що вони адаптовані для 
задач скорочення тексту. Саме ці обчислення най-
краще підходять в якості основи для задачі прове-
дення атаки на лінгвістичну стегосистему, оскільки 
описаний підхід розрахований під літературні текс-
ти, зокрема вірші, і говориться, що залишкова ент-
ропія може бути використана для застосування від-
повідних літературних прийомів, а отже можна зро-
бити висновок, що і для приховування інформації. 
Таким чином у загальному вигляді інформа-
ція в реченні, що потребує видалення визначати-
меться на основі формули, описаної в [9, c. 27-28] як 
різниця безумовної ентропії H(x) і умовної ентропії 
H(x/y) за формулою (1): 
)/()()/( yxHxHyxI  , (1) 
де об’єкт y – стиснене речення, об’єкт x – задане по-
чаткове речення. Тобто під умовною ентропією ро-
зуміється мінімальна кількість інформації необхідної 
для побудови стисненого речення y при заданому 
початковому реченні x. Інформація в початковому 
реченні відносно стисненого і буде тією надлишкові-
стю, що повинна бути видалена, модифікована чи 
замінена в рамках проведення атаки на стегосистему. 
Визначення умовної та безумовної ентропії з 
метою виявлення необхідної для видалення інфор-
мації залежить від використаного словнику та про-
писаних правил граматики. Таким чином, відомо, 
що безумовна ентропія [13] визначається за форму-
лою (2): 
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де P( i ) – імовірність появи символу джерела алфа-
віту, k  – потужність алфавіту. Безумовна ентропія 
максимальна і характеризується рівно очікуваними 
синтаксичними чи лексичними одиницями. Саме 
такою ентропією буде володіти штучно згенерова-
ний неосмислений текст. При обчисленні ентропії 
осмисленого тексту слід враховувати також потуж-
ність словника та прописані у даному середовищі 
правила граматики, що зумовлюють використання 
відповідних словоформ в англійській мові та розга-
луження семантики, адже як таких словоформ в анг-
лійській мові не існує, а граматичні ознаки лексична 
одиниця отримує з граматичної структури, у якій 
вона вжита. Тому слід ввести додаткові параметри, 
що впливають на особливості визначення ентропії у 
програмному комплексі проведення атаки на лінгві-
стичну стегосистему. В такому разі, безумовна ент-
ропія Н(х) визначатиметься за формулою (3): 
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де l – потужність прописаного граматичного апара-
ту, d – потужність використаного словника, P(xij) – 
імовірність появи слова джерела словника у відпо-
відності до граматичного апарату. Це зумовлено тим 
фактом, що від використаного правила залежить 
значення (словоформа) одного і того ж слова. В про-
грамному комплексі [2] використовується словник 
Мюллера (24 видання) об’ємом 66 000 слів, отже d = 
66 000. Граматичний апарат складається з 20 основ-
них правил, кожне з яких складається з 13-17 підпо-
рядкованих правил, тому l = 290. Це значення приб-
лизне і зумовлено тим, що хоча загальна кількість 
правил більша, проте саме ці правила є найбільш 
уживаними, та можуть значно впливати на ентропію 
тексту. Таким чином, одне слово буде нести D інфо-
рмації: 2log 66000 16D   біт/слово. Словоформа чи 
лексична одиниця у відповідності до правил грама-
тики буде нести L інформації: 2log 290 8L    біт на 
граматичну одиницю. 
За статистичними даними, найбільш вживані 
слова зі словника складають близько 8 000 слів, якщо 
брати до уваги розмовний стиль. Це знижує кількість 
інформації одного слова, а відповідно і ентропію 
(імовірність передбачення зустрічі того чи іншого 
слова). Таким чином кількість інформації, що несе 
одне слово 1 2log 8000 13D    біт/слово. Якщо також 
враховувати і найбільш вживані правила граматики 
(наприклад, 10 часових форм замість існуючих 24, 
використання допоміжного дієслова «will» замість 
застарілого «shall» та багато інших особливостей), то 
кількість інформації, що несе граматична одиниця 
1 2log 110 7L    біт на граматичну одиницю. Таким 
чином, врахування частоти вживання слова та його 
зв’язків з іншими словами і конструкціями, зменшує 
ентропію. Очевидно, що для різних текстів, які на-
віть належать до одного стилю ентропія буде різною, 
тому врахування особливостей кожного тексту, на 
основі правил граматики та використаного словника 
є необхідною умовою його стиснення, а отже і вида-
лення потенційного стегоповідомлення, приховано-
го у ньому. 
Що стосується специфічної літератури, напи-
саної, наприклад, в науковому стилі, то використана 
лексика має свої особливості і не є широко розпо-
всюдженою, а відповідно і виникає необхідність до 
словника Мюллера додавати словники фахової тер-
мінології, використаної у тексті. Це збільшує кіль-
кість інформації, що несе одне слово, оскільки до 
66 000 описаних слів у словнику додатково приєдну-
ються специфічні терміни. Саме цим і пояснюється 
описане в [12] різноманіття ентропії у різних стилях і 
менша ентропія тексту розмовного стилю в порів-
нянні, наприклад, з науковим. А саме, зазначена 
адекватність та принциповість ентропії для офіцій-
ISSN 2225-5036 (Print), ISSN 2411-071X (Online) 
http://infosecurity.nau.edu.ua; http://jrnl.nau.edu.ua/index.php/Infosecurity 
но-ділового, наукового, публіцистичного та худож-
нього стилів, на основі чого можна зробити висно-
вок, що ентропія офіційно-ділового та наукового 
стилю досить низька в порівнянні з публіцистичним, 
ентропія якого в свою чергу нижча, ніж у художнього. 
Програмний комплекс враховує особливості 
кожного стилю, тому виникає необхідність викорис-
тання частотного словнику англійської мови і, таким 
чином, визначення вживаності слова у досліджува-
ному тексті. Крім того, на ентропію впливає імовір-
ність появи однієї лексичної конструкції після іншої, 
що визначається правилами граматики, тому ці по-
няття (прописані правила граматики та використане 
слово) розглядаються лише разом. 
При тому, необхідно враховувати межу сема-
нтичного стиснення, перевищення якої приведе до 
втрати семантичної цілісності, в той же час, значне 
віддалення від цієї межі сприятиме зниженню ефек-
тивності подальшої атаки на стегосистему. Таким 
чином, застосовуючи описану в [13] особливість ефе-
ктивного кодування до лінгвістичної стегосистеми та 
семантичного стиснення текстової інформації, мож-
на стверджувати, що гранична межа Lгр. буде тим 
обмеженням, що накладається на видалену семанти-
чну інформацію з метою перешкоджання втрати 
семантичної структури початкового тексту та розра-
ховуватиметься за формулою (4): 
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де l – потужність прописаного граматичного апара-
ту, d – потужність використаного словника, fij – час-
тота вживання j-го слова з використаного словника у 
відповідності з i-м правилом граматики, що і вимагає 
використання частотного словника англійської мови 
в комплексі зі словниками фахової та загальновжи-
ваної термінології для підвищення точності дослі-
дження та ефективності атаки. 
Як відомо, умовна ентропія величини Y при 
спостереженні величини X [13] визначається за фор-
мулою (5): 
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де N – число можливих станів системи X, M – число 
можливих станів системи Y, P – імовірність входжен-
ня системи X в стан xi відносно стану yj системи Y. 
Що стосується обчислення умовної ентропії з огляду 
проведення атаки на лінгвістичну стегосистему, то в 
такому разі слід враховувати імовірність появи лек-
сичних одиниць, як в ансамблі X, так і в ансамблі Y. 
В такому разі ентропія заданого початкового речен-
ня x при спостереженні можливого стисненого ре-
чення y буде обчислюватись за формулою (6): 
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де N – число можливих станів початкового речення 
x, M – число можливих станів стисненого речення y, 
P – імовірність входження речення x в стан xj віднос-
но стану yi речення y. Таким чином, згадана інфор-
мація I(x/y), що потребує видалення повинна відпо-
відати умові (7), що є різницею формул (3) та (6) та 
менша граничної межі (4): 
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(7)
Звідси слідує можливість ствердження, що в 
програмному комплексі проведення атаки на стего-
систему, інформація, яка потребує видалення при 
семантичному стисненні тексту, а відповідно і зни-
щенні стегоповідомлення в результаті проведення 
атаки на стегосистему, є різницею безумовної та 
умовної ентропії, що обраховуються у відповідності з 
особливостями, зумовленими лінгвістичним стего-
аналізом та використаним словником і граматичним 
апаратом та за умови відповідності зазначеним ме-
жам семантичного стиснення. 
На основі описаних принціпів ентропії функ-
ціонує згаданий програмний комплекс проведення 
атаки на лінгвістичну стегосистему [2], роботу якого 
протестовано, в тому числі і в плані ентропії та її 
розрахунку та порівняно з існуючими аналогічними 
системами [3]. Такий підхід до обрахунку ентропії, 
введені параметри, та особливості використання 
словникових баз даних зумовлюють описане в статті 
[3]підвищення якості роботи багатьох модулів про-
грамного комплексу. 
Висновок  
Для формалізації задачі визначення ентропії 
тексту природньої мови в контексті подальшого дис-
курсного аналізу та видалення семантичної над-
лишковості було наведено особливості обчислення 
умовної та безумовної інформаційної ентропії тексту 
в умовах проведення атаки семантичним стиснен-
ням на лінгвістичну стегосистему, реалізовану в од-
нойменному програмному комплексі. Формалізова-
но розрахунок межі семантичного стиснення, пере-
вищення якої спричинить втрату важливої початко-
вої семантичної інформації тексту. Введено додатко-
ві параметри, що характеризують особливості вико-
ристаного словника та зв’язок слів за допомогою 
прописаних у програмному комплексі правил анг-
лійської граматики. Максимальна потужність слов-
ника (за умови розгляду не фахового тексту без спе-
ціалізованої термінології) складає 66 000. Максима-
льна потужність зазначених правил граматики, що 
впливають на ентропію 290. Дійсна потужність слов-
ника 8 000, правил граматики 110. Кількість інфор-
мації, що несе одне слово від 13 до 16 біт/слово. Кі-
лькість інформації, що несе граматична одиниця від 
7 до 8 біт на граматичну одиницю. 
Описаний підхід до обрахунку ентропії забез-
печує якісне покращення стегоаналізу, а саме неза-
лежність результатів атаки на стегосистему від ент-
ропії тексту. 
Результати дослідження можуть бути викори-
стані для визначення якості проведення атаки стис-
ненням на лінгвістичну стегосистему. В подальших 
дослідженнях формалізоване визначення ентропії 
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дасть змогу удосконалити засоби проведення атаки. 
Крім того дозволить підвищити ефективність атаки 
за рахунок максимального наближення до межі се-
мантичного стиснення. Є основою для проведення 
подальших дій та етапів методу семантичного стис-
нення текстової інформації для протидії комп’юте-
рній лінгвістичній стеганографії, оскільки ці дії ви-
конуються з оглядом на обраховану максимально 
можливу інформацію, що може бути видалена на 
основі особливостей обчислення ентропії. 
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Тарасенко Я. В., Пивень О.Б. Особенности вычисления информационной энтропии текста в условиях проведе-
ния атаки семантического сжатием на лингвистическую стегосистему 
Аннотация. В статье, на основе известных методов вычисления энтропии текста, производится их усовершенствование 
и описываются особенности исчисления информационной энтропии текста в условиях проведения атаки семантическим 
сжатием на лингвистическую стегосистему, реализованную в одноименном программном комплексе, формализуется зада-
ча определения энтропии текста естественного языка в контексте дальнейшего дискурсного анализа и удаления семанти-
ческой избыточности. Вводятся дополнительные параметры, способствующие определению семантической энтропии 
осмысленного и искусственно сгенерированного текста для проведения атаки семантическим сжатия на лингвистическую 
стегосистему, контейнером для которой выступает текстовая информация естественного (английского) языка. Обосно-
вывается различие энтропии для разных стилей языка и объясняется ее увеличение с изменением стиля благодаря необхо-
димости добавления к использованному словарю общей терминологии специализированных словарей. Кроме особенностей 
расчета условной и безусловной энтропии, в случае использования программного комплекса проведения атаки на лингви-
стическую стегосистему, приведен расчет мощности использованного в нем словаря и прописанных правил грамматики, 
являющихся дополнительными параметрами, которые обусловливают вычисления энтропии в конкретном случае. Приво-
дится расчет максимальной энтропии (для неосмысленного текста) и количества информации, которую несет одно слово 
или грамматическая форма в случае максимальной и реальной энтропии. Кроме того, приводится вычисление предела 
семантического сжатия и формализована задача определения избыточности смысловой информации. Таким образом, ста-
новится возможным определение качества атаки сжатием, проводимой на основе использования соответствующего про-
граммного комплекса. Полученные результаты могут быть использованы в дальнейших исследованиях для совершенство-
вания средств проведения атаки, что позволит повысить ее эффективность за счет максимального приближения к гра-
нице семантического сжатия.   
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