Within the framework of the theory of quaternion column-row determinants and using determinantal representations of the Moore-Penrose inverse previously obtained by the author, we get explicit determinantal representation formulas of solutions (analogs of Cramer's rule) to the quaternion two-sided generalized Sylvester matrix equation A1X1B1 + A2X2B2 = C and its all special cases when its first term or both terms are one-sided. Finally, we derive determinantal representations of two like-Lyapunov equations.
Introduction
Let H m×n and H m×n r stand for the set of all m × n matrices and matrices with rank r, respectively, over the quaternion skew field H = {a 0 + a 1 i + a 2 j + a 3 k | i 2 = j 2 = k 2 = −1, a 0 , a 1 , a 2 , a 3 ∈ R}, where R is the real number field. In this paper, we investigate the two-sided coupled generalized Sylvester matrix equation over H,
Since Sylvester-type matrix equations have wide applications in several fields (see, e.g. [3, 34, [41] [42] [43] 52] ), these equations are thoroughly studied and there are many important results about them (see,e.g. [6, 25, 29, 35, 46, 47, 53] ). Mansour [28] studied the solvability condition of (1.1) in the operator algebra. Liping [26] has began investigations of a similar equation over the quaternion skew field. Baksalary and Kala [2] derived the general solution to (1.1) expressed in terms of generalized inverses that has been extended to the quaternion skew field in [44, 45] . Quaternion matrix equations similar to Eq.(1.1) have been recently investigated by many authors (see, e.g. [4, 5, 8, 9, 11, 31-33, 36, 48-51] ). The main goal of this paper is to derive determinantal representations of the general solution to Eq.(1.1) and its all special cases over the quaternion skew field using previously obtained determinantal representations of the MoorePenrose inverse. Evidently, determinantal representation of a solution of a matrix equation (which is expressed in terms of generalized inverses) gives a direct method of its finding analogous to classical Cramer's rule (when a solution is
The problem for determinantal representation of quaternion generalized inverses as well as solutions and generalized inverse solutions of quaternion matrix equations only now can be solved due to the theory of column-row determinants introduced in [13, 14] . Within the framework of the theory of column-row determinants, determinantal representations of various generalized quaternion inverses and generalized inverse solutions to quaternion matrix equations have been derived by the author (see, e.g. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] ) and by other researchers (see, e.g. [37] [38] [39] [40] ).
The paper is organized as follows. In Subsection 2, we start with introduction of row-column determinants, and determinantal representations of the MoorePenrose inverse and of solutions to the quaternion matrix equation AXB = C and its special cases previously obtained within the framework of the theory of row-column determinants. The explicit determinantal representation solution to Eq.(1.1) is derived in Section 3. In Subsection 4, we give Cramer's rules to special cases of (1.1) when only one term of the equation is two-sided. In Subsection 5 and 6, we get Cramer's rules to special cases of (1.1) when both terms of the equation are one-sided, and to some two similar Lyapunov equations, respectively. A numerical example to illustrate the main results is considered in Section 7. Finally, in Section 8, the conclusions are drawn.
2 Preliminaries. Elements of the theory of rowcolumn determinants.
For A ∈ H n×n , we define n row determinants and n column determinants. Suppose S n is the symmetric group on the set I n = {1, . . . , n}.
Definition 2.1. The ith row determinant of A = (a ij ) ∈ H n×n is defined for all i = 1, . . . , n by putting
where i k2 < i k3 < · · · < i kr and i kt < i kt+s for all t = 2, . . . , r and s = 1, . . . , l t .
Definition 2.2. The jth column determinant of A = (a ij ) ∈ H n×n is defined for all j = 1, . . . , n by putting
where j k2 < j k3 < · · · < j kr and j kt < j kt+s for t = 2, . . . , r and s = 1, . . . , l t .
Since [13] for Hermitian A we have
its determinant is defined by putting det A := rdet i A = cdet i A for all i = 1, . . . , n.
We shall use the following notation. Let α := {α 1 , . . . , α k } ⊆ {1, . . . , m} and β := {β 1 , . . . , β k } ⊆ {1, . . . , n} be subsets with 1 ≤ k ≤ min {m, n}. Let A α β be a submatrix of A ∈ H m×n whose rows are indexed by α and whose columns are indexed by β. Similarly, let A α α be a principal submatrix of A whose rows and columns are indexed by α. If A is Hermitian, then |A| α α denotes the corresponding principal minor of det A. For 1 ≤ k ≤ n, the collection of strictly increasing sequences of k integers chosen from {1, . . . , n} is denoted by
Let a .j be the jth column and a i . be the ith row of A. Suppose A .j (b) denotes the matrix obtained from A by replacing its jth column with the column b, and A i . (b) denotes the matrix obtained from A by replacing its ith row with the row b. Denote the jth column and the ith row of A * by a * .j and a * i . , respectively. 
Remark 2.4. Note that for an arbitrary full-rank matrix, A ∈ H m×n r , a columnvector d .j , and a row-vector d i. with appropriate sizes, we put, respectively, if
, then the projection matrix A † A =: The following important orthogonal projectors L A := I − A † A and R A := I − AA † induced from A will be used below.
Theorem 2.7.
[44] Let A ∈ H m×n , B ∈ H r×s , C ∈ H m×s be known and X ∈ H n×r be unknown. Then the matrix equation
is consistent if and only if AA † CB † B = C. In this case, its general solution can be expressed as , B ∈ H r×s r2 . Then the partial solution
are the column vector and the row vector, respectively.c i. andc .j are the ith row and the jth column of C = A * CB * .
Corollary 2.9. Let A ∈ H m×n k , C ∈ H m×s be known and X ∈ H n×s be unknown. Then the matrix equation AX = C is consistent if and only if AA † C = C. In this case, its general solution can be expressed as X = A † C+L A V, where V is an arbitrary matrix over H with appropriate dimensions. The partial solution X 0 = A † C has the following determinantal representation,
whereĉ .j is the jth column ofĈ = A * C.
Corollary 2.10. Let B ∈ H r×s k , C ∈ H n×s be given, and X ∈ H n×r be unknown. Then the equation XB = C is solvable if and only if C = CB † B and its general solution is X = CB † + WR B , where W is a any matrix with conformable dimension. Moreover, its partial solution X = CB † has the determinantal representation,
whereĉ i. is the ith row ofĈ = CB * .
3 Determinantal representations of a partial solution to the generalized Sylvestr equation (1.1).
Then the following results are equivalent.
(ii)
In that case, the general solution of (1.1) can be expressed as the following,
, B 2 ∈ H q×s r4 , rank M = r 5 , rank N = r 6 , and rank S = r 7 .
First, consider each term of (3.7) separately.
(i) By Theorem 2.8 for the first term of (3.7), A †
, we have
are the column vector and the row vector, respectively. c
k. and c (1) . l are the kth row and the lth column of
(ii) Using the determinantal representation (2.1) for A † 1 and by Theorem 2.8, we obtain the the following representation of the second term of (3.7),
where
are the column vector and the row vector, respectively.ã (2) . t is the tth column of
k. and c (2) . l are the kth row and the lth column of
(iii) For the third term of (3. 12) where 14) and
are the column vector and the row vector, respectively.s . t is the tth column of
f. is the f th row ofB
k. and c
. l are the kth row and the f th column of C 3 := A * 2 CN * . Now, we consider each term of (3.8).
(i) Due to Theorem 2.8 for the first term
gf ) of (3.8), we have
k. and c (4) .l are the kth row and the lth column of
gf ) of (3.8) using (2.3) for a determinantal representation of P S , and due to Theorem 2.8 for
where η tf is (3.13) or (3.14). So, we prove the following theorem.
Then the pair solution (3.7)-(3.8),
∈ H p×q to Eq. (1.1) by the components
gf , has the determinantal representation, where the term x (11) ij is (3.9) or (3.10),
gf is (3.15) or (3.16), x (22) gf is (3.17).
4 Cramer's Rules for special cases of (1.1) with only one two-sided term.
In this section, we consider all special cases of (1.1) when only second term is two-sided. 1. Let in Eq.(1.1) the matrix B 1 be vanish, i.e. B 1 = I s . Then, we have the equation
, and L N = R N = I and taking into account the simplifications by (3.4) and (3.5), then we derive the following analog of Lemma 3.1.
In that case, the general solution of (1.1) can be expressed as follows,
where U, V, and W are arbitrary matrices of suitable shapes over H .
By putting U, V, and W as zero-matrices of suitable shapes, we obtain the following partial solution of (4.1),
Further we give determinantal representations of (4.2)-(4.3).
, B 2 ∈ H q×s r3 , and rank M = min{rank A 2 , rank R A1 } = r 4 . Then the solution X 1 = x (1) ij ∈ H n×s from (4.2) has the determinantal representation
. t is the tth column ofÃ 2 :
.j and c (2) .j are the jth columns of
3) has the determinantal representations
. l are the kth row and the lth column of
Proof. By using Corollary 2.9 to the both terms of (4.2) and Theorem 2.8 to (4.3), we evidently obtain the determinantal representations (4.4) and (4.5)-(4.6), respectively.
2. Let now in Eq.(1.1) the matrix A 1 be vanish, i.e. A 1 = I m . Then we have the equation
where B 1 ∈ H r×s , A 2 ∈ H m×p , B 2 ∈ H q×s , C ∈ H m×s be given, X 1 ∈ H m×r and X 2 ∈ H p×q are to be determined. Since (
In that case, the general solution of (4.7) can be expressed as follows
where V, Z and W are arbitrary matrices of suitable shapes over H .
By putting V, Z, and W as zero-matrices of suitable shapes, we obtain the following partial solution of (4.7),
Further we give determinantal representations of (4.8)-(4.9).
, B 2 ∈ H q×s r3 , and rank N = r 4 . Then the solution (4.8) has the determinantal representation
i. is the ith row of
i. and c (2) l. are the ith and lth rows of C 1 := CB * 1 and C 2 := CN * , respectively, andb
t. is the tth row ofB 2 := B 2 B * 1 . The solution (4.9) has the determinantal representations
are the row vector and the column vector, respectively. c
. l and c
k. are the lth column and the kth row of C 3 := A * 2 CN * .
Proof. Using Corollary 2.10 to the first term of (4.8) and to the multipliers x of the second term of (4.8), we evidently obtain the determinantal representation (4.10). Using Theorem 2.8 to (4.9), we similarly get (4.11)-(4.12).
3. Finally, consider the case when both matrices A 1 and B 1 are vanish in Eq.(1.1), i.e. A 1 = I m and B 1 = I r . Then we have the equation
where A 2 ∈ H m×p , B 2 ∈ H q×r , C ∈ H m×r be given, X 1 ∈ H m×r and X 2 ∈ H p×q are to be determined. This equation is the famous generalized Stein equation.
, and L N = R N = I and taking account the simplifications by (3.4) and (3.5), then we have the following lemma. (ii) CL B2 = 0.
. In that case, the general solution of (1.1) can be expressed as the following,
14)
15)
where V and W are arbitrary matrices of suitable shapes over H.
Since determinantal representations of (4.14)-(4.15) are evidently, we omit them.
5 Cramer's rules for special cases of (1.1) with both one-sided terms.
In this section, we consider all special cases of Eq.(1.1) when its both terms are one-sided. 1. Let the matrices B 1 and A 2 be vanish in Eq.(1.1), i.e. B 1 = I s and A 2 = I m . Then we have the equation 
, and S = L M . Since R A1 is the orthogonal projector onto the kernel of A 1 , the we have
2) Due to (5.2) and taking into account of simplifications by (3.4) and (3.5), we have the following analog of Lemma 3.1. (ii) R A1 CL B2 = 0.
In that case, the general solution of (5.1) can be expressed as follows
3)
where U, V, and W are arbitrary matrices of suitable shapes over H.
gives the expression of the general solution of (5.1) that has been first derived in [1] .
By putting U, V, and W as zero-matrices of suitable shapes, the following partial solution of (5.1) can be obtained,
, B 2 ∈ H q×s r2 . Then the solution (5.5) has the determinantal representation
where c
(1)
.j is the jth columns of C 1 := A * 1 C. The determinantal representation of (5.6) is
where c (2) g. andä (1) g. are the gth rows of C 2 := CB * 2 and A 1 A * 1 , respectively. Proof. Using Corollary 2.9 to (5.5) and Corollaries 2.10 and 2.6 to (5.6), we evidently obtain the determinantal representations (5.7) and (5.8), respectively.
2. Let in Eq.(1.1) the matrices A 1 and B 2 be vanish, i.e. A 1 = I m and B 2 = I q . Then we have the equation
where B 1 ∈ H r×s , A 2 ∈ H m×p , C ∈ H m×s be given, X 1 ∈ H m×r and X 2 ∈ H Due to (5.10) and taking into account of simplifications by (3.4) and (3.5), the analog of Lemma 3.1 follows. (ii) R A2 CL B1 = 0.
In that case, the general pair solution of (5.9) is
where V and Z are arbitrary matrices over H of suitable shapes.
By putting V and Z as zero-matrices of suitable shapes, we have the following partial pair solution of (5.9),
. Then (5.11) has the determinantal representation 
i. is the jth row of C 1 := CB * 1 . The solution (5.12) has the determinantal representation 14) where c
.f andḃ (1) .f are the f th columns of C 2 := A * 2 C and B * 1 B 1 , respectively. Proof. Using Corollary 2.10 to (5.11) and Corollaries 2.9 and 2.5 to (5.12), we evidently obtain the determinantal representations (5.13) and (5.14), respectively.
3. Let the matrices B 1 and B 2 be vanish in Eq.(1.1), i.e. B 1 = B 2 = I r . Then we have the equation
where A 1 ∈ H m×n , A 2 ∈ H m×p , C ∈ H m×r be given, X 1 ∈ H n×r and X 2 ∈ H p×r are to be determined. So, L B1 = R B1 = 0, L B2 = R B2 = 0, P B2 = I, and N = 0.
Due to (3.4) and (3.5), the following analog of Lemma 3.1 can be obtained.
The following results are equivalent.
(i) Eq. (5.15) is solvable.
(
In that case, the general solution of (5.15) can be expressed as follows
where U and V are arbitrary matrices over H of suitable shapes.
By putting U and V as zero-matrices of suitable shapes, we have the following partial pair solution of (5.15),
The next theorem can be proved similarly to Theorem 4.2.
, and rankM = r 4 . Then the determinantal representation of (5.16) is the same as (4.4), and the solution (5.17) has the determinantal representation
.f is the f th column of C 2 := M * C.
4. Let, now, the matrices A 1 and A 2 be vanish in Eq.(1.1), i.e. A 1 = A 2 = I m . Then we have the equation
where B 1 ∈ H r×s , B 2 ∈ H q×s , C ∈ H m×s be given, X 1 ∈ H m×r and X 2 ∈ H m×q are to be determined. Since (ii) CL B2 L N = 0.
In that case, the general solution of (5.18) can be expressed as follows
where V, Z and W are arbitrary matrices over H of suitable shapes.
By putting V, Z, and W as zero-matrices of suitable shapes, we obtain the following partial solution to (5.18), 
t. is the tth row ofB 2 := B 2 B * 1 .
Proof. Using Corollary 2.10 to (5.20) and the both terms of (5.19), we evidently obtain the determinantal representations (5.21) and (5.22).
6 Cramer's rules for like-Lyapunov equations.
The well-known Lyapunov equation is AX + XA * = B. In this section, we consider some like Lyapunov equations.
1. Consider the following matrix equation,
where A ∈ H m×n , B ∈ H n×m , and C ∈ H m×m . Due to [30] , the following lemma can be expanded from the complex field to H. Lemma 6.1. If Eq. (6.1) has solution, and
is a solution to (6.1) and −R A CL B = 0.
Proof. The proof is similar to ( [30] , Theorem 1).
and B ∈ H n×m r2
. Then the solution X 0 = (x ij ) to (6.1) has the following determinantal representation,
3) or
4) where c (1) .j is the column vector of C 1 := A * C, and
are the row vector and the column vector, respectively. c (2) .k and c (2) l. are the kth column and the lth row of C 2 := A * CBB * .
Proof. Using Corollary 2.9 to the first term of (6.2) and Theorem 2.8 to the second term, we get (6.3)-(6.4).
2. Finally, consider the following matrix equation, 5) where A ∈ H m×n and B ∈ H m×m . Hodges [10] found the explicit solution to (6.5) and expressed it in terms of the Moore-Penrose inverse over a finite field. Djordjević [7] extended these results to the infinite dimensional settings. Due to [7, 10] , the following lemma can be expanded to H. (ii) B * = B or R A BR A = 0.
In that case, the general solution to (6.5) can be expressed as the following,
where Z ∈ H m×m satisfies A(Z + Z * )A * = 0 and Y ∈ H m×m is arbitrary.
Proof. The proof is similar to ( [7] , Theorem 2.2). Note that, in [7] , the equation A * X + X * A = B has been considered instead (6.5) with A and B as operators of Hilbert spaces. The result obtained in [7] would be equal to (6.6) by substituting A with A * and taking into account
By putting Z = Y = 0, we have the following partial solution to (6.5),
The following theorem on determinantal representations of (6.7) can be proven similar to Theorem 6.2.
. Then (6.7) has the determinantal representations
9) where b (1) .j is the column vector of B 1 := A * B, and
are the row vector and the column vector, respectively. b
.k and b (2) l. are the kth column and the lth row of B 2 := A * BAA * .
Examples
In this section, we give an example to illustrate our results. 1. Consider the matrix equation
with given matrices
By this given matrices, the consistency conditions of (3.1) from Lemma 3.1 are fulfilled. So, the system (7.1) is resolvable. Using determinantal representations (2.1)-(2.2) for computing Moore-Penrose inverses, we find that
So, L B1 = and N = 0. By putting free matrices U, V, Z, and W as zeromatrices, we first obtain the pair solution by direct matrix multiplications
Now, we find the solution to (7.1) by our new proposed approach, namely, by Cramer's Rule thanks to Theorem 3.3. Since A * 1 CB * 1 = 0, then x (11) ij = 0 for all i, j = 1, 2. Therefore, rank A 1 = rank A 2 = rank B 1 = rank B 2 = 1, and Hence, x
11 obtained by Cramer's Rule (7.3) and by the matrix method (7.2) are equal. Similarly, we can obtain for x So, x 11 obtained by Cramer's rule and the matrix method (7.5) are equal. Similarly, we can obtain for all x ij , i = 1, 2 and j = 1, 2, 3. Note that we used Maple with the package CLIFFORD in the calculations.
Conclusions
Within the framework of the theory of row-column determinants, we have derived explicit formulas for determinantal representations (analogs of Cramer's Rule) of solutions to the quaternion two-sided generalized Sylvester matrix equation A 1 X 1 B 1 + A 2 X 2 B 2 = C and its all special cases when its first term or both terms are one-sided. Finally, determinantal representations of two likeLyapunov equations have been obtained. To accomplish that goal, determinantal representations of the Moore-Penrose inverse previously introduced by the author have been used.
