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Abstract
Learning depth and optical flow via deep neural networks by
watching videos has made significant progress recently. In
this paper, we jointly solve the two tasks by exploiting the
underlying geometric rules within stereo videos. Specifically,
given two consecutive stereo image pairs from a video, we
first estimate depth, camera ego-motion and optical flow from
three neural networks. Then the whole scene is decomposed
into moving foreground and static background by compar-
ing the estimated optical flow and rigid flow derived from the
depth and ego-motion. We propose a novel consistency loss to
let the optical flow learn from the more accurate rigid flow in
static regions. We also design a rigid alignment module which
helps refine ego-motion estimation by using the estimated
depth and optical flow. Experiments on the KITTI dataset
show that our results significantly outperform other state-of-
the-art algorithms. Source codes can be found at https:
//github.com/baidu-research/UnDepthflow
Introduction
Learning 3D scene geometry and scene flow from videos
is an important problem in computer vision. It has numer-
ous applications in different areas, including autonomous
driving (Menze and Geiger 2015), robot navigation (DeS-
ouza and Kak 2002) and video analysis (Tsai, Yang, and
Black 2016). However, collecting ground truths for these
tasks could be difficult.
Lots of efforts and progresses have been made recently in
unsupervised learning of depth (Zhou et al. 2017b) and opti-
cal flow (Ren et al. 2017) using neural network based meth-
ods. Both approaches have their own advantages and limita-
tions. The depth approach exploits the geometric structure of
the scene and decomposes the problem into two orthogonal
ones. It can also leverage more frames in time and/or stereo
information to add more constraints into the solution (Li et
al. 2017). However, it assumes the entire scene is static and
thus has difficulty dealing with moving objects. On the other
hand, the optical flow approach can handle moving objects
in principle. But it has difficulty in the region of complex
structures and occluded areas.
Based on the above observation, we propose a framework
to jointly learn depth and optical flow by mutually leverag-
ing the advantages from each other. We first estimate the
moving region by comparing the optical flow and the rigid
Figure 1: Visualization of the comparison between our
method and state-of-the-art unsupervised methods (Meis-
ter, Hur, and Roth 2018; Godard, Mac Aodha, and Brostow
2017). It can be seen that our method produces smoother
results in planes and sharper boundaries.
flow induced by the camera motion. With the estimated mov-
ing region mask, depth and camera motion estimations can
be improved by not considering the reconstruction loss in
the moving region. On the other hand, the optical flow per-
formance can also be improved by learning from the more
accurate rigid flow in the static region (see Fig.1 for an ex-
ample).
Some works (Ranjan et al. 2018; Yang et al. 2018;
Yin and Shi 2018) have tried to learn the two tasks jointly
with monocular videos. We however decide to use stereo
pairs as input to our framework for the following reasons.
On one hand, the performance of the unsupervised depth
estimation is much better with stereo input compared to
monocular-based methods (Godard, Mac Aodha, and Bros-
tow 2017). Given the fact that stereo cameras have a wide
range applications in real world scenarios (e.g. on smart-
phones), we feel that unsupervised learning of depth with
stereo pairs itself is a topic worth studying. Additionally,
with stereo inputs both depth and visual odometry can re-
cover the absolute scale which could be more useful in cer-
tain tasks like self-localization.
On the other hand, the higher quality stereo-based depth
can be utilized to improve estimations of other quantities
with our newly designed modules. It has been noticed that
directly estimating camera motion from two images can be
difficult, because it would implicitly require the network to
also estimate the scene structure (Wang and Buenaposada
2018). Based on the high quality stereo-based depth, we pro-
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pose a rigid alignment module to facilitate the camera mo-
tion estimation. More concretely, we refine the camera mo-
tion by rigidly aligning two consecutive point clouds whose
correspondences are established through optical flow. Addi-
tionally, with the high quality depth and better ego-motion
estimations, the rigid flow derived from ego-motion is much
more accurate than monocular-based ones. Therefore we
propose a flow consistency module which lets the optical
flow learn from the rigid flow in the static regions.
In summary, the key contributions of this work are: 1) a
unified framework for unsupervised learning of optical flow,
depth, visual odometry and motion segmentation with stereo
videos. 2) a rigid alignment module for refining the ego-
motion estimation. 3) a flow consistency module for learning
optical flow from rigid flow. Our method improves the state-
of-the-art performance of unsupervised learning of depth
and optical flow by a large margin. On KITTI 2012, for ex-
ample, our method reduces the optical flow error from previ-
ous state-of-the-art unsupervised method (Meister, Hur, and
Roth 2018) by 50%, and reaches the performance of the su-
pervised methods.
Related Work
Unsupervised Learning of Depth and Ego-motion
The unsupervised learning of depth and ego-motion through
monocular videos using deep learning was first achieved in
(Zhou et al. 2017b). Later, different methods were proposed
to improve the results. (Yang et al. 2017) added a depth-
normal consistency term. To make the visual odometry more
accurate, (Wang and Buenaposada 2018) used direct method
to refine the pose estimation, and (Mahjourian, Wicke, and
Angelova 2018) proposed a 3D ICP loss. Our rigid align-
ment module tries to tackle the same issue and is similar
to (Mahjourian, Wicke, and Angelova 2018). The difference
is that we use optical flow to find the point cloud corre-
spondence in a single pass while they used nearest neigh-
bor method to iteratively refine the correspondences which
would require longer time.
Another line of work used stereo images to learn the
depth where the relative pose of the camera is fixed and
known (Garg et al. 2016). (Godard, Mac Aodha, and Bros-
tow 2017) introduced a left-right consistency loss for im-
provement. (Zhan et al. 2018) and (Li et al. 2017) combined
stereo pairs and monocular video matching together. The
aforementioned works all use a monocular image as input
to estimate the depth although stereo images are needed at
the training time. (Zhou et al. 2017a; Godard, Mac Aodha,
and Brostow 2017) used stereo pairs as input to estimate the
depth which is the same as our approach, and have much
better performance compared to monocular input methods.
Unsupervised Learning of Optical Flow
The unsupervised learning of optical flow with a neural
network was first introduced in (Ren et al. 2017) and (Ja-
son, Harley, and Derpanis 2016). Later, (Wang et al. 2018)
and (Meister, Hur, and Roth 2018) improved the results by
explicitly handling the occlusions. However, there is still
a gap for the unsupervised learning methods to reach the
performance of the supervised methods (Ilg et al. 2017;
Sun et al. 2017).
Joint Learning of Depth and Flow
There are a large body of works on scene flow estimation
using traditional variational-based methods (Vedula et al.
1999). Here we only list some of the most recent ones.
(Menze and Geiger 2015) modeled the whole scene as a
collection of piece-wise planes based on superpixels with
rigid motions. (Behl et al. 2017) improved upon it by adding
recognition and instance segmentation information. (Wulff,
Sevilla-Lara, and Black 2017) segmented the scene into
static and moving regions where the optical flow in the
static region is refined using the plane+parallax method. The
framework in (Taniai, Sinha, and Sato 2017) is similar to
ours, in which depth, ego-motion, optical flow and motion
segmentation are optimized together. The major limitation
of traditional methods is computation time.
There are also works on combining neural network based
unsupervised learning of depth and optical flow. (Yin and
Shi 2018) used a residual FlowNet to refine the rigid flow
from depth and ego-motion to the full optical flow, but it did
not account for the moving objects in the rigid flow estima-
tion. (Yang et al. 2018) handled moving objects explicitly
with motion segmentation but did not use depth to improve
optical flow. (Ranjan et al. 2018) pieced the optical flow and
rigid flow together to explain the whole scene in a adver-
sarial collaboration. Their method requires iterative training
and forwarding all three networks to obtain the optical flow,
while our method can be simply trained together and optical
flow estimation only depends on one network.
Method
We will first give an overview of our method and then de-
scribe specific components in details.
Overall Structure
The overall schematic structure of our method is shown in
Fig.2. During training, the inputs to our system are two con-
secutive stereo pairs (L1, R1, L2, R2 where L1 denotes the
left image at time t1 and so forth) . It has three major neu-
ral network modules: one for estimating optical flow (F opt12 )
between two consecutive left images (PWC-Flow), one for
estimating relative camera pose (T12) between two consec-
utive left images (MotionNet), and one for estimating dis-
parity between stereo pair of images (PWC-Disp). With a
known stereo baseline B and horizontal focal length fx,
The disparity (d) can be converted into absolute scale depth
D = Bfx/d.
By combining D1 and T12, one can calculate the flow in-
duced by the camera motion. We label this flow as rigid flow
(F rig12 ) since it assumes that the whole scene is static (this
part of calculation graph is not depicted in Fig.2 due to the
space constraint). Then the rigid alignment module will re-
fine the MotionNet estimated pose T12 to be T
′
12 by using
the optical flow and depths. Similarly, we can get the refined
rigid flow (F rig
′
12 ) by combiningD1 and T
′
12. In the next step,
Figure 2: Schematic overview of our method. It learns to es-
timate depth, optical flow, camera motion, and motion seg-
mentation from two consecutive stereo pairs in an unsuper-
vised manner. The different components of our unsupervised
loss are depicted in green boxes. Our proposed rigid align-
ment module refines the estimated camera pose, and the flow
consistency check between optical flow and rigid flow gives
the motion segmentation mask. The red arrows indicate the
gradient back-propagation directions.
we perform a consistency check between F opt12 and F
rig′
12 .
The region is labeled as moving foreground (M1) if the dif-
ference between the two flows is greater than a threshold,
and the rest of image is labeled as static background.
The whole system is trained in an unsupervised manner.
The unsupervised loss for flow F opt12 follows the method in
(Wang et al. 2018) which consists of an occlusion-aware
reconstruction loss and a smoothness loss. The unsuper-
vised loss for depth D follows the method in (Godard,
Mac Aodha, and Brostow 2017) which consists of a recon-
struction loss, a smoothness loss and a left-right consistency
loss. We also add a reconstruction loss between L1 and L˜
rig
1
(L˜rig
′
1 ) in the static region, where L˜
rig
1 (L˜
rig′
1 ) is obtained
by warping L2 using F
rig
12 (F
rig′
12 ). In addition, we have a
consistency loss between F opt12 and F
rig′
12 in the static region
(1 −M1). The directions of gradient back-propagations are
labeled as red arrows in Fig. 2.
Network Architecture Design
The structure of PWC-Flow follows the design in (Sun et
al. 2017) because of its lightweight and excellent supervised
optical flow performance.
The structure of MotionNet is similar to the one used in
(Zhou et al. 2017b) except that the input to the network has
only two consecutive images instead of three or five. We add
more convolutional layers into our MotionNet because we
find that it gives better pose estimation when using only two
consecutive images.
Since optical flow and disparity estimations are both
problems of finding correspondence and indeed very sim-
ilar in nature, we modify PWC-net to exploit the spe-
Figure 3: (a) Schematic illustration of the rigid alignment
module. Each of the point clouds Q1, Q̂1 and Q˜1 is depicted
by colored balls enclosed in a dashed circle. The color of
the balls encodes correspondences between point clouds. (b)
Visualization of the region chosen for rigid alignment. Left
column plots left images (L1). Right column plots the region
used in the rigid alignment module (i.e., region R described
in Eq. 3) in green overlaying on the ground truth moving
object mask in black.
cial structure of the disparity estimation and turn it into
PWC-Disp. PWC-Disp only searches the horizontal direc-
tion when calculating the cost volume, only estimates the
horizontal component of the flow (forcing the vertical com-
ponent to be zero), and forces the flow to be negative (so that
disp = −flowx/image width is always positive). We choose
PWC-Disp as our network to estimate disparity due to its
lightweight.
Rigid Alignment Module
During rigid alignment, we first transform the points in 2D
image space to 3D point cloud using Eq.1, where Pt(i, j)
is the homogenous coordinate of the pixel at the location of
(i, j) of image Lt, K is the camera intrinsic matrix, Dt(i, j)
is the estimated depth of Lt at location (i, j) and Qt(i, j) is
the corresponding 3D coordinate (i.e., x, y, z) of the pixel.
Qt(i, j) = Dt(i, j)K
−1Pt(i, j) (1)
We then transformQ1 into Q̂1 = T12Q1, where T12 is the
initial estimation of the pose from MotionNet, and Q̂1 is the
3D coordinate of the point in L1 at the time of t2. We can
also obtain a similar quantity Q˜1 by warping Q2 back to the
frame of t1 using optical flow F
opt
12 . This is the same bilinear
sampling method used to warp the image L2 back to L˜1 (see
Eq.2). This warping step is to establish correspondence so
that Q̂1(i, j) corresponds to Q˜1(i, j).
Q˜1(i, j) =
W∑
m=1
H∑
n=1
Q2(m,n) max(0, 1− |m− (i+ F x12(i, j))|)
·max(0, 1− |n− (j + F y12(i, j))|)
(2)
Figure 4: An example of motion mask estimation. After tak-
ing away the occluded area, the estimated motion mask (bot-
tom right) improved compared to the mask obtained solely
by thresholding the flow difference (bottom left).
If everything is perfectly accurate, Q̂1 should be equal to
Q˜1 in the static and non-occluded region of the scene. There-
fore we can refine our pose estimation by rigidly aligning
these two point clouds (a schematic illustration of the rigid
alignment module can be seen in Fig. 3a). Concretely, we es-
timate the refinement pose ∆T by minimizing the distance
between ∆TQ̂1 and Q˜1 in selected region R:
∆T = argmin
∆T
∑
R
||∆TQ̂1 − Q˜1||2 (3)
This minimization is performed exactly using the method
described in (Besl and McKay 1992) which involves solv-
ing an SVD problem. We choose region R to be 25% of
the points in the non-occluded area that have the smallest
distance between Q̂1 and Q˜1. By doing this, we try to ex-
clude points in the moving region since they tend to have
larger distances between Q̂1 and Q˜1. Examples of the re-
gion R can be seen in Fig. 3b which shows clear separation
between region R (green) and moving objects (black). On
the 200 KITTI 2015 training images, only 1.4% of the mov-
ing object pixels fall into the region R. The non-occluded
area (O1) is estimated using reverse optical flow (F
opt
21 ) as
described in (Wang et al. 2018). The refined pose can be ob-
tained by combining T12 and ∆T :
T
′
12 = ∆T × T12 (4)
Flow Consistency and Motion Segmentation
With the refined pose T
′
12 in hand, we can calculate the rigid
flow induced by camera motion to be:
F rig
′
12 = KT
′
12D1K
−1P1 − P1 (5)
If F opt12 and F
rig′
12 were both accurate, their values should
match in the static region and differ in the moving region.
Based on this observation, we estimate the moving region to
be:
M1 = 1(||F opt12 − F rig
′
12 || > δ ∩O1) (6)
We also force the estimated moving region to be in the
non-occluded area (O1) because F
opt
12 is less accurate in the
occluded area which could lead to false positives (see Fig.4
for an example).
Unsupervised Losses
The unsupervised loss of our method is composed of four
components: optical flow loss (lopt), stereo loss (lst), rigid
flow loss (lrig), and flow consistency loss (lcon). We will
describe each loss in details below.
Optical Flow Loss The optical flow loss is similar to the
one described in (Wang et al. 2018) which has an occlusion-
aware reconstruction loss term (lopt−ph) and a smoothness
loss term (lopt−sm). lopt−ph is a weighted average between
the SSIM-based loss and the absolute photometric difference
loss on the non-occluded area, where L˜opt1 is the reconstruc-
tion of L1 by warping L2 using F
opt
12 . lopt−sm is the average
absolute value of the edge-weighted second-order derivative
of the optical flow on the moving foreground region. The
constraint for the optical flow on the static region will be
provided in the consistency loss part.
lopt−ph = Ψ(L1, L˜
opt
1 , O1)
=
1∑
i,j O1
[
∑
i,j
(α
1− SSIM(L1, L˜opt1 )
2
+ (1− α)|L1 − L˜opt1 |) ·O1]
lopt−sm =
1
N
∑
i,j
∑
d∈x,y
|∂2dF opt12 (i, j)|e−β|∂dL1(i,j)| ·M1
Stereo Loss The stereo loss is the same as in (Godard,
Mac Aodha, and Brostow 2017).
Rigid Flow Loss The rigid flow loss is a reconstruction
loss term applied on L˜rig1 and L˜
rig′
1 in the static region. L˜
rig
1
(L˜rig
′
1 ) is the reconstruction of L1 by warping L2 using F
rig
12
(F rig
′
12 ).
lrig = l
1
rig + l
2
rig
= Ψ(L1, L˜
rig
1 , O1 · (1−M1)) + Ψ(L1, L˜rig
′
1 , O1 · (1−M1))
Here we also include l1rig into the loss because the rigid
alignment module is non-differentiable and we need l1rig to
supervise the MotionNet.
Flow Consistency Loss From the experimental result be-
low, we find that F rig
′
12 is more accurate than F
opt
12 in the
static region. Therefore we decide to use F rig
′
12 to guide the
learning of F opt12 using the following one-sided consistency
loss term, where SG stands for stop-gradient.
lcon =
1
N
∑
i,j
|F opt12 (i, j)−SG(F rig
′
12 (i, j))| ·(1−M1(i, j))
Total Loss The total loss is a weighted sum of the afore-
mentioned losses:
ltotal =lopt−ph + λsmlopt−sm + λstlst
+ λriglrig + λconlcon
Figure 5: Qualitative results of our method. Each instance of examples is plotted in two rows, including left image 1 (L1), left
image 2 (L2), ground truth optical flow, our estimated optical flow (F
opt
12 ), ground truth depth, our estimated depth (D1), ground
truth motion mask, and our estimated motion mask (M1).
Experiments
We evaluate our methods on the KITTI dataset, and compare
our results to existing supervised and unsupervised methods
on the tasks of depth, optical flow, camera motion, scene
flow and motion segmentation.
Training Details The whole training process contains
three stages. In the first stage, we train the PWC-Flow net-
work using lopt−ph + λsmlopt−sm. In the second stage, we
then train the PWC-Disp and MotionNet networks using
λstlst + λrigl
1
rig without the rigid alignment and flow con-
sistency check modules (i.e., M1 is set to zero everywhere).
This is because the rigid alignment and flow consistency
check only work when both depths and optical flows are es-
timated reasonably accurate. In the third stage, everything is
trained together using the total loss ltotal.
In all of three stages, we used Adam optimizer
(Kingma and Ba 2014) with β1 = 0.9 and β2 =
0.999. The learning rate is set to be 10−4. The hyper-
parameters [λsm, λst, λrig, λcon, α, β, δ] are set to be
[10.0, 1.0, 10.0, 0.01, 0.85, 10.0, 3.0].
During training, we use batch size of 4. In each stage,
we train for around 15 epochs and choose the model with
best validation accuracy for the start of training next stage.
Images are scaled to have values between 0 and 1, and size
of 832 × 256. The only data augmentation we perform is
random left-right flipping and random time order switching
(swapping t1 and t2).
Dataset For the depth, optical flow, scene flow and motion
segmentation tasks, we train our network using all of the raw
data in KITTI excluding the scenes appeared in KITTI 2015
(Menze and Geiger 2015) so that we could use the train-
ing set of KITTI 2015 as our validation set, and compare
with existing methods. None of KITTI 2012 (Geiger, Lenz,
and Urtasun 2012) data exists in the KITTI raw data so we
could also evaluate our model on it. Notice that KITTI 2012
dataset only contains static scenes. For the odometry task,
we use sequences 00-08 as training data and sequences 09,
10 as validation data. All of our models are trained in a pure
unsupervised manner.
Optical Flow Evaluation We evaluate our method on
the optical flow estimation task using both KITTI 2012 and
KITTI 2015, and the quantitative results are shown in Ta-
ble 1. Ours (PWC-only) is our baseline model after train-
ing PWC-Flow using only the loss lopt in the first stage.
We could see that it is already better than state-of-the-art
unsupervised optical flow method UnFlow-CSS (Meister,
Hur, and Roth 2018) demonstrating the effectiveness of our
occlusion-aware loss and PWC network structure.
KITTI 2012 KITTI 2015
Method Train Test Super- train train train test train train train test
Stereo Stereo vised Noc Occ All All move static all all
Flownet2 X – – 4.09 – – – 10.06 –
Flownet2+ft X – – (1.28) 1.8 – – (2.3) 11.48%
PWC-Net X – – 4.14 – – – 10.35 –
PWC-Net+ft X – – (1.45) 1.7 – – (2.16) 9.60%
UnFlow-CSS 1.26 – 3.29 – – – 8.10 –
Geonet – – – – – – 10.81 –
(Ranjan et al. 2018) – – – – 6.35 6.16 7.76 –
(Wang et al. 2018) – – 3.55 4.2 – – 8.88 31.2%
Ours (PWC-only) 1.15 11.2 2.68 – 5.92 7.68 7.88 –
Ours (Ego-motion) X X 2.27 6.67 2.86 – 35.9 4.53 11.9 –
Ours (Ego+align) X X 1.46 4.88 1.93 – 36.5 2.99 10.69 –
Ours (Full) X 1.04 5.18 1.64 1.8 5.30 5.39 5.58 18.00 %
Ours (mono-Ego-motion) X 2.78 8.47 3.58 – 34.8 6.56 13.5 –
Table 1: Quantitative evaluation on the optical flow task. The numbers reported here are all average end-point-error (EPE)
except for the last column (KITTI2015 test) which is the percentage of erroneous pixels (Fl-all). A pixel is considered to be
correctly estimated if the flow end-point error is <3px or <5%. The upper part of the table contains supervised methods and
lower part of the table contains unsupervised methods. For all metrics, smaller is better. The best results from each category are
boldfaced.
Method
Train Test Super- Lower the better Higher the better
Stereo Stereo vised Abs Rel Sq Rel RMSE RMSE log D1-all δ < 1.25 δ < 1.252 δ < 1.253
(Zhou et al. 2017b) 0.216 2.255 7.422 0.299 – 0.686 0.873 0.951
DDVO 0.151 1.257 5.583 0.228 – 0.810 0.936 0.974
(Godard et al. 2017) X 0.124 1.388 6.125 0.217 30.27% 0.841 0.936 0.975
(Yang et al. 2018) X 0.109 1.004 6.232 0.203 – 0.853 0.937 0.975
(Godard et al. 2017) X X 0.068 0.835 4.392 0.146 9.194% 0.942 0.978 0.989
Ours (Stereo-only) X X 0.060 0.833 4.187 0.135 7.073% 0.955 0.981 0.990
Ours (Ego-motion) X X 0.052 0.593 3.488 0.121 6.431% 0.964 0.985 0.992
Ours (Full) X X 0.049 0.515 3.404 0.121 5.943% 0.965 0.984 0.992
PSMNet X X X – – – – 1.83% – – –
Table 2: Quantitative evaluation of the depth task on the KITTI2015 training set. Since depths and disparities are directly related
to each other, we put them into the same table. Abs Rel, Sq Rel, RMSE, RMSE log, δ < 1.25, 1.252, 1.253 are standard metrics
for depth evaluation. We capped the depth to be between 0-80 meters to compare with existing literatures. D1-all is the error
rate of the disparity.
Ours (Ego-motion) is the result of rigid flow F rig12 at the
end of the second stage training. The rigid flow is shown to
be better than the previous general optical flow in occluded
(6.67 vs. 11.2) and static (4.53 vs. 7.68) regions. This obser-
vation is consistent with our assumption about the advantage
of the rigid flow in those areas, and provides motivation for
our proposed flow consistency loss (lcon). The rigid flow is
much worse in moving regions which is expected since it is
only supposed to be accurate in static regions.
Ours (Ego+align) is the result of refined rigid flow F rig
′
12
at the beginning of the third stage training (i.e., its only dif-
ference from Ours (Ego-motion) is applying the rigid align-
ment module without any changes to the network parame-
ters). The result shows that the rigid alignment module sig-
nificantly improves the rigid flow in static regions (1.93 vs.
2.86 and 2.99 vs. 4.53).
By guiding the optical flow F opt12 using F
rig′
12 in static re-
gions, we reach our final model Ours (Full) for optical flow
estimation at the end of the third training stage. It is still
worse than F rig
′
12 in static regions but has the best overall
performance. For KITTI 2012, our method reduces the error
from previous state-of-the-art unsupervised method (Meis-
ter, Hur, and Roth 2018) by 50%, and reaches the perfor-
mance of the supervised methods, which demonstrates the
benefits of our proposed method and the utilization of stereo
data. For KITTI 2015, our method also outperforms previous
unsupervised methods by a large margin, but still falls be-
hind supervised methods. Although our method needs extra
stereo data during training compared to previous methods, it
only requires two consecutive monocular images during the
test time. Qualitative examples of our estimated optical flow
can be seen in Fig. 5.
We also conduct an ablation study using only monocular
image as input to the depth network and follow the same
training process as Ours (Ego-motion). The evaluation result
is shown as Ours (mono-Ego-motion). We can see that the
monocular model produce much worse rigid flow compared
to the stereo model, and thus would not provide as much
benefits for guiding the optical flow learning.
Method frames Stereo Sequence 09 Sequence 10
ORB-SLAM(Full) All 0.014± 0.008 0.012± 0.011
(Zhou et al. 2017b) 5 0.016± 0.009 0.013± 0.009
Geonet 5 0.012± 0.007 0.012± 0.009
Mahjourian et al. 3 0.013± 0.010 0.012± 0.011
(Ranjan et al. 2018) 5 0.012± 0.007 0.012± 0.008
Ours (Ego-motion) 2 X 0.023± 0.010 0.022± 0.016
Ours (Ego+align) 2 X 0.013± 0.006 0.015± 0.010
Ours (Full) 2 X 0.012± 0.006 0.013± 0.008
Table 3: Quantitative evaluation of the odometry task using
the metric of the absolute trajectory error.
Method
Sequence 09 Sequence 10
terr% rerr(
◦/100) terr% rerr(◦/100)
ORB-SLAM(Full) 15.30 0.26 3.68 0.48
(Zhan et al. 2018) 11.92 3.60 12.62 3.43
Ours (Ego-motion) 13.98 5.36 19.67 9.13
Ours (Ego+align) 8.15 3.02 9.54 4.80
Ours (Full) 5.21 1.80 5.20 2.18
Table 4: Quantitative evaluation of the odometry task us-
ing the metric of average translational and rotational errors.
Numbers of ORB-SLAM (Full) are adopted from (Zhan et
al. 2018).
Depth Evaluation We evaluate our depth estimation on
the KITTI 2015 training set and the results are shown in Ta-
ble 2. Ours (Stereo-only) is the PWC-Disp network trained
using only stereo images and the loss lst. This is not part of
our three training stages but only serves as an ablation study.
Ours (Stereo-only) is already better than the best stereo-
based unsupervised learning method (Godard, Mac Aodha,
and Brostow 2017) demonstrating the effectiveness of our
PWC-Disp network. We can observe that stereo-based meth-
ods still have much better performance than monocular
methods.
Ours (Ego-motion) is the model at the end of our sec-
ond training stage. After adding the data of time consecutive
images into the training, the depth accuracy improves, espe-
cially in the large distance regions (0.593 vs. 0.833).
Ours (Full) model improves further after adding the rigid
alignment module and explicitly handling the moving re-
gions. However, its performance is still relatively far away
from the supervised method like PSMNet (Chang and Chen
2018). The depth and scene flow evaluation on KITTI 2015
test set can be found in the supplementary materials. The
qualitative results of our estimated depth can be seen in Fig.
5.
Odometry Evaluation We evaluate our odometry perfor-
mance using two existing metrics. One metric is proposed in
(Zhou et al. 2017b) which measures the absolute trajectory
error averaged over all overlapping 5-frame snippets after
a single factor rescaling with the ground truth. The results
for this metric are shown in Table. 3. Our method uses only
two frames as input to the MotionNet to predict the motion
between two frames, and then concatenates 4 consecutive
predictions to get the result for the 5-frame snippet. In con-
trast to previous methods, our method also uses stereo in-
Method Pixel Acc. Mean Acc. Mean IoU f.w. IoU
(Yang et al. 2018) 0.89 0.75 0.52 0.87
Ours (Full) 0.90 0.82 0.56 0.88
Table 5: Motion segmentation evaluation. The metrics are
pixel accuracy, mean pixel accuracy, mean IoU, and fre-
quency weighted IoU.
formation. We can see that the rigid alignment module sig-
nificantly improves the pose estimation (Ego+align vs. Ego-
motion). After training with the flow consistency and rigid
alignment modules, ours (full) model further improves and
reaches the performance of state-of-the-art methods.
The other metric is proposed in (Zhan et al. 2018) which
measures the average translational and rotational errors for
all sub-sequences of length (100, 200, ..., 800). We concate-
nate all of two frames estimations together for the entire se-
quence without any post-processing. The results are shown
in Table. 4. Our full method outperforms (Zhan et al. 2018)
by a large margin, but still falls behind ORB-SLAM (Full)
which does bundle adjustments.
Motion Segmentation Evaluation The motion segmen-
tation task is evaluated using the object map provided by
the KITTI 2015 dataset. The objects labeled in the object
map are treated as moving foregrounds, while all of the re-
maining pixels are treated as static backgrounds.The metrics
follow the ones used in (Yang et al. 2018). We achieve mod-
est improvements in the mean pixel accuracy and mean IoU
metrics as shown in Table. 5. The qualitative results of our
estimated motion segmentation can be seen in Fig. 5.
Ablation Study The ablation study has already been pre-
sented and discussed in previous sections. The comparisons
between Ours (Ego-motion), Ours (Ego+align) and Ours
(Full) demonstrate the effectiveness of our proposed rigid
alignment module and flow consistency module across vari-
ous tasks of depth, optical flow and odometry estimations.
Discussions
In summary, by mutually leveraging stereo and temporal in-
formation, and treating the learning of depth and optical flow
as a whole, our proposed method shows substantial improve-
ments on unsupervised learning of depth, optical flow, and
motion segmentation on the KITTI dataset. However, there
is still a need of future works to continue the improvement.
First, the motion segmentation results are still not good
enough for practical usage (see supplementary for more ex-
amples). More cues for motion segmentation like the ones
used in (Taniai, Sinha, and Sato 2017) might be useful.
Second, due to the limitations of our motion segmenta-
tion, we actually did not fully utilize the accurate rigid flow
in our optical flow task (see the performance gap between
Ours (Ego+align) and Ours (Full) in the rigid regions). If
we were able to get a better motion segmentation mask, the
KITTI 2015 optical flow task could be further improved.
Finally, although our method handles the moving object
explicitly, it still assumes that the majority of the scene is
static. More work needs to be done to make it suitable for
highly dynamic scenes.
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