Introduction.
In many investigations in hydrodynamic and hydromagnetic stability the Galerkin method has been used to solve the resulting eigenvalue problem. Typical problems are the stability of flow between rotating concentric cylinders (the Taylor problem); the stability of flow between concentric cylindrical surfaces with a circumferential pressure gradient (the Dean problem); the stability of the combined flows (the Taylor-Dean problem); and the stability of the above-mentioned flows with axial or circumferential magnetic fields. The formulation of such stability problems usually leads to a linear non-selfadjoint eigenvalue problem involving a sixth-order (or higher) differential equation.
Thus, for example, in the case that the gap between the cylinders is small compared to the mean radius, the Taylor-Dean stability problem leads to the sixth-order system (D2 -a2)2u = j(x)v,
(-D2 -a2)v = -a2Tg(x)u,
on 0 < x < 1 with the boundary conditions u -v -Du = 0
at x = 0 and x = 1. (See Chandrasekhar [1, Sec. 76] or DiPrima [2] for a derivation of these equations.) Here D denotes differentiation with respect to x, a is the dimensionless wave number of the disturbance, f(x) and g(x) are known continuous functions, and T is a parameter depending upon a characteristic velocity of the system. In general j(x) and g(x) will not be of one sign on 0 < x < 1. In particular, the classical Taylor stability problem is of the form (1), (2) , and (3) with g{x) = 1 and f(x) = 1 -(1 -n)x, n < 1. The mathematical problem is, for given j{x) and g(x), to determine the minimum real positive T over all real positive a for which there exists a solution of the system (1), (2) and (3).
In using the Galerkin method to solve the resulting eigenvalue problem, the eigenfunction is expanded in a complete (in an appropriate norm) set of functions satisfying the boundary conditions:
t=l i=1
with Ui = Dui = = 0 at x = 0 and x = 1. These series are then introduced into the differential equations (1) and (2) . The requirement that the error in the differential equations (1) and (2) be orthogonal to the W; and the v{ respectively leads to a system of infinitely many linear homogeneous equations for the A{ and B{ . The necessity of the vanishing of the determinant associated with this system of equations gives the desired eigenvalue equation. Approximate values of the eigenvalues are obtained by truncating the series for u and v after a finite number of terms. If the eigenvalue problem admits of a formulation as a variational principle or a minimum principle, it is known that the Galerkin method is equivalent to such a formulation, and under suitable conditions on the expansion functions the convergence of the approximate eigenvalues to the exact eigenvalues as more terms are taken in the series can be proved.
It is the purpose of this note to show that for the non-self adjoint eigenvalue problem (1), (2) , and (3), the approximate eigenvalues as determined by the Galerkin method converge to the exact eigenvalues as the number of terms in the series for u and v are increased. The proof is based on the following theorem by Mikhlin [3, Sec. 52], Theorem. Let \ be a parameter in the equation
where A and K are linear operators, and the domain of A, 1)A , is a linear manifold, that is dense in a Hilbert space H with inner product ( , ). Let DA be contained in the domain of K, and assume that the following conditions are fulfilled: 1. The operator A is a positive-definite, self-adjoint operator; that is, (.Au, u) > 0 and {Au, v) -(v, Au) = 0.
2. The operator A~*K can be extended to be completely continuous on the Hilbert space Ho which is the completion of DA under the norm {Au, u)1/2.
Then the Galerkin method for calculating the eigenvalues of (5) is a convergent process in H0 .
In the following section we will discuss the nomenclature of this theorem and will show that the eigenvalue problem (1), (2) , and (3) can be cast in a form such that the conditions of the theorem are satisfied. The extension to a number of other hydrodynamic and hydromagnetic stability problems is straightforward.
The convergence of the Galerkin method for the Taylor stability problem, g = 1 in Eq. (2), has also been considered by Kolomy [4] . He considered the sixth-order equation (D2 -afv --a2Tf{x)v which is obtained by eliminating u between Eqs.
(1) and (2) . His proof that the Galerkin method converges for this sixth-order equation appears, however, to be incorrect. In the proof, it is assumed that the sixth-order operator (D3 -a2)3 is symmetric in the sense of an L2 inner product on a space of functions satisfying v = D2v = D{D2 -a2)v = 0 at x = 0 and x -1. However, it can easily be established by direct integration by parts that this is not true. In fact, it has been shown by Sani [5] that it is necessary to use a generalized Galerkin method to treat the sixth-order equation.
2. The convergence proof. The differential equations (1), (2) can be put in the form (4) by letting X = aT1/2, and rescaling u by a factor 1/X. Then we have /lw = X Kw, , K = 0 f{x)
.g{x) 0 J
The domain, DA , of the linear operator A is the space of two dimensional complexvalued vectors w(x) whose first component has continuous derivatives through the fourth order on 0 < x < 1 and satisfies the boundary conditions u = Du = 0 at x = 0 and x = 1, and whose second component has continuous derivatives through the second order and satisfies the boundary conditions v = 0 at x = 0 and x = 1. This set is dense in the Hilbert space L2 of square integrable complex-valued two dimensional vector functions on 0 < x < 1, with inner product* (w, , W.,) = [ (ttiMj + vxv 2) dx, 
That is, any function in L2 can be approximated arbitrarily closely in the norm given by Eq. (9) it follows that T is completely continuous in L2 . That is, T takes bounded sets in L2 into compact sets in L2 , or equivalently, bounded sequences are taken into sequences with a convergent subsequence. Next we want to show that T is defined and completely continuous on H0 . < j |Kw11 • p-'iCwII
where ||K|| and ||A-1K|| are the norms of K and A_1K on L2 . Hence, T is defined on H0 . Finally, consider a bounded set S of functions w(x) in H0 , say |||w||| < B" . We want to show that there exists a sequence {w"} in S such that |||Tw" -T"wm111 -> 0 as n, vi -> co . From Eq. (15) it follows that if w is in S, then ||w|| < B0/(3, so that the set S is a bounded set in L2 • Since T is completely continuous in L2 , there exists a sequence {w"} in S such that \\Twn -Twm\\ -> 0 as n, m -> . 
But the right-hand side of Eq. (17) approaches zero as n, m -» °° ; hence, T = A 1K is completely continuous on H0 and the conditions of Mikhlin's theorem are established. Thus the Galerkin method for computing the eigenvalues of (6) converges in the norm for H0 . 3. Remarks. In using the Galerkin method for the eigenvalue problem (6) it is necessary that the expansion functions {w"(a;)} be complete in the norm |||w|||. That is, given an element w in Ha , then there must exist a" such that where primes denote differentiation with respect to x. See, for example, Kantorovich and Krylov [7, p. 265] . A similar remark is true for v(x) and the vn{x). Hence the solution of the eigenvalue problem (6) can be approximated arbitrarily closely in the norm 111w| 11 by these polynomial functions. Alternatively on the interval - § < x < \ one could use the trigonometric functions sin 2nirx and cos (2n -1) ttx for v{x) and the functions Cn{x) and Sn(x) which have been tabulated by Reid and Harris [8] for u(x). Here the trigonometric functions are solutions of the Sturm-Liouville problem y" = -X2?/, y{~h) = y{h) -0 and the Cn{x) and Sn(x) are the even and odd solutions of the SturmLiouville problem y"" = \4y, y{ -\) = y'( -\) = y{i) = =y'(i) = 0. In a space of functions satisfying the indicated boundary conditions, the former functions are complete in a first derivative norm and the latter functions are complete in a second derivative norm. From this it again follows that the solution of the eigenvalue problem can be approximated arbitrarily closely in the norm ||jw|||.
The preceding arguments can be extended in a straightforward manner to show that the Galerkin method is a convergent procedure for computing the eigenvalues of a number of different hydrodynamic and hydromagnetic stability problems. Some of these are the finite-gap Taylor, Dean, and Taylor-Dean problems, and the finite-gap or small-gap Taylor, Dean, or Taylor-Dean problems with an axial magnetic field or with a circumferential magnetic field. The latter problems lead to eigenvalue problems involving 8th order systems of differential equations but this does not cause any difficulty.
Two additional questions are of interest. The first, which was mentioned earlier, is concerned with the use of the Galerkin method to solve the eigenvalue problem for the classical Taylor problem when it is formulated as a 6th-order differential equation. The second is concerned with the method of Pellew and Southwell [9] which has been modified and used so successfully by Chandrasekhar (see [1] ) and others. For this approximate method the idea for the eigenvalue problem (1), (2) , and (3) is to expand v(x) in a complete set of functions satisfying the appropriate boundary conditions, then solve Eq. (1) for u(x). A determinantal equation for T is then obtained by requiring that the error in Eq.(2) be orthogonal to the expansion functions for v(x). The convergence of this procedure as well as the first question have been discussed by Sani [5] .
