We prove the existence of at least two T -periodic solutions, not differing from each other by an integer multiple of 2π, of the sine-curvature equation
Introduction
The study of the solvability of the periodic problem for the forced pendulum equation
where T > 0 is a fixed period, A ∈ R and h : ]0, T [ → R, is a central topic in the qualitative theory of ordinary differential equations. We refer to [12] for an updated survey on results and methods. In 1922 Hamel [11] proved that (1) has at least one solution if
The existence of a second solution of (1) , not differing from the previous one by an integer multiple of 2π, was established independently by Dancer [9] and by Mawhin and Willem [13] nearly sixty years later.
On the other hand an increasing interest has recently risen on quasilinear periodic problems in which −u is replaced by −(ϕ(u )) , where ϕ : ] − a, a[ → ] − b, b[ is an increasing homeomorphism, with a, b ∈ ]0, +∞] (see, e.g., [3, 4] and the references therein).
Here we are concerned with the relevant case where ϕ(s) = s/ √ 1 + s 2 , which corresponds to the curvature operator − u / 1 + u 2 . The aim of this paper is to extend the above mentioned results by Hamel and DancerMawhin-Willem to the sine-curvature equation
Actually, we will consider the slightly more general problem
where (h 2 ) g : ]0, T [ × R → R satisfies the L p -Carathéodory conditions, for some p > 1, and there exists S > 0 such that, for a.e. t ∈ ]0, T [ and every s ∈ R, g(t, s + S) = g(t, s) and S 0 g(t, ξ) dξ = 0.
Note that (h 2 ) implies the existence of a function γ ∈ L p (0, T ) such that |g(t, s)| ≤ γ(t),
for a.e. t ∈ ]0, T [ and every s ∈ R. Moreover, setting G(t, s) = s 0 g(t, ξ) dξ, we have
G(t, s + S) = G(t, s),
and |G(t, s)| ≤ Sγ(t).
Our approach to the solvability of (3) As E grows linearly with respect to v , a natural setting for this problem might be W T (0, T ), and is bounded from below. This last property implies, due to (h 1 ) and (h 2 ) too, that there exists a minimizing sequence (v n ) n bounded in W 1,1 T (0, T ). But it may well happen that (v n ) n has no subsequence L 1 -convergent to any function in W 
is a bounded minimizing sequence of E in W 1,1
The function v does not belong to W
1,1
T (0, T ), yet it is a bounded variation function. This is a motivation that leads to settle problem (3) in the space BV (0, T ) of bounded variation functions. We recall (see, e.g., [8] ) that BV (0, T ) consists of all functions v ∈ L 1 (0, T ) having finite total variation, i.e.,
moreover, BV (0, T ) is a Banach space with respect to the norm
where q ∈ [1, +∞[ is fixed. The natural extension of E from W 1,1 T (0, T ) to BV (0, T ), which keeps records of the periodic boundary conditions, is the relaxed functional I : 
where
are the BV -traces of v at 0 and at T , respectively. Set, for convenience,
and
Note that I can be seen too as the relaxation of E, supposed defined on
, where T 2π S 1 is a circle of length T . In the next section we prove that J : BV (0, T ) → R is lower semicontinuous with respect to the L 1 -convergence. Since J is convex and (Lipschitz) continuous and G is of class C 1 in BV (0, T ), it is natural (see, e.g., [15] ) to say that u ∈ BV (0, T ) is a critical point of I if 0 ∈ ∂I(u) or, equivalently,
where ∂I(u) and ∂J (u) are the subdifferentials of I and J at u. By the convexity of J , (9) is in turn equivalent to the variational inequality
for every v ∈ BV (0, T ). This means that u is a minimizer in BV (0, T ) of the functional
This is the notion of solution of (3) we adopt in this work. Let us observe that if u ∈ BV (0, T ) satisfies (10) and belongs to W
T (0, T ), then it is a weak solution of (3), in the sense that
It is worth noticing that a weak solution of (3) may present a derivative blow up. Namely, we can prove that u ∈ C 0 ([0, T ], [−∞, +∞]) and therefore the periodicity condition on u must be intended in an extended sense, i.e., possibly u (0) = u (T ) = +∞ or u (0) = u (T ) = −∞. This kind of solutions of the prescribed curvature equation has been already considered in [5, 6, 14, 7] . In particular, from a time-map analysis similar to that performed in [10, 14, 7] one deduces the existence of discontinuous periodic solutions of equation (2) even in the case where h ≡ 0.
We point out that, unlike in the semilinear case (e.g., problem (1)), we cannot expect the solvability of (3) under (h 1 ) and (h 2 ) alone, even in the quite large space of bounded variation functions. Proposition 1.1. For any given function g, satisfying (h 2 ), there exists a function h ∈ C ∞ ([0, T ]), satisfying (h 1 ), such that problem (3) has no solutions.
Proof. Let γ be the function considered in (4) 
We show that, for any fixed u ∈ BV (0, T ), the functional K u defined in (11) is unbounded from below. Hence u is not a solution of (3) 
Hence, we conclude that inf
This simple statement shows that, in addition to (h 1 ) and (h 2 ), some bound should be placed on the size of h in order to achieve the solvability of (3). In the next section we prove in particular that solutions always exist assuming h L ∞ < 4 T .
Results and proofs
The following is our main result.
Then problem (3) has at least two solutions, not differing from each other by an integer multiple of S.
Then the conclusion of Theorem 2.1 holds.
Remark 2.1
The existence of at least one solution can be established assuming in (h 2 ) that g satisfies the L p -Carathéodory conditions just with p = 1, as it can be seen from the proof of Theorem 2.1. It might be interesting to know whether also the second solution can be obtained under this weaker condition.
In order to prove the above results some technical preliminaries are needed.
Then the conclusion follows letting
is lower semicontinuous with respect to the L 1 -convergence in BV (0, T ).
Proof. For each v ∈ BV (0, T ) we set
We first verify the semicontinuity ofĴ , then we prove that J (v) =Ĵ (v) for all v ∈ BV (0, T ). Claim 1. Lower semicontinuity ofĴ with respect to the
we have
Hence we getĴ (v) ≤ J (v).
In order to prove the reverse inequality we distinguish two cases:
In the former case we obviously have
In the latter case we take sequences (x 1,n ) n and (x 2,n ) n in W 1,1
for a.e. t ∈ ]0, T [. We then set
and w 2,n = x 2,n
We have w 1,n , w 2,n ∈ W 1,1
for a.e. t ∈ ]0, T [ and, by the Lebesgue dominated convergence theorem,
For each ε > 0 pick n such that
Hence we get
As ε is arbitrary, we concludeĴ (v) ≥ J (v).
By Claim 1, we haveĴ (v) ≤ lim inf n→+∞Ĵ (v n ) and, by Claim 2,Ĵ (v n ) = J (v n ) for every n.
Hence, we inferĴ (v) ≤ J (v).
Suppose, by contradiction, thatĴ (v) < J (v). Then there exist ε > 0 and
which is a contradiction.
Remark 2.2 Arguing as in the above proof we see that, for every v ∈ BV (0, T ),
Proposition 2.5. For every u, v ∈ BV (0, T ),
where u ∨ v = max{u, v} and u ∧ v = min{u, v}.
Proof. We first recall that BV (0, T ) is a lattice [1] . Then, also using [16, Theorem 1.56], we see that, for every u, v ∈ W 1,1
The approximation property and the semicontinuity result, stated in Proposition 2.3 and Proposition 2.4 respectively, easily yield
Remark 2.3 The constant T 4 is sharp. Indeed, equality in (12) holds whenever we take
Proof. We first prove that (12) holds for every v ∈ W 1,1 T (0, T ). This is achieved by a reduction, based on a nodal domains rearrangement, to functions whose positive and negative parts have connected supports. Then we extend the validity of (12) to functions in BV (0, T ) by approximation.
Step 1. A nodal domains rearrangement. Take v ∈ W 
We notice thatṽ(t)
The functionṽ is continuous. The functionṽ is clearly continuous at all points 
which is a contradiction. Similarly we verify the continuity ofṽ at T 1 . Observe now that, by the countable additivity of the integral,
Similarly we can show that Claim 2. The functionṽ is absolutely continuous. We set, for t ∈ ]0, T 1 [,w(t) = v (σ(t)). Let us show thatw ∈ L 1 (0, T 1 ). First we note that, asw(t) = v (t − s
for all n. Similarly, we get
for all n. 
for all n, the monotone convergence theorem implies thatw is integrable on [0, T 0 ] and
A similar computation shows thatw is integrable on [T 0 , T 1 ] and
Hence we conclude thatw ∈ L 1 (0, T 1 ) and
Observe that by (13) we have, for every t ∈ ]s
Similarly by (14) we have, for every t ∈ ]T 0 + s 
Step 3. The inequality (12) 
In case T 1 < T we can extendṽ on [0, T ] by settingṽ(t) = 0 if t ∈ ]T 1 , T ] and all properties listed above are preserved if we substitute everywhere T 1 with T . By Step 2 we conclude that
Hence inequality (12) holds for every v ∈ W 1,1
Step 4. The inequality (12) holds for bounded variation functions. Take v ∈ BV (0, T ) such that
For each n we setv n =
By
Step 3 we have, for each n,
Letting n → +∞ we obtain, by (17) and (18),
Hence we conclude that inequality (12) holds for every v ∈ BV (0, T ) such that
Proof of Theorem 2.1. The proof is divided into two steps and makes use of basic results of non-smooth critical point theory.
Step 1. Existence of at least one solution. Let us prove that the functional I defined in (6) is bounded from below in BV (0, T ). Pick any function v ∈ BV (0, T ). Since
we may assume that
. By (h 3 ) and (5) there exists a constant ρ < 1 such that
Let us show that the functional I has a global minimum in BV (0, T ). Let (v n ) n be a minimizing sequence. By (19) we can suppose that
From (20) we infer that sup n T 0 |Dv n | < +∞ and therefore, by the Poincaré-Wirtinger inequality stated in Proposition 2.6, the sequence (v n ) n is bounded in BV (0, T ). By [8, Corollary 2.38] it has a subsequence, still denoted by (v n ) n , which converges in L 1 (0, T ) and pointwise a.e. in ]0, T [ to some function u ∈ BV (0, T ). Using the L ∞ -boundedness of (v n ) n (see [8, Proposition 2 .36]), inequality (5) and the Lebesgue dominated convergence theorem, we deduce that lim
where G is defined in (8) . The lower semicontinuity of J with respect to the L 1 -convergence, proved in Lemma 2.4, finally yields lim inf
Hence u is a global minimum point of I.
As u satisfies (10) (see, e.g., [15, Proposition 1.1]), we conclude that it is a solution of (3).
Step 2. Existence of at least two solutions. From Step 1 we know that the functional I has a global minimum which is attained, by (19), at the points, say, u j = u 0 + jS for all j ∈ Z. Set q = 
Clearly, Q is of class C 1 and satisfies the Carathéodory conditions. Notice that, for every
Moreover, there exists a function λ ∈ L p (0, T ) such that, for a.e. t ∈ ]0, T [ and every
and hence, setting L(t, s) = s 0 (t, ξ)dξ,
Let us consider the modified problem
Of course, a solution of (25) is a function u ∈ BV (0, T ) such that
for every v ∈ BV (0, T ). Define a functional H : BV (0, T ) → R by setting
Note that there exists a constant c ∈ R such that I(v) = H(v) + c for every v ∈ BV (0, T ), with u 0 (t) ≤ v(t) ≤ u 1 (t) a.e. in ]0, T [. As (t, s) − Q (s) = g(t, s) for a.e. t ∈ ]0, T [ and every s such that u 0 (t) ≤ s ≤ u 1 (t), all critical points u ∈ BV (0, T ) of I, satisfying u 0 (t) ≤ u(t) ≤ u 1 (t) a.e. in ]0, T [, are critical points of H. Moreover, the following statement holds true. Claim 1. Every critical point u ∈ BV (0, T ) of H satisfies u 0 (t) ≤ u(t) ≤ u 1 (t) a.e. in ]0, T [ and hence is a critical point of I. Let us show that u(t) ≤ u 1 (t) a.e. in ]0, T [. Being u a solution of (25) and taking v = u ∧ u 1 = min{u,
+ as a test function in (26), we obtain
Being u 1 a solution of (3) and taking v = u ∨ u 1 = max{u,
+ as a test function in (10), we have
Summing (27) and (28) and using Proposition 2.5 give
As Q is strictly increasing, we conclude that (u − u 1 ) + = 0 and therefore u(t) ≤ u 1 (t) a.e. in ]0, T [. By a similar argument we get u(t) ≥ u 0 (t) a.e. in ]0, T [. As (t, s)−Q (s) = g(t, s) for a.e. t ∈ ]0, T [ and every s such that u 0 (t) ≤ s ≤ u 1 (t), the conclusion of Claim 1 follows.
Let us define a functional
hv dt if v ∈ BV (0, T ) and L(v) = +∞ otherwise. As we already observed in Step 1, (h 1 ) and (h 3 ) imply the existence of a constant ρ < 1 such that, for every v ∈ BV (0, T ),
Similarly, we extend H to M :
The functional L is convex, proper (i.e., L ≡ +∞), and lower semicontinuous. Indeed, let (v n ) n be a sequence in L q (0, T ) which converges to some v ∈ L q (0, T ) and suppose that lim inf 
Moreover, the functional N :
< +∞} coincides with BV (0, T ). According to [15, p . 80], we say that u ∈ L q (0, T ) is a critical point of M if u ∈ BV (0, T ) and
It is clear that the critical points of M are precisely the critical points of H and hence are critical points of I. Claim 2. We have inf
Using (23), (24) and Hölder inequality, we get
for every v ∈ L q (0, T ). Hence the conclusions of Claim 2 follow using (29). 
for every v ∈ L q (0, T ), then (v n ) n possesses a convergent subsequence. Indeed, if (v n ) n is a sequence in L q (0, T ) such that lim n→+∞ M(v n ) = c ∈ R, then we can suppose that v n ∈ BV (0, T ) for every n. From (30) and (29) we infer that the sequence (v n ) n is bounded in BV (0, T ) and therefore, by [8, Corollary 2.38], it has a subsequence which converges in L q (0, T ) to some function u ∈ BV (0, T ).
It follows from Claim 2, Claim 3 and [15, Theorem 1.7] that M has a global minimum attained at some point u, which belongs to BV (0, T ) and, by [15, Proposition 1.1] , is a critical point of M and therefore of H. Hence, Claim 1 implies that u 0 (t) ≤ u(t) ≤ u 1 (t) a.e. in ]0, T [ and u is a critical point of I too.
Three cases may occur: either u = u 0 and u = u 1 , or u = u 0 , or u = u 1 . In the first case we have found a second critical point of I, not differing from u 0 by an integer multiple of S. In the remaining two cases, as M(u 0 ) = M(u 1 ), u 0 and u 1 are global minimizers of M. Since conditions (H) and (P S) are satisfied, we can apply [15, Corollary 3.3 ] to conclude that a third critical point of M does exist, which differs both from u 0 and from u 1 . Accordingly, we have found a second critical point of I, not differing from u 0 by an integer multiple of S.
Thus the proof of Theorem 2.1 is completed.
Proof of Corollary 2.2. In order to apply Theorem 2.1, we have just to show that condition (h 3 ) holds. Indeed, if (h 1 ) and (h 4 ) are assumed, then Hölder inequality and Proposition 2.6 yield, for every w ∈ BV (0, T ) such that 
and hence the validity of (h 3 ). Whereas, if (h 1 ) and (h 5 ) are assumed, then the identity stated in Remark 2.2 yields
for every w ∈ BV (0, T ) such that T 0 |Dw| + |w(T − ) − w(0 + )| ≤ 1. Hence (h 3 ) follows.
