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A.D.Popov1
Bogoliubov Laboratory of Theoretical Physics
JINR, 141980 Dubna, Moscow Region, Russia
Abstract. Geometry of the solution space of the self-dual Yang-Mills (SDYM) equations in Eu-
clidean four-dimensional space is studied. Combining the twistor and group-theoretic approaches,
we describe the full infinite-dimensional symmetry group of the SDYM equations and its action
on the space of local solutions to the field equations. It is argued that owing to the relation to a
holomorphic analogue of the Chern-Simons theory, the SDYM theory may be as solvable as 2D
rational conformal field theories, and successful nonperturbative quantization may be developed.
An algebra acting on the space of self-dual conformal structures on a 4-space (an analogue of
the Virasoro algebra) and an algebra acting on the space of self-dual connections (an analogue
of affine Lie algebras) are described. Relations to problems of topological and N = 2 strings are
briefly discussed.
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2
1 Introduction
In the past two decades significant progress in understanding integrable, conformal and topological quantum
field theories in two dimensions has been achieved. In many respects this progress was related to the existence
of an infinite number of symmetries making it possible not only to describe the space of classical solutions to
2D field equations, but also to advance essentially the nonperturbative quantization of 2D theories. Among
symmetry algebras of 2D models, the most important role is played by the Virasoro and affine Lie algebras
(see e.g. [1]-[5]). The use of transformation groups, their orbits and representations forms the basis of the
dressing transformation method [6]-[10] and of the Kyoto’s school approach [11, 1, 12] to solvable equations
of 2D and 3D field theories.
In four dimensions there also exist integrable, conformal and topological field theories, and naturally the
following question arises: Can the methods and results of 2D theories be transferred to 4D theories? On the
whole, the answer is positive for 4D integrable and topological field theories. At the same time, the knowledge
of 4D conformal field theories (CFT) beyond the trivial case of free field theories is much less explicit, and
not so many exact results are obtained (see e.g. [13]-[16] and references therein). Usually, one connects this
with the fact that, unlike the 2D case, the conformal group in four dimensions is finite-dimensional, and
constraints arising from conformal invariance are not sufficient for a detailed description of 4D CFT’s. One
of our aims is to demonstrate that for a special subclass of CFT’s – integrable 4D CFT’s – this is a wrong
impression based on the consideration of only local (manifest) symmetries.
There actually exists only one nonlinear integrable model in 4D described by the self-dual Yang-Mills
(SDYM) equations defined on a 4-manifold with the self-dual Weyl tensor [17]-[19]. This unique theory is
conformally invariant, and it is usually considered as a 4D analogue of the 2D WZNW theory. It is expected
that many results of 2D rational CFT’s can be extended to the SDYM theory. This was discussed, for
instance, in [20, 21], where the quantization of the SDYM theory on Ka¨hler manifolds was considered. We
shall give additional arguments in favour of the conjecture that the SDYM model is a good starting point
for the development of 4D quantum CFT’s.
The main purpose of our paper is to describe all symmetries of the SDYM equations and, in particular,
algebras generalizing the Virasoro and affine Lie algebras to the 4D case. In contrast with the WZNW model,
most symmetries of the SDYM model are nonlocal. These symmetries are local symmetries of a holomorphic
analogue of the Chern-Simons theory on a 6D twistor space, and the SDYM theory is connected with this
model via the nonlocal Penrose-Ward transform. The use of this correspondence makes it possible to simplify
considerably the investigation of symmetries of the SDYM equations. The lift from a 4D self-dual space to
its 6D twistor space is useful for understanding correct degrees of freedom and correct symmetries of the
SDYM theory. We show that just as in the case of the 2D WZNW theory these symmetries completely
define the space of local solutions to the field equations and therefore the quantization of the SDYM theory
is connected with the construction of representations of a symmetry algebra.
Roughly speaking, the symmetry group of a system of differential equations is the group that maps
solutions of this system into one another. From this point of view the transformation groups of type
Map(X3;G) (maps: space X3 → group G, dimRX3 = 3) considered in [20, 21] are not symmetry groups,
since in general their action does not preserve the solution space. The above-mentioned groups Map(X3;G)
can be considered as “off-shell” symmetry groups reflecting only the field content of the theory and acting
on free fields. These groups are not connected with the integrability and can be introduced in a space-time
of an arbitrary dimension (see e.g. [22]).
Study of “on-shell” infinitesimal symmetries of the SDYM equations (in 4D Euclidean space) began from
the papers [23] and was continued in [24]-[33]. In [24, 25] it has been shown that the obtained infinitesimal
symmetries form the affine Lie algebra g ⊗ C [λ, λ−1] when the gauge potential A = Aµdxµ takes values
in the Lie algebra g of a group G. Ueno and Nakamura [26] have shown that on the solution space of the
SDYM equations it is possible to define an infinitesimal action of a larger Lie algebra of holomorphic maps
from a domain on the twistor space Z of R4 into the algebra g. Takasaki [27] described this algebra in terms
of Sato’s approach to soliton equations. But Crane [28] showed that in general the group corresponding to
the Ueno-Nakamura algebra does not preserve the solution space of the SDYM equations and indicated a
vagueness of geometrical meaning of these transformations. The above-mentioned infinitesimal symmetries
do not exhaust all symmetries of the SDYM equations, which has been shown in the papers [30]-[32] where
Virasoro-type symmetries were described. In this paper, we describe the full symmetry group of the SDYM
equations.
3
2 Self-duality and manifest symmetries
2.1 Definitions and notation
We consider the Euclidean space R4 with the metric δµν , a gauge potential A = Aµdx
µ and the Yang-Mills
field F = dA+A∧A with components Fµν = ∂µAν −∂νAµ+[Aµ, Aν ], where µ, ν, ... = 1, ..., 4, ∂µ := ∂/∂xµ.
The fields Aµ and Fµν take values in the Lie algebra g of an arbitrary semisimple compact Lie group G. We
suppose that G is a matrix group G ⊂ GL(n,C).
The SDYM equations have the form
1
2
εµνρσFρσ = Fµν , (2.1)
where εµνρσ is the completely antisymmetric tensor in R
4 and ε1234 = 1. Here, and throughout the paper,
we use the Einstein summation convention, unless otherwise stated.
In this paper, we study the space of smooth local solutions to the SDYM equations (2.1). More precisely,
we suppose Aµ to be smooth on an arbitrary open ball U in R
4, and we do not fix boundary conditions for
Aµ. As U we shall also consider open subsets in R
4 which can be dense subsets in R4 and can even coincide
with R4. We shall consider smooth solutions of the SDYM equations on U lying in an open neighbourhood
of some fixed solution A0µ, for instance, in a neighbourhood of the vacuum A
0
µ = 0 (local solutions). The
set of local solutions is an infinite-dimensional space and contains finite-dimensional moduli spaces of global
solutions (instantons, monopoles etc.) as subspaces.
2.2 Gauge symmetries
Equations (2.1) are manifestly invariant under the group of gauge transformations
Aµ 7→ A
g
µ = g
−1Aµg + g
−1∂µg, Fµν 7→ F
g
µν = g
−1Fµνg, (2.2)
where g = g(x) ∈ G, x ∈ U ⊂ R4. For infinitesimal gauge transformations we have
δϕAµ = Dµϕ ≡ ∂µϕ+ [Aµ, ϕ], (2.3)
where ϕ(x) ∈ g, x ∈ U .
The fields Aµ and A
g
µ differing by the gauge transformation (2.2) are considered to be equivalent. That
is why gauge transformations are “trivial” symmetries.
2.3 Conformal symmetries
It is well-known that the SDYM equations (2.1) are invariant with respect to (w.r.t.) the group of conformal
transformations of the space R4. This group is locally isomorphic to the group SO(5, 1). On the coordinates
xµ and components Aµ of the gauge potential A the group of conformal transformations acts in the following
way:
translations : xµ 7→ x˜µ = xµ + aµ, Aµ(x
ν) 7→ A˜µ = Aµ(x
ν + aν), (2.4a)
rotations : xµ 7→ x˜µ = aµνx
ν , Aµ(x
ν) 7→ A˜µ = (a
−1)σµAσ(a
ν
ρx
ρ), (2.4b)
dilatations : xµ 7→ x˜µ = eαxµ, Aµ(x
ν) 7→ A˜µ = e
−αAµ(e
αxν), (2.4c)
special conformal
transformations :
xµ 7→ x˜µ =
xµ + αµx2
1 + 2ανxν + α2x2
, Aµ(x
ν) 7→ A˜µ =
∂xσ
∂x˜µ
Aσ(x˜
ν), (2.4d)
where a = (aµν ) ∈ SO(4), a
µ, α, αµ ∈ R, α2 := αναν , x2 := xνxν .
For infinitesimal conformal transformations we have
δNAµ = LNAµ ≡ N
ν∂νAµ +Aν∂µN
ν , (2.5)
where LN is the Lie derivative along a vector field N and N = Nν∂ν is any generator of the 15-parameter
conformal group,
Xa = δabη
b
µνxµ∂ν , Ya = δabη¯
b
µνxµ∂ν , Pµ = ∂µ,
4
Kµ =
1
2
x2∂µ − xµx
ν∂ν , D = x
ν∂ν . (2.6)
Here {Xa} and {Ya}, a, b, ... = 1, 2, 3, generate two commuting SO(3) subgroups in SO(4), Pµ are the
translation generators , Kµ are the generators of special conformal transformations, D is the dilatation
generator, ηaµν = {ǫ
a
bc, µ = b, ν = c; δ
a
µ, ν = 4;−δ
a
ν , µ = 4} are the self-dual ’t Hooft tensors and η¯
a
µν =
{ǫabc, µ = b, ν = c; −δ
a
µ, ν = 4; δ
a
ν , µ = 4} are the anti-self-dual ’t Hooft tensors.
Remark. It is well-known that for semisimple structure group G there are no local symmetries of the
SDYM equations differing from the gauge and conformal symmetries described above.
3 Complex geometry of twistor spaces
3.1 Complex structure on R4
To write down a linear system for eqs.(2.1) and to clarify its geometrical meaning, it is necessary to introduce
a complex structure J on R4 (and thus on any open subset U ⊂ R4). This means that we must introduce
on R4 a tensor Jνµ such that J
σ
µJ
ν
σ = −δ
ν
µ. It is well-known that all constant complex structures on R
4 are
parametrized by the two-sphere S2 ≃ SO(4)/U(2), and the most general form of Jνµ is
Jνµ = saη¯
a
µσδ
σν , (3.1)
where real numbers sa parametrize S2: sas
a = 1. Using the identities for the ’t Hooft tensors
η¯aµσ η¯
b
νσ = δ
abδµν + ǫ
abcη¯cµν , (3.2)
it can be shown that J2 = −1. The other admissible choice of the complex structure J˜νµ = saη
a
µσδ
σν
corresponds to choosing the opposite orientation on R4 and transition from self-duality to anti-self-duality
equations.
Eigenvalues of the operator J = (Jνµ) (applied to vectors) are ±i, and we can introduce two subspaces in
C4 = R4 ⊗ C,
V 1,0 = {V ∈ C4 : JµσV
σ = iV µ}, V 0,1 = {V ∈ C4 : JµσV
σ = −iV µ}. (3.3a)
As a basis in V 1,0 and V 0,1 one may take vectors with the components
{V
(1)µ
1 } = {
1
2
,−
i
2
,−
1
2
λ¯,
i
2
λ¯}, {V
(1)µ
2 } = {
1
2
λ¯,
i
2
λ¯,
1
2
,
i
2
}, (3.3b)
{V¯
(1)µ
1 } = {
1
2
,
i
2
,−
1
2
λ,−
i
2
λ}, {V¯
(1)µ
2 } = {
1
2
λ,−
i
2
λ,
1
2
,−
i
2
}, (3.3c)
where λ and λ¯ are local holomorphic and antiholomorphic coordinates on the sphere S2, λ = (s1+is2)/(1+s3).
Using J , one can introduce vector fields V
(1)
A = V
(1)µ
A ∂µ of the type (1, 0) and vector fields V¯
(1)
A = V¯
(1)µ
A ∂µ
of the type (0, 1) w.r.t. J , where A,B, ... = 1, 2. We have
V¯
(1)
1 = V¯
(1)µ
1 ∂µ =
1
2
(∂1 + i∂2)−
λ
2
(∂3 + i∂4) = ∂y¯1 − λ∂y2 , (3.4a)
V¯
(1)
2 = V¯
(1)µ
2 ∂µ =
1
2
(∂3 − i∂4) +
λ
2
(∂1 − i∂2) = ∂y¯2 + λ∂y1 , (3.4b)
where
y1 = x1 + ix2, y2 = x3 − ix4, y¯1 = x1 − ix2, y¯2 = x3 + ix4 (3.5)
are the canonical complex coordinates on R4 ≃ C2.
3.2 Riemann sphere CP1
In (3.3) we have introduced the complex coordinate λ on S2 ≃ CP1, parametrizing complex structures on
R4. Using the stereographic projection S2 → R2, one can introduce two coordinate patches Ω1 ≃ R2 and
Ω2 ≃ R2 of the sphere with the coordinates
ω11 =
s1
1 + s3
and ω21 =
s2
1 + s3
on Ω1, ω
1
2 =
s1
1− s3
and ω22 =
s2
1− s3
on Ω2, (3.6)
5
in which the metric on S2 is conformally flat.
We introduce the standard complex structure j on S2 with the components
j = (jAB), j
A
C j
C
B = −δ
A
B, j
1
2 = −j
2
1 = −1 (3.7)
in the coordinates {ωA1 }. Now we can introduce vector fields, holomorphic and antiholomorphic w.r.t. j, on
Ω1 as
V
(1)
3 =
1
2
(∂ω1
1
− i∂ω2
1
) = ∂λ, j
A
BV
(1)B
3 = iV
(1)A
3 , (3.8)
V¯
(1)
3 =
1
2
(∂ω1
1
+ i∂ω2
1
) = ∂λ¯, j
A
BV¯
(1)B
3 = −iV¯
(1)A
3 , (3.4c)
where λ = ω11+ iω
2
1 is the complex coordinate on Ω1 ≃ C. Analogously, we introduce the complex coordinate
ζ = ω12 − iω
2
2 on Ω2 ≃ C and vector fields V
(2)
3 = ∂ζ , V¯
(2)
3 = ∂ζ¯ on Ω2.
So the sphere S2 can be covered by two coordinate patches Ω1, Ω2, with Ω1, the neighbourhood of λ = 0,
and Ω2, the neighbourhood of λ =∞. Let us fix α1, α2: 0 ≤ α1 < 1 < α2 ≤ ∞ and put
Ω1 = {λ ∈ C : |λ| < α2}, Ω2 = {λ ∈ C ∪∞ : |λ| > α1}. (3.9)
The sphere S2, considered as a complex projective line CP1 = Ω1 ∪Ω2, is the complex manifold obtained by
patching together Ω1 and Ω2 with the coordinates λ and ζ related by ζ = λ
−1 on Ω1 ∩ Ω2. For example, if
Ω1 = {λ ∈ C : |λ| <∞} and Ω2 = {λ ∈ C ∪∞ : |λ| > 0}, Ω1 ∩Ω2 is the multiplicative group C∗ of complex
numbers λ 6= {0,∞}.
3.3 Twistor space
We consider an open subset U in R4. As a smooth manifold the twistor space P ≡ P(U) of U is a direct
product of the spaces U and CP1: P = U × CP1 and is the bundle of complex structures on U [19]. This
space can be covered by two coordinate patches:
P = U1 ∪ U2, U1 = U × Ω1, U2 = U × Ω2, (3.10a)
with the coordinates {xµ, λ, λ¯} on U1 and {xµ, ζ, ζ¯} on U2. The two-set open cover O = {Ω1,Ω2} of the
Riemann sphere CP1 was described in § 3.2. We shall consider the intersection U12 of U1 and U2
U12 := U1 ∩ U2 = U × (Ω1 ∩ Ω2) (3.10b)
with the coordinates xµ ∈ U , λ, λ¯ ∈ Ω12 := Ω1 ∩Ω2. Thus, the twistor space P is a trivial bundle π : P → U
over U with the fibre CP1, where π : {xµ, λ, λ¯} → {xµ} is the canonical projection.
We shall also consider the twistor space Z ≡ Z(R4) of R4 which as a smooth manifold is a direct product
Z = R4×CP1. The twistor space P is an open subset of Z. In its turn, Z ≃ CP3−CP1 is an open subset in
the space CP3 which is the twistor space of the sphere S4. Formally, P concides with Z if we take U = R4;
that is why we denote the cover of Z by the same letters U1 = R4 × Ω1,U2 = R4 × Ω2. Since P is an open
subset of Z, a complex structure will be discussed for Z.
Having the complex structure J on R4 and the complex structure j on S2, we can introduce a complex
structure J = (J, j) on Z. The vector fields {V¯
(1)
a } on U1, introduced in (3.4), are vector fields of the type
(0,1) w.r.t. the complex structure J . Vector fields {V¯
(2)
a } of the type (0,1) on U2 have the form
V¯
(2)
1 = ζ∂y¯1 − ∂y2 , V¯
(2)
2 = ζ∂y¯2 + ∂y1 , V¯
(2)
3 = ∂ζ¯ , (3.11a, b, c)
and we have
V¯
(1)
1 = λV¯
(2)
1 , V¯
(1)
2 = λV¯
(2)
2 , V¯
(1)
3 = −λ¯
2V¯
(2)
3 (3.12a, b, c)
on U12 = U1 ∩ U2.
Now we can introduce complex coordinates {za1} on U1 and {z
a
2} on U2 as solutions of the equations
V¯
(1)
a (zb1) = 0 and V¯
(2)
a (zb2) = 0. We have
z11 = y
1 − λy¯2, z21 = y
2 + λy¯1, z31 = λ, (3.13a)
z12 = ζy
1 − y¯2, z22 = ζy
2 + y¯1, z32 = ζ (3.13b)
6
and on the intersection U12 these coordinates are connected by the holomorphic transition function f12
za1 = f
a
12(z
b
2) ⇔ z
1
1 = f
1
12(z
b
2) =
z12
z32
, z21 = f
2
12(z
b
2) =
z22
z32
, z31 = f
3
12(z
b
2) =
1
z32
. (3.13c)
From (3.13) it is not difficult to derive the formulae
∂
∂z¯11
= γ1V¯
(1)
1 ,
∂
∂z¯21
= γ1V¯
(1)
2 ,
∂
∂z¯31
= V¯
(1)
3 + y¯
2γ1V¯
(1)
1 − y¯
1γ1V¯
(1)
2 , (3.14a)
where γ1 = 1/(1 + λλ¯). Analogously, on U2
∂
∂z¯12
= γ2V¯
(2)
1 ,
∂
∂z¯22
= γ2V¯
(2)
2 ,
∂
∂z¯32
= V¯
(2)
3 − y¯
1γ2V¯
(2)
1 − y¯
2γ2V¯
(2)
2 , (3.14b)
where γ2 = 1/(1 + ζζ¯).
It is easy to check that the local basis (0,1)-forms w.r.t. J are
θ¯1(1) = γ1(dy¯
1 − λ¯dy2), θ¯2(1) = γ1(dy¯
2 + λ¯dy1), θ¯3(1) = dλ¯ on U1, (3.15a)
θ¯1(2) = γ2(ζ¯dy¯
1 − dy2), θ¯2(2) = γ2(ζ¯dy¯
2 + dy1), θ¯3(2) = dζ¯ on U2. (3.15b)
The exterior derivative d on Z splits into ∂ and ∂¯: d = ∂ + ∂¯, where
∂¯ = dz¯a1
∂
∂z¯a1
= θ¯a(1)V¯
(1)
a on U1, (3.16a)
∂¯ = dz¯a2
∂
∂z¯a2
= θ¯a(2)V¯
(2)
a on U2, (3.16b)
and the operator ∂ is connected with ∂¯ by means of complex conjugation. As usual d2 = ∂2 = ∂¯2 =
∂∂¯ + ∂¯∂ = 0.
It follows from (3.12), (3.13) and (3.15) that as a complex manifold Z is not a direct product C2 ×CP1,
but is a nontrivial holomorphic vector bundle p : Z → CP1. Moreover, from (3.12), (3.13) and (3.15) it
follows that Z coincides with a total space of the rank 2 holomorphic vector bundle L−1 ⊕ L−1 over CP1,
p : Z = L−1 ⊕ L−1 −→ CP1, (3.17)
where L is the tautological complex line bundle over CP1 with the transition function λ−1, and the first
Chern class c1(L) equals −1: c1(L) = −1. Its dual L−1 is isomorphic to the hyperplane bundle (Chern class
c1(L
−1) = 1) over CP1. The twistor space P of U ⊂ R4 is an open subset of Z and Z = L−1 ⊕ L−1 ≃
CP3 − CP1 is an open subset of CP3. Holomorphic sections of the bundle (3.17) are projective lines
CP
1
y =
{
λ ∈ Ω1 : z11 = y
1 + λy˜2, z21 = y
2 + λy˜1
ζ ∈ Ω2 : z12 = ζy
1 + y˜2, z22 = ζy
2 + y˜1
}
(3.18)
parametrized by the points y = {y1, y2, y˜1, y˜2} ∈ C4.
3.4 Real structure on twistor space
A real structure on the complex twistor space Z is defined as an antiholomorphic involution τ : Z → Z,
defined by the antipodal map λ 7→ −1/λ¯ on the CP1 factor,
τ(xµ, λ) = (xµ,−1/λ¯), τ2 = 1. (3.19)
This involution takes the complex structure J on Z to its conjugate −J , i.e., it is antiholomorphic. It is
obvious from the definition (3.19) that τ has no fixed points on P ⊂ Z but does leave the fibres CP1x , x ∈ U,
of the bundle P → U invariant. The same is true for the fibres CP1x of the bundle Z → R
4. Fibres CP1x of the
bundle P → U are also real holomorphic sections of the bundle (3.17) for which we have y˜1 = y¯1, y˜2 = −y¯2
in (3.18), i.e., they are parametrized by {xµ} = {yA, y¯A} ∈ U .
An extension of the involution τ to complex functions f(xµ, λ) has the form [34]
τ : f(x, λ) 7→ τ(f(x, λ)) ≡ fτ (x, λ) := f(τ(x, λ)) = f(x,−λ¯−1). (3.20)
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In particular, for the complex coordinates {za1} and {z
a
2} on Z we have
τ(z11) = z
2
2 , τ(z
2
1) = −z
1
2 , τ(z
3
1) = −z
3
2 , ⇔
τ(za1 ) = B
a
b z
b
2, B
1
2 = 1, B
2
1 = −1, B
3
3 = −1. (3.21)
All the rest components of the constant matrix B = (Bab ) are equal to zero.
Using (3.21), it is not difficult to verify that for the transition function (3.13c) compatible with the real
structure τ , we have
τ(fa12) = B
a
b f˜
b
12, (3.22)
where f˜12 is the transition function inverse to f12
z12 = f˜
1
12(z
b
1) =
z11
z31
, z22 = f˜
2
12(z
b
1) =
z21
z31
, z32 = f˜
3
12(z
b
1) =
1
z31
. (3.23)
So all the holomorphic data are compatible with τ .
4 The Penrose-Ward correspondence
4.1 Complex vector bundles over U and P
Let us consider a principal G-bundle P = P (U,G) = U×G over U ⊂ R4. Then, a gauge potential A = Aµdx
µ
(a connection 1-form) defines a connection D := d + A = dxµ(∂µ + Aµ) on the bundle P , and the 2-form
F = dA+A ∧A = 12Fµνdx
µ ∧ dxν is the curvature of the connection form A. We shall consider irreducible
connections. Suppose a representation of G in the complex vector space Cn is given. In the standard manner
we associate with P the complex vector bundle
E = P ×G C
n ≃ U × Cn,
which is topologically trivial.
Using the projection π : P → U of the twistor space P on U , we can pull back E to a bundle E′ := π∗E
over P , and the pulled back bundle E′ is trivial on the fibres CP1x of the bundle P → U . We can set
components of π∗A along the fibres equal to zero and then the pulled back connection D′ will have the form
D′ = D + dλ∂λ + dλ¯∂λ¯ (on U1)= D + dζ∂ζ + dζ¯∂ζ¯ (on U2).
4.2 Self-duality ⇒ holomorphy
The twistor space P of the space U ⊂ R4 is a complex three-dimensional manifold with the coordinates
{za1} on U1 ⊂ P and {z
a
2} on U2 ⊂ P , P = U1 ∪ U2. Using the (0,1)-forms (3.15), we introduce the (0,1)
components Ba of the connection 1-form π
∗A = Aµdx
µ = B1,0 +B0,1 ≡ B¯ +B by the formulae
{B
(1)
1 := Ay¯1 − λAy2 , B
(1)
2 := Ay¯2 + λAy1 , B
(1)
3 := 0} on U1, (4.1a)
{B
(2)
1 := ζAy¯1 −Ay2 , B
(2)
2 := ζAy¯2 +Ay1 , B
(2)
3 := 0} on U2. (4.1b)
Notice that B
(1)
a = λB
(2)
a on U12. One can also introduce the components Bz¯a
1,2
of B along the antiholomor-
phic vector fields ∂z¯a
1,2
from (3.14),
{Bz¯1
1
:= γ1B
(1)
1 , Bz¯21 := γ1B
(1)
2 , Bz¯31 := y
2γ1B
(1)
1 − y
1γ1B
(1)
2 } on U1, (4.2a)
{Bz¯1
2
:= γ2B
(2)
1 , Bz¯22 := γ2B
(2)
2 , Bz¯32 := −y¯
1γ2B
(2)
1 − y¯
2γ2B
(2)
2 } on U2. (4.2b)
Then we have π∗A = B¯ +B and
B ≡ B0,1 = Bz¯a
1
dz¯a1 = B
(1)
a θ¯
a
(1) on U1, (4.3a)
B ≡ B0,1 = Bz¯a
2
dz¯a2 = B
(2)
a θ¯
a
(2) on U2. (4.3b)
Now we can introduce components of the connection D′ on the complex vector bundle E′ which are (0,1)
components w.r.t. the complex structure J on P ,
D′ := ∂B¯ + ∂¯B, ∂¯B = ∂¯ +B, (4.4)
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where the operator ∂¯ was introduced in (3.16), the (0,1)-form B was introduced in (4.3) and the operator
∂B¯ = ∂ + B¯ is the (1,0) component of the operator D
′.
Remark. In most cases we shall further write down formulae and equations in the trivialization over
U1 ⊂ P .
Let us consider the equations
∂¯Bξ = 0 (4.5)
on a smooth local section ξ of the bundle E′. The local solutions of these equations are by definition the
local holomorphic sections of the complex vector bundle E′. The bundle E′ → P is said to be holomorphic
if eqs.(4.5) are compatible, i.e., ∂¯2B = 0 ⇒ the (0,2) components of the curvature of D
′ are equal to zero.
In the trivialization over U1, eqs. (4.5) are equivalent to the equations
[(D1 + iD2)− λ(D3 + iD4)]ξ1(x, λ, λ¯) = 0, (4.6a)
[(D3 − iD4) + λ(D1 − iD2)]ξ1(x, λ, λ¯) = 0, (4.6b)
∂λ¯ξ1(x, λ, λ¯) = 0, (4.6c)
and analogously in the trivialization over U2. Equation (4.6c) simply means that ξ1 is a function of x
µ and
λ (does not depend on λ¯). If eq.(4.6c) is solved, the remaining two equations (4.6a,b) for ξ1(x, λ) are usually
called the linear system for the SDYM equations [35]. It is readily seen that the compatibility conditions
∂¯2B = 0 of eqs.(4.6) are identical to the SDYM equations (2.1), which in the coordinates {y
1, y2, y¯1, y¯2} have
the form
Fy1y2 = 0, Fy¯1y¯2 = 0, Fy1y¯1 + Fy2y¯2 = 0, (4.7)
i.e., eqs. (4.7) follow from the equations ∂¯2B = 0. Therefore, if a gauge potential A = Aµdx
µ is a smooth
solution of eqs.(4.7) on a domain U in R4, there exist solutions of eqs.(4.5), and the bundle E′ → P is
holomorphic.
For the cover U = {U1,U2} of P = U1 ∪ U2, eqs.(4.5) have a local solution ξ1 over U1, a local solution ξ2
over U2 and ξ1 = ξ2 on the overlap U12 = U1 ∩U2 (i.e., it is a section over P). We can always represent ξ1, ξ2
in the form ξ1 = ψ1χ1, ξ2 = ψ2χ2, where G
C-valued functions ψ1 and ψ2 nonsingular on U1 and U2 satisfy
the equations
∂¯Bψ1 = 0, ∂¯Bψ2 = 0 (4.8)
on U1 and U2, respectively. The vector-functions χ1,2 ∈ Cn are holomorphic on U1,2,
V¯ (1)a χ1 = 0, V¯
(2)
a χ2 = 0. (4.9)
It follows from (4.8) that
(∂y¯1ψ1 − λ∂y2ψ1)ψ
−1
1 = (∂y¯1ψ2 − λ∂y2ψ2)ψ
−1
2 = −(Ay¯1 − λAy2), (4.10a)
(∂y¯2ψ1 + λ∂y1ψ1)ψ
−1
1 = (∂y¯2ψ2 + λ∂y1ψ2)ψ
−1
2 = −(Ay¯2 + λAy1), (4.10b)
∂λ¯ψ1 = ∂λ¯ψ2 = 0. (4.10c)
Moreover, the vector-functions χ1 and χ2 are related by
χ1 = F12χ2 (4.11)
on U12, i.e.,
F12 := ψ
−1
1 ψ2 (4.12)
is the transition matrix in the bundle E′ and F21 := ψ
−1
2 ψ1 = F
−1
12 . From eqs.(4.8), (4.10) it follows that
F12 is the holomorphic GC-valued function on U12 with nonvanishing determinant.
Remarks
1. The matrices ψ1 and ψ2 are matrix fundamental solutions, i.e., the columns of ψ1, ψ2 form frame
fields for E′ over U1, U2. In other words, matrix-valued functions ψ1, ψ2 define a trivialization of the bundle
E′ over U1, U2. At the same time, χ1 = χ1(za1 ) and χ2 = χ2(z
a
2 ) are Cˇech fibre coordinates of the bundle E
′
over U1 and U2. The representation of ξ1,2 in the form ξ1 = ψ1χ1, ξ2 = ψ2χ2 is simply an expansion of the
sections ξ1,2 in the basis sections ψ1,2 with the components χ1,2 (see e.g. [36]).
2. The matrix-valued functions ψ1,2 are C
∞-functions on U1,2, and any transition matrix of the form
(4.12) defines a bundle E′, which is topologically trivial, but holomorphically nontrivial, since ψ1,2 are not
holomorphic functions on U1,2. On the other hand, eqs.(4.10c) mean that the restriction of E
′ to any real
projective line CP1x (x ∈ U) is holomorphically trivial: E
′|CP1x ≃ CP
1
x × C
n.
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4.3 Gauge transformations and holomorphic equivalence
It is easy to see that the local gauge transformations (2.2) of the gauge potential A are induced by the
transformations
ψ1 7→ ψ
g
1 := g
−1(x)ψ1, ψ2 7→ ψ
g
2 := g
−1(x)ψ2, (4.13)
and the transition matrix F12 = ψ
−1
1 ψ2 is invariant under these transformations because (ψ
g
1)
−1ψg2 = ψ
−1
1 ψ2.
On the other hand, the components {Aµ} of the gauge potential A in (4.10) will not change after
transformations
ψ1 7→ ψ
h1
1 := ψ1h
−1
1 , ψ2 7→ ψ
h2
2 := ψ2h
−1
2 , (4.14)
where h1 is any regular holomorphic G
C-valued function on U1 and h2 is any regular holomorphic GC-valued
function on U2. This means that a class of holomorphically equivalent bundles over the twistor space P
corresponds to a self-dual connection on U . Recall that holomorphic bundles with the transition matrices
Fˆ12 and F12 are called holomorphically equivalent if
Fˆ12 = h1F12h
−1
2 (4.15)
for some regular matrices h1, h2 such that h1 is holomorphic on U1 and h2 is holomorphic on U2.
4.4 Unitarity conditions
It follows from eqs.(4.10) that in the general case the components {Aµ} of the gauge potential A will take
values in the Lie algebra gC, because ψ1,2 are G
C-valued. This is equivalent to the consideration of Aµ with
values in the Lie algebra g, but with complex components Akµ in the expansion Aµ = A
k
µTk in the generators
{Tk} of the Lie group G. If we want to consider real gauge fields, we have to impose additional reality
conditions on the bundle E′ induced by the real structure τ on P (see § 3.4) and by an automorphism σ˜ of
the Lie algebra gC such that g = {a ∈ gC : σ˜(a) = a, σ˜2 = id}. Such a reality structure in the bundle E′
exists for any compact Lie group G [19], and we shall describe it for the case G = SU(n), g = su(n).
Namely, in the case g = su(n) we have A†µ = −Aµ and therefore
A†
y1
= −Ay¯1 , A
†
y2
= −Ay¯2 , (4.16a)
where † denotes Hermitian conjugation. Then the matrices F12 ∈ SL(n,C) and ψ1, ψ2 ∈ SL(n,C) have to
satisfy on U12 the following unitarity conditions (see e.g. [28]):
F†12(τ(z¯
a
1 )) = F12(z
a
1 ), (4.16b)
ψ†1(τ(x, λ)) = ψ
−1
2 (x, λ), (4.16c)
where the action of τ on the coordinates of the space P was described in § 3.4.
Remark. For simplicity, we shall always consider the case G = SU(n) when discussing real gauge fields.
Thus, starting from a bundle E over U ⊂ R4 with a self-dual connection, we have constructed a topologi-
cally trivial holomorphic vector bundle E′ over P satisfying the conditions: (1) E′ is holomorphically trivial
on each real projective line CP1x, x ∈ U , in P ; (2) E
′ has a real structure.
4.5 Riemann-Hilbert problems
Suppose we have a nonsingular matrix-valued function F(x, λ) ∈ SL(n,C) on Ω1 ∩ Ω2 ⊂ CP1 (see § 3.2)
depending holomorphically on λ and smoothly on some parameters {xµ}. Then a parametric Riemann-
Hilbert problem is to find matrix-valued functions ψ1, ψ2 ∈ SL(n,C) on Ω1∩Ω2 such that ψ1 can be extended
continuously to a regular (i.e., holomorphic with a non-vanishing determinant) matrix-valued function on
Ω1, ψ2 can be extended to a regular matrix-valued function on Ω2 and
F(x, λ) = ψ−11 (x, λ)ψ2(x, λ) (4.17)
on Ω1 ∩ Ω2.
It follows from the Birkhoff decomposition theorem (see e.g. [37]) that for a fixed x any holomorphic on
Ω1 ∩ Ω2 nonsingular matrix-valued function F admits a decomposition
F = ψ1Λψ2, (4.18)
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where ψ1, ψ2 are defined above and Λ is a diagonal matrix whose entries are integral powers ki ∈ Z of λ,
k1 + ... + kn = 0. The ki’s are unique up to permutation and are Chern classes of the holomorphic line
bundles over CP1 which occur in the decomposition of the holomorphic vector bundle over CP1 with F as a
transition matrix (Grothendieck’s theorem).
If Λ is the identity matrix, the decomposition (4.18) is called a solution to the Riemann-Hilbert problem.
For these matrices F , the factorization is unique up to a transformation
ψ1(x, λ) 7→ ψ
g
1 = g
−1(x)ψ1(x, λ), ψ2(x, λ) 7→ ψ
g
2 = g
−1(x)ψ2(x, λ), (4.19)
for some matrix g(x) ∈ SL(n,C). So the Riemann-Hilbert problem can only be solved ‘generically’ and
(4.17) may not have a solution for all values of the parameters xµ. But if a factorization (4.17) exists at
some xµ0 , then it exists in an open neighbourhood U of x
µ
0 . Usually, Λ 6= 1 on a submanifold of codimension
1 (or more) of the parameter space. The points xµ for which Λ 6= 1 are called jumping points, and projective
lines CP1x corresponding to these points x are called jumping lines. In the twistor construction the jumping
points x ∈ R4 give rise to singularities in the SDYM potential A. For details see e.g. [39, 40].
4.6 Holomorphy ⇒ self-duality
Suppose we have a topologically trivial holomorphic vector bundle E′ over P with the cover U = {U1,U2}
and a transition matrix F12 satisfying the unitarity condition (4.16b). Considering F12 for fixed xµ ∈ U , we
obtain a parametric Riemann-Hilbert problem on CP1. Then in a set of all possible transition matrices we
choose those for which a solution of the Riemann-Hilbert problem exists.
After finding a Birkhoff decomposition (4.17) for F12 we consider (V¯
(1)
a ψ1)ψ
−1
1 and (V¯
(1)
a ψ2)ψ
−1
2 as
functions on U1 and U2 with values in the Lie algebra su(n). For definitions of the (0,1) vector fields V¯
(1)
a ,
V¯
(2)
a see § 3. From the holomorphy of F12 it follows that
(V¯ (1)a ψ1)ψ
−1
1 = (V¯
(1)
a ψ2)ψ
−1
2 (4.20)
on U12. Notice that as functions on CP1 the matrices ψ1 and ψ2 are regular on Ω1 and Ω2, respectively.
Hence, ψ1,2 can be expanded on Ω1 ∩ Ω2 in powers of λ:
ψ1(x, λ) =
∞∑
n=0
λnψn1 (x), ψ2(x, λ) =
∞∑
n=0
λ−nψn2 (x). (4.21)
If we substitute the expansion of ψ1,2 in powers of λ into (4.20), both the sides of (4.20) must be linear in
λ, and we have
(∂y¯1ψ1 − λ∂y2ψ1)ψ
−1
1 = (∂y¯1ψ2 − λ∂y2ψ2)ψ
−1
2 = −(Ay¯1(x)− λAy2(x)), (4.22a)
(∂y¯2ψ1 + λ∂y1ψ1)ψ
−1
1 = (∂y¯2ψ2 + λ∂y1ψ2)ψ
−1
2 = −(Ay¯2(x) + λAy1(x)), (4.22b)
where
Ay1 := −Res
λ=0
λ−2(V¯
(1)
2 ψ2)ψ
−1
2 ≡ −
∮
S1
dλ
2πiλ2
(V¯
(1)
2 ψ2)ψ
−1
2 = −(∂y1ψ
0
2)(ψ
0
2)
−1, (4.23a)
Ay2 := Res
λ=0
λ−2(V¯
(1)
1 ψ2)ψ
−1
2 ≡
∮
S1
dλ
2πiλ2
(V¯
(1)
1 ψ2)ψ
−1
2 = −(∂y2ψ
0
2)(ψ
0
2)
−1, (4.23b)
Ay¯1 := −Res
λ=0
λ−1(V¯
(1)
1 ψ1)ψ
−1
1 ≡ −
∮
S1
dλ
2πiλ
(V¯
(1)
1 ψ1)ψ
−1
1 = −(∂y¯1ψ
0
1)(ψ
0
1)
−1, (4.23c)
Ay¯2 := −Res
λ=0
λ−1(V¯
(1)
2 ψ1)ψ
−1
1 ≡ −
∮
S1
dλ
2πiλ
(V¯
(1)
2 ψ1)ψ
−1
1 = −(∂y¯2ψ
0
1)(ψ
0
1)
−1. (4.23d)
Here, the contour S1 = {λ ∈ CP1 : |λ| = 1} circles once around λ = 0 and the contour integral determines
residue Res at the point λ = 0.
The components {Aµ} of the gauge potential defined by (4.23) satisfy the SDYM equations on U which
are the compatibility conditions of eqs.(4.22). Thus, starting from a holomorphic matrix-valued function
F12 which is a transition matrix of a holomorphic vector bundle E
′ over the twistor space P , we have
completed the procedure of reconstructing a gauge potential A which defines a self-dual connection on a
complex vector bundle E over U ⊂ R4. As it was explained in § 4.3, the transformations (4.14), (4.15) of F12
into a holomorphically equivalent transition matrix h1F12h
−1
2 do not change Aµ, and gauge transformations
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Aµ 7→ Agµ inducing the transformations (4.13) do not change F12. It follows from the twistor construction
that a self-dual gauge potential A is real-analytic.
To sum up, we have described a one-to-one correspondence between gauge equivalence classes of solutions
to the SDYM equations on an open subset U of the Euclidean 4-space and equivalence classes of holomorphic
vector bundles E′ over the twistor space P satisfying the conditions: (i) bundles E′ are holomorphically trivial
on each real projective line CP1x, x ∈ U , in P , (ii) each E
′ has a real structure. This is the Euclidean version
of Ward’s theorem [41, 39].
Remark. A twistor correspondence between self-dual gauge fields and holomorphic bundles also exists
in a more general situation [19]. Let us consider a real oriented four-manifoldM with a metric g of signature
(++++). The 4-manifold M is called self-dual if its Weyl tensor is self-dual. In [19] it was proved that the
twistor space Z ≡ Z(M) for a self-dual manifold M is a complex analytic 3-fold. There is a natural one-to-
one correspondence between self-dual bundles E over M (in particular, over R4, S4, T 4, ...) and holomorphic
vector bundles E′ over the twistor space Z. In the general case, bundles E and E′ are not topologically
trivial, as it takes place in the case of Euclidean space R4, when P ⊂ Z(R4) = R4 × CP1.
5 Holomorphic bundles in the Cˇech approach
We are going to analyse the twistor correspondence between self-dual complex vector bundles E over U ⊂ R4
and holomorphic vector bundles E′ over P from the group-theoretic point of view, i.e., we want to describe
groups acting on the space of transition matrices F12 of the bundles E
′, on the space of self-dual gauge
potentials A and on the moduli space of self-dual gauge fields. In our discussion, we shall use the notion
of local groups, (local) actions of (local) groups on sets, germs, sheaves and Cˇech cohomology, definitions of
which are recalled in Appendices A,B and C.
In this section, we shall describe symmetries and the moduli space of all holomorphic vector bundles over
P . This means that we shall consider holomorphic bundles over P which are not necessarily holomorphically
trivial over CP1x →֒ P , x ∈ U , and do not satisfy the unitarity condition (4.16b). As recalled in Appendices B
and C, there is a one-to-one correspondence between the set of isomorphism classes of holomorphic bundles
over a complex space X and the Cˇech 1-cohomology set H1(X,H) of the space X with values in the sheaf
H = OG
C
of germs of holomorphic maps from X into the complex Lie group GC. We shall consider this
correspondence for our case of the complex twistor space P and the group GC = SL(n,C) and describe it
from the group-theoretic point of view.
5.1 Moduli space of holomorphic bundles over the twistor space P
We consider the two-set open cover U = {U1,U2} of P (see § 3.3), where U1,U2 are Stein manifolds. For this
cover we have the following q-simplexes 〈Uα0 , ...,Uαq〉: 〈U1〉, 〈U2〉, 〈U1,U2〉, 〈U2,U1〉, supports U1,U2,U12 :=
U1 ∩ U2 of which are nonempty sets. Further, a q-cochain of the cover U with the coefficients in the sheaf
H = OSL(n,C) is a map f , which associates with any q-simplex 〈Uα0 , ...,Uαq〉 a section of the sheaf H over
Uα0 ∩ ... ∩ Uαq : fα0...αq ≡ f(Uα0 ∩ ... ∩ Uαq) ∈ H(Uα0 ∩ ... ∩ Uαq). In other words, a q-cochain of the cover
U with values in H is a collection f = {fα0...αq} of sections of the sheaf H over nonempty intersections
Uα0 ∩ ... ∩ Uαq . The set of q-cochains is denoted by C
q(U,H) (see Appendix C). In the considered case we
have the sets of 0-cochains C0(U,H) and 1-cochains C1(U,H).
The set C0(U,H) is a group under a pointwise multiplication. For h = {h1, h2}, f = {f1, f2} ∈ C0(U,H)
we have
hf = {(hf)1, (hf)2} := {h1f1, h2f2} , (5.1)
where hα, fα ∈ H(Uα) ≡ Γ(Uα,H), α = 1, 2. The set C1(U,H) of all 1-cochains forms a group under the
following operation: if h = {h12, h21}, f = {f12, f21} ∈ C1(U,H), then
hf = {(hf)12, (hf)21} := {h12f12, h21f21}, (5.2)
where h12, h21, f12, f21 ∈ H(U12) ≡ Γ(U12,H). Notice that h12 and h21 (f12 and f21) are elements of two
different groups H(U12) : {h12, h21} ∈ H(U12)×H(U12).
For the two-set open cover U, sets of 0- and 1-cocycles are defined by the formulae
Z0(U,H) =
{
{h1, h2} ∈ C
0(U,H) : h1 = h2 on U12
}
, (5.3)
Z1(U,H) =
{
{h12, h21} ∈ C
1(U,H) : h12 = h
−1
21
}
, (5.4)
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and the space Z0(U,H) coincides with the group H0(P ,H) ≡ Γ(P ,H) of global sections of the sheaf H. The
set Z1(U,H) is not a group for the non-Abelian sheaf H.
Finally, two cocycles F , Fˆ ∈ Z1(U,H) are said to be equivalent, Fˆ ∼ F , if
Fˆ12 = h1F12h
−1
2 , (5.5)
for some element h = {h1, h2} ∈ C
0(U,H) restricted to U12. A set of equivalence classes of 1-cocycles F with
respect to the equivalence relation (5.5) is called a Cˇech 1-cohomology set and denoted by H1(U,H). In the
general case we should take the direct limit of these sets H1(U,H) over successive refinement of cover U of
P to obtain H1(P ,H), the Cˇech 1-cohomology set of P with coefficients in H. But in our case U1,U2 are
Stein manifolds and therefore H1(U,H) = H1(P ,H). The cohomology set H1(P ,H) is identified with the
set of all holomorphic vector bundles over P with the group SL(n,C) which are considered up to equivalence
(5.5), i.e., with the moduli space of holomorphic vector bundles E′.
5.2 Action of the group C0(U,H) on the space Z1(U,H)
Suppose that we are given a cover {Uγ} of the space P , γ = 1, 2, ..., and the groups C0({Uγ},H) and
C1({Uγ},H) of 0-cochains and 1-cochains. Let us define the following action of the group C
0 on the group
C1 (automorphism σ0(h, .)):
σ0(h, f)αβ = hβfαβh
−1
β (no summation), (5.6)
where h = {hα} ∈ C0({Uγ},H), f = {fαβ} ∈ C1({Uγ},H). Now we can define a twisted homomorphism
δ0 : C0 → C1 of the group C0 into the group C1 by the formula [42]
δ0(h)αβ = hαh
−1
β , (5.7a)
where δ0(h) = {δ0(h)αβ} ∈ C1({Uγ},H). It is not difficult to see that
δ0(hg) = δ0(h)σ0(h, δ
0(g)), (5.7b)
i.e., the homomorphism δ0 is “twisted” by σ0. The twisted homomorphism δ
0 permits one to define an action
ρ0 of the group C
0 on C1 as on a set. The corresponding transformations act on C1 by the formula [42]
ρ0(h, f) = δ
0(h)σ0(h, f) ⇔ ρ0(h, f)αβ = hαfαβh
−1
β (no summation), (5.8a)
ρ0(gh, f) = ρ0(g, ρ0(h, f)), (5.8b)
where h, g ∈ C0({Uγ},H), f ∈ C1({Uγ},H). Of course, in (5.6)-(5.8) it is implied that the components hα
of the element h ∈ C0 are restricted to Uαβ . It is not difficult to verify that the action (5.8) preserves the
space of 1-cocycles Z1({Uγ},H) ⊂ C1({Uγ},H).
For a two-set open cover U = {U1,U2} of P , the action ρ0 of the group C0 on the space Z1(U,H) of
1-cocycles has the form
ρ0(h,F)12 = h1F12h
−1
2 , (5.9)
where h ∈ C0(U,H),F ∈ Z1(U,H). As already said, the action (5.9) (the special case of (5.8)) preserves the
space Z1, and the quotient space ρ0(C
0)\Z1 (ρ0(C0) acts on Z1 on the left), i.e., the space of orbits of the
group C0 in Z1,
H1(P ,H) = H1(U,H) := ρ0(C
0(U,H))\Z1(U,H), (5.10)
is the Cˇech 1-cohomology set.
5.3 Action of the group C1(U,H) on the space Z1(U,H)
For a two-set open cover U of P one may define an automorphism σ(h, .) : C1 → C1, h ∈ C1, of the group
of 1-cochains by the formula
σ(h, f)12 = h21f12h
−1
21 , (5.11)
where h, f ∈ C1(U,H), and a twisted homomorphism δ : C1 → C1 by the formula
δ(h) = {δ(h)12, δ(h)21} = {h12h
−1
21 , h21h
−1
12 }, (5.12)
where h, δ(h) ∈ C1(U,H). With the help of the homomorphisms σ and δ one can define the action of the
group C1 on itself as follows:
ρ(h, f) = δ(h)σ(h, f) ⇔ ρ(h, f)12 = h12f12h
−1
21 , (5.13a)
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ρ(gh, f) = ρ(g, ρ(h, f)), (5.13b)
where g, h, f ∈ C1(U,H). This action preserves the set Z1(U,H) of 1-cocycles, and for a cocycle F ∈ Z1(U,H)
we have
F˜12 := ρ(h,F)12 = h12F12h
−1
21 . (5.14)
It is easy to see that F˜21 := h21F21h
−1
12 = (h12F12h
−1
21 )
−1 = F˜−112 , i.e., F˜ is a 1-cocycle.
For h = {h12, h21} ∈ C1(U,H), the matrices h12, h21 ∈ SL(n,C) are arbitrary holomorphic matrix-valued
functions on U12 and therefore with the help of the action (5.14) one can obtain any cocycle from Z1(U,H).
In other words, the action of C1(U,H) on Z1(U,H) is transitive, and the set Z1 can be identified with a
homogeneous space C1/C1△,
Z1(U,H) = C1(U,H)/C1△(U,H), (5.15a)
where
C1△(U,H) =
{
{h12, h21} ∈ C
1(U,H) : h21 = h12
}
(5.15b)
is the stability subgroup of the trivial cocycle F012 = 1. The group C
1
△(U,H) is the kernel of the homomor-
phism (5.12). Thus, the group C1(U,H) acts transitively on the space Z1(U,H) of holomorphic bundles E′
over P .
Remark. The description of the group C1 and of its action on the space Z1 of cocycles in terms of
matrix-valued functions depends on a cover of the space P . For a general system of local trivializations with
an open cover {Uγ}, γ ∈ I, the elements F of Z1({Uγ},H) must satisfy the conditions
Fαα = 1 (no summation) on Uα, Fβα = F
−1
αβ on Uαβ := Uα ∩ Uβ, (5.16a)
FαβFβγFγα = 1 (no summation) on Uαβγ := Uα ∩ Uβ ∩ Uγ 6= ∅. (5.16b)
Then C1({Uγ},H) acts on F ∈ Z1({Uγ},H) as follows:
Fαβ 7→ F˜αβ := ρ(h,F)αβ = hαβFαβh
−1
βα (no summation). (5.17)
It is easily checked that the conditions (5.16a) for F˜ are satisfied, and from the conditions (5.16b) imposed
on F˜αβ it follows that
hαβ |Uαβγ = hαγ |Uαβγ . (5.18)
It simply means that hαβ are defined on
∪
α,β∈I
Uαβ , (5.19)
and we denote by C¯1({Uγ},H) the subgroup of all elements h = {hαβ} ∈ C
1({Uγ},H) satisfying (5.18).
Thus, we obtain
Z1({Uγ},H) = C¯
1({Uγ},H)/C¯
1
△({Uγ},H), (5.20a)
where
C¯1△({Uγ},H) =
{
{hαβ} ∈ C¯
1({Uγ},H) : hβα = hαβ
}
(5.20b)
is the stability subgroup of the trivial cocycle F0αβ = 1. For a two-set open cover U = {U1,U2} we have
C¯1(U,H) = C1(U,H).
It follows from the definitions that the groups C0(U,H) and C1(U,H) are direct products
C0(U,H) = H(U1)×H(U2) ≡ Γ(U1,H)× Γ(U2,H) ∋ {h1, h2}, (5.21a)
C1(U,H) = H(U12)×H(U12) ≡ Γ(U12,H)× Γ(U12,H) ∋ {h12, h21}, (5.21b)
of the groups H(U1),H(U2) and H(U12) of sections over U1,U2 and U12 of the sheaf H . Respectively,
C1△(U,H) coincides with the diagonal subgroup in the group H(U12)×H(U12), and Z
1(U,H) coincides with
the subset of elements h = {h12, h
−1
12 } from the group C
1(U,H).
Collating formulae (5.10) and (5.15), we obtain that
H1(P ,H) = ρ0(C
0) \ C1/C1△, (5.22)
i.e., the moduli space of holomorphic bundles E′ over P is parametrized by the double coset space (5.22). It
is not difficult to see that the 1-cohomology set (5.22) is isomorphic to
(i) the set of C1△-orbits in Y
1 := ρ0(C
0) \ C1,
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(ii) the set of C0-orbits in Z1 = C1/C1△,
(iii) the set of C1-orbits in Y 1 × Z1,
where an action of h ∈ C1 on (y, z) ∈ Y 1 × Z1 is defined by the formula
C1 × (Y 1 × Z1) ∋ (h, (y, z)) : (y, z) 7→ (yh, ρ(h−1, z)) ∈ Y 1 × Z1.
To sum up, for the space Z1(U,H) of holomorphic bundles E′ over P , the group C1(U,H) of 1-cochains
for the cover U with values in the sheaf H of non-Abelian groups acts on the transition matrices F12 of
bundles E′ by the left multiplication on matrices h12 ∈ H(U12) and by the right multiplication on matrices
h−121 ∈ H(U12). This group acts on Z
1 transitively, and the space Z1 is the coset space (5.15a) (or (5.20a)
for an arbitrary cover of P). So C1(U,H) is the symmetry group of the space of holomorphic bundles E′ in
the Cˇech approach. The moduli space H1(P ,H) of bundles E′ is the double coset space (5.22).
5.4 The group H(P) of automorphisms of the complex manifold P
Let X be a compact smooth manifold, G a compact simple connected Lie group and AutG a group of
automorphisms of the group G. Consider the group Map (X ;G) of smooth maps from X into G and the
connected component of the unity Map0 (X ;G) of the group Map (X ;G). It is well-known that the group of
automorphisms of the group Map0 (X ;G) is a semidirect product
Diff (X)⋉Map (X ; AutG) (5.23)
of the diffeomorphism group Diff (X) of the manifold X and the group of automorphisms Map (X ; AutG)
(for proof see § 3.4 in [37]).
As a set the space Z1(U,H) considered above coincides with the groupMap (U12;SL(n,C)) of holomorphic
maps from U12 into SL(n,C) and it is an analogue of the group Map0 (X ;G). The group C
1(U,H) acting on
the space Z1(U,H) is respectively an analogue of the group of automorphisms Map (X ; AutG). It is clear
that there should be an analogue of the diffeomorphism group from (5.23), i.e., some group of transformations
of the coordinates of the space P acting on the set Z1(U,H).
Remember that as a smooth manifold the twistor space is P = U × S2. At the same time, P is a
complex 3-manifold, and in § 3.3 we have introduced the complex coordinates z1 : U1 → C
3, z2 : U2 → C
3
on P and the holomorphic transition function f12 connecting z1 and z2 on U12. Let η : P → P be an
arbitrary transformation from the group Diff (P) of diffeomorphisms of the twistor space P . Let us denote
by U˜1 := η(U1), U˜2 := η(U2) the images of the open sets U1,U2 in P . We have
η(P) = η(U1 ∪ U2) = η(U1) ∪ η(U2) = U˜1 ∪ U˜2, (5.24a)
η(U12) = η(U1 ∩ U2) = η(U1) ∩ η(U2) = U˜1 ∩ U˜2, (5.24b)
since the map η is a bijection.
Let us consider the restriction of the map η to U12, i.e., the local diffeomorphism η |U12 : U12 → P . On
U˜12 = η(U12) one can always introduce complex coordinates zˆ1 : U˜12 → C
3, zˆ2 : U˜12 → C
3 related by a
holomorphic transition function fˆ12 such that the map η |U12 : U12 → U˜12 will be holomorphic in the chosen
coordinates. In other words, domains U12 and U˜12 are biholomorphic and there exist holomorphic functions
η1, η2 such that [43]
zˆa1 ◦ η = η
a
1 (z
b
1), zˆ
a
2 ◦ η = η
a
2 (z
b
2), zˆ
a
1 = fˆ
a
12(zˆ
b
2). (5.25)
These maps form the (local) group H(U12).
Having the group H(U12) of local holomorphic maps η |U12 : U12 → P , one can define its action on
transition matrices F of holomorphic bundles over P . But in this connection the following questions arise:
1. Is it possible to introduce on U˜1 ∪ U˜2 complex coordinates z˜1 : U˜1 → C3, z˜2 : U˜2 → C3 related by a
holomorphic transition function f˜12?
2. Can the coordinates zˆ1, zˆ2 on U˜12 be extended to U˜1, U˜2 and will they be equivalent to the coordinates
z˜1, z˜2?
The diffeomorphism group Diff (P) acts not only on transition matrices of bundles E′ over P , but also
on the complex structure of the space P . But a change of the complex structure of the space P leads to a
change of the conformal structure and a metric on U ⊂ R4 by virtue of the twistor correspondence [17, 19].
If we are interested in symmetries of the SDYM equations on the space U with a conformally flat metric,
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then we have to consider only those diffeomorphisms η ∈ Diff (P) which preserve the complex structure of
P . These maps η : P → P form the group of biholomorphic transformations of the space P which we shall
denote by H(P). It is a subgroup of the diffeomorphism group: H(P) ⊂ Diff (P).
In the coordinates z1, z2, z˜1, z˜2 transformations η ∈ H(P) are defined by the holomorphic functions
z˜a1 ◦ η = η
a
1 (z1), z˜
a
2 ◦ η = η
a
2 (z2), z˜
a
1 = f˜
a
12(z˜
b
2). (5.26)
Formulae (5.26) are not always convenient because there the coordinates zα are calculated at points p ∈ P ,
and the coordinates z˜α are calculated at points q = η(p) ∈ P . It is often more convenient to define η by
transition functions ηαβ from zα to z˜β in the domains Uα ∩ U˜β (if Uα ∩ U˜β 6= ∅), then zα and z˜β are
calculated at the same points p ∈ Uα ∩ U˜β . For example, the conformal transformations (2.4) of the space
R
4 induce such holomorphic transformations of coordinates {za1} 7→ {z˜
a
1} of the twistor space Z = Z(R
4)
that on U1 ∩ U˜1 we have
translations : z˜11 = z
1
1 + a1 − a¯2z
3
1 , z˜
2
1 = z
2
1 + a2 + a¯1z
3
1 , z˜
3
1 = z
3
1 ,
rotations
induced by {Xa}
:

 z˜
1
1
z˜21
z˜31

 =

 c d 0−d¯ c¯ 0
0 0 1



 z
1
1
z21
z31

 ,
(
c d
−d¯ c¯
)
∈ SUL(2),
rotations
induced by {Ya}
: z˜11 =
z11
a− b¯z31
, z˜21 =
z21
a− b¯z31
, z˜31 =
b+ a¯z31
a− b¯z31
,
(
a b
−b¯ a¯
)
∈ SUR(2),
dilatations : z˜11 = e
αz11 , z˜
2
1 = e
αz21 , z˜
3
1 = z
3
1 ,
special conformal
transformations
: z˜11 =
z11
1 + α1z11 + α2z
2
1
, z˜21 =
z21
1 + α1z11 + α2z
2
1
, z˜31 =
z31 − α¯1z
1
1 + α¯2z
2
1
1 + α1z11 + α2z
2
1
.
Here a1, a2, α1, α2 ∈ C, α ∈ R.
5.5 Action of the group H(P) on the space Z1(U,H)
Action of the group H(P) of complex-analytic diffeomorphisms of the space P on transition matrices of
holomorphic bundles E′ over P is defined in the following way. We consider a two-set open cover U = {U1,U2}
of P and a transition matrix F ∈ Z1(U,H) of a bundle E′. After a transformation H(P) ∋ η : P → P we
have a new cover U˜ = {U˜1, U˜2}, U˜1 = η(U1), U˜2 = η(U2). Let us consider the common refinement both of
the covers. Denote
Uˆ1 := U1 ∩ U˜1, Uˆ2 := U1 ∩ U˜2, Uˆ3 := U2 ∩ U˜1, Uˆ4 := U2 ∩ U˜2, (5.27a)
to give the refined cover Uˆ = {Uˆ1, Uˆ2, Uˆ3, Uˆ4}.
The cocycle F ∈ Z1(U,H) induces the following 1-cocycle Fˆ ∈ Z1(Uˆ,H):
Fˆ = {Fˆ12, Fˆ13, Fˆ14, Fˆ23, Fˆ24, Fˆ34} := {1,F12(z
a
1 ),F12(z
a
1 ),F12(z
a
1 ),F12(z
a
1 ), 1}, (5.27b)
where Fˆαβ is defined in Uˆαβ := Uˆα ∩ Uˆβ and
Uˆ12 := Uˆ1 ∩ Uˆ2 = U1 ∩ U˜12, Uˆ13 := Uˆ1 ∩ Uˆ3 = U12 ∩ U˜1, Uˆ14 := Uˆ1 ∩ Uˆ4 = U12 ∩ U˜12,
Uˆ23 := Uˆ2 ∩ Uˆ3 = U12 ∩ U˜12, Uˆ24 := Uˆ2 ∩ Uˆ4 = U12 ∩ U˜2, Uˆ34 := Uˆ3 ∩ Uˆ4 = U2 ∩ U˜12. (5.28)
The cocycle Fˆ is equivalent to the cocycle F , and the group H(P) acts on F ∈ Z1(U,H) as follows:
H(P) ∋ η : F 7→ Fˆ 7→ ρ(η,F) ≡ Fˆη = {Fˆη12, Fˆ
η
13, Fˆ
η
14, Fˆ
η
23, Fˆ
η
24, Fˆ
η
34},
Fˆη12 := 1, Fˆ
η
13 := F12(η
a
1 (z1)), Fˆ
η
14 := F12(η
a
1 (z1)),
Fˆη23 := F12(η
a
1 (z1)), Fˆ
η
24 := F12(f
a
12(η
b
2(z2))), Fˆ
η
34 := 1. (5.29)
In the general case cocycles Fˆ and Fˆη are not equivalent and therefore the group H(P) of biholomorphic
transformations of the twistor space P acts nontrivially on the space Z1(U,H). This action includes refining
of the cover and a transition to an equivalent cocycle.
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It is usually considered that elements η ∈ H(P) which are close to the identity do not move the covering
sets. That is, if η is close to the identity, it is possible to define the action of such η ∈ H(P) as follows:
ρ(η, .) : F12 7→ ρ(η,F)12 = F
η
12 = F12(η1(z1)), (5.30)
i.e., without using the refined cover Uˆ. In other words, the action of a neighbourhood of unity of the group
H(P) maps Z1(U,H) into itself. In what follows we shall study just this case.
Returning to § 5.3 and to the beginning of § 5.4, we come to the conclusion that the full group of continuous
symmetries acting on the space Z1(U,H) of holomorphic bundles E′ over P is a semidirect product
H(P)⋉ C1(U,H) (5.31)
of the group H(P) of holomorphic automorphisms of the space P and of the group C1(U,H) of 1-cochains
for the cover U with values in the sheaf H of holomorphic maps of the space P into the Lie group SL(n,C).
6 Symmetries in holomorphic setting
6.1 Germs of sets and groups
Let B be a set with a marked point e ∈ B. The element e is called the unity . If B and C are sets with the
marked points which we denote by the same letter e, then a homomorphism of the set B into the set C is such
a map ϕ : B → C that ϕ(e) = e. The homomorphism B → C is said to be the isomorphism if it maps B onto
C bijectively. The set Kerϕ = ϕ−1(e) with the marked point e is called the kernel of the homomorphism ϕ.
Let X be a set with a marked point e, and let Y1, Y2 be two subsets of the set X also containing the
point e. The sets Y1, Y2 are called equivalent at the point e if there exists such a neighbourhood Y3 of this
point that Y1 ∩ Y3 = Y2 ∩ Y3. The class of all sets equivalent to the set Y1 is called the germ of this set at
the point e and denoted by Y [44]. The sets Y1, Y2, Y3 are representatives of the germ Y of sets.
In Appendix A, a notion of group germs G [45] based on the definition of germs of sets is introduced.
Representatives of the group germ G are local groups, i.e., open neighbourhoods G of the identity e ≡ 1,
which are closed under all group operations (multiplication, operation of inverse etc). In particular, we shall
consider the germs C and H of the groups C1(U,H) and H(P) described in § 5.
6.2 Holomorphic triviality of bundles E ′ on CP1
x
→֒ P
Let us consider the twistor space Z ≡ Z(R4) of R4 and the moduli space H1(Z,H) of holomorphic bundles
E′ over the space Z. With the sheaf H = OSL(n,C) (of germs) of holomorphic maps from Z into the
group SL(n,C) one associates the sheaf Osl(n,C) (of germs) of holomorphic maps from Z into the Lie
algebra sl(n,C). The Abelian group (by addition) of cohomologies H1(Z,Osl(n,C)) of the space Z with
values in the sheaf Osl(n,C) parametrizes infinitesimal deformations of the trivial bundle E′0 = Z × C
n and
dimH1(Z,Osl(n,C)) =∞, i.e., in an arbitrarily small neighbourhood of the trivial bundle E′0 there exists an
infinite number of holomorphically nontrivial bundles E′.
Let us fix an arbitrary point x0 ∈ R4 and consider a real projective line CP1x0 embedded into Z. Now
we consider the restriction O
sl(n,C)
x0 := O
sl(n,C) |CP1x0
of the sheaf Osl(n,C) to CP1x0 and the cohomology
group H1(CP1x0 ,O
sl(n,C)
x0 ) parametrizing infinitesimal deformations of the trivial holomorphic bundle E
′
0x0 :=
CP
1
x0
× Cn. It is easily seen that
H1(CP1x0 ,O
sl(n,C)
x0
) = 0, (6.1)
because H1(CP1,O) = 0, where O is the sheaf of germs of holomorphic functions on CP1. The equality
(6.1) means that there exists a sufficiently small open neighbourhood U ⊂ R4 of the point x0 and an open
subset M ∋ e of the space H1(P ,H), where P ⊂ Z is the twistor space of U , such that for the bundles E′,
representing points [E′] of the spaceM⊂ H1(P ,H), their restrictionE′x to CP
1
x →֒ P will be holomorphically
trivial for any x ∈ U (version of the Kodaira theorem). In other words, small enough deformations do not
change the trivializability of the bundle E′ over real projective lines in a neighbourhood of a given projective
line CP1x0 (for discussion see e.g. [39, 40]).
Projective lines {CP1x}x∈U form a family of complex 1-manifolds parametrized by x ∈ U , and CP
1
x
coincides with CP1×{x} in the direct product CP1×U ≃ P . We consider holomorphic bundles E′ over P with
transition matrices F from Z1(U,H) and their restriction to CP1x →֒ P , x ∈ U . Then a family of holomorphic
maps F12(x, λ) from U × Ω12 into SL(n,C) determines a family of vector bundles E′x := E
′ |CP1x over CP
1
x,
17
labelled by the parameters x ∈ U ⊂ R4. In this family there exists a marked family of holomorphically
trivial bundles E′0x = CP
1
x ×C
n. Finally, we have introduced an open subset M of the set H1(P ,H) (being
an open neighbourhood of the marked point e ∈ H1(P ,H)) of moduli of those bundles E′ from H1(P ,H),
which are holomorphically trivial on CP1x →֒ P for all x ∈ U . With each point m ≡ [E
′] ∈ M one can
associate a bundle Em := E′(m) over P . Then we have a family {Em}m∈M of holomorphic bundles over P ,
parametrized by m ∈M. The marked point in this family is the trivial bundle E0 := E′(e) (the isomorphism
class of the bundle E′0).
Let X be a complex space. Consider a family of holomorphic vector bundles of rank n with the base
X and a family of complex parameters T , i.e., a holomorphic vector bundle E of rank n over X × T . The
space T is called the base of deformation. For t ∈ T , we denote by Et a bundle over X which is induced
by restriction of E to X × {t} with a natural identification X ↔ X × {t} [46]. In our case, we have a
holomorphic vector bundle E of rank n over P ×M, M⊂ H1(P ,H).
Using the definitions of § 6.1, one can consider sets equivalent to the setM, and a class of all open subsets
in H1(P ,H), equivalent to the set M, defines the germ M of this set at the point e. Of course, the notion
of equivalence is supplemented here by the demand that all representatives M,M′, ... of the germ M should
be moduli spaces of those bundles from Z1(U,H) which are holomorphically trivial on CP1x, x ∈ U . Let us
stress that a choice of a concrete representative M,M′, ... of the germ M is not essential since a different
choice gives equivalent deformations of the bundle E′0. That is why in the modern deformation theory of
complex spaces and holomorphic bundles as a base of deformation one takes not a set with a marked point
e but the germ of this set at the marked point (see e.g. [46]).
Now we take a point m = [E′] ∈ M and the transition matrix F(m) ∈ Z1(U,H) in the bundle E′
representing this point. Acting on F(m) by all possible elements of C0(U,H) by formulae (5.8), (5.9), we
obtain an orbit ρ0(C
0)(F(m)) of the point F(m) ∈ Z1(U,H) under the action ρ0 of the group C0(U,H).
This orbit coincides with the space C(U,H) := C0(U,H)/H0(P ,H), and we denote it by Cm(U,H). Consider
the union of orbits
N = ∪
m∈M
Cm(U,H). (6.2)
The space N ⊂ Z1(U,H) is a bundle over M associated with the principal fibre bundle P (M, C0),
N = P (M, C0(U,H))×C0(U,H) C(U,H), (6.3)
and the group C0 acts on N on the left. The space N is a neighbourhood of the unity F0 = 1 in the
space Z1(U,H). We consider an open subset N ′ ⊂ Z1(U,H) equivalent to N and such that for all transition
matrices F from N ′ there exists a solution of the Riemann-Hilbert problem (4.17) on CP1x and F
0 ∈ N ′.
Then we can introduce the germ N of the set N at the point F0 as a class of sets equivalent to N .
The group C0(U,H) acts on any representative N of the germ N, and we have
M = ρ0(C
0)\N , (6.4)
i.e., M is a set of orbits of the group C0 in the space N (cf. (5.10)). By virtue of the Penrose-Ward
correspondence described in § 4, there is a bijection between the space M and the moduli space of real-
analytic solutions to the SDYM equations on an open set U ⊂ R4 which are sufficiently close to the trivial
solution A0 = 0. A set of all such solutions is called the space of local solutions (a small open neighbourhood
of the point A0 = 0). So, M is bijective to the moduli space of local solutions to the SDYM equations with
the marked point A0 = 0. However, as a marked point in Z
1(U,H) one can choose a transition matrix Fˆ
of a bundle Eˆ′ over P , holomorphically trivial on CP1x0 , which corresponds to a solution Aˆ of the SDYM
equations. Then one can consider bundles (trivial on CP1x, x ∈ U) with transition matrices from an open
neighbourhood Nˆ ⊂ Z1(U,H) of the point Fˆ and the moduli space Mˆ = ρ0(C0)\Nˆ of these bundles. This
space Mˆ will be bijective to the space of local solutions to the SDYM equations that are near the solution
Aˆ.
6.3 Jumping points and jumping lines
Let us consider a holomorphic bundle E′ over the twistor space Z = L−1 ⊕ L−1 ≃ R4 × CP1 such that
its restriction to P ⊂ Z belongs to the space N ⊂ Z1(U,H) introduced in § 6.2. In general the bundle E′
will be holomorphically trivial on real projective lines CP1x parametrized not by x from U but by x from a
“wider” open set U ′ ⊃ U . Those points x from R4, for which E′|CP1x are not holomorphically trivial, are
called the jumping points, and projective lines CP1x corresponding to them are called the jumping lines. In
the Ward construction the jumping points give rise to singularities in the gauge potential A. The set R4−U ′
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of jumping points has codimension 1 (hypersurface) or more, i.e., the set U ′ is an open dense subset in R4.
Lines CP1x with x ∈ U
′ are called generic lines, and semi-stability of the bundle E′ is equivalent to being
trivial on the generic line. For more details see e.g. [39, 40].
Now we consider a holomorphic bundle E′′ over Z such that its restriction E′′|P to P belongs to N , and
E′′ is nonequivalent to the bundle E′ considered above. So, E′|P and E′′|P correspond to different points
from the moduli space M. The bundle E′′ will be holomorphically trivial on CP1x with x from an open set
U ′′ ⊃ U and in the general case U ′ 6= U ′′. In other words, subsets of jumping points for the bundles E′
and E′′ do not coincide. At last, one can consider bundles E′inst over Z which have no jumping points in
R
4 ⊂ S4. The restriction of E′inst to P belongs to N , and instantons are parametrized by a subset Ninst
in the set N . It is clear that Ninst ⊂ N is a “small” subset of N , and for a fixed topological charge the
dimension of the moduli space Minst is finite.
6.4 Representatives M0 and N0 of the germs M and N
In § 6.2 the germ M at the point e of the set M and the germ N at the point F0 of the set N have been
introduced. As an example, we shall describe some representatives M0 and N0 of these germs using the
standard ε-δ language.
Consider the twistor space P for an open ball U = {x ∈ R4 : (x−x0)
2 < r20} of the radius r0 with a center
at the point x0 ∈ R4, the cover U = {U1,U2} of P and the space Z1(U,H) of holomorphic vector bundles over
P . For the cover O = {Ω1,Ω2} of CP1 from § 3.2, we consider the closure Ω12 := {λ ∈ C : α1 ≤ |λ| ≤ α2} of
the open set Ω12 = Ω1 ∩ Ω2. Let U be the closure of the open set U : U = {x ∈ R4 : (x − x0)2 ≤ r20}. Then
the closure of the open set U12 = U × Ω12 is
U12 = U × Ω12, (6.5)
and U12 is a compact subset of the set P .
We assume that matrix-valued transition functions F12 of bundles E′ are not only holomorphic on U12,
but also smooth on U12. This mild assumption can be replaced by the condition of holomorphy of F12
in an open δ-neighbourhood of the set U12 with sufficiently small δ > 0 [44]. Length |ξ| of a vector
ξ = (ξ1, ..., ξn) ∈ Cn is given by the formula |ξ|2 =
∑
i
|ξi|2 =
∑
i
ξiξi. We consider complex n × n matrices
A = (aij) defining a linear transformation A : ξ 7→ Aξ. For the matrices A we define a norm |A| by setting
(see e.g. [44]):
|A| := max
ξ 6=0
|Aξ|
|ξ|
= max
|ξ|=1
|Aξ| (6.6a)
Now let us introduce a norm ‖ · ‖ on the space Z1(U,H) setting
‖ F ‖= max
z1∈U12
|F12(z1)| (6.6b)
for F ∈ Z1(U,H). Then Z1(U,H) turns into a topological space.
It follows from the equality (6.1) discussed in § 6.2, that there exists such a positive number r1(x)
depending on x ∈ U that the bundle E′x = E
′|CP1x will be holomorphically trivial if its transition matrix
satisfies the condition
max
λ∈Ω12
|F12(x, λ) − 1| < r1(x). (6.7a)
The function r1(x) : U → R can always be chosen smooth. It maps the compact space U into R and therefore
r1(x) ≥ r1 := min
x∈U
r1(x), (6.7b)
i.e., it is bounded from below. Moreover, one can always choose such a radius r0 of an open ball U that r1
will be positive: r1 > 0.
We fix the radius r0 of an open ball U and consider all F ∈ Z1(U,H) such that
‖ F − 1 ‖≡ max
z1∈U12
|F12(z1)− 1| < r1, (6.8)
i.e., we consider the transition matrices F ∈ Z1(U,H) close to the identity in the norm (6.6b). By virtue of
(6.7b), all such transition matrices will satisfy the condition (6.7a) for any x ∈ U and therefore holomorphi-
cally nontrivial bundles E′ over P , associated with them, will be holomorphically trivial on CP1x →֒ P for
all x ∈ U .
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Notice that in the general case the action (5.9) of the group C0(U,H) does not preserve the condition (6.8)
on F ∈ Z1(U,H), but it preserves the condition of holomorphic triviality of bundles E′ on CP1x. As such,
we can act by the group C0(U,H) on the space of all F ’s satisfying inequality (6.8) and “spread” this space
over the space Z1(U,H). As usual, two matrices F and Fˆ satisfying the condition (6.8) are considered to be
equivalent if they are connected by formula (5.9). Factorizing the space of all transition matrices satisfying
(6.8) by this equivalence relation, we get a moduli spaceM0. The spaceM0 is one of representatives of the
germ M at the point e = [E′0] of the moduli space of holomorphic bundles introduced in § 6.2.
Now, following § 6.2, we introduce the space
N0 = ∪
m∈M0
Cm(U,H), (6.9)
obtained by the “spread” of F(m) over the space Z1(U,H) with the help of the action of the group C0(U,H).
We have (cf.(6.4))
M0 = ρ0(C
0)\N0, (6.10)
i.e.,M0 is the space of orbits of the group C0(U,H) in the space N0. The spaceN0 is an open neighbourhood
of F0 = 1 in the set Z1(U,H) and is one of representatives of the germ N at the point F0 = 1 of the space of
holomorphic bundles described in § 6.2. So, for transition matrices F12 from N0 the Birkhoff decomposition
(4.17) exists for all x ∈ U .
6.5 Symmetries of local solutions in the Cˇech approach
We consider the space Z1(U,H) of holomorphic bundles E′ over P and the open subset N in Z1(U,H)
introduced in § 6.2. In §§ 5.3—5.5 we have defined the group G(P ,H) := H(P) ⋉ C1(U,H) and described
its action ρ on the space Z1(U,H). This action, of course, does not map N into itself (or into another
representative of the germ N), and one should consider a local action of the group G(P ,H).
Let us consider an open neighbourhood H of the identity of the group H(P), an open neighbourhood C
of the identity of the group C1(U,H) and an open neighbourhood G := H ⋉ C of the identity of the group
G(P ,H). As explained in the Appendix A and § 6.1, the local groups H, C and G are representatives of the
germs H, C, G at the identity of the groups H(P), C1(U,H) and G(P ,H), respectively. As local groups, H,
C and G are isomorphic to the groups H(P), C1(U,H) and G(P ,H).
The above-mentioned representatives of the germs H and C can always be chosen so that the local group
G will map the set N into itself. In more detail, there exists a subset N ′ of the set N (N ′ is another
representative of the germ N) such that we have a map ρ : G × N ′ → N . The map ρ : N ′′ → N , where
N ′′ = {(a,F) ∈ G×N : ρ(a,F) ∈ N} is an open subset in G×N containing {e}×N , is also defined. In this
case, the properties ρ(e,F) = F , ρ(a, ρ(b,F)) = ρ(ab,F) etc. are fulfilled for all (a,F) ∈ N ′′. In particular,
the local group H of biholomorphisms acts on the space N by formula (5.30) from § 5.5.
For the matrix local group C we introduce the diagonal subgroup
C△ := C ∩ C
1
△(U,H), (6.11)
which is the local stability subgroup of the marked cocycle F0 ∈ N . For the definition of the group C1△(U,H)
see (5.15b). Then, by repeating all the arguments of § 5.3 in terms of the local groups, we have
N ≃ C/C△, (6.12a)
i.e., N is a coset space. In other words, for each representative N of the germ N of the space of bundles,
holomorphically trivial on CP1x →֒ P , one can always choose a representative C of the germ C of the group
of 1-cochains such that (6.12a) will take place. In fact, (6.12a) is a consequence of an isomorphism of germs
N ≃ C/C△. (6.12b)
Combining (6.12a) and (6.4), we obtain
M≃ ρ0(C
0)\C/C△, (6.13a)
i.e., the moduli space of local solutions to the SDYM equations is a double coset space. Again, (6.13a) is a
consequence of the isomorphism of germs
M ≃ ρ0(C
0)\C/C△. (6.13b)
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Thus, the full group of continuous symmetries acting on the space N is a semidirect product
G = H⋉ C (6.14)
of the local group H of holomorphic automorphisms of the space P and of the local group C of 1-cochains
of the cover U with values in the sheaf H = OSL(n,C) of holomorphic maps of the space P into the group
SL(n,C).
6.6 Unitarity conditions
As it was discussed in § 4.4, the transition matrices F12 in holomorphic bundles E′ → P which are compatible
with the real structure τ on P have to satisfy the additional condition (4.16b). Denote by
Z1τ (U,H) :=
{
F ∈ Z1(U,H) : F†12(τ(z¯1)) = F12(z1)
}
(6.15)
a subset of transition matrices satisfying this unitarity conditions.
We should next define subgroups C0τ in C
0 and C1τ in C
1 such that their action, described by formulae
(5.9) and (5.14), will preserve Z1τ (U,H). It is not hard to see that
C0τ (U,H) =
{
{h1, h2} ∈ C
0(U,H) : h†1(τ(z¯1)) = h
−1
2 (z1)
}
, (6.16)
C1τ (U,H) =
{
{h12, h21} ∈ C
1(U,H) : h†12(τ(z¯1)) = h
−1
21 (z1)
}
. (6.17)
Actions of these groups on Z1τ have the form
F12 7→ Fˆ12(z1) := ρ0(h,F)12 = h1(z1)F12(z1)h
†
1(τ(z¯1)), h ∈ C
0
τ , (6.18)
F12 7→ F˜12(z1) := ρ(h,F)12 = h12(z1)F12(z1)h
†
12(τ(z¯1)), h ∈ C
1
τ . (6.19)
By the definitions (6.16) and (6.17), C0τ (U,H) and C
1
τ (U,H) are real subgroups in C
0(U,H) and C1(U,H),
respectively.
The cocycles F12 and Fˆ12 from (6.18) define equivalent bundles E
′ ∼ Eˆ′, F12 ∼ Fˆ12, and one can
introduce a 1-cohomology set H1τ (U,H) as a set of orbits of the group ρ0(C
0
τ ) in the space Z
1
τ (U,H) of
transition matrices compatible with the real structure τ on P ,
H1τ (U,H) := ρ0(C
0
τ (U,H))\Z
1
τ (U,H) ⊂ H
1(U,H). (6.20)
For the cover U = {U1,U2} we have H1τ (P ,H) = H
1
τ (U,H). So, the real structure τ on P induces a real
structure on H1(P ,H), and H1τ (P ,H) is a set of real “points” of the space H
1(P ,H) corresponding to the
bundles E′ with the unitary structure (6.15).
Consider the action of the group C1τ on Z
1
τ . As a stability subgroup of the element F
0 = 1 compatible
with the real structure we have the group
C1τ△ := C
1
τ ∩ C
1
△ =
{
{h12, h21} ∈ C
1
τ (U,H) : h12 = h21
}
, (6.21)
and the space Z1τ (U,H) can be identified with the quotient space
Z1τ (U,H) = C
1
τ (U,H)/C
1
τ△(U,H). (6.22)
The moduli space H1τ (P ,H) of holomorphic bundles E
′ with the unitary structure coincides with the double
coset space
H1τ := ρ0(C
0
τ )\C
1
τ/C
1
τ△, (6.23)
and this set is isomorphic to (i) the set of C1τ△-orbits in Y
1
τ := ρ0(C
0
τ )\C
1
τ , (ii) the set of C
0
τ -orbits in Z
1
τ ,
(iii) the set of C1τ -orbits in Y
1
τ × Z
1
τ .
As to the group H(P), the action of which on Z1(U,H) was described in § 5.5, one should choose in it a
subgroup Hτ (P) of those transformations η ∈ H(P) which are compatible with the real structure τ on P . In
terms of the functions η1 and η2 from (5.26) representing η in the chosen coordinates it means that
ηa1 (τ(z¯1)) = B
a
b η
b
2(z2), (6.24)
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where the coefficients Bab are written down in (3.21). Thus, the symmetry group acting on the space Z
1
τ (U,H)
of holomorphic bundles E′ satisfying the unitarity conditions is the group
Gτ (P ,H) := Hτ (P)⋉ C
1
τ (U,H). (6.25)
This group is a real subgroup in the group (5.31).
Further, going over to local solutions, we introduce a subset Nτ of those transition matrices from N
which satisfy the condition (4.16b), i.e., Nτ := N ∩Z1τ (U,H). One analogously introduces the moduli space
Mτ := M∩H1τ (P ,H), the real local groups Hτ := H ∩ Hτ (P), Cτ := C ∩ C
1
τ (U,H) and the germs Hτ , Cτ
corresponding to them. Then one obtains isomorphisms
Nτ ≃ Cτ/Cτ△, Mτ ≃ ρ0(C
0
τ )\Cτ/Cτ△, (6.26)
corresponding to the isomorphisms (6.12), (6.13). At last, as the symmetry group of the space of real local
solutions in the Cˇech approach one gets the local group
Gτ = Hτ ⋉ Cτ , (6.27)
which is a semidirect product of the local groups Hτ and Cτ .
7 Holomorphic bundles: the Dolbeault description
7.1 Some definitions
The well-known Dolbeault theorem reduces a computation of cohomology spaces of a manifold X with the
coefficients in a sheaf of germs of holomorphic maps from X into a complex Abelian group T to problems
of calculus of T-valued differential forms of the type (0,q) on the manifold X (isomorphism between Cˇech
and Dolbeault cohomology groups) [36]. We want to describe an analogue of the Dolbeault theorem for the
sheaf H of germs of holomorphic maps of the space P into the non-Abelian group SL(n,C), following mainly
the papers [42]. This will permit us to describe symmetries of the space of local solutions to the SDYM
equations on U ⊂ R4. But first, let us recall some definitions for objects which will be considered below.
Let K be a sheaf of groups and A a sheaf of sets on X . We shall say that K acts on A if for any x ∈ X
the group Kx acts on Ax, and also this action is continuous in the topology of the sheaves K and A. It
is said that K transitively acts on A, if Kx transitively acts on Ax for each x ∈ X . In this case A can be
identified with a quotient sheaf K/K ′, where K ′ is a sheaf of stability subgroups K ′x and stalks of the sheaf
K/K ′ are quotient spaces Kx/K
′
x. Conversely, if K
′ is a subsheaf of subgroups in K, the sheaf K/K ′ can be
considered as a sheaf of sets with marked section x 7→ K ′x, x ∈ X , on which K transitively acts on the left.
7.2 The sheaves Sˆ, Bˆ0,q and Bˆ
Consider the sheaf Sˆ of germs of smooth maps from P into the group SL(n,C). The sheaf H of germs
of holomorphic maps P → SL(n,C) is a subsheaf of the sheaf Sˆ, and there exists a canonical embedding
i : H → Sˆ. Consider also the sheaf Bˆ0,q (q = 1, 2, ...) of germs of smooth (0,q)-forms on P with values in
the Lie algebra sl(n,C). Let us define a map δ¯0 : Sˆ → Bˆ0,1 given for any open set U of the space P by the
formula
δ¯0ψˆ = −(∂¯ψˆ)ψˆ−1, (7.1)
where ψˆ ∈ Sˆ(U), δ¯0ψˆ ∈ Bˆ0,1(U), d = ∂ + ∂¯. Let us also introduce an operator δ¯1 : Bˆ0,1 → Bˆ0,2, defined for
any open set U ⊂ P by the formula
δ¯1Bˆ = ∂¯Bˆ + Bˆ ∧ Bˆ, (7.2)
where Bˆ ∈ Bˆ0,1(U), δ¯1Bˆ ∈ Bˆ0,2(U). In other words, the maps of sheaves δ¯0 : Sˆ → Bˆ0,1 and δ¯1 : Bˆ0,1 → Bˆ0,2
are defined by means of localizations. In particular, on U1 ⊂ P we have
(δ¯0ψˆ1)a = −(V¯
(1)
a ψˆ1)ψˆ
−1
1 (7.1
′)
(δ¯1Bˆ(1))ab = V¯
(1)
a Bˆ
(1)
b − V¯
(1)
b Bˆ
(1)
a + [Bˆ
(1)
a , Bˆ
(1)
b ]. (7.2
′)
The sheaf Sˆ acts on the sheaves Bˆ0,q (q = 1, 2, ...) with the help of the adjoint representation. In particular,
for any open set U ⊂ P we have
Bˆ 7→ Ad(ψˆ, Bˆ) = ψˆ−1Bˆψˆ + ψˆ−1∂¯ψˆ, (7.3a)
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Fˆ 7→ Ad(ψˆ, Fˆ ) = ψˆ−1Fˆ ψˆ, (7.3b)
where ψˆ ∈ Sˆ(U), Bˆ ∈ Bˆ0,1(U), Fˆ ∈ Bˆ0,2(U).
Denote by Bˆ the subsheaf in Bˆ0,1 consisting of germs of (0,1)-forms Bˆ with values in sl(n,C) such that
δ¯1Bˆ = 0, i.e., sections Bˆ over any open set U of the sheaf Bˆ = Ker δ¯1 satisfy the equations
∂¯Bˆ + Bˆ ∧ Bˆ = 0, (7.4)
where Bˆ ∈ Bˆ0,1(U). So the sheaf Bˆ can be identified with the sheaf of (0,1)-connections ∂¯Bˆ = ∂¯ + Bˆ in the
holomorphic bundle E′ over P .
7.3 The sheaves S, B0,q and B
Recall that P is the fibre bundle with fibres CP1x over the points x from U ⊂ R
4, and the canonical projection
π : P → U is defined. The typical fibre CP1 has the SU(2)-invariant complex structure j (see § 3.2), and
the vertical distribution V = Kerπ∗ inherits this complex structure. A restriction of V to each fibre CP
1
x,
x ∈ U , is the tangent bundle to that fibre. The (flat) Levi-Civita connection on U generates the splitting of
the tangent bundle T (P) into a direct sum
T (P) = V ⊕H (7.5)
of the vertical distribution V and the horizontal distribution H .
Using the complex structures j, J and J on CP1, U and P respectively, one can split the complexified
tangent bundle of P into a direct sum
TC(P) = (V 1,0 ⊕H1,0)⊕ (V 0,1 ⊕H0,1) (7.6)
of vectors of type (1,0) and (0,1). So we have the integrable distribution V 0,1 of antiholomorphic vector
fields with the basis V¯
(1)
3 = ∂λ¯ on U1 ⊂ P and V¯
(2)
3 = ∂ζ¯ on U2 ⊂ P . The vector fields (3.4a), (3.4b) and
(3.11a), (3.11b) form a basis in the normal bundle H0,1 of a line CP1x →֒ P .
Having the canonical distribution V 0,1 on the space P , we introduce the sheaf S of germs of partially
holomorphic maps ψ : P → SL(n,C), which are annihilated by vector fields from V 0,1. In other words,
sections of the sheaf S over open subsets U ⊂ P are SL(n,C)-valued functions ψ on U , which satisfy the
equations
∂λ¯ψ = 0 on U ∩ U1, ∂ζ¯ψ = 0 on U ∩ U2, (7.7)
i.e., they are holomorphic along CP1x →֒ P , x ∈ U . It is obvious that the sheaf H of holomorphic maps from
P into SL(n,C), i.e., smooth maps which are annihilated by vector fields from V 0,1 ⊕H0,1, is a subsheaf of
S and S is a subsheaf of Sˆ.
Consider now the sheaves Bˆ0,q, introduced in § 7.2. Let B0,1 be the subsheaf of (0,1)-forms from Bˆ0,1
vanishing on the distribution V 0,1. In components this means that for any open set U ⊂ P
B
(1)
3 = 0 on U ∩ U1, B
(2)
3 = 0 on U ∩ U2, (7.8)
where B(1) belongs to the section of the sheaf B0,1 over U1, and B(2) belongs to the section of the sheaf B0,1
over U2. So B0,1 is the subsheaf of Bˆ0,1.
The map δ¯0, introduced in § 7.2, induces a map δ¯0 : S → B0,1, defined for any open set U of the space P
by the formula
δ¯0ψ = −(∂¯ψ)ψ−1, (7.9a)
where ψ ∈ S(U), δ¯0ψ ∈ B0,1(U). Analogously, the operator δ¯1 induces a map δ¯1 : B0,1 → Bˆ0,2, given for any
open set U ⊂ P by the formula
δ¯1B = ∂¯B +B ∧B, (7.10a)
where B ∈ B0,1(U), δ¯1B ∈ Bˆ0,2(U). In particular, on U1 ⊂ P we have
δ¯0ψ1 = −
{
(V¯ (1)a ψ1)ψ
−1
1
}
θ¯a(1), (7.9b)
δ¯1B(1) =
1
2
{
V¯ (1)a B
(1)
b − V¯
(1)
b B
(1)
a + [B
(1)
a , B
(1)
b ]
}
θ¯a(1) ∧ θ¯
b
(1), (7.10b)
where the (0,1)-forms {θ¯a1,2} were introduced in § 3.3, ψ1 ∈ S(U1), B
(1) ∈ B0,1(U1).
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The sheaf S acts on the sheaves B0,1 and Bˆ0,q by means of the adjoint representation. In particular, for
B0,1 and Bˆ0,2 we have the same formulae (7.3) with replacement ψˆ by ψ ∈ S(U),
B 7→ Ad(ψ,B) = ψ−1Bψ + ψ−1∂¯ψ, (7.11a)
Fˆ 7→ Ad(ψ, Fˆ ) = ψ−1Fˆψ, (7.11b)
where B ∈ B0,1(U), Fˆ ∈ Bˆ0,2(U).
At last, let us denote by B the subsheaf of B0,1 consisting of germs of sl(n,C)-valued (0,1)-forms B such
that δ¯1B = 0, i.e., sections B of the sheaf B = Ker δ¯1 satisfy the equations
∂¯B +B ∧B = 0. (7.12a)
In components for B ∈ B0,1(U1) on the open set U1 eqs.(7.12a) have the form
V¯
(1)
1 B
(1)
2 − V¯
(1)
2 B
(1)
1 + [B
(1)
1 , B
(1)
2 ] = 0, V¯
(1)
3 B
(1)
1 = 0, V¯
(1)
3 B
(1)
2 = 0, (7.12b)
since B
(1)
3 = 0. We have analogous equations on U2 ⊂ P .
7.4 Exact sequences of sheaves
Let us consider the sheaves Sˆ, Bˆ0,1 and Bˆ0,2. The triple {Sˆ, Bˆ0,1, Bˆ0,2} with the maps δ¯0 and δ¯1 is a resolution
of the sheaf H, i.e., the sequence of sheaves
1 −→ H
i
−→ Sˆ
δ¯0
−→ Bˆ0,1
δ¯1
−→ Bˆ0,2, (7.13)
where i is an embedding, is exact. For proof see [42]. Restricting δ¯0 to S ⊂ Sˆ and δ¯1 to B0,1 ⊂ Bˆ0,1, we
obtain the exact sequence of sheaves
1 −→ H
i
−→ S
δ¯0
−→ B0,1
δ¯1
−→ Bˆ0,2, (7.14)
where 1 is the identity of the sheaf H.
By virtue of the exactness of the sequence (7.13), we have
δ¯0Sˆ = Ker δ¯1 = Bˆ. (7.15a)
Since δ¯0 is the projection, connected with the action (7.3a) of the sheaf Sˆ on Bˆ0,1, the sheaf Sˆ acts transitively
with the help of Ad on Bˆ and Bˆ ≃ Sˆ/H. Thus, we obtain the exact sequence of sheaves
1 −→ H
i
−→ Sˆ
δ¯0
−→ Bˆ
δ¯1
−→ 0. (7.15b)
For more details see [42]. Restricting the map δ¯0 to S and δ¯1 to B, we obtain the exact sequence of sheaves
1 −→ H
i
−→ S
δ¯0
−→ B
δ¯1
−→ 0, (7.16)
since δ¯0S = Ker δ¯1 (the exactness of the sequence (7.14)), and S acts on B transitively (B ≃ S/H). For
sections of the sheaf B over U1 and U2 we have
B
(1)
1 = −(V¯
(1)
1 ψ1)ψ
−1
1 , B
(1)
2 = −(V¯
(1)
2 ψ1)ψ
−1
1 , B
(1)
3 = −(V¯
(1)
3 ψ1)ψ
−1
1 ≡ 0, (7.17a)
B
(2)
1 = −(V¯
(2)
1 ψ2)ψ
−1
2 , B
(2)
2 = −(V¯
(2)
2 ψ2)ψ
−1
2 , B
(2)
3 = −(V¯
(2)
3 ψ2)ψ
−1
2 ≡ 0, (7.17b)
where ψ1,2 ∈ S(U1,2), B
(1,2) ∈ B(U1,2).
7.5 The group H0(P,S) and the cohomology set H1(P,S)
Having the sheaf S of partially holomorphic smooth maps from P into SL(n,C) and the two-set open cover
U = {U1,U2}, we consider the groups of cochains
C0(U,S) = {maps ψ1 : U1 → S(U1), ψ2 : U2 → S(U2)} = S(U1)× S(U2), (7.18a)
C1(U,S) = {maps f12 : U12 → S(U12), f21 : U12 → S(U12)} = S(U12)× S(U12), (7.18b)
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where S(U) is a space of sections of the sheaf S over an open set U ⊂ P .
For 0- and 1-cocycles we have
Z0(P ,S) =
{
ψ = {ψ1, ψ2} ∈ C
0(U,S) : ψ1 = ψ2 on U12
}
, (7.19a)
Z1(U,S) =
{
f = {f12, f21} ∈ C
1(U,S) : f21 = f
−1
12
}
. (7.19b)
By definition, H0(P ,S) := Z0(P ,S) = Γ(P ,S). As usual, two cocycles F , Fˆ ∈ Z1(U,S) are called equivalent
if Fˆ12 = ψ1F12ψ
−1
2 for some ψ = {ψ1, ψ2} ∈ C
0(U,S). A set of equivalence classes of 1-cocycles F is the
Cˇech 1-cohomology set H1(U,S). For the considered cover U we have H1(P ,S) = H1(U,S).
By replacing the sheaf H by the sheaf S in the formulae of § 5.2, one can define the action of the group
C0(U,S) on C1(U,S) by automorphisms σ0,
σ0(ψ, f)12 = ψ2f12ψ
−1
2 , σ0(ψ, f)21 = ψ1f21ψ
−1
1 ,
ψ = {ψ1, ψ2} ∈ C
0(U,S), f = {f12, f21} ∈ C
1(U,S), (7.20)
and define a twisted homomorphism δ0 : C0(U,S)→ C1(U,S) by the formulae
δ0(φ)12 = φ1φ
−1
2 , δ
0(φ)21 = φ2φ
−1
1 , δ
0(hφ) = δ0(h)σ0(h, δ
0(φ)), (7.21)
where φ = {φ1, φ2} ∈ C0(U,S), δ0(φ) ∈ Z1(U,S) ⊂ C1(U,S). Then we have
H0(P ,S) = Ker δ0, (7.22)
and the image
Im δ0 = δ0(C0(U,S)) ⊂ Z1(U,S) (7.23)
of the map δ0 corresponds to the marked element e ∈ H1(P ,S), i.e., to the class of smoothly trivial bundles
over P which are holomorphically trivial over CP1x →֒ P , x ∈ U . Transition matrices F ∈ Im δ
0 have the
form (4.17): F12 = ψ
−1
1 (x, λ)ψ2(x, λ).
Finally, for ψ ∈ C0(U,S), F ∈ Z1(U,S), the formula
ρ0(ψ,F) := δ
0(ψ)σ0(ψ,F) ⇔ ρ0(ψ,F)12 = ψ1F12ψ
−1
2 (7.24)
defines the action of the group C0(U,S) on the set Z1(U,S), and we obtain
H1(U,S) = ρ0(C
0(U,S))\Z1(U,S). (7.25)
For the chosen cover U we have H1(P ,S) = H1(U,S).
7.6 Exact sequences of cohomology sets
From (7.15b) we obtain the exact sequence of cohomology sets [42]
e −→ H0(P ,H)
i∗−→ H0(P , Sˆ)
δ¯0
∗−→ H0(P , Bˆ)
δ¯1
∗−→ H1(P ,H)
ϕˆ
−→ H1(P , Sˆ), (7.26)
where e is a marked element (identity) of the considered sets, and a homomorphism ϕˆ coincides with the
canonical embedding, induced by the embedding of sheaves i : H → Sˆ. The kernel Ker ϕˆ = ϕˆ−1(e) of the map
ϕˆ coincides with a subset of those elements from H1(P ,H), which are mapped into the class e ∈ H1(P , Sˆ) of
topologically (and smoothly) trivial bundles. This means that representatives of the subset Ker ϕˆ are those
transition matrices F ∈ Z1(U,H) for which there exists a splitting
F12 = ψ
−1
1 (x, λ, λ¯)ψ2(x, λ, λ¯) (7.27)
with smooth matrix-valued functions ψ1, ψ2 ∈ SL(n,C).
Similarly, from (7.16) we obtain the exact cohomology sequence
e −→ H0(P ,H)
i∗−→ H0(P ,S)
δ¯0
∗−→ H0(P ,B)
δ¯1
∗−→ H1(P ,H)
ϕ
−→ H1(P ,S), (7.28)
where a homomorphism ϕ is an embedding, induced by the embedding of sheaves i : H → S. The kernel
Kerϕ = ϕ−1(e) of the map ϕ coincides with a subset of those elements from H1(P ,H), which are mapped
into the class e ∈ H1(P ,S) of smoothly trivial bundles over P , which are holomorphically trivial on any
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projective line CP1x →֒ P , x ∈ U . This means that representatives of the subset Kerϕ of the 1-cohomology
set H1(P ,H) are those transition matrices F ∈ Z1(U,H) for which there exists a Birkhoff decomposition
(cf.(4.17))
F12 = ψ
−1
1 (x, λ)ψ2(x, λ) (7.29)
with smooth matrix-valued functions ψ1, ψ2 ∈ SL(n,C) that are holomorphic in λ.
The map δ¯0 corresponds a global section
B =
{
B(1) = −(∂¯ψ1)ψ
−1
1 on U1, B
(2) = −(∂¯ψ2)ψ
−1
2 on U2, B
(1) = B(2) on U12
}
, (7.30)
of the sheaf B over P to {ψ1, ψ2} ∈ C0(U,S). The equality B(1) = B(2) on U12, which means that the
(0,1)-form B ∈ H0(P ,B) is defined globally, follows from the identity
∂¯F12 = ∂¯(ψ
−1
1 ψ2) = (∂¯ψ
−1
1 )ψ2 + ψ
−1
1 ∂¯ψ2 = ψ
−1
1 {−(∂¯ψ1)ψ
−1
1 + (∂¯ψ2)ψ
−1
2 }ψ2 = 0. (7.31)
The group S(P) := H0(P ,S) = Z0(P ,S) = Γ(P ,S) of global sections of the sheaf S acts on the set H0(P ,B)
with the help of Ad(g, ·) transformations
Ad(g,B) = g−1Bg + g−1∂¯g, (7.32)
where g ∈ H0(P ,S), B ∈ H0(P ,B). Notice that from the definition (7.19a) of the group H0(P ,S) and
from the Liouville theorem for CP1x →֒ P it follows that the elements g ∈ H
0(P ,S) do not depend on λ.
Comparing (7.12) and (7.30) with (4.20)–(4.23), we conclude that the 0-cohomology set H0(P ,B) coincides
with the space of (complex) local solutions to the SDYM equations on U ⊂ R4, the group H0(P ,S) coincides
with the group of (complex) gauge transformations, and the quotient space H0(P ,B)/H0(P ,S) coincides
with the moduli space of (complex) local solutions to the SDYM equations on U .
The space Kerϕ is a representative of the germ M at the point e ∈ H1(P ,H) of the moduli space
of bundles E′ over P , holomorphically trivial on CP1x →֒ P , x ∈ U . We will denote it by M := Kerϕ;
this set was described in detail in § 6. From the exactness of the sequence (7.28) it follows that the set
M = Kerϕ ⊂ H1(P ,H) is bijective to the moduli space H0(P ,B)/H0(P ,S) of (complex) solutions to the
SDYM equations,
M≃ H0(P ,B)/H0(P ,S). (7.33)
This correspondence is a non-Abelian analogue of the Dolbeault theorem about the isomorphism of (Abelian)
Cˇech and Dolbeault 1-cohomology groups.
Remark. Using the sheaves Sˆ and Bˆ, considered in §§ 7.2,7.4 and § 7.6, one can introduce a Dolbeault
1-cohomology set H0,1
∂¯Bˆ
(P) as a set of orbits of the group H0(P , Sˆ) in the set H0(P , Bˆ), i.e.,
H0,1
∂¯Bˆ
(P) := H0(P , Bˆ)/H0(P , Sˆ). (7.34)
The set H0(P ,B)/H0(P ,S) considered above is an open subset in the Dolbeault 1-cohomology set H0,1
∂¯Bˆ
(P).
It follows from the exactness of the sequence (7.26) that H0,1
∂¯Bˆ
(P) ≃ Ker ϕˆ, i.e., the moduli space H0,1
∂¯Bˆ
(P) of
global solutions of eqs.(7.4) on P is bijective to the moduli space of holomorphic bundles over P which are
trivial as smooth bundles. Transition matrices of such bundles have the form (7.27).
Using the bijection (7.33), we will identify the spaces M and H0(P ,B)/H0(P ,S) and denote them by
the same letter M. It also follows from (7.33) that H0(P ,B) is a principal fibre bundle
H0(P ,B) = P (M, H0(P ,S)) (7.35)
with the base space M and the structure group H0(P ,S).
7.7 Unitarity conditions
In § 6.6 we discussed the imposition of a unitarity condition on transition matrices F ∈ Z1(U,H) and defined
various subsets of transition matrices and their moduli satisfying the unitarity condition.
As it has been discussed in § 4.4, the matrices ψ1, ψ2 ∈ SL(n,C) corresponding to gauge fields with
values in the algebra su(n) have to satisfy the condition (4.16c). The conditions (4.16a) for components of
the gauge potential follow from (4.16c), (4.22) and (4.23). To satisfy these conditions, consider the following
real subgroup C0τ (U,S) (a real form) of the group C
0(U,S):
C0τ (U,S) :=
{
ψ = {ψ1, ψ2} ∈ C
0(U,S) : ψ†1(τ(x, λ)) = ψ
−1
2 (x, λ)
}
, (7.36)
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compatible with the real form τ on P . Of course, one can also define other real forms of the complex group
C0(U,S) assuming
ψ†1(τ(x, λ)) = Πψ
−1
2 (x, λ), (7.37)
where Π is a diagonal matrix withm copies of +1 and n−m copies of −1. For all these subgroups the matrices
δ0(ψ−1) = ψ−11 ψ2 ∈ Z
1(U,H) will satisfy the unitarity condition (4.16a) and therefore δ0(ψ−1) ∈ Z1τ (U,H).
The map δ0 : C0τ (U,S) → Z
1
τ (U,S) defines in Z
1
τ (U,S) a subset of matrices ψ
−1
1 ψ2 with {ψ1, ψ2} ∈
C0τ (U,S) which corresponds to the element e ∈ H
1
τ (P ,S). The set H
1
τ (P ,S) is defined analogously with the
set H1(P ,S) (see § 7.5). The kernel Kerϕτ = ϕ−1τ (e) of the map
ϕτ := ϕ |H1τ (P,H): H
1
τ (P ,H)→ H
1
τ (P ,S) (7.38)
coincides with the moduli space Mτ of transition matrices F ∈ Z1τ (U,H), for which there exists a Birkhoff
decomposition (7.29) with ψ1, ψ2 satisfying the unitarity conditions (4.16c). The map δ¯
0 associates with
ψ1, ψ2 the global section (7.17), (7.30) of the sheaf B satisfying the unitarity condition (4.16a). We denote
the space of all these solutions by H0τ (P ,B). The matrices g ∈ SL(n,C) from the group H
0(P ,S) do not
depend on λ, and the subgroup
H0τ (P ,S) =
{
g ∈ H0(P ,S) : g† = g−1
}
(7.39)
of unitary matrices g(x) ∈ SU(n) preserves the space H0τ (P ,B). So we have a one-to-one correspondence
between Mτ and the moduli space H0τ (P ,B)/H
0
τ (P ,S) of real local solutions to the SDYM equations,
Mτ ≃ H
0
τ (P ,B)/H
0
τ (P ,S). (7.40)
8 Symmetries in terms of smooth sheaves
8.1 Riemann-Hilbert problems from the cohomological point of view
In § 7.5 we described the twisted homomorphism δ0 : C0(U,S) → C1(U,S), the image of which Im δ0 =
δ0(C0(U,S)) belongs to the set Z1(U,S) ⊂ C1(U,S). More precisely, we have Im δ0 ≃ C0(U,S)/H0(P ,S),
where the group H0(P ,S) = Ker δ0 is a kernel of the map δ0. Hence δ0(C0(U,S)) can be identified with
C0(U,S)/H0(P ,S), and
δ0 : C0(U,S)→ C0(U,S)/H0(P ,S) (8.1)
is a projection of the group C0(U,S) onto the homogeneous space Q := C0(U,S)/H0(P ,S). So, the group
C0(U,S) can be considered as a principal fibre bundle
C0(U,S) = P (Q,H0(P ,S)) (8.2)
with the structure groupH0(P ,S) and the base space Q ⊂ Z1(U,S), points of which correspond to smoothly
trivial bundles.
As described in detail in §§ 5 - 7, the space Q contains as a subset the set N of those holomorphic bundles
which are not only trivial as smooth bundles, but also holomorphically trivial on CP1x →֒ P , x ∈ U . The
group C0(U,S) acts on Q transitively by formula (7.24) and therefore for any cocycle F ∈ N ⊂ Q there
exists an element ψ = {ψ1, ψ2} ∈ C0(U,S) such that the action ρ0(ψ, ·) transforms F into F0 = 1,
ρ0(ψ,F)12 = ψ1F12ψ
−1
2 = 1 ⇒ F12 = ψ
−1
1 ψ2, (8.3)
and to solve the Riemann-Hilbert problem means to find such an element ψ from the group C0(U,S). Of
course, this element ψ ∈ C0(U,S) is not unique; it is defined up to an element g from the stability subgroup
H0(P ,S) of the point F0 = 1.
Indeed, if ψ1F12ψ
−1
2 = 1, then (g
−1ψ1)F12(g−1ψ2)−1 = 1 for any g ∈ H0(P ,S). In other words, to solve
the Riemann-Hilbert problem means to define a section
s : N → C0(U,S) (8.4)
over N ⊂ Q of the bundle (8.2). The section s is not uniquely defined, and the group H0(P ,S) defines a
transformation g of the section s into an equivalent section sg.
Remark. It should be stressed that the cohomological description of the construction of solutions is
applicable not only to the SDYM equations, but also to all equations integrable with the help of a Birkhoff
decomposition of matrices on CP1 (the dressing method [6]-[10]). For such equations, one can write an exact
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sequence of sheaves like (7.16) and an exact sequence of cohomology sets like (7.28). In many cases this can
be done by reductions of the sheaves H,S and B, which explains the known fact that (almost) all integrable
equations in 2D can be obtained by reductions of the SDYM equations (see e.g. [47, 48, 40, 49] and references
therein).
Consider the restriction
P (N , H0(P ,S)) := P (Q,H0(P ,S)) |N= (δ
0)−1(N ) (8.5)
of the principal fibre bundle P (Q,H0(P ,S)) to the subset N ⊂ Q. As described in § 6.2, the group C0(U,H)
acts on the space N on the left, and this action can be lifted up to the action on P (N , H0(P ,S)), since this
(left) action commutes with the (right) action of the group H0(P ,S) on the space P (N , H0(P ,S)). Thus,
we have the space P (M, H0(P ,S)) as a space of orbits of the group C0(U,H) in the space P (N , H0(P ,S)),
P (M, H0(P ,S)) = P (ρ0(C
0(U,H))\N , H0(P ,S)) = ρ0(C
0(U,H))\P (N , H0(P ,S)). (8.6a)
At the same time, it follows from (7.35) that this space coincides with the space
H0(P ,B) = P (M, H0(P ,S)) (8.6b)
of (complex) local solutions to the SDYM equations.
Finally, it follows from (8.6) that the moduli space of (complex) local solutions to the SDYM equations
is
M≃ ρ0(C
0(U,H))\P (N , H0(P ,S))/H0(P ,S), (8.7)
i.e., M is the biquotient space of the space P (N , H0(P ,S)) under the action of the groups C0(U,H) and
H0(P ,S).
Using § 7.7, where we discussed the unitarity conditions in terms of F12, ψ ∈ C0(U,S) etc., one can
rewrite all formulae of § 8.1 in a way compatible with the real structure τ on P . In particular, for the moduli
space Mτ of (real) local solutions to the SDYM equations we have
Mτ ≃ ρ0(C
0
τ (U,H))\P (Nτ , H
0
τ (P ,S))/H
0
τ (P ,S). (8.8)
Then gauge fields take values in the Lie algebra su(n).
8.2 Action of the symmetry group Gτ on real solutions of the SDYM equations
We consider the cover U = {U1,U2} of the twistor space P and holomorphic bundles E′ ∈ Nτ ⊂ Z1τ (U,H).
In §§ 6.5, 6.6, the (local) action of the local group Gτ = Hτ ⋉ Cτ on the space Nτ ≃ Cτ/Cτ△ was described.
Let us choose an arbitrary transition matrix F12 = ψ
−1
1 ψ2 ∈ Nτ and an element h = {η, a} ∈ Hτ ⋉ Cτ .
Consider the action ρ(h, ·) of the element h ∈ Gτ given by formulae (6.19), (5.30) and (6.24). Then we have
ρ(h, ·) : F12 7→ Fh12 = ρ(h,F)12. Since the local action preserves Nτ , then F
h ∈ Nτ and therefore there
exists an element ψh = {ψh1 , ψ
h
2 } ∈ C
0
τ (U,S) such that
Fh12 = (ψ
h
1 )
−1ψh2 . (8.9)
Let us introduce φ(h) = {φ1(h), φ2(h)} ∈ C0τ (U,S) by the formulae
φ1(h) := ψ
h
1ψ
−1
1 , φ2(h) := ψ
h
2ψ
−1
2 . (8.10)
Then we have a map
φ : Gτ → C
0
τ (U,S) (8.11)
of the group Gτ into the group C
0
τ (U,S).
The elements φ(h) = {φ1(h), φ2(h)} of the group C
0
τ (U,S) act by definition on ψ = {ψ1, ψ2} ∈ P (Nτ ,
H0τ (P ,S)) as follows:
h : ψ = {ψ1, ψ2} 7→ ρ(h, ψ) := ψ
h = {ψh1 , ψ
h
2 } = {φ1(h)ψ1, φ2(h)ψ2}. (8.12)
From (7.11) it follows that B = {B(1), B(2)} is transformed by the formulae
h : B 7→ ρ(h,B) ≡ Bh := φ(h)Bφ−1(h) + φ(h)∂¯φ−1(h)⇒ (8.13a)
B(1) 7→ φ1(h)B
(1)φ−11 (h) + φ1(h)∂¯φ
−1
1 (h), B
(2) 7→ φ2(h)B
(2)φ−12 (h) + φ2(h)∂¯φ
−1
2 (h). (8.13b)
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With the help of formulae (8.13), (4.22) and (4.23) it is not difficult to write down explicit formulae for
transformations of components Aµ of the gauge potential A. We shall not do this.
Consider now a transformation
F12
h
7→ Fh12
f
7→ Ffh12 = f12h12F12h
†
12f
†
12. (8.14)
It is easy to see that
Bfh = φ(fh)Bφ−1(fh) + φ(fh)∂¯φ−1(fh) = φ(f)Bhφ−1(f) + φ(f)∂¯φ−1(f) =
= φ(f)φ(h)B(φ(f)φ(h))−1 + φ(f)φ(h)∂¯(φ(f)φ(h))−1. (8.15)
It follows from (8.14), (8.15) that
φ(fh) = φ(f)φ(h), (8.16)
i.e., the map (8.11) is a homomorphism of the local Lie group Gτ into the group C
0
τ (U,S).
8.3 Gauge fixing and some formulae
The SDYM equations (4.7) for Aµ ∈ sl(n,C) imply that the components of the gauge potential can be
written in the form
Ay1 = Θ
−1∂y1Θ, Ay2 = Θ
−1∂y2Θ, Ay¯1 = Θ˜
−1∂y¯1Θ˜, Ay¯2 = Θ˜
−1∂y¯2Θ˜, (8.17)
where Θ and Θ˜ are some SL(n,C)-valued functions on U ⊂ R4. One may perform the following gauge
transformation:
Ay¯1 7→ A
Θ˜
y¯1 = Θ˜Ay¯1Θ˜
−1 + Θ˜∂y¯1Θ˜
−1 = 0, Ay¯2 7→ A
Θ˜
y¯2 = Θ˜Ay¯2Θ˜
−1 + Θ˜∂y¯2Θ˜
−1 = 0, (8.18a)
Ay1 7→ A
Θ˜
y1 = Θ˜Ay1Θ˜
−1+Θ˜∂y1Θ˜
−1 = Φ−1∂y1Φ, Ay2 7→ A
Θ˜
y2 = Θ˜Ay2Θ˜
−1+Θ˜∂y2Θ˜
−1 = Φ−1∂y2Φ, (8.18b)
where Φ := ΘΘ˜−1 ∈ SL(n,C), and thus fix the gauge AΘ˜y¯1 = A
Θ˜
y¯2 = 0 [23]-[27]. Then eqs.(4.7) are replaced
by the matrix equations
∂y¯1(Φ
−1∂y1Φ) + ∂y¯2(Φ
−1∂y2Φ) = 0, (8.19)
which are the SDYM equations in the Yang gauge. Equations (8.19) are a 4D analogue of the 2D WZNW
equations.
It is also possible to perform the gauge transformation
Ay¯1 7→ ΘAy¯1Θ
−1 +Θ∂y¯1Θ
−1 = Φ∂y¯1Φ
−1, Ay¯2 7→ ΘAy¯2Θ
−1 +Θ∂y¯2Θ
−1 = Φ∂y¯2Φ
−1,
Ay1 7→ ΘAy1Θ
−1 +Θ∂y1Θ
−1 = 0, Ay2 7→ ΘAy2Θ
−1 +Θ∂y2Θ
−1 = 0, (8.20)
then eqs.(4.7) get converted into the equations
∂y1(Φ∂y¯1Φ
−1) + ∂y2(Φ∂y¯2Φ
−1) = 0. (8.21)
From the linear system (4.10) it is easy to see that
Θ = ψ−12 (ζ = 0), Θ˜ = ψ
−1
1 (λ = 0), (8.22)
where the SL(n,C)-valued function ψ1 is defined on U1, and the SL(n,C)-valued function ψ2 is defined on
U2. Equations (8.19) are the compatibility conditions of the linear system
∂y¯1ψ˜1 − λ(∂y2 +Φ
−1∂y2Φ)ψ˜1 = 0, ∂y¯2ψ˜1 + λ(∂y1 +Φ
−1∂y1Φ)ψ˜1 = 0, (8.23)
obtained from (4.10) for ψ1 by performing the gauge transformation ψ1(x, λ) 7→ ψ˜1(x, λ) = ψ
−1
1 (x, 0)ψ1(x, λ) =
Θ˜(x)ψ1(x, λ), λ ∈ Ω1. Analogously, eqs.(8.21) are the compatibility conditions for the linear system
ζ(∂y¯1 +Φ∂y¯1Φ
−1)ψ˜2 − ∂y2ψ˜2 = 0, ζ(∂y¯2 +Φ∂y¯2Φ
−1)ψ˜2 + ∂y1ψ˜2 = 0, (8.24)
where ψ˜2(x, ζ) = ψ
−1
2 (x, 0)ψ2(x, ζ) = Θ(x)ψ2(x, ζ) is well defined for ζ ∈ Ω2.
We have ψ˜1(x, λ = 0) = 1 and therefore
ψ˜1 = 1+ λΨ+O(λ
2) (8.25)
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for some Lie algebra valued function Ψ ∈ sl(n,C). By substituting (8.25) into (8.23), we find that
Φ−1∂y2Φ = ∂y¯1Ψ, Φ
−1∂y1Φ = −∂y¯2Ψ. (8.26)
Then after substitution (8.26) into (8.23), the compatibility conditions of the linear system (8.23) will be
∂y1∂y¯1Ψ+ ∂y2∂y¯2Ψ+ [∂y¯1Ψ, ∂y¯2Ψ] = 0. (8.27)
Equations (8.27) are the SDYM equations in the so-called Leznov-Parkes form.
Notice that the condition
ψ1(x, λ = 0) = 1, (8.28)
leading to the gauge fixing Ay¯1 = Ay¯2 = 0, can be imposed from the very beginning. Then the Birkhoff
factorization (8.3) is unique, which corresponds to the choice of the fixed section (8.4) of the bundle (8.5).
Nevertheless, the gauge (8.28) does not remove all degrees of freedom related to holomorphic transformations
of the group C0(U,H), and if we want to obtain the moduli spaceM, we have to factorize s(N ) ≃ N w.r.t.
the action of the subgroup in C0(U,H) preserving the gauge (8.28). The same gauge may be used in the
description of the moduli space Mτ discussed in § 8.1.
8.4 Generalization to self-dual manifolds
As has been mentioned in § 4.6, the twistor correspondence between self-dual gauge fields and holomorphic
bundles exists not only for the Euclidean space R4, but also for 4-manifolds M , the Weyl tensor of which
is self-dual. Twistor spaces Z ≡ Z(M) for such manifolds M are three-dimensional complex spaces. The
description of symmetries of local solutions to the SDYM equations can be easily generalized to this general
case.
It can be done as follows. Fix an open set U ⊂M such that Z|U ≃ U×CP
1 and choose coordinates xµ on
U . Consider the restriction of the twistor bundle π : Z →M to U and put P := Z|U . The space P is an open
subset of Z, and, as a real manifold, P is diffeomorphic to the direct product U×CP1. Now a metric on U is
not flat, and a conformal structure on U is coded into a complex structure J on P [17, 19]. In this “curved”
case we again have a natural one-to-one correspondence between solutions of the SDYM equations on U and
holomorphic bundles E′ over P , holomorphically trivial on (real) projective lines CP1x →֒ P , ∀x ∈ U .
In our group-theoretic analysis of the twistor correspondence we did not use the explicit form of the
complex structure J on P and therefore did not use the explicit form of the metric on U . This explicit form
was used only in some illustrating formulae, which can easily be generalized. That is why, all statements
about local solutions and symmetry groups are also true for the SDYM equations on self-dual manifolds M .
Thus, as the local symmetry group we again obtain the group Gτ = Hτ ⋉Cτ from §§ 6–8 acting on the space
of local solutions to the SDYM equations defined on a self-dual 4-manifold M .
9 Discussion
9.1 What is integrability?
In books and papers on soliton equations one often poses the question: What is integrability? There is
no general answer to this question, and usually one connects the integrability with the existence of Lax
or zero curvature representations. Then non-Abelian cohomology, local groups and deformation theory of
bundles with holomorphic or flat connections form the basis of integrability. In other words, there are always
exact sequences of sheaves and cohomology sets of type (7.16), (7.28) hiding behind the integrability. This
explains, in particular, why almost all integrable equations in two dimensions can be obtained by reductions
of the SDYM equations (see e.g. [47, 48, 40, 49] and references therein).
In [50]-[55] generalized SDYM equations in dimension D>4 and their solutions have been considered.
Some of these equations in dimension D=4n [51, 52] are integrable, since with the help of the twistor approach
these quaternionic-type SDYM equations can be rewritten as holomorphy conditions of the Yang-Mills bundle
over an auxiliary (twistor) (4n+2)-space. The situation with the integrability of other generalized SDYM
equations in D>4 is much less clear. Solutions of these equations, e.g. octonionic-type SDYM equations in
D=8 [50, 53], were used in constructing solitonic solutions of string theories [56]. The modification of these
generalized SDYM equations arising after replacement of commutators by Poisson brackets are considered
in supermembrane theory (see e.g. [57]). At the moment it is not clear whether all these equations can
be interpreted as an existence condition of flat or holomorphic connections in bundles over some auxiliary
spaces. This interesting problem deserves further study.
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9.2 Holomorphic Chern-Simons-Witten theory
Let us consider a smooth six-dimensional manifold Z with an integrable almost complex structure J . Then
Z is a complex 3-manifold, and one can introduce a cover {Uα} of Z and coordinates zα : Uα → C
3. Let
E′ be a smooth complex vector bundle of rank n over Z and let Bˆ be the (0,1)-component of a connection
1-form on the bundle E′. Suppose that Bˆ satisfies the equations
∂¯Bˆ + Bˆ ∧ Bˆ = 0, (9.1)
where ∂¯ is the (0,1) part of the exterior derivative d = ∂ + ∂¯. The special case of eqs.(9.1) on the twistor
space P of U ⊂ R4 was considered in § 7. Equations (9.1) mean that the (0,2) part of the curvature of the
bundle E′ is equal to zero: F 0,2 := ∂¯2
Bˆ
= (∂¯+Bˆ)2 = 0 and, therefore, the bundle E′ is holomorphic. We shall
call eqs.(9.1) defined on a complex 3-manifold Z the field equations of holomorphic Chern-Simons-Witten
(CSW) theory.
Equations (9.1) were suggested by Witten [58] for a special case of bundles over Calabi-Yau (CY) 3-folds
Z as equations of a holomorphic analogue of the ordinary Chern-Simons theory. Witten obtained eqs.(9.1)
from open N = 2 topological strings with a central charge cˆ = 3 (6D target space) and the CY restriction
c1(Z) = 0 arised fromN = 2 superconformal invariance of a sigma model used in constructing the topological
string theory. The connection of eqs.(9.1) with topological strings was also considered in [59]. Equations
(9.1) on CY 3-folds were considered by Donaldson and Thomas [54] in the frames of program on extending
the results of Casson, Floer, Jones and Donaldson to manifolds of dimension D>4. Donaldson and Thomas
[54] pointed out that one may try to consider a more general situation with eqs.(9.1) on complex manifolds
Z which are not Calabi-Yau (c1(Z) 6= 0). This is important since the CY restriction cannot be imposed if
one uses the twistor correspondence between 4D and 6D theories.
In § 5 we considered the special case of the holomorphic CSW theory when field equations are defined not
on an arbitrary complex 3-manifold, but on the twistor space P of U ⊂ R4. The manifold P can be covered
by two charts, and in § 5 we described the moduli space and symmetries of the holomorphic CSW theory in
the Cˇech approach. In § 7 (see formulae (7.13), (7.26) and (7.34)) we gave the Dolbeault description of this
moduli space. This analysis of the moduli space and symmetries of the holomorphic CSW theory can be
generalized without difficulties to an arbitrary complex 3-manifold Z.
9.3 N = 2 and N = 4 topological strings
The coupling of topological sigma models and topological gravity gives the above-mentioned N = 2 topolog-
ical strings [60] which were further studied in [58, 59, 61]. They have critical dimension D=6 and are related
to topological sigma models with the 6D target space. There are two classes of such models, called A- and
B-models. In the open string sector of the critical topological string theories there are A and B versions of
these theories. The A-model is related to the ordinary Chern-Simons theory in 3 real dimensions and the
B-model is related to the holomorphic Chern-Simons-Witten theory in 3 complex dimensions. We discuss
only the B-model, the field equations for which concide with eqs.(9.1) on a CY 3-fold.
Besides N = 2 topological strings with cˆ = 3 (6D target space) there are N = 4 topological strings with a
central charge cˆ = 2 (4D target space) [62] and nontopological N = 2 strings (see e.g. [63]-[65] and references
therein). In [62] it was shown that N = 2 strings are a special case of N = 4 topological strings. The N = 2
string theories describe quantum SDYM fields on a self-dual gravitational background [63, 62, 64, 65]. For
heterotic N = 2 strings [66] besides SDYM fields there are also matter fields depending on the details of the
construction.
Comparing the above-mentioned string theories and field theories corresponding to them, one obtains
the following “commutative” diagram
? −−−−→ N = 4 topological strings −−−−→ N = 2 stringsy y y
Holomorphic CSW
theory on complex
3-manifolds
−−−−→
Holomorphic CSW theory
on twistor spaces of self-
dual 4-manifolds
−−−−→
SDYM theory
on self-dual 4-
manifolds
(9.2)
The arrows mean that one theory can be derived from another one. The difference between the holomorphic
CSW theory on a general complex 3-manifold and the one defined on a twistor space Z is stipulated by the
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existence in Z of a bundle structure π : Z → M with a self-dual 4D manifold M as a base space and CP1
as a typical fibre. In the general case, complex 3-spaces are arbitrary.
Into the box with the question-mark from (9.2) one cannot substitute ‘N = 2 topological strings’, since
they are obtained from sigma models on CY 3-folds. One should substitute there some generalized N = 2
topological strings on a complex 3-manifold without the CY restriction. The possibility of introducing such
strings was pointed out in the papers [59, 64]. Ooguri and Vafa [64] gave reasons for possible equivalence of
N = 4 topological strings and generalized N = 2 topological strings on the twistor space with a holomorphic
(2,0)-form turned on. It would be very interesting to study this possibility.
9.4 Integrable 4D conformal field theories
It is well-known that the ordinary 3D Chern-Simons theory is connected with 2D conformal field theories if
one supposes that a 3-manifold has the form Σ×R, where Σ is a 2-manifold with or without a boundary [67,
68]. In particular, if Σ has a boundary, the quantum Hilbert space HΣ is infinite-dimensional and is a
representation space of the chiral algebra of CFT on Σ. Analogously, the holomorphic Chern-Simons-Witten
theory on a complex 3-manifold Z is connected with integrable 4D CFT’s on a self-dual 4-manifold M if
one supposes that Z is the twistor space of M . This means that Z is the bundle π : Z → M over M with
CP1 as a typical fibre. On M it is possible to consider a CFT of fields of an arbitrary spin. Most of these
CFT’s will describe free fields in a fixed background. By considering local solutions of field equations on M
we take an open set U ⊂M and consider the twistor space P = Z|U of U which is an open subset in Z.
In this paper, we actually discuss how the concrete nonlinear 4D CFT – the SDYM theory – is connected
with the holomorphic CSW theory on the twistor space P of U . The SDYM model on an open ball U ⊂ R4
is a generalization of the WZNW model on the complex plane C, and we mainly consider sets U with the
flat metric. We described symmetries of the SDYM model and the moduli space of self-dual gauge fields on
U . Naturally, the following questions arise:
1. What is an analogue of affine Lie algebras of 2D CFT’s?
2. What is an analogue of the Virasoro algebra?
In this paper we have not discussed symmetry algebras yet. But knowing the symmetry groups of the SDYM
equations, described in §§ 7,8, it is not difficult to write down the algebras corresponding to them.
A symmetry algebra of integrable 4D CFT’s is connected with the algebra Gh of functions that are
holomorphic on U12 = U1 ∩ U2 ⊂ P and take values in the Lie algebra g of a complex Lie group G. The
algebra Gh with pointwise commutators generalizes affine Lie algebras. The symmetry algebra is the algebra
C1(U,OgP) ≃ Gh ⊕ Gh (9.3)
of 1-cochains of the cover U = {U1,U2} of the space P with values in the sheaf O
g
P of holomorphic maps from
P into the Lie algebra g. We mainly considered the case g = sl(n,C). The algebra (9.3) was also considered
by Ivanova [33].
Notice that the affine Lie algebra g ⊗ C[λ, λ−1] (without a central term) is the algebra of g-valued
meromorphic functions on CP1 ≃ C∗ ∪ {0} ∪ {∞} with the poles at λ = 0, λ = ∞ and holomorphic on
Ω12 = Ω1 ∩ Ω2 ≃ C
∗. Hence, it is a subalgebra in the algebra
C1(O,Og
CP1
) ≃ g⊗ C[λ, λ−1]⊕ g⊗ C[λ, λ−1] (9.4)
of 1-cochains of the cover O = {Ω1,Ω2} of CP1 with values in the sheaf of holomorphic maps from CP1 into
the Lie algebra g. Thus, the algebra (9.3) is an analogue of the 2D affine Lie algebra (9.4). Notice that
(central) extensions of the algebras (9.3) and (9.4) will appear after the transition to quantum theory.
9.5 The Cˇech description of the Virasoro algebra
Elements of the Virasoro algebra V ir0 (with zero central charge) are meromorphic vector fields on CP1 having
poles at the points λ = 0, λ =∞ and holomorphic on the overlap Ω12 = Ω1 ∩Ω2 ≃ C∗ = CP1 − {0} − {∞}.
This algebra has the following Cˇech description. Let us consider the sheaf VCP1 of holomorphic vector fields
on CP1. Then for the space of Cˇech 1-cochains with values in VCP1 we have
C1(O,VCP1) ≃ V ir
0 ⊕ V ir0. (9.5)
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Notice that for {v12, v21} ∈ C1(O,VCP1) the antisymmetry condition cannot be imposed on cohomology
indices of the holomorphic vector fields v12, v21, since it is not preserved under commutation. So we have
v21 6= −v12 in the general case.
The space Z1(O,VCP1) of 1-cocycles of the cover O = {Ω1,Ω2} of CP
1 with values in the sheaf VCP1
coincides with the algebra V ir0 as a vector space, since
Z1(O,VCP1) ≃ (V ir
0 ⊕ V ir0)/diag(V ir0 ⊕ V ir0). (9.6)
Further, by virtue of the equality
H1(CP1,VCP1) = 0, (9.7)
which means the rigidity of the complex structure of CP1, any element v from V ir0 ≃ Z1 can be represented
in the form
v = v1 − v2. (9.8)
Here, v1 can be extended to a holomorphic vector field on Ω1, and v2 can be extended to a holomorphic
vector field on Ω2.
It follows from (9.6)–(9.8) that the algebra V ir0 is connected with the algebra
C0(O,VCP1) (9.9)
of 0-cochains of the cover O with values in the sheaf VCP1 by the (twisted) homomorphism
δ˙0 : C0(O,VCP1) −→ C
1(O,VCP1)⇔ (9.10a)
δ˙0 : {v1, v2} 7→ {v1 − v2, v2 − v1}. (9.10b)
Just the cohomological nature of the algebra V ir0 permits one to define its local action on Riemann surfaces
of arbitrary genus and on the space of conformal structures of Riemann surfaces [69]. A central extension
arises under an action of the Virasoro algebra on holomorphic sections of linear bundles over moduli spaces
(quantization).
9.6 Infinitesimal deformations of self-dual conformal structures
Here we briefly answer the question of § 9.4 about an analogue of the Virasoro algebra (without a central
term).
In §§5.4, 5.5, 8.2 we described the local group H of biholomorphisms of the twistor space P and its action
on the space of local solutions to the SDYM equations. To this group there corresponds the algebra (cf.(9.9),
(9.10))
C0(U,VP) (9.11)
of 0-cochains of the cover U = {U1,U2} of P with values in the sheaf VP (of germs) of holomorphic vector
fields on P = U1 ∪ U2. However, this algebra is not a correct generalization of the Virasoro algebra.
An analogue of the Virasoro algebra is the algebra VP(U12) of holomorphic vector fields on U12 = U1∩U2 ⊂
P . It is a subalgebra of the algebra
C1(U,VP) ≃ VP(U12)⊕ VP(U12) (9.12)
of 1-cochains of the cover U with values in the sheaf VP . Elements of the algebra C1(U,VP) are the collections
of vector fields
χ = {χ12, χ21} = {χ
a
12
∂
∂za1
, χa21
∂
∂za2
} (9.13)
with ordered “cohomology indices”.
From the Kodaira-Spencer deformation theory [70] it follows that the algebra (9.12) acts on the transition
function f12 of the space P (see § 3.3) by the formula
δfa12 = χ
a
12 −
∂fa12
∂zb2
χb21 ⇔ δf12 := δf
a
12
∂
∂za1
= χ12 − χ21. (9.14)
Accordingly, one may define the following action of the algebra C1(U,VP) on the transition matrices F12 of
holomorphic bundles E′ over the twistor space P :
δχF12 = χ12(F12)− χ21(F12). (9.15)
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The algebra C0(U,VP) acts on the transition function f12 of the space P and on the transition matrices F12
of bundles E′ over P by formulae (9.14),(9.15) via the twisted homomorphism
δ˙0 : C0(U,VP) ∋ {χ1, χ2} 7→ {χ1 − χ2, χ2 − χ1} ∈ C
1(U,VP) (9.16)
of the algebra C0(U,VP) into the algebra C
1(U,VP).
Notice that δf := {δf12, δf21} ∈ Z1(U,VP), and the quotient space
H1(U,VP) := Z
1(U,VP)/δ˙
0(C0(U,VP)) (9.17)
describes nontrivial infinitesimal deformations of the complex structure of P . For a cover U = {U1,U2},
where U1,U2 are Stein manifolds, we have H1(P ,VP) = H1(U,VP). In contrast with the 2D case (9.7) now
we have H1(P ,VP) 6= 0. Hence, the transformations (9.14) of the transition function in general change
the complex structure of P and therefore change the conformal structure on U . Recall that a conformal
structure [g] is called self-dual if the Weyl tensor for any metric g in the conformal equivalence class [g]
is self-dual [19]. In virtue of the twistor correspondence [17, 19] the moduli space of self-dual conformal
structures on a 4-manifold M is bijective to the moduli space of complex structures on the twistor space of
M .
All algebras of infinitesimal symmetries of the self-dual gravity equations known by now (see e.g. [71] and
references therein) are subalgebras in the algebra C1(U,VP). The action of the algebra C0(U,VP) (and the
group H(P) corresponding to it) transforms f12 into an equivalent transition function and therefore preserves
the conformal structure on U . At the same time, the action of the algebra C0(U,VP) on transition matrices
of holomorphic bundles E′ → P is not trivial.
If we want to define an action of the algebra C1(U,VP) on the coordinates {za1}, {z
a
2}, q-forms etc, we
should define: 1) a sheaf T 1,0 of (1,0) vector fields on P , holomorphic along fibres CP1x of the bundle P → U ;
2) a sheaf W of (0,1)-forms W on P with values in T 1,0, vanishing on the distribution V 0,1 (see § 7.3) and
satisfying the equations
∂¯W = 0 (9.18)
on any open set U ⊂ P , where W ∈ W(U). Then we have the exact sequence of sheaves
0 −→ VP −→ T
1,0 −→W −→ 0 (9.19)
and the corresponding exact sequence of cohomology spaces
0 −→ H0(P ,VP) −→ H
0(P , T 1,0) −→ H0(P ,W) −→ H1(P ,VP) −→ 0, (9.20)
describing infinitesimal deformations of the complex structure of the twistor space P .
From (9.20) it follows that for any element δf ∈ Z1(U,VP) ⊂ Z1(U, T 1,0) there exists an element
{ϕ1, ϕ2} ∈ C0(U, T 1,0) such that
δf = {χ12 − χ21, χ21 − χ12} = {ϕ1 − ϕ2, ϕ2 − ϕ1} ∈ δ˙
0(C0(U, T 1,0)). (9.21)
Then for infinitesimal transformations of coordinates on P = U1 ∪ U2 we have
δza1 := ϕ
a
1(z1, z¯1), δz
a
2 := ϕ
a
2(z2, z¯2). (9.22)
To preserve the reality of the conformal structure on U , one should define real subalgebras of the algebras
C1(U,VP) and C0(U, T 1,0) by analogy with §§ 6.6, 7.7. We shall not write down transformations of the
metric and conformal structure on U , since this will require a lot of additional explanations. Details will be
published elsewhere.
9.7 Quantization
Some problems related to the quantization of the SDYM model were discussed in [20, 72, 21]. The quan-
tization was carried out in four dimensions in terms of g-valued fields Aµ or in terms of a G-valued scalar
field by using the Yang gauge. But the obtained results are fragmentary; the picture is not complete and
far from what we have in 2D CFT’s. Remembering the connection between 2D CFT’s and the ordinary 3D
CS theory, one may come to the reasonable conclusion that the quantization of integrable 4D CFT’s may
be much more successful if we use the 6D holomorphic CSW theory.
When quantizing the holomorphic CSW theory on the twistor space P one may use the results on the
quantization of the ordinary CS theory (see e.g. [67, 68] and references therein) after a proper generalization.
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We are mainly interested in quantizing the SDYM model. As such, we have to put Bˆ3 = 0 in eqs.(9.1),
which leads to the equations (cf.(7.12))
∂¯B +B ∧B = 0 (9.23)
equivalent to the SDYM equations, as has been discussed in this paper. The comparison with the ordinary CS
theory in the Hamiltonian approach shows that λ¯ may be considered as (complex) time of the holomorphic
CSW theory.
Further, one can use two standard approaches to the quantization of constrained systems: 1) one first
solves the constraints and then performs the quantization of the moduli space; 2) one first quantizes the
free theory and then imposes (quantum) constraints. The first approach will mainly be discussed. We shall
write down the list of questions and open problems whose solutions are necessary to give the holomorphic
CSW and the SDYM theories a status of quantum field theories.
1. One should rewrite a symplectic structure ω˜ on the space of gauge potentials or their relatives [20,
21, 40, 72] in terms of fields on the twistor space P . This 2-form ω˜ induces a symplectic structure ω on the
moduli space M of solutions to eqs.(9.23), and the cohomology class [ω] ∈ H2(M,R) has to be integral.
2. Over the moduli spaceM one should define a complex line bundle L with the Chern class c1(L) = [ω].
Then L admits a connection with the curvature 2-form equal to ω.
3. A choice of a complex structure J on the twistor space P endows the moduli spaceM with a complex
structure which we shall denote by the same letter J . Then the bundle L over (M,J ) has a holomorphic
structure, and a quantum Hilbert space of the SDYM theory can be introduced as the space HJ of (global)
holomorphic sections of L.
4. Is it possible to introduce the bundle L → M as the holomorphic determinant line bundle Det∂¯B of
the operator ∂¯B = ∂¯ +B on P?
5. The action functional of the holomorphic CSW theory on a Calabi-Yau 3-fold has a simple form [58, 59]
analogous to the action of the standard CS theory. How should one modify this action if we go over to the
case of an arbitrary complex 3-manifold?
6. One should lift the action of the symmetry groups and algebras described in this paper up to an action
on the space HJ of holomorphic sections of the bundle L over M. What is an extension (central or not)
of these groups and algebras? Finding of an extension of the algebra C1(U,OgP) is equivalent to finding a
curvature of the bundle L since this curvature represents a local anomaly.
7. What can be said about representations of the algebras C1(U,VP) and C1(U,O
g
P)? Which of these
representations are connected with the Hilbert space HJ ?
8. In the quantum holomorphic CSW and SDYM theories there exist Sugawara-type formulae, i.e.,
generators of the algebra C1(U,VP) can be quadratically expressed in terms of generators of the algebra
C1(U,OgP). This follows from the fact that any transformation of transition matrices of a holomorphic
bundle E′ → P under the action of the algebra C1(U,VP) can be compensated by an action of the algebra
C1(U,OgP). What are the explicit formulae connecting the generators of these algebras?
9. One should write down Ward identities resulting from the symmetry algebra C1(U,VP)∔C1(U,O
g
P).
To what extent do these identities define correlation functions?
Clearly, to carry out this quantization program, it will be necessary to overcome a number of technical
difficulties.
The general picture arising as a result of quantization of the SDYM model on a self-dual 4-manifold
M and the holomorphic CSW theory on the twistor space Z of M resembles the one that arises in the
quantization of the ordinary CS theory and is as follows: Let [g] be a self-dual conformal structure on a
4-manifold M and let J be a complex structure on the twistor space Z of M . As has already been noted,
there exists a bijection [17, 19] between the moduli space of self-dual conformal structures on M and the
moduli space X of complex structures on Z. Let M be a moduli space of solutions to the SDYM equations
on M and let HJ be the quantum Hilbert space of holomorphic sections of the line bundle L over (M,J ).
The space HJ depends on J ∈ X and one can introduce a holomorphic vector bundle
p : H˜ −→ X (9.24)
with fibres HJ at the points J ∈ X. Then one may put a question about the existence of a (projectively)
flat connection in the bundle (9.24). If such a connection exists, then as a quantum Hilbert space one may
take a space of covariantly constant sections of the vector bundle H˜ .
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10 Conclusion
In this paper, the group-theoretic analysis of the Penrose-Ward correspondence was undertaken. Having
used sheaves of non-Abelian groups and cohomology sets we have described the symmetry group acting on
the space of local solutions to the SDYM equations and the moduli space M of local solutions. It has been
shown that M is a double coset space. The full algebra of infinitesimal deformations of self-dual conformal
structures on a 4-space M has also been described. We have discussed the program of quantization of the
SDYM model on M based on the equivalence of this model to a subsector of the holomorphic CSW model
on the twistor space Z of M . There are a lot of open problems, which deserve further study.
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Appendix A. Actions of groups on sets
The left action of a group G on a set Υ is a map ρ : G ×Υ→ Υ with the following properties:
ρ(e, x) = x, (A.1a)
ρ(a, ρ(b, x)) = ρ(ab, x), (A.1b)
for any x ∈ Υ, a, b, e ∈ G. Here e is the identity in the group G. If we are given an action ρ on a set Υ, to any
a ∈ G we can correspond a bijective transformation ρa : x 7→ ρ(a, x) of the set Υ such that a map γ : a 7→ ρa
is a homomorphism of the group G into the group SΥ of all permutations (bijective transformations) of the
set Υ. Conversely, any homomorphism γ : G → SΥ defines the action of the group G on Υ by the formula
ρ(a, x) := γ(a)(x) (A.2)
for any a ∈ G, x ∈ Υ. If Υ is a smooth manifold, then to define an action of G on Υ is equivalent to assigning
a homomorphism γ : G → Diff (Υ) of the group G into the group of diffeomorphisms of the manifold Υ.
Usually the left action of the group G is represented as a multiplication of elements from Υ by elements
of the group G and written as ρ(a, x) = ax, a ∈ G, x ∈ Υ. One also considers the right action of the group G
on Υ in the definition of which the condition (A.1b) is replaced by the condition
ρ(a, ρ(b, x)) = ρ(ba, x). (A.1c)
Then the notation ρ(a, x) = xa is used.
Recall that a space G is called a local group, if for elements a, b sufficiently close to the identity e (marked
element) the multiplication ab is defined, the inverse elements a−1, b−1 exist and all group axioms are fulfilled
every time the objects participating in these axioms are defined. More precisely, a space G is called a local
group if: 1) some element e (identity) of G is chosen; 2) a neighbourhood V⊂ G of the element e is chosen; 3)
there is a map V×V→ G, (a, b) 7→ ab (multiplication) satisfying the conditions ea = ae = a and (ab)c = a(bc)
for a, b, c, ab, bc ∈V. From these conditions it follows that there exists a neighbourhood W⊂ G of the identity
and a map ı : W→W, a 7→ a−1 (inversion) such that aa−1 = a−1a = e. Choosing V=W = G, one can
consider any group G as a local group; this is why we use the same letter G for groups and for local groups.
If one replaces G and V by open subsets G′ ⊂ G, V′ ⊂ V∩G′ satisfying the condition V′V′ ⊂ G′, one obtains
a local group G′, called a restriction or a part of the initial one. Two local groups are called equivalent, if
some of their parts coincide. The equivalence class of the local group G is called the germ of the group G at
the point e ∈ G and denoted by G.
An action of a group G on a set Υ can be localized if one considers G as a local group. Namely, let ρ be an
action of the group G on the set Υ and let N be an open subset in Υ. The action ρ, generally speaking, does
not map N into itself and therefore does not define an action of the whole group G on N . However, an action
of G as a local group is defined, i.e., a map ρ : W→ N is defined, where W= {(a, x) ∈ G ×N : ρ(a, x) ∈ N}
is an open subset in G × N containing {e} × N . Moreover, for any fixed point x ∈ N there exists a
neighbourhood V of the identity in G and a neighbourhood N ′ of the point x in N such that ρ(V×N ′) ⊂ N .
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In a more general situation, a local action of a local group G on a set N is a map ρ : W→ N , where W
is an open set in G × N containing {e} × N , and the properties (A.1) are satisfied for all a, b ∈ G, x ∈ N
for which both parts of the equality (A.1b) are defined. A local action ρ of the local group G on the set N
generates a local action of G on any open subset N ′ ⊂ N . This action is called a restriction of the action
ρ to the subset N ′. A local action of the group G is called globalizable if it is a localization of some global
action of the group.
Appendix B. Sheaves of (non-Abelian) groups
Let us consider a topological space X and recall the definitions of a presheaf and a sheaf of groups over X
(see e.g. [44, 45]).
One has a presheaf {S(U), rUV } of groups over a topological space X if with any nonempty open set
U of the space X one associates a group S(U) and with any two open sets U and V with V ⊂ U one
associates a homomorphism rUV : S(U) → S(V ) satisfying the following conditions: (i) the homomorphism
rUU : S(U)→ S(U) is the identity map idU ; (ii) if W ⊂ V ⊂ U , then r
U
W = r
V
W ◦ r
U
V .
A sheaf of groups over a topological space X is a topological space S with a local homeomorphism
π : S → X . This means that any point s ∈ S has an open neighbourhood V in S such that π(V ) is open
in X and π : V → π(V ) is a homeomorphism. A set Sx = π−1(x) is called a stalk of the sheaf S over
x ∈ X , and the map π is called the projection. For any point x ∈ X the stalk Sx is a group, and the group
operations are continuous.
A section of a sheaf S over an open set U of the space X is a continuous map s : U → S such that
π ◦ s =idU . A set S(U) := Γ(U,S) of all sections of the sheaf S of groups over U is a group. Corresponding
to any open set U of the space X the group S(U) of sections of the sheaf S over U and to any two open
sets U, V with V ⊂ U the restriction homomorphism rUV : S(U)→ S(V ), we obtain the presheaf {S(U), r
U
V }
over X . This presheaf is called the canonical presheaf.
On the other hand, one can associate a sheaf with any presheaf {S(U), rUV }. Let
Sx = lim
−→
x∈U
S(U)
be a direct limit of sets S(U). There exists a natural map rUx : S(U)→ Sx, x ∈ U , sending elements from
S(U) into their equivalence classes in the direct limit. If s ∈ S(U), then sx := rUx (s) is called a germ of
the section s at the point x, and s is called a representative of the germ sx. In other terms, two sections
s, s′ ∈ S(U) are called equivalent at the point x ∈ U if there exists an open neighbourhood V ⊂ U such that
s|V = s′|V ; the equivalence class of such sections is called the germ sx of section s at the point x. Put
S = ∪
x∈X
Sx
and let π : S → X be a projection mapping points from Sx into x. The set S is equipped with a topology,
the basis of open sets of which consists of sets {sx, x ∈ U} for all possible s ∈ S(U), U ⊂ X . In this topology
π is a local homeomorphism, and we obtain the sheaf S.
Let X be a smooth manifold. Consider a complex (non-Abelian) Lie groupG = GC and define a presheaf
{Sˆ(U), rUV } of groups by putting
Sˆ(U) := {C∞-maps f : U → G}, (B.1)
and using the canonical restriction homomorphisms rUV when for f ∈ Sˆ(U) its image r
U
V (f) equals f |V ∈ Sˆ(V ),
V ⊂ U . To each elements αx and βx from Sˆx := rUx (Sˆ(U)) one can correspond their pointwise multiplication
αxβx. To this presheaf {Sˆ(U), rUV } there corresponds the sheaf Sˆ of germs of smooth maps of the space X
into the group G.
Suppose now that X is a complex manifold. Then one can define a presheaf {H(U), rUV } of groups
assuming that
H(U) ≡ OG(U) := {holomorphic maps h : U → G}, (B.2)
and associate with it the sheaf H ≡ OG of germs of holomorphic maps of the space X into the complex Lie
group G.
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Appendix C. Cohomology sets and vector bundles
We shall consider a complex manifold X and a sheaf S coinciding with either the sheaf Sˆ or the sheaf H
introduced in Appendix B. So S is the sheaf of germs of smooth or holomorphic maps of the space X into
the complex Lie group G.
Cˇech cohomology sets H0(X,S) and H1(X,S) of the space X with values in the sheaf S of groups are
defined as follows [44, 45, 34].
Let there be given an open cover U = {Uα}, α ∈ I, of the manifold X . The family 〈U0, ...,Uq〉 of elements
of the cover such that U0 ∩ ... ∩ Uq 6= ∅ is called a q-simplex. The support of this simplex is U0 ∩ ... ∩ Uq.
Define a 0-cochain with coefficients in S as a map f associating with α ∈ I a section fα of the sheaf S over
Uα:
fα ∈ S(Uα) := Γ(Uα,S). (C.1)
A set of 0-cochains is denoted by C0(U,S) and is a group under the pointwise multiplication.
Consider now the ordered set of two indices 〈α, β〉 such that α, β ∈ I and Uα∩Uβ 6= ∅. Define a 1-cochain
with coefficients in S as a map f associating with 〈α, β〉 a section of the sheaf S over Uα ∩ Uβ :
fαβ ∈ S(Uα ∩ Uβ) := Γ(Uα ∩ Uβ ,S). (C.2)
A set of 1-cochains is denoted by C1(U,S) and is a group under the pointwise multiplication.
Subsets of cocycles Zq(U,S) ⊂ Cq(U,S) for q = 0, 1 are defined by the formulae
Z0(U,S) = {f ∈ C0(U,S) : fαf
−1
β = 1 on Uα ∩ Uβ 6= ∅}, (C.3)
Z1(U,S) = {f ∈ C1(U,S) : fβα = f
−1
αβ on Uα ∩ Uβ 6= ∅, fαβfβγfγα = 1 on Uα ∩ Uβ ∩ Uγ 6= ∅}. (C.4)
It follows from (C.3) that Z0(U,S) coincides with the group H0(X,S) := S(X) ≡ Γ(X,S) of global sections
of the sheaf S. The set Z1(U,S) is not in general a subgroup of the group C1(U,S). It contains the marked
element 1, represented by the 1-cocycle fαβ = 1 for any α, β such that Uα ∩ Uβ 6= ∅.
For h ∈ C0(U,S), f ∈ Z1(U,S) let us define an action ρ0 of the group C0(U,S) on the set Z1(U,S) by
the formula
ρ0(h, f)αβ = hαfαβh
−1
β . (C.5)
So we have a map ρ0 : C
0 × Z1 ∋ (h, f) 7→ ρ0(h, f) ∈ Z1. A set of orbits of the group C0 in Z1 is called
a 1-cohomology set and denoted by H1(U,S). In other words, two cocycles f, f˜ ∈ Z1 are called equivalent,
f ∼ f˜ , if
f˜ = ρ0(h, f) (C.6)
for some h ∈ C0, and by the 1-cohomology set H1 = ρ0(C0)\Z1 one calls a set of equivalence classes of
1-cocycles. Finally, we should take the direct limit of these sets H1(U,S) over successive refinement of the
cover U of X to obtain H1(X,S), the 1-cohomology set of X with coefficients in S. In fact, one can always
choose a cover U = {Uα} such that it will be H
1(U,S) = H1(X,S) and therefore it will not be necessary to
take the direct limit of sets. This is realized, for instance, when the coordinate charts Uα are Stein manifolds
(see e.g. [44]).
Recall that S is the sheaf of germs of (smooth or holomorphic) functions with values in the complex Lie
group G. Suppose we are given a representation of G in Cn. It is well-known that any 1-cocycle {fαβ} from
Z1(U,S) defines a unique complex vector bundle E′ over X , obtained from the direct products Uα × C
n
by glueing with the help of fαβ ∈ G. Moreover, two 1-cocycles define isomorphic complex vector bundles
over X if and only if the same element from H1(X,S) corresponds to them. Thus, we have a one-to-one
correspondence between the set H1(X,S) and the set of equivalence classes of complex vector bundles of
the rank n over X . Smooth bundles are parametrized by the set H1(X, Sˆ) and holomorphic bundles are
parametrized by the set H1(X,H), where the sheaves Sˆ and H were described in Appendix B. For more
details see e.g. [44, 45].
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