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Abstract
The study proposes a new decision theoretic sampling plan (DSP) for Type-I and
Type-I hybrid censored samples when the lifetimes of individual items are exponen-
tially distributedwith a scale parameter. The DSP is based on an estimator of the scale
parameter which always exists, unlike the MLE which may not always exist. Using
a quadratic loss function and a decision function based on the proposed estimator, a
DSP is derived. To obtain the optimum DSP, a finite algorithm is used. Numerical
results demonstrate that in terms of the Bayes risk, the optimum DSP is as good as
the Bayesian sampling plan (BSP) proposed by Lin et al. (2002) and Liang and Yang
(2013). The proposed DSP performs better than the sampling plan of Lam (1994) and
Lin et al. (2008, 2008a) in terms of Bayes risks. The main advantage of the proposed
DSP is that for higher degree polynomial and non-polynomial loss functions, it can be
easily obtained as compared to the BSP.
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1
1 Introduction
The sampling plan is an important instrument of any quality control experiment, which
is used to test the quality of batch of items. A good sampling plan is important for manu-
facturers because a batch of items manufactured by them at the acceptable level of quality
will have a good chance to be accepted by the plan. In the decision-theoretic approach,
a sampling plan is determined by making an optimal decision on the basis of maximiz-
ing the return or minimizing the risk. So, for the economical point of view, it is more
reasonable and realistic approach and therefore, it is widely employed by many statisti-
cians. An extensive amount of work has been done along this line, see, for example, Hald
(1967), Fertig and Mann (1974), Lam (1988), Lam (1994), Lin et al. (2002), Huang and Lin
(2002, 2004), Chen et al. (2004), Lin et al. (2008, 2008a), Liang and Yang (2013),Tsai et al. (2014),
and Liang et al. (2015).
Inmost of the life testing experiments, censoring is inevitable, i.e., the experiment
terminates before all the experimental items fail. As a common practice, we put n items on
test and terminate the test when a preassigned r number of items fail. This is known as the
Type-II censoring, which ensures r number of failures. But, in this case the experimental
time would be unusually long for high quality items. To tackle this problem, the Type-
I censoring scheme is used, in which we put n items on test and terminate the test at a
preassigned time τ , no matter how many failures happen before the time τ . Lam (1994)
has provided a Bayesian sampling plan for a Type-I censoring scheme based on a suitable
decision function and when the loss function is quadratic. Lin et al. (2002) has proved
that Lam’s sampling plan is neither optimal nor Bayes and they have provided a Bayesian
sampling plan in this case.
The hybrid censoring is more economical and logical because it combines the
advantages of both types of censoring. In the Type-I hybrid censoring the experiment
is terminated at the time τ∗ = min{X(r),τ}, where τ is a fixed time and X(r) is the time
to the rth failure. In a Type-II hybrid censoring the experiment is terminated at the time
τ∗ =max{X(r),τ}. Lin et al. (2008, 2008a) derived an optimal sampling plan for both hybrid
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censoring schemes using the Bayesian approach. Liang and Yang (2013) found the exact
Bayes decision function and derived an optimum Bayesian sampling plan for the Type-I
hybrid censoring based on a quadratic loss function. An extensive amount of literature is
available on all the above sampling plans which are decision theoretic in nature and are
based on the estimator of the mean lifetime of the exponential distribution.
In this paper, we develop a decision theoretic sampling plan (DSP) for Type-I
and Type-I hybrid censored samples using a decision function which is based on a suit-
able estimator of λ in place of the estimator of the mean lifetime θ =
1
λ
. We consider the
sampling plans (n,τ,ζ ) under the Type-I censoring and (n,r,τ,ζ ) under the Type-I hybrid
censoring. Here, n, r and τ are same as defined before, and ζ is the threshold point based
on which we take a decision on the batch. Under such censoring schemes, the proposed
estimator of λ always exists unlike the MLE, which may not always exist. A loss function,
which includes the sampling cost, the cost per unit time, the salvage value and the cost
due to acceptance of the batch, is used to determine the DSP, byminimizing the Bayes risk.
The optimum DSP is obtained for Type-I and Type-I hybrid censoring and numerically it
has been observed that it is as good as the BSP in terms of the Bayes risk. It is also ob-
served that the optimumDSP is better than the sampling plan of Lam (1994) and Lin et al.
(2008, 2008a). Theoretically it has been shown that the implementation of the DSP is easier
compared to the BSP proposed by Lin et al. (2002) and Liang and Yang (2013), for higher
degree polynomial and non-polynomial loss functions.
The rest of the paper is organized as follows. In Section 2, we present the deci-
sion function based on an estimator of λ . All necessary theoretical results for Type-I and
Type-I hybrid censoring are provided in Sections 3 and 4, respectively. The DSP for higher
degree polynomial and for non-polynomial loss functions are presented in Section 5. Nu-
merical results are provided in Section 6. Finally, we conclude the paper in Section 7. All
derivations are provided in the Appendix.
3
2 Problem Formulationand the ProposedDecision Rule
Suppose we are given a batch of items and we need to decide whether we want to accept
or reject the batch. It is assumed that lifetimes of these items are mutually independent
and follow an exponential distribution with the probability density function (PDF)
f (x) = λe−λx; x > 0, λ > 0.
To conduct a life testing experiment, n identical items are sampled from the batch and
placed on test without replacement with a suitable sampling scheme. Under Type-I and
Type-I hybrid censoring schemes, let τ∗ denote the duration of the experiment. Then τ∗= τ
in Type-I censoring and τ∗=min{X(r),τ} in Type-I hybrid censoring. Note that τ
∗ is fixed in
Type-I censoring and random for Type-I hybrid censoring. LetM be the number of failures
observed before the fixed time τ , i.e., M = max{i : X(i) ≤ τ}. Hence, the observed sample
is (X(1),X(2), . . . ,X(M)) in Type-I censoring, and (X(1),X(2), . . . ,X(r)) or (X(1),X(2), . . . ,X(M)) in
Type-I hybrid censoring. Based on the observed sample, we define the decision function
as:
δ (x) =
d0 if λ̂ < ζ ,d1 if λ̂ ≥ ζ , (1)
where λ̂ is a suitable estimator of λ , ζ > 0 denotes the threshold point based on which we
take a decision on the batch whether to accept (action d0) or to reject it (action d1).
Next, we consider a loss function which depends upon various costs. Cr is the
cost due to rejecting the batch; Cs is the cost due to per item inspection; Cτ is the cost of
per unit time and g(λ ) is the cost of accepting the batch. If an item does not fail, then the
item can be reused with the salvage value rs. Combining all these costs, the general form
of the loss function (see Liang and Yang (2013), Liang et al. (2015)) is given as:
L(δ (x),λ ,n,r,τ) =
nCs− (n−M)rs + τ
∗Cτ +g(λ ) if δ (x) = d0,
nCs− (n−M)rs + τ
∗Cτ +Cr if δ (x) = d1.
(2)
ClearlyCs,Cτ ,Cr and rs are non-negative whereCs > rs and g(λ ) depends on the parameter
λ . Smaller λ indicates better quality of the item. Therefore, g(λ ) can take various forms
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which have to be positive and increasingwith λ . A quadratic loss function has beenwidely
used as an approximation of the true cost function when a batch is accepted (see Lam
(1990), Lam (1994) and Lam and Choy (1995)). For a better approximation of the true loss
function, higher degree polynomial loss function can be considered, i.e., cost of acceptance
in the loss function (2) is considered as g(λ )= a0+a1λ + . . .+akλ
k. It is notable that the true
form of the loss function can vary because it includes costs that are difficult to recognize.
To obtain the Bayes risk of the decision function (1) based on the loss function (2), it is
assumed that λ follows a gamma (a,b) prior with the following PDF;
pi(λ ;a,b) =
ba
Γ(a)
λ a−1e−λb, λ > 0, a,b > 0. (3)
Next, we determine the optimum DSP (n0,τ0,ζ0) for Type-I censoring and (n0,r0,τ0,ζ0)
for Type-I hybrid censoring such that it has the minimum Bayes risk among all possible
sampling plans.
3 Bayes Risk and DSP under Type -I Censoring
Lin et al. (2002) derived the Bayes risk of the BSP for a quadratic loss function assuming
rs = 0 and g(λ ) = a0 + a1λ + a2λ
2, such that a0 > 0, a1 > 0 and a2 > 0. This form of the
loss function is widely used in the literature (see, for example, Hald (1967); Lam (1994);
Lam and Choy (1995)). Likewise, we also derive the Bayes risk of the proposed DSP for a
quadratic loss function with rs > 0, i.e., the loss function takes the following form;
L(δ (x),λ ,n,τ) =
nCs− (n−M)rs+ τCτ +a0 +a1λ +a2λ
2 if δ (x) = d0,
nCs− (n−M)rs+ τCτ +Cr if δ (x) = d1.
(4)
To derive the Bayes risk for the decision function (1), we define a suitable estimator of λ
as follows:
λ̂ =
 0 if M = 0λ̂M if M > 0,
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where λ̂M is the MLE of λ given by,
λ̂M =
M
∑Mi=1 X(i)+(n−M)τ
if M > 0.
Then the Bayes risk is,
r(n,τ,ζ ) = E
{
L(δ (x),λ ,n,τ)
}
= Eλ EX/λ
{
L(δ (x),λ ,n,τ)
}
= n(Cs− rs)+E(M)rs+ τCτ +a0 +a1µ1 +a2µ2
+Eλ
{
(Cr −a0−a1λ −a2λ
2)P(λ̂ ≥ ζ )
}
,
where µi = E(λ
i) for i = 1,2. Now to find an explicit form of the Bayes risk we need to
compute P(λ̂ ≥ ζ ). Note that the distribution function of λ̂ can be written as follows
P(λ̂ ≤ x) = P(M = 0)P(λ̂ ≤ x|M = 0)+P(M ≥ 1)P(λ̂ ≤ x|M ≥ 1)
= pS(x)+(1− p)H(x), (5)
where p = P(M = 0) = e−nλτ and
S(x) = P(λ̂ ≤ x|M = 0) =
1 if x ≥ 0,0 if otherwise,
H(x) = P(λ̂ ≤ x|M ≥ 1) =

∫ x
0 h(u)du if
1
nτ < x < ∞,
0 if otherwise,
where h(u) is the PDF of the absolutely continuous part of the CDF of λ̂ , and it is provided
below.
Lemma 3.1. The PDF h(y) is given as
h(y) =
1
1− p
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) j
e−λ (n−m+ j)τ
y2
pi
(
1
y
− τ j,m;m,mλ
)
for
1
nτ
< y < ∞, τ j,m = (n−m+ j)
τ
m
, and pi(·) is as defined in (3).
Proof. For M ≥ 1, The MLE of the mean lifetime θ is given by θ̂M =
1
λ̂
, whose PDF is ob-
tained by Bartholomew (1963). Therefore, the PDF of λ̂ , given M ≥ 1, is obtained by taking
the transformation λ̂ = 1
θ̂M
, because θ̂M > 0.
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Lemma 3.1 is used to compute P(λ̂ ≥ ζ ) and then we used this probability to derive an
explicit expression of the Bayes risk of the DSP. The following theorem provides the Bayes
risk of the DSP for a quadratic loss function (4), for any sampling plan (n,τ,ζ ) .
Theorem 3.1. The Bayes risk for the quadratic loss function (4) is given by,
r(n,τ,ζ ) = n(Cs− rs)+E(M)rs+ τCτ +a0 +a1µ1 +a2µ2
+
2
∑
l=0
Cl
ba
Γ(a)
[
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(−1) j
(
n
m
)(
m
j
)
Γ(a+ l)
(C j,m)a+l
IS∗j,m(m,a+ l)
]
.
Proof. See Appendix.
Since the expression of the Bayes risk r(n,τ,ζ ) of the DSP is quite complicated, therefore,
the optimal values of n, τ and ζ cannot be computed analytically. Lam (1994) has given a
discretization method to find an optimal sampling plan. Here we use a similar approach
to obtain optimal values of n, τ and ζ , which minimizes the Bayes risk among all sampling
plans.
Algorithm for finding the optimum DSP:
1. Fix n and τ ; minimize r(n,τ,ζ ) with respect to ζ using a grid search method and
denote the minimum Bayes risk by r(n,τ,ζ0(n,τ)).
2. For fixed n, minimize r(n,τ,ζ0(n,τ)) with respect to τ using a grid search method
and denote the minimum Bayes risk by r(n,τ0(n),ζ0(n,τ0(n))).
3. Choose the sample size n0 such that
r(n0,τ0(n0),ζ0(n0,τ0(n0)))≤ r(n,τ0(n),ζ0(n,τ0(n))) ∀ n ≥ 0.
Wedenote the optimumDSP by (n0,τ0,ζ0) and the corresponding Bayes risk by r(n0,τ0,ζ0).
It is observed that the optimumDSP is unique, see Section 6. The next theorem proves that
the proposed algorithm is finite , i.e., we can find an optimum DSP in a finite number of
search steps.
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Theorem 3.2. Assuming 0< ζ ≤ ζ ∗, let us denote r(n,τ,ζ ′) =min0<ζ≤ζ ∗r(n,τ,ζ ) for some fixed
n (≥ 1) and τ . Let n0 and τ0 be the optimal sample size and censoring time, respectively . Then,
n0 ≤ min
{
Cr
Cs− rs
,
a0 +a1µ1 + . . .+akµk
Cs− rs
,
r(n,τ,ζ ′)
Cs− rs
}
,
τ0 ≤ min
{
Cr
Cτ
,
a0 +a1µ1 + . . .+akµk
Cτ
,
r(n,τ,ζ ′)
Cτ
}
.
Proof. See Appendix.
4 Bayes Risk and DSP under Type-I Hybrid Censoring
For the Type-I hybrid censored sample, Liang and Yang (2013) derived the Bayes risk of
the BSP for a quadratic loss function assuming g(λ ) = a0 + a1λ + a2λ
2, such that a0 > 0,
a1 > 0 and a2 > 0. Chen et al. (2004) also used the same form of the loss function to derive
acceptance sampling plans for Type-I hybrid censoring. Similarly, we also derive the Bayes
risk of the DSP for a quadratic loss function as follows:
L(δ (x),λ ,n,τ) =
nCs− (n−M)rs+ τ
∗Cτ +a0 +a1λ +a2λ
2 if δ (x) = d0,
nCs− (n−M)rs+ τ
∗Cτ +Cr if δ (x) = d1.
(6)
To derive the Bayes risk for the decision function (1) we define a suitable estimator of λ
under Type-I hybrid censoring as:
λ̂ =
0 if M = 0λ̂M if M > 0,
where λ̂M is the MLE of λ given by,
λ̂M =

M
∑Mi=1 X(i)+(n−M)τ
if M = 1,2 . . .r−1,
r
∑ri=1 X(i)+(n−r)X(r)
if M = r.
Then the Bayes risk is,
r(n,r,τ,ζ ) = E
{
L(δ (x),λ ,n,τ)
}
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= Eλ EX/λ
{
L(δ (x),λ ,n,τ)
}
= n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2µ2
+Eλ
{
(Cr−a0−a1λ −a2λ
2)P(λ̂ ≥ ζ )
}
,
where µi = E(λ
i) for i = 1,2. In order to derive an explicit expression of the Bayes risk of
the DSP (n,r,τ,ζ ), we need to compute P(λ̂ ≥ ζ ). The distribution of λ̂ can be written in a
similar form as in (5), and the corresponding h(u) is given below.
Lemma 4.1. The PDF h(y) is given by
h(y) =
1
1− p
[
r−1
∑
m=1
m
∑
j=0
A j,m
1
y2
pi
(
1
y
− τ j,m;m,mλ
)
+
1
y2
pi
(
1
y
;r,rλ
)
+ r
(
n
r
)
r
∑
k=1
(
r−1
k−1
)
(−1)k
e−λ (n−r+k)τ
y2(n− r+ k)
pi
(
1
y
− τk,r;r,rλ
)]
for
1
nτ
< y < ∞, τ j,m = (n−m+ j)
τ
m
, A j,m =
(
n
m
)(
m
j
)
(−1) je−λ (n−m+ j)τ and pi(·) as defined
in (3).
Proof. For M ≥ 1, The MLE of the mean lifetime θ is given by θ̂M =
1
λ̂
, whose PDF is ob-
tained by Childs et al. (2003). Hence, the PDF of λ̂ for M ≥ 1 can be easily obtained.
Theorem 4.1. The Bayes risk using the quadratic loss function (6) is given by
r(n,r,τ,ζ ) = n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2µ2
+
2
∑
l=0
Cl
ba
Γ(a)
{
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) jRl, j,m+Rl,r−n,r
+
r
∑
k=1
(
n
r
)(
r−1
k−1
)
(−1)k
r
(n− r+ k)
Rl,k,r
}
,
Proof. See Appendix.
As in the case of Type-I censoring, the expression of the Bayes risk r(n,r,τ,ζ ) of the DSP
is also quite complicated, and optimal values of n, r, τ and ζ cannot be computed analyt-
ically. In the following steps, an alternative algorithm (see Lam (1994)) is considered to
obtain optimal values of n, r, τ and ζ which minimize the Bayes risk among all sampling
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plans.
Algorithm for finding optimum DSP:
To find the optimal values of n, r, τ and ζ based on the Bayes risk, a simple algorithm is
described in the following steps:
1. Fix n, r and τ ; minimize r(n,r,τ,ζ )with respect to ζ using a grid search method and
denote the minimum Bayes risk by r(n,r,τ,ζ0(n,r,τ)).
2. For fixed n and r, minimize r(n,r,τ,ξ0(n,r,τ)) with respect to τ using a grid search
method and denote the minimum Bayes risk by r(n,r,τ0(n,r),ζ (n,r,τ0(n,r))).
3. For fixed n, choose r ≤ n for which r(n,r,τ0(n,r),ζ (n,r,τ0(n,r))) is minimum and de-
note it by r(n,r0(n),τ0(n,r0(n)),ζ (n,r0(n0),τ0(n,r0(n)))).
4. Choose the sample size n0 such that
r(n0,r0(n0),τ0(n0,r0(n0)),ζ0(n0,r0(n0),τ0(n0,r0(n0))))
≤ r(n,r0(n),τ0(n,r0(n)),ζ0(n,r0(n),τ0(n,r0(n)))) ∀ n ≥ 0.
Wedenote the optimumDSPby (n0,r0,τ0,ζ0) and theminimumBayes risk by r(n0,r0,τ0,ζ0).
In this case it is also observed that the optimum DSP is unique, see in Section 6.
It is difficult to find the optimal τ0 analytically because the Bayes risk expression
is complicated. Tsai et al. (2014) suggested a numerical approach to choose a suitable range
of τ , say [0,τα ]where τα is such that P(0 < X < τα) = 1−α and α is a preassigned number
satisfying 0 < α < 1. The choice of α depends on the prescribed precision. The higher
the precision required, the smaller the value of α should be. They suggested the value
of α = 0.01. The next theorem establishes that the proposed algorithm stops in a finite
number of steps.
Theorem 4.2. Assuming 0 < ζ ≤ ζ ∗, let us denote r(n,r,τ,ζ ′) = min0<ζ≤ζ ∗r(n,r,τ,ζ ) for some
fixed n (≥ 1) and τ . Let n0 be the optimal sample size. Then,
n0 ≤ min
{
Cr
Cs− rs
,
a0 +a1µ1 + . . .+akµk
Cs− rs
,
r(n,r,τ,ζ ′)
Cs− rs
}
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and r0 ≤ n0.
Proof. Proof is similar to Theorem 3.2.
5 HigherDegree Polynomial andNonPolynomial Loss Func-
tions
In this section, we establish that for a higher degree polynomial loss function or for a
non polynomial loss function, the implementation of the proposed DSP is much easier
compared to the BSP.
5.1 Higher Degree Polynomial Loss Function
In Section 3 and 4 we consider the quadratic loss function as an approximation of the true
loss function. In this section we consider a higher degree polynomial loss function, i.e.,
the cost of acceptance in the loss function (2) is g(λ ) = a0 +a1λ + . . .+akλ
k. Based on the
discussions in Section 4, it is observed that for k ≥ 5, the implementation of the proposed
DSP under the Type-I hybrid censoring is straightforward as compared to the BSP. The
Bayes risk for the DSP under Type-I hybrid censoring for a kth degree polynomial loss
function is given by
r(n,r,τ,ζ ) = n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2µ2 + . . .+akµk
+
k
∑
l=0
Cl
ba
Γ(a)
{
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) jRl, j,m+Rl,r−n,r
+
r
∑
k=1
(
n
r
)(
r−1
k−1
)
(−1)k
r
(n− r+ k)
Rl,k,r
}
, (7)
where E(M) andE(τ∗) are defined earlier. Thus, for any value of k, obtaining the Bayes risk
is straightforward and the form of the decision function is same for any value of k.
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Now in case of the BSP, the Bayes decision rule (see Liang and Yang (2013)) is given by
δB(x) =
1, if φpi
(
m,z
)
≤Cr
0, otherwise,
where, for Type-I censoring
z =
m
∑
i=1
xi +(n−m)τ,
and for Type-I hybrid censoring
z =
∑
m
i=1 xi +(n−m)τ if m = 1,2 . . .r−1
∑ri=1 xi +(n− r)xr if m = r,
with
φpi
(
m,z
)
=
∫ ∞
0
g(λ )pi
(
λ |m,z
)
dλ .
Since the prior distribution of λ is gamma (a,b), it is well known that the posterior distri-
bution of λ is also gamma, viz.,
pi
(
λ |m,z
)
∼ gamma(m+a,z+b).
Now when g(λ ) = a0 +a1λ + . . .+akλ
k in (2) then,
φpi
(
m,z
)
=
∫ ∞
0
g(λ )pi
(
λ |m,z
)
dλ = a0 +
k
∑
j=1
a j
(m+a) . . .(m+a+ j−1)
(z+b) j
.
Thus, to find the closed form of the decision function we need to obtain the set
A = {z; z ≥ 0,φpi
(
m,z
)
≤Cr},
and to construct the set A, we need to obtain the set of z ≥ 0, such that
h1(z) = a0 +
k
∑
j=1
a j
(m+a) . . .(m+a+ j−1)
(z+b) j
≤Cr, (8)
which is equivalent to find z ≥ 0, such that,
h2(z) = (Cr−a0)
(
z+b
)k
−
k
∑
j=1
a j(m+a) . . .(m+a+ j−1)
(
z+b
)k− j
≥ 0. (9)
12
It can be easily shown that if Dn(m) is the only real root or Dn(m) is the maximum real root
of h2(z) = 0 then the Bayes decision function will take the following form.
δB(x) =
1, if z ≥ a(n,r,τ,m)0, otherwise, (10)
where a(n,r,τ,0) = 0∨ (Dn(0)−b) and a(n,r,τ,m) = 0∨ (Dn(m)−b)∧nτ ∀ 1≤m≤ r. How-
ever, it is not straightforward to find the real root when k ≥ 5. It is well known that there
is no algebraic solution to polynomial equations of degree five or higher (see chapter 5,
Herstein (1975)). So the BSP cannot be obtained for fifth or higher degree polynomial loss
function analytically. Even, finding the optimal sampling plan numerically becomes very
difficult.
5.2 Non-Polynomial Loss Function
We have already discussed in Section 2 that the loss due to accepting the batch g(λ ) can
vary and the true form of the loss function is likely to be unknown. When we have a non-
polynomial loss function, we show that implementation of the proposed DSP is quite easy
and the associated Bayes risk is computed without any additional effort as compared to
the BSP. To illustrate this, we use the following non polynomial loss function:
L(δ (x),λ ,n,r,τ) =
nCs− (n−M)rs + τ
∗Cτ +a0 +a1λ +a2λ
5/2 if δ (x) = d0,
nCs− (n−M)rs + τ
∗Cτ +Cr if δ (x) = d1,
(11)
where g(λ ) = a0 +a1λ +a2λ
5/2 is an increasing function in λ . Here we consider only the
Type-I hybrid censoring case. The Bayes risk of the DSP for the Type-I hybrid censoring is
as follows:
r(n,r,τ,ζ ) = n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2
Γ(a+ 5
2
)
Γ(a)b
5
2
+
2
∑
l=0
Cl
ba
Γ(a)
{
Γ(a+ pl)
(b+nτ)(a+pl)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) jRpl , j,m
+Rpl ,r−n,r +
r
∑
k=1
(
n
r
)(
r−1
k−1
)
(−1)k
r
(n− r+ k)
Rpl ,k,r
}
,
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where E(M) and E(τ∗) are defined earlier and
pl =

0, if l = 0
1, if l = 1
5
2
, if l = 2.
To express the Bayes decision function of the BSP (see Liang and Yang (2013)) in a sim-
pler form for the non-polynomial loss function g(λ ) = a0 +a1λ +a2λ
5/2, we have to con-
sider,
φpi
(
m,y(n,r,τ,m)
)
=
∫ ∞
0
g(λ )pi
(
λ |m,y(n,r,τ,m)
)
dλ
= a0 +
a1(m+a)
(y(n,r,τ,m)+b)
+
a2Γ(m+a+
5
2
)
Γ(m+a)(y(n,r,τ,m)+b)
5
2
.
So to find a closed form of the decision function we need to obtain the set
A = {x; x ≥ 0,φpi
(
m,x
)
≤Cr}.
Note that to construct the set A, we need to obtain the set of x ≥ 0 such that
h1(x) = a0 +
a1(m+a)
(x+b)
+
a2Γ(m+a+
5
2
)
Γ(m+a)(x+b)
5
2
≤Cr,
and this is equivalent to find x ≥ 0 such that
h2(x) = (Cr−a0)Γ(m+a)
(
x+b
) 5
2 −a1(m+a)Γ(m+a)
(
x+b
) 3
2 −a2Γ(m+a+
5
2
)≥ 0.
It is obvious that we cannot obtain a closed form solution of the non polynomial equation
h2(x) = 0. So in case of a general non-polynomial loss function, we cannot construct a
closed form of the Bayes decision function and obtain the explicit expression of Bayes
risk. But since our decision function does not depend on the form of the loss function,
this difficulty does not arise in case of the proposed DSP.
6 Numerical Results and Discussion
To obtain the numerical results, we consider the algorithms proposed in Sections 3 and 4
for Type-I and Type-I hybrid censoring, respectively. Let us assume that n∗1 and n
∗
2 from
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Theorem 3.2 and 4.2 denote the upper bound of n0 under Type-I censoring and Type-I
hybrid censoring, respectively. Then, for Type-I censoring
0 ≤ n0 ≤ n
∗
1 and 0 ≤ τ0 ≤ τ
′,
and for Type-I hybrid censoring
0 ≤ n0 ≤ n
∗
2 and 0 ≤ τ0 ≤ τα ,
where τ ′ and τα are upper bounds of τ under Type-I and Type-I hybrid censoring. For
fixed n and τ in Type-I censoring and for fixed n, r (≤ n) and τ in Type-I hybrid censoring,
we minimize the Bayes risk with respect to ζ using a grid search method where the grid
size of ζ is taken as 0.0125. Then, we minimize with respect to τ where grid size of τ is
taken as 0.0125. Finally, we choose the value of n in Type-I censoring and the value of n
and r (≤ n) in Type-I hybrid censoring for which the Bayes risk is minimum.
6.1 ComparisonwithLam (1994), Lin et al. (2010) andBSP sampling plans
In this section, we focus on comparing the optimumDSP with Lam (1994), Lin et al. (2010)
and BSP sampling plans. For Type-I censoring, comparison with Lam (1994) and Lin et al.
(2010) sampling plans the values of coefficients a0 = 2, a1 = 2, a2 = 2, Cs = 0.5, Cτ = 0,
rs = 0 and Cr = 30 are used. In Table 1 only hyper-parameters a and b are varying and
others are kept fixed.
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Table 1: Numerical comparison with Lam (1994) and Lin et al. (2010) sampling plans for different
values of a and b.
Scheme a b r(n0,τ0,ζ0(ξ0)) n0 τ0 ζ0(ξ0) a b r(n0,τ0,ζ0) n0 τ0 ζ0(ξ0)
DSP 2.5 0.8 24.8419 4 1.3125 3.0475 1.5 0.8 16.5825 3 0.7000 4.2862
LAM 24.9367 3 0.7077 0.3539 16.6233 3 0.5262 0.2631
Lin et al.(2010) 24.9893 4 0.6808 0.3404 16.7533 3 0.5262 0.2631
DSP 2.5 1.0 21.7081 4 1.1125 3.5950 2.0 0.8 21.1398 4 1.1625 3.4500
LAM 21.7640 3 0.5483 0.2742 21.2153 3 0.6051 0.3026
Lin et al.(2010) 21.8515 4 0.5819 0.2910 21.2875 4 0.6051 0.3026
DSP 3.0 0.8 27.5581 3 1.1625 2.5875 2.5 0.6 27.7267 3 1.2125 2.4863
LAM 27.6136 3 0.8170 0.4085 27.7834 3 0.8537 0.4268
Lin et al.(2010) 27.6521 3 0.8170 0.4085 29.8193 3 0.8537 0.4268
DSP 3.5 0.8 29.2789 2 1.0125 1.9875 10.0 3.0 29.5166 2 0.8000 2.5187
LAM 29.2789 2 1.0037 0.5019 29.5166 2 0.7928 0.3964
Lin et al.(2010) 29.3642 2 1.0037 0.5019 29.5959 2 0.8194 0.4097
From Table 1 it is clear that Bayes risk of the optimum DSP is less then or equal
to the Bayes risk of Lam (1994) and Lin et al. (2010) sampling plans.
For Type-I censoring to compare with the BSP proposed by Lin et al. (2002) we use set of
coefficient a0 = 2,a1 = 2,a2 = 2,Cs = 0.5,Cτ = 0.5,Cr = 30, the prior parameters a = 2.5,b =
0.8 and assume ζ ∗= 6. Weobtain theminimumBayes risk and decision theoretic sampling
plan (DSP) for the proposed method and the Bayes risk of the BSP by varying a, b, Cs, Cτ
and Cr one at a time and keeping other fixed. The results are presented in Table 2.
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Table 2: Numerical Comparison between DSP and BSP for Type-I censoring and Hybrid Type-I
censoring.
Type-I censoring Hybrid Type-I censoring
a b BSP DSP a b BSP1 DSP
r(nB,τB,δB) r(n0,τ0,ζ0) n0 τ0 ζ0 r(nB,τB,δB) r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
2.5 0.8 25.2777 25.2777 3 0.7250 2.9750 2.5 0.8 26.0319 26.0338 6 3 0.2000 2.9750
2.5 1.0 22.0361 22.0361 3 0.5625 3.7250 2.5 1.0 22.6430 22.6437 5 3 0.1875 3.7200
3.5 0.8 29.7131 29.7131 2 0.8125 1.9875 3.0 0.8 28.7885 28.7889 4 2 0.2375 2.3445
Cs Cs
0.50 25.2777 25.2777 3 0.7250 2.9750 0.30 24.3326 24.3341 10 4 0.1500 3.0500
1.00 26.5396 26.5396 2 0.5875 2.8625 0.50 26.0319 26.0338 6 3 0.2000 2.9750
2.00 27.9542 27.9542 1 0.3750 2.6750 0.70 26.9106 26.9114 3 2 0.2750 2.8625
Cτ Cτ
0.50 25.2777 25.2777 3 0.7250 2.9750 0 24.6354 24.6754 4 4 0.8750 3.0500
1.00 25.6238 25.6238 3 0.6625 2.9750 8 26.4662 26.4672 7 3 0.1625 2.9750
2.00 26.1439 26.1439 4 0.3875 2.9750 16 27.2513 27.2513 7 2 0.1000 1.9625
Cr Cr
20 19.3293 19.3293 2 0.8750 1.7750 25 23.3583 23.3581 4 2 0.2375 2.2875
30 25.2777 25.2777 3 0.7250 2.9750 30 26.0319 26.0338 6 3 0.2000 2.9750
50 32.2092 32.2092 5 0.5625 5.0500 40 30.0072 30.0069 7 4 0.1750 4.0750
Similarly for the Type-I hybrid censoring, comparison is made between the BSP proposed
by Liang and Yang (2013) and the proposed DSP by taking set of coefficients a0 = 2,a1 =
2,a2 = 2,Cs = 0.5,rs = 0.3,Cτ = 5.0,Cr = 30, the hyper parameters a = 2.5,b = 0.8 and as-
sume ζ ∗ = 6. The Bayes risk of the BSP involves a complicated integral, and it has been
approximated by Monte Carlo simulation. So the Bayes risk here is an approximation of
the exact Bayes risk of the BSP.
Further, when the Bayes risk has a unique minimum, the proposed algorithm
gives us the optimum DSP without any additional computational effort. Since the Bayes
1Bayes risk of BSP is obtained by simulation.
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risk expression is quite complicated, it is not easy to prove theoretically that the function
has a unique minimum. So we study graphical behavior of the Bayes risk by providing
its contour plots with respect to τ (on x-axis) and ζ (on y- axis) with hyper parameter
a = 2.5, b = 0.8 and set of coefficients mentioned above for Type-I and Type-I hybrid cen-
soring.
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Figure 1: Contour plot of Bayes risk with set of coefficient a0 = 2,a1 = 2,a2 = 2,Cs = 0.5,rs = 0,Cτ =
0.5,Cr = 30 and a = 2.5,b = 0.8 for Type-I censoring.
In Type-I censoring, the Bayes risk is a function of three parameterswhich are n, τ
and ζ , among which one is discrete and two are continuous. Since n takes discrete values
and from Theorem 3.2 we know that optimal value of n is bounded above, so for different
values of n, we provide the contour plot of Bayes risk with respect to τ and ζ in Figure 1. It
is clear from contour plot that the Bayes risk has a unique minimumwith respect to τ and
ζ . We also observe that the Bayes risk first decreases then increases as n increases.
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Figure 2: Contour plot of Bayes riskwith set of coefficienta0 = 2,a1 = 2,a2 = 2,Cs = 0.5,rs = 0.3,Cτ =
5.0,Cr = 30 and a = 2.5,b = 0.8 for Type-I hybrid censoring.
Similarly for Type-I hybrid censoring, Bayes risk is a function of four parameters
n, r, τ , and ζ among which two are discrete and two continuous. Since optimal values of
n and r are bounded above(see Theorem 4.2), so for different values of n and r, we provide
the contour plots of Bayes risk with respect to τ and ζ in Figure 2. In this case also Bayes
risk has unique minimum and as n increases Bayes risk first decreases then increases. The
contour plot can also be used for predicting the range which includes the optimal values
of τ and ζ .
6.2 Numerical results for Higher degree polynomial and Non polyno-
mial loss function
In Section 5 we have observed that for a higher degree polynomial and for a non polyno-
mial loss function the DSP can be obtained without any additional effort as compared to
19
the BSP. The numerical results for fifth degree polynomial and for non polynomial loss
function are tabulated in Tables 3-24. Standard values of parameter, coefficients and costs
are defined in every section where needed. In each table, only hyper parameters a and b
or one coefficient or one cost can change and the others are kept fixed. It should be clear
from the tables.
6.2.1 Fifth Degree Polynomial Loss Function
For Type-I hybrid censoring, we present the optimum DSP for fifth degree polynomial
loss function, with the standard set of hyper parameter, coefficients and costs: a = 1.5,b =
0.8,a0 = 2,a1 = 2,a2 = 2,a3 = 2,a4 = 2,a5 = 2,Cr = 30,Cs = 0.5,rs = 0.3,Cτ = 0.5,ζ
∗ = 6. In
Tables 3-8 the values of the different hyper parameters or coefficients or costs are given in
column 1 and 7. The minimum Bayes risk r(n0,r0,τ0,ζ0) and the corresponding optimal
sampling plan (n0,r0,τ0,ζ0) are given in columns 2−6 and 8−12.
Table 3: The minimum Bayes risk and optimumDSP for Type-I hybrid censoring as a and b varies
a b r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.2 0.2 12.1795 5 4 1.2625 0.9750
1.5 0.4 29.6469 2 2 2.9125 0.6250
1.5 0.8 26.2983 5 4 1.6375 0.9250
2.5 1.5 27.8324 5 4 1.6750 0.9250
3.0 1.5 29.9061 4 3 1.7000 0.7500
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Table 4: The minimum Bayes risk and optimumDSP for Type-I hybrid censoring as a0 or a1 varies
a0 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 a1 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.5 25.8251 6 5 1.6625 1.0000 0.5 26.0091 6 5 1.6625 1.0000
1.0 25.9891 5 4 1.6250 0.9375 1.0 26.1080 5 4 1.6250 0.9375
1.5 26.1444 5 4 1.6375 0.9375 1.5 26.2038 5 4 1.6375 0.9375
2.0 26.2983 5 4 1.6375 0.9250 2.0 26.2983 5 4 1.6375 0.9250
2.5 26.4515 5 4 1.6500 0.9250 2.5 26.3919 5 4 1.6500 0.9250
Table 5: The minimum Bayes risk and optimumDSP for Type-I hybrid censoring as a2 or a3 varies
a2 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 a3 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.5 26.0403 6 5 1.6625 1.0125 0.5 25.9983 6 5 1.6250 1.0125
1.0 26.1284 5 4 1.6250 0.9375 1.0 26.1027 5 4 1.6125 0.9500
1.5 26.2141 5 4 1.6250 0.9375 1.5 26.2022 5 4 1.6250 0.9375
2.0 26.2983 5 4 1.6375 0.9250 2.0 26.2983 5 4 1.6375 0.9250
2.5 26.3810 5 4 1.6500 0.9250 2.5 26.3911 5 4 1.6500 0.9125
Table 6: The minimum Bayes risk and optimumDSP for Type-I hybrid censoring as a4 or a5 varies
a4 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 a5 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.5 25.8618 6 5 1.5875 1.0500 0.5 25.4497 5 4 1.4125 1.0750
1.0 26.0212 5 4 1.5750 0.9625 1.0 25.8046 5 4 1.5000 1.0125
1.5 26.1656 5 4 1.6125 0.9500 1.5 26.0771 5 4 1.5750 0.9625
2.0 26.2983 5 4 1.6375 0.9250 2.0 26.2983 5 4 1.6375 0.9250
2.5 26.4212 5 4 1.6750 0.9125 2.5 26.4838 5 4 1.7000 0.9000
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Table 7: TheminimumBayes risk and optimumDSP for Type-I hybrid censoring asCs orCτ varies
Cs r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 Cτ r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.4 25.6655 7 5 1.2375 0.9875 0.2 25.9954 4 4 3.1375 0.9250
0.5 26.2983 5 4 1.6375 0.9250 0.5 26.2983 5 4 1.6375 0.9250
0.8 27.4684 3 3 2.8000 0.8375 0.8 26.5453 6 4 1.1375 0.9250
1.0 27.9656 2 2 2.5125 0.7125 1.2 26.8039 6 4 1.1125 0.9250
1.5 28.9099 1 1 2.0375 0.0125 1.5 26.9779 7 4 0.8625 0.9250
From Table 3 it is clear that as a increases for fixed b the minimum Bayes risk increases and
as b increases for fixed a theminimumBayes risk decreases. In Tables 4-6we observed that
as coefficients a0,a1,a2,a3,a4 and a5 increases the minimum Bayes risk increases. In Tables
7-8 if costs Cs,Cτ and Cr increases then the minimum Bayes risk increases and when the
salvage value rs increases, the minimum Bayes risk decreases.
Table 8: The minimum Bayes risk and optimumDSP for Type-I hybrid censoring asCr or rs varies
Cr r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 rs r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
25 22.7787 4 3 1.5750 0.7875 0.05 26.5544 4 4 3.0250 0.9250
35 29.6324 6 5 1.6375 1.0375 0.10 26.5352 4 4 3.0000 0.9250
50 38.8182 8 7 1.5375 1.2500 0.20 26.4478 5 4 1.6625 0.9250
65 47.1201 10 9 1.4500 1.4125 0.30 26.2983 5 4 1.6375 0.9250
85 57.2562 12 11 1.3750 1.5625 0.35 26.2220 6 4 1.1375 0.9250
For Type-I censoring, we present the optimum DSP for the fifth degree polyno-
mial, with the following standard set of hyper parameters, coefficients and costs: a =
1.5,b= 0.8,a0 = 2,a1 = 2,a2 = 2,a3 = 2,a4 = 2,a5 = 2,Cr = 30,Cs = 0.5,rs = 0,Cτ = 0.5,ζ
∗= 6.
In Tables 9-14 the values of the different hyper parameters or coefficients or costs are given
in columns 1 and 6. TheminimumBayes risk is denoted by r(n0,τ0,ζ0) and the correspond-
ing sampling plan is (n0,τ0,ζ0).
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Table 9: The minimum Bayes risk and optimum DSP for Type-I censoring as a and b varies
a b r(n0,τ0,ζ0) n0 τ0 ζ0
1.5 0.8 27.0038 5 1.7000 0.9375
1.5 1.2 22.9851 6 1.6875 1.0750
2.5 2.5 21.1783 6 1.6125 1.2250
3.0 2.5 24.8622 6 1.7000 1.1250
3.0 3.0 21.4133 6 1.5750 1.2625
Table 10: The minimum Bayes risk and optimum DSP for Type-I censoring as a0 or a1 varies
a0 r(n0,τ0,ζ0) n0 τ0 ζ0 a1 r(n0,τ0,ζ0) n0 τ0 ζ0
0.5 26.5210 5 1.7125 0.9500 0.5 26.7003 5 1.7000 0.9500
1.0 26.6833 5 1.7000 0.9375 1.0 26.8029 5 1.7000 0.9500
1.5 26.8436 5 1.7000 0.9375 1.5 26.9035 5 1.7000 0.9375
2.0 27.0038 5 1.7000 0.9375 2.0 27.0038 5 1.7000 0.9375
2.5 27.1626 5 1.6875 0.9250 2.5 27.1026 5 1.7000 0.9250
Table 11: The minimum Bayes risk and optimum DSP for Type-I censoring as a2 or a3 varies
a2 r(n0,τ0,ζ0) n0 τ0 ζ0 a3 r(n0,τ0,ζ0) n0 τ0 ζ0
0.5 26.7282 5 1.6875 0.9500 0.5 26.6814 5 1.6750 0.9625
1.0 26.8216 5 1.6875 0.9500 1.0 26.7930 5 1.6750 0.9500
1.5 26.9135 5 1.6875 0.9375 1.5 26.9006 5 1.6875 0.9375
2.0 27.0038 5 1.7000 0.9375 2.0 27.0038 5 1.7000 0.9375
2.5 27.0919 5 1.7000 0.9250 2.5 27.1033 5 1.7000 0.9250
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Table 12: The minimum Bayes risk and optimum DSP for Type-I censoring as a4 or a5 varies
a4 r(n0,τ0,ζ0) n0 τ0 ζ0 a5 r(n0,τ0,ζ0) n0 τ0 ζ0
0.5 26.5349 5 1.6375 0.9875 0.5 26.0954 5 1.5375 1.0750
1.0 26.7044 5 1.6625 0.9750 1.0 26.4724 5 1.6000 1.0125
1.5 26.8598 5 1.6750 0.9500 1.5 26.7653 5 1.6500 0.9625
2.0 27.0038 5 1.7000 0.9375 2.0 27.0038 5 1.7000 0.9375
2.5 27.1370 5 1.7125 0.9125 2.5 27.2053 5 1.7375 0.9000
From Tables 10-12 we observed that as coefficients of acceptance cost a0,a1,a2,a3,a4 and a5
increase, the minimum Bayes risk r(n0,τ0,ζ0) also increases and the optimum value of ζ0
decreases. It is also observed that the optimum value of τ0 increases as coefficient a2,a3,a4
and a5 increases. In Tables 13-14 costsCs,Cτ ,Cr and rs are varies for different values andwe
observed that behaviour of minimum Bayes risk and optimum DSP are as expected.
Table 13: The minimum Bayes risk and optimum DSP for Type-I censoring as Cs orCτ varies
Cs r(n0,τ0,ζ0) n0 τ0 ζ0 Cτ r(n0,τ0,ζ0) n0 τ0 ζ0
0.2 25.0552 9 1.4750 1.0750 0.2 26.3960 5 2.5500 0.9750
0.3 25.8550 7 1.6375 1.0250 0.5 27.0038 5 1.7000 0.9375
0.5 27.0038 5 1.7000 0.9375 0.8 27.4884 5 1.5500 0.9250
0.8 28.2251 3 2.5250 0.8375 1.2 28.0462 6 1.1250 0.9250
1.2 29.0845 2 2.3000 0.7125 1.5 28.3763 6 1.0750 0.9250
Table 14: The minimum Bayes risk and optimum DSP for Type-I censoring as Cr or rs varies
Cr r(n0,τ0,ζ0) n0 τ0 ζ0 rs r(n0,τ0,ζ0) n0 τ0 ζ0
25 23.4949 4 1.5875 0.7875 0.05 26.9583 5 1.6750 0.9375
50 39.5495 7 1.8250 1.2250 0.10 26.9121 5 1.6625 0.9375
85 58.1138 11 1.7875 1.5625 0.20 26.8185 5 1.6250 0.9375
100 65.2465 12 1.7750 1.6500 0.30 26.7229 5 1.6000 0.9250
125 76.3677 14 1.7500 1.7875 0.40 26.6071 6 1.2625 0.9375
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6.2.2 Non Polynomial Loss Function
Since the form of the loss function can vary so in this section, we present the optimum
DSP for the non polynomial loss function considered in Section 5. For the Type-I hy-
brid censoring, the following standard set of hyper parameters, coefficients and costs:
a = 2.5,b = 0.8,a0 = 2,a1 = 2,a2 = 2,Cr = 30,Cs = 0.5,rs = 0.3,Cτ = 5.0,ζ
∗ = 6 are used. In
Tables 15-19 the values of the different hyper parameter or coefficients or costs are given
in column 1 and 7 and the others are kept fixed.
Table 15: The minimum Bayes risk and the optimum DSP for Type-I hybrid censoring as a and b
varies
a b r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.2 0.2 10.5326 5 2 0.1750 2.3125
1.5 0.4 27.4453 6 3 0.3125 1.9375
1.5 0.8 20.2414 8 4 0.2250 2.6125
2.5 0.8 28.4481 6 3 0.3125 1.9625
3.0 1.5 22.6152 6 3 0.1875 2.9500
Table 16: TheminimumBayes risk and optimumDSP for Type-I hybrid censoring as a0 or a1 varies
a0 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 a1 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.5 27.9446 6 3 0.3000 2.0375 0.5 27.5833 6 3 0.2875 2.1375
1.0 28.1152 6 3 0.3000 2.0125 1.0 27.8877 6 3 0.3000 2.0750
1.5 28.2840 6 3 0.3125 1.9875 1.5 28.1737 6 3 0.3000 2.0250
2.0 28.4481 6 3 0.3125 1.9625 2.0 28.4481 6 3 0.3125 1.9625
2.5 28.6111 6 3 0.3125 1.9375 2.5 28.7106 6 3 0.3250 1.9125
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Table 17: TheminimumBayes risk and optimumDSP for Type-I hybrid censoring as a2 orCτ varies
a2 r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 Cτ r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.5 21.4982 5 3 0.1500 1.5750 0.5 27.2156 4 4 1.3000 2.1000
1.0 25.4359 6 3 0.2000 2.9750 1.5 27.6168 4 3 0.6000 1.9625
1.5 27.3171 6 3 0.2625 2.3125 3.0 28.0288 5 3 0.4125 1.9625
2.0 28.4481 6 3 0.3125 1.9625 4.0 28.2477 6 3 0.3125 1.9625
2.5 29.1885 5 2 0.2875 1.5250 5.0 28.4481 6 3 0.3125 1.9625
From Table 15 it is clear that as a increases, for fixed b, the minimum Bayes risk increases
and as b increases, for fixed a, the minimum Bayes risk decreases. In Tables 16-17 when
coefficient a0,a1 and a2 increases then minimum Bayes risk r(n0,r0,τ0,ζ0) increases. The
optimum value of τ0 increases and ζ0 decreases as a0 and a1 increase. In Tables 17-18when
costs Cs,Cτ and Cr increase, then the minimum Bayes risk increases. In Table 19 when the
salvage value rs increases then the minimumBayes risk decreases as expected and optimal
sample sizes n0 and r0 increase.
Table 18: TheminimumBayes risk and optimumDSP for Type-I hybrid censoring asCs orCr varies
Cs r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0 Cr r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.4 27.7042 10 4 0.2250 2.1000 25 24.8091 5 2 0.2875 1.5125
0.5 28.4481 6 3 0.3125 1.9625 35 31.6670 8 4 0.2750 2.3250
0.6 28.9501 4 2 0.3250 1.7375 50 39.5133 10 6 0.2750 3.1000
0.7 29.3501 4 2 0.3250 1.7375 65 45.5177 11 7 0.2625 3.6875
0.8 29.6455 2 1 0.3625 0.0125 85 51.6634 12 8 0.2375 4.3625
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Table 19: The minimum Bayes risk and optimum DSP for Type-I hybrid censoring as rs varies
rs r(n0,r0,τ0,ζ0) n0 r0 τ0 ζ0
0.05 29.1184 3 2 0.4750 1.7375
0.10 29.0215 4 2 0.3375 1.7375
0.20 28.7866 4 2 0.3375 1.7375
0.30 28.4481 6 3 0.3125 1.9625
0.40 27.9798 8 3 0.2125 1.9625
For the Type-I censoring, we also present the optimum DSP for the non polyno-
mial loss function considered in Section 5, with the following standard set of hyper pa-
rameters, coefficients and costs: a = 2.5,b = 0.8,a0 = 2,a1 = 2,a2 = 2,Cr = 30,Cs = 0.5,rs =
0,Cτ = 0.5,ζ
∗ = 6. Numerical results are given in Tables 20-24 where only hyper parame-
ters a and b or one coefficient or one cost is varying and others are kept fixed as defined
above.
Table 20: The minimum Bayes risk and optimum DSP for Type-I censoring as a and b varies
a b r(n0,τ0,ζ0) n0 τ0 ζ0
1.5 0.4 26.6262 3 1.1125 1.9375
1.5 0.8 19.4142 4 0.9000 2.6125
2.5 0.8 27.5603 4 1.0750 2.0625
2.5 1.2 22.2069 4 0.8875 2.6500
3.0 1.5 21.8535 4 0.8250 2.8750
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Table 21: The minimum Bayes risk and optimum DSP for Type-I censoring as a0 or a1 varies
a0 r(n0,τ0,ζ0) n0 τ0 ζ0 a1 r(n0,τ0,ζ0) n0 τ0 ζ0
0.5 27.0238 4 1.0750 2.1375 0.5 26.6463 4 1.0375 2.2500
1.0 27.2050 4 1.0750 2.1125 1.0 26.9657 4 1.0500 2.1750
1.5 27.3838 4 1.0750 2.0875 1.5 27.2702 4 1.0625 2.1125
2.0 27.5603 4 1.0750 2.0625 2.0 27.5603 4 1.0750 2.0625
2.5 27.7262 3 1.1125 1.9375 2.5 27.8216 3 1.1250 1.9125
Table 22: The minimum Bayes risk and optimum DSP for Type-I censoring as a2 orCs varies
a2 r(n0,τ0,ζ0) n0 τ0 ζ0 Cs r(n0,τ0,ζ0) n0 τ0 ζ0
0.5 20.9985 4 0.5375 4.7375 0.2 25.9956 8 0.8750 2.3000
1.0 24.5967 4 0.8000 3.0500 0.3 26.6479 6 0.9250 2.2000
1.5 26.4246 4 0.9625 2.4125 0.5 27.5603 4 1.0750 2.0625
2.0 27.5603 4 1.0750 2.0625 0.8 28.3770 2 0.9500 1.7375
2.5 28.3162 3 1.2250 1.7375 1.2 29.1411 1 0.7250 0.6000
It is clear from the Tables 21-22 that the minimum Bayes risk increases as the coefficient
a0,a1 and a2 increase. In Table 22 when the cost Cs increases the minimum Bayes risk
increases and n0 decreases. In Table 23 as the cost Cτ increases then the minimum Bayes
risk increases and τ0 decreases. When the cost Cr increases then the minimum Bayes risk
increases, n0 and τ0 increase and τ0 decreases.
Table 23: The minimum Bayes risk and optimum DSP for Type-I censoring asCτ orCr varies
Cτ r(n0,τ0,ζ0) n0 τ0 ζ0 Cr r(n0,τ0,ζ0) n0 τ0 ζ0
0.2 27.2069 4 1.3000 2.0875 25 24.0664 2 1.0625 1.5125
0.5 27.5603 4 1.0750 2.0625 35 30.6915 4 1.0500 2.3125
0.7 27.7625 4 0.9500 2.0250 50 38.4988 6 0.9250 3.0875
1.0 28.0240 4 0.7875 1.9875 65 44.6010 7 0.8500 3.6875
1.5 28.3421 4 0.6000 1.9625 85 50.9093 8 0.7750 4.3625
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Table 24: The minimum Bayes risk and optimum DSP for Type-I censoring as rs varies
rs r(n0,τ0,ζ0) n0 τ0 ζ0
0.05 27.5361 4 1.0500 2.0500
0.10 27.5112 4 1.0375 2.0500
0.20 27.4589 4 0.9875 2.0375
0.30 27.4025 4 0.9125 2.0125
0.40 27.3100 5 0.6875 2.1000
From Table 24 it is that as the salvage value rs increases, the minimum Bayes risk and the
τ0 decrease.
7 Conclusion
In this work, we have considered the sampling plan in the life testing experiment under
Type-I and Type-I hybrid censoring scheme where lifetimes are exponentially distributed
with parameter λ . We have proposed that a decision theoretic sampling plan (DSP) can
be obtained by using a suitable estimator of λ , in place of the estimator of mean lifetime
θ = 1λ . The proposed estimator of λ always exists for censored samples. Moreover, we
have developed a methodology for finding a DSP using a decision function based on this
estimator of λ under Type-I and Type-I hybrid censoring. Numerically it is observed that
the optimum DSP is better than sampling plans of Lam (1994), Lin et al. (2008, 2008a) and
as good as a Bayesian sampling plan in terms of Bayes risk for Type-I and Type-I hybrid
censoring. The main advantage of our study is that the proposed sampling plan can be
used quite conveniently for higher degree polynomial and for non-polynomial loss func-
tions without any additional effort as compared to the existing BSP.
29
Acknowledgements:
The authors would like to thank two unknown reviewers and the Associate Editor for their
constructive comments which have helped to improve the manuscript significantly.
8 Appendix
8.1 Proof of Theorem 3.1
Proof. The Bayes risk of DSP with respect to the loss function (4) is given by
r(n,τ,ζ ) = n(Cs− rs)+E(M)rs+ τCτ +a0 +a1µ1 +a2µ2
+
∫ ∞
0
(Cr −a0−a1λ −a2λ
2)P(λ̂ ≥ ζ )
ba
Γ(a)
λ a−1e−λbdλ
= n(Cs− rs)+Eλ EX/λ (M)rs+ τCτ +a0 +a1µ1 +a2µ2
+
2
∑
l=0
Cl
ba
Γ(a)
∫ ∞
0
λ a+l−1e−λbP(λ̂ ≥ ζ ) dλ , (12)
where Cl is defined as
Cl =
Cr −al if l = 0,−al if l = 1,2. (13)
Using Lemma 3.1 in (12) we get∫ ∞
0
λ a+l−1e−λbP(λ̂ ≥ ζ ) dλ
=
∫ ∞
0
λ a+l−1e−λ (b+nτ) dλ I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) j
×
∫ ∞
0
∫ 1
τ j,m
ζ
λ a+l+m−1
e
−λ{b+m
y
}
y2
(1
y
− τ j,m
)m−1
dy dλ
=
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) j
(m)m
Γ(m)
∫ 1
τ j,m
ζ
(
1
y
− τ j,m
)m−1
Γ(a+ l+m)
y2{b+ m
y
}a+l+m
dy
=
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(m)m(−1) j
Γ(m)
∫ 1
ζ
−τ j,m
0
vm−1Γ(a+ l+m)
{b+mτ j,m+mv}a+l+m
dv.(14)
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UsingC j,m = b+mτ j,m in (14), we can write
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) j
(m)m
Γ(m)
Γ(a+ l+m)
Ca+l+mj,m
∫ 1
ζ
−τ j,m
0
vm−1(
1+ mv
C j,m
)a+l+m dv
=
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) j
Γ(a+ l)
(C j,m)a+l
Γ(a+ l+m)
Γ(m)Γ(a+ l)
∫ m( 1ζ −τ j,m)
C j,m
0
zm−1
(1+ z)a+l+m
dz. (15)
Now taking a transformation z = u/(1−u), we have∫ C∗j,m
0
zm−1
(1+ z)a+l+m
dz =
∫ S∗j,m
0
um−1(1−u)a+l−1du = BS∗j,m(m,a+ l),
where C∗j,m =
m( 1
ζ
− τ j,m)
C j,m
, S∗j,m =
C∗j,m
1+C∗j,m
, and
Bx(α,β ) =
∫ x
0
uα−1(1−u)β−1du, 0 ≤ x ≤ 1,
is the incomplete beta function. If the cumulative distribution function of the beta dis-
tribution is given by Ix(α,β ) = Bx(α,β )/B(α,β ), then using (15) the Bayes risk is finally
obtained as
r(n,τ,ζ ) = n(Cs− rs)+E(M)rs+ τCτ +a0 +a1µ1 +a2µ2
+
2
∑
l=0
Cl
ba
Γ(a)
[
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(−1) j
(
n
m
)(
m
j
)
Γ(a+ l)
(C j,m)a+l
IS∗j,m(m,a+ l)
]
,
(16)
where E(M) = ∑nm=1 ∑
m
j=0 m
(
n
m
)(
m
j
)
(−1) j b
a
(b+(n−m+ j)τ)a .
In general, for higher degree polynomial i.e for k > 2, the Bayes risk can be eval-
uated in a similar way for Type-I censoring.
8.2 Proof of Theorem 3.2
Proof. Note that the Bayes risk can be written as
r(n,τ,ζ ) = n(Cs− rs)+ τCτ +E(M)rs+Eλ
{
(a0 +a1λ + . . .+akλ
k)P(λ̂ < ζ )+CrP(λ̂ ≥ ζ )
}
.
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Nowwe know that a0+a1λ + . . .+akλ
k ≥ 0 andCr, the rejection cost, is non negative. Since
(n0,τ0,ζ0) is the optimal sampling plan so the corresponding Bayes risk is
r(n0,τ0,ζ0)≥ n0(Cs− rs)+ τ0Cτ . (17)
Now when ζ = 0 we reject the batch without sampling and the corresponding Bayes risk
is given by r(0,0,0) = Cr. When ζ = ∞ we accept the batch without sampling and corre-
sponding Bayes risk is given by r(0,0,∞) = a0 +a1µ1 + . . .+akµk. Then the optimal Bayes
risk is
r(n0,τ0,ζ0)≤ min
{
r(0,0,0),r(0,0,∞),r(n,τ,ζ ′)
}
. (18)
Hence from equations (17) and (18) we have
n0(Cs− rs)+ τ0Cτ ≤ min
{
r(0,0,0),r(0,0,∞),r(n,τ,ζ ′)
}
.
from where it follows that
n0 ≤ min
{
Cr
Cs− rs
,
a0 +a1µ1 + . . .+akµk
Cs− rs
,
r(n,τ,ζ ′)
Cs− rs
}
τ0 ≤ min
{
Cr
Cτ
,
a0 +a1µ1 + . . .+akµk
Cτ
,
r(n,τ,ζ ′)
Cτ
}
.
8.3 Proof of Theorem 4.1
Proof. The Bayes risk of DSP with respect to the loss function (6) is given by
r(n,r,τ,ζ ) = n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2µ2
+
∫ ∞
0
(Cr −a0−a1λ −a2λ
2)P(λ̂ ≥ ζ )
ba
Γ(a)
λ a−1e−λbdλ
= n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2µ2
+
2
∑
l=0
Cl
ba
Γ(a)
∫ ∞
0
λ a+l−1e−λbP(λ̂ ≥ ζ ) dλ (19)
where Cl is defined as earlier. Let ζ
∗ = max{ 1
nτ ,ζ}, where ζ > 0 and
Rl, j,m =
∫ ∞
0
∫ ∞
ζ ∗
λ a+l−1
e−λ{b+τ(n−m+ j)}
y2
pi
(
1
y
− τ j,m;m,mλ
)
dy dλ
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=
(m)m
Γ(m)
∫ ∞
0
∫ 1
τ j,m
ζ ∗
λ a+l+m−1
e
−λ{b+m
y
}
y2
(1
y
− τ j,m
)m−1
dy dλ
=
(m)m
Γ(m)
∫ 1
τ j,m
ζ ∗
(
1
y
− τ j,m
)m−1
Γ(a+ l+m)
y2{b+ m
y
}a+l+m
dy
=
(m)m
Γ(m)
∫ 1
ζ∗
−τ j,m
0
vm−1Γ(a+ l +m)
{b+mτ j,m+mv}a+l+m
dv
=
(m)m
Γ(m)
Γ(a+ l+m)
Ca+l+mj,m
∫ 1
ζ∗
−τ j,m
0
vm−1(
1+ mv
C j,m
)a+l+m dv
=
Γ(a+ l)
(C j,m)a+l
Γ(a+ l+m)
Γ(m)Γ(a+ l)
∫ m( 1ζ∗ −τ j,m)
C j,m
0
zm−1
(1+ z)a+l+m
dz,
where C j,m = b+mτ j,m. Now taking a transformation z = u/(1−u), we have∫ C∗j,m
0
zm−1
(1+ z)a+l+m
dz =
∫ S∗j,m
0
um−1(1−u)a+l−1du = BS∗j,m(m,a+ l),
whereC∗j,m =
m( 1
ζ ∗
− τ j,m)
C j,m
and S∗j,m =
C∗j,m
1+C∗j,m
. Using Bx(α,β ) and Ix(α,β ) defined earlier,
we obtain the expression
Rl, j,m =
Γ(a+ l)
(C j,m)a+l
IS∗j,m(m,a+ l). (20)
Using Lemma 4.1 in (19) and by (20) we get∫ ∞
0
λ a+l−1e−λbP(λ̂ ≥ ζ ) dλ
=
∫ ∞
0
λ a+l−1e−λ (b+nτ) dλ I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) j
×
∫ ∞
0
∫ ∞
ζ ∗
λ a+l−1
e−λ{b+τ(n−m+ j)}
y2
pi
(
1
y
− τ j,m;m,mλ
)
dy dλ
+
∫ ∞
0
∫ ∞
ζ ∗
λ a+l−1
e−λb
y2
pi
(
1
y
;r,rλ
)
dy dλ +
r
∑
k=1
(
n
r
)(
r−1
k−1
)
(−1)k
r
(n− r+ k)
×
∫ ∞
0
∫ ∞
ζ ∗
λ a+l−1
e−λ{b+τ(n−r+k)}
y2
pi
(
1
y
− τk,r;r,rλ
)
dy dλ
=
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) jRl, j,m+Rl,r−n,r
+
r
∑
k=1
(
n
r
)(
r−1
k−1
)
(−1)k
r
(n− r+ k)
Rl,k,r.
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Thus Bayes risk of DSP under Type-I hybrid censoring is given by
r(n,r,τ,ζ ) = n(Cs− rs)+E(M)rs+E(τ
∗)Cτ +a0 +a1µ1 +a2µ2
+
2
∑
l=0
Cl
ba
Γ(a)
{
Γ(a+ l)
(b+nτ)(a+l)
I(ζ=0)+
n
∑
m=1
m
∑
j=0
(
n
m
)(
m
j
)
(−1) jRl, j,m+Rl,r−n,r
+
r
∑
k=1
(
n
r
)(
r−1
k−1
)
(−1)k
r
(n− r+ k)
Rl,k,r
}
, (21)
where
E(M) =
r−1
∑
m=1
m
∑
j=0
m
(
n
m
)(
m
j
)
(−1) j
ba
(b+(n−m+ j)τ)a
+
n
∑
k=r
k
∑
j=0
r
(
n
k
)(
k
j
)
(−1) j
ba
(b+(n− k+ j)τ)a
E(τ∗) = r
(
n
r
)
r−1
∑
j=0
(
r−1
j
)
(−1)r−1− j
{
b
(n− j)2(a−1)
−
tba
(n− j)((n− j)τ +b)a
−
ba
(n− j)2(a−1)((n− j)τ +b)a−1
}
+
n
∑
k=r
k
∑
j=0
τ
(
n
k
)(
k
j
)
(−1) j
ba
(b+(n− k+ j)τ)a
.
For computation of E(M) and E(τ∗) see Liang and Yang (2013).
In general, for higher degree polynomial, i.e., for k > 2, the Bayes risk can be
evaluated in a similar way for Type-I hybrid censoring.
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