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Abstract
We disprove a recent conjecture regarding discrete distributions and their generat-
ing polynomials stating that strong log-concavity implies log-submodularity.
1 Introduction
Given a ground set V = {1, . . . , n}, we consider distributions p : 2n → R over subsets of V , or
equivalently, distributions over n binary random variables, which can be represented by the corre-
sponding multi-affine generating polynomial gp in n variables x1, . . . , xn ∈ R as follows,
gp(x) =
∑
S⊆[n]
p(S)xS ,
where x = (x1, . . . , xn) and x
S :=
∏
v∈S xi. In what follows, we will use ∂xig to denote the
partial derivative of g with respect to xi.
Definition 1 (Gurvits, 2010; Anari et al., 2019; Brändén & Huh, 2019). A polynomial g is called
strongly log-concave (SLC) if, for any k ≥ 0 and any integer sequence 1 ≤ i1, . . . , ik ≤ n, the
derivative ∂xi1 · · ·∂xikg is log-concave on R
n
>0.
Definition 2. A distribution p is called log-submodular, or equivalently, is said to satisfy the negative
lattice condition (NLC), if for any S, T ⊆ V ,
p(S)p(T ) ≥ p(S ∪ T )p(S ∩ T ).
We will call a generating polynomial gp log-submodular if the corresponding distribution p is log-
submodular.
Recently, Robinson et al. (2019) conjectured that strong log-concavity implies log-submodularity
for any generating polynomial. We present here a counterexample that disproves this conjecture.
2 Counterexample
Consider the discrete distribution p over ground set V = {1, 2, 3}, represented by the following
generating polynomial,
gp(x, y, z) =
1
22
(4 + 3(x+ y + z) + 3(xy + xz + yz)), (1)
for all x, y, z ∈ R.
Proposition 1. The polynomial gp in (1) is not log-submodular.
Proof. For S = {1} and T = {2}, we have
p(S)p(T ) = p({1})p({2}) =
3
22
·
3
22
<
3
22
·
4
22
= p({1, 2})p(∅) = p(S ∪ T )p(S ∩ T ).
Proposition 2. The polynomial gp in (1) is strongly log-concave.
Proof. We first show that gp is log-concave. The hessianH = [hij ] = ∇
2 log gp is
H(x, y, z) = −
1
3 (gp(x, y, z))
2R(x, y, z),
where
R(x, y, z) =


3(y + z + 1)2 3z2 + 3z − 1 3y2 + 3y − 1
3z2 + 3z − 1 3(x+ z + 1)2 3x2 + 3x− 1
3y2 + 3y − 1 3x2 + 3x− 1 3(x+ y + 1)2

 .
We will show thatH is negative definite for all x, y, z ∈ R3>0 by showing thatR is positive definite
for all x, y, z ∈ R3>0. Note that
|r12|+ |r13| = |3z
2 + 3z − 1|+ |3y2 + 3y − 1|
≤ 3z2 + 3z + 1+ 3y2 + 3y + 1
< 3z2 + 3y2 + 6yz + 6y + 6z + 3 = |r11|.
Completely analogously, it is easy to see that |r21|+|r23| < |r22| and |r31|+|r32| < |r33|. Therefore,
R is strictly diagonally dominant. Since rii > 0, for i ∈ {1, 2, 3}, it follows that R is positive
definite (see Theorem 6.1.10 of Horn & Johnson (2012)).
It remains to show that any derivative of gp is log-concave. Derivatives of order ≥ 2 are identically
zero, therefore trivially log-concave. For the first-order derivative ∂xgp, we have
∂xgp(x, y, z) =
1
22
(3 + 3y + 3z),
and
∇2(log ∂xgp)(x, y, z) = −
1
(y + z + 1)2
W ,
where
W =


0 0 0
0 1 1
0 1 1

 .
It is easy to see that W has eigenvalues λ1 = 2 and λ2 = λ3 = 0, therefore ∂xgp is log-concave.
Showing log-concavity for ∂ygp and ∂zgp is completely analogous.
3 Illustration
We consider the parametric family of discrete distributions represented by generating polynomials
of the form
gˆp(x, y, z) =
1
4 + 3b+ 3c
(4 + b(x+ y + z) + c(xy + xz + yz)), (2)
for all x, y, z ∈ R and b, c ∈ R≥0.
The counterexample presented in the previous section is obtained for b = c = 3. In Figure 1 we show
a simulated approximation of the indicator functions of strong log-concavity and log-submodularity
for the above family of distributions.
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Figure 1: A depiction of the parameter ranges for which the resulting distribution in (2) is strongly
log-concave or log-submodular. For this family of distributions it is clear that the region of strong
log-concavity is a strict superset of the region of log-submodularity. The cross indicates the location
of the counterexample discussed previously.
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