must be solved. Computing the exact solution can be expensive if n is large and, for any n, may not be justified when xk is far from a solution. Thus, one might prefer to compute some approximate solution, leading to the following algorithm.
ALGORITHM IN (inexact Newton method [4] [4] .)
The convergence of Algorithms N and IN is only local, i.e., the iterates need not converge if x0 is not near a solution. There are a number of "globalizations" of Algorithm N that help to improve the likelihood of convergence from arbitrary starting points. Most modern globalizations fit within the following framework at each iteration.
Determine an initial trial step in some way related to the Newton step. Test the trial step to determine whether it gives adequate progress toward a solution; if it does not, then obtain a "more conservative" trim step according to the globalization strategy and repeat the test.
Trial steps are determined in a variety of ways but typically reduce the norm of the local linear model of F; thus these globalizations provide instances of Algorithm IN. In requiring adequate progress, a decrease in I]FII is imposed at each iteration that makes convergence to a solution likely. Nevertheless, the nature of the problem may still preclude convergence, and even if the iterates converge, the limit may be a local minimizer of IIFII that is not a solution, at which F' is necessarily singular. [12] and Shultz, Schnabel, and Byrd [16] for unconstrained optimization and by Powell [14] , E1 Hallabi [7] , and E1 Hallabi and Wapia [8] [3, 3] . Less closely related, more specialized work can be found in Bank and Rose [2] and Deuflhard [6] . Preliminaries. For the remainder of the paper, we assume only that F" R n R n is continuously differentiable. We make no assumptions about the invertibility of F or about the existence of solutions of (1.1) unless otherwise noted.
The norm I1" I I is arbitrary, except where explicitly assumed to be an inner product norm or the Euclidean norm 11"112 in 7 and 8. We denote N(x) {y] Ily-x]l < 5} for 5 > 0. We let arg minxes f(x) denote the set of arguments that minimize f" R n --tt over S c_ Rn; if this set is a singleton, then we may treat it as a point.
We use the following technical results. [16] , and the references therein). For general nonlinear equations, a special case of more general tests considered by Powell [14] , E1
Hallabi [7] , and E1 Hallabi and 
But the last right-hand side converges to zero since xk --* x,; hence, this inequality cannot hold for large j. [5, 6.4 ], E1 Hallabi [7] , E1 Hallabi and Tapia [8] , Mor and Sorensen [12] , Shultz, Schnabel, and Byrd [16] , and the references therein. Here, we show how the developments in 2 and 3 can be brought to bear on these methods without giving an exhaustive treatment. The algorithm below is meant to reflect the essential features of several known trust region algorithms; it is especially close to Algorithm 4.2 of Mor and Sorensen [12] .
ALGORITHM TR (trust region method 
(),11 For now, ak is not required to have any properties other than (5.1).
We call the first method a minimum reduction method: At each iteration, the initial inexact Newton step is required to achieve at least a prescribed minimum reduction of the norm of the local linear model. In 8 we give important applications in which such ak'S are easily determined. Here, we reformulate Algorithms MR and TL appropriately for such ak's and establish a somewhat specialized global convergence analysis, assuming that the norm is an inner product norm. These reformulated algorithms can be readily implemented as practical algorithms once a means of determining such tYk's has been specified.
ALGORITHM MR (minimum reduction method
At the kth iteration of Algorithms MR and TL, the while-loop terminates if 
Theorem 5.2 provides a general global convergence result for Algorithms ECMR and ECTL, but we develop a more specialized result under the assumption that the norm I1" is induced by an inner product (., .), i.e., Ilvll-(v, v) 1/2 for v e Rn.
Define f(x) =_ 1/211F(x)ll 2 for x e R n and note that the Frchet derivative f' of f at x is given by f'(x) (F'(x)* F(x), .), where F'(x)* is the adjoint operator of F'(x) with respect to (., .). Thus F'(x)* F(x) is the gradient of f at x with respect to (., .), and -F'(x)* F(x) is the steepest descent direction (see Kantorovich and Akilov [11, pp. 462-463] ). 8. Applications of equality curve methods. In this section, we give applications of the results in 7, focusing on ways of determining the curves ak in Algorithms ECMR and ECTL. In the first application, our main purpose is to outline ways of determining these curves in certain Newton iterative methods; we also show how to obtain a dogleg globalization of (exact) Newton's method using Algorithm ECTL. In the second application, we show how Levenberg-Marquardt globalizations of Newton's method can be obtained from Algorithms ECMR and ECTL.
We assume throughout that I1" is induced by an inner product (., .). [15] , with/C span{r0, Aro,..., A-lr0}, and the conjugate gradient method applied to the normal equations ATAx ATb, or CGNR (see Elman [9] 
Remark. This is a condition that F'(x)(KI) be uniformly bounded away from orthogonality with F(x) for x near x,. As in the remark after Lemma We close with Fig. 1 below, which gives an organizational chart of the methods and applications in this paper and their interrelationships.
