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BEREZINIANS, EXTERIOR POWERS AND
RECURRENT SEQUENCES
H. M. KHUDAVERDIAN AND TH. TH. VORONOV
Abstract. We study power expansions of the characteristic func-
tion of a linear operator A in a p|q-dimensional superspace V . We
show that traces of exterior powers of A satisfy universal recur-
rence relations of period q. ‘Underlying’ recurrence relations hold
in the Grothendieck ring of representations of GL(V ). They are ex-
pressed by vanishing of certain Hankel determinants of order q+1
in this ring, which generalizes the vanishing of sufficiently high
exterior powers of an ordinary vector space. In particular, this
allows to explicitly express the Berezinian of an operator as a ra-
tional function of traces. We analyze the Cayley–Hamilton identity
in a superspace. Using the geometric meaning of the Berezinian
we also give a simple formulation of the analog of Cramer’s rule.
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1. Introduction
1.1. In this paper we study the Berezinians of linear operators in
a superspace and in particular the characteristic function RA(z) =
Ber(1 + zA), where z is a complex variable. Our principal tool is the
two power expansions of RA(z), at zero and at infinity. We also study
a similar rational function taking values in a Grothendieck ring. The
main results are as follows.
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For an arbitrary even linear operator A in a p|q-dimensional su-
perspace V we establish universal recurrence relations satisfied by the
traces TrΛkA and TrΣkA of the induced action in the exterior pow-
ers Λk(V ) and the ‘dual exterior powers’ Σk(V ) = Ber V ⊗ Λp−kV ∗
(Theorem 1, formulae (3.7) and (3.8)). We obtain similar fundamen-
tal recurrence relations satisfied by the spaces Λk(V ) and Σn(V ) in
a suitable Grothendieck ring, and underlying the relations for traces
(Theorems 4 and 5). In particular, we show how TrΣkA, which are ra-
tional functions of A, can be obtained from the polynomial invariants
TrΛkA by a sort of “analytic continuation”. Our considerations lead
to effective formulae. For the Berezinian BerA we obtain an invariant
explicit formula expressing it as the ratio of two Hankel determinants
built of Tr ΛkA:
BerA =
∣∣∣∣∣∣
TrΛp−qA . . . TrΛpA
. . . . . . . . .
TrΛpA . . . TrΛp+qA
∣∣∣∣∣∣∣∣∣∣∣∣
TrΛp−q+2A . . . TrΛp+1A
. . . . . . . . .
TrΛp+1A . . . TrΛp+qA
∣∣∣∣∣∣
.
One can relate these determinants with characters of polynomial repre-
sentations of the general linear supergroup corresponding to particular
Young diagrams.
Besides this, we discuss two other related topics. For an analog of
the Cayley–Hamilton theorem, we analyze the problem of a minimal
annihilating polynomial of a linear operator in a superspace and show
how it can be obtained from the characteristic function RA(z). It
should be emphasized that in the supercase the rational characteristic
function RA(z) = Ber(1+ zA) is a more fundamental object than such
a ‘characteristic polynomial’, which can be built from it. We also study
an analog of Cramer’s rule for the supercase and give for it a geometric
proof.
1.2. Motivation and background. Recall that the Berezinian is the
analog of the determinant for the Z2-graded (= super) situation. It
was discovered by F. A. Berezin in his studies of second quantization
and integration over odd variables. See [1, 3] and references therein.
The main feature of BerA is that it is not a polynomial in the matrix
entries, but a fraction. In the standard definition
BerA := det
(
A00 − A01A
−1
11 A10
)
(detA11)
−1 ,
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where A00, A01, A10 and A11 are the matrix blocks of A, the numerator
and denominator do not have independent invariant meaning. Exactly
because BerA is non-polynomial, integration theory in the supercase
is non-trivial. In particular, it is well known that the straightforward
generalization of the exterior algebra by standard tensor tools trans-
ferred to the Z2-graded situation, is not sufficient, because it is not
related with the Berezinian and hence with integration over superman-
ifolds (for a survey see, e.g., [20, 21]). The simplest objects that one
has to consider besides the naive exterior powers Λk(V ) are the ‘dual
exterior powers’ Σk(V ) := Ber V ⊗ Λp−kV ∗ introduced by Bernstein
and Leites [5] (when V is the space of covectors on a supermanifold the
elements of Σk(V ) are called integral forms).
As we show in this paper, there are surprising “hidden relations”
between the naive exterior powers Λk(V ) and the Berezinian, so they
are closer than might be expected. This is seen by the comparing of
the two expansions of the characteristic function of a linear operator:
the expansion at zero gives the traces in Λk(V ), while the expansion
at infinity gives the traces in Σk(V ), including the Berezinian. Hence
the relations between Λk(V ) and Ber can be perceived as an ‘analytic
continuation of a rational function from a neighborhood of zero to the
neighborhood of infinity’. (There is an analogy with rational numbers:
the ordinary decimal expansion corresponds to an expansion near in-
finity, while a p-adic expansion corresponds to an expansion at zero.)
Formal analogs of these expansions yield underlying relations in the
Grothendieck ring.
Let us explain the position of these results in comparison with the
familiar picture of operators acting in purely even vector spaces. For
a vector space V of dimension n all exterior powers starting from
Λn+1(V ), vanish. Therefore all the traces TrΛkA, k > n, identically
vanish. Also, the top exterior power Λn(V ) is the same as the one-
dimensional space det V , and this gives rise to natural isomorphisms
det V ⊗ Λn−k(V ∗) ∼= Λk(V ) (‘duality’). In the Z2-graded case, for a
vector space V of dimension p|q, there is an infinite sequence of the
exterior powers Λk(V ), which does not terminate. Likewise, there is an
infinite sequence of the spaces Σk(V ) = Ber V ⊗ Λp−kV ∗, stretching to
the left, which are now essentially different from Λk(V ). In this paper
we establish the following relations in the Grothendieck ring:
∣∣∣∣∣∣
Γk . . . Γk+q
. . . . . . . . .
Γk+q . . . Γk+2q
∣∣∣∣∣∣ = 0 ,
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where Γk = Λ
kV − (−Π)qΣk+qV , for all k ∈ Z. (Π is the parity
shift functor.) Taken in the range of k where both ΛkV and ΣkV
are not zero, it gives the proper replacement for the classical ‘duality
isomorphisms’. At the same time, its corollary∣∣∣∣∣∣
ΛkV . . . Λk+qV
. . . . . . . . .
Λk+qV . . . Λk+2qV
∣∣∣∣∣∣ = 0 ,
for k > p− q+1 replaces the vanishing of the sufficiently high exterior
powers in the classical case.
The Cayley–Hamilton theorem is closely related with identities for
traces. In the classical case, χA(A) = 0 for the characteristic poly-
nomial χA(z) = det(A − z) of a linear operator in an n-dimensional
space, gives relations for the powers of A. It can be deduced from the
identity TrΛn+1A = 0 by varying it w.r.t. A, and, conversely, it im-
plies identities for traces. Now, in the Z2-graded case, of course, any
even operator satisfies the same polynomial relation as in the classics
with n = p + q. The trouble, however, is how to give a meaning to
the coefficients of this relation as invariants of the operator. This has
been a source of confusion of many attempts to generalize the Cayley–
Hamilton theorem to the supercase that can be found in the literature.
In this paper we explain how the ‘naive’ Cayley–Hamilton identity (if
one forgets about the Z2-grading) and an identity obtained by varying
the relation for traces following from the second formula above, give
the same thing. The subordinate role of the ‘Cayley–Hamilton polyno-
mial’ in the supercase as compared to the ‘true’ characteristic function
Ber(A− z) (or the equivalent RA(z) = Ber(1 + zA)), is clearly seen.
Notice that in the last fifteen years there has been an active work on
non-commutative generalizations of determinants initiated by Gelfand
and Retakh (see [10, 9]), non-commutative Vieta formulae [7, 6] and re-
lated topics of non-commutative geometry. Using the Gelfand–Retakh
theory of quasi-determinants, Bergvelt and Rabin in [4] found an ana-
log of Cramer’s formula in the supercase. The situation with Cramer’s
rule, i.e., calculating the inverse of a supermatrix, is a bit peculiar. At
the first glance one does not expect a role of the Berezinian similar
to that of the determinant in the classical case. However, this is true,
though not so straightforwardly (e.g., what should be the correct no-
tion of a minor or an adjunct? – see in the main text). We give here a
simple direct proof based on the geometrical meaning of the Berezinian.
We would like to stress that our methods throughout this paper are
very elementary.
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The topics of our paper are intimately related with subtle questions
concerning rational and polynomial invariants of operators in super-
spaces. As it is known (see below), the distinction between rational
and polynomial invariants in the Z2-graded situation is much sharper
than in the classical case. On the other hand, ‘rational’ seems to be
intrinsically related with ‘super’. For example, every rational function
R(z) such that R(0) = 1 can be viewed as the characteristic function of
a linear operator, R(z) = RA(z), its zeros and poles corresponding to
the bosonic and fermionic eigenvalues of A. A pair of polynomials P,Q
of degrees p and q can be viewed as the numerator and denominator
of such a characteristic function. One can show that their resultant
Res(P,Q) can be expressed via TrΛkA. It is the (super)trace of the
representation corresponding to the p × q rectangular Young diagram
D, Res(P,Q) = TrAD (see in the main text).
Note that rational and polynomial invariants of supermatrices were
first considered in the pioneer works on representations of Lie super-
algebras by Berezin (see references in [3]; some texts of 1975-77 were
incorporated into the English version of that posthumous book) and
Kac [11]. They showed that all rational invariants of supermatrices
p|q×p|q can be expressed as rational functions of the p+ q supertraces
TrA, . . . , TrAp+q. In particular, one can express polynomial invari-
ants, though possibly non-polynomially. It was discovered that not
every polynomial on the diagonal matrices separately symmetric in the
‘bosonic’ and ‘fermionic’ eigenvalues can be extended to a polynomial
invariant on matrices. In fact, it in general corresponds to a rational
invariant function with a denominator of a special appearance [2] (see
the English version of [3]). In [2] Berezin gave a criterion for such
function to be a polynomial, which was later clarified and extended to
other Lie superalgebras by Sergeev [18] (see also [19]). There was an
interesting sequel of works by Kantor and Trishin [12, 13, 14], in which
the authors were concerned with clarifying the relations in the (infin-
itely generated) algebra of polynomial invariants. In particular, they
found by a method different from ours the relations (3.8) for traces
TrΛkA for an arbitrary operator in a p|q-dimensional space and came
to analogs of the Cayley–Hamilton identity. They did not consider ex-
pansions of rational functions. Their main tool was analysis of Young
diagrams and the corresponding representations. The coefficients of
the expansion at infinity of the characteristic function (which include
the Berezinian) did not appear in these papers.
The recurrence relations linking ΛkV and ΣkV that we establish
in this paper, both as relations for traces and the relations in the
Grothendieck ring, are new. The explicit invariant formula for the
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Berezinian as a ratio of two supertraces following from them, is also
new. Using these relations more results can be obtained. We hope
that our approach allows to reach better clarity of understanding of
the Cayley–Hamilton theorem and Cramer’s rule in the supercase.
1.3. Notation. We use standard language of superalgebra and super-
geometry. Whenever it could not cause confusion, we drop the prefix
‘super’, writing ‘spaces’, ‘traces’, etc., instead of ‘superspaces’,‘super-
traces’, respectively.
1.4. Acknowledgement. We wish to thank A. B. Borovik, G. Megy-
esi, P. N. Pyatov, J. Rabin, V. S. Retakh, and A. S. Sorin for discussions
at various times, and Th. Schmitt for sending us his paper [17]. This
work was reported at S. P. Novikov’s seminar at the Steklov Institute in
Moscow. Special thanks go to him and the participants of the seminar
for many useful comments.
2. Expansions of the Characteristic Function
Let A be an even linear operator acting in a finite-dimensional su-
perspace V . Denote dimV = p|q. Consider the characteristic function
of this operator,
RA(z) := Ber(1 + zA) , (2.1)
depending on a complex variable z. Here Ber denotes the Berezinian
(superdeterminant). If M is an even invertible p|q × p|q supermatrix,
M =
(
M00 M01
M10 M11
)
, recall that
BerM =
det
(
M00 −M01M
−1
11 M10
)
detM11
(2.2)
The Berezinian is a multiplicative function of matrices, hence it is well-
defined on linear operators.
Recall that for an even matrix (resp., operator), in the diagonal
blocks M00,M11 (resp., A00, A11) the matrix entries are even and in
the antidiagonal blocks M01,M10 (resp., A01, A10) the entries are odd.
In the sequel, when it cannot cause a confusion we do not distinguish
sharply operators and the corresponding matrices. Matrix elements can
be viewed either as belonging to a given Z2-graded (super)commutative
ring or as free generators. Classically this corresponds to considering an
‘individual’ matrix or a ‘general’ matrix. Strictly speaking one should
talk about ‘free modules’ over the ground ring instead of ‘vector spaces’,
but we shall not stress this distinction.
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Consider the expansion of the rational function RA(z) at zero:
RA(z) =
∞∑
k=0
ck(A)z
k = 1 + c1z + c2z
2 + . . . . (2.3)
In the ordinary case (where the odd dimension is equal to zero) the
function RA(z) is a polynomial and the expansion (2.3) terminates. It
is well known that for a linear operator acting in a p-dimensional vector
space V
det(1 + zA) = 1 + c1z + . . .+ cpz
p
where ck(A) = TrΛ
kA are the traces of the action of the operator A in
the exterior powers ΛkV . In particular, c1(A) = TrA, cp(A) = detA.
For k > p, ck(A) = 0 as Λ
kV = 0.
If the odd dimension of V is not equal to zero, then Ber(1 + zA) is
no longer a polynomial in z, but an analog of the formula above still
holds:
Proposition 1. There is an infinite power expansion
Ber(1 + zA) =
∞∑
k=0
ck(A)z
k where ck(A) = TrΛ
kA. (2.4)
In (2.4) ΛkA stands for the action of A in the k-th exterior power of
the superspace V , where the exterior algebra Λ(V ) = ⊕ΛkV is defined
as T (V )/〈v ⊗ u + (−1)v˜u˜u ⊗ u〉, v, u being elements of V . Parity in
Λ(V ) (the Z2-grading) is naturally inherited from V . There is no “top”
power among ΛkV , and the Taylor expansion (2.4) is infinite.
We denote the supertrace of a supermatrix by the same symbol as
the trace of an ordinary matrix. Recall that for an even supermatrix,
TrM = Tr
(
M00 M01
M10 M11
)
= TrM00 − TrM11 .
Expansion (2.4) can be proved by considering diagonal matrices. As
far as we have managed to find out, this formula was first obtained
in [17].
The expansion of the characteristic function at infinity leads to traces
of the wedge products of the inverse matrix:
Ber(1+zA) =
∞∑
k=q−p
c∗−k(A)z
−k where c∗−k(A) = BerA · TrΛ
p−q+kA−1.
(2.5)
Formula (2.5) follows from the equalities Ber(1+zA) = BerA Ber(A−1+
z) = zp−q BerA Ber(1 + z−1A−1) and (2.4). The geometric meaning of
the expansion (2.5) is as follows. BerA · TrΛp−kA−1 = TrΣkA is the
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trace of the representation of A in the space ΣkV := Ber V ⊗ Λp−kV ∗.
In the ordinary case, it would be just a “dual” description of the same
ΛkV ; in the super case these two spaces are essentially different. Hence
we get the following proposition.
Proposition 2. There is an expansion at infinity
Ber(1 + zA) =
∞∑
k=q−p
c∗−k(A)z
−k where c∗−k(A) = TrΣ
q−kA, (2.6)
which is a Taylor expansion when p 6 q and a Laurent expansion when
p > q. Here TrΣq−kA = BerA · TrΛp−q+kA−1.
Consider the coefficients ck(A) = TrΛ
kA. They can be expressed as
polynomials via sk(A) = TrA
k. This follows from the Liouville formula
(hence basically from the multiplicativity of the Berezinian):
Ber(1 + zA) = eTr ln(1+zA) = exp
(
z TrA−
z2
2
TrA2 +
z3
3
TrA3 + . . .
)
.
Hence ck(A) can be expressed via sk(A) = TrA
k by the formulae
ck(A) = Pk(s0(A), . . . , sk(A)), where Pk are classical Newton’s poly-
nomials. For example, c0 = s0 = 1,
c1 = s1, c2 =
1
2
(s21 − s2), c3 =
1
6
(s31 − 3s1s2 + 2s3),
etc., where ck = ck(A), sk = sk(A). There is a formula
ck+1 =
1
k + 1
(s1ck − s2ck−1 + . . .+ (−1)
ksk+1). (2.7)
These universal formulae linking ck(A) with sk(A) are true regardless
whether V is a superspace or ordinary space.
For further considerations it is convenient to define the following
polynomials:
Hk(z) = z
k − c1z
k−1 + c2z
k−2 − . . .+ (−1)kck, (2.8)
where k = 0, 1, 2, . . .. We shall refer to them as to the Cayley–Hamilton
polynomials. (They appear with the relation to the analog of the
Cayley–Hamilton theorem which we discuss later. In the classical case
of an n-dimensional space, ±Hn(z) is the classical characteristic poly-
nomial det(A− z) if ck = ck(A).) The following identities are satisfied:
dck+1(A)
dA
= (−1)kHAk (A) (2.9)
1
k + 1
Tr
(
AHAk (A)
)
= (−1)kck+1(A), (2.10)
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Here HAk (A) is the value of the polynomial (2.8) where ck = ck(A) at
z = A. The derivative
df(A)
dA
of a scalar function of a matrix argument
is defined as the matrix which satisfies
〈df(A)
dA
,B
〉
=
d
dt
f(A+ tB)
∣∣
t=0
for an arbitrary matrix B, where the scalar product of matrices is given
by 〈A,B〉 = TrAB. Formulae (2.7), (2.9) can be deduced by differ-
entiating the characteristic function RA(z) = Ber(1 + Az). Bearing in
mind that dBerM = BerM Tr(M−1dM), we can come to the following
identities:
d
dz
logRA(z) = Tr
(
A (1 + Az)−1
)
=
∞∑
k=0
(−1)ksk+1(A)z
k ,
d
dA
logRA(z) = (1 + Az)
−1 z =
∞∑
k=0
(−1)kzk+1Ak .
By writing d logRA(z) as (RA(z))
−1dRA(z) and comparing the power
series we arrive at (2.7), (2.9).
Unlike the polynomial functions ck(A) = TrΛ
kA, the coefficients
c∗k(A) = TrΣ
q+kA = BerA ·TrΛp−q−kA−1 are rational functions of the
matrix entries of A. In particular,
c∗p−q(A) = TrΣ
pA = BerA.
Our task will be to give an expression for c∗k(A) in terms of polynomial
invariants of A.
3. Recurrence Relations for Traces of Exterior Powers
Recall that ΣkA denotes the representation of A in the space ΣkV =
Ber V · Λp−kV ∗, thus TrΣkA = BerA · TrΛp−kA−1.
By definition, TrΣkA = 0 when k > p and TrΛkA = 0 when k < 0.
In the purely even case (q = 0, dimV = p), the spaces ΛkV and
ΣkV are canonically isomorphic, Tr ΛkA = TrΣkA, and cp(A) = detA,
ck(A) = 0 for k > p. We shall find out now what replaces these facts
for a general p|q-dimensional superspace.
Let us analyze the expansions of the characteristic function RA(z).
One can see that RA(z) is a fraction of the appearance
RA(z) =
P (z)
Q(z)
=
1 + a1z + a2z
2 + . . .+ apz
p
1 + b1z + b2z2 + . . .+ bqzq
where the numerator is a polynomial of degree p and the denominator
is a polynomial of degree q. (Consider the diagonal matrices.) In
principle the degrees can be less than p and q, and the fraction may
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be reducible. However, for an operator “in a general position”, this
fraction is irreducible and the top coefficients ap, bq can be assumed
to be invertible. (A discussion of algebraic problems related with the
notion of “general position” in this context can be found in [15]. See
also Section 6.) We shall use the notation R+A(z) and R
−
A(z) for the
numerator and denominator of the fraction RA(z). Later we shall show
how R+A(z) and R
−
A(z) can be determined from the operator A.
From the well known connection between rational functions and re-
current sequences (see Appendix), one can deduce the following facts:
(1) The coefficients ck(A) = TrΛ
kA of the expansion of RA(z) at
zero (2.4) satisfy the recurrence relation of period q
b0ck+q + . . .+ bqck = 0 (3.1)
for all k > p − q, where b0 = 1. In particular, if p < q, then the
relation (3.1) holds for all ck including the zero values when p − q <
k < 0.
(2) The coefficients c∗k(A) = TrΣ
q+kA of the expansion of RA(z) at
infinity (2.6) satisfy the same recurrence relation:
b0c
∗
k + . . .+ bqc
∗
k−q = 0 (3.2)
for all k < 0. In particular, if p < q, then the relation (3.2) holds for
all c∗k including the zero values when p− q < k < 0.
(3) If p < q, then ck and −c
∗
k can be combined together into a single
recurrent sequence, for all k ∈ Z:
ĉk =

ck if k > 0
0 if p− q < k < 0
−c∗k if k 6 p− q
(3.3)
The same holds in general: if one considers ck with sufficiently large
positive k and −c∗k with sufficiently large negative k, they fit into a
single recurrent sequence.
(4) Moreover, for arbitrary p and q the differences
γk = ck − c
∗
k.
satisfy the recurrence relation
b0γk+q + . . .+ bqγk = 0 (3.4)
for all values of k ∈ Z (notice that ck = 0 for k < 0, c
∗
k = 0 for
k > p− q).
In particular, we have obtained the following fundamental theorem.
BEREZINIANS, EXTERIOR POWERS AND RECURRENT SEQUENCES 11
Theorem 1. For an operator A acting in p|q-dimensional vector space
the differences
γk = ck − c
∗
k = TrΛ
kA− TrΣq+kA (3.5)
form a recurrent sequence with period q, for all k ∈ Z. 
In the classical case of q = 0, all terms of the sequence (3.5) are
zero and TrΛkA = TrΣkA or TrΛkA = detA · TrΛp−kA−1 for any
operator A which is a familiar equality. In this case the spaces ΛkV
and ΣkV are canonically isomorphic. Theorem 1 actually suggests a
relation between spaces ΛkV and Σk+qV for arbitrary q (see details in
Section 7).
In (3.5) the terms ck = TrΛ
kA and c∗k = TrΣ
q+kA can be both
nonzero only in a finite range, for k = 0, . . . , p− q when p > q. Other-
wise γk equals either ck(A) (for k > p− q+1) or −c
∗
k(A) (for k 6 −1).
The relation (3.5) gives us a tool to express terms of the recurrent
sequences c∗k = TrΣ
q+kA and ck = TrΛ
kA via each other.
What actually happens, for large k, γk = ck, and they can be con-
tinued to the left using (3.4) to obtain c∗k(A), in particular c
∗
p−q(A) =
BerA, as
BerA = TrΛp−qA− γp−q .
The “continuation to the left” of ck(A) using the recurrence relation (3.1)
corresponds to the analytic continuation of the power series (2.4) rep-
resenting the rational function RA(z) near zero.
Example. If p < q, then TrΛkA and −TrΣq+kA make a single recur-
rent sequence for all k, so γk = ĉk in the notation above (3.3). Hence,
in particular,
BerA = −ĉp−q. (3.6)
We give examples of calculations in the next section.
For linear recurrence relations with constant coefficients such as (3.1)
or (3.4) it is possible to eliminate the coefficients to obtain the relation
“in a closed form”. This is a standard method based on the connec-
tion of recurrent sequences and rational functions with infinite Hankel
matrices (see, e.g., [8]). Recall that a Hankel matrix is one with the
entries cij = ci+j. A recurrence relation for ck of period q implies the
vanishing of Hankel determinants of order q + 1.
The statement (3.5) of the Theorem can be reformulated in the fol-
lowing way: the identity∣∣∣∣∣∣
γk(A) . . . γk+q(A)
. . . . . . . . .
γk+q(A) . . . γk+2q(A)
∣∣∣∣∣∣ = 0 (3.7)
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holds for all k ∈ Z.
Corollary. The identity∣∣∣∣∣∣
ck(A) . . . ck+q(A)
. . . . . . . . .
ck+q(A) . . . ck+2q(A)
∣∣∣∣∣∣ = 0 (3.8)
holds for all k > p− q.
Remark. In works [2], [11] appeared a system of equations for b1, . . . , bq
which is our equations (3.1) (for p > q) with k = p− q + 1, . . . , p, but
they did not consider recurrence relations. The recurrence relations for
ck = TrΛ
kA, in particular the identity (3.8), appeared in [13] and was
then interpreted in [14] by an analysis of Young diagrams. Compared
to our work, in [13] they came to the recurrence relation for ck by pure
combinatorics, using an explicit expression of ck in terms of symmet-
ric functions of the ‘bosonic’ and ‘fermionic’ eigenvalues for a diagonal
matrix, and not from the characteristic function RA(z), as we do here.
Because of that, in the works [13, 14] they never considered the coef-
ficients c∗k; hence they could not see the general recurrence relations
involving both ck and c
∗
k that we establish here.
4. Berezinian as a Rational Function of Traces
As we established above, the coefficients ck(A) = TrΛ
kA for a linear
operator A in a p|q-dimensional vector space V satisfy relations (3.1)
making them a p|q-recurrent sequence (see Appendix for the necessary
notions). Basing just on this fact we will give a recurrent procedure for
calculating the characteristic function RA(z) = Ber(1 + zA) and the
Berezinian of the operator A. Then we will present a closed formula
for BerA using the relations (3.7) of Theorem 1.
Let c = {cn}n>0 be a p|q-recurrent sequence such that c0 = 1 .
Denote by Rp|q(z, c) its generating function:
Rp|q(z, c) =
1 + a1z + . . .+ apz
p
1 + b1z + . . .+ bqzq
= 1 + c1z + c2z
2 + . . . .
The fraction Rp|q(z, c) is defined by the first p+ q terms c1, c2, . . . , cp+q
of the sequence c :
Rp|q(z, c) = Rp|q(z, c1, . . . , cp+q) .
In particular, if A is a p|q × p|q matrix and {ck} is the sequence of
the traces of exterior powers of the matrix A (ck = ck(A) = TrΛ
kA),
then Rp|q(z, c) coincides with the characteristic function of A:
RA(z) = Rp|q(z, c1(A), c2(A), . . . , cp+q(A)) . (4.1)
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The rational functions Rp|q(z, c) = Rp|q(z, c1, . . . , cp+q) have the fol-
lowing properties:
(1) If p > q, then the sequence c′ defined by c′k :=
ck+1
c1
(assuming
that the coefficient c1 is invertible) is a p− 1|q-recurrent sequence and
Rp|q(z, c) = 1 + c1z Rp−1|q(z, c
′), (4.2)
i.e.,
Rp|q(z, c1, . . . , cp+q) = 1 + c1z Rp−1|q
(
z,
c2
c1
, . . . ,
cp+q
c1
)
. (4.3)
(2) The sequence cΠ = {cΠn} defined according to
1 + cΠ1 z + c
Π
2 z
2 + . . . =
1
1 + c1z + c2z2 + . . .
,
for example
cΠ1 = −c1, c
Π
2 = −c2 + c
2
1, c
Π
3 = −c3 + 2c1c2 − c
3
1, . . . , (4.4)
is a q|p-recurrent sequence, and
Rp|q (z, c1, . . . , cp+q) =
1
Rq|p(z, c
Π
1 , . . . , c
Π
p+q)
. (4.5)
(If A is a p|q×p|q supermatrix and AΠ is the parity reversed q|p×q|p
supermatrix, then ck(A
Π) = ck(A)
Π.)
Using these properties one can express the rational function Rp|q
corresponding to a p|q-recurrent sequence via the rational function R0|1
corresponding to a 0|1-recurrent sequence, i.e., a geometric progression.
The steps are as follows. If p < q, we apply (4.5) to get a p′|q′-sequence
with p′ > q′. If p > q, we repeatedly apply (4.2) to decrease p.
Example 4.1. Let A be a p|1× p|1 matrix. Then it follows from (4.2)
and (4.5) that
RA(z) = Rp|1 (z, c1(A), c2(A), . . . , cp+1(A)) =
1 + c1z Rp−1|1
(
z,
c2
c1
, . . . ,
cp+1
c1
)
= · · · =
1 + c1z + · · ·+ cp−1z
p−1 + cpz
pR0|1
(
z,
cp+1
cp
)
=
1 + c1z + · · ·+ cp−1z
p−1 +
cpz
p
1− cp+1
cp
z
=
1 + c1z + · · ·+ cp−1z
p−1 +
c2p z
p
cp − cp+1z
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We can also deduce from here formulae for the Berezinian. One can
see from (2.5) that for a p|q × p|q matrix A
BerA = lim
z→∞
zq−pRA(z) (4.6)
Let c = {cn}, n > 0, be an arbitrary p|q-recurrent sequence such that
c0 = 1 and let R(z, c) be its generating function. Then mimicking (4.6)
we define the Berezinian of this sequence by the formula
Bp|q(c) = lim
z→∞
zq−pRp|q(z, c). (4.7)
If cn = cn(A) = TrΛ
kA, then Bp|q(c) = BerA. From (4.2) and (4.5)
immediately follow relations for Bp|q:
Bp|q(c) = Bp|q(c1, . . . , cp+q) =

c1Bp−1|q (c
′) if p > q + 1
1 + c1Bp−1|q (c
′) if p = q
1
Bq|p(cΠ)
if p 6 q − 1
(4.8)
where the sequences c′ and cΠ are defined as above.
Using these relations one can calculate the Berezinians of matrices in
terms of traces. Note that from these recurrent relations follows that if
p > q then for a p|q-recurrent sequence c, its Berezinian Bp|q depends
only on the coefficients cp−q, . . . , cp , . . . , cp+q.
Example 4.2. For a 1|1× 1|1 matrix:
BerA = B1|1(c1(A), c2(A)) = 1 + c1B0|1
(c2
c1
)
= 1 +
c1
B1|0
((c2
c1
)Π) =
1 +
c1
− c2
c1
= 1−
c21
c2
=
c2 − c
2
1
c2
=
TrA2 + (TrA)2
TrA2 − (TrA)2
(we have applied Newton’s formulae to get the last expression).
Example 4.3. For a p|1× p|1 matrix:
BerA = Bp|1 (cp−1(A), . . . , cp(A), . . . , cp+1(A)) = cp−1B1|1
(
cp
cp−1
,
cp+1
cp−1
)
=
cp−1cp+1 − c
2
p
cp+1
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Example 4.4. For a 2|2× 2|2 matrix:
BerA = B2|2 (c1(A), c2(A), c3(A), c4(A)) = 1 + c1B1|2
(
c2
c1
,
c3
c1
,
c4
c1
)
=
= 1 +
c1
B2|1
((
c2
c1
)Π
,
(
c3
c1
)Π
,
(
c4
c1
)Π) =
1 +
c1
B2|1
(
− c2
c1
,− c3
c1
+
(
c2
c1
)2
,− c4
c1
+ 2 c2
c1
c3
c1
−
(
c2
c1
)3) =
1−
c21
c2B1|1
(
c3
c2
− c2
c1
, c4
c2
− 2c3
c1
+
(
c2
c1
)2) = 1− c21
c2
(
1−
(
c3
c2
−
c2
c1
)2
c4
c2
−
2c3
c1
+
(
c2
c1
)2)
The last expression can be further simplified, and in principle one
can proceed in this way to get the answer for arbitrary q, but at this
point it is easier to give a general formula. It will reveal an unexpected
link with classical algebraic notions.
5. Berezinian and Resultant
Let A be an even linear operator in a p|q-dimensional superspace.
Consider the relation (3.7) of Theorem 1 for k = p − q. Recall that
γp−q = cp−q − c
∗
p−q, γk = ck for k > p− q + 1 and c
∗
p−q = BerA. Hence
we have the following equalities:
0 =
∣∣∣∣∣∣
γp−q . . . γp
. . . . . . . . .
γp . . . γp+q
∣∣∣∣∣∣ =
∣∣∣∣∣∣
cp−q − BerA . . . cp
. . . . . . . . .
cp . . . cp+q
∣∣∣∣∣∣ =∣∣∣∣∣∣
cp−q . . . cp
. . . . . . . . .
cp . . . cp+q
∣∣∣∣∣∣− BerA
∣∣∣∣∣∣
cp−q+2 . . . cp+1
. . . . . . . . .
cp+1 . . . cp+q
∣∣∣∣∣∣
We arrive at the formula
BerA =
∣∣∣∣∣∣
cp−q . . . cp
. . . . . . . . .
cp . . . cp+q
∣∣∣∣∣∣∣∣∣∣∣∣
cp−q+2 . . . cp+1
. . . . . . . . .
cp+1 . . . cp+q
∣∣∣∣∣∣
=
|cp−q . . . cp|q+1
|cp−q+2 . . . cp+1|q
, (5.1)
where we used a short notation for Hankel determinants with subscripts
denoting their orders. Here as always ck = 0 for k 6 −1 and c0 = 1.
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Let us make an important observation. By the Schur–Weyl charac-
ter formula it follows that the Hankel determinants appearing in the
numerator and denominator of formula (5.1) are nothing but the traces
of the representations of A in the subspaces of tensors corresponding
to certain Young diagrams.
Indeed, denote by D = D[λ1,...,λs] the Young diagram with s columns,
such that the i-th column contains λi cells, λ1 > λ2 > . . . > λs. Let VD
be an invariant subspace in the tensor power V ⊗N , N = λ1 + · · ·+ λs,
corresponding to the Young diagram D = D[λ1,...,λs], and AD be the
representation of A in VD. Then the Schur–Weyl formula (see [22])
tells that the trace of AD is expressed via the traces ck(A) = TrΛ
kA
as the determinant of the following s× s matrix:
aij = cλi+j−i(A) = TrΛ
λi+j−iA,
TrAD = det (aij) .
It is known that the formula remains valid in the supercase (if trace
means supertrace). Let D(r, s) be the rectangular Young diagram with
r rows and s columns. So D(r, s) = D[λ1,...,λs] with λi = r for all i.
One can see that for D = D(r, s) the ‘Schur determinant’ TrAD is
equal to the Hankel determinant |cr−s+1 . . . cr|s of order s, with the
inverted order of rows. In other words, Hankel determinants appearing
in this paper can be interpreted as characters of tensor representations
corresponding to rectangular Young diagrams. Hence, in particular,
our formula (5.1) for the Berezinian can be rewritten in the following
form
BerA = (−1)q
TrAD(p,q+1)
TrAD(p+1,q)
, (5.2)
the sign coming from the change of order of rows in the determinants.
Remark. In the classical situation (q = 0) when ck(A) are the elemen-
tary symmetric functions of the eigenvalues of A, Schur’s determinants
corresponding to Young diagrams (or partitions) when written as func-
tions of these eigenvalues, are special symmetric functions known as
Schur functions (see [16]); in the supercase the same Schur determi-
nants when expressed via the eigenvalues are no longer classical sym-
metric Schur functions but are combinations of functions that are sep-
arately symmetric in the ‘bosonic’ and ‘fermionic’ eigenvalues. They
should probably be called ‘super Schur functions’.
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Example 5.1. For a 2|3× 2|3 matrix we have
BerA =
∣∣∣∣∣∣∣∣
0 1 c1 c2
1 c1 c2 c3
c1 c2 c3 c4
c2 c3 c4 c5
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c1 c2 c3
c2 c3 c4
c3 c4 c5
∣∣∣∣∣∣
= −
TrAD(2,4)
TrAD(3,3)
.
The formulae obtained above deserve to be called a theorem.
Theorem 2. The Berezinian of a linear operator A in a p|q-dimensional
space is equal to the ratio of the traces of the representations in the in-
variant subspaces of tensors corresponding to the rectangular Young
diagrams D(p, q + 1) and D(p+ 1, q)
BerA =
|TrΛp−qA . . . TrΛpA|q+1
|TrΛp−q+2A . . . TrΛp+1A|q
= ±
TrAD(p,q+1)
TrAD(p+1,q)
. (5.3)
Here at the right hand side stand the Hankel determinants of orders
q+1 and q made of the traces of exterior powers of the operator A. 
What is the meaning — as polynomial invariants of A — of the
determinants TrAD(p,q+1) and TrAD(p+1,q) appearing as the numerator
and denominator in formula (5.3)?
Definition. Define the following functions of A:
Ber+A := λ1 . . . λp
∏
i,α
(λi − µα) , (5.4)
Ber– A := µ1 . . . µq
∏
i,α
(λi − µα). (5.5)
We assume for a moment that A can be diagonalized and λi, µα,
i = 1, . . . , p, α = 1, . . . , q stand for its eigenvalues. So
BerA =
λ1 . . . λp
µ1 . . . µq
=
Ber+A
Ber– A
.
We shall immediately see that Ber±A make sense for all A.
Denote the product
∏
i,α(λi−µα) by R or R(A). If R
+
A(z) and R
−
A(z)
stand for the numerator and denominator of the characteristic function
RA(z), then it is easy to check thatR is the classical Silvester’s resultant
for the polynomials R+A(z) and R
−
A(z), R = Res(R
−
A(z), R
+
A(z)).
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Proposition 3. The resultant of R+A(z) and R
−
A(z) can be expressed
by the following formula:
R = Res(R−A(z), R
+
A(z)) =
∏
i,α
(λi − µα) =
(−1)q(q−1)/2|cp−q+1 . . . cp|q = TrAD(p,q). (5.6)
Proof. The Hankel determinant in the r.h.s.of (5.6) vanishes when
λi = µα for any pair i, α. This follows from our recurrence relation (3.8)
applied a (p − 1|q − 1)-dimensional space. Hence |cp−q+1 . . . cp|q is di-
visible by the resultant. As polynomials in λi, µα they have the same
degree pq, hence they must coincide up to a numerical factor, which
can be checked, for example, by setting all µα = 0. 
It follows that R = R(A) is a polynomial in the matrix entries of A.
Note that the statement of Proposition 3 is present in Berezin’s pa-
per [2].
Theorem 3. The following equalities hold:
Ber+A = λ1 . . . λp
∏
i,α
(λi − µα) = |cp−q . . . cp|q+1 (5.7)
Ber– A = µ1 . . . µq
∏
i,α
(λi − µα) = |cp−q+2 . . . cp+1|q , (5.8)
i.e., Ber+A and Ber– A give exactly the top and bottom of the expres-
sion for BerA in formula (5.3).
Proof. Indeed, λ1 . . . λp and µ1 . . . µq are equal, respectively, to the co-
efficients ap and bq in R
+
A(z) and R
−
A(z). In general, all the coefficients
ai, bk can be obtained from ck, k = 1, . . . , p + q, by solving simulta-
neous equations, with the determinant of the system being exactly R.
Therefore, all coefficients ai, bk have the appearance of a polynomial in
ck divided by the same denominator R = ±|cp−q+1 . . . cp|q = TrAD(p,q).
Formulae (5.7) and (5.8) follow by a direct application of Cramer’s
rule. (In particular, this yields another proof of the expression for the
Berezinian (5.3).) 
From the proof, in particular, follows that the polynomials R+(z)
and R−(z) are defined if the resultant R = |cp−q+1 . . . cp|q is invertible.
Notice that the top and bottom of the standard definition of the
Berezinian given by fraction (2.2) are non-invariant and non-polynomial
functions of the matrix; the products λ1 . . . λp and µ1 . . . µq are invari-
ant, but non-polynomial (and defined not explicitly as functions of the
matrix entries). The functions Ber±A are polynomial invariants, and,
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as one can see, they are the “minimally possible” modifications of the
products of eigenvalues with this property.
We have four remarkable Hankel (or Schur) determinants in this pa-
per: TrAD(p,q), TrAD(p+1,q), TrAD(p,q+1) and TrAD(p+1,q+1); the first
being the resultant R, the last giving the identity (3.8) of the small-
est degree, and the two in the middle arising in the formula for the
Berezinian (5.3).
Remark. As a by-product of Proposition 3 we have the following for-
mula for the resultant of two polynomials:
Res(Q,P ) =
∣∣∣∣∣∣
cp−q+1 . . . cp
. . . . . . . . .
cp . . . cp+q−1
∣∣∣∣∣∣ (5.9)
where P (z) = apz
p+ . . .+1, Q(z) = bqz
q + . . .+1, and the coefficients
ck = ck(Q,P ) are defined as follows:
ck(Q,P ) =
∑
i+j=k
aiτj(−1)
j (5.10)
where τj are the complete symmetric functions of the roots of Q. The
r.h.s. of (5.9) can be interpreted as the (super)trace ±TrAD(p, q),
where A is an operator in a p|q-dimensional space associated with the
pair of polynomials P,Q, so that RA =
P
Q
.
6. Rational and Polynomial Invariants and the
Cayley–Hamilton Identity
In the previous section we obtained explicit formulae expressing the
Berezinian of a linear operator A as rational function of traces. The
Berezinian is an example of a rational invariant function on supermatri-
ces. Let us briefly review general facts concerning such functions. This
will be applied to the analysis of the analog of the Cayley–Hamilton
theorem.
In the classical case invariant rational functions F (A) on p× p ma-
trices, F (A) = F (C−1AC), are in a 1− 1 correspondence with rational
symmetric functions f(λ1, . . . , λp) of p variables, the eigenvalues of A.
The same is true for polynomial functions, due to the fundamental
theorem on symmetric functions and to the fact that the elementary
symmetric polynomials σk(λ) (or the power sums sk(λ)) are restrictions
of the polynomial functions of matrices Tr ΛkA (resp., TrAk).
This is not the case for p|q × p|q matrices, where arises a sharp
distinction between rational and polynomial invariants.
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Every invariant rational function F (A) on p|q × p|q matrices, i.e.,
F (A) = F (C−1AC) for every even invertible matrix C, defines a func-
tion f(λ1, . . . , λp, µ1, . . . , µq) of the eigenvalues of A, with λi corre-
sponding to even eigenvectors and µα to odd eigenvectors, symmetric
separately in the variables λ1, . . . , λp and µ1, . . . , µq (because even and
odd eigenvectors cannot be permuted by a similarity transformation).
Proposition 4. Every rational Sp × Sq-invariant function of λi, µα
can be expressed as a rational function of the polynomials c1, . . . , cp+q
or s1, . . . , sp+q, where ck(λ, µ) = TrΛ
kA, sk(λ, µ) = TrA
k. (Traces are
supertraces).
Example 6.1. Consider the S1 × S1-invariant polynomial f(λ, µ) =
λ+ µ. We have
λ+ µ =
λ2 − µ2
λ− µ
=
s2
s1
=
c21 − c2
c1
, (6.1)
therefore it corresponds to a rational invariant function on 1|1 × 1|1
matrices.
We see that Sp×Sq-invariant polynomials do not necessarily extend
to invariant polynomials of matrices.
Proposition 4 (Berezin [2], [3, p. 315], Kac [11]) immediately follows
from considerations of the previous section, as all Sp × Sq-invariant
functions of λi, µα are expressed via the elementary symmetric func-
tions of λi and µα, i.e., the coefficients ak, bk of the numerator and
denominator of the characteristic function RA(z), which are rational
functions of c1, . . . , cp+q. Moreover, for Sp × Sq-invariant polynomials
f(λ, µ) it follows that the corresponding rational invariant functions
F (A) can be written as fractions with the numerator being a polyno-
mial invariant function of A and the denominator being a power of the
resultant R = R(A).
The following non-trivial statement holds.
Proposition 5 (Berezin, Sergeev). For a Sp×Sq-invariant polynomial
f(λ, µ) three conditions are equivalent: (a) the equation(
∂f
∂λi
+
∂f
∂µj
) ∣∣
λi=µj
= 0, (6.2)
is satisfied; (b) f(λ, µ) extends to a polynomial invariant on matri-
ces; (c) f(λ, µ) can be expressed as a polynomial of a finite number of
functions ck(λ, µ), k = 0, 1, 2, 3, . . . (or sk(λ, µ), k = 0, 1, 2, 3, . . . ).
The implication (c)⇒(b) is obvious, the implication (b)⇒(a) can be
deduced from the invariance condition, the implication (a)⇒(c) is the
most technical part. (See [2], [3, p. 294], [18], [19].)
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Example 6.2. The S1× S1-invariant polynomial f(λ, µ) = µ
N(λ− µ)
satisfies (6.2) and is in fact equal to the polynomial (−1)NcN+1(A). It
cannot be expressed as a polynomial in c1, . . . , ck if k 6 N . On the
other hand, in full accordance with Proposition 4, we can express it
rationally via c1, c2:
µN(λ− µ) = (−1)NcN+1(A) =
cN2
cN−11
.
Example 6.2 demonstrates that, differently from the classical case,
the algebra of polynomial invariants on supermatrices is not finitely
generated (no a priori number of ck is sufficient) and is not free (the
generators ck, k = 1, 2, . . . satisfy an infinite number of relations (3.8)).
Remark. It would be interesting to describe the class of invariant ra-
tional functions on λi, µα that obey equation (6.2). For example, the
characteristic function RA(z) and the Berezinian BerA belong to this
class. Hence it contains products of polynomial invariants with arbi-
trary powers of the Berezinian.
Now let us turn to the Cayley–Hamilton theorem.
For an operator A in a p|q-dimensional space it is clear that it anni-
hilates the polynomial PA(z) =
∏
(λi − z)(µα − z), where λi, µα stand
for the eigenvalues of A as above, and one can see that every polyno-
mial annihilating a generic operator A is divisible by PA(z), exactly as
it is in the classical case. Hence, the polynomial PA(z) is a minimal
polynomial for generic operators. ‘Generic’ means here that all the dif-
ferences of the eigenvalues, λi− λj, λi−µα, µα−µβ, are invertible. In
particular, R = Res(R−A, R
+
A) is invertible and R
±
A(z) make sense. This
‘classical characteristic polynomial’ or ‘Cayley–Hamilton polynomial’
of A, is expressed in terms of the characteristic function RA(z) as
PA(z) = (−z)
p+qR+A
(
−
1
z
)
R−A
(
−
1
z
)
=(
ap − ap−1z + . . .+ (−1)
pzp
)(
bq − bq−1z + . . .+ (−1)
qzq
)
. (6.3)
Since the coefficients of R±A(z) are rational invariant functions of A,
with the denominator R = Res(R−A, R
+
A) = TrAD(p,q), it follows that
the coefficients of PA(z), too, are rational (not polynomial) invariant
functions of A, with denominators R or R2.
Example 6.3. Consider a linear operator A in a p|1-dimensional vector
space V . Let us calculate for it the polynomial PA(z), which is here
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PA(z) = (λ1 − z) . . . (λp − z)(µ− z). From Example 4.1 we get
RA(z) = 1 + c1z + . . .+ cp−1z
p−1 +
cp
1−
cp+1
cp
z
zp =
(
1 +
c1cp − cp+1
cp
z +
c2cp − c1cp+1
cp
z2 + . . .+
cpcp − cp−1cp+1
cp
)
×(
1−
cp+1
cp
z
)−1
where ck = ck(A) = TrΛ
kA. Hence
PA(z) = (−1)
p+1
(
zp −
c1cp − cp+1
cp
zp−1 +
c2cp − c1cp+1
cp
zp−2−
. . .+ (−1)p
cpcp − cp−1cp+1
cp
)(
z +
cp+1
cp
)
and after simplification using the identity cpcp+2 − c
2
p+1 = 0 we get
PA(z) =
p+1∑
k=0
(−1)p+1−k
ckcp − 2ck−1cp+1 + ck−2cp+2
cp
zp+1−k (6.4)
where as always ck = 0 for k < 0. Notice that here R = cp, and it
appears in the denominator in the final answer in the first power, not
as R2 as one might expect, due to identities for ck. We will see that
this is the general case.
By multiplying PA(z) by its denominator we can get an annihilating
polynomial with the coefficients which are polynomial invariant func-
tions of the matrix entries of A. The advantage of such a polynomial
is that it will be an annihilating polynomial for arbitrary operators,
not necessarily generic. Notice that a minimal polynomial for generic
operators is unique up to a factor RN .
Example 6.4. (Example 6.3 continued.) Multiplying both sides of (6.4)
by cp we obtain the polynomial
P˜A(z) =
p+1∑
k=0
(−1)p+1−k (ckcp − 2ck−1cp+1 + ck−2cp+2) z
p+1−k , (6.5)
which annihilates an arbitrary operator A in a p|1-dimensional space
and whose coefficients are polynomial invariants of A.
Let us show that the ‘naive’ characteristic polynomial discussed
above follows also from the recurrence relations of Theorem 1. A
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method of constructing a ‘Cayley–Hamilton identity’ from a relation
on traces was given in [14]. Below we shall use that method and then
show that the final answer can be identified with the naive formula
(6.3) up to a factor.
If A is an even linear operator in a p|q-dimensional vector space, then,
in particular, the traces of its exterior powers obey relations (3.8) for
all k > p− q. For k = p− q + 1 we have∣∣∣∣∣∣
cp−q+1(A) . . . cp+1(A)
. . . . . . . . .
cp+1(A) . . . cp+q+1(A)
∣∣∣∣∣∣ = |cp−q+1(A) . . . cp+1(A)|q+1 = 0 . (6.6)
This is a scalar equation valid for any even matrix in a p|q-dimensional
space. Hence, by differentiating it one obtains a matrix identity (com-
pare with a formal differential calculus developed in [14]).
In the classical case when A is a linear operator in a p-dimensional
vector space (q = 0), the relation (6.6) reduces to cp+1(A) ≡ 0. Dif-
ferentiating this identity gives exactly the vanishing of the Cayley–
Hamilton polynomialHp(z) with ck = ck(A) at z = A, i.e., the classical
Cayley–Hamilton theorem.
For arbitrary q, by taking the derivative of (6.6) and applying (2.9),
we get the equality
p+q+1∑
r=p−q+1
(−1)r−1FAr H
A
r−1(A) = 0 (6.7)
where we denote by Fr the partial derivative of the Hankel determinant
|cp−q+1 . . . cp+1|q+1,
Fr =
∂
∂cr
|cp−q+1 . . . cp+1|q+1 , (6.8)
and by FAr its value when ck = ck(A). Define a polynomial in z of
degree p+ q, with coefficients polynomially depending on ck:
P˜(z) :=
p+q∑
r=p−q
(−1)rFr+1Hr(z) . (6.9)
We shall write P˜(z) = P˜A(z) if ck = ck(A). It follows that P˜A(z) is an
annihilating polynomial for A.
Example 6.5. Let us make a calculation for p|1 × p|1 matrices. We
have the identity
cpcp+2 − c
2
p+1 ≡ 0. (6.10)
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By differentiating we get Fp = cp+2, Fp+1 = −2cp+1, Fp+2 = cp. Thus
P˜A(z) = (−1)
p−1FpHp−1(z) + (−1)
pFp+1Hp(z) + (−1)
p+1Fp+2Hp+1(z).
After substituting the expressions (2.8) forHr(z) and collecting similar
terms we immediately get
P˜A(z) =
p+1∑
k=0
(−1)p+1−k (ckcp − 2ck−1cp+1 + ck−2cp+2) z
p+1−k (6.11)
which precisely coincides with R · PA(z) of Example 6.3.
Now we shall prove in general that by differentiating the identity
for traces (6.6) one arrives at a multiple of the ‘classical’ characteris-
tic polynomial PA(z). Indeed, for generic matrices, PA(z) is a mini-
mal polynomial, and any annihilating polynomial for A is divisible by
PA(z). Consider the polynomial P˜A(z) defined in (6.9). Dividing it
by PA(z) we get P˜A(z) = c · PA(z), where c is a constant (as both
polynomials are of the same degree). To calculate c compare the top
coefficient in P˜A(z), which is (−1)
p+qFp+q+1, with that of PA(z), which
is (−1)p+q. We have directly
Fp+q+1 =
∂
∂cp+q+1
∣∣∣∣∣∣
cp−q+1 . . . cp+1
. . . . . . . . .
cp+1 . . . cp+q+1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
cp−q+1 . . . cp
. . . . . . . . .
cp . . . cp+q−1
∣∣∣∣∣∣ = R .
It follows that c = R. (We see that remarkably, R, not R2, is the com-
mon denominator of the fractions that are the coefficients of PA(z).)
We arrive at the following proposition.
Proposition 6. The polynomial P˜A(z) defined by formula (6.9) where
ck = ck(A), is an annihilating polynomial for any operator A in a p|q-
dimensional space. Its coefficients are invariant polynomial functions
of A. For generic operators, P˜A(z) is a minimal polynomial, which
divides all annihilating polynomials for A. The identity holds:
P˜A(z) = R · PA(z) , (6.12)
where PA(z) =
∏
(λi−z)(µα−z) is the naive characteristic polynomial,
with rational coefficients, and R =
∏
(λi − µα) = Res(R
−
A, R
+
A).
One can call the polynomial P˜A(z), with polynomial coefficients, a
‘modified characteristic polynomial’. In the classical situation, holds
PA(z) = P˜A(z) = det(A− z).
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7. Recurrence Relations in the Grothendieck Ring
Recurrence relations for the traces of exterior powers of an operatorA
in a p|q-dimensional superspace hold good for any operator, their form
being independent of the operator. Such universal relations for traces
suggest the existence of underlying relations for the spaces themselves
such as in the case of q = 0 the equality ΛkV = 0 when k > p. We
shall deduce these relations now.
First of all, let us explain in which sense we may speak about recur-
rence relations for vector spaces. They hold in a suitable Grothendieck
ring. One can consider the Grothendieck ring of the category of all
finite-dimensional vector superspaces (i.e., Z2-graded vector spaces).
This ring is isomorphic to Z[Π]/〈Π2 − 1〉, which is the ring where di-
mensions of superspaces take values. An equality in this ring means
just the equality of dimensions. Alternatively, one can fix a super-
space V and consider the Grothendieck ring of the category of all
finite-dimensional superspaces with an action of the supergroup GL(V ),
i.e., the Grothendieck ring of the finite-dimensional representations of
GL(V ). Equality of two “natural” vector spaces like spaces of ten-
sors over V in this ring should mean the existence of an isomorphism
commuting with the action of GL(V ).
As a starting point we use the following relation, which holds for any
superspace V :
Λz(V ) · S−z(V ) = 1 , (7.1a)
which one might prefer to rewrite as
Λz(V ) · Λ−zΠ(ΠV ) = 1 (7.1b)
(for a proof it is sufficient to consider one-dimensional spaces). Here
Λz(V ) =
∑
zkΛkV = 1+zV +z2Λ2V + . . . , etc. These are power series
in either of the Grothendieck rings described above. We denote the
class of a vector space the same as the space itself. Notice that the unity
1 is the class of the main field. Equalities (7.1) hold in both senses. For
example, expanding in z one gets V −V = 0, S2V +Λ2V −V ⊗V = 0,
etc.
Now, for a superspace V we have V = V0 ⊕ V1 where V0 is purely
even and V1 is purely odd. We can rewrite this as V = U ⊕ΠW where
both U , W are purely even vector spaces. It follows that Λz(V ) =
Λz(U)Λz(ΠW ), therefore by (7.1b)
Λz(V ) =
Λz(U)
Λ−zΠ(W )
=
1 + zU + z2Λ2U + . . .+ zpΛpU
1− zΠW + z2Λ2W − . . .+ (−z)qΠqΛqW
.
(7.2)
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Note that though U and W with their exterior powers do not belong to
the ring of representations of GL(V ), they can be thought of as ideal
elements that can be adjoined to it, or, which is the same, as elements
of the representation ring of the block-diagonal subgroup GL(U) ×
GL(W ) ⊂ GL(V ). We see that the power series Λz(V ) represents a
rational function with the numerator of degree p and denominator of
degree q. Denote it by RV (z); it replaces the characteristic function
RA(z) = Ber(1+ zA) of our previous analysis. RA(z) can be viewed as
the character of RV (z), for the ring of representations of GL(V ).
We can apply to RV (z) the same reasoning as to RA(z) above and
conclude that the exterior powers ΛkV for a p|q-dimensional vector
space V satisfy a recurrence relation of period q
b0Λ
k+qV + . . .+ bqΛ
kV = 0 (7.3)
for all k > p− q + 1. Here bi = (−Π)
iΛiW . Evidently in the classical
case of q = 0 this reduces to ΛkV = 0 for k > p+ 1. The relations for
ck(A) = TrΛ
kA then follow from (7.3).
As in Section 3, it is possible to eliminate the coefficients bi =
(−Π)iΛiW from the recurrence relations (7.3) and express them in
a closed form using Hankel determinants. We arrive at the following
theorem.
Theorem 4. For an arbitrary p|q-dimensional vector space V the fol-
lowing Hankel determinants vanish:∣∣∣∣∣∣
ΛkV . . . Λk+qV
. . . . . . . . .
Λk+qV . . . Λk+2qV
∣∣∣∣∣∣ = 0 (7.4)
for all k > p− q + 1. 
Notice that the expression of the recurrence relation for ΛkV in the
form of Hankel’s determinant has an advantage of not using the ele-
ments that are not in the ring of representations of GL(V ).
Example 7.1. Let dimV = p|1. Then (7.4) gives the relation∣∣∣∣ ΛkV Λk+1VΛk+1V Λk+2V
∣∣∣∣ = 0 , (7.5)
i.e., ΛkV ·Λk+2V = (Λk+1V )2 (product means tensor product) for k > p.
This can be seen directly as follows. V = U ⊕ ΠW where dimU = p,
dimW = 1. Hence ΛkV = ⊕i+j=k Λ
iU ⊗ ΠjSjW . Note that SjW =
W j. Thus for k > p we have ΛkV = ⊕pi=0 Λ
iU ⊗ (ΠW )k−i, therefore
Λk+1V = ΛkV ⊗ ΠW (a geometric progression). Obviously, by tensor
multiplying ΛkV and Λk+2V we get the isomorphisms ΛkV ⊗Λk+2V =
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ΛkV ⊗ Λk+1V ⊗ ΠW = Λk+1V ⊗ Λk+1V , which is exactly the rela-
tion (7.5).
Let us obtain the expansion at infinity for the rational function
RV (z). For this, we shall rearrange the numerator and denominator
in (7.2). Since Λi(U) = detU ⊗ Λp−i(U∗) and Λj(W ) = detW ⊗
Λq−j(W ∗), we have
RV (z) =
detU
detW
Λp(U∗) + zΛp−1(U∗) + . . .+ zp
Λq(W ∗)− zΠΛq−1(W ∗) + . . .+ (−z)qΠq
=
Ber V (−Π)q zp−q
1 + z−1U∗ + z−2Λ2U∗ + . . .+ z−pΛpU∗
1− z−1ΠW ∗ + z−2Λ2W ∗ − . . .+ (−z)−qΠqΛqW ∗
=
Ber V (−Π)q zp−q
Λ 1
z
(U∗)
Λ− 1
z
Π(W
∗)
= BerV (−Π)q zp−q Λ 1
z
(V ∗) =
(−Π)q zp−q Ber V
∑
k60
zkΛk(V ∗) = (−Π)q
∑
k60
zk+p−q Σp−k(V ) =
(−Π)q
∑
k6p−q
zk Σk+q(V ) .
Hence the rational function RV (z) taking values in a Grothendieck ring
has the following expansions:
RV (z) =
∑
k>0
zk Λk(V ) (at zero) (7.6)
=
∑
k6p−q
zk (−Π)q Σk+q(V ) (at infinity) (7.7)
In the same way as in Section 4 we arrive at the following theorem.
Theorem 5. The sequence in the Grothendieck ring
Γk = Λ
kV − (−Π)qΣk+qV (7.8)
for all k ∈ Z is a recurrent sequence of period q. 
It very well fits with the equality ΛkV = ΣkV of the classical case of
q = 0, i.e., ΛkV = det V ⊗ Λp−kV ∗, which is a canonical isomorphism
compatible with the action of GL(V ). Theorem 5 implies the vanishing
of the Hankel determinants of order q + 1 made of the elements Γk.
Example 7.2. Consider V where dimV = 1|1. Then Λk(V ) = 0 for
k < 0, dimΛ0(V ) = 1, dimΛk(V ) = 1 + Π for k > 1. In the same way
dimΣk+1(V ) = 1 + Π for k 6 −1, dimΣ1(V ) = 1, dimΣk+1(V ) = 0
for k > 0. It follows that dimΛkV − (−Π) dimΣk+1V = 1 + Π for all
k ∈ Z, which is a geometric progression with ratio Π infinite in both
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directions. This verifies the statement of Theorem 5 for V at the level
of dimensions.
Example 7.3. (Continuation of Examples 7.1 and 7.2.) For a super-
space V such that dimV = 1|1 we shall show explicitly an isomorphism
ϕ : ΛkV ⊗ Λk+2V → Λk+1V ⊗ Λk+1V commuting with the action of
GL(V ). Let e ∈ V0, ε ∈ V1 be a basis of V . Then Ek = ε ∧ . . . ∧ ε︸ ︷︷ ︸
k
and
Fk = e ∧ ε ∧ . . . ∧ ε︸ ︷︷ ︸
k−1
can be taken as a basis in ΛkV for k > 1. The
desired isomorphism ϕ can be written as follows:
ϕ(Ek ⊗ Ek+2) = αEk+1 ⊗Ek+1 ,
ϕ(Ek ⊗ Fk+2) =
1
2
(
−α +
k
k + 1
β
)
Ek+1 ⊗ Fk+1
+ (−1)k
1
2
(
α +
k
k + 1
β
)
Fk+1 ⊗ Ek+1 ,
ϕ(Fk ⊗ Ek+2) = (−1)
k 1
2
(
α +
k + 2
k + 1
β
)
Ek+1 ⊗ Fk+1
+
1
2
(
α−
k + 2
k + 1
β
)
Fk+1 ⊗Ek+1 ,
ϕ(Fk ⊗ Fk+2) = β Fk+1 ⊗ Fk+1 ,
where α, β are arbitrary nonzero parameters. In particular, notice that
ϕ is not unique.
8. Cramer’s Rule in Supermathematics
In this section we formulate Cramer’s rule in supermathematics bas-
ing on the geometrical meaning of the Berezinian. Earlier such a gen-
eralization was obtained by Bergveldt and Rabin in [4], who used the
‘hard tools’ of the Gelfand–Retakh quasi-determinants theory (see [10,
9]). Our approach does not use anything but the main properties of
the Berezinian.
Let us first formulate the usual Cramer’s rule geometrically. Let A
be a linear operator in an n-dimensional vector space V . Consider a
linear equation
A(x) = y .
Here x,y are vectors in V . For any volume form ρ on V and arbitrary
vectors v1, . . . , vn−1 we obviously have
ρ(A(x), A(v1), . . . , A(vn−1)) = detA · ρ(x, v1, . . . , vn−1).
Considering this equation for different vectors v1, . . . , vn−1 we can ex-
press x via y = A(x). Namely, let e1, . . . , en be an arbitrary basis
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in V . Take as ρ the coordinate volume form, i.e., ρ(e1, . . . , en) = 1
and for any other vectors the value of ρ equals the determinant of the
matrix consisting of the corresponding coordinate row vectors. Then
for the k-th coordinate of x we have
xk = ρ(e1, . . . ,x, . . . , en)
(x stands at the k-th place), hence
xk =
1
detA
ρ(A(e1), . . . ,y, . . . , A(en)) =
1
detA
∣∣∣∣∣∣∣∣∣∣
a1
1 . . . a1
n
. . . . . . . . .
y1 . . . yn
. . . . . . . . .
an
1 . . . an
n
∣∣∣∣∣∣∣∣∣∣
,
where at the r.h.s. the coordinates of y replace the k-th row of the
matrix of the operator A. This is exactly Cramer’s rule. Here we use
row vectors rather than columns because it is more convenient in the
supercase.
These considerations can be generalized to the supercase as follows.
Let V be a p|q-dimensional linear superspace. Consider a volume
form ρ. Recall that in the supercase a volume form is defined as a func-
tion on bases such that a change of basis is equivalent to the multiplying
by the Berezinian of the transition matrix. For example, a coordinate
volume form associated with a basis e1, . . . , ep+q where e1, . . . , ep are
even vectors and ep+1, . . . , ep+q are odd vectors, on vectors v1, . . . , vp+q
of another basis of the same format equals the Berezinian
Ber
 v11 . . . v1p+q. . . . . . . . .
vp+q
1 . . . vp+q
p+q
 .
Here vi = vi
j
ej . It follows that a volume form is linear in the first p
arguments and hence can be extended by linearity to arbitrary vectors
(the last q arguments must remain linearly independent odd vectors!).
In particular, it is possible to insert an odd vector into one of the first
p “even” positions.
As above, for any volume form ρ on V and vectors v1, . . . , vp+q−1 of
the appropriate parity we have
ρ(A(v1), . . . , A(x), . . . , A(vp+q−1)) = BerA · ρ(v1, . . . ,x, . . . , vp+q−1) ,
where the vector x stands at the one of the first p “even” places. A is
assumed to be an even invertible operator. This leads to a solution of
a linear equation
A(x) = y . (8.1)
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in the superspace V as follows. Take as ρ the coordinate volume form
associated with a basis e1, . . . , ep+q. Then ρ(e1, . . . ,x, . . . , ep+q) = x
k,
if k = 1, . . . , p. Hence the formula for the first p coordinates of x
corresponding to the even basis vectors is exactly the same as in the
classical case. For k = 1, . . . , p
xk =
1
BerA
ρ(A(e1), . . . ,y, . . . , A(ep+q)) =
1
BerA
∆k(A,y) , (8.2)
where
∆k(A,y) = Ber

a1
1 . . . a1
p+q
. . . . . . . . .
y1 . . . yp+q
. . . . . . . . .
an
1 . . . an
n
 , (8.3)
(y inserted at the k-th “even” position). To obtain the last q co-
ordinates of x corresponding to the odd basis vectors ep+1, . . . , ep+q,
consider the space ΠV with reversed parity. Let ρΠ be the coordinate
volume form on ΠV corresponding to the basis
ep+1Π, . . . , ep+qΠ, e1Π, . . . , epΠ.
Now we have
ρ
Π
(
ep+1Π, . . . ,xΠ, . . . , ep+qΠ, e1Π, . . . , epΠ
)
= xk
for k = p+ 1, . . . , p+ q. Introducing the notation
ρ
∗(v1, . . . , vp+q) := ρ
Π(vp+1Π, . . . , vp+qΠ, v1Π, . . . , vpΠ)
and
Ber∗M := BerMΠ (8.4)
for a matrix M , we can rewrite this as xk = ρ∗(e1, . . . ,x, . . . , ep+q),
k = p+ 1, . . . , p+ q. Hence for k = p+ 1, . . . , p+ q
xk =
1
Ber∗A
ρ
∗(A(e1), . . . ,y, . . . , A(ep+q)) =
1
Ber∗A
∆∗k(A,y) , (8.5)
where
∆∗k(A,y) = Ber
∗

a1
1 . . . a1
p+q
. . . . . . . . .
y1 . . . yp+q
. . . . . . . . .
an
1 . . . an
n
 , (8.6)
(y inserted at the k-th “odd” position). Formulae (8.2)–(8.6) give a
complete solution of the equation (8.1). Recall that the matrix of a
linear operator is defined by the formula A(ei) = ai
j
ej. Hence A(x) =
A(xiei) = x
iai
j
ej if A is even.
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Remark. For even invertible matrices the operation Ber∗ is the same
as Ber−1. However, for matrices that are not invertible, Ber∗ can make
sense, taking a nonzero nilpotent value, while Ber and Ber−1 are not
defined.
The “super” Cramer’s formulae (8.2)–(8.6) motivate the following
definition. Let Dij(A) denote the matrix obtained from an even matrix
A by replacing all elements in the i-th row by zeros except for the j-th
element replaced by 1. Notice that Dij(A) may be odd depending on
positions of the indices i, j.
Definition. The (i, j)-th cofactor or adjunct of an even p|q×p|q matrix
A is
(adjA)ij :=
{
BerDij(A) when i = 1, . . . , p
Ber∗Dij(A) when i = p+ 1, . . . , p+ q
(8.7)
In the previous notation, (adjA)ij = ∆i(A, ej) for i = 1 . . . , p and
(adjA)ij = ∆
∗
i (A, ej) for i = p+ 1 . . . , p+ q. Notice that this notion is
not symmetrical w.r.t. rows and columns, so it might better be called
the “right adjunct”. We have the following formulae for the entries of
the inverse matrix:
(A−1)ij =

(adjA)ji
BerA
when j = 1, . . . , p
(adjA)ji
Ber∗A
when j = p+ 1, . . . , p+ q
(8.8)
Example 8.1. Consider a 1|1× 1|1 even matrix
A =
(
a1
1 a1
2
a2
1 a2
2
)
=
(
a β
γ d
)
.
Then by formulae (8.7) we get
(adjA)11 = Ber
(
1 0
γ d
)
=
1
d
(adjA)12 = Ber
(
0 1
γ d
)
= −
γ
d
(adjA)21 = Ber
∗
(
a β
1 0
)
= Ber
(
0 1
β a
)
= −
β
a2
(adjA)22 = Ber
∗
(
a β
0 1
)
= Ber
(
1 0
β a
)
=
1
a
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Thus for the transpose adjunct matrix we have:
B =
(
1
d
− β
a2
− γ
d2
1
a
)
,
and
AB =
(
a β
γ d
)(
1
d
− β
a2
− γ
d2
1
a
)
=
(
a
d
− βγ
d2
0
0 d
a
− γβ
a2
)
=
(
BerA 0
0 Ber∗A
)
,
as expected.
Remark. A different approach to Cramer’s rule was suggested in [12].
They defined certain ‘relative determinants’ of A polynomially depend-
ing on A and considered the ‘λ-solutions’ x satisfying A(x) = λ · y
instead of A(x) = y, λ being one of the relative determinants. This
allowed them to avoid division and to use only polynomial expressions.
Appendix A. Elementary Properties of Recurrent
Sequences
It is a classical result due to Kronecker that a power series represents
a rational function if and only if the infinite Hankel matrix of the
coefficients has finite rank. In this section we summarize the relations
between recurrent sequences and rational functions used in the main
text. We present the material in the form convenient for our purposes.
Notice that classical expositions (see [8]) make use of the expansion of
a rational function at infinity, while we need to consider simultaneously
two expansions, at zero and at infinity.
Let
R(z) =
a0 + a1z + . . .+ apz
p
b0 + b1z + . . .+ bqzq
(A.1)
be a rational function. We assume that the numerator has degree p
and the denominator degree q. The coefficients can be in an arbitrary
commutative ring with unit. Consider formal power expansions of the
fraction (A.1) at zero and at infinity. Let R(z) =
∑
k>0
ckz
k (near zero)
and R(z) =
∑
k6p−q
c∗kz
k (near infinity). Here and below it is convenient
to assume that coefficients such as ak, bk, ck, etc., are defined for all
values of k ∈ Z but may be equal to zero for some k. Hence we have
the equalities
an =
q∑
i=0
bicn−i (A.2)
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for all n, where ck = 0 for k < 0, and
an =
q∑
i=0
bic
∗
n−i (A.3)
for all n, where c∗k = 0 for k > p− q. Taking into account that an = 0
for n > p or n < 0, we obtain, respectively, that
q∑
i=0
bicn−i = 0
for all n > p, i.e.,
q∑
i=0
bick+q−i = 0 (A.4)
for all k > p− q, and that
q∑
i=0
bic
∗
k−i = 0 (A.5)
for all k < 0. Also, if we subtract (A.3) from (A.2), we obtain that
q∑
i=0
biγn−i = 0 (A.6)
for all k ∈ Z, where γk = ck − c
∗
k.
It is convenient to introduce the following definition. We say that a
sequence {ck}k∈Z is right or positive if ck = 0 for k < 0.
Definition. A right sequence {ck} is a p|q-recurrent sequence or, shortly,
a p|q-sequence if the elements ck satisfy a recurrence relation of the
form (A.4) for all k > p− q.
It follows that the coefficients ck of the power expansion at zero of
the fraction (A.1) make a p|q-recurrent sequence. (The coefficients of
the expansion of (A.1) at infinity also make a p|q-sequence after the
re-indexing that makes them a right sequence, c′k := c
∗
p−q−k.) The
fraction (A.1) is classically referred to as the generating function or
the symbol of the recurrent sequence {ck}.
For a sequence {ck}k>0 to be a p|q-sequence means, if p > q, that it
satisfies a recurrence relation of period q except for the p− q+1 initial
terms c0, . . . , cp−q, and if p < q, that it satisfies a recurrence relation
of period q for all terms ck, k > 0, and can be extended to the left by
q − p − 1 zero terms so that the relation still holds. If we denote the
set of all p|q-sequences by Sp|q, then
Sp|q ⊂ Sp|q+1 and Sp|q ⊂ Sp+1|q .
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Hence we have the following picture for the coefficients of the expan-
sions of the rational function (A.1). The coefficients of the expansions
at zero and at infinity satisfy the same recurrence relations of period q.
If p < q, the coefficients ck and c
∗
k can be nonzero only in the disjoint
ranges k > 0 and k 6 p−q, respectively. The recurrence relation holds
for all terms. If p > q (that is, when the fraction is improper), the
coefficients ck and c
∗
k can be simultaneously nonzero in the finite range
0 6 k 6 p− q. Separate recurrence relations break down in this range.
However, in all cases the sequence γk = ck − c
∗
k, infinite in both direc-
tions and which coincides with either ck or −c
∗
k ‘almost everywhere’,
satisfies the recurrence relation for all k ∈ Z.
If a sequence {ck} is given, one can consider the associated infinite
Hankel matrix with the entries aij = ci+j . Let {ck} satisfy a recurrence
relation of the form (A.4) for all k > N . Assume that b0 is invertible.
Then the infinite vector cN+q = {cq+k}k>N is a linear combination of
the vectors cN = {ck}k>N , . . . , cN+q−1 = {cq+k−1}k>N . Hence their
exterior product vanishes. In particular it implies the vanishing of the
Hankel minors of order q + 1:∣∣∣∣∣∣
ck . . . ck+q
. . . . . . . . .
ck+q . . . ck+2q
∣∣∣∣∣∣ = 0
where k > N . On the other hand, solving a recurrence relation of
period q involves division by a Hankel determinant of order q. There is a
vast literature devoted to theoretical and practical aspects of recurrent
sequences and Hankel matrices.
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