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Abstract. Two-class supervised learning in the context of a 
classifier ensemble may be formulated as learning an incompletely 
specified Boolean function, and the associated Walsh coefficients 
can be estimated without knowledge of the unspecified patterns. 
Using an extended version of the Tumer-Ghosh model, the 
relationship between Added Classification Error and second order 
Walsh coefficients is established. In this paper, the ensemble is 
composed of Multi-layer Perceptron (MLP) base classifiers, with 
the number of hidden nodes and epochs systematically varied. 
Experiments demonstrate that the mean second order coefficients 
peak at the same number of training epochs as ensemble test error 
reaches a minimum.    
Keywords: Classification Algorithm, Multilayer 
Perceptrons, Pattern Analysis, Pattern Recognition 
1   INTRODUCTION 
Walsh coefficients, particularly the Rademacher-Walsh 
ordering, have previously been used for logic design [1]. In 
this paper, the second order Walsh coefficients are used for 
pattern classification, where the goal is to minimise 
ensemble test error. The motivation will be explained in 
terms of the meaning of the spectral coefficients, and since 
the meaning is not dependent on the ordering, we will refer 
only to the Walsh coefficients. To understand the 
significance of the coefficients, the Tumer-Ghosh model [2] 
for ensemble classifiers will be described. This model 
defines Added Classification Error as the difference between 
classifier error and Bayes error. The model provides a 
framework for understanding relationship between classifier 
correlation and reduction in error due to combining. 
An important design issue for Multiple Classifier 
Systems (MCS) is choice of individual (base) classifier 
complexity, which is usually set with the help of a validation 
set or cross-validation techniques [3] [4]. The maximum 
number of patterns should be reserved for training, which 
implies that base classifier parameters should ideally be 
determined from the training set. However, there has been 
no convincing theory or experimental study to suggest that 
any measure, computed on the training set, can reliably 
facilitate optimal ensemble design [5]. It is possible to 
bootstrap training patterns and use the Ensemble Out-of- 
Bootstrap error estimate [6], in place of validation, but since 
each bootstrap replicate uses approximately two-thirds of 
the patterns, lack of training data can cause degradation of  
performance. In this paper, the proposed measure based on 
Walsh coefficients is computed on the training set. 
The main contribution is to demonstrate the relationship 
between second order Walsh coefficients of a Boolean 
function and Added Classification Error of an ensemble, an  
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issue that has not been addressed in any previous conference 
or journal publication. First order Walsh coefficients were 
shown to provide a measure of class separability for 
selecting optimal base classifiers in [7], in which it is also 
shown that this does not imply optimality of the ensemble. 
In contrast, in this paper it is shown that second order Walsh 
coefficients can be used to determine base classifier 
complexity for optimal ensemble performance. The 
motivation for using Walsh coefficients in ensemble design 
is fully explored in [5] and [7]. The interested reader is 
further referred to [1] and [8] for an understanding of the 
meaning and applications of Walsh coefficients. 
Section 2 explains the computation of the second order 
coefficients, and Section 3 discusses their relationship with 
the model of Added Classification Error. In Section 4, mean 
second order Walsh coefficients are computed as the 
number of nodes and training epochs of MLP base 
classifiers are systematically varied. 
2    WALSH COEFFICIENTS 
Consider a two-class supervised learning problem of  
training patterns, with the label given to each pattern Xm 
denoted by )( mm X  where m = 1 … .. It is 
assumed that there are N parallel base classifiers and that Xm 
is an N-dimension vector formed from the decisions of the N 
classifiers, applied to the original patterns which in general 
are real-valued and of arbitrary dimension. Therefore, we 
may represent the mth pattern by )1,( NiX mi  a 
vertex in the N-dimensional binary hypercube.  Both pattern 
features and target label are binary, so that 
}1,0{, mmiX or }1,1{  and    is the unknown 
Boolean function that maps Xm to the target label m .  The 
Walsh transform is derived from the mapping Tn, that 
requires }1,1{  coding and is defined recursively as follows  










11
11
nn
nn
n
TT
TT
T   (1)         
 
where 







11
11
1T   and from (1) second order 
spectral coefficients are defined [1] 
mm j
m
m iij XXs 

)(
1

 (2)         
where }1,1{,, mmjmi XX . The meaning of sij i,j = 
1...N, ij  in (2) is that the coefficients represent correlation 
between )( mX  and mjmi XX   where   is logic 
exclusive-OR.  
For realistic learning problems,   will be incompletely 
specified and noisy. Relationships for computing spectral 
coefficients for incompletely specified Boolean functions, in 
the context of minimal synthesis of logic circuits, are proved 
in [9]. Here, we summarise relevant concepts using pattern 
recognition terminology (patterns for minterms). Although 
spectral coefficients of any order may be computed using 
similar formulae, we concentrate on second order. 
For binary variables }1,0{, qp define npq to be the 
number of class p patterns (minterms) and define dq to be 
the number of unspecified patterns  (don’t care minterms) 
that satisfy  qXX mjmi  .  Note that 1 mjmi XX  
implies pair of classifiers i and j disagree for pattern Xm  and 
0 mjmi XX  implies classifiers agree. Second order 
spectral coefficients  may then be computed as in [9]  
)()( 10010011 nnnnsij   (3)         
Since the sum of specified and unspecified patterns of an 
N-dimensional Boolean function is given by 
Nddnnnn 20110010011   
substitution into 
(3) gives various equivalent formulae, for example 
N
ij ddnns 2)(2 010011   The advantage of (3) 
is that the unspecified patterns (d1, d0) do not enter explicitly 
into the computation. 
3  ADDED CLASSIFICATION ERROR MODEL 
Figure 1 shows the two class ( 01 , ) model of Added 
Classification Error (  darkly shaded region) according to 
[2], which for simplicity is restricted to one dimension (x). 
The optimum (Bayes) boundary in Figure 1 is the loci of all 
points )~|()~|(:~ 01 xPxPx   . The output of the 
classifier representing class 1  is given by   
)()|()|(ˆ 111 xxPxP    (4)         
    where PP ˆ,  are the actual and estimated a posteriori 
probability distributions as shown in Figure 1, and )(1 x  is 
the difference between them. A similar equation to (4) is 
obtained for class 0 with )|(
ˆ),|( 00 xPxP   and error 
)(0 x . If b in Figure 1 is the amount that the kth classifier 
boundary (xb) differs from the ideal Bayes boundary ( x
~
), 
and assuming that b  is a Gaussian random variable with 
mean β and variance σb,  in [2] it is shown using (4) that 
Added Classification Error for kth classifier is given by 
)( 22   bk PE  (5)         
where )~())~|()~|((5.0 01 xpxPxPP   and
P  indicates differentiation. 
In this paper, the model is extended to the case of a pair 
of classifiers (i,j), and we assume in the analysis that 
classifier complexity is varied from under to over-fitting, 
with respect to optimal. Figure 2 shows decision boundaries 
of (i,j)th classifiers for which it is assumed that the 
complexity is not sufficient to approximate the Bayes 
boundary, so that both classifiers under-fit. Note in Figure 2 
that estimated probabilities )|(ˆ 0 xP  and )|(ˆ 1 xP  are 
omitted for clarity. Mutually exclusive areas under the 
probability distribution are labelled 1 – 8 in Figure 2, and 
denoting the number of patterns in area y by ay, the 
contribution from classifiers i,j  according to area is given in 
Table 1. For example, 52 ,aa correspond to areas where 
classifiers disagree so second subscript is 1.  
The model assumptions are the same as used in (4) and 
(5), namely that the a posteriori probability distributions are 
approximated by base classifier outputs and are locally 
monotonic around the Bayes boundary. While a Gaussian 
Distribution satisfies these properties, it is not necessary to 
assume overlapping Gaussians in the Tumer-Ghosh model 
[2]. A further assumption in this paper is that the area under 
the tails of the distribution, represented by ),,,( 7654 aaaa  
contain equal number of 
1 and 0  patterns.   By 
substituting the areas from Table 1 representing 
10010011 ,,, nnnn into  (3)  (e.g. number of 1  patterns in    
52 aa  is 11n ) 
)( 8312 aaaasij   (6)         
since patterns in 7654 ,,, aaaa  cancel. From Figure 2 
321 aaa   and 8a  are fixed, and represent the patterns 
above the tails of the distributions. From (6)  
 22asij  (7)         
where additive constant is given by 
8321 aaaa   (8)         
 If we assume that the Bayes rate applies equally to the 
two classes, that is according to the prior probabilities, the 
constant in (8) can be easily estimated, by separately 
summing the number of 0 and 1  patterns. If 0p is prior 
probability class 0  and  is estimated Bayes error, 8a is 
the total number of 0  patterns minus number in  
)( 654 aaa  minus number in 7a  
 )()1( 00008 Bppppa   (9)         
Similarly, summing the
1  patterns in 71 , aa   
)1( 0321 Bpaaa   (10)         
From (8) (9) and (10), and after normalisation with 
respect to total number of patterns μ  
021 p  (11)         
 The difference in Added Classification Error of ith and 
jth classifiers is given by jiij EEE  defined in (5), and 
shown in Figure 2 as 2a . Therefore from (7)  
)(5.0  ijjiij sEEE  (12)         
From (11) and (12) it may be stated that, if 
5.00 p then 0 and the difference in Added Error of 
an arbitrary pair of classifiers is half the second order Walsh 
coefficient. Note that (6) – (12) rely on perfect model 
assumptions, otherwise we could use approximations (  ), 
rather than equality. 
Averaging over all pairs of classifiers in (12) the mean 
difference in added error is given by  
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As complexity of classifiers is increased, the boundaries 
of classifiers i,j in  Figure 2 are expected to move closer to 
the Bayes boundary. When classifiers are on opposite sides 
of the Bayes boundary, a similar analysis of areas under 
distribution reveals that iE  cancels jE . (In Table 1, 3a is 
modified to n01, 6a  is modified to n11, n01 and iEa 2 , 
jEa 3 ).  In Section 4, this will be used to explain why 
E reaches a peak and reduces when classifiers straddle 
the Bayes boundary. 
Consider now the effect of classifier correlation on the 
reduction in Added Classification Error of the ensemble. We 
know from [2] that when classifiers are i.i.d and 0 , 
average added error  
E
N
1  (14)         
In (14) the ensemble added error   has decreased the 
average individual added error E
 
by the factor
N
1 . 
However, when the i.i.d. assumption is relaxed, there is a 
well-known trade-off between accuracy and diversity [5].  
When classifier errors are correlated the error depends on 
the linear correlation  averaged over all classifier pairs [2] 
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with 0  in (15) corresponding to (14). 
4 EXPERIMENTAL EVIDENCE 
Natural two-class benchmark problems selected from 
[10] and [11] are shown in Table 2. Datasets dermo2, ecoli2, 
iris2, vehicle2 are multiclass but the class with most patterns 
is re-labelled 
1  and remaining patterns 0 . Twonorm is 
well-known artificial data using overlapping Gaussian from 
[12], and 3000 patterns are randomly generated each 
repetition. 
The original features are normalised to mean 0 std 1, and 
for datasets with missing values the scheme suggested in 
[10] is used. Random perturbation of the MLP base 
classifiers is caused by different starting weights on each 
run. The number of hidden nodes and training epochs of 
homogenous (same number of nodes and epochs) MLP base 
classifiers are systematically varied. The experiments are 
performed with one hundred single hidden-layer MLP base 
classifiers, using the Levenberg-Marquardt training 
algorithm with default parameters. Combining uses majority 
vote (error rates were compared with Sum rule using soft 
outputs, with no significant difference). The random 
train/test split is 50/50 (except twonorm) and experiments 
are repeated twenty times and averaged, with tests for 
significance based on McNemar [13]). 
We need to estimate the Bayes classifier for the 
significance test, and to compute   using (15). The Bayes 
estimation is performed for 90/10 split using original 
features, and a Support Vector Classifier (SVC) with 
polynomial kernel run 100 times. The polynomial degree is 
varied as well as the regularisation constant, and lowest test 
error found is given in Table 2.  
Figure 3  gives mean results over the first ten datasets, 
which clearly indicates the overall trend. Figure 3 (a) (b) 
shows base and ensemble test error rates with Bayes error 
subtracted. Figure 3 (c) shows mean linear correlation 
coefficient between pairs of classifiers computed on training 
set. Figure 3 (d) gives McNemar coefficient for Ensemble 
classifier compared with Bayes prediction, where the solid 
horizontal line is the threshold (3.84), indicating difference 
at ninety-five percent confidence. Figure 3 (e) is the 
difference between Figure 3 (c) and the value of 
 computed using (15). Figure 3 (f) shows E  from (13) 
computed on the training set, with additive constant γ from 
(11) removed. In (12), 
ijs  is computed using (3) and 
normalised by the total number of patterns 
( 01100011 nnnn  ). Note that, for each dataset the 
class with most patterns is assigned 0  to give the same 
sign to  γ in (11).  
Figure 3 is intended to show that the relationship between 
second order Walsh coefficients and Added Error, given in 
(12), enables the base classifier complexity to be selected 
for optimal ensemble performance. The additive constant   
defined in (11), has the effect of shifting the curves in 
Figure 3 (f), but does not change the shape of the curve. 
Figure 3 (b) (f) demonstrate that mean pair-wise difference 
of Added Classification Error E reaches a maximum at 
three to four epochs, the same number for which ensemble 
test error reaches minimum. For one and two epochs, the 
classifier boundaries are more constrained, and E is 
reduced. As number of epochs is increased beyond four, 
where the ensemble over-fits, Figure 3 (f) indicates a 
decrease in E , since classifiers are either side of Bayes 
boundary, and Ei and Ej cancel as explained in Section 3. 
Note from Figure 3 (a) that the mean base classifier test 
error is higher than ensemble error, and reaches minimum at 
seven epochs, indicating that classifiers are sub-optimal with 
non-zero β defined in (5).  
From Figure 3 (c), it is evident that mean linear 
correlation coefficient is lower at three compared to seven 
epochs and reflects an increase in diversity.  Correlation is 
maximum (diversity is minimum) at seven epochs, when 
base classifier test error in figure 3 (a) is minimum.  The 
ensemble error is lower at three epochs due to the effect of 
(15), showing relationship between   and reduction in 
error, which is an example of the accuracy/diversity trade-
off [5]. Figure 3 (e) shows that the error in correlation 
estimate is less than 0.1 for two to seven epochs, and 
therefore (15)  represents a reasonable model of error 
reduction. For two to seven epochs, the ensemble error is 
closest to Bayes error, as shown by the McNemar 
coefficient in Figure 3 (d). From Figure 3, it may be 
concluded that second order coefficients reach a peak when 
the accuracy/diversity trade-off is optimal. 
In Figure 3, all ten datasets have lowest ensemble test 
error at three to four epochs, so taking an average is 
meaningful.   In contrast Figure 4 shows ensemble error and 
E for one dataset vehicle2, which has minimum ensemble 
error and maximum E at seven epochs. The 
corresponding artificial twonorm graphs are shown in Figure 
5, as number of training patterns is varied [10 20 30] 
percent. This is equivalent to 300, 600, 900 training patterns 
and  shows similar trend to real datasets. 
5  DISCUSSION & CONCLUSION 
The definition of bias and variance ( b , ) in (5) is 
useful for understanding Added Classification Error and 
relationship to combining [14] [15], but the subtleties of 
applying bias and variance to 0/1 loss function have 
prompted many different definitions [16], none universally 
accepted [17] [18]. Finding the relationship between these 
definitions is the subject of future research.  
It has been shown that second order spectral coefficients 
of incompletely specified Boolean functions have an 
important role to play in designing ensemble classifiers. The 
results indicate that the unknown a posteriori distributions 
of the benchmark datasets, do satisfy the assumptions 
outlined in Section 3. The estimation of the coefficients in 
this paper is based on the principle of minimal logic 
synthesis, and future direction may consider how alternate 
methods of estimation lead to different generalizations. 
Finally, it is worth noting that although MLP base classifiers 
are considered here, the techniques are applicable to any 
base classifier that outputs a binary decision. 
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Figure 1: Model of error region associated with a posteriori probabilities showing optimum 
(Bayes) boundary, kth classifier boundary with  Added Classification Error (Ek)  
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Figure 3: Mean over ten 2-class datasets for [4,8,16] nodes (a) (b) test error rates with 
Bayes estimate subtracted (c) Linear pair-wise correlation coefficient (d) McNemar 
Significance versus Bayes (e) Error in correlation estimate and (f) E the mean second 
order coefficients with additive constant subtracted (12) 
 
Figure 4: Vehicle2 dataset for [8,16,32] nodes (a) E the mean second order coefficients with additive 
constant subtracted  (b) ensemble error rate with Bayes estimate subtracted  
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DATASET #pat  p0 #con #dis %Bay 
cancer 699 .655 0 9 3.1 
card 690 .555 6 9 12.8 
credita 690 .555 3 11 14.1 
diabetes 768 .651 8 0 22.0 
heart 920 .553 5 30 16.1 
ion 351 .641 31 3 6.8 
vote 435 .614 0 16 2.8 
dermo2 366 .694 1 33 0 
ecoli2 336 .574 5 2 2.07 
iris2 150 .667 4 0 0 
vehicle2 846 .742 18 0 0.238 
twonorm 3000 .50 20 0 2.3 
 a1 a2 a3 a4 a5 a6 a7 a8 
ω1 n10 n11 n10 n10 n11 n10 n10  
ω0    n00 n01 n00 n00 n00  
Table 2: Datasets showing # patterns, prior 
probability ω0, #continuous and discrete 
features and estimated Bayes error  
 
Table 1:  Areas under Distribution defined in Fig. 
2, showing corresponding number of class ω1, ω0 
patterns (1
st
 subscript) for which the pair of 
classifiers agree or disagree (2
nd
 subscript) 
Figure 5: Twonorm dataset for 8 nodes [10.20,30]% training (a) E the mean second order coefficients 
with additive constant subtracted  (b) ensemble error rate with Bayes estimate subtracted  
 
