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Abstract
Finding a minimum vertex cover in a network is a fundamental NP-complete graph problem. One
way to deal with its computational hardness, is to trade the qualitative performance of an algorithm
(allowing non-optimal outputs) for an improved running time. For the vertex cover problem, there is
a gap between theory and practice when it comes to understanding this tradeoff. On the one hand,
it is known that it is NP-hard to approximate a minimum vertex cover within a factor of
√
2. On
the other hand, a simple greedy algorithm yields close to optimal approximations in practice.
A promising approach towards understanding this discrepancy is to recognize the differences
between theoretical worst-case instances and real-world networks. Following this direction, we
close the gap between theory and practice by providing an algorithm that efficiently computes
close to optimal vertex cover approximations on hyperbolic random graphs; a network model that
closely resembles real-world networks in terms of degree distribution, clustering, and the small-world
property. More precisely, our algorithm computes a (1 + o(1))-approximation, asymptotically almost
surely, and has a running time of O(m log(n)).
The proposed algorithm is an adaption of the successful greedy approach, enhanced with a
procedure that improves on parts of the graph where greedy is not optimal. This makes it possible to
introduce a parameter that can be used to tune the tradeoff between approximation performance and
running time. Our empirical evaluation on real-world networks shows that this allows for improving
over the near-optimal results of the greedy approach.
2012 ACM Subject Classification Theory of computation → Approximation algorithms analysis;
Theory of computation → Random network models; Mathematics of computing → Approximation
algorithms; Mathematics of computing → Random graphs
Keywords and phrases vertex cover, approximation, random graphs, hyperbolic geometry, efficient
algorithm
ar
X
iv
:2
01
0.
02
78
7v
1 
 [c
s.D
S]
  6
 O
ct 
20
20
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1 Introduction
A vertex cover of a graph is a subset of the vertices that leaves the graph edgeless upon
deletion. Since the problem of finding a smallest vertex cover is NP-complete [17], there are
probably no algorithms that solve it efficiently. Nevertheless, the problem is highly relevant
due its applications in computational biology [1], scheduling [10], and internet security [11].
Therefore, there is an ongoing effort in exploring methods that can be used in practice [2, 3],
and while they often work well, they still cannot guarantee efficient running times.
A commonly used approach to overcoming this issue are approximation algorithms. There,
the idea is to settle for a near-optimal solution while guaranteeing an efficient running time.
For the vertex cover problem, a simple greedy approach computes an approximation in linear
time by iteratively adding the vertex with the largest degree to the cover and removing it
from the graph. In general graphs, this algorithm, which we call standard greedy, cannot
guarantee a better approximation ratio than log(n), i.e., there are graphs where it produces
a vertex cover whose size exceeds the one of an optimum by a factor of log(n). This can
be improved to a 2-approximation using a simple linear-time algorithm. The best known
polynomial time approximation reduces the factor to 2−Θ(log(n)−1/2) [16]. However, there
is reason to believe that it is NP-hard to approximate an optimal vertex cover within a factor
of 2− ε for all ε > 0 [18] and it is proven that finding a √2-approximation is NP-hard [27].
Therefore, it is very surprising that the standard greedy algorithm not only beats the
2-approximation on autonomous systems graphs like the internet [25], it actually performs
exceptionally well on many real-world networks, obtaining approximation ratios that are
very close to 1 [8]. So the theoretical bounds do not match what is observed in practice. One
approach to explaining this discrepancy is to consider the differences between the examined
instances. Theoretical bounds are often obtained by carefully designing worst-case instances.
However, real-world networks rarely resemble the worst case. More realistic statements can,
therefore, be obtained by restricting the analysis to networks that have properties that are
also observed in the real-world.
Many real networks, like social networks, communication networks, or protein-interaction
networks, are considered to be scale-free. Such graphs feature a power-law degree distribution
(only few vertices have high degree, while many vertices have low degree), high clustering
(two vertices are likely to be adjacent if they have a common neighbor), and a small diameter.
Previous efforts to obtain more realistic insights into the approximability of the vertex cover
problem have focused on networks that feature only one of these properties, namely a power-
law degree distribution [7, 14, 29]. With this approach, guarantees for the approximation
factor of the standard greedy algorithm were improved from log(n) on general graphs to a
constant on networks with a power-law degree distribution [7]. Moreover, it was shown that
it is possible to compute an expected (2− ε)-approximation for a constant ε, in polynomial
time on such networks [14] and this was later improved to an expected approximation factor
of about 1.7 depending on properties of the distribution [29]. However, it was also shown that
even on graphs that have a power-law degree distribution, the vertex cover problem remains
NP-hard to approximate within some constant factor [7]. This indicates, that focusing on
networks that only feature a power-law degree distribution, is not sufficient to explain why
vertex cover can be approximated so well in practice.
The goal of this paper is to close this gap between theory and practice, by considering a
random graph model that features all of the three mentioned properties of scale-free networks.
The hyperbolic random graph model was introduced by Krioukov et al. [20] and it was shown
that the graphs generated by the model have a power-law degree distribution and high
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clustering [15], as well as a small diameter [24]. Consequently, they are good representations
of many real-world networks [6, 13, 28]. Additionally, the model is conceptually simple,
making it accessible to mathematical analysis. Therefore, hyperbolic random graphs have
previously proven to be a useful framework to theoretically explain why algorithms work
well in practice [4, 5].
In this paper, we link the success of the standard greedy approach to structural properties
of hyperbolic random graphs, identify the parts of the graph where it does not behave
optimally, and use these insights to derive a new approximation algorithm. On hyperbolic
random graphs, this algorithm achieves an approximation ratio of 1 + o(1), asymptotically
almost surely, and maintains an efficient running time of O(m log(n)), where n and m
denote the number of vertices and edges in the graph, respectively. Since the average degree
of hyperbolic random graphs is constant [15], this implies a quasi-linear running time on
such networks. Moreover, we introduce a parameter that can be used to tune the tradeoff
between approximation quality and running time performance of the algorithm, facilitating
an improvement over the standard greedy approach. While our algorithm depends on the
coordinates of the vertices in the hyperbolic plane, we propose an adaption of it that is
oblivious to the underlying geometry and compare its approximation performance to the
standard greedy algorithm on a selection of real-world networks. On average our algorithm
reduces the error of the standard greedy approach to less than 50%.
The paper is structured as follows. We start by giving an overview of our notation
and preliminary results in Section 2 and derive a new approximation algorithm based on
previous insights about the vertex cover problem on hyperbolic random graphs in Section 3.
Afterwards, we analyze its approximation ratio in Section 4 and evaluate its performance
empirically in Section 5.
2 Preliminaries
Let G = (V,E) be an undirected graph. We denote the number of vertices and edges in
G with n and m, respectively. The number of vertices in a set S ⊆ V is denoted by |S|.
The neighborhood of a vertex v is defined as N(v) = {w ∈ V | {v, w} ∈ E}. The size of the
neighborhood, called the degree of v, is denoted by deg(v) = |N(v)|. For a subset S ⊆ V , we
use G[S] to denote the induced subgraph of G obtained by removing all vertices in V \ S.
The Hyperbolic Plane. After choosing a designated origin O in the two-dimensional hyper-
bolic plane, together with a reference ray starting at O, a point p is uniquely identified by its
radius r(p), denoting the hyperbolic distance to O, and its angle (or angular coordinate) ϕ(p),
denoting the angular distance between the reference ray and the line through p and O. The
hyperbolic distance between two points p and q is given by
dist(p, q) = acosh(cosh(r(p)) cosh(r(q))− sinh(r(p)) sinh(r(q)) cos(∆ϕ(ϕ(p), ϕ(q)))),
where cosh(x) = (ex + e−x)/2, sinh(x) = (ex − e−x)/2 (both growing as ex/2± o(1)), and
∆ϕ(p, q) = pi−|pi−|ϕ(p)−ϕ(q)|| denotes the angular distance between p and q. If not stated
otherwise, we assume that computations on angles are performed modulo 2pi.
In the hyperbolic plane a disk of radius r has an area of 2pi(cosh(r)−1) and circumference
2pi sinh(r). Thus, the area and the circumference of such a disk grow exponentially with its
radius. In contrast, this growth is polynomial in Euclidean space.
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Hyperbolic Random Graphs. Hyperbolic random graphs are obtained by distributing n
points independently and uniformly at random within a disk of radius R and connecting any
two of them if and only if their hyperbolic distance is at most R. See Figure 1 for an example.
The disk radius R (which matches the connection threshold) is given by R = 2 log(n) + C,
where the constant C ∈ R depends on the average degree of the network, as well as the
power-law exponent β = 2α + 1 (for α ∈ (1/2, 1)). The coordinates of the vertices are
drawn as follows. For vertex v the angular coordinate, denoted by ϕ(v), is drawn uniformly
at random from [0, 2pi] and the radius of v, denoted by r(v), is sampled according to the
probability density function α sinh(αr)/(cosh(αR)− 1) for r ∈ [0, R]. Thus,
f(r, ϕ) = 12pi
α sinh(αr)
cosh(αR)− 1 =
α
2pi e
−α(R−r)(1 + Θ(e−αR − e−2αr)) (1)
is their joint distribution function for r ∈ [0, R]. For r > R, f(r, ϕ) = 0.
We denote areas in the hyperbolic disk with calligraphic capital letters. The set of vertices
in an area A is denoted by V (A). The probability for a given vertex to lie in A is given by
its measure µ(A) = ∫A f(r, ϕ) dϕdr. The hyperbolic distance between two vertices u and v
increases with increasing angular distance between them. The maximum angular distance
such that they are still connected by an edge is bounded by [15, Lemma 6]
θ(r(u), r(v)) = arccos
(
cosh(r(u)) cosh(r(v))− cosh(R)
sinh(r(u)) sinh(r(v))
)
= 2e(R−r(u)−r(v))/2(1 + Θ(eR−r(u)−r(v))). (2)
Hyperbolic Random Graphs with an Expected Number of Vertices. We are often inter-
ested in the probability that one or more vertices fall into a certain area of the hyperbolic disk
during the sampling process of a hyperbolic random graph. Computing such a probability
becomes significantly harder, once the positions of some vertices are already known, since that
introduces stochastic dependencies. For example, if all n vertices are sampled into an area A,
the probability for a vertex to lie outside of A is 0. In order to overcome such issues, we use
an approach (that was already used on hyperbolic random graphs before [12, 19]), where
the vertex positions in the hyperbolic disk are sampled using an inhomogeneous Poisson
point process. For a given number of vertices n, we refer to the resulting model as hyperbolic
random graphs with n vertices in expectation. After analyzing properties of this simpler
model, we can translate the results back to the original model, by conditioning on the fact
that the resulting distribution is equivalent to the one originally used for hyperbolic random
graphs. More formally, this can be done as follows.
A hyperbolic random graph with n vertices in expectation is obtained using an inhomo-
geneous Poisson point process to distribute the vertices in the hyperbolic disk. In order to
get n vertices in expectation, the corresponding intensity function fP (r, ϕ) at a point (r, ϕ)
in the disk is chosen as
fP (r, ϕ) = e(R−C)/2f(r, ϕ),
where f(r, ϕ) is the original probability density function used to sample hyperbolic random
graphs (see Equation (1)). Let P denote the set of random variables representing the points
produced by this process. Then P has two properties. First, the number of vertices in P that
are sampled into two disjoint areas are independent random variables. Second, the expected
number of points in P that fall within an area A is given by∫
A
fP (r, ϕ) dr dϕ = n
∫
A
f(r, ϕ) dr dϕ = nµ(A).
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By the choice of fP the number of vertices sampled into the disk matches n only in expectation,
i.e., E[|P |] = n. However, we can now recover the original distribution of the vertices, by
conditioning on the fact that |P | = n, as shown in the following lemma. Intuitively, it states
that probabilistic statements on hyperbolic random graphs with n vertices in expectation can
be translated to the original hyperbolic random graph model by taking a small penalty in
certainty. In the following, we use GP to denote a hyperbolic random graph with n vertices
in expectation and point set P . Moreover, we use P to denote a property of a graph and for
a given graph G we denote the event that G has property P with E(G,P).
I Lemma 1. Let GP be a hyperbolic random graph with n vertices in expectation, let P be
a property, and let c > 0 be a constant, such that Pr[E(GP ,P)] = O(|P |−c). Then, for a
hyperbolic random graph G′ with n vertices it holds that Pr[E(G′,P)] = O(n−c+1/2).
Proof. The probability that G′ has property P can be obtained by taking the probability
that a hyperbolic random graph GP with n vertices in expectation has it, and conditioning
on the fact that exactly n vertices are produced during its sampling process. That is,
Pr[E(G′,P)] = Pr[E(GP ,P) | |P | = n].
This probability can now be computed using the definition for conditional probabilities, i.e.,
Pr[E(GP ,P) | |P | = n] = Pr[E(GP ,P) ∩ |P | = n]Pr[|P | = n] ≤
Pr[E(GP ,P)]
Pr[|P | = n] .
For the numerator, we have Pr[E(GP ,P)] = O(n−c) by assumption. For the denominator,
recall that |P | is a random variable that follows a Poisson distribution with mean n. Therefore,
we have
Pr[|P | = n] = e
−nnn
n! = Θ(n
−1/2).
The quotient can, thus, be bounded by
Pr[E(G′,P)] = O(n
−c)
Θ(n−1/2) = O(n
−c+1/2).
J
Probabilities. Since we are analyzing a random graph model, our results are of probabilistic
nature. To obtain meaningful statements, we show that they hold with high probability, i.e.,
with probability 1−O(n−1), or asymptotically almost surely, i.e., with probability 1− o(1).
The following Chernoff bound is a useful tool for showing that certain events occur with high
probability.
I Theorem 2 (Chernoff Bound [9, Theorem 1.1]). Let X1, . . . , Xn be independent random
variables with Xi ∈ {0, 1} and let X be their sum. Then, for ε ∈ (0, 1)
Pr[X ≥ (1 + ε)E[X]] ≤ e−ε2/3E[X].
Usually, it suffices to show that a random variable does not exceed a certain upper bound.
The following corollary shows that an upper bound on the expected value suffices to obtain
concentration.
I Corollary 3. Let X1, . . . , Xn be independent random variables with Xi ∈ {0, 1}, let X be
their sum, and let f(n) be an upper bound on E[X]. Then, for all ε ∈ (0, 1) it holds that
Pr[X ≥ (1 + ε)f(n)] ≤ e−ε2/3f(n).
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Proof. Define a random variable X ′ with f(n) = E[X ′] such that X ≤ X ′ for every outcome.
Note that X ′ exists as f(n) ≥ E[X]. Since X ≤ X ′, it holds that
Pr[X ≥ (1 + ε)f(n)] ≤ Pr[X ′ ≥ (1 + ε)f(n)] = Pr[X ′ ≥ (1 + ε)E(X ′)].
Using Theorem 2 we can derive that
Pr[X ′ ≥ (1 + ε)E[X ′]] ≤ e−ε2/3E[X′] = e−ε2/3f(n).
J
Another useful tool for showing that certain events occur with high probability is the
following method of average bounded differences. In contrast to the previous Chernoff bound,
it does not require that the random variables are independent. In the following, we use Xi
to denote the sequence X1, . . . , Xi of random variables for i ≤ n.
I Theorem 4 ([9, Theorem 7.2]). Let f be a function of n random variables X1, . . . , Xn, such
that E[f ] is bounded. Let B be any event and let ∆i be the maximum effect of f assuming B¯
(the complement of B), i.e.,
|E[f | Xi−1, Xi = ai, B¯]− E[f | Xi−1, Xi = a′i, B¯]| ≤ ∆i.
Then for ∆ =
∑
i ∆2i and t ≥ 0
Pr[f > E[f ] + t] ≤ e−2t2/∆ + Pr[B].
As before, we are usually interested in showing that a random variable does not exceed a
certain upper bound with high probability. Analogously to the previous corollary, one can
show that, again, an upper bound on the expected value suffices to show concentration.
I Corollary 5. Let f be a function of n random variables X1, . . . , Xn such that E[f ] and let
g(n) ≥ 0 be an upper bound on E[f ]. Let B be any event and let ∆i be the maximum effect
of f assuming B¯ (the complement of B), i.e.,
|E[f | Xi−1, Xi = ai, B¯]− E[f | Xi−1, Xi = a′i, B¯]| ≤ ∆i.
Then for ∆ =
∑
i ∆2i and c ≥ 1
Pr[f > cg(n)] ≤ e−2((c−1)g(n))2/∆ + Pr[B].
Proof. Let f ′ be a function with g(n) = E[f ′] such that f ≤ f ′ for all outcomes of X1, . . . , Xn.
Note that f ′ exists since g(n) ≥ E[f ]. Since f ≤ f ′, it holds that
Pr[f > cg(n)] ≤ Pr[f ′ > cg(n)] = Pr[f ′ > cE[f ′]].
Choosing t = (c− 1)E[f ′] ≥ 0 allows us to apply Theorem 4 and to conclude that
Pr[f ′ > cE[f ′]] = Pr[f ′ > E[f ′] + t] ≤ e−2((c−1)E[f ′])2/∆ + Pr[B]
= e−2((c−1)g(n))
2/∆ + Pr[B].
J
Finally, computations can often be simplified by making use of the fact that 1± x can be
closely approximated by e±x for small x. More precisely, we use the following lemmas, which
have been derived previously using the Taylor approximation [21].
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I Lemma 6 (Lemma 2.1, [21]). Let x ∈ R. Then, 1 + x ≤ ex.
I Lemma 7 (Corollary of Lemma 2.2, [21]). Let x > 0 with x = o(1). Then, 1−x ≥ e−(1+o(1))x.
Proof. First, note that there exists an ε = o(1) such that 1− x = e−ε. Therefore, it suffices
to show that e−ε ≥ e−(1+ε)x. It is easy to see that
e−ε = e−(1+ε−
1+ε
1+ε ) = e−(1+ε)(1− 11+ε ).
By Lemma 6 it holds that 1 + ε ≤ eε and, therefore, 1/(1 + ε) ≥ e−ε. Since ε is chosen such
that e−ε = 1− x, we can bound 1/(1 + ε) ≥ 1− x in the above equation and obtain
e−x ≥ e−(1+ε)(1−(1−x)) = e−(1+ε)x.
J
I Lemma 8 (Lemma 2.3, [21]). Let x ∈ R with x = ±o(1). Then, 1/(1 + x) = 1−Θ(x).
3 An Improved Greedy Algorithm
The vertex cover problem can be solved in polynomial time on hyperbolic random graphs,
with high probability [4]. This result is based on the fact that the dominance reduction rule
removes a core part of the graph and reduces it to a remainder of simple structure that can
then be solved efficiently. The dominance reduction rule states that a vertex u can be safely
added to the vertex cover (and, thus, be removed from the graph) if it dominates at least
one other vertex, i.e., if there exists a neighbor v ∈ N(u) such that all neighbors of v are
also neighbors of u.
On hyperbolic random graphs, vertices near the center of the disk dominate with high
probability, and this probability decreases the closer a vertex is to the boundary of the
disk [4, Lemmas 4 and 5]. Therefore, it is not surprising that the standard greedy algorithm
that computes a vertex cover by repeatedly adding the vertex with the largest degree to the
cover achieves good approximation ratios on such networks: Vertices near the center of the
hyperbolic disk are close to a lot of other vertices and, therefore, have a high degree. Thus,
when picking vertices of higher degree, the algorithm essentially favors the vertices that are
likely to dominate and can be safely added to the vertex cover anyway.
On the other hand, after (safely) removing high-degree vertices, the remaining vertices
all have similar (small) degree, meaning the standard greedy algorithm basically picks the
vertices at random. This indicates that, in order to improve the approximation performance of
the standard greedy algorithm, one has to improve on the parts of the graph that contain the
low-degree vertices. Based on this insight, we derive a new greedy algorithm that efficiently
computes vertex covers with close to optimal approximation ratios. More formally, we prove
the following main theorem.
I Theorem 9. Let G be a hyperbolic random graph on n vertices. Given the radii of the
vertices, an approximate vertex cover of G can be computed in time O(m log(n)), such that
the approximation ratio is (1 + o(1)) asymptotically almost surely.
Consider the following greedy algorithm that computes an approximation of a minimum
vertex cover on hyperbolic random graphs. We iterate the vertices of the graph in order of
increasing radius. Each encountered vertex v is added to the vertex cover and then removed
from the graph. After each step, we then identify the connected components of size at most
τ log log(n) in the remainder of the graph, solve them optimally, and remove them from the
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graph as well. The constant τ > 0 can be used to adjust the tradeoff between quality and
running time of the algorithm.
This algorithm determines the order in which the vertices are processed based on their
radii, which are not known for real-world networks. However, in hyperbolic random graphs,
there is a strong correlation between the radius of a vertex and its degree [15]. Therefore, we
can mimic the strategy that removes vertices in order of increasing radius, by removing vertices
with decreasing degree instead. With this vertex order, the above algorithm represents an
adaption of the standard greedy algorithm: Instead of greedily adding vertices with decreasing
degree until all remaining vertices are isolated, we increase the quality of the approximation,
by solving small components exactly.
In the following we prove that, on hyperbolic random graphs, the proposed algorithm
yields a (1 + o(1))-approximation, asymptotically almost surely. Afterwards, we present a
brief empirical evaluation of how this adaption performs in practice.
4 Approximation Performance
We compute the size of the vertex cover obtained using the above algorithm, by partitioning
the set of vertices of the graph into two subsets: VGreedy and VExact, denoting the vertices
that were added greedily and the ones contained in small separated components that were
solved exactly, respectively (see Figure 1). Clearly, we obtain a valid vertex cover for the
whole graph, if we take all vertices in VGreedy together with a vertex cover CExact of G[VExact].
Then, the approximation ratio is given by the quotient
δ = |VGreedy|+ |CExact||COPT| ,
where COPT denotes an optimal solution. Since all components in G[VExact] are solved
optimally and since any minimum vertex cover for the whole graph induces a vertex cover
on G[V ′] for any vertex subset V ′ ⊆ V , it holds that |CExact| ≤ |COPT|. Consequently, it
suffices to show that |VGreedy| ∈ o(|COPT|) in order to obtain the claimed approximation
factor of 1 + o(1).
To bound the size of VGreedy, we identify a time during the execution of the algorithm at
which only few vertices were added greedily, yet, the majority of the vertices were contained
in small separated components (and were, therefore, part of VExact), and only few vertices
remain to be added greedily. Since the algorithm processes the vertices by increasing radius,
this point in time can be translated to a threshold radius ρ in the hyperbolic disk. Therefore,
we divide the hyperbolic disk into two regions: an inner disk and an outer band, containing
vertices with radii below and above ρ, respectively (see Figure 1). The threshold ρ is chosen
such that a hyperbolic random graph decomposes into small components after removing
the inner disk. When the algorithm is about to add the first vertex from the outer band,
greedily, we can assume that the inner disk is empty (since vertices of smaller radii were
chosen before or removed as part of a small component). At this point, the majority of
the vertices in the outer band were contained in small components, which have been solved
exactly. Therefore, we obtain a valid upper bound on the number of vertices |VGreedy| that
are added to the cover greedily, by counting the total number of vertices in the inner disk
and adding the number of vertices in the outer band that are contained in components that
are not solved exactly (i.e., components whose size exceeds τ log log(n)). In the following, we
show that both numbers are sublinear in n, with high probability. Together with the fact
that an optimal vertex cover on hyperbolic random graphs, asymptotically almost surely,
contains Ω(n) vertices [7], this implies |VGreedy| ∈ o(|COPT|).
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Figure 1 A hyperbolic random graph with 1942 nodes, an average degree of 7.7, and a power-law
exponent of 2.6. The vertex sets VGreedy and VExact are shown in red and blue, respectively. The
dashed line shows a possible threshold radius ρ.
The main contribution of our analysis is the identification of small components in the
outer band, which is done by discretizing it into sectors, such that an edge cannot extend
beyond an empty sector (see Figure 2). The foundation of this analysis is the delicate
interplay between the angular width γ of these sectors and the threshold ρ that defines the
outer band. Recall that ρ is used to represent the time in the execution of the algorithm at
which the graph has decomposed into small components. For our analysis we assume that all
vertices seen before this point (all vertices in the inner disk) were added greedily. Therefore,
if we choose ρ too large, we overestimate the actual number of greedily added vertices by too
much. As a consequence, we want to choose ρ as small as possible. However, this conflicts
our intentions for the choice of γ and its impact on ρ. Recall that the maximum angular
distance between two vertices such that they are adjacent increases with decreasing radii
(Equation (2)). Thus, in order to avoid edges that extend beyond an angular width of γ, we
need to ensure that the radii of the vertices in the outer band are sufficiently large. That
is, decreasing γ requires increasing ρ. However, we want to make γ as small as possible, in
order to get a finer granularity in the discretization and, therefore, a more accurate analysis
of the component structure in the outer band. Moreover, recall that the size of the relevant
components is τ log log(n). Therefore, γ and ρ need to be chosen such that the inner disk
does not become too large, while ensuring that the discretization is granular enough to
accurately detect components whose size depends on τ and n. To this end, we adjust the
angular width of the sectors using a function γ(n, τ), which is defined as
γ(n, τ) = log
(
τ log(2)(n)
2 log(3)(n)2
)
,
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where log(i)(n) denotes iteratively applying the log-function i times on n (e.g., log(2)(n) =
log log(n)), and set
ρ = R− log
(
pi
2 e
C/2 · γ(n, τ)
)
,
where R = 2 log(n) + C is the radius of the hyperbolic disk.
In the following, we first show that the number of vertices in the inner disk is sublinear
with high probability, before analyzing the component structure in the outer band.
4.1 The Inner Disk
The inner disk I contains all vertices whose radius is below the threshold ρ. The number of
vertices added to the cover greedily up until this point can be bounded by the number of all
vertices in the inner disk.
I Lemma 10. Let G be a hyperbolic random graph on n vertices with power-law exponent
β = 2α+ 1. With high probability, the number of vertices in I is in O(n · γ(n, τ)−α).
Proof. We start by computing the expected number of vertices in I and show concentration
afterwards. To this end, we first compute the measure µ(I). The measure of a disk of radius r
that is centered at the origin is given by e−α(R−r)(1 + o(1)) [15, Lemma 3.2]. Consequently,
the expected number of vertices in I is
E[|V (I)|] = nµ(I) = O(ne−α(R−ρ)) = O
(
ne−α log(pi/2e
C/2γ(n,τ))
)
= O (n · γ(n, τ)−α) .
Since γ(n, τ) = O(log(3)(n)), this bound on E[|V (I)|] is ω(log(n)), and we can apply the
Chernoff bound in Corollary 3 to conclude that |V (I)| = O (n · γ(n, τ)−α) holds with
probability 1−O(n−c) for any c > 0. J
Since γ(n, τ) = ω(1), Lemma 10 shows that, with high probability, the number of vertices
that are greedily added to the vertex cover in the inner disk is sublinear. Once the inner disk
has been processed and removed, the graph has decomposed into small components. Since
all components of size at most τ log log(n) have already been solved exactly, the remaining
vertices that are now added greedily belong to larger components in the outer band.
4.2 The Outer Band
The vertices in the outer band that are contained in components whose size exceeds τ log log(n)
can be identified as follows. We divide the outer band into sectors of angular width
γ = θ(ρ, ρ) = pi · γ(n, τ)/n · (1 + o(1)), where θ(ρ, ρ) denotes the maximum angular distance
between two vertices with radii ρ to be adjacent (see Equation (2)). This division is depicted
in Figure 2. The choice of γ (combined with the choice of ρ) has the effect that an edge
between two vertices in the outer band cannot extend beyond an empty sector, i.e., a sector
that does not contain any vertices. This allows us to use empty sectors as delimiters between
components. To this end, we introduce the notion of runs, which are maximal sequences of
non-empty sectors (grey in Figure 2). While a run can contain multiple components, the
number of vertices in a run denotes an upper bound on the combined sizes of the components
that it contains.
In order to show that there are only few vertices in components whose size exceeds
τ log log(n), we bound the number of vertices in runs that contain more than τ log log(n)
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γ
ρ
Figure 2 The disk is divided into sectors of equal width γ. Consecutive non-empty sectors form
a run (grey). Narrow runs (light grey) consist of few sectors, while wide runs (dark grey) consist of
many sectors. Each dark grey sector is a widening sector.
vertices. For a given run this can happen for two reasons. First, a run may contain many
vertices, if its angular interval is too large, i.e., it consists of too many sectors. This is
unlikely, since the sectors are chosen sufficiently small, such that the probability for a given
one to be empty is high. Second, while the angular width of the run is not too large, it
contains too many vertices for its size. However, the vertices of the graph are distributed
uniformly at random in the disk, making it unlikely that too many vertices are sampled into
such a small area. To formalize this, we introduce a threshold w and distinguish between
two types of runs: A wide run contains more than w sectors, while a narrow run contains at
most w sectors. The threshold w is now chosen such that the probabilities for a run to be
wide and for a narrow run to contain more than τ log log(n) vertices are small. To this end,
we set w = eγ(n,τ) · log(3)(n).
In the following, we first bound the number of vertices in wide runs. Afterwards, we
consider narrow runs that contain more than τ log log(n) vertices. Together, this gives an
upper bound on the number of vertices that are added greedily in the outer band.
4.2.1 Wide Runs
We refer to a sector that contributes to a wide run as a widening sector. In the following,
we bound the number of vertices in all wide runs in three steps. First, we determine the
expected number of all widening sectors. Second, based on the expected value, we show that
the number of widening sectors is small, with high probability. Finally, we make use of the
fact that the area of the disk covered by the widening sectors is sufficiently small, in order to
show that the number of vertices sampled into the corresponding area is sublinear with high
probability.
Expected Number of Widening Sectors. Let n′ denote the total number of sectors and
let S1, . . . ,Sn′ be the sequence of sectors that the disk is partitioned into. For each sector
Sk, we define the random variable Sk denoting whether Sk contains any vertices, i.e., Sk = 0
if Sk is empty and Sk = 1 otherwise. The sectors in the disk are then represented by a
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circular sequence of indicator random variables S1, . . . , Sn′ , and we are interested in the
random variable W that denotes the sum of all runs of 1s that are longer than w. In order
to compute E[W ], we first compute the total number of sectors, as well as the probability for
a sector to be empty or non-empty.
I Lemma 11. Let G be a hyperbolic random graph on n vertices. Then, the number of
sectors of width γ = θ(ρ, ρ) is n′ = 2n/γ(n, τ)(1± o(1)).
Proof. Since all sectors have equal angular width γ = θ(ρ, ρ), we can use Equation (2) to
compute the total number of sectors as
n′ = 2pi
θ(ρ, ρ) = pie
−R/2+ρ(1±Θ(eR−2ρ))−1.
By substituting ρ = R− log(pi/2eC/2γ(n, τ)) and R = 2 log(n) + C, we obtain
n′ = pie
R/2
pi/2eC/2γ(n, τ) (1±Θ(e
−Rγ(n, τ)2))−1
= 2n
γ(n, τ)
1±Θ((γ(n, τ)
n
)2)−1 .
It remains to simplify the error term. First, note that γ(n, τ) = O(log(3)(n)). Consequently,
the error term is equivalent to (1± o(1))−1. Finally, it holds that 1/(1 + x) = 1−Θ(x) is
valid for x = ±o(1), according to Lemma 8. J
It remains to bound the probabilities for a given sector to be empty or non-empty.
I Lemma 12. Let G be a hyperbolic random graph on n vertices and let S be a sector of
angular width γ = θ(ρ, ρ). For sufficiently large n, the probability that S contains at least
one vertex is bounded by
1− e−γ(n,τ)/4 ≤ Pr[V (S) 6= ∅] ≤ e−
(
e−γ(n,τ)
)
.
Proof. To compute the probability that S contains at least one vertex, we first compute the
probability for a given vertex to fall into S, which is given by the measure µ(S). Since the
angular coordinates of the vertices are distributed uniformly at random and since the disk is
divided into n′ sectors of equal width, the measure of a single sector S can be obtained as
µ(S) = 1/n′. The total number of sectors n′ is given by Lemma 11 and we can derive
µ(S) = γ(n, τ)2n (1± o(1))
−1 = γ(n, τ)2n (1± o(1)),
where the second equality is obtained by applying 1/(1 + x) = 1−Θ(x) for x = ±o(1) (see
Lemma 8).
Given µ(S), we first compute the lower bound on the probability that S contains at least
one vertex. Note that Pr[V (S) 6= ∅] = 1− Pr[V (S) = ∅]. Therefore, it suffices to show that
Pr[V (S) = ∅] ≤ e−γ(n,τ)/4. The probability that S is empty is (1− µ(S))n. By Lemma 6 it
holds that 1− x ≤ e−x for all x ∈ R. Consequently, we have
Pr[V (S) = ∅] ≤ e−nµ(S) ≤ e−γ(n,τ)/2·(1−o(1))
and for large enough n it holds that 1− o(1) ≥ 1/2.
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It remains to compute the upper bound. Again, since Pr[V (S) 6= ∅] = 1− Pr[V (S) = ∅]
and since Pr[V (S) = ∅] = (1− µ(S))n, we can compute the probability that S contains at
least one vertex as
Pr[V (S) 6= ∅] = 1− (1− µ(S))n.
Note that µ(S) ∈ o(1). Therefore, we can apply Lemma 7, which states that 1−x ≥ e−x(1+o(1))
for x ∈ o(1), and obtain the following upper bound on Pr[V (S) 6= ∅]
Pr[V (S) 6= ∅] = 1− (1− µ(S))n
≤ 1− e−nµ(S)(1+o(1))
≤ 1− e−γ(n,τ)/2·(1+o(1)).
For large enough n, we have (1 + o(1)) ≤ 2. Therefore,
Pr[V (S) 6= ∅] ≤ 1− e−γ(n,τ)
holds for sufficiently large n. Finally, 1− x ≤ e−x is valid for all x ∈ R (Lemma 6) and we
obtain the claimed bound. J
We are now ready to bound the expected number of widening sectors, i.e., sectors that
are part of wide runs. To this end, we aim to apply the following lemma.
I Lemma 13 (Proposition 4.31, [23]). Let S1, . . . , Sn′ denote a circular sequence of independ-
ent indicator random variables, such that Pr[Sk = 1] = p and Pr[Sk = 0] = 1− p = q, for
all k ∈ {1, . . . , n′}. Furthermore, let W denote the sum of the lengths of all success runs of
length at least w ≤ n′. Then,
E[W ] = n′pw(wq + p).
We note that the indicator random variables S1, . . . , S′n are not independent on hyperbolic
random graphs. To overcome this issue, we first compute the expected value of W on
hyperbolic random graphs with n vertices in expectation (see Section 2) and subsequently
derive a probabilistic bound on W for hyperbolic random graphs using Lemma 1.
I Lemma 14. Let G be a hyperbolic random graph with n vertices in expectation and let W
denote the number of widening sectors. Then,
E[W ] ≤ 2
1/4 · τ3/4 · n
γ(n, τ) · log(2)(n)1/4 · log(3)(n)1/2 (1± o(1)).
Proof. A widening sector is part of a run of more than w = eγ(n,τ) · log(3)(n) consecutive non-
empty sectors. To compute the expected number of widening sectors, we apply Lemma 13. To
this end, we use Lemma 11 to bound the total number of sectors n′ and bound the probability
1 The original statement has been adapted to better fit our notation. Here, we use n′, w, and W to denote
the total number of indicator random variables, the threshold for long success runs, and the sum of the
lengths of all long success runs, respectively. They were previously denoted by n, k, and S, respectively.
Moreover, in the original statement s = 0 indicates that the indicator random variables are distributed
independently and identically, and c indicates that the sequence is circular.
14 Approximating Vertex Cover on Networks with Underlying Hyperbolic Geometry
p = Pr[Sk = 1] (i.e., the probability that sector Sk is not empty) as p ≤ exp(−(e−γ(n,τ))), as
well as the complementary probability q = 1− p ≤ e−γ(n,τ)/4 using Lemma 12. We obtain
E[W ] = n′p(w+1)((w + 1)q + p) ≤ n′p(w+1)((w + 1)q + 1)
≤ 2n
γ(n, τ) (1± o(1)) · e
−
(
(w+1)e−γ(n,τ)
)
·
(
(w + 1)e−γ(n,τ)/4 + 1
)
≤ 2n
γ(n, τ)e
(
−eγ(n,τ) log(3)(n)e−γ(n,τ)
) (
(eγ(n,τ) log(3)(n) + 1)e−
γ(n,τ)
4 + 1
)
(1± o(1))
= 2n · e
3/4γ(n,τ) log(3)(n)
γ(n, τ) · log(2)(n)
(
1 + 1
eγ(n,τ) log(3)(n)
+ 1
e3/4γ(n,τ) log(3)(n)
)
(1± o(1)).
Since γ(n, τ) = ω(1), the first error term can be simplified as (1 + o(1)). Additionally, we
can substitute γ(n, τ) = log(τ log(2)(n)/(2 log(3)(n)2)) to obtain
E[W ] ≤ 21/4 τ
3/4 · n · log(3)(n)
γ(n, τ) · log(2)(n) ·
log(2)(n)3/4
log(3)(n)3/2
· (1± o(1)).
Further simplification then yields the claim. J
Concentration Bound on the Number of Widening Sectors. Lemma 14 bounds the ex-
pected number of widening sectors. It remains to show that, with high probability, the actual
number of widening sectors W is not much larger than this expected value.
I Lemma 15. Let G be a hyperbolic random graph on n vertices. Then, with probability
1−O(n−c) for any constant c > 0, the number of widening sectors W is bounded by
W = O
(
τ3/4 · n
γ(n, τ) · log(2)(n)1/4 · log(3)(n)1/2
)
.
Proof. In the following, we show that the claimed bound holds with probability 1−O(n−c1)
for any constant c1 > 0 on hyperbolic random graphs with n vertices in expectation. By
Lemma 1 the same bound then holds with probability 1−O(n−c1+1/2) on hyperbolic random
graphs. Choosing c = c1 − 1/2 then yields the claim.
To bound the number of widening sectors, we aim to apply the method of average bounded
differences as described in Section 2. More precisely, we use Corollary 5, where we considerW
as a function of random variables P1, . . . , Pn that denote the positions of the vertices in the
hyperbolic disk, and the idea is to bound the deviation from its expected value by bounding
the impact ∆i that a single Pi can have on W . More formally, for each i = {1, ..., n}, one
has to show that for all values a1, . . . , ai and a′i it holds that
|E[W | P1 = a1, . . . , Pi = ai]− E[W | P1 = a1, . . . Pi−1 = ai−1, Pi = a′i]| ≤ ∆i.
The function W we are interested in, is the number of widening sectors, which we obtained
by defining a circular sequence of indicator random variables S1, . . . , Sn′ (such that Sk is 0 if
and only if sector Sk is empty), and summing over runs of more than w consecutive 1s. This
sequence and, consequently, the resulting sum W only depends on the values of P1, . . . , Pn.
The largest impact on W is obtained when changing the position Pi of a single vertex i
merges two runs of size w, i.e., runs that are as large as possible but not wide, as shown in
Figure 3. In this case both runs did not contribute anything to W before the move, while
the merged run now contributes 2w + 1. Consequently, we can bound the maximum change
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Figure 3 Vertex i moves to the empty sector Sk. As a result, two runs of size w are merged into
a single run.
as ∆i ≤ 2w + 1. Note that the other case in which i leaves a sector that is empty after the
move can be viewed as the inversion of the move in the first case. That is, instead of merging
two runs, moving i splits a single run into two. Consequently, the corresponding bound on
the change of W is the same, except that W is decreasing instead of increasing.
While i can split a run and merge another run in a single move, the impact on W is the
largest if there is a large increase but no decrease, or vice versa. Consequently, the maximum
effect on W is ∆i ≤ 2w + 1 for all i ∈ {1, . . . , n}. We can now apply Corollary 5 to bound
the probability that W exceeds an upper bound g(n) on its expected value by more than a
constant factor, as
Pr[W > c2g(n)] ≤ e−2((c2−1)g(n))2/∆,
where ∆ =
∑
i ∆2i and c2 ≥ 1. By Lemma 14 we obtain a valid upper bound on E[W ] by
choosing
g(n) = 2
1/4 · τ3/4 · n
γ(n, τ) · log(2)(n)1/4 · log(3)(n)1/2 (1± o(1)).
Furthermore, it holds that ∆i ≤ 2w + 1 for all i ∈ {1, . . . , n}, with w = eγ(n,τ) log(3)(n).
Therefore, we can derive
∆ =
n∑
i=1
∆2i ≤ n · (2eγ(n,τ) log(3)(n) + 1)2.
Consequently, it holds that
Pr[W > c2g(n)]
≤ exp
(
− 2(c2 − 1)
2 · 21/2 · τ3/2 · n2
∆ · γ(n, τ)2 · log(2)(n)1/2 · log(3)(n) (1± o(1))
)
= exp
−Θ( n
(2eγ(n,τ) log(3)(n) + 1)2 · γ(n, τ)2 · log(2)(n)1/2 · log(3)(n)
) .
Since γ(n, τ) = log(τ log(2)(n)/(2 log(3)(n)2)) = O(log(3)(n)), we can simplify the denomin-
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ator such that
Pr[W > c2g(n)]
= exp
−Ω( n
(τ log(2)(n)/ log(3)(n) + 1)2 · log(3)(n)2 · log(2)(n)1/2 · log(3)(n)
) .
= exp
−Ω( n
log(2)(n)5/2 · log(3)(n)
) .
Consequently, the fraction in the exponent grows as ω(log(n)) and we can derive that
Pr[W > c2g(n)] = O(n−c1) holds for any constant c1. J
Number of Vertices in Wide Runs. Let W denote the area of the disk covered by all
widening sectors. By Lemma 15 we know that the total number of widening sectors is small,
with high probability. In the following, we use this to bound the size of the vertex set V (W)
containing all vertices in all widening sectors, i.e., the vertices in all wide runs. In particular,
we show that this number is sublinear with high probability.
I Lemma 16. Let G be a hyperbolic random graph on n vertices. Then, with high probability,
the number of vertices in wide runs is bounded by
|V (W)| = O
(
τ3/4 · n
log(2)(n)1/4 · log(3)(n)1/2
)
.
Proof. We start by computing the expected number of vertices inW and show concentration
afterwards. The probability for a given vertex to fall into W is equal to its measure.
Since the angular coordinates of the vertices are distributed uniformly at random, we have
µ(W) = W/n′, where W denotes the number of widening sectors and n′ is the total number
of sectors, which is given by Lemma 11. The expected number of vertices in W is then
E[|V (W)|] = nµ(W) = nW
n′
= 12W · γ(n, τ)(1± o(1)), (3)
where the last equality holds since 1/(1 + x) = 1−Θ(x) is valid for x = ±o(1) (Lemma 8).
Note that the number of widening sectors W is itself a random variable. Therefore, we
apply the law of total expectation and consider different outcomes of W weighted with their
probabilities. Motivated by the previously determined probabilistic bound onW (Lemma 15),
we consider the events W ≤ g(n) and W > g(n), where
g(n) = c · τ
3/4 · n
γ(n, τ) · log(2)(n)1/4 · log(3)(n)1/2 ,
for sufficiently large c > 0 and n. With this, we can compute the expected number of vertices
in W as
E[|V (W)|] = E[|V (W)| |W ≤ g(n)] · Pr[W ≤ g(n)] +
E[|V (W)| |W > g(n)] · Pr[W > g(n)].
To bound the first summand, note that Pr[W ≤ g(n)] ≤ 1. Further, by applying Equation (3)
we have
E[|V (W)| |W ≤ g(n)] · Pr[W ≤ g(n)] ≤ 12g(n) · γ(n, τ)(1± o(1)).
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In order to bound the second summand, note that n is an obvious upper bound on E[|V (W)|].
Moreover, by Lemma 15 it holds that Pr[W > g(n)] = O(n−c1) for any c1 > 0. As a result
we have
E[|V (W)| |W > g(n)] · Pr[W > g(n)] ≤ nPr[W > g(n)] = O(n−c1+1),
for any c1 > 0. Clearly, the first summand dominates the second and we can conclude that
E[|V (W)|] = O(g(n)γ(n, τ)). Consequently, for large enough n, there exists a constant c2 > 0
such that g′(n) = c2g(n)γ(n, τ) is a valid upper bound on E[|V (W)|]. This allows us to apply
the Chernoff bound in Corollary 3 to bound the probability that |V (W)| exceeds g′(n) by
more than a constant factor as
Pr[|V (W)| ≥ (1 + ε)g′(n)] ≤ e−ε2/3g′(n).
Finally, since g′(n) can be simplified as
g′(n) = c2 · c · τ
3/4 · n
log(2)(n)1/4 · log(3)(n)1/2 ,
it is easy to see that g′(n) = ω(log(n)) and, therefore, |V (W)| = O(g′(n)) holds with
probability 1−O(n−c3) for any c3 > 0. J
Recall that, in order to bound the number of vertices in the outer band that are greedily
added to the vertex cover, we identify large components by splitting the hyperbolic disk into
sectors forming narrow and wide runs. Lemma 16 shows that the number vertices in large
components that are contained in wide runs is sublinear, with high probability. It remains to
show the same for large components that are contained in narrow runs.
4.2.2 Narrow Runs
In the following, we differentiate between two types of narrow runs: small narrow runs
contain at most τ log log(n) vertices, while large narrow runs contain more vertices. As
before, we can obtain an upper bound on the number vertices in all components that are
contained in large narrow runs by determining the area N of the disk that is covered by
those runs. For the sake of readability, we use N to denote the number of vertices in N , i.e.,
N = |V (N )|. In order to show that N is sublinear, with high probability, we proceed as
follows. We start by computing the expected number of vertices contained in a single narrow
run from which we can derive that the probability for a narrow run to contain more than
τ log log(n) vertices is small. Afterwards, we use this to compute the expected value of N ,
before showing concentration using a method of average bounded differences.
Expected Number of Vertices in Large Narrow Runs.
I Lemma 17. Let G be a hyperbolic random graph on n vertices and let R be a narrow run.
Then,
E[|V (R)|] ≤ 12e
γ(n,τ) log(3)(n)γ(n, τ)(1± o(1)).
Proof. A narrow run consists of at most w = eγ(n,τ) log(3)(n) sectors. Since the angular
coordinates of the vertices are distributed uniformly at random and since we partitioned the
disk into n′ disjoint sectors of equal width, we can derive an upper bound on the expected
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number of vertices in R as E[|V (R)|] ≤ nw/n′. Since n′ = 2n/γ(n, τ)(1± o(1)) according to
Lemma 11, we have
E[|V (R)|] ≤ 12e
γ(n,τ) log(3)(n)γ(n, τ)(1± o(1))−1.
Since 1/(1 + x) = 1−Θ(x) for x = ±o(1) (Lemma 8), we obtain the claimed bound. J
Using this upper bound, we can now bound the probability that the number of vertices
in a narrow run exceeds the threshold τ log log(n) by a certain amount.
I Lemma 18. Let G be a hyperbolic random graph on n vertices and let R be a narrow run.
For k > τ log log(n) and n large enough, it holds that
Pr[|V (R)| = k] ≤ e−k/18.
Proof. First note that Pr[|V (R)| = k] ≤ Pr[|V (R)| ≥ k]. In order to show that Pr[|V (R)| ≥
k] is small, we aim to apply the Chernoff bound in Corollary 3, which states that for any
ε ∈ (0, 1) it holds that
Pr[|V (R)| ≥ (1 + ε)g(n)] ≤ e−ε2/3g(n),
if g(n) is a valid upper bound on E[|V (R)|]. To this end, we choose g(n) = 1/(1 + ε)k.
To show that g(n) is a valid upper bound on E[|V (R)|], we can then use Lemma 17 and
substitute γ(n, τ) = log(τ log(2)(n)/(2 log(3)(n)2)), which yields
E[|V (R)|] ≤ 12e
γ(n,τ) log(3)(n)γ(n, τ)(1± o(1))
= τ log
(2)(n)
4 log(3)(n)2
· log(3)(n) · log
(
τ log(2)(n)
2 log(3)(n)2
)
(1± o(1))
= τ log
(2)(n)
4 log(3)(n)
·
(
log(3)(n)− (2 log(4)(n)− log(τ/2))
)
(1± o(1))
= 14 · τ log
(2)(n) ·
(
1− 2 log
(4)(n)− log(τ/2)
log(3)(n)
)
(1± o(1)).
Note, that the first error term is equivalent to (1− o(1)) and that (1± o(1)) ≤ 2 holds for n
large enough. Consequently, for sufficiently large n, we have E[|V (R)|] ≤ 1/2 · τ log(2)(n).
Since k > τ log log(n), it follows that g(n) = 1/(1 + ε)k is a valid upper bound on E[|V (R)|]
for any ε ∈ (0, 1). Therefore, we can apply the Chernoff bound in Corollary 3 to conclude
that
Pr[|V (R)| ≥ k] ≤ e−ε2/3g(n) = e−ε2/(3(1+ε))k.
Choosing ε = 1/2 then yields the claim. J
We are now ready to compute the expected number of vertices in all large narrow runs.
I Lemma 19. Let G be a hyperbolic random graph. Then, the expected number of vertices
in all large narrow runs is bounded by
E[N ] = O
(
τ · n · log(2)(n)
γ(n, τ) log(n)τ/18
)
.
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Proof. Let n′′ denote the total number of narrow runs. We can compute the number of
vertices in all large narrow runs, by summing over all narrow runs R1, . . . ,Rn′′ and discarding
the ones that are not large. That is,
N =
n′′∑
i=1
|V (Ri)| · 1|V (Ri)|>τ log(2)(n).
Consequently, the expected value of N is given by
E[N ] =
n′′∑
i=1
E
[
|V (Ri)| · 1|V (Ri)|>τ log(2)(n)
]
=
n′′∑
i=1
n∑
k=τ log(2)(n)+1
k · Pr[|V (Ri)| = k].
Lemma 18 now gives a valid upper bound on Pr[|V (Ri)| = k] for all i ∈ {1, . . . , n′′}.
Furthermore, the total number of narrow runs n′′ is bounded by the number of sectors n′.
Therefore, we obtain
E[N ] ≤ n′
n∑
k=τ log(2)(n)+1
k · e−k/18.
To obtain an upper bound, we replace the sum with an integral, which yields
E[N ] ≤ n′
∫ n
k=τ log(2)(n)
k · e−k/18 dk
= n′
[
−18e−k/18(k + 18)
]n
τ log(2)(n)
≤ n′
[
18e−τ/18 log
(2)(n)(τ log(2)(n) + 18)− 18e−n/18(n+ 18)
]
≤ 18n′ · τ log
(2)(n) + 18
log(n)τ/18 ,
where the last inequality holds since e−n/18(n+ 18) ≥ 0. Finally, according to Lemma 11 we
have n′ = 2n/γ(n, τ)(1± o(1)). Further simplification then yields the claim. J
This already shows that the expected number of vertices in all large narrow runs is
sublinear. To show that the actual number is not much larger, with high probability, we
apply a method of average bounded differences.
Concentration Bound on the Number of Vertices in Large Narrow Runs. Analogous
to the proof of Lemma 15 we consider N as a function of n random variables P1, . . . , Pn
representing the positions of the vertices in the hyperbolic disk. Again, we can bound the
deviation of N from its expected value, by bounding the maximum effect ∆i that changing
the position of a vertex i has on N , assuming that the positions of the previous i− 1 vertices
are fixed, and while assuming that a bad event B does not occur. Formally, we have to show
that for each i ∈ {1, . . . , n} and all values a1, . . . , ai and a′i it holds that
|E[N | P1 = a1, . . . , Pi = ai, B¯]− E[N | P1 = a1, . . . Pi−1 = ai−1, Pi = a′i, B¯]| ≤ ∆i.
In the worst case, there is a wide run R that contains all vertices and moving i out of R
splits it into two narrow runs. These still contain n− 1 vertices, which corresponds to the
change in N . However, this would mean that R consists of only few sectors (since it can be
split into two narrow runs) and that all vertices lie within the corresponding (small) area of
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the disk. Since the vertices of the graph are distributed uniformly, this is very unlikely. The
following lemma shows that the number of vertices in such a run R is at most logarithmic,
with high probability, allowing us to exclude the complementary as an unlikely bad event.
I Lemma 20. Let G be a hyperbolic random graph and let R be a run of at most 2w + 1
consecutive sectors. Then, |V (R)| = O(log(n)) holds with probability 1−O(n−2).
Proof. Recall that we divided the disk into n′ sectors of equal width. Since the angular
coordinates of the vertices are distributed uniformly at random, the probability for a given
vertex to a lie in R is given by
µ(R) ≤ 2w + 1
n′
= 2e
γ(n,τ) log(3)(n) + 1
n′
.
By Lemma 11 the total number of sectors is given as n′ = 2n/γ(n, τ)(1±o(1)). Consequently,
we can compute the expected number of vertices in R as
E[|V (R)|] ≤ nµ(R) =
(
eγ(n,τ) log(3)(n) + 1/2
)
γ(n, τ)(1± o(1)).
Substituting γ(n, τ) = O(log(log(2)(n)/ log(3)(n)2)), we can derive that
E[|V (R)|] ≤ O
 log(2)(n)
log(3)(n)2
log(3)(n) log
(
log(2)(n)
log(3)(n)2
) = O(log(2)(n)).
Consequently, it holds that g(n) = c log(n) is a valid upper bound for any c > 0 and large
enough n. Therefore, we can apply the Chernoff bound in Corollary 3 to conclude that the
probability for the number of vertices in R to exceed g(n) is at most
Pr[|V (R)| ≥ (1 + ε)g(n)] ≤ e−ε2/3g(n) = n−cε2/3.
Thus, c can be chosen sufficiently large, such that Pr[|V (R)| ≥ (1 + ε)g(n)] = O(n−2). J
We are now ready to apply a method of average bounded differences to show that the
number of vertices in large narrow runs is sublinear, with high probability.
I Lemma 21. Let G be a hyperbolic random graph. Then, with high probability, the number
of vertices in large narrow runs is bounded by
N = O
(
τ · n · log(2)(n)
γ(n, τ) log(n)τ/18
)
.
Proof. Recall that the expected number of vertices in all large narrow runs is given by
Lemma 19. Consequently, we can choose c > 0 large enough, such that for sufficiently large
n we obtain a valid upper bound on E[N ] by choosing
g(n) = c · τ · n · log
(2)(n)
γ(n, τ) log(n)τ/18 .
In order to show that N does not exceed g(n) by more than a constant factor, with high
probability, we apply a method of average bounded differences (Corollary 5). To this end, we
bound the maximum effect ∆i that changing the position of a vertex i can have on N . By
the above argumentation, this maximum effect is at most O(log(n)), under the assumption
that there exists no set of 2w + 1 consecutive non-empty sectors that contains more than
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O(log(n)) vertices. We exclude the complementary event as a bad event B. Consequently,
we have
∆ =
n∑
i=1
∆2i = O(n log(n)2).
For any c1 > 1, we can now bound the probability that N exceeds g(n) by more than a
factor c1 as
Pr[N > c1g(n)] ≤ e−2((c1−1)g(n))2/∆ + Pr[B]
= exp
−Θ
n2 ·( log(2)(n)
γ(n, τ) log(n)τ/18
)2 · 1O(n log(n)2)
+ Pr[B]
= exp
−Ω
n ·( log(2)(n)
γ(n, τ) log(n)1+τ/18
)2
+ Pr[B]
= exp
−Ω
n ·( log(2)(n)
log(3)(n) log(n)1+τ/18
)2
+ Pr[B],
where the last equality holds, since γ(n, τ) = O(log(3)(n)). By further simplifying the
exponent, we obtain Pr[N > c1g(n)] ≤ exp(−ω(log(n))). Therefore, we can derive that
Pr[N > c1g(n)] ≤ n−c2 + Pr[B] holds for any c2 > 0 and sufficiently large n. It remains to
bound Pr[B]. Recall that B denotes the event in which there exists a run of 2w + 1 sectors
that contains more than O(log(n)) vertices. By Lemma 20 the probability that this happens
for a given run is bounded by O(n−2). As there are at most n′ ≤ n runs, we can apply union
bound to derive that Pr[N > c1g(n)] ≤ O(n−1). J
4.3 The Complete Disk
In the previous subsections we determined the number of vertices that are greedily added
to the vertex cover in the inner disk and outer band, respectively. Before proving our main
theorem, we are now ready to prove a slightly stronger version that shows how the parameter τ
can be used to obtain a tradeoff between approximation performance and running time.
I Theorem 22. Let G be a hyperbolic random graph on n vertices with power-law exponent
β = 2α+ 1 and let τ > 0 be constant. Given the radii of the vertices, an approximate vertex
cover of G can be computed in time O(m log(n)τ + n log(n)), such that the approximation
factor is (1 +O(γ(n, τ)−α)) asymptotically almost surely.
Proof. Recall that the proposed greedy algorithm computes an approximate vertex cover on
hyperbolic random graphs by greedily adding vertices in order of increasing radius, removing
them from the graph, and solving components that are separated during the process exactly,
if their size does not exceed the threshold τ log log(n). Such components are then removed
from the graph as well.
Running Time. We start by sorting the vertices of the hyperbolic random graph in order
of increasing radius, which can be done in time O(n log(n)). Afterwards, we iterate the
vertices in that order and perform the following steps for each encountered vertex v. We
add v to the cover, remove it from the graph, and identify small connected components,
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i.e., components of size at most τ log log(n), that were separated by the removal. The first
two steps can be performed in constant time. Identifying and solving small components is
more involved. Note, that removing v can split the graph into at most deg(v) components,
each containing a neighbor u of v. Such a component can be identified by performing a
breadth-first search (BFS) starting at u. However, since we are only interested in small
components, we can stop each BFS as soon as it encounters more than τ log log(n) vertices.
The corresponding subgraph can contain at most (τ log log(n))2 edges. Therefore, a single
BFS takes time O(log log(n)2). Whenever a component of size at most nc = τ log log(n)
is found, we can compute a minimum vertex cover for it in time 1.1996nc · nO(1)c [30].
Since nO(1)c = O((e/1.1996)nc), this running time is bounded by O(enc) = O(log(n)τ ).
Consequently, the time required to process each neighbor (identifying and possibly solving
the corresponding component) is O(log(n)τ ). Since this step is potentially performed for all
neighbors of all vertices, we obtain the total running time T (n,m, τ) by summing over the
degrees of the vertices, which yields
T (n,m, τ) =
∑
v∈V
deg(v) · O(log(n)τ ) = O
log(n)τ ·∑
v∈V
deg(v)
 = O(m log(n)τ ).
Approximation Ratio. As argued before, we obtain a valid vertex cover for the whole graph,
if we take all vertices in VGreedy together with a vertex cover CExact of G[VExact]. Moreover,
all components in G[VExact] are solved optimally, which implies that |CExact| ≤ |COPT| for an
optimum COPT, since any minimum vertex cover for the whole graph induces a vertex cover
on G[V ′] for any vertex subset V ′ ⊆ V . Therefore, the approximation ratio is bounded by
δ ≤ 1 + |VGreedy||COPT| .
The number of vertices that are greedily added to the vertex cover, can be bounded by
adding the number of vertices in the inner disk I, as well as the numbers of vertices in the
outer band that are contained in the area W that is covered by wide runs and the area N
that is covered by large narrow runs. Therefore,
δ ≤ 1 + |V (I)|+ |V (W)|+ |V (N )||COPT | .
Upper bounds on |V (I)|, |V (W)|, and |V (N )| that hold with high probability are given by
Lemmas 10, 16, and 21, respectively. Furthermore, it was previously shown that the size of
a minimum vertex cover on a hyperbolic random graph is |COPT | = Θ(n), asymptotically
almost surely [7, Theorems 4.10 and 5.8]. We obtain
δ = 1 +O
 1
n
(
n
γ(n, τ)α +
τ3/4 · n
log(2)(n)1/4 · log(3)(n)1/2 +
τ · n · log(2)(n)
γ(n, τ) log(n)τ/18
)
= 1 +O
( 1
γ(n, τ)α +
τ3/4
log(2)(n)1/4 · log(3)(n)1/2 +
τ · log(2)(n)
γ(n, τ) log(n)τ/18
) .
Since γ(n, τ) = O(log(3)(n)), the first summand dominates and we obtain the claimed
bound. J
Note, that Theorem 22 is a generalized version of our main theorem, which we restate for
the sake of readability.
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I Theorem 9. Let G be a hyperbolic random graph on n vertices. Given the radii of the
vertices, an approximate vertex cover of G can be computed in time O(m log(n)), such that
the approximation ratio is (1 + o(1)) asymptotically almost surely.
Proof. By Theorem 22 we can compute an approximate vertex cover in time O(m log(n)τ ),
for τ > 0, such that the approximation factor is 1 +O(γ(n, τ)−α), asymptotically almost
surely. We obtain the claimed bound on the running time by choosing τ = 1. Furthermore,
it is easy to see that γ(n, 1) = ω(1). Finally, since α ∈ (1/2, 1), the resulting approximation
factor is (1 + o(1)). J
5 Experimental Evaluation
It remains to evaluate how well the predictions of our analysis on hyperbolic random graphs
translate to real-world networks. According to the model, vertices near the center of the
disk can likely be added to the vertex cover safely, while vertices near the boundary need to
be treated more carefully (see Section 3). Morever, it predicts that those can be found by
identifying small components that are separated when removing vertices near the center. Due
to the correlation between the radii of the vertices and their degrees, this points to a natural
extension of the standard greedy approach: While iteratively adding the vertex with the
largest degree to the cover, small separated components are solved optimally. To evaluate how
this approach compares to the standard greedy algorithm, we measured the approximation
ratios on a selection of 42 real-world networks from several network datasets [22, 26]. The
results of our empirical analysis are summarized in Table 1.
They confirm that the standard greedy approach already yields close to optimal approx-
imation ratios on all networks, as observed previously [8]. In fact, the “worst” approximation
ratio is only 1.049 for the network dblp-cite. The average lies at just 1.009.
Clearly, our adapted greedy approach always performs at least as well as the standard
greedy algorithm. In fact, for τ = 1 the sizes of the components that are solved optimally
on the considered networks are at most 3. For components of this size the standard greedy
approach already performs optimally. Therefore, the approximation performances of the
standard and the adapted greedy match in this case. However, the adapted greedy algorithm
allows for improving the approximation ratio by increasing the size of the components that
are solved optimally. In our experiments, we chose 10dlog log(n)e as the component size
threshold, which corresponds to setting τ = 10. The resulting impact can be seen in Table 1,
which shows the error of the adapted greedy compared to the one of the standard greedy
algorithm. This relative error is measured as the fraction of the number of vertices by which
the adapted greedy and the standard approach exceed an optimum solution. That is, a
relative error of 0.5 indicates that the adapted greedy halved the number of vertices by which
the solution of the standard greedy exceeded an optimum. Moreover, a relative error of 0
indicates that the adapted greedy found an optimum when the standard greedy did not. The
relative error is omitted if the standard greedy already found an optimum, i.e., there was
no error to improve on. For more than 69% of the considered networks (29 out of 42) the
relative error is at most 0.5 and the average relative error is 0.39. Since the behavior of the
two algorithms only differs when it comes to small separated components, this indicates that
the predictions of the model that led to the improvement of the standard greedy approach
do translate to real-world networks. In fact, the average approximation ratio obtained using
the standard greedy algorithm is reduced from 1.009 to 1.004 when using the adapted greedy
approach.
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Table 1 Approximation ratios of the standard greedy algorithm and our adapted greedy approach
on several real-world networks. In the adapted version, components of size at most 10dlog log(n)e
have been solved optimally (i.e., τ = 10).
Name Nodes Edges Standard Adapted Relative
Greedy Greedy Error
as-caida20071105 26475 53381 1.002 1.000 0.000
as-skitter 1696415 11095298 1.010 1.002 0.259
as-22july06 22963 48436 1.002 1.001 0.333
as20000102 6474 12572 1.003 1.000 0.000
p2p-Gnutella31 62586 147892 1.010 1.009 0.941
bio-yeast-protein-inter 1846 2203 1.006 1.003 0.500
topology 34761 107719 1.003 1.000 0.062
bio-CE-HT 2617 2985 1.016 1.004 0.231
bio-CE-LC 1387 1648 1.003 1.000 0.000
bio-DM-HT 2989 4660 1.017 1.006 0.353
bn-fly-drosophila_medulla_1 1781 8911 1.016 1.007 0.455
bn-mouse-kasthuri_graph_v4 1029 1559 1.006 1.000 0.000
ca-AstroPh 18771 198050 1.003 1.001 0.294
ca-cit-HepPh 28093 3148447 1.004 1.002 0.430
ca-cit-HepTh 22908 2444798 1.004 1.002 0.453
citeseer 384054 1736145 1.015 1.006 0.368
dblp-cite 12591 49620 1.049 1.044 0.914
com-amazon 334863 925872 1.011 1.002 0.186
com-dblp 317080 1049866 1.002 1.000 0.114
com-youtube 1134890 2987624 1.008 1.001 0.174
youtube-u-growth 3223585 9375374 1.009 1.001 0.170
youtube-links 1138494 2990287 1.008 1.001 0.174
advogato 5155 39285 1.013 1.007 0.517
digg-friends 279630 1548126 1.009 1.004 0.467
ego-gplus 23628 39194 1.000 1.000
ego-facebook 2888 2981 1.000 1.000
flixster 2523386 7918800 1.002 1.002 0.722
hyves 1402673 2777418 1.008 1.008 0.994
livemocha 104102 2193082 1.018 1.009 0.489
loc-gowalla 196591 950327 1.014 1.006 0.401
loc-brightkite 58228 214078 1.014 1.005 0.360
moreno_names 1773 9131 1.007 1.002 0.286
moreno_propro 1846 2203 1.008 1.003 0.400
munmun_twitter_social 465017 833540 1.000 1.000
petster-carnivore 623748 15695165 1.008 1.004 0.532
petster-friendships-cat 149684 5448196 1.009 1.005 0.556
petster-friendships-dog 426816 8543549 1.015 1.008 0.575
petster-friendships-hamster 1858 12533 1.014 1.009 0.700
soc-Epinions1 75879 405740 1.006 1.001 0.236
cfinder-google 15763 148585 1.008 1.008 0.970
web-Google 875713 4322051 1.009 1.003 0.346
wordnet-words 146005 656999 1.004 1.001 0.255
T. Bläsius, T. Friedrich, M. Katzmann 25
References
1 Faisal N. Abu-Khzam, Rebecca L. Collins, Michael R. Fellows, Michael A. Langston, W. Henry
Suters, and Christopher T. Symons. Kernelization algorithms for the vertex cover problem:
Theory and experiments. In Proceedings of the Sixth Workshop on Algorithm Engineering
and Experiments and the First Workshop on Analytic Algorithmics and Combinatorics, pages
62–69, 2004.
2 Takuya Akiba and Yoichi Iwata. Branch-and-reduce exponential/FPT algorithms in practice:
A case study of vertex cover. Theor. Comput. Sci., 609:211 – 225, 2016. doi:10.1016/j.tcs.
2015.09.023.
3 Eric Angel, Romain Campigotto, and Christian Laforest. Implementation and comparison of
heuristics for the vertex cover problem on huge graphs. In Experimental Algorithms, pages
39–50, 2012.
4 Thomas Bläsius, Philipp Fischbeck, Tobias Friedrich, and Maximilian Katzmann. Solving
Vertex Cover in Polynomial Time on Hyperbolic Random Graphs. In 37th International
Symposium on Theoretical Aspects of Computer Science (STACS 2020), pages 25:1–25:14,
2020. doi:10.4230/LIPIcs.STACS.2020.25.
5 Thomas Bläsius, Cedric Freiberger, Tobias Friedrich, Maximilian Katzmann, Felix Montenegro-
Retana, and Marianne Thieffry. Efficient Shortest Paths in Scale-Free Networks with Underlying
Hyperbolic Geometry. In 45th International Colloquium on Automata, Languages, and
Programming (ICALP 2018), pages 20:1–20:14, 2018. doi:10.4230/LIPIcs.ICALP.2018.20.
6 Marián Boguná, Fragkiskos Papadopoulos, and Dmitri Krioukov. Sustaining the internet with
hyperbolic mapping. Nature Communications, 1:62, 2010. doi:10.1038/ncomms1063.
7 Ankit Chauhan, Tobias Friedrich, and Ralf Rothenberger. Greed is Good for Deterministic
Scale-Free Networks. In 36th IARCS Annual Conference on Foundations of Software Technology
and Theoretical Computer Science (FSTTCS 2016), pages 33:1–33:15, 2016. doi:10.4230/
LIPIcs.FSTTCS.2016.33.
8 Mariana O. Da Silva, Gustavo A. Gimenez-Lugo, and Murilo V. G. Da Silva. Vertex
cover in complex networks. Int. J. Mod. Phys. C, 24(11):1350078, 2013. doi:10.1142/
S0129183113500782.
9 Devdatt P. Dubhashi and Alessandro Panconesi. Concentration of Measure for the Analysis
of Randomized Algorithms. Cambridge University Press, 2012.
10 Leah Epstein, Asaf Levin, and Gerhard J. Woeginger. Vertex cover meets scheduling. Al-
gorithmica, 74:1148–1173, 2016. doi:10.1007/s00453-015-9992-y.
11 Eric Filiol, Edouard Franc, Alessandro Gubbioli, Benoit Moquet, and Guillaume Roblot.
Combinatorial optimisation of worm propagation on an unknown network. International
Journal of Computer, Electrical, Automation, Control and Information Engineering, 1:2931 –
2937, 2007.
12 Tobias Friedrich and Anton Krohmer. On the diameter of hyperbolic random graphs. SIAM
J. Discret. Math., 32(2):1314–1334, 2018. doi:10.1137/17M1123961.
13 Guillermo García-Pérez, Marián Boguñá, Antoine Allard, and M. Serrano. The hidden
hyperbolic geometry of international trade: World trade atlas 1870–2013. Scientific Reports,
6:33441, 2016. doi:10.1038/srep33441.
14 Mikael Gast and Mathias Hauptmann. Approximability of the vertex cover problem in power-
law graphs. Theoretical Computer Science, 516:60 – 70, 2014. doi:10.1016/j.tcs.2013.11.
004.
15 Luca Gugelmann, Konstantinos Panagiotou, and Ueli Peter. Random hyperbolic graphs:
Degree sequence and clustering. In Automata, Languages, and Programming, pages 573 – 585.
Springer Berlin Heidelberg, 2012. doi:10.1007/978-3-642-31585-5_51.
16 George Karakostas. A better approximation ratio for the vertex cover problem. ACM Trans.
Algorithms, 5(4):41:1 – 41:8, 2009. doi:10.1145/1597036.1597045.
26 Approximating Vertex Cover on Networks with Underlying Hyperbolic Geometry
17 Richard M. Karp. Reducibility among combinatorial problems. In Proceedings of a Symposium
on the Complexity of Computer Computations, The IBM Research Symposia Series, pages 85 –
103. Plenum Press, New York, 1972.
18 Subhash Khot and Oded Regev. Vertex cover might be hard to approximate to within 2− ε.
J. Comput. Syst. Sci., 74(3):335 – 349, 2008. doi:10.1016/j.jcss.2007.06.019.
19 Marcos A. Kiwi and Dieter Mitsche. A bound for the diameter of random hyperbolic graphs. In
Proceedings of the Twelfth Workshop on Analytic Algorithmics and Combinatorics, ANALCO
2015, pages 26–39. SIAM, 2015. doi:10.1137/1.9781611973761.3.
20 Dmitri Krioukov, Fragkiskos Papadopoulos, Maksim Kitsak, Amin Vahdat, and Marián
Boguñá. Hyperbolic geometry of complex networks. Phys. Rev. E, 82:036106, 2010. doi:
10.1103/PhysRevE.82.036106.
21 Anton Krohmer. Structures & algorithms in Hyperbolic Random Graphs. doctoralthesis,
University of Potsdam, 2016.
22 Jérôme Kunegis. KONECT: The koblenz network collection. In International Conference on
World Wide Web (WWW), pages 1343 – 1350, 2013. doi:10.1145/2487788.2488173.
23 Frosso S. Makri, Andreas N. Philippou, and Zaharias M. Psillakis. Success run statistics
defined on an urn model. Advances in Applied Probability, 39(4):991–1019, 2007. doi:
10.1239/aap/1198177236.
24 Tobias Müller and Merlijn Staps. The diameter of kpkvb random graphs. Advances in Applied
Probability, 51:358–377, 2019. doi:10.1017/apr.2019.23.
25 Kihong Park and Walter Williger. The Internet As a Large-Scale Complex System. Oxford
University Press, Inc., 2005.
26 Ryan A. Rossi and Nesreen K. Ahmed. The network data repository with interactive graph
analytics and visualization. In Proceedings of the Twenty-Ninth AAAI Conference on Artificial
Intelligence, 2015. URL: http://networkrepository.com.
27 K. Subhash, D. Minzer, and M. Safra. Pseudorandom sets in grassmann graph have near-
perfect expansion. In 2018 IEEE 59th Annual Symposium on Foundations of Computer Science
(FOCS), pages 592–601, 2018.
28 Kevin Verbeek and Subhash Suri. Metric embedding, hyperbolic space, and social networks.
In Proceedings of the Thirtieth Annual Symposium on Computational Geometry, SOCG’14,
page 501–510, 2014. doi:10.1145/2582112.2582139.
29 André L. Vignatti and Murilo V.G. da Silva. Minimum vertex cover in generalized random
graphs with power law degree distribution. Theoretical Computer Science, 647:101–111, 2016.
doi:10.1016/j.tcs.2016.08.002.
30 Mingyu Xiao and Hiroshi Nagamochi. Exact algorithms for maximum independent set. Inf.
Comput., 255:126 – 146, 2017. doi:10.1016/j.ic.2017.06.001.
