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Summary
The goal of this Ph.D. project is to present selected challenges regarding facial
analysis within the fields of Human Biometrics and Human Genetics. In the
course of the Ph.D. nine papers have been produced, eight of which have been
included in this thesis.
Three of the papers focus on face and gender recognition, where in the gender
recognition papers the process of human perception of gender is analyzed and
used to improve machine learning algorithms.
One paper addresses the issues of variability in human annotation of facial
landmarks, which most papers regard as a static “gold standard”. However, we
document intra- and inter-operator variability associated with annotating these
landmarks, which is a valuable result for applications that are sensitive to such
variability.
One paper presents a comprehensive proof-of-concept study of the prediction of
facial characteristics based solely on genetic information, a new area that holds
great potential.
Two papers explore the connection between minor physical anomalies in the
face and schizophrenic disorders. Schizophrenia is a life long disease, but early
discovery and treatment can have a significant impact on the course of the
disease.
Finally, one paper presents a novel appearance model that is a fusion of the
active appearance models and the Riemannian elasticity framework.
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Resumé
Målet for denne afhandling er at præsentere udvalgte problemstillinger vedrørende
ansigtsanalyse inden for områderneMenneskelig Biometri ogMenneskelig Genetik.
Der er i løbet af dette ph.d.-studie blevet udarbejdet ni artikler, hvoraf otte er
inkluderet i denne afhandling.
De første tre artikler fokuserer på ansigts- og kønsgenkendelse. I artiklerne
omhandlende kønsgenkendelse analyseres det, hvordan mennesket opfatter og
analyserer køn, hvilket efterfølgende bruges til at forbedre maskinlæringsalgo-
ritmerne.
Den fjerde artikel diskuterer spørgsmålet om den variation, der er i menneskelige
annotation af ansigtslandmærker, som de fleste artikler betragter som en statisk
“guldstandard”. I artiklen belyser vi den interne og externe operatørvariation, der
er forbundet med annotering af disse landmærker. Dette resultat er værdifuldt
for de applikationer, som er følsomme over for denne variation.
Den femte artikel præsenterer et omfattende “proof-of-concept”-studie omkring
forudsigelsen af ansigtstræk udelukkende baseret på genetisk information. Dette
er et nyt område, der rummer et stort potentiale.
I de to følgende artikler udforskes det, om der er en sammenhæng mellem mindre
fysiske abnormiteter i ansigtet og skizofrene lidelser. Skizofreni er en livslang
sygdom, men tidlig opdagelse og behandling kan have en markant indflydelse på
sygdomsforløbet.
I den sidste artikel præsenteres en ny “appearance model”, som er en sam-
mensmeltning af de to metoder “active appearance models” og det “Riemannian
iv
elasticity framework”.
Preface
This thesis was prepared at the Image Analysis and Computer Graphics sec-
tion at the Department of Applied Mathematics and Computer Science at the
Technical University of Denmark (DTU). It was done in fulfilment of the re-
quirements for acquiring a doctor of philosophy degree (Ph.D.) within the topic
of image analysis. The project was funded by DTU.
The research presented in this thesis deals with facial analysis in two fields:
Human Biometrics and Human Genetics. The thesis consists of introductory
parts to both fields, overview of the applied methods, a technical description
of the software packages and hardware setups created for data collection and a
concluding part. Following the conclusion are the eight manuscripts prepared
during the course of the Ph.D. study.
The project has been supervised by Associate Professor Rasmus R. Paulsen
at DTU. The research has mainly been carried out at DTU but also at the
division of Central Nervous System diseases at deCODE Genetics, Iceland.
Lyngby, 1st of December-2013
Jens Fagertun
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Chapter 1
Introduction
Face analysis, in the form of face detection and face recognition, is a task so
innate to humans, that individuals do not even notice the extensive number of
times it is performed every day. From a very early stage the human brain is
capable of detecting facial features from limited amount of visual information.
Craig Mooney, a cognitive psychologist, discovered this in 1957 [116] by binary
facial images with very little visual information currently known as “Mooney
faces”. Such images are usually very hard to perceive as faces if viewed upside
down (see Figure 1.1).
Figure 1.1: Examples of “Mooney faces” turned upside down.
Courtesy of pics.stir.ac.uk.
2 Introduction
However, this ability to detect and extrapolate facial features from very little
amounts of visual clues also makes us see faces “everywhere”. A collection of
this phenomenon can be seen in Figure 1.2.
Figure 1.2: Phenomena in nature perceived as faces. Courtesy
of Bill Snell, ancient-wisdom.co.uk, Ranger
Rick magazine, NASA - The Viking Project
and Trond Blomlie.
Even though humans are experts in facial perception it is not yet fully under-
stood how this analysis is performed. For many years psychophysicists and
neuroscientists have been researching whether face recognition is done holisti-
cally or by local feature analysis, i.e., is face recognition done by looking at the
face as a whole or by looking at local facial features independently [15, 64]. It
is however clear that humans are only capable of holding one face image in the
mind at a given time. Figure 1.3 shows a classical illusion called “The Wife and
the Mother-in-Law", which was introduced into the psychological literature by
Edwin G. Boring. What do you see? A witch or a young lady?
In this thesis we work with facial analysis within the fields of Human Biomet-
rics and Human Genetics. The thesis starts with examining the human face
perception capabilities and use this in the field of Human Biometrics and then
it delves into the field of Human Genetics by researching the link between the
human genome and facial morphology. It should be mentioned that having some
knowledge in the fields of image analysis and genetics will make this work more
accessible for the reader. This work is highly interdisciplinary and it draws on
theory from multivariate statistics, numerical analysis, linear algebra, genet-
ics, computational geometry, computer science, etc. By covering such a broad
spectrum of topics this thesis will inevitably lack depth in some of the covered
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Figure 1.3: “The Wife and the Mother-in-Law" by Edwin G. Bor-
ing. What do you see? A witch or a young lady?
Courtesy of Danial Chandler.
domains. As a result, the treatment of particular topics may appear insufficient
to some. The author has sought to redeem this by providing pointers to relevant
literature sources.
1.1 Objectives
Because face analysis is such an intrinsic part of human interaction, it has
been studied in many fields from different perspectives. In computer science
face analysis has been conducted since the 1960’s and many face analysis and
face modeling techniques have been devised during this time, such as face
detection [157], active appearance models [33], eigen- [151], Fisher- [12] and
Laplacian-faces [79], etc. Face analysis is a big part of Human Biometrics and
lately it has begun to spread into the field of Human Genetics research. This
thesis presents novel work in facial analysis within the fields of Human Biomet-
rics and Human Genetics, trying to answer a few of the many missing links in
these fields.
The objectives of this thesis are to:
• Progress our understanding of biometric recognition based on facial data
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from a human point of view.
• Progress our understanding of the human genome with respect to facial
morphology.
• Assess the potential of detecting severe schizophrenic disorders from minor
physical anomalies in the face.
• Contribute to the construction of data sets containing both high resolution
3D scans and genotype data.
1.2 Thesis Overview
This thesis consists of three main parts: a part about biometric recognition, a
part about associations between the human genome and the face, and finally a
part about the software packages and hardware implementations constructed as
part of this work. Eight research papers have been produced and are found in
appendix. These papers, together with the work described in the implementa-
tion part, represent the major contribution of this thesis. The first two parts
serve as introduction and give historical perspective in order to motivate the
choices made in the papers. The papers are self-contained and can be read
independently. The rest of the thesis should be read in succession.
Part I Biometrics presents an introduction and historical perspectives to the
field of biometric recognition. It discusses the general biometric recogni-
tion process and the different considerations regarding biometric recog-
nition. Furthermore, it presents core methods used in the contributions
related to Human Biometrics.
Part II Genetics presents an introduction to Human Genetics and to Her-
itability of Schizophrenia for the unacquainted reader. It presents core
methods used in the contributions related to Human Genetics, such as
genome-wide association studies.
Part III Implementation documents the design and development of several
software packages and tools together with the design of hardware setups
for collecting 2D images and 3D facial scans.
Part IV Discussion and Conclusion presents a discussion of the work done
in this thesis and ends with concluding remarks.
Part V Appendices
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Appendix A explores an extension to the similarity based fisherfaces
algorithm with sparse Principal Component Analysis.
Appendix B introduces how human cognition can improve machine learn-
ing algorithms on low resolution texture data in a gender recognition
setup.
Appendix C describes how human cognition can improve machine learn-
ing algorithms on high resolution shape and texture data in a gender
recognition setup.
Appendix D describes the variability of human annotated facial land-
marks.
Appendix E introduces a new framework for understanding and predict-
ing facial characteristics based solely on genetic information.
Appendix F explores discrete facial feature of NRNX1 deletions carriers.
Appendix G identifies associations between minor physical anomalies in
the face and severe schizophrenic disorders.
Appendix H presents a fusion of the active appearance model and the
Riemannian elasticity framework, which yields a non-linear shape
model and a linear texture model.
1.3 Mathematical Notation
Throughout this thesis the following mathematical notations are used:
Scalar values are denoted with lower-case Latin or Greek letters:
x
Vectors are denoted with lower-case, bold Latin or Greek letters. In this thesis
only column vectors are used:
x = [x1, x2, . . . , xn]
T
Matrices are denoted with capital, non-italic bold Latin or Greek letters:
X =
[
a b
c d
]
The sample mean vector of a specific data set is denoted with lower-case, bold
Latin or Greek letters with a bar:
x¯
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1.4 Abbreviations
A list of the abbreviations used in this thesis can be found below:
AA Archetype Analysis.
AAM Active Appearance Models.
ASM Active Shape Model.
BMI Body Mass Index.
CIR Correct Identification Rate.
CNV Copy-Number Variation.
DBDS Danish Blood Donor Study.
DNA Deoxyribonucleic Acid.
EAM Active Elastic Appearance Model.
FAR False Acceptance Rate.
FIR False Identification Rate.
FRR False Rejection Rate.
GSR Gender Strength Regression.
GWAS Genome-Wide Association Study.
ICA Independent Component Analysis.
PCA Principal Component Analysis.
LDA Linear Discriminant Analysis.
MAF Minimum / Maximum Autocorrelation Factor Analysis.
Minor Allele Frequency.
MDL Minimum Description Length.
MPA Minor Physical Anomalies.
MRF Markov Random Field.
NMF Non-Negative Matrix Factorization.
PA Procrustes Analysis.
PDM Point Distribution Model.
SD Standard Deviation.
SNP Single-Nucleotide Polymorphism.
SPC Sparse Principal Component.
SPCA Sparse Principal Component Analysis.
SVM Support Vector Machine.
Chapter 2
Contributions
As part of this thesis eight contributions have been produced: one contribution
focuses on face recognition, two contributions focus on gender recognition, one
contribution on the variability of 3D facial landmarks, one contribution with the
ambitious goal of making a facial portrait from DNA, two contributions about
facial features associated with severe schizophrenic disorders and finally one
contribution describing the Elastic Appearance Models. They are introduced in
the following sections and can be found in full length in Appendix A, B, C, D,
E, F, G and H.
2.1 Sparse Similarity-based Fisherfaces
The author’s previous work [53, 68] was extended in Sparse Similarity-based
Fisherfaces [A]. Sparse Similarity-based Fisherfaces is a novel facial recogni-
tion algorithm that aims at mimicking the human ability to discriminate faces
by projecting the faces in a highly discriminative and easy interpretative way.
Pixel intensities are used by Sparse Principal Component Analysis and Linear
Discriminant Analysis to assign a one dimensional subspace projection to each
person belonging to a reference data set. Experimental results performed in the
public AR data set show that Similarity-based Fisherfaces in a sparse version
can obtain the same recognition results as the technique in a dense version using
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only a fraction of the input data.
Two distinct aspects from the contribution merit particular note:
Interpretation vs. performance. The idea of using SPCA in facial recogni-
tion is based on the construction of a basis of sparse facial components that
are more human understandable than the global structure of PCA. Here
the finding suggests that performance-wise PCA exhibits high robustness,
requires no tuning of parameters and there appears to be little or no gain
from using a more complex method. Interpretation-wise SPCA offers a
more understandable basis with local changes as opposed to the global
changes of PCA. Thus, the dimension reduction method should be chosen
depending on the application and whether performance or interpretation
is desired. Similar results are obtained when investigating other methods
such as NMF, AA and ICA. MAF appears to perform very similar to PCA.
Robustness to occlusions. In the contribution it is speculated whether or
not SPCA compared to PCA offers robustness to occlusions. This has
been investigated later by a student in [39] supervised by the author. The
project concluded that it does not appear to be the case.
2.2 Gender Recognition using Cognitive Model-
ing
In Gender recognition using cognitive modeling [B] we suggest to view the bio-
metric gender recognition problem from a cognitive modeling point of view. We
estimate a “gender strength” of frontal faces, which is a continuous class variable,
superseding the traditional binary class labeling. To incorporate this continuous
variable we suggest a novel linear gender classification algorithm, the Gender
Strength Regression. In addition, we use the gender strength to construct a
smaller but refined training set, by identifying and removing ill-defined train-
ing examples. We use this refined training set to improve the performance of
known classification algorithms. The human performance of gender recognition
on known data sets is reported, and surprisingly it appears to be a difficult
task for humans. Finally our results are reproduced on a data set of more than
40,000 public Danish LinkedIN profile pictures.
The following aspects from the contribution merit particular note:
Human cognitive performance. In time constrained test, where the test
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participants only were exposed to an image for 200ms, the performance
was about ∼ 20 per cent misclassified. The test participants reported that
they felt as if they were guessing most of the time, but this is clearly bet-
ter than guessing, which is a remarkable example of the human cognition
capability.
Training set quality. The results show that not only the volume of the train-
ing data is important but also the quality of the training data. This
important and interesting issue is not yet discussed very much in the lit-
erature. The presented method for identifying ill-defined training samples
is time consuming and probably not optimal. How to optimally determine
ill-defined training samples and more interestingly how to identify them
without an intensive user interaction is a topic open for further research.
Generalization performance. In order to see how the algorithms generalize
to unseen and unconstrained data, a huge data set of 40,692 images from
public Danish LinkedIN profiles was used. The results showed a drastic
reduction in false classifications when employing the training set without
ill-defined samples.
2.3 3D Gender Recognition using Cognitive Mod-
eling
Contribution [B] was extended in 3D Gender recognition using cognitive model-
ing [C]. Here we use 3D scans of human faces and compared to [B] we now look
at both the shape and the texture1. Furthermore, the scans were in higher reso-
lution than the images in [B]. As in [B] we estimate the “gender strength”. That
enables us to visualize some of the visual trends humans use when performing
gender classification and to construct a smaller but refined training set. Also
as in [B] we use this refined training set to improve the performance of known
classification algorithms.
The following aspects from the contribution merit particular note:
Discriminating power of shape and texture. When looking at the shape
and texture experiments in the contribution it is clear that texture holds
much more discriminating power than shape in gender recognition.
1The texture values are sampled the same place between individuals by means of point
correspondence.
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Humans are outperformed. Interestingly, with high resolution 3D facial scans,
standard machine learning algorithms such as LDA and SVM outperform
humans on data acquired in constrained environment. It remains to be
seen if this remains valid also in more unconstrained environments. This
is opposed to the results in [B] where human and machine performances
were similar.
Difference in human classification of male and female. Interestingly, both
in this contribution and in [B] there appears to be a clear difference if male
or female are wrongly classified. Females were more frequently classified
wrongly as males. The reason for this is not investigated in this work.
2.4 Variability of 3D Facial Landmarks
In Variability of 3D facial landmarks [D] a full facial 3D annotation procedure
is presented for a sparse set of manually annotated landmarks. Furthermore,
an extended set of manually annotated landmarks are analyzed with focus on
intra- and inter-operator variability. We then select a sparse set of landmarks
in order to construct dense correspondence of the 3D scans with a minimum of
point variance. Using the sparse set of landmarks, we minimize the point mean
variance. Finally, we provide a 3D full facial map as a reference for annotation
variation of other putative landmarks using this sparse landmark set.
The following aspects from the contribution merit particular note:
Inter- and intra-operator variability. In this study we analyze the inter-
and intra-operator variability of facial 3D landmarks.
Quality of dense point correspondence. We evaluate and visualize the qual-
ity of dense point correspondence from different sparse landmark selec-
tions.
Generalizability limitation. We used subjects that are Caucasian with Scan-
dinavian background, thus we cannot exclude that the variability of the
annotation landmarks is different for other ethnicities, e.g., the texture of
blonde eyebrows on light skin may be difficult to separate, whereas dark
eyebrows may not.
2.5 Correlation of Complex Polygenic Variations to Specific Holistic Facial
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2.5 Correlation of Complex Polygenic Variations
to Specific Holistic Facial Characteristics
In Correlation of complex polygenic variations to specific holistic facial charac-
teristics [E] a proof-of-concept study of the prediction of facial characteristics
based solely on genetic information is presented. Here for the first time we at-
tempt a holistic approach, where we correlate complex polygenic variations to
specific holistic facial characteristics across a population of 1,338 individuals by
finding a one-way mapping between a genome-wide statistical SNP model and
a facial statistical shape model. We show that it is possible to predict several
components in the facial statistical shape model from genetic data, where we
get a statistically significant correlation (Bonferroni corrected) between actual
and predicted values. For the best performing facial components we are able to
classify to simple facial archetypes better than random.
Two distinct aspects from the contribution merit particular note:
Proof-of-concept study. To our knowledge, this is the first study to show a
correlation of complex polygenic variations to specific holistic facial char-
acteristics.
Sample size. The signal strength is such that we have a moderate Pearson
correlation and perform better than random in classification experiments
(in the best cases). It is hard to conclude anything other than that we
see a signal in this proof-of-concept study, but it is unclear how strong
this signal can be with a larger cohort above the ∼ 1, 300 individuals we
currently are working with.
2.6 Discrete Facial Feature of NRNX1 Deletions
Carriers
In Discrete facial feature of NRNX1 deletions carriers [F] it is examined whether
there are specific facial traits for carriers of copy number variations in the
neurexin 1 gene. We focused on facial features, as previous studies have found
a general increase in minor physical anomalies in the face among patients with
schizophrenia and autism. Images from two unrelated families with members
affected by severe mental disorders with six carriers of deleterious mutations in
neurexin 1, and 605 unrelated healthy blood donors are analyzed using a Mann-
Whitney test. We found a nominal significant thicker upper lip, vermillion, and
12 Contributions
a smaller nose width of individuals carrying a deleterious mutation in neurexin
1 as compared with their relatives who do not carry deleterious mutations in
neurexin 1.
The following aspects from the contribution merit particular note:
Explorative study - novelty. To our knowledge, this is the first study to
show a discrete facial trait to be associated with deleterious NRXN1 mu-
tations.
Explorative study - small sample size. The study comprises of only a small
sample size and does not include replication of the findings in an indepen-
dent sample, which makes this study have insufficient statistical power.
Nevertheless, there are many indications for a true finding. For example,
the association was present when analyzing two independent families and
different generations, and the finding does not associate between family-
membership. Furthermore, the two families are quite unique and collection
of larger samples is very hard to accomplish.
2.7 Detection of Minor Physical Anomalies in the
Face Associated with Severe Schizophrenic
Disorders
In Detection of minor physical anomalies in the face associated with severe schiz-
ophrenic disorders [G] an objective analysis of the connection between minor
physical anomalies in the face and mental disorders within the schizophrenic
spectrum is presented. We use high resolution 3D scans to associate human un-
derstandable distances to the disorder. In a classification experiment we show
very good performance in distinguishing patients from controls. Finally, we
construct a “face map” that shows regions that associate with the schizophrenic
disorder spectrum.
The following aspects from the contribution merit particular note:
Association and performance. The experiments conducted in this work show
a strong association between control/patient status and several facial dis-
tances, the mouth being the most predominant with a p-value of 3.52 · 10−35.
The classification performance is shown to be as high as 87.4% when sep-
arating the controls from the patients.
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Extremal control sampling. The control cohort used in this study consists of
blood donors. Blood donors are more healthy than the average population,
thus reported results will probably be lower if exposed to data that include
samples from the general public.
Unknown patient sampling. The schizophrenic spectrum [1] is a syndrome,
which consists of a spectra of phenotypes and we cannot be sure if the
cohort we work with is representative. Moreover, the different diagnose
categories in the schizophrenic spectrum change over time and as diag-
nosing schizophrenia is a subjective process there can be subjective biases
in the diagnoses. All this indicates that our approach to look at the to-
tal schizophrenic spectrum is the correct way to perform analysis in the
patient/control setup.
Association face map. By using dense point correspondence we build a “face
map” which illustrates where on the face the minor physical anomalies
associated with schizophrenic disorders are likely to be located.
2.8 Elastic Appearance Models
In Elastic Appearance Models [H] we present a fusion of the active appearance
model (AAM) and the Riemannian elasticity framework, which yields a non-
linear shape model and a linear texture model – the active elastic appearance
model (EAM). The non-linear elasticity shape model is more flexible than the
usual linear subspace model, and it is therefore able to capture more complex
shape variations. This additional flexibility is due mostly to local rotation and
local translation invariance characteristics inherent to the model. In addition,
we introduce global scale invariance into the Riemannian elasticity framework,
which together with the local translation and local rotation invariance eliminate
the need for separate pose estimation. The new approach was tested against
AAM in three experiments: face labeling, face labeling with poor initialization
and corpus callosum segmentation. In all of the examples the EAM performed
significantly better than the AAM.
The following aspects from the contribution merit particular note:
Accuracy vs. efficiency. When assessing the differences between EAM and
AAM it can be argued that we have gained robustness and accuracy but
have lost efficiency compared to the AAM method.
Ground truth. The evaluation done in this work relies on using human anno-
tation as ground truth. As shown in [D] there can be a large inter/intra-
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operator variance in human annotations. Nevertheless, the potential bias
of the ground truth towards AAM or EAM was not investigated in this
work.
Matlab implementation. As part of this contribution we have provided an
AAM/EAM Matlab implementation that can be forwarded on request.
Chapter 3
Contributions in
Preparation
This chapter presents the contributions of the genetic part of this thesis, which
are not yet ready or are not suitable for publication at this time. In the follow-
ing, references are made to two data sets: the Danish cohort and the Icelandic
cohort. The Danish cohort consists of about 1,000 healthy and unrelated sub-
jects recruited among unpaid volunteers of the Danish Blood Donor Study [122].
The setup for recording the image data is described in Section 8.5. The Icelandic
cohort consists of about 1,300 individuals recruited at deCODE Genetics and
the setup for recording the image data is described in Section 8.3. The genetic
analysis (genotyping) is done by chip-typing with Illumina chips at deCODE
Genetics for both cohorts.
3.1 Facial Morphology Associated with PAX3,
TP63 and C5orf50
Together with the Institute for Biological Psychiatry1 and deCODE Genetics,
the author performed a replication study on two GWA studies of Facial Morphol-
1Mental Health Center Sct Hans, Copenhagen University Hospital
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ogy. Paternoster et al. [119] have reported a correlation between SNPs in the
TP63 and C5orf50 genes and two facial distances: “Distance between eyes” and
“Left eye to nasion”. Liu et al. [102] have reported a correlation between an SNP
in the PAX3 gene and the facial distance: “Nasion to mid-endocanthion”. The
“mid-endocanthion” is the middle point between the left- and right-endocanthion
(denoted left- and right-medial canthus in this work). A graphical representa-
tion of the points is shown in Figure 3.1. A summary of the results from [119]
and [102] that were used for replication is given in Table 3.1.
Article Gene SNP Phenotype n p-value
[119] TP63 rs17447439 Distance between eyes ∼ 3800 0.043∗
[119] C5orf50 rs6555969 Left eye to nasion ∼ 3800 0.031∗
[102] PAX3 rs7559271 Nasion to mid-endocanthion ∼ 1600 4 · 10−7
∗ Bonferroni corrected p-value.
Table 3.1: Summary of the results from [119] and [102] used for
replication.
The replication used SNP and frontal facial images from the Icelandic cohort. 32
participants were removed due to non-neutral facial expression, or non-frontal
face direction to the camera, resulting in a remainder of 1,306 participants. For
a replication there is no need to correct for multiple testing, so the statistical
significant threshold was set to 0.05.
3.1.1 Discussion
Unexpectedly, none of the phenotypes (distances) replicated, even though the
original signals reported in [102, 119] appeared strong and the studies used a
two-step approach with good power. The causes of non-replication can be many.
Two possibilities are the smaller sample size and/or possible noise in the face
distances. These should be addressed before concluding non-association. Hence,
at this point we are not writing a non-replication article.
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Figure 3.1: A graphical representations of the points used for
replication.
3.2 Facial Morphology of CNV Carriers
Together with deCODE Genetics, facial morphology analysis was performed
on CNV carriers (associated with schizophrenia) and controls in the Icelandic
cohort. This analysis included performing T-tests on the human understand-
able facial distances described in Section 7.4 and the CNV carriers status. The
strongest signal was found between the CNV 15q11.22 duplication2 and the
width of the face (H10) with a p-value of 0.0005. Even though this is a statisti-
cally significant result, we determined that the signal strength was not sufficient
for a publication at this point. As deCODE are continually gathering more sam-
ples we hope in the future to be able to conduct the analysis with a resulting
stronger signal. We are currently also working on the Danish cohort where we
have identified several CNV carriers in the cohort.
2Found to be associated with schizophrenia [143].
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3.3 GWAS on Facial Morphology
Together with the Institute for Biological Psychiatry and deCODE Genetics a
full GWAS was performed on the human understandable facial distances de-
scribed in Section 7.4 and about twenty million SNPs on the Icelandic cohort.
Here a correlation between Nasion point and upper lip (V19) and a cluster of
18 SNPs in the homo sapiens ceramide synthase genes was found to be genome-
wide significant (corrected for multiple testing), the strongest having a p-value of
1.59 · 10−11. In the deCODE setup, a p-value below 10−8 is considered genome-
wide significant. A Manhattan plot over the 174,000 most correlated SNPs over
all the genome is shown in Figure 3.2, which shows this very promising result.
However, a replication study on a new cohort has to be positive before deCODE
will release the finding for publication. This is due to the fact that GWAS are
prone to have low statistical power when smaller cohorts are used, and therefore
vulnerable to the “winner’s curse” that describes that the reported association
in smaller discovery studies can be exaggerated relative to the association found
in follow-up studies. To counter this problem either much more data needs to
be collected or a replication study needs to be performed.
A replication attempt has been made with the Institute for Biological Psy-
chiatry on the Danish cohort. The replication cohort (the Danish cohort) does
not have a similar setup as the original cohort (the Icelandic cohort). The orig-
inal cohort consists of 2D images and the Danish cohort consists of 3D scans.
Unfortunately the 3D did not replicate the 2D findings (p-value > 0.4). We
are currently on the lookout for a 2D cohort recorded under similar conditions
to make a replication attempt. The status at the time of writing is that this
finding cannot be published and thus, the SNP positions will not be reported
here.
3.4 Future Work
In this work substantial amount of data has been accumulated that could open
interesting research potential in future works. The following is a list of research
topics currently being explored together with the Institute for Biological Psy-
chiatry:
• Twin studies with schizophrenia
We have collected 14 twins, both monozygotic and dizygotic. Both concor-
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Figure 3.2: Manhattan plot over the 174,000 most correlated
SNP’s and facial distance V19. Points above the hor-
izontal line indicate genome-wide significance (10−8).
Note: chromosome 23 is the X chromosome.
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dant3 and the interesting discordant4 cases are present among the twins.
It is important to note that even though monozygotic twins have a very
similar genome it is not exactly the same [104]. Research into these twins
both from a facial morphology and from genetic aspects is very interesting.
• CNV carriers status association to facial morphology
Initial analysis of the Danish cohort with respect to CNVs associated with
increased risk of developing psychiatric disorders, such as: 1q21.1, 2p16,
3q29, 7q36.3, 15q11.2, 15q13.3, 16p13.11, 17q12, 22q11.2, 16p11.2 and
1q42.2 has been completed. It has shown at least seven of these CNV are
present in the Danish cohort.
• Genetic impact on facial morphology
We are continuing the research presented in this work on how genetic vari-
ation impacts facial morphology on the Danish cohort with high resolution
3D scans. At the time of writing additional samples are still being col-
lected with the software/hardware setups developed as part of this thesis.
Expanding the Danish cohort is of paramount importance to gain the sta-
tistical power needed to find associations in future research. Furthermore,
we will shortly start to collect samples from children with high risk of
developing schizophrenia.
3Both twins have schizophrenia.
4Only one of the twins have schizophrenia.
Part I
Facial Analysis
in a Biometric Context

Chapter 4
Biometrics
When using the word “biometrics” today, it is commonly understood as “hu-
man” biometrics. Historically, biometrics have been used within the field of
biostatistics, a portmanteau of biology and statistics. The term “biometrics” is
derived from the two Greek words “bio” that translates into ‘life’ and “metric”
that translates into ‘to measure’. In the remaining of this work we will adopt
the term biometrics to refer to human biometrics or biometric authentication
as Jain et al. [88] suggest it to be called.
4.1 History of Biometrics
The earliest recordings of biometrics are from around 29,000 BC when cavemen
would sign their drawings with handprints, see Figure 4.1. From these hand-
prints researchers have shown that both male and female artists painted these
images. In 500 BC Babylonian business transactions were signed in clay tablets
with fingerprints. In China about 200 BC thumb prints were also found on clay
seals.
The first documented biometric identification is by Henry Faulds, a British sur-
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Figure 4.1: The famous spotted horses are found in Pech Merle
cave in the Pyrenees of France (From around 25,000
BC). Courtesy of Sunday Observer.
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geon that during the late 1870s in the Tsukiji Hospital in Tokyo had developed
an early method for classification of fingerprints. In 1880 Faulds published his
results [59] and wrote a letter to Charles Darwin seeking to collaborate. Darwin,
being ill, had no desire for this and referred him to his cousin Francis Galton.
Galton showed at this time no interest in the letter from Faulds.
The French anthropologist Alphonse Bertillon devised in 1882 a system for bio-
metric classification called the Bertillon System1, where photographs and body
measurements were recorded, including height, reach, left foot, middle finger etc.
As criminals often gave different aliases each time they were arrested, Bertillon
tried to solve identification problem via this system. The Bertillon System was
quickly adopted and widely used in many countries. In the late 1880s Galton
started to doubt whether the Bertillon system was theoretically sound. At this
time Galton was pioneering the statistical formulation of correlation and re-
gression. He understood that body measurements are not independent, thereby
greatly reducing the number of possible combinations in the Bertillon System.
Galton started to look for alternatives to the Bertillon System and began to
look into fingerprint recognition. Galton published among other things a book
on fingerprints including a new classification system for fingerprints [62]. The
unique characteristics of fingerprints identified by Galton are known today as
minutiae, but are sometimes referred to as “Galton Details”.
In 1903 it was discovered that two persons can be nearly identical in the Bertillon
System. A man named Will West was processed into the federal Prison in Leav-
enworth, Kansas. It was discovered that he had a striking resemblance, see Fig-
ure 4.2, and thereby is nearly identical in the Bertillon System, to the inmate
known as William West, who was already incarcerated at Leavenworth2. After
this case, there was a quick decline in the popularity of the Bertillon System,
where fingerprint took over as the primary biometric identification system.
Figure 4.2: The William West and Will West Case at the Federal
Prison in Leavenworth, Kansas (1903). Courtesy of
crimescene-forensics.com.
1Also known as “Bertillonage”.
2It was later discovered that they where identical twin brothers.
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Other biometric systems and measures have since emerged, especially after the
invention of the computer. The field has grown immensely the last 20 years to
the point where we today have facial and fingerprint recognition embedded in
commercial computers, phones and cameras. Moreover, it is possible in certain
airports to perform check-in via the iris.
Today many countries collect biometric databases and to some extent embed
biometric information in passports, where USA is a leading player. However,
the largest biometric database in the world today is “Aadhaar”, a program under
the Unique Identification Authority of India with the ambitious goal of even-
tually providing reliable national ID documents for most of India’s 1.2 billion
residents. So far 200 million fingerprint-, face- and iris-biometrics have been
recorded with an extra 400 million planned recorded by the end of 2014.
4.2 Elements of Biometrics
What biological measurements qualify as a biometric? Jain et al. [89] answers
this by stating that any human characteristic can be used as a biometric char-
acteristic as long as it satisfies the following requirements:
Universality each person should have the characteristic.
Distinctiveness any two persons should be sufficiently different in terms of
the characteristic.
Permanence the characteristic should be sufficiently invariant (with re-
spect to the matching criterion) over a period of time.
Collectability the characteristic can be measured quantitatively.
In a practical biometric system there are also a number of other issues that
should be considered, including:
Performance which refers to the achievable recognition accuracy and speed,
the resources required to achieve the desired recognition ac-
curacy and speed, as well as the operational and environ-
mental factors that affect the accuracy and speed.
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Acceptability which indicates the extent to which people are willing to
accept the use of a particular biometric identifier (charac-
teristic) in their daily lives.
Circumvention which describes the robustness of the biometric characteris-
tic to various fraudulent methods and attacks to the system.
In Table 4.1 a comparison of various biometric characteristics over these require-
ments can be seen. It is important to stress that the grading is based on the
perception of Jain et al. [89].
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DNA H H H L H L L
Ear M M H M M H M
Face H L M H L H H
Facial thermogram H H L H M H L
Fingerprint M H H M H M M
Gait M L L H L H M
Hand geometry M M M H M M M
Hand vein M M M M M M L
Iris H H H M H L L
Keystroke L L L M L M M
Odor H H H L L M L
Palmprint M H H M H M M
Retina H H M L H L L
Signature L L L H L H H
Voice M L L M L H H
Table 4.1: Comparison of various biometric characteristics based
on the perception of Jain et al. [89]. High, medium and
low are denoted by H, M and L, respectively. Redacted
from [89].
In biometrics distinction is made between physical, behavioral and adhered hu-
man characteristics. These characteristics are in turn grouped into biometrics
and soft biometrics, where soft biometrics are characteristics that cannot de-
scribe identity single-handedly. A non-exhaustive list of biometric characteris-
tics is given in Table 4.2.
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Characteristics
type Biometrics Soft biometrics
Physical
DNA, ear, face, finger-
print, palmprint, iris,
retina, odor, face and
hand thermograms, face
and hand vein patterns.
gender, height, weight,
hand geometry, skin
color, eye color, hair
color, presence of beard,
presence of moustache.
Behavioral signature, voice. gait, keystroke.
Adhered human clothes color, tattoos,
branding, accessories.
Table 4.2: Biometric characteristics grouped into physical, be-
havioral and adhered human characteristics.
4.3 Biometric Recognition Tasks
The three primary biometric recognition tasks are:
• Verification (authentication) - Am I who I say I am? (one to one search)
• Identification (recognition) - Who am I? (one to many search)
• Watch list - Are you looking for me? (one to few search)
Different schemes can be applied to perform the three tasks described above.
Which scheme is to be used depends on the nature of the application.
4.3.1 Verification
The verification task is aimed at applications requiring user interaction in the
form of an identity claim, e.g., access applications.
The verification test is conducted by dividing persons into two groups:
• Clients - people trying to gain access using their own identity.
• Imposters - people trying to gain access using a false identity, i.e., an
identity known to the system but not belonging to them.
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The percentage of imposters gaining access is reported as the False Acceptance
Rate (FAR) and the percentage of clients rejected access is reported as the False
Rejection Rate (FRR) for a given threshold. An illustration of this is displayed
in Figure 4.3.
Figure 4.3: Relation of False Acceptance Rate (FAR) and False
Rejection Rate (FRR) with the distribution of clients
and imposters in a verification scheme. A) Shows
the imposters and clients populations in terms of the
score (high score means high likelihood of belonging
to the client population). B) The associated FAR
and FRR curves. The Equal Error Rate (EER) is
where the FAR and FRR curves intersect and gives
the threshold value for the best separability of the
imposter and the client classes.
4.3.2 Identification
The identification task is mostly aimed at applications not requiring user inter-
action, e.g., surveillance applications.
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The identification task works from the assumption that all faces in the test are of
known persons. The percentage of correct identifications is then reported as the
Correct Identification Rate (CIR), whereas the percentage of false identifications
is reported as the False Identification Rate (FIR).
4.3.3 Watch List
The watch list task is a generalization of the identification task which includes
unknown people. The watch list task is similarly to the identification test re-
ported in CIR or FIR, but can have FAR and FRR associated with it to describe
the sensitivity of the watch list.
4.4 The Process of Biometric Recognition
All different biometric characteristics have the same “process of recognition”.
This is essentially a pattern recognition problem preformed on the data modal-
ity that best captures the biometric characteristic. The “process of recognition”
usually3 consist of four steps, as shown in Figure 4.4: detection (localization),
preprocessing, feature extraction and feature matching. These steps are de-
scribed in the following.
Detection
Database of
enrolled
individuals
Preprocessing Feature
Extraction
Feature
Matching
Raw input data
Biometric
characteristic
location
Standardized
data in the region
of the biometric
characteristic
Feature
vector
ID
Figure 4.4: The four general steps in biometric recognition.
Detection The aim of the detection step is localization of the
biometric characteristic(s) in the data.
3Depending on the biometric characteristic changes can be introduced to tailor the perfor-
mance to a specific application.
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Preprocessing The aim of the preprocessing step is to normalize the
coarse detection of the biometric characteristic(s), so
that a robust feature extraction can be achieved.
Feature Extraction The aim of feature extraction is to extract a compact
set of interpersonal discriminating features.
Feature Matching Feature matching is the actual recognition process.
The feature vector obtained from the feature extrac-
tion is matched to classes (such as individuals, gender,
etc.) already enrolled in a database. The matching
algorithms vary from the fairly simple Nearest Neigh-
bor to advanced schemes such as Neural Networks.
4.5 Biometric Recognition Considerations
In any biometric system a number of common considerations have to be ad-
dressed. In the following some of these are described. Within this work the
“Curse of dimensionality”, described in Section 4.5.2, is considered as one of the
most important among them.
4.5.1 Strength of the Biometric Feature
An initial overview of the strength of different biometric characteristics has
already been given in Table 4.1. However, depending on the application at hand
some issues need to be addressed with respect to the strength of the system.
4.5.1.1 Biometric Spoofing
Biometric spoofing is the act of a malicious imposter (actively trying to circum-
vent the system), trying to defeat the biometric system through the introduction
of fake biometric samples. This is usually performed by artificially created bio-
metric characteristic such as: image or video recordings of a face or iris, artificial
rubber fingers, voice recordings, etc. Ways of limiting such spoofing include:
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• Liveness detection based on recognition of physiological activities as signs
of life (head/eye/pupil movement, eye blinking, finger perspiration, etc.).
• Introducing challenge-response mechanisms that are difficult to pre-record.
• Human supervision of the biometric verification process.
4.5.1.2 Multi-modal Biometrics
Some biometrics are easily copied (face, iris, voice, fingerprint, etc.). Here multi
modal biometrics are very good at limiting the possibility for impersonating
other persons, by requiring more than one biometric characteristic to accept an
ID-verification. Even soft biometrics can be included into the system, such as
in [130, 133].
4.5.2 High Dimensional Input Space and Small Sample
Size
A problem associated with biometric recognition is the high dimensional input
space (2D/3D image domain, DNA sequence, etc.) and the usually small sam-
ple size of individuals. A DNA sequence has in total 3 billion highly correlated
data variables, a 2D image consisting of HD quality (1920 × 1080 pixels) can
be treated as a point that resides in a 2,077,600-dimensional space.
This problem has led to the introduction of the term “Curse of dimensional-
ity”, which was first coined by Richard Bellman in 1961 [13] by this quote:
In view of all that we have said in the forgoing sections, the many
obstacles we appear to have surmounted, what casts the pall over our
victory celebration? It is the curse of dimensionality, a malediction
that has plagued the scientist from the earliest days.
In [145] Steinbach et al. note that:
The issue referred to in Bellman’s quote is the impossibility of
optimizing a function of many variables by a brute force search on
a discrete multidimensional grid. (The number of grids points in-
creases exponentially with dimensionality, i.e., with the number of
variables.) With the passage of time, the “curse of dimensionality”
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has come to refer to any problem in data analysis that results from
a large number of variables (attributes).
This means that today the “Curse of dimensionality” also refers to the issue
caused by the rapid increase in “volume” associated with adding extra dimen-
sions to a space. It follows that in a high dimensional space data will be sparse,
as it is not feasible to add data samples at an exponential rate.
In classification problems, where we want to “learn the nature of” (predict)
our data from a finite number of data samples in a high dimensional space, an
enormous amount of training data is required to ensure that we sample the dis-
tribution of data correctly. This gives rise to the Hughes phenomenon or Hughes
effect [85], which explains that with a fixed number of training samples the pre-
dictive power reduces as the dimensionality increases, as seen in Figure 4.5.
Figure 4.5: The Hughes phenomenon: with a fixed number of
training samples the predictive power reduces as the
dimensionality increases.
A different way to look at this is the following. When the dimensionally is grow-
ing the data samples density will become more and more sparse. This is easily
understood by the following example. Consider that we want to uniformly sam-
ple the unit line 10 times. If we add another dimension, then we need to sample
102 times to perform the same dense sampling of the unit square. In the unit
cube (3D) this grows to 103 and so forth. If we do not add data samples, then the
data sample density must go down (become more sparse) at an exponential rate.
Another very interesting property of high dimensional space is that the Eu-
clidian distance and data placement become “counter intuitive”. Consider the
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equation for the volume of a hyper-sphere [70]
Vn(r) =
2rnpin/2
nΓ(n2 )
, (4.1)
where Γ is the Gamma function
Γ(z) =
∫ ∞
0
tz−1e−tdt. (4.2)
Imagine we place two hyper-spheres A and B with the same center with radius
a and b, where b = a+ ξ (a 2D representation is shown in Figure 4.6).
a
ξ
Figure 4.6: Two hyper-spheres with the same center with radius
a and b = a+ ξ.
The volume of the crust “ξ” is now defined as
Vn(crust) =
(
1− Vn(a)
Vn(b)
)
Vn(b). (4.3)
The volume ratio of the two hyper-spheres A and B can be simplified in this
way
Vn(a)
Vn(b)
=
2(b−ξ)npin/2
nΓ(n2 )
2bnpin/2
nΓ(n2 )
=
(b− ξ)n
bn
=
bn
(
1− ξb
)n
bn
=
(
1− ξ
b
)n
. (4.4)
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It is now clear that even if ξ is very small, the ratio will go towards zero in a
high dimensional space. Then from Equation 4.3 follows the conclusion: “All
the volume is in the crust!”4. This indicates that a local neighborhood in higher
dimensions is no longer local. Beyer et al. [14] also concludes that under certain
conditions the distances between a data point and the rest of the date points
will be the same in high dimensional space leaving distance algorithms such as
the Nearest Neighbor very ineffective.
One of the most used methods to counter the effect of the “Curse of dimension-
ality” is dimensionality reduction. As noted by [26, 28, 165], for most practical
applications, data variables in a high dimensional input space will be (highly)
correlated. In this case each input variable contributes only little (or nothing)
to the structure of the data that is interesting for the given application. Thus,
the problem of dimensionality reduction is to find a mapping from the high
dimensional input space to a lower, compact subspace given by
F (x) : Rh → Rn (4.5)
where n h. In this subspace the problems described above will be much less
prominent.
It should also be noted that in some respects there is a counterpart concep-
tion of “Blessing of dimensionality”, that refers to some of the positive elements
of going towards high dimensional space. This is beyond the scope of this the-
sis. A good starting point for further reading is the overview given by Donoho
in [43].
4.6 Discussion
How to exactly tailor the biometric recognition pipeline is determinated by the
specifications for the application or device it is being developed for. Questions
such as “do we expect malicious users?” or “is the application to be used in a
controlled environment?” should be thoroughly examined to design the appli-
cation which will result in the best possible performance. A recent example of
a consumer biometric recognition application is the new iPhone TouchID fin-
gerprint recognition. The security of this system was broken (spoofed) within
48 hours of the new iPhone release, indicating that this system should not
4It can be noted that “All the volume of the crust” also can be infinitely small when going
towards very high dimensions.
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guard access to safes or doors. Nevertheless, it is still safer than its four digit
predecessor, assumably faster and more user-friendly. This shows that the ap-
plication’s/device’s security, user-friendliness, etc. should be tailored to the user
requirements.
In this work we will look only at the core of the biometric recognition pro-
cess, not taking into account specification issues such as malicious users, user-
friendliness, etc. Special emphasis will be put on dimension reduction / feature
extraction in the subsequent chapters.
Chapter 5
Methods
In this chapter core methods used in the contributions in this biometric part of
the thesis are presented. The methods and contributions from the biometric part
of this thesis deal with the last two steps in the biometric recognition process,
described in Section 4.4, namely Dimension Reduction (Feature Extraction) and
Classification (Feature Matching).
5.1 Dimension Reduction
In most practical cases a high dimensional data set will reside on a lower di-
mensionality manifold with respect to the problem/application at hand. This
embedded manifold has dimensionality d and is called the data set’s intrinsic di-
mensionality. Unfortunately, neither the intrinsic dimensionality nor the geom-
etry of this embedded manifold is known, which makes dimensionality reduction
an ill-posed problem that can only be solved by assuming certain properties of
the data. Dimension reduction is therefore the task of learning the underling
manifold. When the manifold is found it can be used for different purposes such
as:
• Low dimension data representation: In the case of having a high dimen-
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sionality data sample a compression of the data can be performed with
little or no loss.
• Visualizing the intrinsic degree of freedom of the data: As it is shown in
the contributions in Appendix B and C, it is possible to visualize what is
captured in one or more dimensions on the manifold in the original input
space.
• Data preprocessing: As discussed in Section 4.5.2 many methods perform
better in lower dimensional space and dimensionality reduction is widely
used in machine learning and pattern recognition algorithms.
Many different dimensionality reduction techniques has been proposed in the
literature. These techniques are normally grouped into linear or non-linear.
Sometimes they are also grouped into whether they preserve the global or the
local structure of the data. In Table 5.1 selected dimensionality reduction tech-
niques are shown.
Preserving Technique Method
Global Structure
Linear
Linear Discriminant Analysis
Principal Component Analysis
Non-linear
Kernel Linear Discriminant Analysis
Kernel Principal Component Analysis
Local Structure
Linear Locality Preserving Projections
Non-linear
Isomap
Laplacian Eigenmap
Table 5.1: Dimensionality reduction methods.
In the following the different dimensionality reduction techniques used in this
work are presented. It can be noted that Linear Discriminant Analysis can be
thought of both as a dimensionality reduction method and as a classification
method. For the techniques not used in this work we direct the reader to [23,
65, 153] for a good overview.
5.1.1 Principal Component Analysis
Principal Component Analysis (PCA), also known as Karhunen-Loève transfor-
mation, is a linear transformation which captures the variance of the input data.
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The coordinate system in which the data resides is rotated by PCA, so that the
first-axis is parallel to the highest variance in the data (in a one-dimension pro-
jection). The remaining axes can be explained one at the time as being parallel
to the highest variance of the data, while all axes are constrained to be orthog-
onal to all previous found axes. PCA is an unsupervised method that is widely
used in data analysis, where the first-axis will contain the highest variance, the
second-axis contains the second highest variance and so on. An example in two
dimensions is shown in Figure 5.1.
Figure 5.1: An example of PCA in two dimensions, showing the
PCA axis that maximizes the variation in the first
principal component: PCA 1.
The basis axes of PCA are given by the eigenvectors of the covariance matrix
of the data1
ΣXˆΦXˆ = ΦXˆΛXˆ, (5.1)
where ΣXˆ is the covariance matrix, ΦXˆ the eigenvectors and ΛXˆ the diago-
nal matrix containing the corresponding eigenvalues. A more comprehensive
overview of PCA and how to calculate it has been provided by the author of
this thesis in [50], where the computational issue of PCA in a high dimensional
space of dimension k is addressed. The computational issue of PCA arises from
the fact that PCA is calculated from the covariance matrix that is a square
1More efficient algorithms exist to calculate the PCA from the singular value decomposi-
tion. However, these will not be discussed further in this work.
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matrix with size k × k. This problem is very hard to solve when k gets big.
However, it is possible to calculate the eigenvectors of the non-zero eigenvalues
from a much smaller2 matrix with size n×n, where n is the number of samples
in the data set [36].
5.1.2 Sparse Principal Component Analysis
Sparse Principal Component Analysis (SPCA) is an extension to PCA where
the new basis is sought sparse (contains many zeros in the SPCA basis vectors)
by sacrificing basis orthogonality. Depending on how the sparse basis vectors
are obtained these can be more or less orthogonal. There are different ways to
formulate the SPCA objective function [90, 171], where the simplest is thresh-
olding the original PCA basis vectors and setting small contributions (under the
threshold) to zero in the PCA basis vectors. In this work we use the generalized
power method described in [90] with objective function
φ`0(γ) = max
x∈SP
n∑
i=1
[(aTi x)
2 − γ]+, (5.2)
where [. . .]+ truncates all negative values to zero, SP refers to a point on the
unit hypersphere, n is the number of variables in each sample, and γ is the
sparsity parameter. The γ parameter controls the sparsity of the SPCA solution
between the two extremes: a full PCA and the zero solution. It depends on the
application whether sparsity or explained variance is preferred.
Equation 5.2 yields a single Sparse Principal Component (SPC). In order to
obtain more than one SPC, (5.2) is used iteratively by means of deflation. De-
flation is obtained as follows. When a new SPC is obtained its variation is
removed from the sample variance before obtaining the next SPC. The advan-
tage of this is that the resulting SPC number k will be nearly orthogonal to the
k − 1 previously computed SPCs.
5.1.3 Other Methods
During this work the following other methods for representing facial data have
been investigated: Independent Component Analysis (ICA), Archetype Analy-
sis (AA), Non-Negative Matrix Factorization (NMF) and Minimum/ Maximum
2Assuming we have less number of samples in the data set than the dimension of the data.
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Autocorrelation Factor analysis (MAF). All of these methods are well estab-
lished and have multiple uses. However, none of these methods was used in
the contributions produced as part of this thesis, as it was found that they pro-
duced similar or worse results compared to PCA. PCA appears to be very robust
when seeking to represent data in a compact format for further investigation by
other algorithms. The fact that PCA in this work preformed best should not
be taken as it is better than the other algorithms, since its performance is very
application-specific and in other setups PCA might not be the best choice. A
short description of the four algorithms is listed in the following:
ICA finds a statistically independent basis. This makes it ideal for unmix-
ing a mixed source, such as the well known “cocktail party problem”.
AA makes a new basis by representing each individual data sample as a
mixture of archetypes. The resulting archetypes are the extreme data
samples that encapsulate the data set in a convex hull.
NMF produces a basis which compared to most other methods does respect
the non-negativity structure of the original data. Furthermore, NMF
produces a basis that represents local components of the original data.
MAF takes into account the spatial nature of data. The MAF transform
minimizes the autocorrelation so that the resulting basis is ordered by
the minimum autocorrelation between neighboring pixels.
5.2 Classification
Classification is the task of assigning the correct label/class to an unknown
sample. In this work two classification algorithms are used namely Linear Dis-
criminant Analysis (LDA) and Support Vector Machine (SVM).
5.2.1 Linear Discriminant Analysis
Linear Discriminant Analysis is a linear transformation. It is a supervised
method, which implies that all training-data samples must be associated (man-
ually) with a class. LDA maximizes the between-class variance as well as mini-
mizes the within-class variance. A 2D example of LDA is shown in Figure 5.2.
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Figure 5.2: An example of LDA in two dimensions, showing the
LDA axis that maximizes the separation between the
classes and minimizes the variation inside the classes.
LDA uses the Fisher criterion that minimizes the within-class variance while
maximizing the between-class variance. The objective function for LDA is
max
W
WTSBW
WTSWW
, (5.3)
where the SB is a matrix describing the between-class variance and the SW is
a matrix describing the within-class variance.
In biometric applications SW is nearly always singular. This is due to the fact
that the rank of SW is at most n − c (the number of training samples minus
the number of classes), where n usually is much smaller than the number of
pixels in each image. In order to overcome that SW is singular a PCA is usually
performed3 on the images prior to LDA, which removes redundancy and makes
the data samples more compact.
A more comprehensive overview of LDA has been provided by the author of this
work in [50].
3Normally capturing between 95% to 99% of the variance.
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5.2.2 Support Vector Machine
Support Vector Machine is a binary classifier. Similar to LDA it is a supervised
method that requires labeled training data to find a decision boundary. SVM
maximizes the margin of the decision boundary. A 2D example of a SVM is
shown in Figure 5.3, where a hyperplane that separates the classes exists.
x
y
Class 2
Class 1
w
b
w
Margin
Figure 5.3: An example of SVM in two dimensions showing the
SVM hyperplane that maximizes the margin between
the classes. The circled data points are the support
vectors.
The hyper plane that separates the classes can be formulated as
xw + b = 0, (5.4)
where w is normal to the hyperplane and b‖w‖ is the perpendicular distance from
the hyperplane to the origin. The two hyperplanes that make up the margin
between the two classes can be formulated as
xiw + b ≤ 1 for xi ∈ class one, (5.5)
xiw + b ≥ 1 for xi ∈ class two. (5.6)
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It is clear that the two hyperplanes lie |1−b|‖w‖ and
|−1−b|
‖w‖ from the origin. This
results in a margin with a width of 2‖w‖ . To maximize the width of the margin
‖w‖ must be minimized, giving the objective function of SVM
min ‖w‖ s.t. yi(xiw + b)− 1 ≥ 0 ∀i, (5.7)
where the last term is a combination of equation 5.5 and 5.6, yi is the class label
so that yi ∈ {−1, 1}. This can be turned into a convex quadratic optimization
problem with the use of Lagrange multipliers. SVM can also be extended with
the concept of “soft margins” that allows for the case where there are no hyper-
planes that can perfectly separate the data. For a more in-depth description of
SVM the author recommends [22, 78] for further reading.
5.3 Discussion
Many of the methods described in this chapter can be extended to a non-linear
form by the “kernel trick” [3]. The kernel trick is a way of mapping data from the
input space into a very high dimensional space (possibly infinite) and down to
an inner product space without having to compute the mapping to the very high
dimensional space explicitly. This gives us the possibility to use linear methods
that will behave similar to non-linear methods in the original input space. An
overview of how to use the kernel trick on LDA has been provided by the author
of this thesis in [50]. It is important to note that the use of the “kernel trick”
requires parameter tuning, and finding the optimal parameters is not a trivial
problem to solve. Non-linear methods can also lead to overfitting when the
number of samples is small compared to the input space. In the contributions
in this work both linear and non-linear methods are used with an emphasis on
the linear methods, as these require less or no tuning and are easier to compare.
Furthermore, for most cases it is impossible to prove that the tuning parameters
of a non-linear method have been chosen optimally.
Depending on the data, the differences between the solutions of LDA and SVM
can be very subtle. This effect can be seen in contribution [B] where the per-
formance is very similar. However, this is not always the case and even though
SVM is among the most popular classifier algorithm at the moment in the liter-
ature, it will not always be the optimal solution to a problem. Which classifier
or kernel should be employed depends greatly on the nature of the data.
Part II
Facial Analysis
in a Genome-Wide Context

Chapter 6
Human Genetics
This chapter presents a general introduction into specific concepts within the
field of Human Genetics that are used further in this work. The concepts
are presented in an easy-digestible form with focus on their relation to facial
morphology. For a more thorough description of the field of Human Genetics
we direct the reader to ENCODE, the Encyclopedia of DNA Elements, that is
a project funded by the National Human Genome Research Institute to identify
all regions of transcription, transcription factor association, chromatin structure
and histone modification in the human genome sequence. The information is
easily accessible trough the Nature ENCODE explorer at
http://www.nature.com/encode/.
6.1 Introduction to Human Genetics
The human genome is the complete set of human genetic information which is
copied and inherited across generations. In the nucleus of every human cell is a
copy of the genome. The entirety of our hereditary information is stored in the
genome. The genome consists of 23 pairs of chromosomes (44 autosomes and
2 sex-chromosomes). The chromosomes are numbered from 1 to 22 according
to size, where chromosome 1 is the longest. The sex-chromosomes are labeled
X and Y, where women have two identical X chromosomes and men have one
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X and one Y chromosome. Every chromosome consists of one long polymer of
deoxyribonucleic acid (DNA) in the well known double helix structure, as seen
on Figure 6.1. The chromosomes consist of two arms (parts), a short and a long
arm, denoted p and q respectively, where the DNA polymer is tightly packed.
The genetic information of DNA is encoded along the double helix structure
via four nucleotides: guanine, adenine, thymine, and cytosine. The elements of
this encoding are called a base pair and have to be one of four configurations:
guanine-cytosine, cytosine-guanine, adenine-thymine and thymine-adenine as
seen on Figure 6.2.
Figure 6.1: Overview of the human cell nucleus, chromosome
structure and DNA. Courtesy of The University
of Waikato.
The information stored along the DNA string is organized into gene and non-
gene sequences, where the gene sequences are further organized into exon and
intron sequences. The exon sequences are the part of the gene that directly
codes for proteins, where the intron sequences do not. The coding of proteins
is how the genome “controls” the behavior of a particular cell. We understand
much more about how an exon affects the behavior of a cell, than how an intron
does, and even less about how the non-gene sequences affect the behavior. This
does not mean that the intron and non-gene sequences are not important, but
our understanding of them is considerably limited.
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Figure 6.2: The base pair structure of DNA. Courtesy of U.S.
National Library of Medicine.
DNA was first identified and isolated by Friedrich Miescher in 1869 and the
double helix structure of DNA was first discovered by James Watson and Fran-
cis Crick in 1953 [161] with the use of the “photo 51” closeup x-ray image of DNA
produced by Raymond Gosling and Rosalind Franklin in 1952 (see Figure 6.3).
6.2 Single-Nucleotide Polymorphism
In the human genome there are about 32 · 103 genes, where more undiscovered
genes probably exist, and about 3 · 109 base pairs. It is estimated that above
99%1 [129] of the base pairs are exactly the same in all humans, regardless of
race or heritage. Disregarding the copy-number variation, explained in the next
section, the remaining of the base-pairs in the human genome is denoted single-
nucleotide polymorphism (SNP). A SNP is a DNA sequence variation occurring
in a single base pair over the human population, as shown in Figure 6.4.
Most SNP locations have two variations (as seen in Figure 6.4), but can have up
to four. These variations are named alleles. Over the entire human population
(or geographical or ethnic group) the minor allele frequency (MAF) can be
1Depending on the particular study, numbers between 99.6% and 99.9% are reported.
However, these studies disregard very rare variation below a threshold in the range 1%-5%.
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Figure 6.3: The “photo 51” closeup x-ray image of DNA produced
by Raymond Gosling and Rosalind Franklin. Cour-
tesy of bbc.co.uk.
Figure 6.4: A single-nucleotide polymorphism (SNP), a DNA se-
quence variation occurring in a single base pair over
the human population. Courtesy of David Hall.
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estimated for a given SNP. MAF is the lowest allele frequency at the position
of the SNP that is observed in the population in question. The MAF will vary
for some SNPs between geographical or ethnic groups.
6.3 Copy-Number Variation
Copy-number variation (CNV) is a large structural variation of the DNA. CNV
includes deletions, duplications and inversions of the DNA as shown in Fig-
ure 6.5. The size of these mutations range from about one kilobase (kb), 1000
base pairs, to several megabases (mb) [126]. Even though CNVs are much more
rare than SNPs, it has been discovered that CNVs are not uncommon occurrence
in the human genome [87, 137]. A specific CNV (specific size and place in the
DNA) can however be very rare. CNVs have been associated with a higher or
lower risk of getting a certain disease. For example, in [31, 143] an association
between CNVs and schizophrenia has been shown, which will be investigated
further in this thesis.
Figure 6.5: Copy-number variation, showing from the left dele-
tions, duplications and inversions.
6.4 Heritability
The facial appearance of an individual is due to the combinatorial effect of genet-
ics, the environment, and possibly some other factors. Currently, it is unknown
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how much of the facial appearance is due to the human genome. Furthermore,
which parts of the genome contribute to specific facial development is also largely
unknown. Only recently have genome-wide association studies (GWASs) uncov-
ered a few SNPs contributing a little to specific facial distances [102, 119]. We
will discuss GWAS in detail in Section 7.1. Complex facial development due to
the genome is unknown and no findings have been presented in this area.
Beyond facial features, schizophrenia is also highly hereditary. Furthermore,
schizophrenia appears to be associated to minor physical anomalies (MPA) in
the face, which will be elaborated on further in this work. In the following a
short overview of schizophrenia is given.
6.4.1 Schizophrenia
The word schizophrenia is derived from the two Greek words “skhizein” that
translates into ‘to split’ and “phren” that translates into ‘mind’. However, con-
trary to some public perception, schizophrenia does not imply a “split mind or
personality” (“multiple personality disorder” or “dissociative identity disorder”).
Schizophrenia is a “splitting of mental functions” [9].
Schizophrenia is a mysterious mental disorder, where current treatments provide
a form of control rather than a cure with lifelong treatment with antipsychotic
medication. It mainly affects cognition, but also chronic problems with behavior
and emotion can be contributed to schizophrenia [155]. Men and women from
all cultural backgrounds are affected equally, and the lifetime risk of getting
schizophrenia is approximately one percent for the population worldwide.
Schizophrenia is a spectrum of disorders with a range of different symptoms. The
ICD-10 [1] published by the World Health Organization classifies schizophrenia
into nine disorders: Paranoid schizophrenia, Hebephrenic schizophrenia, Cata-
tonic schizophrenia, Undifferentiated schizophrenia, Post-schizophrenic depres-
sion, Residual schizophrenia, Simple schizophrenia, Other schizophrenia, and
Schizophrenia unspecified.
Schizophrenia has no precise known cause and diagnosing schizophrenia is based
on the presence of typical signs and symptoms. The level of severity and the
number of symptoms vary among the patients [141].
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6.4.2 CNV and Facial Features Correlation to Severe Schiz-
ophrenic Disorders
Lichtenstein et al. [101] reported that the chance of getting schizophrenia is in-
creased if schizophrenia was present in the family. Figure 6.6 presents a selective
overview of the heredity of schizophrenia. In Stefansson et al. [143] association
between specific CNV and schizophrenia is found.
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Figure 6.6: Heredity of schizophrenia, redacted from [101, 109].
Prior studies have also suggested a connection between MPA and psychiatric
disorders especially within the schizophrenic spectrum, where the MPA were
located in the face and on the hands in particular [162].
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Chapter 7
Methods
In this chapter core methods used in the contributions in this genetic part of
the thesis are presented.
7.1 Genome-Wide Association Studies
Genome-wide association study (GWAS) is the study of many (all) genetic vari-
ants in different individuals to see if any variant is associated with a trait.
GWAS typically focuses on associations between SNPs and characteristics or
traits or diseases, also know as a phenotype. GWAS is usually performed in a
patient-control or a quantitative phenotype setup. A patient-control setup is
where a sample of individuals, also called “cohort”, is tested for a difference in
allele frequency between the patient and the control cohort. In the quantita-
tive GWAS setup a quantitative phenotype such as “human height” is tested
for correlation via a regression. In both types of GWAS co-variates can be in-
cluded to account for variance in the phenotype for traits such as sex, age, etc.
To conduct a GWAS the cohort is first genotyped for known SNPs. Then, the
single SNPs are associated to the phenotype and co-variates. The number of
genotyped SNPs is constantly rising as better and cheaper technology becomes
available. At time of writing, genotype chips of 500,000 to 1,000,000 SNPs are
common. The genotype chip, also called a DNA microarray chip, is the most
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used form to retrieve large scale SNP information from an individual. In short,
the process of retrieving an individual’s SNP information is done by chemically
breaking the individual’s DNA into tiny pieces, residing in a liquid. This liquid
is poured on top of the genotype chip. These chips are covered with hundreds
of thousands of little testing probes. The probes are made up of molecules to
which the exact matching pieces of DNA naturally attach. These molecules are
designed to chemically light up when a match occurs. In this way the SNP
information is retrieved in parallel on the chip. An example of an Illumina
genotype chip is shown in Figure 7.1. Interactions between SNPs are not taken
into account in a GWAS. GWAS is usually reported in effect size and a p-value
for the significance of the test.
Figure 7.1: Illumina genotype chip.
When doing GWAS the issue of multiple testing must be addressed. A tra-
ditional method for accounting for multiple tests is the Bonforonni correction,
where the original significance threshold, normally 0.05, is lowered by dividing
by the number of performed tests. A Bonforonni correction is typically consid-
ered conservative if the tests are related. In GWAS a Bonforonni correction is
considered to be too conservative of a threshold, as SNPs located closely to-
gether on the DNA will be highly correlated. Thus, a more relaxed correction
conditions are used with GWAS, but will vary depending on the GWAS setup
and geographical and ethnical background of the individual participants.
The GWAS in this work was conducted at deCODE Genetics located in Ice-
land. The method and setup used at deCODE are such that the p-value must
be below 10−8 to be considered genome-wide significant. Furthermore, in GWAS
in general and also at deCODE it is favored to perform experiments in a two
stage setup where first a discovery is found in a cohort retaining a p-value below
10−8 and then this signal is replicated in a replication (unseen) cohort retaining
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a p-value below 0.05.
The underlying rationale for GWAS is the “common disease, common variant”
hypothesis. It states that common disease alleles underlie most common dis-
eases (probably in connection with environmental factors) [128, 160]. However,
common variants appear only in rare cases to have a high explanatory effect.
Figure 7.2 shows the feasibility of identifying genetic variants by risk allele fre-
quency and strength of genetic effect. The effect size (odds ratio) is described
in more detail in Section 7.2.4. Most research work in the field has found asso-
ciations which lie between the dotted lines, in particular in the upper left and
the lower right corners of the graph. Researchers speculate that there is much
more to be discovered in the “center”, with low allele frequency and moderate
effect size. Even though researchers have worked extensively with GWAS dur-
ing the last decade, our knowledge only scratches the surface of the secrets of
the human genome. For example, at least 40 SNPs have been associated with
human height, with an estimated heritability of about 80%. Yet they explain
only about 5% of the phenotypic variance despite studies of tens of thousands
of people [107].
Figure 7.2: Spectrum of Allele Effects. Most research results are
concentrated in between the dotted lines, in particu-
lar in the upper left and the lower right corner. Cour-
tesy of Bush et al. [25].
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7.2 Two-sample Statistic
Most of the studies in this work are done on two-sample phenotypes, patients
and controls. In this section a short description of the methods for calculat-
ing if there is a statistically significant difference between the two samples (pa-
tient/control) is presented. The different methods are referred to as “parametric”
or “non-parametric”. The parametric statistical test makes assumptions about
the samples distribution, while the non-parametric test is one that makes no
such assumptions, thus having the drawback of lower statistical power.
7.2.1 Two-sample T-test
The two-sample T-test, also called Student’s T-test, is a parametric test. It
tests the null hypothesis against the alternative hypothesis. The null hypothesis
states that the data are independent random samples from a normal distribution
with equal means and equal but unknown variances, whereas the alternative
hypothesis states that the means are not equal. The T-test statistic is
T =
x− y
sxy
√
1
nx
+ 1ny
, (7.1)
where x and y are the samples means, nx and ny are the sizes of the two samples
and sxy is the pooled sample standard deviation expressed by
sxy =
√
(nx − 1)s2x + (ny − 1)s2y
nx + ny − 2 , (7.2)
where s2x and s2y are the two samples’ squared standard deviations. The T-test
statistic can then be related to the t-distribution with nx + ny − 2 degrees of
freedom and a p-value for statistical significance can be obtained.
7.2.2 Wilcoxon Rank Sum Test
Wilcoxon rank sum test, also known as the Mann–Whitney U test, is the non-
parametric counterpart to the two-sample T-test. Instead of comparing two
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population means, the two population medians are compared. The U statistic
is given by
U = min
(
rx − nx(nx + 1)
2
, ry − ny(ny + 1)
2
)
, (7.3)
where rx and ry are the sum of the ranks of the “scalar values” for the two
samples, respectively.
For large samples1, the U statistic can be related to the normal distribution and
a p-value for statistical significance can be obtained by
U − µU
σU
, (7.4)
where
µU =
nxny
2
(7.5)
and
σU =
√
nxny(nx + ny + 1)
12
. (7.6)
7.2.3 Hotelling’s Two-sample T-squared Test
Hotelling’s two-sample T-squared test is a multivariate equivalent of the two-
sample T-test. The Hotelling’s two-sample T-squared statistic is given by
T 2 =
nxny
nx + ny
(x− y)TS−1(x− y), (7.7)
1When nx and ny both are greater than eight. For smaller samples special lookup tables
must be used.
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where x and y are the samples mean, nx and ny are the sizes of both samples
respectively, and the unbiased pooled covariance matrix estimate is
S =
∑nx
i=1(xi − x)(xi − x)T +
∑ny
i=1(yi − y)(yi − y)T
nx + ny − 2 . (7.8)
The Hotelling’s two-sample T-squared statistic can then be related to the f-
distribution and a p-value for statistical significance can be obtained by
nx + ny − p− 1
(nx + ny − 2)p T
2, (7.9)
where p is the number of variables in each sample.
7.2.4 Effect Size
Besides testing if there is a statistically significant difference between two sam-
ples it is also important to determine the strength of the observed phenomenon
i.e., the effect size. An effect size is a descriptive statistic that estimates the
magnitude of a relationship without making any statement about whether the
apparent relationship in the data reflects a true relationship in the population
or not. As such, the effect size complements the p-value of statistical significance.
Different measures for the effect size exist and can be either relative or ab-
solute. Examples of these are the odds ratio and the Pearson’s correlation. The
Pearson’s correlation describes a linear correlation between -1 and 1 for a per-
fect negative/positive linear relation (0 indicates no linear relation). The odds
ratio describes the degree of association between two binary variables and is the
fraction of the ratios for the appearance of the phenomenon in the one group
divided with the ratio of the phenomenon in the other group.
7.3 Dense Mesh Point Correspondence
Many statistical methods, such as PCA, need point (data) correspondence. For
3D scans (meshes), a dense point correspondence between vertices on the dif-
ferent meshes has to be established to use these methods. In this work we use
the work by Paulsen et al. [121], where correspondence is found by thin plate
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spline warping followed by a closest point projection, where the correspondence
field is regularized by a Markov random field framework. In short, the method
consists of the following steps:
1. Construct a model mesh that will be the basis of the point correspondence.
2. Annotate anatomical landmarks on both the model mesh and the mesh
we want to obtain point correspondence to (the target mesh).
3. Warp the model mesh to the target mesh by a volumetric thin plate spline
warp using the corresponding anatomical landmarks.
4. Project the vertices from the model meshes onto the target model creating
an initial correspondence field.
5. The correspondence field is then regularized by a Markov random field
framework and matching curvature.
The regularization ensures that the resulting point correspondence mesh has a
minimum of folds and intersections. For a more in-depth description of this
method consult [121].
7.4 Human Understandable Facial Distances
From the 74-point annotation scheme described in Appendix F thirty-four hu-
man understandable facial distances were constructed. The distances are shown
in Figure 7.3 and capture facial distances such as “width of the mouth”, “length
of the nose”, etc. These human understandable facial distances are a good start-
ing point for facial morphology analysis as they are simple and can be clearly
understood by doctors and clinical personnel. Both these and some advanced
facial morphology measures, such as the point correspondence described in Sec-
tion 7.3, will be used throughout the studies in this thesis.
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Figure 7.3: Human understandable facial distances.
Part III
Implementation

Chapter 8
Implementation
This thesis includes work from several projects that had to collect and analyze
large amounts of 2D and 3D facial data, ranging between 250 and 1500 samples.
Software packages and tools were implemented to assist in this process and in
some aspects ease the human workload in the data gathering process. A quick
overview of these tools is:
AAMLab a Matlab implementation of two different statistical appear-
ance model frameworks.
FaceDetect a C++ batch application implementing the Viola-Jones Rapid
Object Detection.
AnnoTool2D a simple light weight annotation application for 2D images.
AnnoTool3D a simple light weight annotation application for 3D surface
scans.
These tools were then integrated into the following setups:
• 2D setup at deCODE Genetics.
• 2D setup at Center for Biological Sequence Analysis at DTU (CBS).
• 3D setups at the Blood Bank and four different Psychiatric Institutions.
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As part of this work the author provided consultancy on the design of the 2D
setup at CBS and the 3D setups. All software has been developed and tested
with respect to stability to a level where they could be included in production
at various sites. At the time of writing the first and last setups remain in
production at the indicted sites in Iceland and Denmark. In the following, these
software tools and setups will be described in more detail.
8.1 AAMLab
AAMLab is a Matlab implementation of two different statistical appearance
model frameworks:
• The traditional active appearance models (AAM) algorithm originally pro-
posed by Cootes et al. [33].
• A novel fusion of the AAM and the Riemannian elasticity framework,
which yields a non-linear shape model and a linear texture model – the
active elastic appearance model (EAM).
The novel EAM is documented in Appendix H.
The AAMLab framework was developed by Mads F. Hansen and the author,
and is implemented via Matlabs object-oriented programming capabilities for
easier use and modification. Some calculation-intensive functions have been im-
plemented in C++ using MEX-files for computational speedup.
The AAMLab framework is now in use at the two data collection setups de-
scribed in Sections 8.3 and 8.5. Furthermore, the framework is also used in
the course “Advanced Image Analysis” (course number 02506) at the Technical
University of Denmark. An example of the use of AAMLab to register facial
landmarks is shown in Figure 8.1. The AMMLab also includes an explorer to
visualize variation in each component in an interactive fashion. An example is
presented in Figure 8.2.
Key features of AMMLab include:
• Use linear and/or non-linear algorithms to represent the statistical ap-
pearance models (AAM or EAM models).
• Define constrained edges such that models can be constructed within the
convex hull of the associated landmark annotations.
• Construct AMM models with shape and texture in combined or separate
8.2 2D and 3D Annotation Tools 67
principal components.
• Define the percentage of variations the model should capture.
Figure 8.1: Example of the AAMLab framework on human face.
Progress left-to-right from initialized mean shape and
texture with poor face detection to converged result
(the original image is shown to the right).
8.2 2D and 3D Annotation Tools
The manual and automatic annotation tools described in this section are used
in many different projects, thus the implementation was done in a flexible man-
ner. In general, they have been constructed for an easy and fast annotation flow
with low human processing time. Other existing annotation tools were investi-
gated, such as the landmark functionality in MeshLab1. MeshLab is an open
source system for processing and editing of unstructured 3D triangular meshes.
However, none of the existing software is really designed for use in a production
environment where large samples are manually annotated with landmarks.
8.2.1 FaceDetect
FaceDetect is a C++ batch application implementing the Viola-Jones Rapid
Object Detection [157, 158]. The implementation uses OpenCV2, which is an
open source computer vision and machine learning software library, and can
automatically locate faces in 2D images. When it locates a face it also searches
for the following face components: eyes, nose and mouth. Examples of face
detection in low resolution images are demonstrated in Figure 8.3. Support for
rotated faces is not implemented as it is not required by the work performed in
this thesis.
1http://meshlab.sourceforge.net/.
2http://opencv.org/.
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Figure 8.2: Example of the model explorer in the AAMLab
framework. The three images show PC4 of the model
being adjusted from the mean (center) to ∓ 2 stan-
dard deviations.
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Figure 8.3: FaceDetect batch application used for face and face
component detection on low resolution images.
8.2.2 AnnoTool2D
AnnoTool2D is a simple light weight annotation application. It is written in
Matlab and compiled into a stand alone batch application. It is created to give
an efficient annotation experience for an operator. Existing annotation tools
require a series of actions to move annotation points, such as: select point,
drag point to new location, release point. This might not seem to be a big
issue, but when annotating hundreds of images this workflow becomes tedious.
AnnoTool2D makes landmarks adjustment into a “one-click” operation with no
need to select landmarks to move them. Examples of the AnnoTool2D are given
in Figure 8.4 and Figure 8.5.
Key features of AnnoTool2D include:
• Delaunay triangulation [127] validation. If the Delaunay triangulation
changes when one or more landmarks are moved, it and the surrounding
landmarks will be highlighted, as the landmark is probably ill-positioned.
An example can be seen in Figure 8.6.
• Reposition landmarks with a “one-click” operation.
• Move multiple points on the mouth and nose.
• Jaw, mouth, eye and eyebrow pseudo-landmarks can be moved with con-
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necting anatomical landmarks.
• Annotate the pupil and iris as circles, by three landmarks. A circle is
uniquely defined by three landmarks that are not collinear.
• The tool can collect meta data by guiding the operator trough questions
such as: “Is the face expression neutral (is the person relaxed)?”.
8.2.3 AnnoTool3D
AnnoTool3D is tailored to annotating human faces (spherical objects with a
symmetry line), whereas the AnnoTool2D can be used for any 2D annotation.
The reason is that we found that landmarks in high curvature areas such as
the nose and jaw need to be annotated in 3D, but annotation points in low
curvature areas such as mouth, eye and eyebrow can be annotated in 2D and
then transformed into 3D with high precision using barycentric coordinates [38]
of the facet (triangle) in 3D and the corresponding triangle in the 2D image
(texture map). Thus, in the AnnoTool3D only the jaw and nose landmarks are
corrected. An example of the AnnoTool3D is shown in Figure 8.7. AnnoTool3D
is written in Matlab and compiled into a stand alone batch application that
saves the annotation in a Matlab structure format.
Key features of AnnoTool3D include:
• Delaunay triangulation validation, similar to the one in AnnoTool2D.
• Reposition landmarks with a “one-click” operation.
• Enable/disable points, as some scans will have holes that make some land-
mark “undefined”.
• Different coloring of landmarks left, right and on the symmetry line.
8.3 2D setup at deCODE Genetics
The collaboration between deCODE and the author is focused on associations
between the human genome and frontal face images of a cohort of about 1300
Icelandic individuals.
deCODE Genetics is a global leader in genetics research. By their own words
they are
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Figure 8.4: Main program window of AnnoTool2D.
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Figure 8.5: Program window of AnnoTool2D used to adjust pupil
and iris.
Figure 8.6: Delaunay triangulation validation. If the Delaunay
triangulation changes when one or more landmarks
are moved, it and the surrounding landmarks will be
highlighted by circles, as the landmark is probably
ill-positioned.
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Figure 8.7: The main program window of AnnoTool3D from a
frontal (top) and profile (bottom) view point. The
enable/disable point window can be seen on the bot-
tom picture.
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“... a global leader in analyzing and understanding the human
genome. Using its unique expertise and population resources, de-
CODE has discovered genetic risk factors for dozens of common dis-
eases. The purpose of understanding the genetics of disease is to use
that information to create new means of diagnosing, treating and
preventing disease.”
In their research they collect DNA samples and many different phenotype cate-
gories, such as height, weight, disease diagnose (if any), etc. deCODE has strict
policies for anonymity, so employees taking blood samples and interacting with
participants do not work with DNA data.
In this work we correlated facial images and distances to DNA. Therefore, we
were also put under the strict rules of anonymity, requiring among other things
that no data can leave Iceland. Images and DNA data were not allowed to be
stored and worked on at the same location. To overcome this working restric-
tion it was necessary to develop a full software suite that at the time of writing
remains in production in Iceland. In the following, this software suite and the
manual process associated to running the software is described. Steps 1) and
6) are manual. Two Windows batch files where created to run the automatic
steps.
1. A frontal picture is recorded with a Canon IXUS 95, 10 megapixels camera,
mounted on a custom build rig in a photo studio, where no zoom was used.
All participants are recorded sitting on a height adjustable chair, with a
horizontal and vertical ruler in the image frame to determine scale.
2. Using camera calibration [80], the image is corrected for radial and tan-
gential distortions introduced by the camera lens. Examples of images
from the photo studio before and after correction is shown in Figure 8.8.
3. The eye positions are automatically located by the FaceDetect software
described in Section 8.2.1.
4. 74 facial landmarks are automatically found by the AMMLab software
described in Section 8.1.
5. The vertical and horizontal ruler are detected automatically by localizing
the maximum response in the two-dimensional convolution [83] between
the image and a kernel. The kernel as a small cropped image of the ruler’s
numbers “10” and “20”.
6. The facial landmarks are corrected by a human operator (the psychologists
employed by deCODE to collect phenotypes) by the AnnoTool2D software
described in Section 8.2.2. In the rare cases (<5%) where the ruler is not
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automatically located the operator also corrects these points.
7. A batch script prepares and packages facial distances and PCA scores into
a transfer file ready to be sent to the DNA site for analysis. The PCA
model is not transferred so facial reconstruction is not possible at the DNA
site.
Figure 8.8: Test images from the deCODE photo studio before
(left) and after (right) correction for lens distortions.
8.4 2D setup at Center for Biological Sequence
Analysis at DTU
A small 2D photo setup was created at the Center for Biological Sequence Analy-
sis (CBS) at DTU. The goal was to create a data set of 244 students at CBS
for the use in the following two projects:
• Can you judge a book by its cover? - An investigation into the proposed
connection between looks and personality [163].
• Identification of the optimal method for analysis of human faces in the
context of finding associations to personality traits [105].
Besides co-supervising these projects the author also provided software for an-
notation and analysis, similar to the setup on deCODE:
1. A frontal picture is recorded with a Canon PowerShot SX200 IS, 12 megapix-
els camera, mounted on a tripod in a primitive photo studio, where no
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zoom was used. All participants are recorded sitting on a height adjustable
chair with a green 8mm circular dot glued to the forehead to determine
scale.
2. The eye positions are automatically located by the FaceDetect software
described in Section 8.2.1.
3. 73 facial landmarks are automatically found by the AMMLab software
described in Section 8.1.
4. The facial landmarks are corrected by a human operator by the Anno-
Tool2D software described in Section 8.2.2. Wiktor Majewski performed
all the annotations in connection with the work done in [105].
5. AMMLab software was then used to construct appearance models that in
turn were used in the two projects.
No further description of these projects will be presented in this work.
8.5 3D setups at the Blood Bank and Psychiatric
Institutions
As part of the work with the Institute for Biological Psychiatry (iBP), Mental
Health Center Sct Hans, Copenhagen University Hospital a semi-portable setup
for data collection was developed. The setup was able to collect the following
data:
• 3D facial scans using a Canfield Vectra M3 Imaging System.
• 2D facial and hand images using a Nikon D90.
• Anthropometric data using laser rulers and measuring tape.
To collect the data in a seamless way several small tools were developed by the
author:
2D Image Capture is a small remote control application for the Nikon D90.
The application allows the operator to capture an image via the Nikon
D90, then transfer it to the computer and display the image in the appli-
cation. If the image is not good, a new image can be captured that will
overwrite the existing image on the computer.
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Process 2D & 3D Images is a small image data management tool. It collects
the participants unique ID via a handhold bar code reader. It moves and
renames the 2D image captured by 2D Image Capture and the “3D scan”
files to a folder with the participants unique ID.
Antropometrisk Data is Danish for Anthropometric Data and collects the
participants height, wingspan and head circumference. This application is
an adaptation of the Process 2D & 3D Images application and is made
by Thomas F. Hansen, iBP.
All the tools were developed in HTML and javascript encapsulated in an HTML
application. Screenshots of the applications are shown in Figure 8.9. An image
of the Canfield Vectra M3 Imaging System can be seen in Figure 8.10.
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Figure 8.9: Small HTML applications developed to collect im-
ages, 3D scans and anthropometric data.
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Figure 8.10: The Canfield Vectra M3 Imaging System.
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Part IV
Discussion and Conclusion

Chapter 9
Discussion and Conclusion
This thesis has addressed a few of many missing links in Human Biometics and
Human Genetics with regards to facial analysis. This final chapter discusses
the presented results and ends with concluding remarks.
9.1 Discussion
In this work multiple subjects have been addressed and studied. We take a “non-
holistic” approach to facial recognition by sparse PCA, which produces a more
human understandable features sub-space, and we show that it can obtain the
same performance as the dense PCA version, using only a fraction of the input
data. By trying to understand the visual part of the human cognition process of
gender recognition we showed the importance of training machine learning al-
gorithms with data that do not contain ill-defined samples (low quality training
data). We used human cognition to define a new metric called “gender strength”,
which we use to refine data sets (remove ill-defined samples). This resulted in
significantly higher performance on known machine learning algorithms, which
indicates that not only the volume of the training data is important but also the
quality of the training data. Furthermore, we determined the human cognition
capability to recognize gender in a split second (200 ms) to be quite remark-
able. Only about 20 % misclassification was observed even though the test
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participants reported that they felt like they were guessing most of the time.
Our results show that on high resolution data machine learning algorithms out-
perform human operators, whereas on low resolution data they have similar
performance. This indicates that the machine learning algorithms exploit the
available information in the high resolution images more efficiently compared to
humans.
Next, the variability of 3D facial landmarks has been examined with respect
to intra- and inter-operator variability. It is important to understand the vari-
ability embedded in manual annotation, because registration, recognition, and
machine learning algorithms can be influenced by manual annotation errors.
A proof-of-concept study on the correlation of complex polygenic variations to
specific holistic facial characteristics was undertaken. It showed that to some ex-
tent we could predict facial characteristics based solely on genetic information.
This form of analysis may at some point result in the prediction of portraits
resembling an individual’s real face, which may be used for screening suspects
for solving crimes, but probably never for identification. We then looked at the
discrete facial feature of NRNX1 deletions carriers on a small data set and the
detection of minor physical anomalies in the face associated with severe schiz-
ophrenic disorders on a large data set, both showing promising results, which
suggest that facial characteristics can be associated with these phenotypes. The
obtained high performance of 87.4% correct classification suggests that looking
for minor physical anomalies in high accuracy 3D scans can give a risk indication
that could assist doctors in diagnosing schizophrenic disorders.
Finally, we did provide the research community with a Matlab implementa-
tion of AAM and EAM, a linear and a non-linear appearance models.
The existing work in Human Biometics is much more comprehensive than the
work in Human Genetics with regards to facial analysis. Therefore, we took
a different human cognitive approach in the work related to biometics, deriv-
ing interesting results. The work with understanding genetic variations with
regards to facial analysis has been very pioneering, with proof-of-concept study
and extraordinary findings. However, these results have been created on small
or medium sized data sets that hopefully will be expanded in the future, yielding
more and stronger findings.
9.2 Conclusion
The first objective of this thesis was to progress our understanding of biometric
recognition based on facial data from a human point of view, which has been
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addressed in three contributions given in Appendix A, B and C. An overview of
these contributions together with an analysis of particular advantages and/or
disadvantages can be found in Chapter 2.
The second and third objectives of this thesis were to progress our understanding
of the human genome with respect to facial morphology and to asses the poten-
tial of detecting severe schizophrenic disorders from minor physical anomalies
in the face. These have been addressed in three contributions in Appendix E,
F and G and an overview of these contributions together with an analysis of
particular advantages and/or disadvantages can be found in Chapter 2.
The last objective of this thesis was to construct data sets containing both high
resolution 3D scans and genotype data. The data sets constructed during this
thesis consist of approximately 1000 control subjects and approximately 215 pa-
tients with schizophrenic disorders and are used in the work in conjunction with
the second and third objectives. The software packages and hardware setups
enabling the creation of the data sets are described in Chapter 8. Furthermore,
two contributions on the variability of human annotation (see Appendix D) and
an AAM/EAM implementation (see Appendix H) were done to support the
construction of the data sets.
As commercial 3D scanners with high resolution and accuracy become more
accessible in price and quality, it is our belief that facial analysis will become
a valuable tool assisting doctors and physicians in their study, diagnosis, treat-
ment, and maybe even prevention of mental disorders. This is not a reality
today, but in the light of the obtained results (high classification capability of
about 87%) a currently unused potential can be seen.
With the completion of this thesis we do not close the book on the addressed
issues but rather indicate the enormous potential we one day will be able to
yield within these fields.
We believe that our findings provide an important stepping stone in the further
exploration of the links between different phenotypes and our genetic markup.
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Part V
Appendices

Appendix A
Sparse Similarity-based
Fisherfaces
Jens Fagertun, David D. Gomez, Mads F. Hansen and Rasmus R. Paulsen
Abstract
In this work, the effect of introducing Sparse Principal Component Analysis
within the Similarity-based Fisherfaces algorithm is examined. The technique
aims at mimicking the human ability to discriminate faces by projecting the
faces in a highly discriminative and easy interpretative way. Pixel intensities
are used by Sparse Principal Component Analysis and Fisher Linear Discrim-
inant Analysis to assign a one dimensional subspace projection to each person
belonging to a reference data set. Experimental results performed in the AR
dataset show that Similarity-based Fisherfaces in a sparse version can obtain
the same recognition results as the technique in a dense version using only a
fraction of the input data. Furthermore, the presented results suggest that
using SPCA in the technique offers robustness to occlusions. Keywords: Face
recognition, Sparse Principal Component Analysis, Fisher Linear Discrimi-
nant Analysis, Biometrics, Multi- Subspace Method.
A.1 Introduction
Recognizing a face is an important everyday task for human interaction. It is
a skill we acquire before we can walk, and we are able to perform it with high
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accuracy using little or no effort. Due to the importance of this skill, machine
aided face recognition is one of the most researched fields in image analysis.
However, results reported in literature suggest that facial recognition still lacks
the performance that a human operators can achieve.
In the last two decades, as advanced spectral techniques have emerged, there
have been a gradual shift of the research on face recognition from geometri-
cal towards spectral analysis. Such methods include the unsupervised method
Eigenfaces [95, 151] and the supervised method Fisherfaces [12]. Later on, re-
lated techniques have been proposed aiming at obtaining better classification
results by developing more discriminative projections [27, 103]. Most super-
vised methods in the literature today try to project the face representation into
a subspace where a measure of global separation is maximized. However, the
proposed algorithm in this paper tries to project the face representation into
a series of one-dimensional subspaces where one person (class) is discriminated
from all others in the population.
By solving the problem in a series of subspaces, this algorithm makes the en-
rollment or removal of a person easy. It is not needed to recalculate all of the
existing individual subspaces when changes to the population are made. When
a new person is introduced, simply a new individual subspace is added. If a
person has to be removed from the database, it is only needed to remove the
corresponding individual subspace.
In this article the algorithm of Similarity-based Fisherfaces proposed in [68] is
extended by introducing Sparse Principal Component Analysis (SPCA) into the
recognition algorithm. The terms dense and sparse will be used to differentiate
between standard Principal Component Analysis (PCA) and SPCA.
The structure of the paper is as follows. Section A.2 describes the algorithm to
construct the sparse similarity-based face representation. Section A.3 presents
results that show the discriminative power of using SPCA versus PCA in Sparse
Similarity-based Fisherfaces and its ability to discover the individuals most dis-
criminative characteristics. Section A.4 gives a discussion and conclusion for
Sparse Similarity-based Fisherfaces.
A.2 Algorithm Description
The proposed algorithm builds upon SPCA [90] and Fisher Linear Discriminant
Analysis (FLDA) [12].
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However, unlike traditional FLDA, which maximizes a global measure of class
separation1, it obtains a one-dimensional individual linear subspace for each
person (class) enrolled in a training database. The value of the projection of
each sample (face representation) projected into this subspace aims at measuring
the similarity of the sample with respect to that person for whom the subspace
was created. Following, the proposed algorithm is briefly described. For a better
understanding, Fig. A.1 displays a diagram of the algorithm.
A.2.1 Obtaining the Texture Formulation
Face Recognition can be conducted using several types of features such as ge-
ometrical and textural2. In this work, visible texture features are used. The
texture features are obtained by a piece-wise affine warp based on the Delaunay
triangulation of the mean shape. Hereafter, the texture is normalized to zero
mean and unit variance.
When the facial feature representations has been obtained, these are projected
into a SPCA feature space to remove redundancy. There are different ways to
formulate the SPCA objective function [171, 90]. In this study the generalized
power method for SPCA formulation is used as described in [90]
φ`0(γ) = max
x∈SP
n∑
i=1
[(aTi x)
2 − γ]+. (A.1)
Formulation (A.1) yields a single Sparse Principal Component (SPC). In order
to obtain more than one SPC, (A.1) is used iteratively by means of deflation.
Deflation is obtained as follows: when a new SPC is obtained its variation is
removed from the populations variance before obtaining the next SPC. The
advantage of this is that the resulting SPC number k will be nearly orthogonal
to the k − 1 previous computed SPC.
The γ parameter controls the sparsity of the solution in such a way that the size
of γ will move the SPCA solution between the two extremes: a full PCA and
the zero solution. It depends on the application whether sparsity or explained
variance is valued.
1In a subspace of dimensionality "Number of classes" minus one.
2Textural features can be recovered from any spectral range (E.g. visible or infrared).
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Figure A.1: Algorithm overview. SPCA and FLDA is used in turn on the
population to be enrolled, in order to obtain the Sparse Similarity-
based Fisherface representations.
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A.2.2 Creating the Individual Subspaces
After the face representations have been projected into the SPCA feature space,
a second projection using FLDA for each individual in the database is conducted
to build a personalized subspace for each of them. This subspaces are obtained
discriminating each individual with respect to all others.
A standard FLDA projects the data samples into an F-dimensional subspace
so that, it maximizes the ratio of the between-class scatter to the within-class
scatter. The dimensionality F of this subspace is equal to the minimum of n -
1 and m - 1, where n is the number of variables and m is the total number of
people (classes). The projection matrix W is found by maximizing the ratio
WTSBW
WTSWW
, (A.2)
where SB and SW are the between-class scatter and the within class scatter
matrices, respectively. The projection vectors of this matrix W correspond to
the eigenvectors associated to the non-zero eigenvalues of the matrix S−1W SB .
In this case of two classes FLDA returns a one dimensional subspace for each
individual. For a more formal discussion of FLDA and Individual Subspaces see
[68].
A.2.3 Classification
To turn the obtained projections into measurements of similarity a standard-
ization is applied. The standardization of model i = 1, . . . ,m is based on two
assumptions. First, the number of observations for person i is much smaller
than the number of the observations of all other people. Second, the projection
of the other people follows a Gaussian distribution. These two assumptions
imply that the distribution of all the projected facial images on a particular
discriminative individual model is a Gaussian distribution with outliers. The
standardization of model i is then achieved by transforming the projections
into a standard Gaussian distribution, keeping the projections of the person i
positive. Formally, let x¯i be the mean of the projections on model i, σi the
standard deviation, and let xi,j be the projection of face representation j in the
ith subspace. These projections are standardized by
xˆi,j = (xi,j − x¯i)/σi. (A.3)
If the standardized projection for the images corresponding to person i are
negative, then xˆi,j are replaced by −xˆi,j for all projections. This causes the
94 Sparse Similarity-based Fisherfaces
projection of the images corresponding to person i to be positive and far from
the mean of the gaussian.
Once the model i is standardized, the probability of a projected image to belong
to person i is given by the value of the standard normal cumulative function
in the projected value. This fact is used to classify a given image. If it is
assumed that the image belongs to a person from the data set, the image is
projected by all the models and classified as belonging to the model that gives
the largest probability. Moreover, it is also statistically possible to decide if a
given person belongs to the data set or it is unknown. This can be achieved by
comparing the largest projection obtained in all the models with a probabilistic
threshold. For example if a 99.9% of probability is required, a given image will
only be considered as belonging to the database if the projection in one of the
individual models is higher than 3.1 standard deviations.
A.3 Experimental Results
In this article two experiments are presented. The first experiment aims at
determining classification rates of sparse vs. dense versions of Eigenfaces, Fish-
erfaces and Similarity-based Fisherfaces, together with a visualization of Sparse
Principal Components. The second experiment analyzes and visualizes which
are the most discriminating pixels in a face image based on the algorithm for
Sparse and Dense Similarity-based Fisherfaces.
A.3.1 Classification Accuracy
This experiment aims at comparing the performance of SPCA and PCA in the
proposed method with respect to Fisherfaces and Eigenfaces method in terms
of false classification rates. Both PCA and SPCA versions of Fisherfaces and
Eigenfaces will be used in this experiment.
As data set for this study 50 persons (25 male and 25 female) was randomly
selected from the AR face database [108]. The database is composed of two
independent sessions recorded 14 days apart (Only images without occlusions
is used). An example of the selected images for two persons is displayed in
Fig. A.2. All the images were manually annotated with 22 landmarks.
The data set was divided into two sets. The images of the first session were
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(A) (B)
Figure A.2: The AR data set: (A) The seven images without occlusions from
first session, (B) The seven images without occlusions from the
second session.
used to train the algorithms, whereas the images from the second session were
subsequently used to test the performance. In order to obtain the texture repre-
sentation of each face in the training set, the different images were warped with
respect to the mean shape, represented by 41339 pixels. These representations
was normalized to zero mean and unit variance.
In the Fisherface and the Eigenface algorithms the Nearest-Neighbor algorithm
with Euclidean metric was used as classifier. In the proposed method the clas-
sification is performed in such a way; that a given face image is recognized as
the person associated to the subspace that yields the highest probability.
The test was repeated a second time changing the roles of the training and the
test sets: session two was used as training data and session one as test data.
A.3.1.1 Determine γ for Use in SPCA
Considering the formulation for SPCA (A.1) it can be determined that as γ goes
to zero the SPCA goes to a full PCA solution. As described before, the process
of choosing γ is not trivial and depends on the problem at hand, whether a
more dense or sparse solution to SPCA is wanted. After performing exploratory
experiments with different values of γ the value of γ = 0.003 was chosen as a
good value for this problem. It is beyond the scope of this paper to analyze
methods for determining an optimal γ for a given problem. The value of γ =
0.003 is used for the experiments in this study.
The false classification rates for the different techniques are shown in Fig. A.3,
where these rates are plotted as a function of using the first i PC/SPC. The
figure shows rates up to the first one hundred PC/SPC.
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Figure A.3: False classification rates for Eigenfaces, Fisherfaces and
Similarity-based Fisherfaces with extreme light variation. (A)
displays the Dense versions, (B) displays the Sparse versions.
The rates are plotted as a function of using the first i PC/SPC,
i = 1 . . . 100.
To analyze the effect of the light variance, another test was conducted where the
three pictures containing extreme light of each person in the test and training
set was removed. This reduces the inner class variance, due to lighting noise.
Any method for postprocessing could be used for removing light variation. How-
ever, for simplicity the images are simply removed in this study. The new false
classification rates for the different techniques are shown in Fig. A.4. The SPC
can be seen in Fig. A.5 for the two experiments with and without extreme light,
respectively.
From Fig. A.3 it can be seen that the Sparse versions of Fisherfaces and Similarity-
based Fisherfaces obtain similar recognition results as the Dense versions with
only using a fraction of the input data. In Fig. A.4 it can be seen that Sparse
Similarity-based Fisherfaces preforms even better than the Dense version when
large variance in the sample population due to inner class variance noise is min-
imized (removing light variation). The false classification rates for the first 25,
50 and 100 PC/SPC in Table A.1 and Table A.2 for the different techniques
with and without extreme lighting, respectively.
A.3.2 Discriminative Pixels
An interesting property of the proposed algorithm is that it is possible to de-
termine which are the most discriminative features of a given person. The 10,
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Figure A.4: False classification rates for Eigenfaces, Fisherfaces and
Similarity-based Fisherfaces without extreme light variation. (A)
displays the Dense versions, (B) displays the Sparse versions.
The rates are plotted as a function of using the first i PC/SPC,
i = 1 . . . 100.
Method Dense version Sparse version25 PC 50 PC 100 PC 25 SPC 50 SPC 100 SPC
Eigenfaces 29% 19,4% 15,6% 29,7% 23,9% 21,7%
Fisherfaces 11,9% 4,6% 2% 11,3% 4,6% 2,6%
Similarity-based
Fisherfaces 14% 4,6% 1,4% 13,7% 4,3% 2,7%
Table A.1: False classification rates for Eigenfaces, Fisherfaces and Similarity-
based Fisherfaces with extreme light variation. The rates are
shown for the first 25, 50 and 100 PC/SPC, respectively.
Method Dense version Sparse version25 PC 50 PC 100 PC 25 SPC 50 SPC 100 SPC
Eigenfaces 13% 9,4% 8,4% 12,4% 9,8% 8,4%
Fisherfaces 5,8% 1,4% 1% 3,6% 1,8% 0,2%
Similarity-based
Fisherfaces 3,8% 2% 0,2% 3,2% 1,8% 0,6%
Table A.2: False classification rates for Eigenfaces, Fisherfaces and Similarity-
based Fisherfaces without extreme light variation. The rates are
shown for the first 25, 50 and 100 PC/SPC, respectively.
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15 and 25% discriminative pixels corresponding to the highest weights in the
model are displayed (in red) in Fig. A.6 for Sparse and Dense Similarity-based
Fisherfaces respectively. It is clear that important discriminating features in-
clude eyes, noses, glasses, moles and beards. Notice that the Dense algorithm
detects the glasses and the mole of person 43 in Fig. A.6 as discriminative fea-
tures, whereas the Sparse algorithm does not do this to the same degree. This
suggests that the Sparse method will be more robust giving the same result
no matter if the person is wearing glasses in one picture and contact lenses in
another.
A.4 Discussion and Conclusion
In this work, the effect of introducing Sparse Principal Component Analysis
within the Similarity-based Fisherfaces algorithm are examined. Both the dense
and sparse version of Similarity-based Fisherfaces aims at being a precise and
robust algorithm that can be incorporated into biometrical security systems.
Experimental results in this study have shown that the technique in a sparse
version can obtain the same recognition results as the technique in a dense
version (presented in [68]) with only a fraction of the input data.
Furthermore, the presented results suggest that using SPCA in the technique
offers robustness to occlusions. The discriminative pixels are not primarily fixed
on naturally occurring occlusions in the face (Glasses, molds etc.), whereas for
the dense version of the algorithm they are. This point needs to be examined
in detail in future work.
Moreover, just as the dense version, the sparse version also allows for a simple
interpretation of the results in the final one-dimensional individual subspace.
Another interesting property of the proposed algorithm is that by solving the
problem in a series of subspaces, this algorithm makes the enrollment or removal
of a person easy. It is not needed to recalculate all of the existing individual
subspaces when changes to the population are made. When a new person is
introduced, simply a new individual subspace is added. If a person has to
be removed from the database, it is only needed to remove the corresponding
individual subspace.
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Figure A.5: Visualization of the first 28 Sparse Principal Components from the
experiment (A) with extreme light variation (B) without extreme
light variation.
Person nr: 6 10% 15% 25%
Person nr: 19 10% 15% 25%
Person nr: 34 10% 15% 25%
Person nr: 43 10% 15% 25%
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Person nr: 43 10% 15% 25%
(A) (B)
Figure A.6: The 10, 15 and 25% discriminative pixels displayed in red for (A)
Similarity-based Fisher and (B) Sparse Similarity-based Fisher-
faces.
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Appendix B
Gender recognition using
cognitive modeling
Jens Fagertun, Tobias Andersen and Rasmus R. Paulsen
Abstract
In this work, we use cognitive modeling to estimate the "gender strength" of
frontal faces, a continuous class variable, superseding the traditional binary
class labeling. To incorporate this continuous variable we suggest a novel
linear gender classification algorithm, the Gender Strength Regression. In
addition, we use the gender strength to construct a smaller but refined train-
ing set, by identifying and removing ill-defined training examples. We use
this refined training set to improve the performance of known classification
algorithms. Also the human performance of known data sets is reported, and
surprisingly it seems to be quite a hard task for humans. Finally our results
are reproduced on a data set of above 40,000 public Danish LinkedIN pro-
file pictures. Keywords: Gender recognition, Linear Discriminant Analysis,
Support Vector Machines, Cognitive Modeling, Linear Regression.
B.1 Introduction
Determining gender is a natural, subconscious task performed everyday in hu-
man interaction. By continuously training of this task on a daily basis, the
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human mind is shaped to become a gender recognition expert. Despite the
strong belief that this is the case, there are very few scientific studies to support
this. The studies that make a comparison between human vs. machine gender
recognition performance are nearly two decades old, such as [20]. However, it is
probably safe to assume that we humans do perform well as gender recognition
experts, even with limited scientific documentation of the subject. This gives
rise to some interesting questions: "Can we understand how humans perform
the task of gender recognition?" and "Can we use this information to enhance
machine learning models?".
It should be noted, that when confined only to non-intrusive data (such as visual
or audio data) the two populations (male and female) cannot be perfectly sep-
arated. There are border-line cases where determining gender is also extremely
hard for humans; cases where sports athletes need to undergo a DNA test to
exactly determine the gender, come to mind.
The problem of automatic gender classification has been studied for years. Many
algorithms have been proposed that employ different methods, including Lin-
ear Discriminant Analysis (LDA) [11], Haar-like wavelets [106], Locally Binary
Patterns (LBP) [106] and Support Vector Machines (SVM) [114]. All these
methods work on a binary understanding of class association, which does not
necessarily enable the method to exclude ill-defined samples that could lead to a
performance decrease. This work tries to address this shortcoming by analyzing
how humans perform gender classification and incorporating this information
into both a novel and well-known pattern recognition algorithms.
Obviously, humans perform gender recognition based on a variety of data, such
as face, hair style, clothes, height, voice and movement patterns. In this article
we look exclusively at faces. To address the previously posed questions, this
work will look into the human performance. We estimate a continuous "gender
strength variable" and use it to construct a novel linear gender classification al-
gorithm, the Gender Strength Regression (GSR). In addition, we look into using
this gender strength variable to construct a smaller but refined training set, by
identifying and removing ill-defined training examples. We then assess if this
refined training set improves performance of known classification algorithms.
The structure of the paper is as follows. Section B.2 introduces the data sets
used in this work. Section B.3 describes the cognitive test that estimates the
gender strength variable. Section B.4 presents the Gender Strength Regression
method. Section B.5 presents the experiments and the obtained results. Finally,
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Section B.6 presents a discussion and conclusion on this work.
B.2 Data sets
In this work we use four data sets in order to ensure that our results are not
biased towards a single protocol of acquiring facial images. The data sets are
subsets of publicly available data, filtered so that they only contain frontal im-
ages with no extreme lighting or extreme facial expressions. The images have
been cropped and rotated to only show the central face, excluding outer cheeks,
lower chin and hair. Every image has been converted to gray scale and standard-
ized by a histogram equalization. Furthermore, the data sets include the same
number of males and females. This should motivate the observer to employ a
response criterion that is not biased towards one of the two response categories.
The data sets used are described in Table B.1 with random samples shown in
Figure B.1.
Data set Total number of images used
AR [108] 298
XM2VTS [112] 552
FERET [124] 836
Public Danish LinkedIN profile pictures 200
Table B.1: Data sets used in this work.
B.3 Cognitive test
The object of the cognitive test is to estimate the gender strength of each sam-
ple. The gender strength variable is defined as a variable in the interval [0 1]
where close to zero signifies belonging poorly to the sample’s group, whereas
one signifies belonging strongly to the sample’s group. To encode the gender in
the variable, females will be denoted in the negative interval [-1 0] and males in
the positive interval [0 1].
In order to estimate the gender strength variable, two cognitive user tests were
devised and conducted on four and six test participants, respectively. The gen-
der strength variable is estimated as a latent variable encoded by the time it
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AR XM2VTS
Feret LinkedInDK
Figure B.1: Random sample images from the four data sets, with females and
males in the first and second row, respectively.
takes participants to perform the gender classification task.
The cognitive test is conducted with the psychtoolbox for matlab [19], to ensure
precise exposure/answer times. In the first test (time limited) every facial image
is shown for precisely 200 ms, followed by a scrambled image of the original im-
age (also shown for 200 ms) to disrupt the after image, which is sustained neural
activity in the visual system following a visual stimulus. In the second test (not
time limited) every facial image is shown until the user makes the classification.
A graphical illustration of the tests is shown in Figure B.2.
The gender strength variable is estimated by standardizing the test persons´
answer times, so that all answer times from one test person (per data set) has
mean zero and unit variance. Then, a pooling of the standardized answer times
from all test persons is performed. Finally, the pooled answer times below the
mean are encoded to one, the outliers (above three standard deviations) are
encoded to zero and the remaining are linearly encoded between the values zero
and one.
B.4 Gender Strength Regression 105
(a) (b)
Figure B.2: Timeline for the cognitive tests, (a) time limit and (b) no time
limit. There is a 550 ms delay from a user classification to the
next picture is shown.
B.4 Gender Strength Regression
In classification problems, training data is usually only labeled with which class
it belongs to. As a result, classifiers, such as LDA and SVM, have only a binary
understanding of class membership, which they use in the objective function
to construct the classification method. LDA seeks to minimize the within class
variance while maximizing the between class variance, whereas SVM tries to
maximize the margin (distance) between classes. Due to this binary understand-
ing of class, these methods work on the complete data set. The performance
of methods such as LDA and SVM depends solely on the given training data,
where more training data does not necessarily yield a better performance.
In this paper we suggest enhancing the performance of classifiers such as LDA
and SVM by removing ill-defined training samples. In this work, ill-defined
samples are defined as cases where more than 50% of the test participants in
the the human cognitive tests fail to perform a correct classification.
Furthermore, we suggest a new classifier that seeks to estimate the gender
strength variable by regression. A linear least squares regression has the ob-
jective function
min
β
‖βX− y‖2, (B.1)
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with the closed form solution
β = (XTX)−1XTy, (B.2)
where X is a matrix with samples and variables in the rows and columns, re-
spectively. y is a vector with the gender strength scores, also called the response
variable. β is the coefficient for the regression line. In an optimal system ((B.1)
is small) the decision threshold would be zero in accordance with how we en-
coded the response variable in the regression, see Section B.3. However, this will
not always be the case. A more accurate decision threshold can be calculated
by
∑k
i=1 βxi
2k
+
∑l
j=1 βxj
2l
, (B.3)
where i and j belong to samples of class male and female, respectively. k and
l are the sizes of the two classes. This assumes that the two classes have the
same distributions.
B.5 Experiments
B.5.1 Cognitive test
In the cognitive test, the False Classification Rate (FCR) is reported in Table
B.2. It can be seen that in the first test where participants only saw the central
face for a fraction of a second the performance was not bad, in the sense that
it is clearly better than guessing (test participants reported that they felt like
they were guessing most of the time). When the time constraint was removed,
the performance increased. Also it seems that the individuals in the AR and
Feret data sets had a bias toward masculinity, resulting in more females that
were wrongly classified as a male than compared to the two other data sets.
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Data set Test with Test without Combinedtime constraint time constraint
AR
Male∗ 0.068 ± 0.047 0.006 ± 0.008 0.031 ± 0.042
Female∗∗ 0.107 ± 0.062 0.164 ± 0.070 0.141 ± 0.070
Total 0.174 ± 0.096 0.169 ± 0.066 0.171 ± 0.074
XM2VTS
Male∗ 0.084 ± 0.054 0.035 ± 0.015 0.055 ± 0.042
Female∗∗ 0.097 ± 0.045 0.053 ± 0.030 0.071 ± 0.041
Total 0.181 ± 0.050 0.088 ± 0.025 0.126 ± 0.059
Feret
Male∗ 0.048 ± 0.052 0.027 ± 0.009 0.035 ± 0.033
Female∗∗ 0.163 ± 0.131 0.079 ± 0.039 0.112 ± 0.092
Total 0.211 ± 0.121 0.106 ± 0.043 0.148 ± 0.094
Linked-
InDK
Male∗ 0.059 ± 0.038 0.038 ± 0.020 0.046 ± 0.029
Female∗∗ 0.104 ± 0.048 0.028 ± 0.019 0.058 ± 0.050
Total 0.163 ± 0.053 0.065 ± 0.028 0.104 ± 0.063
∗ Male wrongly classified as a female.
∗∗ Female wrongly classified as a male.
Table B.2: False classification rates for the cognitive test with standard devi-
ations.
B.5.2 Projection lines
To obtain an understanding of how GSR classifies gender, all samples in the
data sets are projected onto the respective GSR line. Only the time limited
test is used as we want to see the first features we as humans use to perform
gender classification. The estimated Gaussian distribution of these projections
is shown in Figure B.3, together with synthesized faces corresponding to points
on the regression line.
B.5.3 Recognition results
B.5.3.1 Cross-validation evaluation
Gender classification was performed for all data sets using GSR and compared to
LDA and SVM3 with a linear kernel in a leave-one-out cross-validation scheme
(Train on all data, except one sample. Then test on this "unseen" sample and
iterate this process over all samples in the given data set). Three experiments
were conducted where the gender strength variable and the ill-defined samples
3Matlab implementation of LDA and SVM is used.
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AR XM2VTS
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Figure B.3: The estimated gaussian distribution of the data sets projected to
the GSR projection line, with synthesized faces corresponding to
points on the regression line.
were estimated by (case 1) only the time-limited test, (case 2) only the non-
time-limited test and (case 3) by both the time-limited and non-time-limited
test combined. The results are presented in Table B.3. As the dimension of
the variables is much higher than the samples for all data sets, a dimensionality
reduction by Principal Component Analysis (PCA) [95] was preformed prior to
building the models. The PCA was set to retain 95% of the data set variance.
B.5.3.2 Generalization evaluation
To see how the algorithms perform on images not included in four data sets,
an experiment was conducted, where all four data sets were collapsed into one
training set of 1886 images and these were tested on a data set consisting of
40,692 images from public Danish LinkedIN profiles (LinkedInDKFULL). In
this experiment we used a radial basis function kernel for SVM. Finding the
optimal parameters for a non-linear SVM is still an open problem, therefore we
employ a gridsearch strategy to determine the C and γ, in the grid [10−2105]
and [10−5101], respectively. It was found that C = 104 and γ = 10 was the
optimal setup. The results are presented in Table B.4, where it can be seen that
removing ill-defined training samples had a huge impact.
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Full training set
C
as
e
1
Data set LDA SVM GSR
AR 0.0604 0.0604 0.0570
XM2VTS 0.1304 0.1304 0.1250
Feret 0.1364 0.1364 0.1495
LinkedInDK 0.1950 0.2000 0.2000
C
as
e
2
Data set LDA SVM GSR
AR 0.0604 0.0604 0.0638
XM2VTS 0.1304 0.1304 0.1232
Feret 0.1364 0.1364 0.1304
LinkedInDK 0.1950 0.2000 0.2050
C
as
e
3
Data set LDA SVM GSR
AR 0.0604 0.0604 0.0570
XM2VTS 0.1304 0.1304 0.1268
Feret 0.1364 0.1364 0.1376
LinkedInDK 0.1950 0.2000 0.2100
Refined training set
C
as
e
1
Data set LDA SVM GSR
AR 0.0537 0.0537 0.0671
XM2VTS 0.1286 0.1286 0.1250
Feret 0.1280 0.1292 0.1388
LinkedInDK 0.1800 0.1800 0.2000
C
as
e
2
Data set LDA SVM GSR
AR 0.0604 0.0604 0.0839
XM2VTS 0.1196 0.1196 0.1304
Feret 0.1244 0.1256 0.1292
LinkedInDK 0.1900 0.1900 0.1950
C
as
e
3
Data set LDA SVM GSR
AR 0.0570 0.0570 0.0638
XM2VTS 0.1159 0.1159 0.1232
Feret 0.1232 0.1184 0.1352
LinkedInDK 0.1700 0.1700 0.2100
Table B.3: FCR obtained by a leave-one-out cross-validation scheme for case 1
to 3, including (full training set) or excluding (refined training set)
ill-defined training examples. Bold signifies lowest FCR for a data
set in the corresponding test and green signifies lowest FCR for a
data set between tests in (full training set) and (refined training
set).
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(a)
Data set LDA SVM GSR
LinkedInDKFULL 0.3762 0.3227 0.3521
(b)
Data set LDA SVM GSR
LinkedInDKFULL 0.2520 0.2172 0.2373
Table B.4: FCR obtained by training on all four data sets and testing on 40,692
public Danish LinkedIN profile pictures, including (a) or excluding
(b) ill-defined training examples. Bold signifies lowest FCR for a
data set in the corresponding test and green signifies lowest FCR
for a data set between tests in (a) and (b).
B.6 Discussion and Conclusion
In this work we have presented the gender strength variable, a new way of
determining class membership that supersedes the conventional binary classes
normally used in gender recognition. We have assessed the benefit of the gender
strength variable by identifying and removing ill-defined training samples to im-
prove existing methods such as LDA and SVM. Employing the refined training
set on LDA and SVM (both in a linear and non-linear version) gave a significant
improvement. We could see a performance increase when pooling answers from
both cognitive tests (with and without time constraints) probably due to the
fact that we obtained a more robust estimation of ill-defined training samples.
This indicates that not only the volume of the training data is important but
also the quality of the training data. However, how to optimally determine ill-
defined training samples is still an open question.
Interestingly we also observed an improvement with SVM. As SVM manly fo-
cuses on samples close to the decision boundary one could expect that removing
ill-defined samples would lead to a decrease in performance. However, here we
should remember that the two populations (male and female) cannot be per-
fectly separated, and ill-defined samples my not lie adjacent to the decision
boundary, which results in the observed performance increase.
A new method was also devised - the Gender Strength Regression. Results indi-
cate that without removing ill-defined training samples GSR performs similarly
to or better than the LDA and SVM (in a linear version). However, when using
the refined training set, LDA and SVM outperforms GSR. Also the complexity
of the data seems to be best modeled by non-linear methods, however these
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methods need more tuning of parameters.
Human performance was reported, to the authors’ knowledge for the first time,
on the four data sets. When comparing the performance of human vs. auto-
matic machine learning algorithms, it can be seen that the machine learning
algorithms outperform humans on the AR data set. Machine learning algo-
rithms perform only 1-3% worse than humans on the Feret and XM2VTS data
sets. But when going from the relatively constrained data sets (similar frontal
poses) to the more unconstrained data set of Danish LinkedIN profile pictures,
humans outperform the machine learning algorithms. It should be kept in mind
that all tests were performed on the central face in gray scale images.
Finally, the results obtained for the four data sets were validated by reproduc-
ing the trend that a performance boost was achieved when removing ill-defined
training samples, by collapsing the four training sets and testing them on a data
set of 40,692 public Danish LinkedIN profile pictures.
It should be noted that the gender strength variable seems to be well estimated
by a linear encoding of the gender classification response times, however it is
not known if this is the optimal encoding.
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Appendix C
3D Gender recognition
using cognitive modeling
Jens Fagertun, Tobias Andersen, Thomas F. Hansen and Rasmus R. Paulsen
Abstract
We use 3D scans of human faces and cognitive modeling to estimate the
"gender strength". The "gender strength" is a continuous class variable of the
gender, superseding the traditional binary class labeling. To visualize some
of the visual trends humans use when performing gender classification, we
use linear regression. In addition, we use the gender strength to construct
a smaller but refined training set, by identifying and removing ill-defined
training examples. We use this refined training set to improve the performance
of known classification algorithms. Results are presented using a 5-fold cross-
validation scheme and also reproduced using an unseen data set Keywords: 3D
gender recognition, Linear Discriminant Analysis, Support Vector Machines,
Cognitive Modeling, Linear Regression.
C.1 Introduction
Determining gender is a natural, subconscious task performed every day in hu-
man interaction. By continuously training this task, the human mind is shaped
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to become a gender recognition expert. This gives rise to some interesting ques-
tions: "Can we understand how humans perform the task of gender recogni-
tion?" and "Can we use this information to enhance machine learning models?"
These questions have previously been addressed using 2D image data [52]. Here
we applied the same question to the 3D domain, taking both shape and texture
into consideration and using 3D facial scans.
The question of gender classification is not only interesting in itself; it can also be
used to improve performance of classification algorithms working on biometrics
that contain identity (face, iris etc.) as described in [152].
When confined to non-intrusive data (such as visual 2D/3D or audio data),
the two populations (male and female) cannot be perfectly separated. There
are border-line cases where determining gender can be extremely difficult for
humans; cases where sports athletes need to undergo a DNA test to determine
gender, come to mind.
The problem of automatic gender classification has been studied for years. Many
algorithms have been proposed that employ different methods, including Linear
Discriminant Analysis (LDA) [11], Haar-like wavelets [106], Local Binary Pat-
terns (LBP) [106] and Support Vector Machines (SVM) [114]. All these methods
work on a binary understanding of class association, which does not necessarily
enable the method to identify and exclude ill-defined samples, and this could
lead to a performance decrease.
Obviously, humans perform gender recognition based on a variety of data, such
as face, hairstyle, clothes, height, voice, and movement patterns. In this work
we look exclusively at faces. To address the previously posed questions, this
work estimates a continuous "gender strength variable" for individual facial
scans based on human performance. This gender strength variable and linear
regression is then used to visualize some of the visual trends humans use when
performing gender classification. In addition, we use this gender strength vari-
able to construct a smaller but refined training set, by identifying and removing
ill-defined training examples. We then assess if this refined training set improves
performance of known classification algorithms.
The structure of the paper is as follows. Section C.2 introduces the 3D data
used in this work. Section C.3 describes the cognitive test that estimates the
gender strength variable. Section C.4 presents the Gender Strength Regression
method. Section C.5 presents the experiments and the obtained results. Finally,
Section C.6 presents a discussion and conclusion on this work.
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C.2 Data sets
In this work we use 720 3D facial scans of unrelated subjects recruited among
volunteers in the Danish Blood Donor Study [122]. The facial scans were cap-
tured using a Canfield Vectra M3 Imaging System and have been cropped to
only show the face, excluding neck, ears and hair. The 3D facial scans contain
shape information (x-, y-, z-point positions) and texture information (red, green,
blue intensities in every 3D point). The cropped 3D facial scans have been re-
meshed so that all 3D points have a point-to-point correspondence between the
individual scans using a method similar to [16] and then the scans have been
aligned by a Procrustes analysis [69].
The data is divided into two sets; DATA I (n=396) for use in the cognitive test
and DATA II (n=324) for an unseen set to test the results of DATA I. DATA
I includes the same number of males and females. This should motivate the
participants (in the cognitive test) to employ a response criterion that is not
biased towards one of the two response categories. A sample of the 3D data is
shown in Figure C.1.
Figure C.1: Example of the 3D data used. Light gray parts are discarded.
C.3 Cognitive test
The object of the cognitive test is to estimate the gender strength of each sample
(facial scan). The gender strength variable is defined as a variable within the
interval [0 1], where close to zero signifies belonging poorly to the sample’s class,
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whereas 1 signifies belonging strongly to the sample’s class. This is similar to
what is done in fuzzy sets [167]. To encode the gender in the variable, females
will be denoted in the negative interval [-1 0] and males in the positive interval
[0 1].
In order to estimate the gender strength variable, a cognitive user test was
devised and conducted by six test participants. The gender strength variable
is estimated as a latent variable encoded by the time it takes participants to
perform the gender classification task.
The cognitive test is conducted with the psychtoolbox for matlab [19], to ensure
precisely recorded answer times. In the test, every facial scan is shown as a 2D
image showing the frontal face and the two profiles, see an example in Figure
C.2. The time it takes the test participant to make the classification is recorded.
A graphical illustration of the tests is shown in Figure C.2. Six participants
conducted the test, where the order of stimuli was randomized to avoid order
effects.
The gender strength variable is estimated by standardizing the test participants´
answer times, so that all answer times from one test participant have mean zero
and unit variance. Then, a pooling of the standardized answer times from all
test persons is performed. Finally, the pooled answer times below the mean are
encoded to one, the outliers (above three standard deviations) are encoded to
zero and the remaining are linearly encoded between the values zero and one.
C.4 Gender Strength Regression
In classification problems, training data is usually only labeled with the class to
which it belongs. As a result, classifiers, such as LDA and SVM, have only a
binary understanding of class membership, which they use in the objective func-
tion to construct the classification method. LDA seeks to minimize the within-
class variance, while maximizing the between-class variance, whereas SVM tries
to maximize the margin (distance) between classes. Due to this binary under-
standing of class, these methods work on the complete data set. The perfor-
mance of methods such as LDA and SVM depends solely on the given training
data, where more training data does not necessarily yield a better performance.
In this paper we suggest enhancing the performance of classifiers such as LDA
and SVM by removing ill-defined training samples. In this work, ill-defined
samples are defined as cases where more than 50% of the test participants in
the human cognitive tests fail to perform a correct classification.
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Figure C.2: Timeline for the cognitive test. There is a 550 ms delay from a
user classification to when the next picture is shown.
Furthermore, as in [52], we use a classifier that seeks to estimate the gender
strength variable by regression, Gender Strength Regression (GSR). A linear
least squares regression has the objective function
min
β
‖βX− y‖2, (C.1)
with the closed-form solution
β = (XTX)−1XTy, (C.2)
where X is a matrix with samples and variables in the rows and columns, re-
spectively; y is a vector with the gender strength scores, also called the response
variable; and β is the coefficient for the regression line. In an optimal system
((C.1) is small) the decision threshold would be zero in accordance with how
we encoded the response variable in the regression, see Section C.3. However,
this will not always be the case. A more accurate decision threshold can be
calculated by ∑k
i=1 βxi
2k
+
∑l
j=1 βxj
2l
, (C.3)
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where i and j belong to samples of class male and female, respectively; and k
and l are the sizes of the two classes. This assumes that the two classes have
the same distributions.
C.5 Experiments
C.5.1 Cognitive test
In the cognitive test, the False Classification Rate (FCR) is reported in Table
C.1. Interestingly, there seems to be a clear difference between male or female
being wrongly classified.
Human False Classification Rates
Male wrongly classified as a female 0.84% ± 0.44%
Female wrongly classified as a male 6.65% ± 3.01%
Total 7.49% ± 2.85%
Table C.1: FCR for the cognitive test with standard deviations.
C.5.2 Projection lines
To obtain an understanding of how GSR classifies gender, all samples in the
data sets are projected onto the respective GSR line. As opposed to the 2D test
[52] that visualizes the features understood in the first 200ms of exposure, we
do not have a time limit so that the visualized features are not necessarily the
"first" understood by the observer.
Synthesized faces between the female and male extremum points on the GSR
regression line are shown in Figure C.3 for both shape and texture.
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Figure C.3: Synthesized faces between the female and male extremum points
on the GSR regression line. Shape and texture is presented in
the first and second row, respectively. With a female representa-
tion to the left, a male representation to the right and the mean
shape/texture in the center.
C.5.3 Recognition results
C.5.3.1 Cross-validation evaluation
Gender classification was performed for DATA I using GSR and compared to
LDA and SVM with a linear kernel in a 5-fold cross-validation scheme. (Train
on four folds of the data. Then test on the "unseen" fold and iterate this
process over all folds.) The results are presented in Table C.2, in which we have
separate tests for shape and texture to see how much discriminating power they
individually contain.
As the dimension of the variables is much higher than the samples for all data
sets, a dimensionality reduction by Principal Component Analysis (PCA) [95]
was preformed prior to building the models. The PCA was set to retain 95% of
the data set variance.
Training set size LDA SVM GSR
Shape Full set 4.80% 4.80% 5.30%Refined set 4.29% 4.55% 5.30%
Texture Full set 1.77% 1.77% 1.52%Refined set 1.01% 1.01% 2.02%
Table C.2: FCR obtained by a 5-fold cross-validation scheme including (full
training set) or excluding (refined training set) ill-defined training
examples. Bold signifies lowest FCR.
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C.5.3.2 Unseen evaluation
A second test was conducted where DATA I was used for training and DATA II
was used for the test. In this experiment we used a radial basis function kernel
for SVM. Finding the optimal parameters for a non-linear SVM is still an open
problem, therefore we employ a grid-search strategy to determine the C and γ ,
in the grid [10−2 105] and [10−5 101], respectively. It was found that C = 10−2
and γ = 101 for shape and C = 103 and γ = 102 for texture was the optimal
setup. The results are presented in Table C.3.
Training set size LDA SVM GSR
Shape Full set 6.17% 5.25% 6.48%Refined set 4.94% 4.63% 4.94%
Texture Full set 2.16% 2.16% 1.85%Refined set 1.85% 1.54% 2.16%
Table C.3: FCR obtained by training on DATA I (full training set or refined
training set) and testing on DATA II. Bold signifies lowest FCR.
C.6 Discussion and Conclusion
In this work we have assessed the benefit of the gender strength variable by iden-
tifying and removing ill-defined training samples to improve existing methods
such as LDA and SVM on 3D facial scans. Employing the refined training set on
LDA and SVM (both in a linear and non-linear version) gave an improvement
that is most prominent in the texture experiments. Like in [52], this indicates
that not only the volume of the training data is important but also the quality
of the training data. However, how to optimally determine ill-defined training
samples and, more interestingly, how to identify them without an intensive user
interaction, is still an open question.
Interestingly we also observed an improvement with SVM. As SVM mainly fo-
cuses on samples close to the decision boundary, one could expect that removing
ill-defined samples would lead to a decrease in performance. However, here we
should remember that the two populations (male and female) cannot be per-
fectly separated, and ill-defined samples may not lie adjacent to the decision
boundary, which might result in the observed performance increase.
When looking at the shape and texture experiments it is clear that texture holds
much more discriminating power than shape.
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Using 3D facial scans, we obtain a difference between human and machine per-
formance, larger than the ones observed for 2D [52]. This is probably due to a
variety of factors. First we here have a point-to-point (and texture intensity to
texture intensity) correspondence so that a considerable amount of noise from
variations in shape is filtered out of the texture domain. The facial scans used
here have a considerably larger "resolution" than the 2D images in [52], and
finally we have more information in a 3D surface than in 2D plane so we would
expect a performance increase.
The result obtained indicates that when working with high resolution 3D facial
scans, standard machine learning algorithms such as LDA and SVM out-perform
humans on data acquired in a constrained environment. If this also remains valid
in more unconstrained environments remains to be seen.
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Appendix D
Variability of 3D facial
landmarks
Jens Fagertun, Stine Harder, Anders Rosengren, Christian K. Møller, Thomas
Werge, Rasmus R. Paulsen and Thomas F. Hansen
Abstract
A full facial 3D annotation procedure is presented for a sparse set of manually
annotated landmarks. Manual annotation of landmarks is a known source of
variance, which exist in all fields of medical imaging, influencing the accuracy
and interpretability of the results. However, the variability of human facial
landmarks is only sparsely addressed in the current literature as opposed e.g.
to the research field of orthodontics and cephalometric.
In our approach, we analyze an extended set of manually annotated
landmarks in regards to intra- and inter-operator variability. We then select a
sparse set of landmarks in order to construct dense correspondence of the 3D
scans with a minimum of point variance. Using the sparse set of landmarks
(n=14), we minimize the point mean variance. Further, we provide a 3D
full facial map as a reference for annotation variation of other putative
landmarks using this sparse landmark set. Keywords: 3D Facial Landmarks,
Inter-Operator Annotation Variance, Dense Point Correspondence, Point
Distribution Model, ANOVA.
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D.1 Introduction
The research field of facial morphology has advanced rapidly over the last ten
years, with the introduction of better, faster and cheaper systems for facial
3D scanning. The systems have enabled more accurate and objective methods
of capturing facial morphological differences. Analysis of facial morphology is
based on facial distances i.e. the distance between facial landmarks [29, 102, 119]
or on statistical models [29, 74]. One widely used statistical method, uses Prin-
cipal Component Analysis (PCA) to assess the population’s variance and is
referred to as a Point Distribution Model (PDM) [86]. Both methods rely on
manually annotated landmarks that are used directly or as a basis for con-
structing a dense point correspondence [121, 86, 74, 29]. This means that both
direct distances and statistically based methods are prone to human operator
annotation errors. While there exist a great number of surface-based automatic
registration methods for point correspondence, manual annotation, at least on
a sparse set of landmarks, is widely used when facial analysis is used in clinical
applications. Understanding the variance (noise) introduced by manually anno-
tated landmarks is important for the design and interpretation of studies in this
field.
The reliability of facial landmark annotation has not been as thoroughly studied
as landmark annotations in other fields. For example, Buschang et al. [24] as-
sessed the inter-operator annotation variability of anatomical landmarks on the
skull for use in orthodontics and cephalometric analysis, using an ANOVA analy-
sis. Similar, newer studies also addressed the reliability of cranial-anatomical
landmarks [159, 140, 8]. In [97] the inter-operator annotation variance was in-
cluded in the PCA when analyzing cranial growth. Here the landmark variance
was addressed using a weighting scheme giving most weight to annotation land-
marks with low variance.
In this work, we exclusively work with human facial features. We address the
reliability when annotating facial features with respect to inter/intra operators
and samples (portraits). To the best of our knowledge, no other studies have
addressed this in the field of facial morphology. On the basis of the reliability
of facial landmarks, we suggest a sub-set of landmarks that yields a superior
dense-point correspondence compared to the original landmarks.
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D.2 Methods
D.2.1 Sample and image data
The data used in this work consists of 36 facial scans of unrelated healthy sub-
jects recruited among volunteers in the Danish Blood Donor Study (DBDS)
[122]. The 36 subjects were randomly chosen from our database consisting of
facial scans from 641 subjects, and they were evenly divided between men and
women. The facial scans were captured using a Canfield Vectra M3 Imaging
System, at the DBDS facility at Glostrup University Hospital. Each 3D facial
scan contains about 70,000 to 100,000 3D points and has shape information (x-,
y-, z-point positions) and texture information (red, green, blue intensities) for
every 3D point.
D.2.2 Description of annotations points
The annotation framework initially developed in Fagertun [50] consists of 73
landmarks. Here, 24 anatomical landmarks define distinct facial features, and
49 pseudo-landmarks define the curves and width of the jaw, lips, eyebrows etc.
A description is presented in Figure D.1.
D.2.3 Annotation procedure
All scans followed a three-step annotating scheme:
1. Automated annotation of landmarks, detailed description in D.2.4:
• A fully automatic Active Appearance Model (AAM) [34] in 2D.
• An Active Shape Model (ASM) [37] in 3D.
2. Correction by human operator of the pre-annotated landmarks, detailed
description in D.2.5.
3. Post processing, detailed description in D.2.6
• Creation of dense point correspondence meshes.
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Figure D.1: Facial landmarks divided into anatomical and pseudo-anatomical
landmarks.
Anatomical landmarks: 1) Right eyebrow lateral point, 5) Right
eyebrow medial point, 9) Left eyebrow lateral point, 13) Left eye-
brow medial point, 17) Right eye lateral canthus, 21) Right eye
medial canthus, 25) Left eye lateral canthus, 29) Left eye medial
canthus, 33) Right pupil center, 34) Left pupil center, 37) The
outer left alar-facial groove, 38) The inner left alar-labial groove,
40) The columellars connection to the upper lip, 42) The inner
right alar-labial groove, 43) The outer right alar-facial groove, 46)
Tip of the nose, 47) Right oral commissure, 49) The right philtrum
column connection to the the vermillion border, 50) Midpoint on
the cupid’s bow, 51) The left philtrum column connection to the
the vermillion border, 53) Left oral commissure, 63) Right ear
attachment, 68) Lowest point of the central jaw, 73) Left ear at-
tachment.
Pseudo-landmarks groups: 2-4 & 6-8) Right eyebrow, 10-12 &
14-16) Left eyebrow, 18-20 & 22-24) Right eye, 26-28 & 30-32)
Left eye, 35 & 36 & 39 & 41 & 44 & 45) Nose, 48 & 52 & 54-62)
Mouth, 64-67 & 69-72) Jaw.
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D.2.4 Data pre-processing by automatic annotations
A 2D image was created by orthographic projection of the 3D scan. The face
and eyes are automatically detected by a Viola-Jones Rapid Object Detection
[158, 157], and serve as a starting point for an AAM search. When the AAM
converges, the 73 2D annotation points (Figure D.1) can be extracted. These
annotation points are then transformed from the 2D image to the 3D scan. The
2D to 3D transformation is likely to fail in high curvature areas like the jaw
(points from 2D are wrongly projected onto the neck). To compensate for this
limitation, an ASM search, initialized by an Iterative Closest Point [169] search,
is performed to locate the jaw in 3D. The annotation points are then corrected
by an operator as described in the next section. In summary, the low curvature
points are found by a 2D AAM and transformed to 3D, while high curvature
points are found by a 3D ASM.
The 2D AAM and 3D ASM where constructed based on 605 individuals recorded
by a Nikon D90 in 2D and a Canfield Vectra M3 Imaging System in 3D. Both
the 2D and 3D data was annotated to create correspondence between individu-
als, in the same fashion as described in the following section.
D.2.5 Manual annotation tools and standard
The object of the manual annotation was to reach a consistent and stable stan-
dard for annotation. The annotation scheme was explained and discussed during
a three-hour workshop, where a common frame of reference was reached. The
manual annotation is a two-step process. Firstly, the annotation is performed in
a fixed frontal view by a custom-made annotation tool. Secondly, points in high
curvature areas are adjusted in fixed frontal, profile, top/down views. The high
curvature points are the jaw and nose points (35-45 and 63-73). Pilot analy-
sis showed that using a 3D annotation program, with possibility to rotate and
zoom the scan, was very time consuming and did not improve error rate when
compared with the chosen procedure, data not shown.
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D.2.6 Dense point correspondence
To analyze facial shape variation at positions not annotated by landmarks, a
dense point correspondence is created. A variety of methods exist for establish-
ing dense correspondence. In this work we employ a method that has previously
produced excellent results when a sparse set of landmarks exist [121].
This method is based on propagating a well-formed template mesh to all shapes
in the training set. For each shape the template mesh is initially deformed using
a volumetric thin-plate spline warp [18] and using the sparse set of correspond-
ing landmarks. In the next step the mesh vertices of the deformed template
mesh are propagated to the target shape. This approach is very similar to
the method used to create the dense surface models described by Hutton et al.
[86, 74, 29]. While propagating each vertex to the Euclidian closest point on
the target surface works for simple anatomies, it fails in regions with moderate
curvature. A proven solution is to regularize the correspondence field and add
curvature information in the propagation step. In [121, 82] this regularization
is cast into a Markov Random field (MRF) framework [100], where a prior and
an observation term are defined. The prior model imposes a Gaussian prior on
the deformation field that favors smooth deformation fields. The curvature of
the deformed template mesh and the target shape is used in the observation
term to guide the correspondence to areas with similar curvature. The mean
curvature is estimated as the radius of a locally fitted sphere [120]. Finally, the
regularization is bounded so the projected points are on the surface of the target
shape. The optimal correspondence field is found using stochastic optimization.
The involved weighting between the prior and observation terms is found as the
weight that creates the most compact shape model as described in [82]. The
result is a regularized dense correspondence between the template and all the
shapes in the training set. In our experiments, the dense correspondence con-
sists of 39,653 points and the associated mesh connectivity from the template
mesh.
D.3 Results
D.3.1 Landmark variability
Six operators(one female) annotated 36 scans (of 18/18 females/males, aged 18
to 65) twice, one week apart. The mean error and standard deviation of the
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combined variance of each annotation point are shown in Figure D.2. It is clear
that the variability is dependent on the annotation point in question. The center
of the pupil was associated with minimal variance (SD = 0.09mm), followed by
landmarks of the eye (SD = 0.30-0.95mm). The most error-prone annotation
points are the landmarks of the jaw (SD = 1.55-3.34mm), although the lateral
points of the eye-brows are also error prone (SD = 2.24-2.37mm). The variance
of each annotation point is illustrated in Figure D.3.
D.3.1.1 Intra/inter operator variability
We used a mixed-model ANOVA analysis, using the Minimum Variance Quadratic
Unbiased Estimation (MIVQUE) method to estimate the effects of the compo-
nents: operator, session day, and the scan number (portrait), for each of the 73
annotated points:
Yijk = µ+Oi +Dj + Ik + ijk (D.1)
where Yijk is the data sample, µ is the global average, Oi, Dj and Ik is the main
effect term for inter-operator, intra-operator (session day) and portrait, respec-
tively. ijk is the error term for unexplained variance. A three-way ANOVA
using interaction terms was rejected as the model did not contribute with fur-
ther explanation of the variance, data not shown.
Generally the session day, thus intra-operator, contributed relative little to the
variability (SD <= 0.25mm), see Figure D.4. The most reliable annotation
landmark was the center of the pupil, as this was only marginally influenced by
the inter/intra-operator and portrait, and was not associated with a large error
term. There were no significant differences between landmarks and pseudo-
landmarks. Still, the variance was more prominent in the points describing the
jaw and nose and to some extent the medial canthus of the eye, Figure D.4.
D.3.2 Dense point correspondence optimization
As can be seen, the 73 annotated points were associated with different variabil-
ity. We test four different sub selections of these annotation points in a effort
to minimize the variance of the resulting dense point correspondence. Two
landmark selections simply exclude annotation points with the high variance in
mean error (>1mm) and operator error (>0.5mm), respectively. However, these
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Figure D.2: Mean annotation error.
Figure D.3: Frontal and profile annotation variance plot (Red ellipse shows 3
SD).
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Figure D.4: The variance of the operator, session day and portrait, respec-
tively for each of the 73 annotated points.
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landmark selections do not take into account whether landmarks from the whole
facial area are selected. Thus, additionally two landmark selections aiming at
selecting landmarks from the main facial features and with low mean error and
variance are also tested, see Figure D.5.
Selection 1 Selection 2
Selection 3 Selection 4
Figure D.5: Landmark selections 1,2,3, and 4. Selections 1 and 2: Selected for
"having low mean error and variation" with focus on capturing
all facial features. Selection 3: Mean error below 1mm. Selection
4: Operator standard deviation below 0.5mm.
The quality of the derived dense point correspondence was evaluated using the
Minimum Description Length (MDL). The Minimum Description Length (MDL)
principle states, in an Occam’s Razor way, that the most compact model will be
the best to express the data, as it has the best possible correspondence between
points. If the points have good correspondence, the cumulative variation in the
PDM will increase quickly over the first principal components. In the case of
bad correspondence, the variation will increase slowly, as the model has to model
both the population variance and the inconsistency of correspondence points.
This approach has previously been used by Davies and colleagues [40, 41], were
the MDL serves as an objective function for automatically generating landmark
correspondence on 2D shape outlines or 3D surfaces.
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Landmark selections Full 1 2 3 4
Mean variance 1.92 0.62 0.54 1.03 0.71
Table D.1: Dense point mean variance.
We use the MDL measure to evaluate the quality of the point correspondence
of the different landmark selections. We measure the MDL of the dense mean
point variances for all the annotation points and the four suggested landmark
selections and the results are shown in Table D.1. The lowest variance is seen
for landmark selection 2, having a mean variance = 0.54. Figure D.6 visual-
izes variation of the PDM from landmark selection 2 compared to the original
PDM (based on all landmarks). Table D.2 shows that points with a relatively
small variation in the user annotations cannot be estimated better automati-
cally. However, points with big variation in the user annotations can indeed be
better estimated. This yields the conclusion that a reduced set of the original 73
landmarks is preferred. It is also noted that landmark selection 2, that consists
of 14 landmarks, results in a more compact model and a better estimation of
16 of the 73 landmarks compared to the manual operator annotations, data not
shown.
All points Landmark selections 2
Figure D.6: Visualization of variance in mm (of one standard deviation).
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Annotation point number User All 73points
Landmark
selection 2
33 (Right pupil center) 0.093 0.205 0.170
34 (Left pupil center) 0.112 0.406 0.391
50 (Midpoint on the cupid’s bow) 0.694 0.710 0.708
47 (Right oral commissure) 1.299 1.300 1.296
53 (Left oral commissure) 1.281 1.261 1.260
66 (Point on the right jaw) 4.851 4.789 3.754
70 (Point on the left jaw) 4.411 4.383 3.334
Table D.2: Mean error for selected points and landmark selections.
D.4 Discussion and Conclusion
To the best of our knowledge, this is first study to address the variation of
human-annotated 3D facial landmarks. Understanding the variation of manual
annotations is important as much work in registration, recognition, and ma-
chine learning is influenced by manual annotation errors. However, the current
literature is sparse when it comes to 3D facial morphology and variation. We
expect that an increase in accuracy, user friendliness (less operator demanding)
and availability of 3D imaging scanners will probe the use of shape models in
clinical diagnostics, as seen e.g. for orthopedic surgery [148]. However, to assess
the putative clinical impact of such tools, it is important to understand the vari-
ability embedded in manual annotation. We focus on facial morphology, and
suggest a procedure to retrieve a dense correspondence mesh of the face with
low variance and minimum of human operator annotation points.
We first address the variability of 73 facial 3D landmarks, and that the variability
is highly correlated with the annotation point, per se. As expected landmarks
that are easier to define in consensus have the lowest variability concerning
both inter- and intra-operator variability. As expected, it is the landmarks of
the pupils that are associated with the minimum variation. More leniently de-
fined landmarks such as the points defining the jaw line are associated with the
highest variation. We repeated the annotation twice, and although we believe
that further repeating of the annotation will not change the variation notably,
we cannot exclude that it will change.
One obvious application of the annotated points is to identify minor facial ab-
normalities, e.g. to assist diagnosing syndromes. Such abnormalities can be
identified by using absolute measures or the ratio between manually annotated
landmarks, or by using a dense correspondence mesh. It is obvious to use a
dense correspondence mesh for identification of minor abnormalities, as this fa-
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cilitates the use of landmarks/points not manually annotated and thus a larger
data set. In a clinical setting, different operators will be used, and although
such operators will be ideally trained, the variability will influence the results.
We suggest an approach to limit the inter (and intra) operator number of anno-
tation points to enable capture of facial features and a minimum of variability.
The model uses 14 landmarks to create a dense correspondence mesh with a
point mean variance of 0.54. Further, the model shows less variability in 16 of
the manually annotated points not included in the model. Using fewer anno-
tation points will decrease the operator time, thus making it more feasible to use.
There is one limitation with regard to generalizability of the study. We used
subjects that are Caucasian with Scandinavian background, thus we cannot ex-
clude that the variability of the annotation landmarks is different from other
ethnicities, e.g. the texture of blonde eyebrows on light skin may be difficult to
separate, whereas dark eyebrows may not.
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Correlation of complex
polygenic variations to
specific holistic facial
characteristics
Jens Fagertun, Tune Pers, Karin Wolffhechel, Henrik B. Nielsen, Daniel
Gudbjartsson, Hreinn Stefansson, Kári Stefansson, Rasmus R. Paulsen and
Hanne Jarmer
Abstract
The effect of the human genome in the context of facial appearance is an
emerging field receiving increasing attention. Specific single nucleotide poly-
morphisms have been connected to simple facial distances. In contrast to
such previous studies, we attempt a holistic approach correlating complex
polygenic variations to holistic facial characteristics across a population of
1,338 individuals. The focus is to find a one-way mapping between a genome-
wide SNP model and a facial statistical shape model. We show that statistical
SNP models can indeed recover some of the heredity present in facial char-
acteristics, and for the best performing facial components, we are able to
classify to simple facial archetypes better than would be expected by chance.
Keywords: Facial analysis, Facial characteristics, Genome-wide association
studies, Eigenshapes, Eigengenes, Single nucleotide polymorphisms.
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Introduction
Apart from being nearly genetically identical, monozygotic twins are often so
similar in appearance that they can be difficult to tell apart. Their similar-
ities are believed to be due to combinations of genetic, epigenetic and en-
vironmental factors [7]. Genotypic profiling based on single nucleotide poly-
morphisms (SNPs) has been successfully used to predict facial appearance, in-
cluding the amount of freckling, the presence of moles, hair texture and skin
color [149, 94, 49, 110, 147, 48, 92]. In forensic science genotyping has been
used to predict an individual’s hair color, eye color, sex and ancestry with high
accuracy [93, 4]. Especially the prediction of facial appearance based on geno-
type data holds great promises in forensic science, because this would allow
re-construction of an individual’s facial appearance, which could aid in identi-
fying crime suspects.
However, recent genome-wide association studies (GWAS) have shown that most
traits are inherently polygenic [81, 96, 107]. One example is human height, a
trait that is believed to be shaped by thousands of SNPs [166]. Although facial
traits are arguably less complex than the human height trait, it is likely that they
are the product of hundreds of genetic variants. Recently, three SNPs affecting
nose width, nasion position and face width have been detected [17, 119]. Liu et
al. attempted to link genetic variants from close to ten thousand individuals of
European descent to facial shape phenotypes extracted from three dimensional
(3D) magnetic resonance images and two dimensional (2D) portrait images and
identified five genetic loci associated with certain facial phenotypes [102]. The
lack of SNPs with strong effects, and the low degree of variance explained, in-
dicate that facial phenotypes are likely to be highly polygenic and that larger
sample sizes and more refined methods are needed to increase the variance ex-
plained for these phenotypes.
In this work, we correlated polygenic variation to specific 2D facial characteris-
tics across a population of 1,338 individuals. Our aim was to prove that genetic
variants can be used to construct portrait sketches of individuals; an overall ap-
proach we will refer to as appearnetics. The focus is on finding a one-way map-
ping between a genome-wide statistical SNP model and a facial statistical shape
model. First, the statistical shape model, denoted eigenshapes, is constructed
by principal component analysis (PCA). Then, the statistical SNP model, de-
noted eigengenes, is constructed by supervised PCA, where SNPs likely to be
associated with the eigenshapes are included in the model. Finally, a supervised
one-way mapping between eigengenes and eigenshapes is performed and evalu-
ated by classifying individuals to simple facial archetypes in a cross-validation
setup on an unseen data set.
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Understanding the exact genetic variation responsible for specific facial char-
acteristics is a colossal task. In this study we correlate a number of genetic
variants to facial features and attempt to further predict these features. To our
knowledge this is the first time this has been attempted.
Materials and Methods
Ethics Statement
All biological samples were collected after approval had been obtained from the
National Bioethics Committee and the Icelandic Data Protection Authority.
Written informed consent was provided by the participants. In order to protect
personal information on health and disease all samples were encrypted through
a third independent party in accordance with the regulations of the Icelandic
Data Protection Committee [72].
Overview
This study focuses on finding a one-way mapping between a genome-wide SNP
model (eigengenes) and a facial shape model (eigenshapes). For this, millions
of SNPs were available, therefore a modified version of supervised principal
components [5] was used to ensure that the eigengenes model was built with
SNPs correlated to the eigenshapes. The method contained the following steps.
1. Data acquisition and preprocessing
(a) Ascertainment
(b) Genotyping
(c) Image acquisition and normalization
(d) Facial landmarks annotation
2. Model construction
(a) Eigenshapes via PCA
(b) Eigengenes via Supervised PCA
(c) Supervised one-way mapping between eigengenes and eigenshapes
In the following the individual steps are described in detail.
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Ascertainment
The ascertainment of Icelandic participants has been described in detail else-
where [142]. Of these 1,338 were acquired with facial image data, 72 participants
were removed due to non-Icelandic ethnicity, non-neutral facial expression, or
non-frontal face direction to the camera, resulting in a remainder of 1,266 par-
ticipants. All participants were adults (aged 18 or older).
Genotyping
Participants were genotyped using IlluminaHumanHap and IlluminaOmniEx-
press arrays and long range phased for efficient imputation of markers as de-
scribed earlier [84]. The genotyping was performed at deCODE genetics in
Reykjavik, Iceland.
Image acquisition and normalization
Frontal facial images were recorded in a controlled environment at enCODE and
Landspitali University Hospital in Reykjavik, Iceland. At both sites identical
photo studios were set up and all images were taken with a Canon IXUS 95,
10 megapixels camera, mounted on a custom-built rig. All participants were
recorded sitting on a height-adjustable chair, with a horizontal and vertical ruler
in the image frame to determine the scale. Images were corrected for distortions,
mainly introduced by the camera lens, by using camera calibration [170].
Facial Landmarks
After the image acquisition, the frontal faces were annotated by in-house de-
veloped image analysis software imploring a semi-automatic annotation scheme.
First, face and eyes were automatically detected using the Viola-Jones object
detection algorithm [158], and then an Active Appearance Model placed the re-
maining annotation points [34]. The annotation scheme consisted of 73 anatom-
ical landmarks and pseudo-landmarks and was similar to the one used in [50],
an example is shown in Figure E.1. Finally, the annotation was revised and
adjusted manually by a trained operator.
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Figure E.1: 73 points annotation scheme.
Eigenshapes via PCA
To reduce the effect of affine transformations due to rotation, scaling and transla-
tion between the facial landmarks of different participants a Procrustes Analysis
(PA) [69] was performed. This resulted in aligned shapes with affined transfor-
mations removed. The mean shape was subtracted from the aligned shapes and
the statistical shape model (eigenshapes) was constructed by applying a Princi-
pal Components Analysis (PCA). The resulting model accounts for 95% of the
variance of the original data, filtering out high-frequency variation present in
the last 5%. The participants can now be described by the eigenshapes
X = µ+ bΦ + , (E.1)
where X is the original face shape, µ the mean face shape, b the principal
component scores for the participants, Φ the eigenshapes and  the residual
error. For the supervised PCA, explained in the next section, b, adjusted for
year of birth and gender, was used as the phenotype.
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Eigengenes via Supervised PCA
A genome-wide analysis was performed on two-thirds of the data for each of the
eigenshapes to select the SNPs most correlated with the eigenshapes. Genome-
wide significant p-values (<10-8) for single SNPs were not expected; instead we
focused on multiple SNPs to explain a given eigenshape by retaining SNPs with
association p-values less than 0.005, yielding ∼ 95, 000 SNPs per eigenshape.
The genotypes were coded to an additive model and a PCA was applied to
construct a genotype model (eigengenes) corresponding to each eigenshape. As
previously, the model was confined to explain 95% of the variance. From this
the eigengenes of a participant can be encoded to the very compact principal
components scores, similar to equation 1. Unknown samples can now be encoded
using the eigenshapes and eigengenes models.
Supervised one-way mapping between eigengenes and eigen-
shapes
The remaining one-third of the data, not used previously, were used to build
the predictive models. Linear regression was implemented in a 40-fold cross-
validation scheme, dividing the data into training, calibration and test-sets, to
learn the transformation from the individual eigengenes to the corresponding
eigenshape. In each iteration the mapping was estimated on 95% of the data,
2.5% was used for the calibration of the model and 2.5% was used for testing
the performance of the model.
To overcome the problem of having much fewer participants than independent
variables (eigengenes), which leads to over-fitting the model to the data, the
eigengenes were sorted by their correlation to the corresponding eigenshape and
a subset was selected. This subset was used to predict a given eigenshape in a
linear regression. The size of the subset was determined by testing the prediction
performance of the model on the calibration set so that
argmax
θ
corr(y¯
θ
, y) s.t. θ ∈ {1, . . . , n}, (E.2)
where y¯
θ
is the predicted values, y the true values and n is the number of eigen-
genes. The resulting model was then applied to the test set and the performance
was evaluated by comparing the predicted values to the target values. The su-
pervised one-way mapping between eigengenes and eigenshapes was performed
143
five times with different random folds initializations with an equal gender dis-
tribution when applicable, to report the sensitivity of the results in standard
deviations.
Results
In this proof-of-concept study we perform two evaluations on the proposed
method. First we test whether it is possible to find a one-way mapping be-
tween the eigengenes and a single eigenshape. Secondly we classify individuals
to simple facial archetypes.
827 individuals, two-thirds of the data, were used to construct the eigenshapes
and eigengenes models, accounting for 95% of the variance of the original image
data. This resulted in a model consisting of 37 eigenshapes and ∼ 670 eigengenes
per eigenshape. The remaining 439 individuals were used to predict the one-
way mapping between eigengenes and eigenshapes in a 40-fold cross-validation
scheme. The analyses were conducted five times to report the sensitivity of the
results in standard deviations. Furthermore, the analyses were also conducted
on men and women separately.
Correlation of predicted and true eigenshape scores
We build a linear regression model using the eigengenes with the highest corre-
lation to the eigenshape as predictors to test whether we can predict eigenshape
scores significantly correlated with the original scores. We found eigenshapes
3, 27 and 11 for the groups men & women, men and women, respectively, pre-
dicted with the best performance (Table E.1). Since it was our goal to identify
the best fit between ∼ 670 eigengenes, we corrected for multiple testing (Bon-
ferroni correction), lowering the significance threshold from 0.05 to 7.5e-5. As
expected, the prediction performance varied for individual eigenshapes because
some eigenshapes encode non-facial variation incurred during photo acquisition.
For example, eigenshapes 1 and 5 mainly encode head rotation in two directions,
yaw and pitch, respectively.
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Table E.1: Best performing eigenshapes
Best performing eigenshapes (men & women, n=439)
Eigenshape number Pearson correlation p-value
3 0.2332± 0.0225 7.81e-07
7 0.1857± 0.0094 9.11e-05
17 0.1799± 0.0135 1.50e-04
34 0.1777± 0.0262 1.82e-04
8 0.1774± 0.0039 1.87e-04
Best performing eigenshapes (men, n=231)
Eigenshape number Pearson correlation p-value
27 0.3114± 0.0195 1.38e-06
34 0.2476± 0.0152 1.44e-04
30 0.2402± 0.0208 2.29e-04
37 0.2158± 0.0153 9.66e-04
15 0.2051± 0.0234 1.72e-03
Best performing eigenshapes (women, n=208)
Eigenshape number Pearson correlation p-value
11 0.3015± 0.0049 9.65e-06
28 0.2767± 0.0218 5.21e-05
3 0.2725± 0.0229 6.83e-05
16 0.2420± 0.0336 4.29e-04
12 0.2364± 0.0434 5.86e-04
Best performing eigenshapes for the three groups men & women, men and
women. Bold signifies a statistical significant correlation (Bonferroni
corrected).
Classifying persons to simple facial archetypes
The one-way mapping in the previous section revealed that, in this proof-of-
concept study, we are missing power to predict many of the eigenshapes. Con-
sequently we chose to classify to simple facial archetypes. The test was con-
ducted in a cross-validation setup, where the calibration set was used to detect
the eigenshapes predicted with the highest performance. We classified into two
facial archetypes using Mahalanobis’ distance. We make the facial archetypes
by choosing the best performing eigenshape from the calibration set and con-
structing two archetypes with a distance of -2 and +2 standard deviations away
from the mean along the eigenshape direction. We constructed two additional
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archetypes by taking the second best performing eigenshape, yielding a total
of four facial archetypes. We add two extra archetypes in a similar fashion
to obtain 6, 8 and 10 facial archetypes. We found that the simple archetype
classification performed better than random for the group of combined men &
women (Figure E.2). Classification on both genders separately resulted also in
similar predictions (data not shown). An illustration of the six best performing
archetypes (three eigenshapes) for the three groups is shown in Figure E.3.
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Figure E.2: Archetype classification performance for the combined
group of men & women.
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Figure E.3: The six best performing archetypes (three eigenshapes)
for the three groups men & women (green - eigenshape
3), men (blue - eigenshape 27) and women (magenta -
eigenshape 11).
Discussion
This work demonstrates the potential to predict complex personal facial charac-
teristics from genetic information only. Despite the modest number of indviduals
and high polygenicity, we show that several complex facial characteristics can
be partially predicted. As shown in Paternoster et al. [119], the height-to-width
ratio of the face is the feature showing the highest potential in the context of
prediction of appearance based on genetics. In addition to this our model pre-
dicts fullness of female lips, and a slight variation in mouth width in men.
Prediction of specific facial characteristics can be accomplished without under-
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standing the exact genetic variation responsible for these. In this study we prove
the validity of the concept, however, large sample sizes, better image quality,
and better models are needed to determine to which extent facial characteristics
can be revealed from DNA only. Next steps should go beyond shape character-
istics by including texture information (texture and color of hair, eye, skin etc.)
into the models.
A potential caveat in this study is the assumed independence between cross-
validation folds. If this criterion is not fulfilled then the results will be biased
towards that dependence. Therefore one concern of this study is the use of only
Icelandic individuals who as a population have a larger genetic similarity than
other populations.
Another important aspect is the protection of the anonymity of DNA donors,
which has been an issue for years [42]. Though this study shows the possibility
that appearnetics at some point may succeed in predicting portraits resembling
the real face, each prediction will still only be a resemblance. Such an image
may be used for screening suspects for specific facial features, but it is very
unlikely that it would be precise enough for actual identification. An image
with a high likeness to a person could be a serious threat to anonymity, however
appearnetics can only be a threat to anonymity to the extent that a person’s
appearance is similar to the predicted face, combined with knowledge about how
similar the remaining people in a given cohort are to the predicted image.
The polygenic risk scores that are currently being calculated for a vast number of
different phenotypic traits indicates that genotype data alone will only enable
incomplete prediction of most traits [156, 166]. For appearnetics to succeed,
finding the best suited prediction method for solving the mapping from DNA to
facial characteristic is therefore only part of the obstacle; acquiring standardized
facial characteristics (images) is also an important challenge. Epigenetic data
is another feature that in the future may help predict facial characteristics [60].
Furthermore, even if only a small part of the epigenetic effects ever becomes
measurable based on available DNA, appearnetics still has the potential to pro-
duce images giving valuable clues to the appearance of the person to whom the
DNA belongs.
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Abstract
Genome wide association studies have identified a number of copy number
variations (CNVs) that confer high risk of both psychiatric and other neurode-
velopmental disorders. These findings have highlighted both the pleiotropic
and heterogenic nature of the etiology underlying severe mental disorders.
The objective is to examine whether there are, independently of affection
status or diagnose categories, specific traits for carriers of such risk. We fo-
cused on facial features, as previous studies have found a general increase in
minor physical anomalies among patients with schizophrenia and autism, in
particular facial features. Images from two unrelated families with multiply
affected by severe mental disorders with six carriers of deleterious mutations
in neurexin 1, and 605 unrelated healthy blood donors were annotated and
analysed using Mann-Whitney test. We found a nominal significant thicker
upper lip, vermillion, and a smaller nose width of individuals carrying a dele-
terious mutation in neurexin 1 as compared with their relatives not carrying
deleterious mutations in neurexin 1. Keywords: Schizophrenia, Mental dis-
orders, deleterious mutations in Neurexin 1, Neurexin 1, Facial traits, Facial
analysis, Copy Number Variation, CNV, Minor physical anomalies.
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F.1 Introduction
The genome wide assessment of copy number variation (CNV) has led to identifi-
cation a number of CNVs that confer risk of schizophrenia and other neurodevel-
opmental disorders, such as autism and mental retardation. These findings high-
light both the pleiotropic and heterogenic nature of the etiology of severe mental
disorders, e.g. both deletions on chromosome 1q21 and in neurexin 1 (NRXN1)
have been associated with both schizophrenia [131, 143] and autism [67, 111] and
has been reported in patients with mental retardation and recently in patients
with epilepsy [168, 46, 45, 32, 66]. An important question is whether specific
clinical or biological features of such risk factors are manifest in carriers across
diagnostic categories (i.e. independently of affection status).
Previous studies have found an general increase in minor physical anomalies
among patients with schizophrenia and autism, in particular facial features [134,
162]. However, no consensus on disorder-specific traits has emerged from these
studies, which has traditionally been ascribed to the lack of standardized, ob-
jective measures and an underlying etiological heterogeneity of these disorders.
There are some case reports showing gross facial features among carriers of dele-
tions on chromosome 1q21.1, 15q11.2, 15q13.3 and 22q11.2, all associated with
schizophrenia, autism and mental retardation [143, 44, 73, 21, 139, 146].
We have previously reported on deleterious neurexin-1 mutations in two fam-
ilies multiply affected with severe mental disorders [46, 45]. Here, we have
used detailed facial images of affected and non-affected family members with
and without neurexin-1 mutations as well as of unrelated, healthy controls to
identify a neurexin-1 specific facial trait.
F.2 Methods
F.2.1 Participants
The study included 13 members of two unrelated families multiply affected by
severe mental disorders (see Figure F.1), 6 of which carried one of a total of
three different deleterious mutations in NRXN1. In brief, the two families -
described in detail in two recent publications [46, 45] - included subjects with
bipolar disorder, schizophrenia, epilepsy and mental retardation. A member of
family 2 carrying mutations in both NRNX1 genes presented with hypertonic
spasm [46] impeding the acquisition of a usable facial images. Also, the study
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included 605 healthy and unrelated subjects recruited among unpaid, volunteers
of the Danish Blood Donor Study (www.DBDS.dk; [122]).
Figure F.1: The pedigrees of the two families assessed. Circles are females,
squares are males, black filled shapes are NRXN1 deletion carriers
and crossed shapes are deceased.
F.2.2 Facial Images
All individuals had a fixed-sized sticker placed on their forehead in order to com-
pare absolute measures. Two-dimensional, 2D, images of the family members
were captured using a Canon EOS 500D camera. Three-dimensional, 3D, of un-
related healthy controls subjects using a Canfield Vectra M3 Imaging System,
permanent DBDS facility at Glostrup University Hospital.
F.2.3 Face Annotation
Seventy-four distinct facial points were manually annotated, blinded for the
carrier status of participants. Three operators, supervised by JF, did the anno-
tation the pictures. The annotation scheme captures anatomical features, such
as eyes, mouth, and jaw. The first seventy-three facial points are described in
by Fagertun et al. [58, 50], the additional point is used to describe the middle
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hairline. These annotation points were then used to measure the 13 vertical and
the 13 horizontal distances of the face as illustrated in Table F.1 and Figure F.2.
All facial distances were normalized to the centroid size of the face, calculated as
the average distance between the centre of gravity of all annotation points and
the annotation points, respectively. This allows direct comparison between in-
dividuals. The fixed-sized sticker was used to estimate absolute facial distances
in Euclidian space. The 3D facial images of the 605 unrelated controls were
projected into a 2D plane, simulating a standard 2D image, and annotated in
concordance with that of the 2D images.
Figure F.2: Face distances illustrated.
F.2.4 Statistical approach
Non-parametric statistical analysis was used (Wilcoxon/Mann-Whitney), was
used in MATLAB version 2010b.
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Distance Name Description
H1 Width of the righteyebrow
Distance between the right eyebrow lateral
and medial points
H2 Width of the lefteyebrow
Distance between the left eyebrow lateral and
medial points
H3 Width of the right eye Distance between the right eyes medial andlateral canthus
H4 Inner distance betweeneyes
Distance between the left and right eyes
medial canthus
H5 Width of the left eye Distance between the left eyes medial andlateral canthus
H6 Width of the nose root Distance of the nose root, at the junction ofthe eyes medial canthus
H7 Center distancebetween eyes
Distance between the left and right pupil
centers
H8 Outer distancebetween eyes
Distance between the left and right lateral
canthus of the eyes
H9 Width of nose tip(outer)
Distance between the outer left and right
alar-facial groove
H10 Width of jaw Distance between ear attachments
H11 Width of nose tip(inner)
Distance between the inner left and right
alar-labial groove
H12 Width of the philtrumcolumns
Distance between the philtrum columns where
they meet the vermillion border (white role)
H13 Width of the mouth Distance between the oral commissures
V1 Face height
Distance between the lowest point of central
hairline at the forehead and the lowest point
of the central chin
V2 Upper face height
Distance between the average point of the
eyes medial and lateral canthus and the
lowest point of central hairline at the
forehead
V3 Lower face height
Distance between the average point of the
eyes medial and lateral canthus and the
lowest point of the central chin
V4 Height of forehead
Distance between the average point of the left
and right eyebrow lateral and medial points
and the lowest point of central hairline at the
forehead
V5
Distance from
eyebrows to the lower
nose
Distance between the average point of the left
and right eyebrow lateral and medial points
and the columella-labial junction
V6 Distance from thelower nose to the chin
Distance between the columella-labial
junction and the lowest point of central chin
V7 Distance from theeyebrow to the eyes
Distance between the average point of the
eyes medial and lateral canthus and the
average point of the left and right eyebrow
lateral and medial points.
V8 Height of nose
Distance between the average point of the
eyes medial and lateral canthus and the
columella-labial junction
V9
Distance from the
lower nose to the
mouth
Distance between the upper lips lower border
and the columella-labial junction
V10 Distance from themouth to the chin
Distance between the lower lip upper border
and the lowest point at the central chin
V11 Height of the center ofthe cupid’s bow
Distance between the lowest point of the
philtrum dimple to that of the highest point
of the column.
V12 Upper lip thickness
Distance between the lowest point of the
cupid’s bow to the center of the visible
internal border of the upper lip
V13 Lower lip thickness
Distance between the point at the center of
the lower vermillion border (white roll) to the
center of the visible internal border of the
lower lip
Table F.1: Description of face distances.
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F.3 Results
Initially, the two families were collapsed and the 26 normalized, horizontal and
vertical distances were compared between carriers and non-carriers of neurexon-
1 deleterious mutations, using Mann-Whitney test. A nominal association be-
tween the both a smaller nose root (distance H6, p=0.0051) and a larger upper
lip thickness (distance V12, p=0.030) and NRXN1 deletions carriers, see Fig-
ure F.3A.
To examine whether the observed associations were due to facial characteris-
tics serendipitously present in the two families (a likely risk as two mutation
carriers only represent one family), we analyzed all members of the two fam-
ilies against 605 unrelated, healthy subjects. These analyses confirmed that
none of the two distances were significantly associated with family membership
(p>0.42).
Post-hoc analysis of the distances V12 and H6, respectively, was done using abso-
lute distances, see methods. We found an association between V12 and NRXN1
carriers as compared with non-carriers in the collapsed families, p=0.030, see
Figure F.3B . However, we did not see any association to H6. Again, to exclude
the association as serendipitous findings we analyses the two families against
605 unrelated, healthy subjects. We find no association with V12 and family
membership, p=0.97.
F.4 Discussion
To our knowledge, this is the first study to show a discrete facial trait to be asso-
ciated with deleterious NRXN1 mutations. Besides identifying a putative facial
marker for NRXN1 deletion carriers, it also supports the notion that there may
be common features between carriers of high-risk genetic factors with different
disease entities.
This study is to be considered an explorative study, as it comprises a small
effect size and does not include replication of the findings in an independent
sample. We find nominal significant association between deleterious NRXN1
mutations and facial traits, where the most significant findings were only resis-
tant for a correction factor of 22 (Bonferroni). We cannot exclude that for some
of the annotation points, the age and BMI may affect the annotation. Still there
are many indications for a true finding: 1) The association was present when
analyzing two independent families and different generations, and 2) does not
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Figure F.3: Box-plot. Facial distances nominal associated with NRXN1.
156 Discrete facial feature of NRNX1 deletions carriers
association between family-membership. 3) The association of thickness of the
upper lip was also present when analyzing the absolute distances, which indi-
cates that it arises from the facial trait per se. All in favor of true association
between the deleterious NRXN1 mutation and the thickness of the upper lip.
As described, deletions on chromosome 22q11.2 giving rise to diGeorge syndrome
also leads to highly elevated risk of developing schizophrenia and autism [143,
146]. Carriers of these 22q11 deletions have characteristic both subtle or gross
dysmorphic features. Among the most characteristic features are subtle mal-
formations of the mouth and nose and more grossly malformations as cleft
lip/palate and velopharyngeal insufficiency [73, 117]. Thus, both deleterious
mutations in NRXN1 and chromosome 22q11 deletions elevated the risk of de-
veloping schizophrenia and autism. Further, considering the embryonic devel-
opment, they also affect fusion process between the maxillary and nasomedial
processes giving rise to malformations of the lip. The question is whether the
resemblance between the deleterious mutations arises because of some common
molecular pathology. Thus, the mutations affect the same pathway that early
in development gives rise to erroneous fusion process between the maxillary
and nasomedial processes but at the same time or later disturb the neuro-
delveoplement resulting in a increase risk of developing psychiatric disorders.
Alternatively, the effect is merely an indication of a disturbed neural develop-
ment during 5-8 gestational-week of the fetus developmental, i.e. the gestational
weeks of facial formation.
In perspective, the putative association between facial traits and increased risk
of developing a psychiatric disorder, may seed development of non-invasive tools
that can assist assessment of patients either to direct treatment or to support
diagnosing.
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Appendix G
Detection of minor physical
anomalies in the face
associated with severe
schizophrenic disorders
Jens Fagertun, Christian K. Møller, Thomas Werge, Rasmus R. Paulsen and
Thomas F. Hansen
Abstract
This paper presents an objective analysis of the connection between minor
physical anomalies in the face and mental disorders within the schizophrenic
spectrum. We use high resolution 3D scans to associate human understand-
able distances to the disorder. In a classification experiment we show very
good performance in detecting patients from controls. Finally, we construct a
“face map” that shows regions that associate with the schizophrenic disorder
spectrum. Keywords: Schizophrenia, Mental disorders, Facial traits, Facial
analysis, Minor physical anomalies.
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G.1 Introduction
Down’s, Klinefelter’s , di George’s and XXY syndromes all have very distinct
anthropometric facial traits. Down’s and di George’s syndrome are associated
with an increased risk of developing schizophrenia as well as other psychiatric
disorders. Prior studies have suggested a connection between minor physical
anomalies (MPA) and psychiatric disorders especially within the schizophrenic
spectrum, where the MPA were located in the face and on the hands in partic-
ular. In Weinberg et al. [162] an overview of 13 studies from 1982 to 2005 is
given that documents this connection.
Despite these previous studies the connection between MPA and schizophrenic
disorders is not well defined and no underlying correlation has been established.
An explanation could be that the presence of MPA is based on the judgment of
a human observer and hence subjective, making it hard to find a correlation. In
this work we address this problem by introducing objective measurements and
analysis. We find a strong association between patients diagnosed with a disease
in the schizophrenic disorder spectrum and distances and ratios in the human
face. Furthermore, we map the human face for regions (MPA) that associate
with the schizophrenic disorder spectrum.
G.2 Methods
G.2.1 Data
The data used in this work consists of 1276 high resolution 3D facial scans
divided between patients and controls. The control cohort is of 1061 healthy
and unrelated subjects recruited among unpaid volunteers of the Danish Blood
Donor Study [122]. The patients cohort consist of 215 individuals recruited at
two psychiatric institutions in Denmark. All patients have one or more diagnoses
within the following schizophrenic disorder spectrum: Paranoid schizophrenia,
Hebephrenic schizophrenia, Catatonic schizophrenia, Undifferentiated schizophre-
nia, Residual schizophrenia, Simple schizophrenia and Schizophrenia unspeci-
fied.
All facial scans were captured using a Canfeld Vectra M3 Imaging System.
Each 3D facial scan contains about 70,000 to 100,000 3D points and has shape
information (x-, y-, z-point positions) and texture information (red, green, blue
intensities) for every 3D point. Every scan was manually annotated by seventy-
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four distinct facial landmarks, blinded for patient/control status of participants.
The annotation scheme captures anatomical features such as eyes, mouth, and
jaw. The first seventy-three facial points are described by Fagertun et al. [50],
the additional point is used to describe the nasion point, the midline point just
superior to the nasal root overlying the naso-frontal structure. The seventy-four
facial landmarks are shown in Figure G.1.
(A) (B)
Figure G.1: Annotation landmarks (A) and dense correspondence mesh (B).
G.2.2 Data sets
The 3D scans and annotations were used to create three data sets for use in this
work:
• Thirty-four human understandable facial distances.
Thirty-four human understandable facial distances were constructed from
the landmarks. The distances are shown in Figure G.2 and capture facial
distances such as "width of the mouth", "length of the nose", etc.
• The original seventy-four landmarks.
Used to analyze basic facial shape variation.
• A dense point to point correspondence mesh.
To analyze facial shape variation at positions not annotated by landmarks,
a dense point correspondence is created [121]. The dense correspondence
mesh contains 39653 points, generated from the original scans and the
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seventy-four landmarks. An example of the dense correspondence mesh is
shown in Figure G.1.
Figure G.2: Human Understandable Facial Distances.
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G.2.3 Analysis
All human understandable facial distances were normalized to the centroid size
of the face, calculated as the average distance between the center of gravity of
all annotation points and the annotation points. This allows direct comparison
between individuals. We then perform a non-parametric Wilcoxon rank sum
test to investigate if the patients are significantly different from the controls.
Based on the two correspondence data sets a classification experiment is per-
formed. We align the correspondence data sets by Procrustes Analysis (PA) [69],
to remove variation due to rotation, scaling and translation. We then make a
feature extracion/dimmensionallty reduction by principal component analysis
(PCA). Finally we classify by linear discriminant analysis (LDA) to the two
class problem, patient or control. The analysis is performed in a double five
folds cross-validation setup with the following pseudo code:
Align all data via a PA;
Divide data into five folds;
for every fold do
Construct a PCA of one fold, retaining 100% of the variance;
Project the remaining four folds into this;
for every of the remaining 4 folds not used for PCA do
Train a LDA on 3 of the 4 folds;
Test performance on the last fold;
end
end
Algorithm 1: Double five folds cross-validation setup
Finally, the dense correspondence data set is used to construct a “Face Map”
over MPA in relation with the schizophrenic disorder spectrum. In this way we
visualize the importance of the different human facial features when detecting
schizophrenic disorders. We do this by a multivariate equivalent of the two-
sample t-test, the Hotelling’s two-sample T-squared statistic
T 2 =
nxny
nx + ny
(x− y)TS−1(x− y), (G.1)
where x and y are the means, and nx and ny are the sizes of both samples
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respectively and the unbiased pooled covariance matrix estimate is
S =
∑nx
i=1(xi − x)(xi − x)T +
∑ny
i=1(yi − y)(yi − y)T
nx + ny − 2 . (G.2)
The Hotelling’s two-sample T-squared statistic can, for the three-dimensional
case, be related to the F-distribution by
nx + ny − 4
(nx + ny − 2)3T
2, (G.3)
and a p-value for statistical significance can be obtained.
G.3 Results
The Wilcoxon rank sum test is performed on the human understandable facial
distances. Using a conservative Bonferroni correction for multiple testing on the
thirty-four facial distances lowers the significance threshold from 0.05 to 0.0015.
The statistical significant facial distances are shown in Table G.1. Clearly some
facial distances are significant, where the width of the mouth (H13) shows to be
the most predominant, with very low p-value.
Performing the classification experiments on both the original seventy-four land-
marks and the dense correspondence mesh data sets in the double five folds
cross-validation setup showed very good performance (>87% correct classifica-
tion). Results are presented in Table G.2.
Finally, a Schizophrenia Disorders Face Map is presented by the Hotelling’s
two-sample T-squared statistic and Wilcoxon rank sum test. Figure G.3 shows
which points on the face are significant (p-value from Hotelling’s T2) for de-
tecting schizophrenia disorders. Figure G.4 shows only Bonferroni significant
relation areas (Wilcoxon) for facial width, height and depth (x-, y-, z-plans),
respectively. A Bonferroni correction for multiple testing will lower the signif-
icance threshold of 0.05 to 1.26e-06 when doing 39,653 tests. In this case the
Bonferroni correction must be considered a conservative estimate as the different
tests must be considered very correlated.
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Facial distance Wilcoxon rank sum test
H13 3.52e-35
V17 3.00e-11
V16 5.74e-10
H11 7.03e-10
V18 1.52e-08
V12 1.67e-08
V13 7.23e-07
V19 2.79e-06
H4 1.13e-05
H7 1.41e-05
H3 2.17e-04
H5 2.40e-04
H2 9.09e-04
V11 9.61e-04
Table G.1: Facial Distances Associated with schizophrenic disorders.
Data set Controlgroup
Patient
group Total
Seventy-four annotation 89.4% 74.0% 86.8%landmarks
Dense correspondence mesh 89.3% 79.7% 87.4%
Table G.2: Correct Classification of Schizophrenia Disorders.
Figure G.3: Facial morphology relation with schizophrenic disorders (p-value
from Hotelling’s T2).
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Figure G.4: Bonferroni significant areas with respect to schizophrenic disor-
ders (Wilcoxon) for facial width, height and depth (x-, y-, z-
plans), respectively.
G.4 Discussion and Conclusion
In this work we have shown that some small distinct facial morphology changes
(MPA) seem to associate with schizophrenic disorders, where the width of the
mouth shows to be the most predominant with a p-value of 3.52e-35. In this
context it is good to see that width of the face has a high p-value > 0.5 (Bon-
ferroni corrected), because the body mass index (BMI) also correlates with
schizophrenic disorders. The very high performance of the LDA classifier that
correctly classified 87.4% of the individuals into patient/control classes suggests
that looking for MPA in high accuracy 3D scans can give a risk indication that
could assist doctors in the diagnostic task. Finally, we presented a face map
illustration of where in the face a MPA that is associated with schizophrenic
disorders is likely to be located.
Here we should note that the individuals in this study consist of patients and
blood donors. Blood donors are more healthy than the average population. The
reported results on performance will probably be decreased if exposed to data
that include samples from the general public.
Appendix H
Elastic Appearance Models
Mads F. Hansen, Jens Fagertun and Rasmus Larsen
Abstract
This paper presents a fusion of the active appearance model (AAM) and the
Riemannian elasticity framework which yields a non-linear shape model and a
linear texture model – the active elastic appearance model (EAM). The non-
linear elasticity shape model is more flexible than the usual linear subspace
model, and it is therefore able to capture more complex shape variations.
Local rotation and translation invariance are the primary explanation for the
additional flexibility. In addition, we introduce global scale invariance into the
Riemannian elasticity framework which together with the local translation and
rotation invariances eliminate the need for separate pose estimation. The new
approach was tested against AAM in three experiments; face labeling, face
labeling with poor initialization and corpus callosum segmentation. In all the
examples the EAM performed significantly better than AAM. Our Matlab
implementation can be forwarded on request.
H.1 Introduction
Generative model-based image interpretation for image segmentation, registra-
tion and labeling plays a central role in many image analysis applications. One
of the most successful model-based approaches is the Active Appearance Model
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by Cootes et al. [33] which applies learned shape and texture (intensity) priors
from a training set. The method has been applied to medical image segmenta-
tion [154, 113, 10], eye tracking [75, 99], object tracking [144] and facial recog-
nition [47, 2, 71] with success.
AAM creates a shape model from set of training shapes by modeling them
in a linear subspace. Linear generative shape models will in general not be able
to capture complex shape variations as biological shapes rarely can be embed-
ded in a linear subspace. This may result in folding shapes and poor registra-
tion/segmentation. Instead, we will assign an individual displacement to each
point in the mean shape and construct a statistical local deformation prior which
measures how well a given local deformation matches the local deformations in
the training set. We use the Riemannian elasticity framework [123] to model
this prior. Riemannian elasticity priors can capture complex deformations as
they are locally rotation and translation invariant.
H.2 Previous work
Many improvements to AAM have been proposed to strengthen the approach
with respect to efficiency, discrimination and robustness, see Gao et al. [63] for
a complete survey. Many improvements deal with reducing the computational
cost by tuning the optimization, e.g. the inverse compositional algorithm by
Baker et al. [6], or by compressing the texture model, e.g. the wavelet and
wedgelet model by Larsen et al. [98]. Other research groups have increased the
robustness of AAM by combining it with the active shape model [150] or by
making it light invariant [91]. Suggestions to improve the accuracy of the AAM
include the maximum a posteriori formulation by Cootes et al. [35] and inclusion
of local image structure by Scott et al. [136].
To our knowledge Christoudias and Darrell [30] are the only researchers to
propose non-linear shape modeling extensions to AAM. There are complemen-
tary methods to AAM who use non-linear shape modeling, e.g the deformable
M-rep [125].
H.3 Linear appearance modeling
In AAM the goal is to construct a compact parametrization of the variability
of an object, described by its shape and texture, from a set of (semi-)manually
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labeled images. Generalized Procrustes analysis filters out rotation, translation
and scaling effects from the landmarks yielding a mean shape and a set of aligned
shapes. A linear shape model follows from a truncated matrix decomposition,
e.g. Principal Components Analysis, on the aligned shapes, i.e
v = v¯ +Uvpv, (H.1)
where v¯ is the mean shape and Uv contains the modes of shape variation. Warp-
ing the textures to a common reference space, defined by the mean shape, cre-
ates shape-free textures, and another truncated matrix decomposition generates
a linear texture model, i.e.
g = g¯ +Ugpg. (H.2)
A final truncated matrix decomposition on the combined set of shape and tex-
ture parameters yields a combined appearance model[
v
g
]
=
[
v¯
g¯
]
+
[
wUv 0
0 Ug
]
Up, (H.3)
where w weights the relative importance between shape and texture.
H.4 Non-linear shape modeling using elasticity
Linear generative shape models, Equation H.1 and Equation H.3, will in general
not be able to capture complex shape variations. This section introduces non-
linear strain modeling and describes how a Riemannian elasticity prior can be
constructed.
H.4.1 Representing local deformation
Consider the particle P and the neighboring particle Q in an elastic body po-
sitioned at x and x + dx, respectively (see Figure H.1(a)). The elastic body
undergoes a diffeomorphic deformation, φ(x) = x+u(x), such that the particle
P and Q move to positions P˜ and Q˜ given by x˜ and x˜ + dx˜. Obviously, there
exists a linear mapping between dx and dx˜, i.e. dx˜ = Mdx, which represents
the local transformation. From Figure H.1(a) it can be derived that
dx˜ = dx+ u(x+ dx)− u(x). (H.4)
By performing a first-order Taylor expansion of u(x+ dx) around P we get
dx˜ ≈ dx+ u(x) +∇u(x)dx− u(x) = (I +∇u(x))dx = F (x)dx (H.5)
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(a) Elastic body deformation (b) Left and right stretch tensors
Figure H.1: Representing local deformation.
Thus, for a sufficiently small dx we get the relationship M ≈ ∇φ(x) = F (x).
As the deformation gradient tensor F is based on the displacement gradient it is
translation invariant but not rotation invariant. However, F can be decomposed
into an orthonormal tensor (representing the rotation) and a positive definite
symmetric tensor (representing the stretch), i.e.
F = RU = V R. (H.6)
U and V are denoted the right stretch tensor and the left stretch tensor respec-
tively. U and V have identical eigenvalues or principal stretches but different
eigenvectors. The decomposition is illustrated in Figure H.1(b).
From the right stretch tensor we define a sequence of rotation and translation
invariant tensors which are known as the Lagrangian strain tensors
Em =
1
2m
(U (2m) − I). (H.7)
These tensors essentially model the deviation of the right stretch tensor from
the identity. The special case E0 = log(U) is called the Hencky strain tensor
which will be the basis for our non-linear shape model.
H.4.2 Statistical deformation modeling
Given the Lagrangian strain tensors it is possible to formulate a rotation and
translation invariant density function which quantifies the energy stored in an
infinitesimal neighborhood due to the deformation. The most intuitive way to
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build a strain energy density function is just to use the magnitude, defined by a
suitable matrix norm (e.g. the Frobenius norm), of a suitable strain tensor. To
protect against folding we want an energy density function, which approaches
infinity when the approaches towards the black-hole deformation. This implies
that the at least one of the eigenvalues of the strain tensor should go to infinity
when the determinant of the Jacobian of the deformation gradient approaches
zero. The Hencky strain tensor, E0, fulfils this requirement. Pennec et al. [123]
proposed the statistical Riemannian elasticity energy
W (E0) =
{
1
4‖vect(E0 − E¯0)‖2Σ−1 if det(F ) > 0∞ otherwise. (H.8)
where Σ and E¯0 are calculated from a set of n previously observed deformations.
Hence,
E¯0 =
1
n
n∑
i=1
E0,i, and Σ =
1
n
n∑
i=1
vect(E0,i)vect(E0,i)T . (H.9)
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H.5.1 Warping and discretization
The deformation model, or the warp model as it is traditionally coined in AAM,
enables us to separate the shape and texture information of a given image by
warping the texture to the mean shape. There a multiple ways of defining a
warp using the points of the mean shape and the deformed shape as control
points. However, it is standard practice to triangulate the mean shape and use
linear interpolation to propagate vertex displacements to the points inside the
simplexes. EAM adapts this approach.
The affine transformation between a simplex {v1, . . .vN+1} and a simplex {v1 +
∆v1, . . . ,vN+1 + ∆vN+1} can be defined by assuming that the point x inside
{v1, . . . ,vN+1} corresponds to the point φ(x) in {v1+∆v1, . . . ,vN+1+∆vN+1}
which has the same barycentric coordinates, see Figure H.2. The barycentric
coordinates, η, of an arbitrary point, x, inside the simplex {v1, . . .vN+1} are
then given by[
x
1
]
=
[
v1 · · · vN+1
1 · · · 1
]
η =
[
V
1T
]
η,η =
[
V
1T
]−1 [
x
1
]
=
[
D η0
] [x
1
]
,
(H.10)
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Figure H.2: Illustration of the affine transformation Φ(x) from triangle (3-
simplex) {v1,v2,v3} to triangle {v1 + ∆v1,v2 + ∆v2,v3 + ∆v3}.
where η0 is the barycentric coordinates for origo. Thus, the transformation
between two simplices is given by
φ(x) = x+ ∆V η = x+ ∆V
[
D η0
] [x
1
]
, ∇φ(x) = I + ∆V D. (H.11)
Note, as the transformation is linear the spatial derivatives of the transformation
are independent of the spatial position within the fixed simplex. This means that
the density energy in Equation H.8 is identical in all points within a simplex,
and thus we only have to estimate Σ and E¯0 once for every simplex instead of
once for every pixel position in the shape-free reference space. The integrated
elasticity energy for the entire deformation is
r(∆v) =
n∑
i
aiWi(log((I + ∆ViDi)
T (I + ∆ViDi))), ai =
1
2
∣∣∣∣∣det
([
Vi
1T
]−1)∣∣∣∣∣ ,
(H.12)
where n is the number of simplices.
H.5.2 Active appearance model
In AAM, the model is matched to a template image, T , by (see [35])
argmin
p
‖g(p)− T ◦ φ(p)‖2 + α1‖p‖2C−1 , (H.13)
where C is the covariance matrix of p and α1 controls the strength of the
parameter prior. α1 is often set to zero and replaced by lower and upper bounds
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on p. As it, in practice, is impossible to initialize the matching perfectly with
respect to pose, pose estimation is added to the optimization problem, i.e.
argmin
p,t
‖g(p)− T ◦ ω(t) ◦ φ(p)‖2 + α1‖p‖2C−1 , (H.14)
where ω is the similarity transformation.
H.5.3 Elastic appearance model
Similar to AAM, the EAM matches the appearance model to the template image
using the sum of squared residuals with the addition of the statistical elasticity
energy, i.e.
argmin
p,∆v
‖g(p)− T ◦ φ(∆v)‖2 + α1‖p‖2C−1 + α2r(∆v). (H.15)
The advantages of Equation H.15 compared to Equation H.13-H.14 are that it
cannot produce folding warps, and that it is not necessary to optimize rotation
and translation separately due to local invariance. The disadvantage is that it
is no longer a least square problem and thus requires the application of more
advanced optimization algorithms. Our experience is that a limited-memory
BFGS optimizer works well with the problem. Equation H.15 is not scale in-
variant which implies that Equation H.15 cannot match the shape model to
an image if the scale between them is too large or small. One way to handle
this is to introduce a global scaling parameter into the optimization. To avoid
introducing a new parameter we prefer to filter out global scaling effects from
the shape displacements prior to calling the regularizer, i.e.
argmin
p,∆v
‖g(p)− T ◦ φ(∆v)‖2 + α1‖p‖2C−1 + α2r
(
ΩT (v¯)
ΩT (v¯ + ∆v)
(v¯ + ∆v)− v¯
)
,
(H.16)
where ΩT (v) computes the area of a shape defined by the triangulation T and
the vertices v.
Even though Equation H.16 eliminates the need for separate pose estimation
there are situations in practice where it is an advantage to restrict the displace-
ment update to that of a similarity transformation – especially when the initial
pose may be far from the true. On the other hand, if you are tracking an object
frame-by-frame there is no need for such restrictions.
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H.5.4 Implementation details
The AAM and EAM algorithms were implemented in Matlab using object ori-
ented programming. Both the AAM and EAM use a limited-memory BFGS
optimizer for the model matching. The AAM implementation also contains
the traditional linear relationship optimization strategy proposed by Cootes et
al. [33] but it was not used for the experiments in this paper as it in gen-
eral performed inferior to the BFGS optimization. The minFunc and minConf
optimization packages by Schmidt [135] is used in our implementation. Our
implementation can be forwarded on request.
H.5.5 Experiments
The performance of the EAM was tested against the AAM in three experiments.
1) Face labeling: The capability of the AAM and EAM to model and label faces.
This experiment used the subset of neutral facial expression images in the AR
database [108] where annotation markup data were available from FGnet – in
total 119 images. The data set images have a resolution of 768 × 576 with the
mean distance of 111.2 pixels between eyes of the recorded persons. The perfor-
mance of the methods was evaluated using leave-one-out cross-validation with
the annotations as ground truth and the mean Euclidian point-to-point distance
as the error measure. The AAM and EAM methods were initialized by aligning
the mean shape to a set of eye coordinates found by a Viola-Jones face/eye
detection [157]. As the Viola-Jones failed to detect the eyes in nine images, the
experiment were carried out on 110 images. For future comparison of this work
it should be noted that Viola-Jones detected eye positions poorly in three out of
the 110 images. This was mainly do to heavy reflections in glasses on the three
persons in question. This has no consequence on the performed experiments as
both AAM and EAM are initially aligned with the same eye coordinates.
2) Face labeling with poor initialization: The robustness of the AAM and EAM
against poor pose initialization. In this experiment the AAM and EAM meth-
ods were initialized several time by regular perturbation of the Viola-Jones
alignment (experiment 1) in intervals
√
2[−20pixel, 20pixel], [−15◦, 15◦] and
[90%, 110%] for diagonal translation, rotation and scaling, respectively. 189 (9
translations, 7 rotations, 3 scales) registrations were performed per leave-one-out
step. The performance of the methods was evaluated similarly to experiment 1.
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3) Corpus Callosum segmentation: The performance of AAM and EAM on med-
ical images. This experiment used 62 two dimensional MR images (with different
subjects) of the mid-sagittal cross-section of the corpus callosum brain struc-
ture recorded at the Danish Reserach Centre for Magnetic Resonance, Hvidovre
Hospital. This data set is part of the LADIS (Leukoaraiosis and DISability)
study [118], a pan-European study involving 12 hospitals and more than 600
elderly subjects. Furthermore, each corpus callosum have manually been anno-
tated with 72 landmarks by a clinician. The annotation were used as ground
truth. The AAM and EAM methods were initialized several time by perturba-
tion of the alignment between the mean shape and ground truth in the intervals√
2[−3pixel, 3pixel], [−10◦, 10◦] and [95%, 105%] for diagonal translation, rota-
tion and scaling, respectively. The performance of the methods was evaluated
with 6-fold cross-validation using the Dice, Jaccard and overlap coefficients to
measure the quality of the segmentations. Each corpus callosum was segmented
75 times (5 translations, 5 rotations and 3 scales).
H.6 Experimental results
For all experiments principal component analysis was used for the matrix decom-
position in Equation H.1-H.3 and the truncation level was 0.95 of the variance
of the training set. Lower and upper bounds of 2.5 times the standard deviation
were enforced on the model parameters and α1 was set to zero. Practical exper-
iments showed α2 = 0.001 for the faces and α2 = 0.001 for the corpus callosum
gave good results.
H.6.1 Face labeling with Viola-Jones initialization
Table H.1 presents the results for the shape (annotation) displacement error.
From the results it can be seen that EAM labels the face on average more
than 10 per cent better than AAM. Visual examples of the face labeling are
shown in Figure H.3, where an initial red triangulation of the shape is shown
as it progresses to an optimum. The green triangulation shape shows the hand
annotated ground truth.
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Method Displacement error in pixelMean 25th percentile 75th percentile 97.5th percentile
AAM 4.8 3.1 4.7 15.2
EAM 4.3 3.1 4.5 8.8
Table H.1: Displacement error, initialized with Viola-Jones face/eye detection.
(a) AAM
(b) EAM
Figure H.3: Progress left-to-right from initialized mean shape with Viola-
Jones face/eye detection to converged result for AAM and EAM,
respectively. The red triangulation shows the shape as it pro-
gresses to an optimum. The green triangulation signifies the hand
annotated ground truth.
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H.6.2 Face labeling with poor initialization
When making a poor initialization of the models it can be seen that EAM really
outperforms AAM. By labeling the face on average 39 per cent better than
AAM. Table H.2 presents the displacement error results. Visual examples of
the face labeling are shown in Figure H.4.
Method Displacement error in pixelMean 25th percentile 75th percentile 97.5th percentile
AAM 13.1 3.9 16.8 52.8
EAM 8.0 3.3 7.8 34.0
Table H.2: Displacement error, initialized with poor face detection.
H.6.3 Corpus Callosum segmentation
The results of the experiment are listed in Table H.3 and visualized in Figure H.5.
As the Dice and Jaccard coefficients after matching are 0.89 and 0.81 for AAM
and 0.90 and 0.82 for EAM using only the unperturbed ground truth alignments
for initialization the large differences in Dice and Jaccard coefficients primarily
indicate that the EAM is more robust and secondarily that is it more accurate.
This conclusion is supported by the histograms of the coefficients shown in
Figure H.5.
Method MeanDice Jaccard Overlap
AAM 0.75 0.63 0.85
EAM 0.80 0.70 0.86
Table H.3: Means for the Dice, Jaccard and overlap coefficients for Corpus
Callosum segmentation.
H.7 Discussion and future work
The experimental results favors EAM against AAM. However, as the implemen-
tations of AAM and EAM are basic in the sense, that they do not incorporate
any of the improvement mentioned in the previous work section, the difference
in performance may be smaller as soon as the implementations are combined
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(a) AAM
(b) EAM
Figure H.4: Progress left-to-right from initialized mean shape with poor face
detection to converged result for AAM and EAM, respectively.
The red triangulation shows the shape as it progresses to an
optimum. The green triangulation signifies the hand annotated
ground truth.
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(a) Dice (b) Jaccard (c) Overlap
Figure H.5: Histograms of the Dice, Jaccard and overlap coefficients for Cor-
pus Callosum.
with some of the other improvements. Still, we believe that the experiments are
good performance indicators.
The purpose of many of the AAM improvements is to speed-up the matching
with real-time tracking being the end goal. It can be argued that we have
gained robustness and accuracy with the EAM but lost efficiency as the prob-
lem in Equation H.16 is much less cost efficient than e.g. the linear relationship
strategy proposed by Cootes et al. [33]. However, if the application is real-time
frame-by-frame tracking of an object the EAM formulation may not be as com-
putational expensive as it seems. First of all it is not necessary to do pose
estimation as long as the object movement is slow compared to the framerate.
Secondly, if you apply a BFGS optimizer you can use the estimate of the Hessian
of the previous frame as initial estimate of cost function hessian which means
that you may only need a small number of iterations to get to the optimum.
To train the shape model in EAM you need to estimate a small 3x3 strain
covariance matrix for each triangle in the model (Equation H.9) while you have
to estimate a large covariance matrix and decompose it in PCA based AAM. A
consequence of this is that fewer samples are needed to train the EAM than the
AAM.
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