Abstract: We consider the semiclassical asymptotic behaviour of the number of eigenvalues smaller than E for elliptic operators in
Introduction
We assume that for h ∈]0; h 0 ] the differential operators A h = a(x, hD, h) are self-adjoint in L 2 (IR d ) and the symbol a(x, ξ, h) = 0≤n≤N h n a n (x, ξ) is sufficiently regular. If E ∈ IR satisfies E < lim inf |x|+|ξ|→∞ a 0 (x, ξ) (1.1) and h 0 is small enough, then the spectrum of A h is discrete in ] − ∞; E] and it is natural to ask whether the counting function N (A h , E) (i.e. the number of eigenvalues smaller than E counted with their multiplicities) satisfies the semiclassical asymptotic formula
where µ > 0 and c E = a 0 (x,ξ)<E dxdξ = vol {(x, ξ) ∈ IR 2d : a 0 (x, ξ) < E}.
The most powerful approach of studying semiclassical asymptotics has its origin in the microlocal analysis of L. Hörmander [12] . Since the first papers of J. Chazarain [7] and B. Helffer, D. Robert [10] , this approach has been used in numerous works, cf. the monographs [9] , [15] , [21] . A basic result says that (1.2) holds with µ = 1 if E is not a critical value of a 0 [i.e. a 0 (x, ξ) = E ⇒ ∇a 0 (x, ξ) = 0] and we refer to the papers T. Paul, A. Uribe [20] and M. Combescure, J. Ralston, D. Robert [8] , giving more precise estimates in relation with the periodic orbits of the Hamiltonian flow of a 0 . In this paper we investigate the case when the critical set
: a 0 (x, ξ) = E and ∇a 0 (x, ξ) = 0} (1.3)
is not empty and we consider elliptic operators with non-smooth coefficients. Below we enumerate different methods and works treating this problem.
-The analysis of oscillatory integrals. If C a 0 E is a smooth manifold and the Hessian matrix of a 0 is transversely non-degenerate, then the semiclassical spectral asymptotics can be obtained from the analysis described in the paper of R. Brummelhuis, T. Paul, A. Uribe [2] . This approach was developed to study the contribution of periodic orbits under some geometrical assumptions on the flow (cf. D. Khuat-Duy [18] , B. Camus [3, 4] ) and recent results of B. Camus [5, 6] concern the case of a totally degenerate critical point of a 0 . The oscillatory integrals being degenerate in the case of a degenerate Hessian matrix, the principal difficulty of this approach appears in suitable generalizations of the stationary phase method.
-The multiscale analysis developed by V. Ivrii [15] . This method was extended to treat elliptic operators with non-smooth coefficients in the paper V. Ivrii [17] (cf. also V. Ivrii [16] and M. Bronstein, V. Ivrii [1] ). -The approximative spectral projector method of M. A. Shubin, V. A. Tulovskii [22] . The application of this method to our problem was described in the monograph of S. Z. Levendorskii [19] and it gives remainder estimates involving the volume of suitable regions determined by a 0 in the phase space valid without any additional assumptions on the Hessian matrix of a 0 . After the improvement of L. Hörmander [13] , for evry µ < 2 3 one can find a constant C µ > 0 such that for h ∈]0; h 0 ] one has
where R a 0 E (h µ ) = vol {(x, ξ) ∈ IR 2d : |a 0 (x, ξ) − E| ≤ h µ }.
-The method of integrations by parts used in [23, 26] . This method allowed us to show that the estimates (1.4) are still valid for µ < 1.
In this paper we show how to generalize the method of [26] to recover estimates with µ = 1. Our aim is to show that for every ε > 0 it is possible to find a constant C ε > 0 such that for h ∈]0; h 0 ] one has vol {(x, ξ) ∈ IR 2d : |a 0 (x, ξ) − E ′ | ≤ h}.
Using a regularization procedure similarly as in [24, 26] we can show that these estimates are valid for elliptic operators with coefficients which have second order derivatives Hölder continuous. It is easy to see that one can always find constants C, c > 0 such that
and the asymptotic formula (1.2) holds with µ = 1 if additional properties of a 0 ensure the estimate (1.6) with c = 1 for
. The main part of this paper is devoted to the proof of a microlocal trace formula in the region
where δ 0 ∈]0; 1/2[. This result allows us to derive the asymptotic formula (1.5) under the assumption that the Hessian matrix of a 0 is of rank ≥ 2.
Indeed, it is easy to see (cf. Section 6) that the last assumption ensures the fact that the volume of
is o(h) if 1 2 − δ 0 is small enough and the corresponding contribution can be included in the right hand side of (1.5) due to (1.6). The next paper [27] will present a trace formula in the region (1.7 ′ ), completing the proof of (1.5) without any hypotheses on the Hessian of a 0 .
Assume 0 < r 0 < 1. We write a ∈ C 
holds for a certain constant c 0 > 0. Let A h be the quadratic form
Due to (1.9), A h is bounded from below and its closure defines a self-adjoint operator A h . Usually A h is expressed formally as
Moreover we denote
Then we have 10) . Let E ∈ IR be such that (1.1) holds (with a 0 given by (1.11)) and let h 0 > 0 be small enough. a) If h ∈]0; h 0 ] then the spectrum of A h is discrete in ] − ∞; E]. b) If the dimension d ≥ 3, then for every ε > 0 one can find a constant C ε > 0 such that (1.5) holds for h ∈]0; h 0 ].
In this paper we show Theorem 1.2 Let A h , a 0 and E satisfy the assumptions of Theorem 1.1. Assume moreover that the rank of the Hessian matrix of a 0 is greater or equal 2 at every point of the critical set C a 0 E . If the dimension d ≥ 2, then for every ε > 0 one can find a constant C ε > 0 such that (1.5) holds for
The proof of Theorem 1.2 presented in this paper will be used in [27] to derive Theorem 1.1. Remark. More general behaviour of coefficients can be considered for x such that a 0 (x, ξ) ≥ E 0 > E holds for all ξ ∈ IR d . In particular we have assumed that the coefficients a ν,ν are bounded for sake of simplicity, but the same results hold for tempered variations models (cf. B. Helffer, D. Robert [11] ). us Plan of the proof. We begin Section 2 by a description of the regularization of non-smooth coefficients. It allows us to define the operators P h with smooth coefficients and Theorems 1.1, 1.2, can be deduced from a suitable microlocal trace formula for P h . The proof of the trace formula is based on the analysis of the evolution group exp(itP h /h) and its approximation is described in Section 3. At the beginning of Section 4 we apply the integration by parts to check the correct trace asymptotics of the approximation constructed in Section 3. It remains to control the difference between exp(itP h /h) and its approximation. Our reasoning is devided in two steps. In Section 4 we observe that for everȳ ε > 0 one can obtain suitable estimates for |t| ≤ hε similarly as in [26] . In Section 5 we use a property of the wave front propagation to show that the contribution of the region (1.7) is negligible if |t| ≥ hε andε + δ 0 < . In Section 6 we complete the proof estimating the volume of the region (1.7 ′ ).
2 Regularized problem
Description of smooth operators
We assume
and define formally self-adjoint differential operators
We write P ± h in the standard form
and we use the standard notation
In Section 7 we check the following properties : 
hold in the sense of quadratic forms (for h ∈]0; h 0 ]).
We deduce (1.5) from suitable asymptotics for P ± h , observing that (2.7) and the min-max principle ensure N (P
Further on we write P h and p h instead of P ± h and p ± h .
Microlocalisation
Assume that Γ h ⊂ IR 
Let 1 I Z : IR → {0, 1} be the characteristic function of the interval Z ⊂ IR. Then 1 I Z (P h ) denotes the spectral projector of P h on Z and
For a given t 0 > 0 we consider a standard mollifying of 1 I Z using a real valued pair function γ 0 ∈ C ∞ 0 ([−t 0 /2; t 0 /2]) and γ 1 = γ 0 * γ 0 such that γ 1 (0) = 1. The inverse h-Fourier transform of γ 1 , given by the formulã
defines a family of holomorphic functions satisfying
and in Section 7 we show the following result:
Lemma 2.2 In order to show the asymptotic formula (1.5) it is sufficient to fix c > 0 and to prove that for every l ∈ S 0 0,δ 0
one has the estimates
where
Partition of the phase space
Further onC,c > 0 are constants and we denotê
Using (1.1) we can find Γ 0 being a compact subset of IR 2d such that
where the constant c > 0 is fixed small enough. We will consider (2.11) with l h =l h +ľ h , where
and moreover we introduce an auxiliary cut-off functionl
whereľ,l are as above. Then we have
Using moreover the trace cyclicity we obtain
and further on we keep the auxiliary cut-offL * h to be sure that our analysis always concern operators of the trace class. We introduce
itλ/h and consequently
We will prove
and one has the estimates
Using Proposition 2.3 we find that (2.
The construction of Q h N (t) is presented in Section 3 and Proposition 2.3 is proved in Sections 4-5. At the end of this section we introduce classes of symbols describing properties ofľ h andl h .
Classes of symbols
Further on δ 0 , Γ 0 are fixed as before, we fixC > 1, we denotê
and we writeΓ = (
such that l =l +ľ, suppl ⊂ supp l and (2.14) holds ifc > 0 is small enough.
due to (2.6) and a 0 is real valued, (2.21) still holds if we replace p h byp h .
3 Approximation of the evolution
Preliminaries
We writep h = Re p h and we consider an approximation
where q
•N ,n,h will be described in Proposition 3.3. We introduce formallỹ
and require Q hN (0) =Ľ h , which allows us to express
To investigate (3.2) in terms of symbols we introduce the notation 
with some symbols b β ∈ S m (0) , where ∇p(x, ξ) ∈ IR 2d and
Using this characterization we find
for k ∈ {1, ..., d}.
Proof (a) The general statement follows by induction with respect to |α| and we consider only the case |α| = 1. It is clear that the assertion holds for N = 0 and reasoning by induction we assume that the assertion holds
if |α| = 1. Due to (2.5) we have ∂ α+βp ∈ S 0 0,δ 0 (Γ 0 ) and writing
we obtain the assertion of Lemma 3.1(a) for N + 1.
(b) We will show that for k ∈ {1, ..., d}, |α| = 1 and N ∈ IN we have
To begin we consider N = 0. Since
It is easy to check that
However (3.11) and (3.12) imply 
Moreover the induction hypothesis ensures
Summing up (3.13) and (3.14) we obtain
, which completes the proof of (3.10(N + 1)).
If
is ensured by (3.10(N)) and we obtain the assertion of Lemma 3.1(b) writing (3.9) with ∂ ξ k instead of ∂ α . △
Construction of the approximation
We define auxiliary classes of symbolsŠ Proof. To begin we show that b 0 ∈ S m (N ) . We observe that
and since p h (x, hD) is self-adjoint, using (2.5) we obtain
We observe that the first term of the expresion (3.16) belongs to S In the next step we consider the terms of (3.16) with |α| ≥ 2.
due to Lemma 3.1(a) and m
. In order to show b n ∈Š m (N +n+1) for n ∈ {2, ...,N} we write In the case |β| = n the symbols b β,β are constant and (3.18) still holds. Consider first the case |α| ≥ 2. Then using Lemma 3.1(a) we find
and (3.18) ensures
i.e. all terms corresponding to |α| ≥ 2 belong to S m (N +n) ⊂Š m (N +n+1) . To complete the proof we observe that in the case n = |α| = 1 we have
for n ∈ {2, ..., N} (0)) and (3.24(0)). Next we assume that the statement of Proposition 3.3 holds for a given N ≤N − 1 and using the induction hypothesis (3.23(N)) to expressPN qN ,N (t) we find 
for every α ∈ IN 3d and supp q h ⊂ Γ 0 × IR d . As beforep h = Re p h and writing
Indeed, (4.3) follows from standard estimates of pseudo-differential operators (e.g. [14, Sec. 18]), the details are given in the proof of (4.4) in [24] . We observe that tr Op
and for b h ∈ C ∞ 0 (IR 2d ) we introduce the notation
Using this notation and
(4.6)
holds with some
Proof. (1)). Reasoning by induction with respect to n ∈ IN we obtain (4.7(n)). 
with some bN ,k ∈ S 0 (0) . Changing the order of integrals we find
It remains to consider the terms of (4.9) with k ∈ {1, ...,N} and to estimate
and we have
where we can choose C ≥ 1 such that sup
Ch. It is clear that the region {v ∈ IR 2d :
and it remains to consider the regions
where n ∈ Z Z is such that |n| < h −ε /(2C). However
and to complete the proof we observe that
Our proof of (2.18) will use
To begin we describe the form ofQ h N (t). Since P = P * = p(x, hD) * , we have
and the standard Taylor's development of p(·, ξ) in x, followed by integrations by parts based on (x − y)
We describe the properties of rN (t) introducing new classes of symbols. We defineS To deduce (4.12) using (3.3) we consider t = h
We denote U h s = e isP/h µ and we observe that (4.12) follows from
However using the form of qN ,N (t) in (4.14) we obtain the expressions of the form considered in the proof of Lemma 3.2 and applying (3.19), (3.20) with |α| =N + 1 we find rN (t) = 2N n=0 t n r
•N ,n with
[the inclusion follows from (4.16)]. Due to (3.23 (N) ) we have
µ, (n+1) . Combining (4.18) and (4.19) we find the expression
similarly as in the formula (4.14) of [26] and following [26] we denote
. Due to (4.20) the estimate (4.17) follows from
Next we observe that the properties of operators P h given in Lemma 2.1 allow us to follow the reasoning of Sections 5-6 in [26] . More precisely: let 
K}).
Proof of Proposition 4.2. We observe that (4.22) follows from Proposition 4.3 similarly as in [26] . Indeed, using the expression (4.23) it suffices to write
where we used (4.3) with
. △
To complete the proof of Proposition 2.3 it remains to use
5 Proof of Proposition 4.4
Proof of (4.25). Let κ be as in Proposition 4.2 and
We will show that
holds for every n ∈ IN, which ensures (4.25) due to (4.6).
Reasoning by induction we assume that the assertion holds for a given n ∈ IN. Using the cut-off functions from the proof of Lemma 2.4, it is easy to see that the assumptions (5.1) ensure the existence of
The integration by parts gives
3)
The induction hypothesis applied to
Using (5.7) to estimate the right hand side of (5.8) we obtain 
Proof. We observe that for α ∈ IN 2d such that |α| ≤ 1, the matrix elements of (∂ 
. Using a suitable partition of unity we decomposě
and such that suppl n,h ⊂ B(v n,h , 2h δ ), supp l n,h ⊂ B(v n,h , 4h δ ). Using the trace cyclicity and assumingl n,h = 1 on B(v n,h , h δ ) we find
where we have denotedĽ n,h =ľ n,h (x, hD) andL n,h =l n,h (x, hD).
We assume l n,h = 1 on B(v n,h , 3h δ ) and introduce L n,h (t) = (l n,h •θ h t )(x, hD). Since the assertion of Lemma 5.2 still holds with l n,h andl n,h instead of l h andl h , (5.13) can be written as
To complete the proof it suffices to check that
holds for a certain δ ∈ [0; 1/2[. Indeed, (5.15) ensures ||Ľ n,h L n,h (t)|| = O(h ∞ ) and (5.14) is O(h ∞ ) due to the trace cyclicity. To obtain (5.15) we observe that Since d 2 a 0 is continuous, we can assume that c > 0 is small enough to ensure
Until now we have proved
and we can deduce Theorem 1.2 from Lemma 2.2 if we show Proposition 6.1 Let l be as in Lemma 2.2,l as in Lemma 2.4 andL h = l h (x, hD). If (6.1) holds and
The proof of Proposition 6.1 uses the following trace norm estimate
and denote
It is well known (cf. e.g. [21] ) that the Hilbert-Schmidt norm
We can assume b h = 1 on suppl h and supp b h ⊂ Γ h . Therefore we have ||L h (I − B h )|| tr = O(h ∞ ) and we complete the proof writing
. △ Instead of Proposition 6.1 it suffices to show Proposition 6.3 Let l be as in Lemma 2.2 andl as in Lemma 2.4. If Γ h is given by (6.6), then
Indeed, since (6.3) ensures δ 0 (4m 0 − 1)/(2m 0 − 1) > 1, it is obvious that (6.7) implies (6.5) and using Lemma 6.2 we obtain similarly (6.4).
To begin the proof of Proposition 6.3 we introduce the following notation:
Therefore we can find two linearly independent vectors e 1,v , e 2,v ∈ IR 2d satisfying
for k ∈ {1, 2}. Since d ≥ 2 we can find
such that the system (e k,v ) k∈{1,2,3} is linearly independent.
Lemma 6.4 Letv ∈ IR 2d be such that rank(d 2 a 0 (v)) ≥ 2 and let εv > 0 be small enough. IfΓ h is given by (2.20) and v ∈ IR 2d , then the Lebesgue measure of {s ∈ IR :
can be estimated by Cvh ρ k , where
and the constant Cv is independent of (h, v) ∈]0; h 0 ] × IR 2d .
Let us check that Proposition 6.3 follows from Lemma 6.4. To begin we observe that (2.10) gives
and using Γ h ⊂ suppl h ⊂Γ h we can choose h 0 > 0 small enough to ensure 
where Wv ∈ Hom(IR 2d , IR 2d ) is the matrix of the corresponding change of variables. The assertion of Lemma 6.4 allows us to estimate the measure of {s ∈ IR : se k + v ∈ Wv(B(v, εv) ∩Γ h ) } (6.14)
by Cvh
and it is clear that (6.13) follows from (6.15).
Proof of Lemma 6.4. To begin we observe that the set (6.11(k)) is included in the interval
By the definition ofΓ h we find that the set (6.11(k)) is included in
where j(k, h) ≤ 2(m − k) and ∆ h k,j are intervals such that
It is clear that the length of ∆ h k,j is less than 2(Ch)
in the right hand side of (7.3). We can express (7.4) as At the beginning of Section 2 we assumed (2 + r 0 )δ 0 > 1, hence it is easy to see that the proof of (2.6) will be complete if we show a h − a = O(h (2+r 0 )δ 0 ). However writing (7.3) with α ′′ = 0 and using y α γ(y) dy = 0 when 1 ≤ |α| ≤ 2 we can replace a(y) − a(x) by a(y) − The proof of the assertion b) is described in Appendix of [24] .
Proof of Lemma 2.2. Due to (2.7) and the min-max principle, it suffices to show that (1.5) holds with N (P ± h , E) instead of N (A h , E). We drop ± and we observe that it suffices to prove N (P h , E) = (2πh) Indeed, due to (7.8) it suffices to observe that (7.9) holds iff
is replaced by 1 I [E ′ ; E ′ +h] . As a consequence of (7.6) and (7.9) we find tr (g N (P, E) = trg(P h ) + tr (g 2 1 I [E−c; E] )(P h ). (7.12) However reasoning as in Section 3 of [24] we obtain trg(P h ) = (2πh) E (h) (7.14) and due to (7.6), (7.8) , it is clear that (7.14) follows from 
