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Задачi найкращого вiдновлення на класах, що задаються
обмеженнями на декiлька старших похiдних функцiй
В. Ф. Бабенко, О. В. Коваленко
1 Постановка задачi i огляд вiдомих результатiв
Нехай задано пiдмножину M множини C неперервних 2π – перiодичних функцiй x(t) i числа
0 ≤ u1 < u2 < . . . < u2n < 2π, u := (u1, . . . , u2n).
Довiльну функцiю Φ: R2n → R ми будемо називати методом вiдновлення значення функцiї
x ∈M в точцi τ ∈ [0, 2π), а величину
e(M, u,Φ, τ) := sup
x∈M
| x(τ)− Φ(x(u1), . . . , x(u2n))|
— похибкою вiдновлення методом Φ.
Задача найкращого вiдновлення значення функцiї x ∈ M в точцi τ за її значеннями в точках
u формулюється наступним чином.
Задача 1 Знайти найкращу похибку вiдновлення
E(M, u, τ) := inf
Φ
e(M, u,Φ, τ)
а також найкращий метод вiдновлення Φ˜, на якому досягається найкраща похибка вiдновлення.
Якщо нас цiкавить вся функцiя x(t), a не тiльки її значення в фiксованiй точцi τ , то виникає
задача найкращого вiдновлення функцiї x ∈M за її значеннями в точках u.
Довiльну функцiю Ψ: R2n → C ми будемо називати методом вiдновлення функцiї x ∈ M, а
величину
e(M, u,Ψ, ‖ · ‖) := sup
x∈M
‖ x−Ψ(x(u1), . . . , x(u2n))‖
— похибкою вiдновлення методом Ψ (‖ · ‖ — деяка норма в просторi C).
Задача 2 Знайти найкращу похибку вiдновлення
E(M, u, ‖ · ‖) := inf
Ψ
e(M, u,Ψ, ‖ · ‖)
а також найкращий метод Ψ˜, на якому досягається найкраща похибка вiдновлення.
Крiм того, цiкавим є питання про найкраще розташування iнформацiйних вузлiв.
Задача 3 Знайти вектор u∗, на якому досягається
E(M, ‖ · ‖) := inf
u
E(M, u, ‖ · ‖).
Вiдмiтимо, що ми ставимо задачi вiдновлення за iнформацiйними множинами, що мiстять парну
кiлькiсть вузлiв. Це природно в силу специфiки перiодичних функцiй, але не є обов’язковим.
Вiдомi наступнi результати, що стосуються вказаних задач найкращого вiдновлення.
1
1. M = W r∞. Випадок, коли u— рiвномiрне розбиття, розглянуто в роботах В. М. Тихомiрова [13]
(задача 2 — в метрицi простору C) i О. А. Женсикбаєва [4] (задача 2 — в метрицi простору
Lp, 1 ≤ p < ∞). В [1] В. Л. Велiкiн, зокрема, показав, що розв’язком задачi 3 в метриках
просторiв C i L1 є рiвномiрне розбиття.
2. M = W rHω = {x ∈ Cr : ω(x(r), t) ≤ ω(t)}, де ω(t) — заданий модуль неперервностi, r = 0, 1
(див. М. П. Корнейчук [8]).
3. M = WL∞,σ = {f ∈ L
r
∞ : |Lx(t)| ≤ σ(t), t ∈ [0, 2π]}, де L — диференцiальний оператор порядку
r, σ(t) — додатна неперервна функцiя (див. Б. Д. Боянов [3]).
У випадку, коли u — рiвномiрне розбиття, розв’язок задачi 2 для наступних класiв функцiй
мiститься в монографiї [10].
4. M = W r2 в метрицi простору L2.
5. M = W rp в метрицi простору L1.
Iншi результати, що стосуються задач оптимального вiдновлення а також подальшi посилання
можна знайти в статтях [2, 12, 15–17,20] а також монографiях [5, 10, 18, 19, 21].
Для r, d ∈ N, цiлих чисел 0 < k1 < . . . < kd ≤ r, k := (k1, k2, . . . , kd), i додатних чисел
Mk1 , . . . ,Mkd,M := (Mk1 ,Mk2 , . . . ,Mkd), позначимо черезW
r
∞(M,k) клас 2π – перiодичних функцiй
x ∈ Lr∞ таких, що
∥∥x(ki)∥∥
∞
≤Mki для всiх k = 1, . . . , d.
Ми будемо розглядати наступнi частиннi випадки класiв W r∞(M,k):
1. d = 2, k1 = r − 1, k2 = r;
2. d = 2, k1 = r − 2, k2 = r;
3. d = 3, k1 = r − 2, k2 = r − 1, k3 = r.
У всiх випадках, що розглядаються, ми будемо вважати, що Mr = 1. Замiсть W
r
∞(M,k) будемо
писати W rr−1(M) у випадку, коли M = (M, 1), k = (r− 1, r); W
r
r−2(M) у випадку, коли M = (M, 1),
k = (r − 2, r) i W rr−1,r−2(M,N) у випадку, коли M = (M,N, 1), k = (r − 2, r − 1, r).
Через ν(f) будемо позначати число iстотних змiн знаку перiодичної функцiї f на перiодi; через
ν(f, [a, b]) — число iстотних змiн знаку функцiї f на вiдрiзку [a, b].
Цiллю даної статтi є розв’язок задач 1 – 3 для класiв W rr−1(M), W
r
r−2(M) i W
r
r−1,r−2(M,N).
2 W r∞(M,k)-iдеальнi сплайни з заданими нулями
Означення 1 Функцiю x(t) ∈ W rr−1(M) будемо називати W
r
r−1(M) – iдеальним сплайном з вуз-
лами в точках t1 < t2 < . . . < t2n+1 := 2π + t1, якщо для кожного k = 1, . . . , 2n iснують числа
αk ∈ [0, tk+1 − tk] i εk = ±1 такi, що x
(r)(t) = εk на iнтервалi (tk, tk + αk), x
(r)(t) = 0 на iнтервалi
(tk + αk, tk+1) i x
(r−1)(t) = εkM на iнтервалi (tk + αk, tk+1).
Означення 2 Функцiю x(t) ∈ W rr−2(M) будемо називати W
r
r−2(M) – iдеальним сплайном с вуз-
лами в точках t1 < t2 < . . . < t2n+1 := 2π + t1, якщо для кожного k = 1, . . . , 2n iснують числа
αk ∈ [0, tk+1−tk] i εk = ±1 такi, що x
(r)(t) = εk на iнтервалi (tk, tk+
αk
2
), x(r)(t) = −εk на iнтервалi
(tk+
αk
2
, tk+αk), x
(r)(t) = 0 на iнтервалi (tk+αk, tk+1) i x
(r−2)(t) = εkM на iнтервалi (tk+αk, tk+1).
2
Означення 3 Функцiю x(t) ∈ W rr−1,r−2(M,N) назвемо W
r
r−1,r−2(M,N) – iдеальним сплайном с
вузлами в точках t1 < t2 < . . . < t2n+1 := 2π + t1, якщо для кожного k = 1, . . . , 2n iснують числа
αk ∈ [0, tk+1 − tk], βk ∈ [0, αk] i εk = ±1 такi, що x
(r)(t) = εk на iнтервалi (tk, tk +
βk
2
), x(r)(t) = 0
на iнтервалi (tk +
βk
2
, tk + αk −
βk
2
) , x(r)(t) = −εk на iнтервалi (tk + αk −
βk
2
, tk + αk), x
(r)(t) = 0
на iнтервалi (tk + αk, tk+1), x
(r−1)(t) = εkN на iнтервалi (tk +
βk
2
, tk + αk −
βk
2
) i x(r−2)(t) = εkM на
iнтервалi (tk + αk, tk+1).
Теорема 1 Нехай задано натуральнi числа n ∈ N i числа 0 ≤ u1 < u2 < . . . < u2n < 2π. Нехай X
позначає один з класiв W rr−1(M), W
r
r−2(M) або W
r
r−1,r−2(M,N). Iснує X – iдеальний сплайн з 2n
вузлами, що має нулi в точках u1, u2, . . . , u2n.
Нехай X = W rr−1(M).
В просторi R2n1 розглянемо сферу S
2n−1 радiуса 2π, тобто
S2n−1 =
{
ξ = (ξ1, ξ2, . . . , ξ2n) :
2n∑
i=1
|ξi| = 2π
}
.
Кожнiй точцi ξ ∈ S2n−1 поставимо у вiдповiднiсть розбиття вiдрiзку [0, 2π] точками t0 := 0, t1 :=
|ξ1|, t2 := |ξ1|+ |ξ2|, . . . , t2n−1 :=
∑2n−1
i=1 |ξi|, t2n :=
∑2n
i=1 |ξi| = 2π.
Для кожного k = 1, . . . , 2n покладемо φ1(ξ, t) = sgnξk ·min (t− tk−1,M) на вiдрiзку
[
tk−1,
tk−1+tk
2
]
;
φ1(ξ, t) = sgnξk · min (tk − t,M) на вiдрiзку
[
tk−1+tk
2
, tk
]
. Таким чином ми визначили неперервну
функцiю φ1(ξ, t) на всьому вiдрiзку [0, 2π], причому для всiх k = 0, 1, . . . , 2n мають мiсце рiвностi
φ1 (ξ, tk) = 0.
Для k = 2, . . . , r − 1 покладемо
φk(ξ, t) =
t∫
0
φk−1(ξ, s)ds−
1
2π
2pi∫
0
t∫
0
φk−1(ξ, s)dsdt.
Покладемо φr(ξ, t) =
t∫
u1
φr−1(ξ, s)ds. Визначимо вiдображення η : S
2n−1 → R2n наступним чином.
η(ξ) :=

 2pi∫
0
φ1(ξ, t)dt, φr(ξ, u2), φr(ξ, u3), . . . , φr(ξ, u2n)

 .
В силу побудови функцiї φr(ξ, t) вiдображення η неперервне i непарне. Згiдно з теоремою Бор-
сука (див. [14]) iснує нуль ξ∗ ∈ S2n−1 функцiї η. Це означає, що φr(ξ
∗, uk) = 0, k = 1, . . . , 2n i
2pi∫
0
φ1(ξ
∗, t)dt = 0. Остання рiвнiсть дозволяє нам перiодично продовжити функцiю φr(ξ
∗, t) на всю
вiсь зi збереженням гладкостi. В силу побудови функцiй φr(ξ, t) функцiя φr(ξ
∗, t) — W rr−1(M) –
iдеальний сплайн c вузлами в точках розбиття. Крiм того, φr(ξ
∗, t) має нулi в заданих точках
u1, u2, . . . , u2n. Таким чином φr(ξ
∗, t) — шуканий W rr−1(M) – iдеальний сплайн. Теорему у випадку,
коли X = W rr−1(M), доведено.
Нехай X = W rr−2(M).
Нехай α, β ∈ R, a ∈ [−M,M ]. Для b ∈
[
0, |β|
2
]
визначимо функцiю
ψb(α, β; t) : [α, α+ |β| ]→ R
3
наступним чином. ψb(α, β; t) = t − α на вiдрiзку [α, α + b], ψb(α, β; t) = α + 2b − t на вiдрiзку
[α + b, α + 2b], ψb(α, β; t) = 0 на вiдрiзку [α+ 2b, α + |β|].
Покладемо
B := max

b ∈
[
0,
|β|
2
]
:
∣∣∣∣∣∣a+ sgnβ
t∫
α
ψb(α, β; s)ds
∣∣∣∣∣∣ ≤M∀t ∈ [α, α + |β| ]


i ψ(α, β, a; t) := a+ sgnβ
t∫
α
ψB(α, β; s)ds. Вiдмiтимо, що справедливi наступнi рiвностi:
ψ′(α, β, a;α) = ψ′(α, β, a;α+ |β|) = 0. (1)
Для натурального числа m ∈ N i вектора ζ = (ζ1, . . . , ζm) ∈ R
m визначимо функцiю
ψ(α, ζ, a; t) :
[
α, α+
m∑
k=1
|ζk|
]
→ R
наступним чином. На вiдрiзку [α, α+|ζ1| ] ψ(α, ζ, a; t) = ψ(α, ζ1, a; t); на вiдрiзку [α+|ζ1|, α+|ζ1|+|ζ2| ]
ψ(α, ζ, a; t) = ψ(α + |ζ1|, ζ2, ψ(α, ζ, a;α+ |ζ1|); t); i так далi, на вiдрiзку
[
α +
m−1∑
k=1
|ζk|, α+
m∑
k=1
|ζk|
]
ψ(α, ζ, a; t) = ψ
(
α +
m−1∑
k=1
|ζk|, ζm, ψ
(
α, ζ, a;α+
m−1∑
k=1
|ζk|
)
; t
)
.
Для вектора ξ = (ξ1, . . . , ξ2n) ∈ S
2n−1 i a ∈ [−M,M ] покладемо ψ(ξ, a; t) = ψ(0, ξ, a; t) (функцiя
ψ(ξ, a; t) визначена на вiдрiзку [0, 2π]).
Нехай a ∈ (M,M + π] i ξ = (ξ1, . . . , ξ2n) ∈ S
2n−1. Нехай, крiм того, iндекс i ∈ {0, 1, . . . , 2n − 1}
такий, що a−M ∈
[
i∑
k=0
|ξk|,
i+1∑
k=0
|ξk|
)
(ξ0 := 0).
Визначимо функцiю ψ(ξ, a; t) : [0, 2π]→ R наступним чином. Покладемо ψ(ξ, a; t) = M на вiдрiз-
ку [0, a−M ] i ψ(ξ, a; t) = ψ(a−M, ζ,M ; t) на вiдрiзку [a−M, 2π], де
ζ =
(
sgnξi+1 ·
(
i+1∑
k=0
|ξk| − a+M
)
, ξi+2, ξi+3, . . . , ξ2n
)
∈ R2n−i.
Аналогiчно визначимо функцiю ψ(ξ, a; t) : [0, 2π] → R для ξ = (ξ1, . . . , ξ2n) ∈ S
2n−1 i a ∈ [−M −
π,−M): нехай iндекс i ∈ {0, 1, . . . , 2n−1} такий, що −a−M ∈
[
i∑
k=0
|ξk|,
i+1∑
k=0
|ξk|
)
(ξ0 := 0). Покладемо
ψ(ξ, a; t) = −M на вiдрiзку [0,−a−M ] i ψ(ξ, a; t) = ψ(−a −M, ζ,−M ; t) на вiдрiзку [−a −M, 2π],
де
ζ =
(
sgnξi+1 ·
(
i+1∑
k=0
|ξk|+ a+M
)
, ξi+2, ξi+3, . . . , ξ2n
)
∈ R2n−i.
Таким чином для всiх a ∈ [−M−π,M+π] i ξ ∈ S2n−1 ми визначили функцiю ψ(ξ, a; t) : [0, 2π]→
R. За побудовою функцiя ψ(ξ, a; t) неперервна на [0, 2π]. Крiм того в силу (1) вона неперервно
диференцiйовна на [0, 2π]. |ψ(ξ, a; t)| ≤M при всiх t ∈ [0, 2π]. Якщо ξ ∈ S2n−1 i −M−π ≤ a1 < a2 ≤
4
M + π, то для всiх t ∈ [0, 2π] справедлива нерiвнiсть ψ(ξ, a1; t) ≤ ψ(ξ, a2; t). Вiдмiтимо що, функцiї
ψ(ξ, a; t) неперервно залежать вiд параметрiв a i ξ.
За побудовою для всiх ξ ∈ S2n−1
2pi∫
0
ψ(ξ,M + π; t)dt > 0 i
2pi∫
0
ψ(ξ,−M − π; t)dt < 0. Тому iснує
число A = A(ξ) ∈ (−M − π,M + π) таке, що
2pi∫
0
ψ(ξ, A; t)dt = 0. (2)
Покладемо φ2(ξ; t) := ψ(ξ, A; t). Для k = 3, . . . , r − 1 покладемо
φk(ξ, t) =
t∫
0
φk−1(ξ, s)ds−
1
2π
2pi∫
0
t∫
0
φk−1(ξ, s)dsdt.
Покладемо φr(ξ, t) =
t∫
u1
φr−1(ξ, s)ds.
Вiдмiтимо, що для k = 1, 2, . . . , r − 2 i k = r
2pi∫
0
φ
(k)
r (ξ; t)dt = 0.
Визначимо вiдображення η : S2n−1 → R2n наступним чином.
η(ξ) :=

 2pi∫
0
φ(r−1)r (ξ, t)dt, φr(ξ, u2), φr(ξ, u3), . . . , φr(ξ, u2n)

 .
В силу побудови функцiї φr(ξ, t) вiдображення η неперервне i непарне. Згiдно з теоремою Борсука
iснує нуль ξ∗ ∈ S2n−1 функцiї η. Це означає, що φr(ξ
∗, uk) = 0, k = 1, . . . , 2n i
2pi∫
0
φ
(r−1)
r (ξ∗, t)dt = 0.
Остання рiвнiсть дозволяє нам перiодично продовжити функцiю φr(ξ
∗, t) на всю вiсь зi збережен-
ням гладкостi. Крiм того φr(ξ
∗, t) дорiвнює нулю в заданих точках u1, u2, . . . , u2n.
Якщо число A = A(ξ∗), що фiгурує у рiвностi (2), знаходиться на вiдрiзку [−M,M ], то функцiя
φr(ξ
∗, t) — W rr−2(M) – iдеальний сплайн з вузлами 0, t1, . . . , t2n−1. Припустимо, що A = A(ξ
∗) ∈
(M+π,M). Нехай ξ∗ = (ξ∗1 , . . . , ξ
∗
2n). Оскiльки функцiя φr(ξ
∗, t) має 2n нулiв, то функцiя φ
(r−2)
r (ξ∗, t)
має 2n змiн знаку, а отже A−M ∈ [0, |ξ∗1| ]. Тодi функцiя φr(ξ
∗, t) — W rr−2(M) – iдеальний сплайн
c вузлами в точках t1 − A + M, t2, t3, . . . , t2n−1 + A − M . Аналогiчно доводиться, що φr(ξ
∗, t) —
W rr−2(M) – iдеальний сплайн i у випадку, коли A = A(ξ
∗) ∈ (−M − π,−M).
Таким чином φr(ξ
∗, t) — шуканий W rr−2(M) – iдеальний сплайн. Теорему у випадку, коли X =
W rr−2(M), доведено.
Доведення теореми у випадку, коли X = W rr−1,r−2(M,N) аналогiчно доведенню у випадку X =
W rr−2(M). Треба лише замiсть функцiї ψb(α, β; t) розглядати функцiю min{ψb(α, β; t), N}. Теорему
доведено.
Зауваження 1 Нехай задано числа n ∈ N i 0 ≤ u1 < u2 < . . . < u2n < 2π. Нехай X позначає один
з класiв W rr−1(M), W
r
r−2(M) або W
r
r−1,r−2(M,N). Через φ(u; t) = φ(X, u; t), u := (u1, . . . , u2n) будемо
позначати X – iдеальний сплайн з 2n вузлами, що дорiвнює нулю в точках u1, u2, . . . , u2n.
5
3 Iнтерполяцiйнi сплайни
Нехай X позначає один з класiв W rr−1(M), W
r
r−2(M) або W
r
r−1,r−2(M,N).
Означення 4 Розбиття
∆2n : t1 < t2 < . . . < t2n+1 = 2π + t1
будемо називати X – нормальним, якщо iснує X – iдеальний сплайн φ з вузлами в точках роз-
биття ∆2n, що має 2n нулiв на перiодi.
Нехай задано W rr−1(M) – нормальне розбиття ∆2n. Нехай φ(t) — W
r
r−1(M) – iдеальний сплайн c
вузлами в точках розбиття ∆2n, що має 2n нулiв. Нехай, як i у визначеннi 1 W
r
r−1(M) – iдеальних
сплайнiв, числа αk ∈ [0, tk+1 − tk] такi, що φ
(r)(t) = ±1 на iнтервалi (tk, tk + αk) i φ
(r)(t) = 0 на
iнтервалi (tk + αk, tk+1), k = 1, . . . , 2n.
Означення 5 Функцiю s(t) ∈ Lr∞ будемо називати W
r
r−1(M) — сплайном з вузлами в точках
розбиття ∆2n, якщо s
(r)(t) = ck на iнтервалi (tk, tk + αk), s
(r)(t) = 0 на iнтервалi (tk + αk, tk+1),
k = 1, . . . , 2n, c1, . . . , c2n ∈ R.
Нехай задано W rr−2(M) — нормальне розбиття ∆2n. Нехай φ(t) — W
r
r−2(M) – iдеальний сплайн з
вузлами в точках розбиття ∆2n, що має 2n нулiв. Нехай, як i у визначеннi 2 W
r
r−2(M) – iдеальних
сплайнiв, числа αk ∈ [0, tk+1 − tk] такi, що φ
(r)(t) = ±1 на iнтервалi (tk, tk +
αk
2
), φ(r)(t) = ∓1 на
iнтервалi (tk +
αk
2
, tk + αk) i φ
(r)(t) = 0 на iнтервалi (tk + αk, tk+1), k = 1, . . . , 2n.
Означення 6 Функцiю s(t) ∈ Lr∞ будемо називати W
r
r−2(M) — сплайном з вузлами в точках
розбиття ∆2n, якщо
1. s(r)(t) = c1k на iнтервалi (tk, tk +
αk
2
) i s(r)(t) = c2k на iнтервалi (tk +
αk
2
, tk + αk), c
1
k, c
2
k ∈ R,
k = 1, . . . , 2n;
2. s(r)(t) = 0 на iнтервалi (tk + αk, tk+1), k = 1, . . . , 2n;
3. s(r−1)(tk) = 0 для тих k, для яких |φ
(r−2)(tk)| = M ;
4. c2k = c
1
k+1 для тих k, для яких |φ
(r−2)(tk)| < M .
Нехай задано W rr−1,r−2(M,N) — нормальне розбиття ∆2n i W
r
r−1,r−2(M,N) – iдеальний сплайн φ(t)
з вузлами в точках розбиття ∆2n, що має 2n нулiв. Нехай, як i у визначеннi 3 W
r
r−1,r−2(M,N) –
iдеальних сплайнiв, числа αk ∈ [0, tk+1− tk], β ∈ [0, αk] такi, що φ
(r)(t) = ±1 на множинi (tk, tk+
βk
2
),
φ(r)(t) = ∓1, (tk + αk −
βk
2
, tk + αk) φ
(r)(t) = 0 на множинi (tk +
βk
2
, tk + αk −
βk
2
)
⋃
(tk + αk, tk+1).
Означення 7 Функцiю s(t) ∈ Lr∞ будемо називати W
r
r−1,r−2(M,N) — сплайном з вузлами в точ-
ках розбиття ∆2n, якщо
1. s(r)(t) = c1k на iнтервалi (tk, tk+
βk
2
) i s(r)(t) = c2k на iнтервалi (tk+αk−
βk
2
, tk+αk), c
1
k, c
2
k ∈ R,
k = 1, . . . , 2n;
2. s(r)(t) = 0 на iнтервалах (tk + αk, tk+1) та (tk +
βk
2
, tk −
βk
2
+ αk), k = 1, . . . , 2n;
3. s(r−1)(tk) = 0 для тих k, для яких |φ
(r−2)(tk)| = M ;
4. c2k = c
1
k+1 для тих k, для яких |φ
(r−2)(tk)| < M .
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Позначимо через S(X ; ∆2n) множину всiхX – сплайнiв по розбиттю∆2n. Вiдмiтимо, що S(X ; ∆2n)
є 2n – вимiрним лiнiйним простором.
Справедливе наступне твердження.
Лема 1 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M) i задано X –
нормальне розбиття ∆2n. Нехай, крiм того, точки τk, k = 1, 2, . . . , 2n, задовольняють нерiв-
ностям uk < τk < uk+1, u2n+1 := u1 + 2π, де uk — нулi вiдповiдного X – iдеального сплайна
φ(X ; t), k = 1, 2, . . . , 2n. Тодi для будь-якого набору чисел y1, . . . , y2n iснує єдиний X – сплайн
s(t) ∈ S(X ; ∆2n), що задовольняє умовам
s(τk) = yk, k = 1, . . . , 2n.
Для доведення леми 1 нам знадобиться наступна лема.
Лема 2 Якщо виконанi умови леми 1 i для сплайна s(t) ∈ S(X ; ∆2n) виконуються спiввiдношення
|s(τk)| ≤ |φ(X ; τk)|, k = 1, . . . , 2n, (3)
то ‖s(r)‖∞ ≤ 1.
Припустимо супротивне, нехай ‖s(r)‖∞ > 1. Покладемо s∗(t) := ε
s(t)
‖s(r)‖∞
, ε = ±1 (значення ε ми
виберемо пiзнiше). Тодi
‖s(r)∗ ‖∞ = 1. (4)
В силу спiввiдношень (3) виконуються нерiвностi |s∗(τk)| < |φ(X ; τk)|, k = 1, . . . , 2n. Це озна-
чає, що рiзниця δ(t) := s∗(t) − φ(X ; t) має не менше нiж 2n змiн знаку, оскiльки sgnφ(X ; τk) =
−sgnφ(X ; τk+1), k = 1, . . . , 2n.
Для скорочення записiв у доведеннi цiєї леми будемо писати φ(t) замiсть φ(X ; t).
Нехай X = W rr−1(M). Виберемо ε так, щоб для деякого k = 1, . . . , 2n майже всюди на iнтервалi
t ∈ (tk, tk+1) виконувалась рiвнiсть s
(r)
∗ (t) = φ(r)(t). Це можливо в силу (4) i визначення W rr−1(M) –
сплайнiв. Функцiя δ(r) не змiнює знак всерединi iнтервалiв (tj , tj+1) j = 1, . . . , 2n i рiвна нулю на
iнтервалi (tk, tk+1). Це означає, що функцiя δ
(r) має не бiльш нiж 2n−2 змiн знаку, що неможливо.
Нехай X = W rr−2(M). Функцiя φ(t) має 2n нулiв, тому для кожного k = 1, . . . , 2n похiдна φ
(r)(t)
має однаковий знак на iнтервалах (tk +
αk
2
, tk + αk) i (tk+1, tk+1 +
αk+1
2
).
Якщо |φ(r−2)(tk)| < M для всiх k = 1, . . . , 2n, то φ
(r)(t) майже всюди вiдмiнна вiд нуля, а отже
є кусково сталою з 2n змiнами знаку. Тому в силу (4) ми можемо вибрати ε = ±1 так, що функцiя
δ(t) має не бiльше 2n− 2 змiн знаку, що не можливо.
Нехай натуральнi числа k1 < k2 такi, що |φ
(r−2)(tk1)| = |φ
(r−2)(tk2)| = M i |φ
(r−2)(tk)| < M ,
k1 < k < k2. Тодi звуження функцiї φ
(r−1)(t) на вiдрiзок [tk1 , tk2−1 + αk2−1] є кусково лiнiйною
функцiєю, на кожнiй ланцi якої кутовий коефiцiєнт дорiвнює 1 або −1, та яка змiнює свiй кутовий
коефiцiєнт k2 − k1 разiв. Вiдмiтимо, що φ
(r−1)(tk1) = φ
(r−1)(tk2) = 0 i s
(r−1)
∗ (tk1) = s
(r−1)
∗ (tk2) = 0.
Крiм того, в силу (4)
‖s(r)∗ ‖L∞(tk1 ,tk2 ) ≤ 1. (5)
Це означає, що якщо S1, . . . , Sm — це такi множини додатної мiри, що
1. Sj ⊂ [tk1, tk2 ], j = 1, . . . , m;
2. Якщо x ∈ Sj , y ∈ Sj+1, то x < y, j = 1, . . . , m− 1;
3. ǫ(−1)jδ(r−1)(t) > 0, t ∈ Sj, ǫ = ±1, j = 1, . . . , m,
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то m ≤ k2 − k1. Бiльше того, якщо в (5) має мiсце рiвнiсть, то можна вибрати ε = ±1 так, щоб
гарантувати нерiвнiстьm ≤ k2−k1−1 — для цього достатньо взяти ε так, щоб на деякому промiжку
кусково лiнiйнi функцiї φ(r−1) та s
(r−1)
∗ мали однаковий кутовий коефiцiєнт. Це означає, що функцiя
δ(r−1)(t) (при вiдповiдно вибраному значеннi ε) має не бiльше нiж 2n−1 змiн знаку, що неможливо.
Прийшли до суперечностi
Випадок X = W rr−1,r−2(M,N) доводиться аналогiчно.
Лему доведено.
Повернемося до доведення леми 1.
Доведемо, що тотожнiй нуль — це єдиний сплайн з S(X ; ∆2n), що задовольняє нульовим iнтер-
поляцiйним умовам. Припустимо супротивне, нехай ненульовий сплайн s(t) ∈ S(X ; ∆2n) такий, що
s(τk) = 0, k = 1, . . . , 2n. Але тодi для будь-якого λ ∈ R λs(τk) = 0, k = 1, . . . , 2n, що суперечить
лемi 2.
S(X ; ∆2n) є лiнiйним простором розмiрностi 2n. Нехай ψ1, . . . , ψ2n — деякий базис простору
S(X ; ∆2n). Тодi довiльний X – сплайн s(t) ∈ S(X ; ∆2n) можна представити у виглядi s(t) =
2n∑
k=1
ckψk(t). Знаходження iнтерполяцiйного сплайна зводиться до розв’язку системи 2n лiнiйних
рiвнянь
2n∑
k=1
ckψk(τj) = yj, j = 1, . . . , 2n вiдносно параметрiв ck, k = 1, . . . , 2n, що визначають
сплайн. Оскiльки тотожнiй нуль — це єдиний сплайн з S(X ; ∆2n), що задовольняє нульовим iн-
терполяцiйним умовам, то однорiдна система рiвнянь має тiльки нульовий розв’язок. Це означає,
що при довiльних числах yk, k = 1, . . . , 2n вiдповiдна неоднорiдна система має єдиний розв’язок.
Лему доведено.
Означення 8 Для класу X 2π – перiодичних диференцiйовних функцiй покладемо
X ′ := {x′(t) : x(t) ∈ X}.
Теорема 2 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай задано
функцiя x(t) ∈ X i числа u1 < u2 < . . . < u2n < u1 + 2π, u = (u1, . . . , u2n). Нехай ∆2n : t1 < t2 <
. . . < t2n < 2π+ t1 — вузли X – iдеального сплайна φ(X ; u), що дорiвнює нулю в точках u1, . . . , u2n.
Тодi iснує єдиний X ′ – сплайн s(t) ∈ S(X ′,∆2n) такий, що s(uk) = x(uk), k = 1, . . . , 2n.
Функцiя φ′(X ; u) є X ′ – iдеальним сплайном, що має 2n нулiв. Тому розбиття ∆2n є X
′ – нор-
мальним. Крiм того, iнтерполяцiйнi вузли u1, . . . , u2n є нулями функцiї φ(X ; u), а отже в силу
теореми Ролля розташованi мiж нулями X ′ – iдеального сплайна φ′(X ; u). Це означає, що ви-
конуються умови леми 1, з якої ми одразу отримуємо iснування (i єдинiсть) шуканого сплайна
s(t) ∈ S(X ′,∆2n), що iнтерполює функцiю x(t) в точках u1, . . . , u2n. Теорему доведено.
Зауваження 2 В умовах теореми 2 сплайн s(t) ∈ S(X ′,∆2n), який iнтерполює функцiю x в
точках u, ми будемо позначати через s(x, u; t) = s(X ′, x, u; t). Крiм того, сплайн s(t) ∈ S(X ′,∆2n),
що iнтерполює значення v = (v1, . . . , v2n) в точках u, ми будемо позначати s(X
′, u, v; t).
4 Екстремальнi властивостi iдеальних сплайнiв
X – iдеальнi сплайни мають наступну екстремальну властивiсть.
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Теорема 3 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай задано
натуральне число n ∈ N i числа 0 ≤ u1 < u2 < . . . < u2n < 2π, u = (u1, . . . , u2n). Тодi для всiх
x ∈ X i t ∈ [0, 2π)
|x(t)− s(X ′, x, u; t)| ≤ |φ(X, u; t)|.
Припустимо супротивне, нехай iснує точка t∗ ∈ [0, 2π) така, що |x(t∗)−s(X ′, x, u; t∗)| > |φ(X, u; t∗)|.
Тодi iснує число λ ∈ (−1, 1) таке, що λ(x(t∗)− s(X ′, x, u; t∗)) = φ(X, u; t∗).
Покладемо δ(t) := λx(t)−λs(X ′, x, u; t)−φ(X, u; t). Функцiя δ(t) має 2n+1 нуль: точки u1, . . . , u2n
i точка t∗.
Для скорочення позначень у доведеннi цiєї теореми замiсть φ(X, u; t) будемо писати просто φ(t),
замiсть s(X ′, x, u; t) — просто s(t).
Нехай X = W rr−1(M).
В силу теореми Ролля функцiя δ(r−1)(t) має не менше нiж 2n+ 1 змiн знаку.
Нехай k ∈ {1, 2, . . . , 2n}. Ми можемо вважати, що φ(r)(t) = 1 на iнтервалi (tk, tk + αk), αk ∈
[0, tk+1 − tk] i φ
(r)(t) = 0 на iнтервалi (tk + αk, tk+1). Тодi функцiя φ
(r−1)(t) + λs(r−1)(t) є лiнiйною з
кутовим коефiцiєнтом 1 на iнтервалi (tk, tk+αk) i φ
(r−1)(t)+λs(r−1)(t) = M на iнтервалi (tk+αk, tk+1).
Враховуючи те, що x(t) ∈ W rr−1(M), ми отримуємо, що |λx
(r)(t)| < 1 i |λx(r−1)(t)| < M для майже
всiх t. Це означає, що δ(r−1)(t) < 0 на iнтервалi (tk + αk, tk+1) i функцiя δ
(r−1)(t) має не бiльше
нiж одну змiну знаку на iнтервалi (tk, tk + αk), причому якщо функцiя δ
(r−1)(t) змiнює знак на
iнтервалi (tk, tk + αk), то ця змiна знаку з ”плюс” на ”мiнус”. Таким чином на кожному промiжку
(tk, tk+1) мiж вузлами сплайна φ(t) функцiя δ
(r−1) має не бiльше нiж одну змiну знака, i, крiм того,
якщо на кожному з промiжкiв (tk, tk+1) i (tk+1, tk+2) функцiя δ
(r−1) має по однiй змiнi знаку, то ця
функцiя не має змiни знаку в точцi tk+1. Отже ν(δ
(r−1)) ≤ 2n. Прийшли до суперечностi. Теорему
у випадку, коли X = W rr−1(M), доведено.
Нехай X = W rr−2(M).
Припустимо, що
∣∣φ(r−2)(t)∣∣ < M на вiдрiзку [0, 2π]. Тодi для кожного k = 1, . . . , 2n функцiя
φ(r−1)(t)+λs(r−1)(t) є лiнiйною з кутовим коефiцiєнтом ±1 на iнтервалi
(
tk+1+tk
2
,
tk+2+tk+1
2
)
, причому
на сусiднiх iнтервалах вказаного виду кутовi коефiцiєнти мають протилежнi знаки. Це означає,
що на кожному iнтервалi
(
tk+1+tk
2
,
tk+2+tk+1
2
)
функцiя δ(r−1)(t) має не бiльш нiж одну змiну знаку,
причому з ”плюс” на ”мiнус”, якщо кутовий коефiцiєнт дорiвнює 1 i з ”мiнус” на ”плюс”, якщо
кутовий коефiцiєнт дорiвнює −1. Звiдси ми отримуємо, що ν(δ(r−1)) ≤ 2n, що неможливо.
Таким чином max
t∈[0,2pi]
|φ(r−2)(t)| = M . З теореми Ролля слiдує, що функцiя δ(r−2)(t) має не менше
2n+ 1 змiн знаку.
Нехай вiдрiзок [α, β] ⊂ R такий, що∣∣φ(r−2)(α)∣∣ = ∣∣φ(r−2)(β)∣∣ = M (6)
i ∣∣φ(r−2)(t)∣∣ < M, t ∈ (α, β). (7)
Можемо вважати, що α = t0 < t1 < . . . < tl−1 < β — всi вузли W
r
r−2(M) – iдеального сплайна
φ(t) на iнтервалi [α, β) (у випадку необхiдностi можемо перенумерувати вузли). Покладемо tl := β
(число tl може бути вузлом φ(t), а може їм не бути). Покажемо, що ν
(
δ(r−2), [α, β]
)
≤ l. Вiдмiтимо,
що в силу (7) i означення W rr−2(M) – iдеальних сплайнiв функцiя φ
(r) вiдмiнна вiд нуля майже
всюди на (α, β).
Без зменшення загальностi можемо вважати, що
φ(r−2)(α) = −M. (8)
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Покладемо q0 := t0, qk :=
tk−1+tk
2
, k = 1, . . . , l, ql+1 = tl, ψ(t) := φ(t) + λs(t).
В силу побудови функцiй φ i s i рiвностi (8) на iнтервалi (qk, qk+1)
ψ(r)(t) = (−1)k, k = 0, 1, . . . , l. (9)
Оскiльки
‖λx(r)‖∞ < 1, (10)
то на кожному з промiжкiв (qk, qk+1) функцiя δ
(r−1) може змiнювати знак не бiльше нiж один раз,
причому з ”плюс” на ”мiнус” при парних k i з ”мiнус” на ”плюс” при непарних k, k = 0, . . . , l. Таким
чином ν
(
δ(r−1), [α, β]
)
≤ l + 1. Це означає, що ν
(
δ(r−2), [α, β]
)
≤ l + 2.
Припустимо, що ν
(
δ(r−2), [α, β]
)
= l + 2. Тодi iснують точки α ≤ r1 < r2 < . . . < rl+2 ≤ β такi,
що δ(r−2)(r1) = δ
(r−2)(r2) = . . . = δ
(r−2)(rl+2) = 0 i (в силу (8)) (−1)
kδ(r−1)(rk) > 0, k = 1, . . . , l + 2.
Це означає, що ν
(
δ(r−1), [α, β]
)
= l + 1 i перша змiна знаку δ(r−1) на вiдрiзку [α, β] вiдбувається з
”мiнус” на ”плюс”, що неможливо. Таким чином ν
(
δ(r−2), [α, β]
)
≤ l + 1.
Припустимо, що ν
(
δ(r−2), [α, β]
)
= l + 1. Враховуючи (8) отримаємо, що
(−1)lδ(r−2)(β) ≤ 0. (11)
Крiм того, функцiя δ(r−1)(t) змiнює знак не менше l раз, причому перша змiна знаку з ”мiнус”
на ”плюс”. Це означає, що iснує точка τ ∈ (ql, ql+1) така, що (−1)
lδ(r−1)(τ) < 0. Оскiльки викону-
ються спiввiдношення (9) i (10), то (−1)lδ(r−1)(β) < 0. Але звiдси в силу (6), (8) i (11) слiдує, що
‖x(r−2)‖∞ > M , що неможливо. Це означає, що ν
(
δ(r−2), [α, β]
)
≤ l, а отже ν
(
δ(r−2)
)
≤ 2n. Прийшли
до суперечностi. Теорему у випадку, коли X = W rr−2(M), доведено.
Випадок, коли X = W rr−1,r−2(M,N) можна довести аналогiчно до випадку X = W
r
r−2(M).
Теорема 4 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай за-
дано натуральне число n ∈ N i числа 0 ≤ u1 < u2 < . . . < u2n < 2π, u := (u1, . . . , u2n), u
∗ :=(
0, pi
n
, 2pi
n
, . . . ,
(2n−1)pi
n
)
. Тодi якщо u 6= u∗, то
‖φ(X, u)‖∞ > ‖φ(X, u
∗)‖∞.
Доведемо теорему у випадку, коли X = W rr−2(M). Iншi випадки доводяться аналогiчно. Для ско-
рочення записiв будемо замiсть φ(X, u) писати φ(u).
Вiдмiтимо, що функцiя φ(u∗) є 2pi
n
перiодичною i, крiм того, справедлива рiвнiсть φ(u∗; t) =
−φ
(
u∗; t+ pi
n
)
.
Припустимо супротивне. Нехай u 6= u∗ i
‖φ(u)‖∞ ≤ ‖φ(u
∗)‖∞. (12)
Тодi для будь-якого γ ∈ R
ν(±φ(u; γ + ·)− φ(u∗; ·)) ≥ 2n. (13)
Можливi два випадки.
Випадок 1. Нехай ‖φ(r−2)(u∗; ·)‖∞ = M . Без зменшення загальностi можемо вважати, що функ-
цiя φ(r−2)(u∗; t) зростає на вiдрiзку [0, pi
n
− α], постiйна на [pi
n
− α, pi
n
], спадає на [pi
n
, 2pi
n
− α] i постiйна
на [2pi
n
− α, 2pi
n
], де α ≥ 0. За означенням W rr−2(M) – iдеального сплайна
|φ(r−2)(u∗; t)| = M, t ∈
[π
n
− α,
π
n
]⋃[2π
n
− α,
2π
n
]
. (14)
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Нехай t1 < t2 < . . . < t2n+1 := 2π + t1 — вузли W
r
r−2(M) – iдеального сплайна φ(u; t). Нехай
iндекс i ∈ {1, 2, . . . , 2n} такий, що ti+1 − ti >
pi
n
. Без зменшення загальностi можемо вважати,
що φ(r−2)(u; t) не спадає на промiжку [ti, ti+1]. Тодi iснує число β > α таке, що φ
(r−2)(u; t) зрос-
тає на промiжку [ti, ti+1 − β] i φ
(r−2)(u; t) = M на промiжку [ti+1 − β, ti+1]. Розглянемо функцiю
δ(t) := φ(r−2)(u; t − ti) − φ
(r−2)(u∗; t). З (13) випливає, що ν(δ) ≥ 2n. Вiдмiтимо, що звуження
функцiї φ(X, u∗) на вiдрiзок
[
kpi
n
,
(k+1)pi
n
− α
]
, k ∈ Z, спiвпадає зi звуженням на цей вiдрiзок вiдпо-
вiдно пiдiбраного iдеального сплайна Ейлера. Тому з теореми порiвняння Колмогорова (див. [7])
випливає, що на вiдрiзку
[
kpi
n
,
(k+1)pi
n
− α
]
функцiя δ(t) може мати не бiльше нiж одну змiну зна-
ка (причому з ”плюс” на ”мiнус”, якщо φ(r−1)(u∗; t) невiд’ємна на цьому промiжку i з ”мiнус” на
”плюс”, якщо недодатна). Тепер, враховуючи (14) i симетрiї функцiї φ(u∗; t), ми отримаємо, що на
кожному з промiжкiв знакопостiйностi функцiї φ(r−1)(u∗; t) функцiя δ(t) може мати не бiльше нiж
одну змiну знака, причому з ”плюс” на ”мiнус” на промiжках невiд’ємностi φ(r−1)(u∗; t) i з ”мiнус”
на ”плюс” на промiжках недодатностi φ(r−1)(u∗; t). Але [ti+1 − ti − β, ti+1 − ti] ⊃ [
pi
n
− α, pi
n
] i δ(t) ≥ 0
для всiх t ∈ [ti+1 − ti − β, ti+1 − ti]. Це означає, що функцiя δ(t) не має змiн знаку на промiжку
[0, pi
n
]. Але тодi ν(δ) ≤ 2n− 1. Прийшли до суперечностi.
Випадок 2. Нехай ‖φ(r−2)(u∗; ·)‖∞ < M . Тодi φ(u
∗; t) — iдеальний сплайн Ейлера. З (12) i теореми
порiвняння Колмогорова випливає, що
‖φ(r−2)(u; ·)‖∞ ≤ ‖φ
(r−2)(u∗; ·)‖∞ < M.
Це означає, що |φ(r)(u; t)|∞ = 1 майже всюди на [0, 2π].
Нехай t1 < t2 < . . . < t2n+1 := 2π + t1 — вузли W
r
r−2(M) – iдеального сплайна φ(u; t). Тодi iснує
iндекс i ∈ {1, 2, . . . , 2n} такий, що ti+1 − ti >
pi
n
. Тодi можна вибрати зсув φ(u; γ + ·) функцiї φ(u; t)
так, що ν(φ(r)(u; γ + ·)− φ(r)(u∗; ·)) ≤ 2n− 1. Але це суперечить (13). Теорему доведено.
5 Задачi найкращого вiдновлення
Для розв’язку задачi 1 нам знадобиться наступна лема.
Лема 3 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай задано
числа 0 ≤ u1 < u2 < . . . < u2n < 2π, u := (u1, . . . , u2n) i τ ∈ [0, 2π). Тодi
E(X, u, τ) = sup {x(τ) : x ∈ X, x(uk) = 0, k = 1, . . . , 2n} .
Вiдмiтимо, що класиW rr−1(M),W
r
r−2(M) абоW
r
r−1,r−2(M,N) є опуклими i центрально-симетричними.
Тому серед оптимальних методiв вiдновлення iснує лiнiйний (див. [11]). Це означає, що
E(X, u, τ) = inf
ck
sup
x∈X
(
x(τ)−
2n∑
k=1
ckx(uk)
)
,
де точна нижня межа береться по всiм векторам (c1, . . . , c2n) ∈ R
2n.
Клас X можна представити у наступному виглядi: X = {x ∈ Lr∞ : p(x) ≤ 1}, де
p(x) = max
{
‖x(r)‖∞,
‖x(r−1)‖∞
M
}
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у випадку, коли X = W rr−1(M); p(x) = max
{
‖x(r)‖∞,
‖x(r−2)‖∞
M
}
у випадку, коли X = W rr−2(M) i
p(x) = max
{
‖x(r)‖∞,
‖x(r−1)‖∞
N
,
‖x(r−2)‖∞
M
}
у випадку, коли X = W rr−1,r−2(M,N). Вiдмiтимо, що у всiх трьох випадках функцiя p(x) додатно
однорiдна i напiвадитивна.
Тепер, застосовуючи мiркування аналогiчнi до доведення теореми 1.3.4 монографiї [9] (тiльки
потрiбно застосувати бiльш загальне формулювання теореми Хана-Банаха, див., напр., глава 3 § 2
в монографiї [6]), отримуємо справедливiсть твердження леми. Лему доведено.
З леми 3 i теорем 2 i 3 отримуємо розв’язок задачi 1.
Теорема 5 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай задано
числа 0 ≤ u1 < u2 < . . . < u2n < 2π, u := (u1, . . . , u2n) i τ ∈ [0, 2π). Тодi
E(X, u, τ) = |φ(X, u; τ)|.
Найкращим методом вiдновлення у задачi 1 є метод
Φ˜(v1, . . . , v2n) = s(X
′, u, v; τ).
З теорем 2, 3 i 5 отримуємо розв’язок задачi 2.
Теорема 6 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай задано
числа 0 ≤ u1 < u2 < . . . < u2n < 2π, u := (u1, . . . , u2n) i p ∈ [1,∞]. Тодi
E(X, u, ‖ · ‖p) = ‖φ(X, u; ·)‖p.
Найкращим методом вiдновлення у задачi 2 є метод
Ψ˜(v1, . . . , v2n) = s(X
′, u, v; t).
З теорем 4 i 6 отримуємо наступну теорему.
Теорема 7 Нехай X позначає один з класiв W rr−1,r−2(M,N), W
r
r−1(M) або W
r
r−2(M). Нехай u
∗ :=(
0, pi
n
, 2pi
n
, . . . ,
(2n−1)pi
n
)
. Тодi
E(X, ‖ · ‖∞) := e(X, u
∗, ‖ · ‖∞),
тобто найкращою iнформацiйною множиною (у випадку рiвномiрної метрики) є рiвномiрне роз-
биття вiдрiзку [0, 2π].
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