Commutators in the two scalar and matrix weighted setting by Isralowitz, Joshua et al.
ar
X
iv
:2
00
1.
11
18
2v
1 
 [m
ath
.C
A]
  3
0 J
an
 20
20
COMMUTATORS IN THE TWO SCALAR AND
MATRIX WEIGHTED SETTING
JOSHUA ISRALOWITZ, SANDRA POTT, AND SERGEI TREIL
Abstract. In this paper we approach the two weighted boundedness of commutators via
matrix weights. This approach provides both a sufficient and a necessary condition for the
two weighted boundedness of commutators with an arbitrary linear operator in terms of one
matrix weighted norm inequalities for this operator. Furthermore, using this approach, we
surprisingly provide conditions that almost characterize the two matrix weighted bounded-
ness of commutators with CZOs and completely arbitrary matrix weights, which is even new
in the fully scalar one weighted setting. Finally, our method allows us to extend the two
weighted Holmes/Lacey/Wick results to the fully matrix setting (two matrix weights and a
matrix symbol), completing a line of research initiated by the first two authors.
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1. Introduction and main results
Let w be a weight on Rd and let Lp(w) be the standard weighted Lebesgue space with
respect to the norm
‖f‖Lp(w) =
(ˆ
Rd
|f(x)|pw(x) dx
) 1
p
.
Furthermore, let Ap be the Muckenhoupt class of weights w satisfying
sup
Q⊆Rd
Q is a cube
( 
Q
w(x) dx
)( 
Q
w−
1
p−1 (x) dx
)p−1
<∞
where
ffl
Q
is the unweighted average over Q (which will also occasionally be denoted by mQ).
Given a weight ν, we say b ∈ BMOν if
‖b‖BMOν = sup
Q⊆Rd
Q is a cube
1
ν(Q)
ˆ
Q
|b(x)−mQb| dx <∞
1
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(where ν(Q) =
´
Q
ν) so that clearly BMO = BMOν when ν ≡ 1. Further, given a linear
operator T, define the commutator [Mb, T ] = MbT − TMb with Mb being multiplication by
b. In the papers [9, 10] the authors extended earlier work of S. Bloom [1] and proved that if
u, v ∈ Ap and T is any Caldero´n-Zygmund operator (CZO) then
(1.1) ‖[Mb, T ]‖Lp(u)→Lp(v) . ‖b‖BMOν
where ν = (uv−1)
1
p and it was proved in [10] that if Rs is the s
th Riesz transform then
(1.2) ‖b‖BMOν . max
1≤s≤d
‖[Mb, Rs]‖Lp(u)→Lp(v).
The purpose of this paper is to give largely self contained proofs of (1.1) and (1.2) and to
extend both to the case of two matrix Ap weights and a matrix symbol B by using arguments
inspired by the matrix weighted techniques developed in [6]. Furthermore, as byproducts of
some of our results, we will provide both a sufficient and a necessary condition for the two
weight boundedness of commutators with an arbitrary linear operator in terms of matrix
weighted norm inequalities for this operator. Furthermore, we will provide conditions that
almost characterize the two matrix weighted boundedness of commutators with CZOs and
completely arbitrary matrix weights, which is even new in the fully scalar one weighted
setting.
In particular, letW : Rd →Mn×n be an n×n matrix weight (a positive definite a.e. Mn×n
valued function on Rd) and let Lp(W ) be the space of Cn valued functions ~f such that
‖~f‖Lp(W ) =
(ˆ
Rd
|W
1
p (x)~f(x)|p dx
) 1
p
<∞.
Furthermore, we will say that a matrix weightW is a matrix Ap weight (see [22]) if it satisfies
[W ]Ap = sup
Q⊂Rd
Q is a cube
 
Q
( 
Q
‖W
1
p (x)W−
1
p (y)‖p
′
dy
) p
p′
dx <∞.
Before we state our results, let us rewrite Bloom’s BMO condition in a way that naturally
extends to the matrix weighted setting. First, by multiple uses of the Ap property and
Ho¨lder’s inequality, it is easy to see that
mQν ≈ (mQu)
1
p (mQv
− p
′
p )
1
p′ ≈ (mQu)
1
p (mQv)
− 1
p ≈ (mQu
1
p )(mQv
1
p )−1
(where again, mQ denotes unweighted average) so that b ∈ BMOν when u and v are Ap
weights if and only if
sup
Q⊆R
Q is a cube
 
Q
(mQv
1
p )(mQu
1
p )−1|b(x)−mQb| dx <∞.
Now if U, V are matrix Ap weights, then we define BMO
p
V,U to be the space of n× n locally
integrable matrix functions B where
‖B‖BMOp
V,U
= sup
Q⊆Rd
Q is a cube
( 
Q
‖(mQV
1
p )(B(x)−mQB)(mQU
1
p )−1‖ dx
) 1
p
<∞
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so that ‖b‖BMOp
V,U
≈ ‖b‖BMOν if U, V are scalar weights and b is a scalar function. Note that
the BMOpV,U condition is much more naturally defined in terms of reducing matrices, which
will be discussed in the next section.
In this paper we will prove the following two theorems, the first of which is a generalization
of a similar but much weaker result proved in [11].
Theorem 1.1. Let T be any linear operator defined on scalar valued function where its
canonical vector-valued extension T ⊗ In is bounded on L
p(W ) for all n × n matrix Ap
weights W and all n ∈ N with bound depending on T, n, d, p, and [W ]Ap (which is known to
be true for all CZOs, see [2] for a very easy proof). If U, V are m × m matrix Ap weights
and B is an m×m locally integrable matrix function for some m ∈ N, then
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ) . ‖B‖BMOp
V,U
with bounds depending on T,m, d, p, [U ]Ap and [V ]Ap.
In particular, in the case when u, v, and b are scalar valued (that is, m = 1), we have that
(1.1) holds for any linear operator T such that T ⊗ In is bounded on L
p(W ) for all n × n
matrix Ap weights W and all n ∈ N (and in particular we have (1.1) for all CZOs).
We will need one more definition before we state our second main result. Let In denote
the n× n identity matrix. Given a finite collection R = {Rs}
N
s=1 of linear operators defined
on scalar valued functions, we say that R is a lower bound collection if for any n ∈ N and
any n× n matrix weight W we have
(1.3) [W ]
1
p
Ap
. max
1≤s≤N
‖Rs ⊗ In‖Lp(W )→Lp(W )
with the bound independent ofW (but not necessarily independent of n), and each Rs⊗In is
bounded on Lp(W ) ifW is a matrix Ap weight. It should be noted that, as one would expect,
the Hilbert transform itself and more generally the collection {Rℓ}
d
ℓ=1 of Riesz transforms
are lower bound collections (which will be proved in Lemma 3.5.)
Theorem 1.2. If R = {Rs}
N
s=1 is a lower bound collection, then for any m×m matrix Ap
weights U, V and any m×m locally integrable matrix symbol B we have
‖B‖BMOp
V,U
. max
1≤s≤N
‖[MB, Rs ⊗ Im]‖Lp(U)→Lp(V ).
Let us briefly outline the strategy for proving Theorems 1.1 and 1.2. In the next section,
we will use matrix weighted arguments inspired by [6] to prove Theorems 1.1 and 1.2 in
terms of a weighted BMO quantity ‖B‖
B˜MO
p
V,U
that is equivalent to ‖B‖BMOp
V,U
when U and
V are matrix Ap weights (see Corollary 4.7) but is much more natural for more arbitrary
matrix weights U and V . More precisely, define
‖B‖p
B˜MO
p
V,U
= sup
Q⊆Rd
Q is a cube
 
Q
( 
Q
∥∥∥V 1p (x)(B(x)−B(y))U− 1p (y)∥∥∥p′ dy)
p
p′
dx.
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In particular, in the case of two scalar weights u, v and a scalar symbol b, note that
‖b‖p
B˜MO
p
u,v
= sup
Q⊆Rd
Q is a cube
 
Q
( 
Q
|b(x)− b(y)|p
′
u−
p′
p (y) dy
) p
p′
v(x)dx
which has a particulary simple and appealing appearance when p = 2, namely
‖b‖2
B˜MO
2
u,v
= sup
Q⊆Rd
Q is a cube
 
Q
 
Q
v(x)|b(x)− b(y)|2u−1(y) dydx
We will then give relatively short proofs of the following two results in Section 2.
Lemma 1.3. Let T be any linear operator defined on scalar valued functions where its
canonical vector-valued extension T ⊗ In satisfies
‖T ⊗ In‖Lp(W )→Lp(W ) ≤ φ([W ]Ap)
for some positive increasing function φ (possibly depending on T, d, n and p.) If U, V are
m × m matrix Ap weights and B is a locally integrable m × m matrix valued function for
some m ∈ N, then
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ) ≤ ‖B‖B˜MO
p
V,U
φ
(
3
p
p′
(
[U ]Ap + [V ]Ap
)
+ 1
)
Lemma 1.4. If R = {Rs}
N
s=1 is a lower bound collection of operators, then for any m×m
matrix Ap weights U, V and an m×m matrix symbol B we have
‖B‖
B˜MO
p
V,U
. max
1≤s≤N
‖[MB, Rs ⊗ In]‖Lp(U)→Lp(V )
where the bound depends possibly on n, p, d and R but is independent of U and V .
Recall that a scalar weight w on Rd is said to satisfy the A∞ condition if we have
[w]A∞ = sup
Q⊆Rd
Q is a cube
1
w(Q)
ˆ
Q
M(w1Q) <∞
where M is the ordinary Hardy-Littlewood maximal function on Rd. Further, for a matrix
weight U we define the “scalar A∞ characteristic” as in [2, 21] by
[U ]Ascp,∞ = sup
~e∈Cn
[∣∣∣U 1p~e∣∣∣p]
A∞
which for any 1 < p < ∞ obviously reduces to the ordinary A∞ characteristic in the scalar
setting.
At the end of Section 2 we will estimate ‖b‖
B˜MO
p
U,U
for a scalar function b and a matrix
Ap weight U to give us the following quantitative version of Theorem 1.1.
Proposition 1.5. Assume T satisfies the hypothesis of Lemma 1.3. Then there exists C
independent of U, V, b and T where
‖[Mb, T ⊗ Im]‖Lp(U)→Lp(U) ≤ ‖b‖BMO
(
[U ]Ascp,∞ +
[
U−
p′
p
]
Asc
p′,∞
)
φ
(
C[U ]Ap
)
.
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It is interesting to remark that Lemma 1.3 and Proposition 1.5 would provide new quan-
titative one and two weight commutator bounds in the scalar setting if the “matrix Ap
conjecture”
‖T ⊗ Im‖Lp(W )→Lp(W ) . [W ]
max{1, 1
p−1
}
Ap
were to hold for all CZOs T , even in the case p = 2. Also, we will prove that the collection
of Riesz transforms form a lower bound operator in Section 3 by utilizing the Schur multi-
plier/Wiener algebra ideas from [18], and thus recovering (1.2). In fact, we will show much
more and prove the following surprising result.
Theorem 1.6. Let {Rℓ}
d
ℓ=1 be the collection of Riesz transforms, and let U and V be any
(not necessarily Ap) matrix weights. If B is any locally integrable m × m matrix valued
function then
(1.4) max
{
‖B‖
B˜MO
p
V,U
, ‖B‖
B˜MO
p′
U′,V ′
}
. max
1≤ℓ≤d
‖[MB, Rℓ ⊗ Im]‖Lp(U)→Lp(V ).
Moreover, we will show that an Orlicz “bumped” version of these conditions are sufficient
for the general two matrix weighted boundedness of a CZO. In particular, we will prove the
following result in Section 2, which is similar in statement and proof to Lemma 4 in [14].
Proposition 1.7. Let T be a CZO, U and V be any m × m matrix weights, and B be
any locally integrable m×m matrix valued function. Let C and D be Young functions with
C ∈ Bp′ and D ∈ Bp where C and D are the conjugate Young functions to C and D,
respectively. Then
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ) . min{κ1, κ2}
where
κ1 = sup
Q
‖‖V
1
p (x)(B(x)−B(y))U−
1
p (y)‖Cx,Q‖Dy,Q
κ2 = sup
Q
‖‖V
1
p (x)(B(x)−B(y))U−
1
p (y)‖Dy,Q‖Cx,Q
We refer the reader to Section 5.2 in [14] for the standard Orlicz space related definitions
used in the statement of the Proposition 1.7.
It is important to emphasize that Theorem 1.6 and Proposition 1.7 are new, even in the
scalar p = 2 setting of a single weight. It is also interesting to note that formally “removing”
b from the condition ‖b‖p
B˜MO
p
v,u
< ∞ in the case of two scalar weights u and v reduces to
the classical two weight Ap condition (u, v) ∈ Ap. From this perspective, ‖b‖
p
B˜MO
p
v,u
can be
thought of as a first order analogy of the “zero order” condition (u, v) ∈ Ap. In particular, it is
well known (see [19]) that (u, v) ∈ Ap is necessary for the two weighted norm boundedness of
the Hilbert transform, and that an Orlicz bumped version of (u, v) ∈ Ap (in particular either
of the equivalent conditions in Proposition 1.7 when again b is “removed”) is sufficient for
the two weighted boundedness of any CZO T , see [15]. Thus, Theorem 1.6 and Proposition
1.7 should be thought of as a first order commutator version of the well known “zero order”
scalar results above.
A key tool for the proof of Proposition 1.7 is a new convex body domination theorem,
which is interesting in its own right and therefore stated here. It was essentially proven in
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[14] (though not explicitly stated) and is more suitable for us here than the sparse convex
body domination of commutators in Theorem 4 from [14].
To state the result, we need some notation. Let D be a dyadic grid of cubes in Rd. Recall
that S ⊂ D is a sparse family if for every Q ∈ S there exists a measurable subset EQ ⊂ Q
such that
(i) |Q| ≤ 2|EQ|.
(ii) The sets EQ are pairwise disjoint.
Theorem 1.8. Let T be a CZO. For every Cm valued function ~f with compact support and
every m×m valued matrix function B such that B ~f ∈ L1, there exists 3d sparse collections
Sj of dyadic cubes, a constant cd,m,T , and for each Q ∈ Sj a function kQ : Q×Q→ R with
‖kQ‖L∞(Q×Q) ≤ 1 such that
(1.5) [MB, T ⊗ Im]~f(x) = cd,m,T
3d∑
j=1
∑
Q∈Sj
1Q(x)
 
Q
kQ(x, y)(B(x)−B(y))~f(y) dy (x ∈ R
d).
Note that this result is even new in the scalar case. It is important to remark that even
in the scalar setting, it seems unclear whether the by now standard ideas from the proof of
Theorem 1.1 in [16] can be used to prove our sparse domination. A version of our sparse
domination for iterated commutators will be the subject of a future paper.
In the last section we will prove the equivalence of the quantities ‖B‖
B˜MO
p
V,U
and ‖B‖BMOp
V,U
when U and V are matrix Ap weights, completing a line of work initiated in [11, 13]. Addi-
tionally we will prove that the quantities ‖B‖
B˜MO
p
V,U
and ‖B‖
B˜MO
p′
U′,V ′
are equivalent again
when U and V are matrix Ap weights. In particular we will make use of the ideas and results
from [11, 13] in conjunction with an “extrapolation of inverse Ho¨lder inequality” argument
from [23]. For the sake of completion, however, we will reprove all relevant results from
[11, 13], the proofs of which are more technical than those in Sections 2 and 3.
We will end this introduction with three remarks and an outline of the organization of
the rest of the paper. First, it is an obvious question as to whether the techniques and
results of this paper can be extended to the iterated commutator setting, and whether we
can recover the more recent iterated commutator Bloom type results from [17] or the very
recent unweighted two symbolled iterated commutator results of [8]. This will be pursued in
a forthcoming paper. Second, for the reader who is either unfamiliar with matrix weighted
norm inequalities or is primarily interested in the implications of our results in the scalar
setting, we have attempted to make this paper almost entirely self contained.
Third, if
λ1 = sup
Q
( 
Q
∥∥∥V 1p (x)(B(x)−mQB)U−1Q ∥∥∥p dx
) 1
p
λ2 = sup
Q
( 
Q
∥∥∥U− 1p (x)(B∗(x)−mQB∗)(V ′Q)−1∥∥∥p′ dx
) 1
p′
where UQ is an L
p reducing matrix for U on Q and V ′Q is an L
p′ reducing matrix for V −
1
p on
Q (again, see Section 2), then an easy use of Ho¨lder’s inequality (see the proof of Corollary
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4.7) says that λ1 . ‖B‖B˜MO
p
V,U
and λ2 . ‖B‖
B˜MO
p′
U′,V ′
for arbitrary matrix weights U and V
(and as previously mentioned, all four quantities are equivalent for matrix Ap weights U and
V , see Corollary 4.7). Additionally, in the purely scalar two weighted setting, we have that
λ1 = sup
Q
(
1
u(Q)
ˆ
Q
|b(x)−mQb|
p v(x) dx
) 1
p
λ2 = sup
Q
(
1
v−
p′
p (Q)
ˆ
Q
|b(x)−mQb|
p′ u−
p′
p (x) dx
) 1
p′
which proves very natural arbitrary two scalar weighted necessary conditions for the bound-
edness of commutators with all of the Riesz transforms.
Also, we can prove a version of Proposition 1.7 involving subtracted averages. Namely,
arguing in a manner very similar to the proof of Lemma 4 of [14] and the proof of Proposition
1.7 we have that if C,D,E, F are Young function with C¯, E¯ ∈ Bp′ and D¯, F¯ ∈ Bp, then
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ).Λ1 + Λ2
where Λ1 = min {µ1, µ2} with
µ1 = sup
Q
‖‖V
1
p (x)(B(x)−mQB)U
− 1
p (y)‖Ex,Q‖Fy,Q
µ2 = sup
Q
‖‖V
1
p (x)(B(x)−mQB)U
− 1
p (y)‖Fy,Q‖Ex,Q
and Λ2 = min {µ3, µ4} with
µ3 = sup
Q
‖‖V
1
p (x)(B(y)−mQB)U
− 1
p (y)‖Cx,Q‖Dy,Q
µ4 = sup
Q
‖‖V
1
p (x)(B(y)−mQB)U
− 1
p (y)‖Dy,Q‖Cx,Q.
which in the unbumped (i.e. when C(x) = E(x) = xp/p and D(x) = F (x) = xp
′
/p′) scalar
two weighted setting gives us
Λ1 ≈
(
mQu
− p
′
p
) 1
p′
( 
Q
|b(x)−mQb|
pv(x) dx
) 1
p
Λ2 ≈ (mQv)
1
p
( 
Q
|b(x)−mQb|
p′u−
p′
p (x) dx
) 1
p′
which are natural joint BMO/Ap conditions. Further, by adding and subtracting mQB, it is
trivial that in general κ1 . µ1 + µ2 and κ2 . µ3 + µ4 when C = E and D = F . Despite all
this, it seems unclear what the precise connection between all of these weighted (umbumped)
BMO conditions are when dealing with not necessarily matrix Ap weights (even in the one
weighted fully scalar setting.)
Finally, the paper is organised as follows. In Section 2 we will prove Lemma 1.3, Lemma
1.4, Proposition 1.5, Proposition 1.7, and Theorem 1.8. In Section 3 we will prove Theorem
1.6, and in the last section we will prove the equivalence of the quantities ‖B‖
B˜MO
p
V,U
and
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‖B‖BMOp
V,U
when U and V are matrix Ap weights, which will complete the proofs of Theorem
1.1 and Theorem 1.2.
2. Intermediate upper and lower bounds
In this section we will give a short proofs of Theorem 1.8, Lemma 1.3, Lemma 1.4, and
Proposition 1.7, starting with Lemma 1.3.
2.1. Proof of Lemma 1.3. Define the 2× 2 block matrix function Φ by
Φ =
(
V
1
p V
1
pB
0 U
1
p
)
so that
Φ−1 =
(
V −
1
p −BU−
1
p
0 U−
1
p .
)
and
Φ (T ⊗ I2m) Φ
−1 = Φ
(
T ⊗ Im 0
0 T ⊗ Im
)
Φ−1 =
(
V
1
p (T ⊗ Im)V
− 1
p V
1
p [MB, T ⊗ Im]U
− 1
p
0 U
1
p (T ⊗ Im)U
− 1
p
)
.
Let W = (Φ∗Φ)
p
2 . Then using the polar decomposition, we can write
Φ = UW
1
p
where U is unitary valued a.e. Supposing that W is a 2m× 2m matrix Ap weight, we have
by assumption that
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ) = ‖V
1
p [MB, T ⊗ Im]U
− 1
p‖Lp→Lp
≤ ‖Φ (T ⊗ I2m)Φ
−1‖Lp→Lp
= ‖W
1
p (T ⊗ I2m)W
− 1
p‖Lp→Lp
= ‖T ⊗ I2m‖Lp(W )→Lp(W )
≤ φ([W ]Ap)
To finish the proof of Lemma 1.3, note that
Φ(x)Φ(y)−1 =
(
V
1
p (x)V −
1
p (y) V
1
p (x)(B(x)− B(y))U−
1
p (y)
0 U
1
p (x)U−
1
p (y)
)
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so that
 
Q
( 
Q
‖W
1
p (x)W−
1
p (y)‖p
′
dy
) p
p′
dx
=
 
Q
( 
Q
‖Φ(x)Φ−1(y)‖p
′
dy
) p
p′
dx
≤ 3
p
p′
(
[U ]Ap + [V ]Ap +
 
Q
( 
Q
‖V
1
p (x)(B(x)− B(y))U−
1
p (y)‖p
′
dy
) p
p′
dx
)
and thus
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ) ≤ φ
(
3
p
p′
(
[U ]Ap + [V ]Ap + 1
))
Clearly we may assume that 0 < ‖B‖
B˜MO
p
V,U
< ∞, so rescalling with B 7→ B‖B‖−1
B˜MO
p
V,U
completes the proof.
2.2. Proof of Theorem 1.8 and Proposition 1.7.
Proof of Theorem 1.8. Define the C2m valued function f˜ by
f˜(x) =
(
~f(x)
~f(x)
)
and define the 2× 2 block matrix Φ(x) by
Φ(x) =
(
Im B(x)
0 Im
)
so that
Φ−1(x) =
(
Im −B(x)
0 Im
)
Direct computation shows
Φ(x)((T ⊗ Im)Φ
−1f˜)(x) =
(
(T ⊗ Im)~f(x) + [MB, T ⊗ Im]~f(x)
(T ⊗ Im)~f(x)
)
and
Φ−1(y)f˜(y) =
(
Im −B(y)
0 Im
)(
~f(y)
~f(y)
)
=
(
~f(y)− B(y)~f(y)
~f(y)
)
Since Φ−1f˜ ∈ L1c , Theorem 3.4 in [21] applied to Φ
−1f˜ then says that there exists 3d
sparse collections Sj of dyadic cubes, a constant cd,m,T , and for each Q ∈ Sj a function
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kQ : Q×Q→ R with ‖kQ‖L∞(Q×Q) ≤ 1 such that(
(T ⊗ Im)~f(x) + [MB, T ⊗ Im]~f(x)
(T ⊗ Im)~f(x)
)
= cd,m,T
3d∑
j=1
∑
Q∈Sj
Φ(x)
(ffl
Q
kQ(x, y)(~f(y)− B(y)~f(y)) dyffl
Q
kQ(x, y)~f(y) dy
)
1Q(x)
= cd,m,T
3d∑
j=1
∑
Q∈Sj
(ffl
Q
kQ(x, y)(~f(y)− B(y)~f(y) +B(x)~f(y)) dyffl
Q
kQ(x, y)~f(y) dy
)
1Q(x).
Subtracting
(T ⊗ Im)~f(x) = cd,n,T
3d∑
j=1
∑
Q∈Sj
 
Q
kQ(x, y)~f(y) dy
from the first column then completes the proof.

We now prove Proposition 1.7. The easy proof is similar to the proof of Lemma 4 in [14].
We only prove that
‖[MB, T ⊗ Im]‖Lp(U)→Lp(V ) . sup
Q
‖‖V
1
p (x)(B(x)−B(y))U−
1
p (y)‖Cx,Q‖Dy,Q
as the other estimate is virtually the same.
By the density of bounded functions with compact support in Lp(W ) for any matrix weight
W (see Proposition 3.6 in [3]), we can pick ~f,~g bounded with compact support and use (1.5)
to get that (where for notational ease we supress the summation over j = 1 to 3d )
∣∣∣〈[MB , T ⊗ Im]~f,~g〉
L2
∣∣∣
≤
∑
Q∈S
ˆ
Q
 
Q
∣∣∣〈(B(x)− B(y))~f(y), ~g(x)〉∣∣∣ dydx
≤
∑
Q∈S
ˆ
Q
 
Q
∥∥∥V 1p (x)(B(x)− B(y))U− 1p (y)∥∥∥ ∣∣∣U 1p (y)~f(y)∣∣∣ ∣∣∣V − 1p (x)~g(x)∣∣∣ dx dy
≤ 2
(
sup
Q
∥∥∥∥∥∥∥V 1p (x)(B(x)− B(y))U− 1p (y)∥∥∥
Cx,Q
∥∥∥∥
Dy,Q
)∑
Q∈S
|EQ|
∥∥∥V − 1p~g∥∥∥
C,Q
∥∥∥U 1p ~f∥∥∥
D,Q
≤ 2κ1‖MD(U
1
p ~f)‖Lp‖MC(V
− 1
p~g)‖Lp′
. κ1‖~f‖Lp(U)‖~g‖
Lp
′(V
−
p′
p )
where the last line follows from the fact that C ∈ Bp′ and D ∈ Bp. This completes the proof.
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2.3. Proof of Lemma 1.4. We now give a short proof of Lemma 1.4. Defining W and Φ
as before, we have by the previous computations and by assumption that
(
[U ]Ap + [V ]Ap + ‖B‖
p
B˜MO
p
V,U
) 1
p
≈ [W ]
1
p
Ap
. max
1≤s≤N
‖Rs ⊗ I2m‖Lp(W )→Lp(W )
≤ max
1≤s≤N
(
‖[MB, Rs ⊗ Im]‖Lp(U)→Lp(V ) + ‖Rs ⊗ Im‖Lp(U)→Lp(U) + ‖Rs ⊗ Im‖Lp(V )→Lp(V )
)
Rescalling, and in particular letting B 7→ rB for r > 0 gives
(
[U ]Ap + [V ]Ap + r
p‖B‖p
B˜MO
p
V,U
) 1
p
. max
1≤s≤N
(
r‖[MB, Rs ⊗ Im]‖Lp(U)→Lp(V ) + ‖T ⊗ Im‖Lp(U)→Lp(U) + ‖T ⊗ Im‖Lp(V )→Lp(V )
)
Finally dividing both sides by r and letting r →∞ gives us that
‖B‖
B˜MO
p
V,U
. max
1≤s≤N
‖[MB, Rs ⊗ Im]‖Lp(U)→Lp(V )
2.4. Proof of Proposition 1.5. We finally give a very short proof of Proposition 1.5 by
estimating ‖b‖
B˜MO
p
V,U
. Namely, fix a cube Q. Then
 
Q
( 
Q
‖U
1
p (x)U−
1
p (y)‖p
′
|b(x)− b(y)|p
′
dy
) p
p′
dx
.
 
Q
( 
Q
‖U
1
p (x)U−
1
p (y)‖|b(x)−mQb|
p′ dy
) p
p′
dx
+
 
Q
( 
Q
‖U
1
p (x)U−
1
p (y)‖|b(y)−mQb|
p′ dy
) p
p′
dx
= (A) + (B)
We only estimate (A) as (B) can be similarly estimated. By the classical scalar sharp
reverse Ho¨lder inequality, we can pick ǫ ≈ [U ]−1Ascp,∞ where for any ~e ∈ C we have( 
Q
∣∣∣U 1p (x)U′Q~e∣∣∣ p1−ǫ
)1−ǫ
.
 
Q
∣∣∣U 1p (x)U′Q~e∣∣∣p ≈ [U ]Ap
and therefore
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(A) ≤
( 
Q
‖U
1
p (x)U′Q‖
p′‖(U′Q)
−1U−
1
p (y)‖p
′
|b(x)−mQb|
p′ dy
) p
p′
dx
.
 
Q
‖U
1
p (x)U′Q‖
p|b(x)−mQb|
p dx
.
( 
Q
‖U
1
p (x)U′Q‖
p
1−ǫ dx
)1−ǫ( 
Q
|b(x)−mQb|
p
ǫ dx
)ǫ
. [U ]Ap [U ]
p
Ascp,∞
‖b‖pBMO
by the classical John-Nirenberg inequality.
Similarly we can estimate
(B) . [U ]Ap
[
U−
p′
p
]p
Asc
p′,∞
‖b‖pBMO
so by our assumption on T we have
‖[Mb, T ⊗ Im]‖Lp(U)→Lp(U) ≤ φ
(
C[U ]Ap + C[U ]Ap
([
U−
p′
p
]p
Asc
p′,∞
+ [U ]pAscp,∞
)
‖b‖pBMO
)
.
Rescaling, setting b 7→ b
[([
U−
p′
p
]
Asc
p′,∞
+ [U ]Ascp,∞
)
‖b‖BMO
]−1
gives
‖[Mb, T ⊗ Im]‖Lp(U)→Lp(U) ≤ φ
(
C[U ]Ap
)
‖b‖BMO
([
U−
p′
p
]
Asc
p′,∞
+ [U ]Ascp,∞
)
.
.
3. Lower bound for Riesz transforms
In this section we prove Theorem 1.6. Clearly it is enough to prove Theorem 1.6 where
‖B‖
B˜MO
p
V,U
is redefined by taking the supremum over balls instead of cubes, which will
be more convenient for us. Recall that the Riesz transform Rℓ is the Caldero´n -Zygmund
operator with associated kernel
Kℓ(x, y) =
xℓ − yℓ
|x− y|d+1
in the usual sense.
LetW be an m×m matrix weight, and assume for the moment that Rℓ⊗Im is bounded on
Lp(W ), so that in particular if ~f ∈ L2 ∩ Lp(W ) and ~g ∈ L2 ∩ Lp
′
(W−
p′
p ) both have compact
support with dist(supp~f, supp~g) > 0, and if E is a measurable subset of Rd, then∣∣∣∣
ˆ
Rd
ˆ
Rd
1E×E(x, y)Kℓ(x, y)
〈
~f(y), ~g(x)
〉
Cn
dy dx
∣∣∣∣(3.1)
≤ ‖1E(Rℓ ⊗ Im)1E‖Lp(W )→Lp(W )‖~f‖Lp(W )‖~g‖Lp′ (W 1−p′ )
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As was stated in the introduction, we will need the Schur multiplier/Wiener algebra argu-
ments in [18], which we quickly discuss now. In particular, we trivially have that the kernel
e−ia·xKℓ(x, y)e
ia·y satisfies (3.1) for any a ∈ Rd. Thus, if ρ ∈ L1(Rd) then Fubini’s theorem
says that the kernel
ρˆ(x− y)Kℓ(x, y) =
ˆ
Rd
ρ(a)Kℓ(x, y)e
−ia·(x−y) da
satisfies (3.1) with ‖1E(Rℓ⊗In)1E‖Lp(W )→Lp(W ) replaced with ‖1E(Rℓ⊗In)1E‖Lp(W )→Lp(W )‖ρ‖L1(Rd)
(where here ρˆ(s) =
´
Rd
ρ(a)e−is·a da.)
Let W0(R
d) denote the Wiener algebra defined by W0(R
d) = {ψ = ρˆ : ρ ∈ L1(Rd)}. Then
since ρˆ(·/ε) = ε̂dρ(ε·) and ˆ
Rd
|εdρ(ǫx)| dx = ‖ρ‖L1(Rd)
we have the following result which is similar to Lemma 2.1 in [18].
Lemma 3.1. If ψ ∈ W0(R), ε > 0, and E is a measurable subset of R
d then∣∣∣∣
ˆ
Rd
ˆ
Rd
ψ
(
x− y
ε
)
1E×E(x, y)Kℓ(x, y)
〈
~f(y), ~g(x)
〉
Cn
dy dx
∣∣∣∣(3.2)
≤ ‖1E(Rℓ ⊗ Im)1E‖Lp(W )→Lp(W )‖~f‖Lp(W )‖~g‖Lp′ (W 1−p′ )
for any ~f ∈ L2∩Lp(W ) and ~g ∈ L2∩Lp
′
(W−
p′
p ) of compact support with dist(supp ~f, supp ~g) >
0.
We will need three more lemmas to show that the Riesz transforms satisfy (1.3), the first
of which is probably known (though we provide a proof for the sake of completion) and the
second being from [18].
Lemma 3.2. If φ ∈ C∞c (R
d) then |x|φ(x) ∈ W0(R
d).
Proof. The proof is similar the short proof of Lemma 2 in [4]. Let F (x) = |x|φ(x) and pick
1 < δ < min{1 + 1
d−1
, 2}. If α ∈ {0, 1}d and
Pα = {x ∈ R
d : (−1)αj |xαj | ≤ (−1)
αj}
then
‖Fˆ‖L1(Rd) =
∑
α∈{0,1}d
ˆ
Pα
|xα|−1
(
|xα||Fˆ (x)|
)
dx
≤
∑
α∈{0,1}d
(ˆ
Pα
|xα|−δ dx
) 1
δ
(ˆ
Rd
|xαFˆ (x)|δ
′
dx
) 1
δ′
.
(ˆ
Rd
|D̂αF (x)|δ
′
dx
) 1
δ′
.
(ˆ
Rd
|DαF (x)|δ dx
) 1
δ
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where in the last inequality we used the classical Hausdorff-Young inequality. However, an
elementary estimate using the Leibniz formula tells us that
|DαF (x)| . |x|1−|α|.
Thus, the fact that 1 < δ < 1+ 1
d−1
gives us that ‖Fˆ‖L1(Rd) <∞, which by Fourier inversion
completes the proof. 
Lemma 3.3 (Lemma 3.1, [18]). There exists Borel sets E1k and E
2
k such that
(i) For all k ∈ N we have dist(E1k , E
2
k) > 0.
(ii) The operators defined by P ℓk
~f = 1Eℓ
k
~f for ℓ = 1, 2 converge to 1
2
Id in the L2(Rd)
weak operator topology.
(iii) For any 1 ≤ p <∞ and ℓ = 1, 2 we have
lim
k→∞
‖1Eℓ
k
~f‖Lp(Rd) = 2
− 1
p‖~f‖Lp(Rd)
We now need to introduce the concept of a reducing matrix. Namely, for a set Q of finite
nonzero measure, let UQ,VQ,U
′
Q,V
′
Q respectively be positive definite matrices where for any
~e ∈ Cn we have
|UQ~e|
p ≈
 
Q
|U
1
p (x)~e|p dx, |U′Q~e|
p′ ≈
 
Q
|U−
1
p (x)~e|p
′
dx
and a similar statement holds for VQ and V
′
Q with respect to V . Despite its perhaps abstract
appearance, the reader should think of UQ as “the L
p average of U
1
p over Q” and should
similarly of U′Q as an average. In fact, if U is a matrix Ap weight then it can be shown (see
Lemma 2.2 in [13]) that for any ~e ∈ Cn
|UQ~e| ≈ |mQ(U
1
p )~e|
and a similar result holds for U′Q since U is a matrix Ap weight if and only if W
− p
′
p is a
matrix Ap′ weight. Also note that we can in fact rewrite the matrix Ap condition as
[U ]Ap ≈ sup
Q⊆Rd
Q is a cube
‖UQU
′
Q‖
p
and thus since ‖UQU
′
Q‖ = ‖U
′
QUQ‖, we can also write the matrix Ap condition out as
[W ]
p′
p
Ap
= sup
Q⊂Rd
Q is a cube
 
Q
( 
Q
‖W
1
p (x)W−
1
p (y)‖p dx
) p′
p
dy <∞.
Furthermore, note that we can rewrite the BMOpV,U condition much more naturally as
‖B‖BMOp
V,U
= sup
Q⊆Rd
Qis a cube
( 
Q
‖VQ(B(x)−mQB)U
−1
Q ‖ dx
) 1
p
<∞
The next proposition is implicitly proved in [7] (among other papers) but is not explicitly
stated in the literature.
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Proposition 3.4. If E ⊆ Rd is a set of finite positive measure then for any matrix weight
W we have
‖AE‖Lp(W )→Lp(W ) ≈ ‖W
′
EWE‖
where AE is the averaging operator
AE ~f = 1E
 
E
~f(x) dx
and WE and W
′
E are reducing matrices for W .
Proof. Let ρp,E be the norm on C
n defined by
ρp,E(~e) =
( 
E
∣∣∣W 1p (x)~e∣∣∣p dx)
1
p
≈ |WE~e|.
A standard duality argument immediately says that
ρp,E(~e) = sup
~v 6=0
〈~e, ~v〉Cn
ρ∗p,E(~v)
where
ρ∗p,E(~e) = sup
~v 6=0
〈~e, ~v〉Cn
ρp,E(~v)
≈
∣∣W−1E ~e∣∣ .
Using these facts in conjunction with the fact that (Lp(W ))∗ = Lp
′
(W−
p′
p ) under the un-
weighted L2 inner product, we get that
sup
‖~f‖Lp(W )=1
∥∥∥∥1E
 
E
~f(x) dx
∥∥∥∥
Lp(W )
= |E|
− 1
p′ sup
‖~f‖Lp(W )=1
sup
~e 6=0
´
E
〈
~f(x), ~e
〉
Cn
ρ∗p,E(~v)
= |E|
− 1
p′ sup
~e6=0
‖1E~e‖
Lp
′(W
−
p′
p )
ρ∗p,E(~v)
≈ sup
~e 6=0
‖W ′E~e‖∥∥W−1E ~e∥∥ .
Replacing ~e by WE~e completes the proof. 
Putting together everything in this section gives us the following crucial Lemma
Lemma 3.5. Let B be a ball and E ⊆ B have nonzero finite measure. Then
‖W ′EWE‖ .
|B|
|E|
max
1≤ℓ≤d
‖1E(Rℓ ⊗ Im)1E‖Lp(W )→Lp(W )
Proof. Let B be a ball with radius ε > 0. We will only consider the case that d is even, since
the case that d is odd is much easier and does not require Lemma 3.2. Let φ ∈ C∞c (R
d) satisfy
φ(x) = 1 if |x| < 2, so by Lemma 3.2 and the fact that xℓ|x|
d−2φ(x) ∈ C∞c (R
d) ⊆W0(R
d) we
get that xℓ|x|
d−1φ2(x) ∈ W0(R
d). Using Lemma 3.1 and summing over ℓ then gives us that
the kernel
ε−dφ2
(
x− y
ε
)
1B×B(x, y) =
cd
|B|
1B×B(x, y)
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replacing ψ
(
x−y
ǫ
)
1E×E(x, y)Kℓ(x, y) satisfies (3.2). Thus, if P
ℓ
k are the projections from the
previous lemma then for any ~f ∈ L2 ∩ Lp(W ) and ~g ∈ L2 ∩ Lp
′
(W 1−p
′
) we have∣∣∣〈AE ~f,~g〉
L2
∣∣∣ = |B|
|E|
lim
k→∞
∣∣∣〈1EAB1EP 1k ~f, P 2k~g〉
L2
∣∣∣
.
|B|
|E|
max
1≤ℓ≤d
‖1E(Rℓ ⊗ Im)1E‖Lp(W )→Lp(W ) lim
k→∞
‖P 1k
~f‖Lp(W )‖P
2
k~g‖Lp′(W 1−p′ )
=
|B|
|E|
max
1≤ℓ≤d
‖1E(Rℓ ⊗ Im)1E‖Lp(W )→Lp(W )‖~f‖Lp(W )‖~g‖Lp′(W 1−p′ ).
However, since bounded functions with compact support are dense in Lp(W ) and Lp
′
(W 1−p
′
),
Proposition 3.4 then says that
‖W ′EWE‖ ≈ ‖AE‖Lp(W )→Lp(W ) .
|B|
|E|
max
1≤ℓ≤d
‖1E(Rℓ ⊗ Im)1E‖Lp(W )→Lp(W )

We now finish the proof of Theorem 1.6. Fix a ball B and define EM = {x ∈ B :
max{‖U(x)‖ , ‖U−1(x)‖ , ‖V (x)‖ , ‖V −1(x)‖} < M} where M > 0 is large enough that
2|EM | > |B|.
Defining
[W ]Ap(E) =
 
E
( 
E
‖W
1
p (x)W−
1
p (y)‖p
′
dy
) p
p′
dx
and
‖B‖p
M˜O
p
V,U (E)
=
 
E
( 
E
∥∥∥V 1p (x)(B(x)− B(y))U− 1p (x)∥∥∥p′ dy)
p
p′
dx
and also defining W and Φ as in the beginning of Section 2, we have using Lemma 3.5 with
respect to E = EM that(
[U ]Ap(EM ) + [V ]Ap(EM ) + ‖B‖
p
M˜O
p
V,U (EM )
) 1
p
≈ [W ]
1
p
Ap(EM )
≈ ‖W ′EMWEM‖
= ‖WEMW
′
EM
‖
. max
1≤ℓ≤d
‖1EM (Rℓ ⊗ I2m)1EM‖Lp(W )→Lp(W )
. max
1≤ℓ≤d
(
‖[MB, Rℓ ⊗ I2m]‖Lp(U)→Lp(V ) +
+ ‖1EM (Rℓ ⊗ I2m)1EM‖Lp(U)→Lp(U) + ‖1EM (Rℓ ⊗ I2m)1EM‖Lp(V )→Lp(V ).
)
Notice that all quantities above are bounded as all weights involved are pointwise bounded
in norm and we assume ‖[MB, Rℓ ⊗ I2m]‖Lp(U)→Lp(V ) < ∞. Thus, as was done in the proof
of Theorem 1.4, we can rescale and set B 7→ rB, divide by r, and let r →∞ to get that
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‖B‖
M˜O
p
V,U (EM )
. max
1≤ℓ≤d
‖[MB, Rℓ ⊗ Im]‖Lp(U)→Lp(V ).
First letting M →∞ and using Fatou’s lemma, and then taking the supremum over all balls
B shows that
‖B‖
B˜MO
p
V,U
. max
1≤ℓ≤d
‖[MB, Rℓ]‖Lp(U)→Lp(V )
as desired. To show the same estimate is true with ‖B‖
B˜MO
p′
U′,V ′
expand out [W ]
1
p
Ap(EM )
≈
‖W ′EMWEM‖ using the reducing matrix WEM first and repeat the arguments above, which
completes the proof of (1.4).
4. John Nirenberg theorems
We will finish this paper by proving the equivalency between ‖B‖
B˜MO
p
V,U
and ‖B‖BMOp
V,U
when U and V are matrix Ap weights. Note that we will not track the [U ]Ap and [V ]Ap
dependence of our constants because we will need to use the lower matrix weighted Triebel-
Lizorkin bounds from [20, 24] when d = 1 and d > 1 in [12], which are most likely far from
sharp. We will need the following simple result that is a special case of Theorem 2.2 in [11]
and proved using a simple idea from [13]. Note that throughout this section D will refer to
some dyadic lattice of cubes in Rd.
Proposition 4.1. Let U be a matrix Ap weight and let A = {aQ}Q∈D be a nonnegative
Carleson sequence of scalars, meaning that
‖A‖2∗ = sup
J∈D
1
|J |
∑
Q∈D(J)
a2Q <∞
Then for any ~f ∈ Lp we have

ˆ
Rd
(∑
Q∈D
[aQmQ|UQU
− 1
p ~f |]2
|Q|
1Q(x)
) p
2
dx


1
p
. ‖A‖∗‖~f‖Lp
Proof. Let
A˜ =
∑
ε∈Sigd
∑
Q∈D
aQh
ε
Q
where Sigd = {1, 2, . . . , 2
d − 1} and {hεQ}{Q∈D,ε∈Sigd} is any Haar system on R
d. Clearly for
any D ∋ Q ∋ x we have that
mQ|UQU
− 1
p ~f | ≤ mQM
′
U
~f
where M ′U
~f is the “Goldberg intermediary maximal function” defined by
M ′U
~f(x) = sup
D∋Q∋x
mQ|UQU
− 1
p ~f |
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Thus, since M ′U : L
p → Lp for matrix Ap weights U (see [7], p. 8), we have that that
ˆ
Rd

∑
ε∈Sigd
∑
Q∈D
[aQmQM
′
U
~f ]2
|Q|
1Q(x)


p
2
dx
. ‖πA˜M
′
U
~f‖pLp . ‖A‖
p
∗‖M
′
U
~f‖pLp . ‖
~f‖pLp
by unweighted dyadic Littlewood-Paley theory, where here πA˜ is the paraproduct
πA˜g(x) =
∑
ε∈Sigd
∑
Q∈D
mQgA˜
ε
Qh
ε
Q(x)

The following is the key to proving the equivalence between ‖B‖
B˜MO
p
V,U
and ‖B‖BMOp
V,U
.
Note that the lemma below was implicitly proved in [12] though not explicitly stated, and
therefore for the sake of completion we will include the details.
Lemma 4.2. If U and V are matrix Ap weights then there exists ǫ > 0 small enough where
for any 0 < ǫ′ < ǫ we have
sup
I∈D(J)
( 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx
) 1
p
≤ C sup
I∈D(J)
( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ′ dx
) 1
1+ǫ′
and
sup
I∈D(J)
( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ dx
) 1
1+ǫ
≤ C sup
I∈D(J)
 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx.
where C is independent of B and J (but depends on ǫ′.)
We prove Lemma 4.2 through a series of lemmas.
Lemma 4.3. If U, V are matrix Ap weights and B is locally integrable then
sup
I∈D(J)
 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx ≤ C sup
I∈D(J)

 1|I|
∑
Q∈D(I)
ε∈Sigd
‖VQB
ε
QU
−1
Q ‖
2


1
2
where C is independent of B and J .
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Proof. Let I ∈ D(J). By the Triebel-Lizorkin embedding (see [20, 24] for d = 1 and [12] for
d > 1) we have that 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx
.
 
I

 ∑
Q∈D(I)
ε∈Sigd
‖VQBQU
−1
I ‖
2
|Q|
1Q(t)


p
2
dt
≤
 
I

 ∑
Q∈D(I)
ε∈Sigd
‖VQBQU
−1
Q ‖
2
|Q|
‖mQ[(UQU
− 1
p )U
1
pU−1I 1I ]‖
2
1Q(t)


p
2
dt
.

 sup
I∈D(J)
1
|I|
∑
Q∈D(I)
ε∈Sigd
‖VQB
ε
QU
−1
Q ‖
2


p
2  
I
‖U
1
pU−1I ‖
p dx
where in the last line we used Proposition 4.1. 
Lemma 4.4. For ǫ > 0 small enough (independent of B) we have( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ dx
) 1
1+ǫ
≤ C
( 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx
) 1
p
where C is independent of I and B.
Proof.( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ dx
) 1
1+ǫ
≤
( 
I
‖VIV
− 1
p (x)‖1+ǫ‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
1+ǫ dx
) 1
1+ǫ
≤
( 
I
‖VIV
− 1
p (x)‖
p(1+ǫ)
p−1−ǫ dx
) 1
1+ǫ
(p−1−ǫ
p
)( 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx
) 1
p
≤ [V ]
1
p
Ap
( 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx
) 1
p
for ǫ > 0 small enough by the reverse Ho¨lder inequality. 
We now recall the two matrix weighted stopping time from [12] which is a modification
of the one matrix weighted stopping time from [13]. Finally assume that U, V are a matrix
Ap weights and that λ is large. For any cube I ∈ D, let J(I) be the collection of maximal
J ∈ D(I) such that either of the two conditions
‖UIU
−1
J ‖ > λ or ‖V
−1
I VJ‖ > λ.
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Also, let F(I) be the collection of dyadic subcubes of I not contained in any cube J ∈ J(I),
so that clearly J ∈ F(J) for any J ∈ D.
Let J0(I) := {I} and inductively define Jj(I) and Fj(I) for j ≥ 1 by
Jj(I) := {R ∈ J(Q) : Q ∈ Jj−1(I)}
and Fj(I) = {J ′ ∈ F(J) : J ∈ Jj−1(I)}. Clearly the cubes in Jj(I) for j > 0 are pairwise
disjoint. Furthermore, since J ∈ F(J) for any J ∈ D(I), we have that D(I) =
⋃∞
j=1 F
j(I)
and that the collections Fj(I) are disjoint. We will slightly abuse notation and write
⋃
J(I)
for the set
⋃
J∈J(I) J and write |
⋃
J(I)| for |
⋃
J∈J(I) J |. By easy arguments (see [12]) we can
pick λ depending on U and V so that
|
⋃
Jj(I)| ≤ 2−j|I|
for every I ∈ D.
Lemma 4.5. If U, V are matrix Ap weights and 0 < ǫ
′ ≤ 1 then there exists C > 0 indepen-
dent of J and B where
sup
I∈D(J)

 1|I|
∑
Q∈D(I)
ε∈Sigd
‖VQB
ε
QU
−1
Q ‖
2


1
2
≤ C sup
I∈D(J)
( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ′ dx
) 1
1+ǫ′
.
Proof. Fix I ∈ D(J). By the classical unweighted John-Nirenberg theorem and by un-
weighted dyadic Littlewood-Paley theory, it is enough to prove that
 
I

 ∑
Q∈D(I)
ε∈Sigd
‖VQB
ε
QU
−1
Q ‖
2
|Q|
1Q(x)


1+ǫ′
2
dx ≤ C sup
I′∈D(J)
 
I′
‖VI′(B(x)−mI′B)U
−1
I′ ‖
1+ǫ′ dx.
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for I ∈ D(J) where C is independent of I, J and B. To that end
 
I

 ∑
Q∈D(I)
ε∈Sigd
‖VQB
ε
QU
−1
Q ‖
2
|Q|
1Q(x)


1+ǫ′
2
dx
≤
 
I


∞∑
j=1
∑
K∈Jj−1(I)
∑
Q∈F(K)
ε∈Sigd
(‖VQV
−1
K ‖‖VKB
ε
QU
−1
K ‖UKU
−1
Q ‖)
2
|Q|
1Q(x)


1+ǫ′
2
dx
≤ C
 
I


∞∑
j=1
∑
K∈Jj−1(I)
∑
Q∈F(K)
ε∈Sigd
‖VKB
ε
QU
−1
K ‖
2
|Q|
1Q(x)


1+ǫ′
2
dx
≤
C
|I|
∞∑
j=1
∑
K∈Jj−1(I)
ˆ
K

 ∑
Q∈D(K)
ε∈Sigd
‖VKB
ε
QU
−1
K ‖
2
|Q|
1Q(x)


1+ǫ′
2
dx
≤
C
|I|
∞∑
j=1
∑
K∈Jj−1(I)
|K|
( 
K
‖VK(B(x)−mKB)U
−1
K ‖
1+ǫ′ dx
)
≤ C sup
I′∈D(J)
( 
I′
‖VI′(B(x)−mI′B)U
−1
I′ ‖
1+ǫ′ dx
)
|I|−1
∞∑
j=1
∑
K∈Jj−1(I)
|K|
≤ C sup
I′∈D(J)
 
I′
‖VI′(B(x)−mI′B)U
−1
I′ ‖
1+ǫ′ dx.

The proof of Lemma 4.2 now follows immediately by combining Lemmas 4.3, 4.4, and 4.5.
In particular, let ǫ > 0 be from Lemma 4.4. Then for any 0 < ǫ′ < ǫ we have
sup
I∈D(J)
( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ dx
) 1
1+ǫ
≤ C sup
I∈D(J)
( 
I
‖V
1
p (x)(B(x)−mIB)U
−1
I ‖
p dx
) 1
p
≤ C sup
I∈D(J)

 1|I|
∑
Q∈D(I)
ε∈Sigd
‖VQB
ε
QU
−1
Q ‖
2


1
2
≤ C sup
I∈D(J)
( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ′ dx
) 1
1+ǫ′
.

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We now prove the following,
Lemma 4.6. If U, V are matrix Ap weights and ǫ
′ > 0 is small enough then
sup
I∈D
( 
I
‖VI(B(x)−mIB)U
−1
I ‖
1+ǫ′ dx
) 1
1+ǫ′
. sup
I∈D
 
I
‖VI(B(x)−mIB)U
−1
I ‖ dx.
Proof. For fixed R ∈ N let PR be the canonical projection operator
PRB(x) =
∑
I∈D
|I|>2−R
∑
ε∈Sigd
BεIh
ε
I =
∑
I∈D
|I|=2−R
1ImIB
which is trivially bounded on Lp(Rd) for 1 ≤ p <∞. For I ∈ D let
FI(x) = 1I(x)VI(B(x)−mIB)U
−1
I ,
let
FRI (x) = 1I(x)VI(PRB(x)−mI(PRB))U
−1
I = PR[1IVI(B −mIB)U
−1
I ],
and let dµI(x) = |I|
−1
1I(x) dx. Fix J ∈ D so trivially
sup
Q∈D(J)
‖FRQ ‖L1+ǫ′ (dµQ) dx ≤ sup
Q∈D(J)
‖FRQ ‖L∞ = C <∞
where C possibly depends on J,R,B, U, and V . Also, clearly
sup
Q∈D
‖FRQ ‖L1(dµQ) . ‖B‖BMOpV,U
independent of R > 0 since PR is bounded on L
1(Rd) independent of R.
Let ǫ > 0 be from Lemma 4.2 (applied to PRB) and let 0 < ǫ
′ < ǫ. Let p1 = 1 + ǫ
′, p2 =
1 + ǫ, α = p2−p1
p2−1
, β = p1−α
α
, and let C be the constant in Lemma 4.2. Then by a use of
Ho¨lder’s inequality with respect to the conjugate exponents α−1 and (1− α)−1 we have
sup
Q∈D(J)
‖FRQ ‖
p1
Lp1(dµQ)
≤ sup
Q∈D(J)
‖FRQ ‖
α
L1(dµQ)
sup
Q∈D(J)
‖FRQ ‖
p1−α
Lp2 (dµQ)
≤ ‖B‖αBMOp
V,U
Cp1−α sup
Q∈D(J)
‖FRQ ‖
p1−α
Lp1(dµQ)
which says that
sup
Q∈D(J)
‖FRQ ‖Lp1 (dµQ) ≤ ‖B‖BMOpV,UC
β.
Letting R→∞ first (using Fatou’s lemma) and then taking the supremum over all Q ∈ D(J)
and then all J ∈ D completes the proof. 
Combining everything we have the following corollary, which finishes the proof that the
quantities ‖B‖
B˜MO
p
V,U
and ‖B‖BMOp
V,U
are equivalent.
Corollary 4.7. If U, V are matrix weights Ap weights then there exists ǫ > 0 such that the
following quantities are equivalent
a) sup
Q⊆Rd
Q is a cube
 
Q
‖VQ(B(x)−mQB)U
−1
Q ‖ dx
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b) sup
Q⊆Rd
Q is a cube
( 
Q
‖V
1
p (x)(B(x)−mQB)U
−1
Q ‖
p dx
) 1
p
c) sup
Q⊆Rd
Q is a cube
( 
Q
‖U−
1
p (x)(B∗(x)−mQB
∗)(V′Q)
−1‖p
′
dx
) 1
p′
.
d) sup
Q⊆Rd
Q is a cube
( 
Q
( 
Q
‖V
1
p (x)(B(x)−B(y))U−
1
p (y)‖p
′
dy
) p
p′
dx
) 1
p
.
e) sup
Q⊆Rd
Q is a cube

 
Q
( 
Q
‖V
1
p (x)(B(x)− B(y))U−
1
p (y)‖p dx
) p′
p
dy


1
p′
.
Proof. If t ∈ {0, 1
3
}d and Dt = {2−k([0, 1)d +m + (−1)kt) : k ∈ Z, m ∈ Zd}, then given any
cube Q, there exists t ∈ {0, 1
3
}d and Qt ∈ D
t such that Q ⊂ Qt and ℓ(Qt) ≤ 6ℓ(Q). Thus,
by standard arguments, it is enough to prove the equivalence of a)− e) for any fixed dyadic
grid.
With this in mind, the equivalence between the supremums in a) and b) follows immedi-
ately from Lemmas 4.2 and 4.6. As for c), since U and V are matrix Ap weights,
‖VQ(B(x)−mQB)U
−1
Q ‖ = ‖U
−1
Q (B
∗(x)−mQB
∗)VQ‖
≈ ‖U′Q(B
∗(x)−mIB
∗)(V′Q)
−1‖
and since clearly U′Q is an L
p′ reducing matrix for U−
p′
p and a similarly V′Q is an L
p′ reducing
operator for V −
p′
p , we get that the supremum in a) is equivalent to the supremum in c) by
using the equivalence to b) with respect to the pair V −
p′
p , U−
p′
p , and the exponent p′.
Also,
 
Q
‖V
1
p (x)(B(x)−mQB)U
−1
Q ‖
p dx
≤
 
Q
( 
Q
‖V
1
p (x)(B(x)− B(y))U−1Q ‖ dy
)p
dx
≤
 
Q
( 
Q
‖V
1
p (x)(B(x)− B(y))U−
1
p (y)‖‖U
1
p (y)U−1Q ‖ dy
)p
dx
.
 
Q
( 
Q
‖V
1
p (x)(B(x)− B(y))U−
1
p (y)‖p
′
dy
) p
p′
dx
which proves that d) implies b), and similarly e) implies c). Finally, adding and subtracting
mQB in both d) and e), respectively, shows that b) and c) together implies both d) and e),
which completes the proof. 
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