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Introduction
With the postulation of a neutral particle [PKW64], which is produced in addition
to the electron during a β-decay, the neutrino was "born" in 1930. Despite that
neutrinos are the most abundant particle in the Universe, it took more than 20 years
to detect this particle directly in an experiment [RC53]. As neutrinos only interact
weakly and because of this, their cross section is small, the detection of them is very
challenging. With the detection of the muon neutrino in 1962 [DGG+62] and the
tau neutrino in 2000 [KUA+01], there are nowadays three known neutrino flavors in
the standard model of elementary particles.
As of today, neutrino physics is one of the most exciting and challenging fields of
physics with many things left to explain. One important parameter is the neutrino
mass, which has not yet been measured. In the standard model, neutrinos are
massless. However, the detection of neutrino oscillations can only be explained when
neutrino have a non-vanishing mass. Since the 1940s, there were many experiments
that have tried to determine their mass. However, only upper limits have been found
so far. With a model independent measurement, the limit for an effective electron
antineutrino mass is given by mνe < 2.0 eV (95% C.L.) [KBB+05, ABB+11]. With
the knowledge of the previous experiments, the KATRIN experiment has been set
up in Karlsruhe to follow further this way.
The Karlsruhe tritium neutrino experiment (KATRIN) aims to measure the effec-
tive electron anti-neutrino mass with an unprecedented sensitivity of 0.2 eV (90%
C.L.) [KAT05]. In KATRIN, the kinematics of electrons from the tritium β-decay
are used to analyze the neutrino mass squared model-independently as a parame-
ter in fit to β-electron spectrum. The β-electrons are produced in the windowless
gaseous tritium source (WGTS), and afterwards adiabatically guided through the
transport and pumping section into the spectrometer section. In the spectrome-
ter section, the magnetic adiabatic collimation combined with an electrostatic filter
(MAC-E filter) method is applied to measure the β-electrons’ energy with a high
energy resolution. Finally, the β-electron rate is counted on a detector.
In order to keep the background level of tritium decaying in the spectrometers in
the mHz level, the tritium flow from the source to the spectrometer has to be re-
duced by at least 14 orders of magnitude. Therefore, the pumping section combines
v
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a differential pumping section (DPS) and a cryogenic pumping section (CPS) as a
cold trap with a tritium reduction of 107 each. In the DPS, turbomolecular pumps
(TMPs) are installed to fulfill this task, while in the CPS a frozen argon layer kept
at 3K is prepared. As an essential part to demonstrate the integrity of the exper-
iment, the pumping system has to prove its functionality before tritium is injected
for the first time. Otherwise, tritium could get implanted into the spectrometers,
which would lead to a non reversible contamination. In this case, the background
rate would be too high so that no competitive neutrino mass analysis is possible.
Therefore, commissioning measurements have to be performed with non radioactive
gases in order to prove the required retention. These measurement results have to
be confirmed with simulation results so that the first tritium can be entered into the
KATRIN source.
In this thesis, the focus is set on the KATRIN pumping sections dedicated to the
tritium reduction. The commissioning of those systems builds an important mile-
stone for the KATRIN experiment. The successful execution of several reduction
measurements as presented in this work allowed the begin of first KATRIN tritium
operation. The thesis is structured as it follows:
In the first chapter 1, an introduction of the neutrino physic is given. Therefore, the
discovery of the different neutrino flavors are placed in historic context before their
role in the standard model is discussed. The principle of neutrino oscillation, which
proved that neutrinos have to be massive, are explained as well as a possible neutrino
mass mechanism. Additionally, several neutrino mass experiments are presented.
In the next chapter 2, the setup of the KATRIN experiment is introduced. The
(several) specific components are described together with the processes which induce
background events in the spectrometers.
Chapter 3 discusses the pumping principles of the DPS and CPS. An introduction
for argon frost pumps is given, with a focus set on hydrogen as an adsorbent. Fur-
thermore, the technical process for argon frost preparation and regeneration are
explained.
In chapter 4, simulations are performed for the investigation of the DPS and CPS
reduction factors. These simulations have to meet several challenges.
Chapter 5 presents the commissioning measurements with the DPS and CPS. For
both components, measurements with deuterium are outlined as well as the analysis
of the reduction factor. Additionally, investigations on the background rate are
made for the first KATRIN tritium campaign. With a complementary approach,
the combined reduction factor of the WGTS and DPS is analyzed.
Finally, a conclusion and an outlook are given in chapter 6.
vi
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1. Neutrino physics
1.1. First discovery
In the year 1930, Wolfgang Pauli postulated a neutral particle1, which has a half-
integer spin to account for the measured energy spectrum of the β-decay. At that
time, the β-electron was expected to be mono-energetic similar to the α and γ-
decay. If the electron is the only particle which results from the β-decay besides the
daughter nuclei, it has to be mono-energetic. In 1934, Enrico Fermi published the
name neutrino for the first time describing the β-decay as
A
ZX→ AZ+1Y + e− + ν¯e , (1.1)
with the mother nuclei AZX, and the daughter nuclei AZ+1Y. Today this decay is known
as a weak interaction, which has a cross section on the order of σ < 10−44 cm2.
More than 20 years later, Cowan and Reines started an experiment using a 200 `
water tank enriched with a cadmium chloride solution to directly detect a neutrino
for the first time [RC53]. They considered the inverse β-decay
ν¯e + p→ n+ e+ , (1.2)
for an electron antineutrino reacting with a proton in the water. For the neutrino
source, they located their tank close to a nuclear reactor. The neutron, which
arises from the decay, is captured by a cadmium nucleus. When returning into the
cadmium ground state, photons are emitted in the energy range of 3MeV to 11MeV.
The positron of equation (1.2) quickly annihilates producing two γ’s with an energy
of 511 keV each. For the detection of the γ’s, three liquid-scintillator chambers
equipped with 110 photomultipliers surround the tank. In order to discriminate
the signal of an inverse β-decay from other background signals, the 17µs delay of
the γ induced by the neutron (compared to the positron annihilation) is used. The
measurement principle is summarized in figure 1.1. They achieved an event rate of
about 3 events per hour and Reines was awarded a Nobel prize in 19952.
1He called it "neutron" as the particle today known under this name was not yet detected.
2https://www.nobelprize.org/nobel_prizes/physics/laureates/1995/ (accessed on 21st
April, 2019).
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Figure 1.1.: Inverse beta-decay detection. The anti-electron neutrino reacts with a
proton and decays into a neutron and a positron (1). The positron anni-
hilates together with an electron and produces two γ’s. These γ’s produce
secondary electrons via Compton scattering resulting in an ionization cas-
cade (2). By the interaction with the scintillator the photons of the cascade
produce light (3), which can be detected by PMTs. This figure is taken
from [Coo].
The second neutrino flavor was discovered in the Brookhaven National Laboratory
in 1962 by Lederman, Schwartz, and Steinberger. They investigated the pion decay
pi+ → µ+ + νµ and pi− → µ− + ν¯µ , (1.3)
by shooting highly energetic protons onto a beryllium target. Behind the target,
a 13.5m long thick iron shield wall [DGG+62] was installed shielding all particles
arising from the collisions except for neutrinos. In the detector behind the wall only
muons were measured, therefore another neutrino generation has to exist in addition
to electron neutrinos.
The final (as known today) neutrino flavor was detected in 2000. The measurement
method was similar to the discovery of νµ; a proton beam was shot at a tungsten
target producing DS mesons. The charged charmed mesons decay via
D+S → τ+ντ and D−S → τ−ν¯τ . (1.4)
The τ were detected by identifying their typical kink in their trajectory in the
detection plates (alternating nuclear emulsion and steel). A total of 4 τ events were
found as published in reference [KUA+01].
To obtain the total number of neutrino generations, another measurement method
can be used. With the collision of electrons and positrons at a center-of-mass energy
of 91.2GeV, Z0 boson can be produced. The Z0 can decay only in either a lepton
anti-lepton pair, or a quark anti-quark pair in order to preserve all conservation
2
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Figure 1.2.: Particles in the standard model. The particles of the standard model
are summarized with their corresponding mass and electric charge. The six
quarks are surrounded with a blue box and the six leptons with a green
one. These are all fermions with a spin of 1/2. The intermediate vector
bosons are displayed in gray and have a spin of 1. The Higgs boson is a
spin 0 particle (in black). Note that neutrinos are massless in the standard
model [THH+18].
numbers for weak interactions. By analyzing the decay products, all pairs can be
detected except for the neutrinos. From the first comparison of the decay width
measured at the LEP collider at CERN with the theoretical one, the number of
neutrino flavors is found to be [D+89]
Nν = 3.27± 0.30 . (1.5)
This and other LEP results were combined with a new measurement performed at
the Stanford Linear Collider leading to [EG06]
Nν = 2.9840± 0.0082 . (1.6)
Therefore, all results favor three neutrino generations which participate in the weak
interaction.
1.2. Neutrinos in the standard model
In the standard model, the three neutrinos flavors are part of the six leptons. Each
neutrino has a corresponding partner (e, µ, and τ) with which they build a genera-
tion. However, the neutrinos only interact weakly while their partner particles take
part in weak and electromagnetic interactions. The six quarks are the only particles
3
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which can interact via all the three forces. These twelve particles are fermions with
a spin of 1/2. The intermediate vector bosons of the strong and electromagnetic force
are both massless. Due to the SU(3)-symmetry of the strong force, there are eight
different gluons, which differ in the color they mediate. The electromagnetic force is
described by a U(1) symmetry, which only has one vector boson namely the photon.
In contrast to the other forces, the intermediate vector bosons of the weak interac-
tion have a mass. Their mass originates from the spontaneous symmetry breaking
in the Higgs mechanism [EB64, Hig64]. In 2012, this theory was confirmed by the
discovery of the Higgs boson with a mass of 125.2GeV [AAA+12, CKSea12].
The standard model neutrinos are massless (see figure 1.2), which arises from the
measurement of parity violation in β-decays. Wu was the first person to investigate
the parity in the weak interaction sector in 1957. She used a magnetized 60Co β-
source and measured that emission of the electrons anti-parallel to their nuclear
spin is favored [WAH+57]. The maximum parity violation of the β-electrons was
confirmed by other experiments within the following year [GLW57]. One year later,
Goldhaber measured the helicity h of the neutrino, defined by
h = ~p · ~s|~p| · |~s| , (1.7)
with its momentum ~p and its spin ~s [GGS58]. The measurement result revealed
a helicity of hν = −1.0 ± 0.3 implying there are only left-handed neutrinos and
right-handed anti-neutrinos. As the helicity is not Lorentz invariant, there is always
a reference system in which the momentum is flipped, if the particle is massive.
So with the result of hν = −1.0, there is no evidence that neutrinos have a mass.
Therefore, the neutrino mass is set to zero in the standard model.
However, a few years later experimental results hinted that neutrinos oscillate, which
is a contradiction to the massless particle theory. These results are presented in
section 1.3 and confirm that there has to be physics beyond the standard model in
the neutrino sector.
1.3. Neutrino oscillation
The Nobel prize was awarded to McDonald and Kajita on behalf of the SNO and
SuperKamiokande experiments in 2015. Not only this achievement demonstrates
the importance of neutrino oscillations. Neutrino oscillations are only possible if
neutrinos have a mass. In this section the theory of neutrino oscillation is described
before the results of several experiments are given.
1.3.1. Theory
B. Pontecorvo was the first person who introduced the theoretical concept of neutrino
oscillations in 1957 [Pon58, Pon57]. However, he described neutrinos oscillating into
anti-neutrinos, a process which has not yet been detected. A few years later, the
change from flavor states |να〉 (α =e, µ, τ) into mass states |νi〉 (i = 1, 2, 3) has
been included [MNS62, Pon68]. The flavor states can be described similarly to the
Cabibbo-Kobayashi-Maskawa matrix [KM73]
|να〉 =
∑
i
Uαi |νi〉 and |νi〉 =
∑
α
U∗iα |να〉 , (1.8)
4
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with the unitary 3×3 matrix Uαi, which is known as Pontecorvo-Maki-Nakagawa-
Sakata matrix (PMNS matrix). The PMNS matrix elements are given by
U =
Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3

=
 c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 ·
e
iα1/2 0 0
0 eiα2/2 0
0 0 1
 ,
(1.9)
with sjk = sin (θjk) and cjk = cos (θjk)
(
θj,k =
[
0,pi2
])
. The matrix has six free
parameters, the Euler angles of the mass eigenstates θj,k and the phases δ, α1, α2.
If neutrinos are not Majorana particles (particle and anti-particle are identical, see
section 1.4.2.1.3), α1 and α2 can be set to zero. Including the three neutrino masses
mi, this leaves seven free parameters, which have to be measured.
In general the unitary matrix does not have to be three dimensional; additional
neutrinos (e.g. a sterile neutrino, which does not interact weakly) can be included
by another dimension. Consequently, the number of mixing angles and phases will
increase.
As neutrinos will be detected during measurements after they have traveled for a
certain time since their creation, the time evolution of |να〉 has to be investigated. In
the following, the calculations are described for only one direction x for simplicity.
For the time evolution, the Schrödinger equation has to be considered
H |νi(x,t)〉 = i~ · ∂
∂t
|νi(x,t)〉 . (1.10)
Here H is the free, time-independent Hamiltonian with its energy eigenvalues Ei. In
this case the solution for |να〉 is given by
|νi(x,t)〉 = e−
i
~ ·(Eit−pix) |νi〉 . (1.11)
In the next step, the time evolution of |νβ(x,t)〉 is expressed by the initial condition
|να〉 for t = x = 0
|νβ(x,t)〉 (1.8)=
∑
i
Uαi |νi(x,t)〉 (1.12)
(1.11)=
∑
i
Uαie−
i
~ ·(Eit−pix) |νi〉 (1.13)
(1.8)=
∑
i,β
Uαie−
i
~ ·(Eit−pix)U∗iβ |να〉 . (1.14)
For the experiments, it is important to know the probability for the initial eigenstate
to be oscillated into |νβ(x,t)〉 at the position x and the time t
P(να → νβ)(x,t) = |〈να|νβ(x,t)〉|2 =
∑
i,j
UαiU
∗
jαU
∗
iβUβje−
i
~ ·(Eit−pix)e−
i
~ ·(Ejt−pjx) .
(1.15)
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In the following, the probability is transformed in order to leave it independent of
the distance between the neutrino origin and detection L, the neutrino mass squared
difference ∆m2ij = m2i −m2j , and the energy E. First Ei has to be considered using
the fact that neutrinos can be described in first approximation as relativistic particles
traveling close to the speed of light
Ei =
√
m2i c
4 + p2i c2 = pic ·
√√√√1 + m2i c2
p2i
(pimi)' pic · (1 + m
2
i c
2
2p2i
)
(pic≈E)' E + m
2
i c
4
2E .
(1.16)
For the third transformation, Taylor’s theorem is used. Under the same assumptions
x can be expressed by
x = L = v · t ' c · t . (1.17)
Using equations (1.16) and (1.17) for the exponent in equation (1.15) can be written
as
Eit−pix (1.16),(1.17)= (E+m
2
i c
4
2E )·t−pi ·L
(1.17)= (E+m
2
i c
4
2E )·
L
c
−E
c
·L = m
2
i c
3L
2E . (1.18)
Applying equation (1.18) for the probability results in
P(να → νβ)(x,t) = P(να → νβ)(L,E) =
∑
i,j
UαiU
∗
jαU
∗
iβUβje−
i
~ ·
∆m2ijc3
2 ·
L
E
=
∑
i
∣∣∣UαiU∗iβ∣∣∣2 + 2 Re∑
j>i
UαiU
∗
jαU
∗
iβUβje−
i
~ ·
∆m2ijc3
2 ·
L
E . (1.19)
The probability consists of two terms, the first one represents the average transition
probability, which is constant. The second one contains the oscillation part and is
dependent on E, L, and ∆m2ij. Following equation (1.19), there is no possibility to
gain information on the absolute neutrino mass from oscillations. At the same time,
the mass difference of the mass eigenstates has to be non-zero in order to perform
an oscillation.
There are two possibilities for an experiment to measure neutrino oscillations; the
appearance and the disappearance channel. Equation (1.19) gives the probability
for the appearance channel. For the second channel holds
P (να → να) = 1−
∑
β
P (να → νβ) . (1.20)
If only two neutrino flavors are considered, equation (1.19) can be simplified to
P(να → νβ)(L,E) = sin2(2θ) sin2
(
∆m2c3
4~
L
E
)
, (1.21)
now with a 2×2 mixing matrix
U =
(
cos θ sin θ
− sin θ cos θ
)
. (1.22)
Equation (1.21) shows the importance of the length-energy ratio. These two param-
eters have to be considered in the planning of an oscillation experiment. Therefore
the characteristic oscillation length can be introduced
Losz =
4pi~E
∆m2c3 . (1.23)
Three cases have to be distinguished
6
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• L  Losz: No oscillation signal is measured since the distance from source to
detector is too small for an oscillation.
• L ≈ Losz: This is the optimal distance for a detector to be most sensitive.
• L  Losz: Only the average transition probability can be measured as there
are too many oscillations.
1.3.2. Experiments
The first experiment which detected neutrino oscillations was the Homestake ex-
periment in 1970. With the aim to prove the calculated solar neutrino flux by
Bahcall [Bah64], the experiment started in 1964. A tank with a volume of 615 t was
filled with C2Cl4 to investigate the inverse β-decay of chlorine [Dav94]
νe + 37Cl −→ 37Ar + e− . (1.24)
In this radiochemical experiment, neutrinos can be detected via purging the tank
with helium and analyzing the number of argon atoms by extraction. Therefore,
the reverse reaction of equation (1.24) was used [Dav94]. With this measurement
method, there is no continuous measurement possible as it has to be interrupted for
this analysis. The results showed that only a third of the expected neutrino rate
was detected [Dav94].
In 2001, a different approach enabled detection of the missing electron neutrino
rate. The Sudbury Neutrino Observatory (SNO) experiment used a 1000 t volume
of heavy water (D2O). In contrast to chlorine, not only the charged current reaction
can be detected, but also the neutral current one. Additionally the scattering of
neutrinos with electrons was used [A+13]
νe + D −→ p+ p+ e−
νx + D −→ p+ n+ νx (1.25)
νx + e− −→ νx + e− ,
with νx including the three neutrino flavors. The three reactions were measured
in different campaigns because the experiment setup had to be slightly changed.
The result of the first reaction confirmed the Homestake experiment observations by
measuring a large electron neutrino deficit compared to the expected solar neutrino
flux. However including the detection of the neutral current reactions, the number of
events is close to the expected neutrino flux [A+13]. Therefore, the neutrino flavors
have to change on the way from the sun to the detector.
At the same time, the Super-Kamiokande experiment tried to detect the neutrino
flux arising from the pion-decay of radiation showers. These pions will decay into
muon and electron neutrinos by [Zub12]
pi+ −→ µ+ + νµ ⇒ µ+ −→ e+ + νe + ν¯µ (1.26)
pi− −→ µ− + ν¯µ ⇒ µ− −→ e− + ν¯e + νµ . (1.27)
Therefore a ratio of 2 muon neutrinos to 1 electron neutrino was expected. For the
detection, a 50 000 t water tank is used [FHI+98]. An incoming electron or muon neu-
trino can react via the charged current with the water and will produce Cherenkov
7
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Figure 1.3.: SuperKamiokande result. The ratio of measured events to Monte Carlo
data is plotted over the length-energy ratio. For the Monte Carlo data no
oscillations were assumed. While the measured electron rate is rather con-
stant (excluding detector effects [FHI+98]), the muon rate shows a deficit
for larger L/Eν . This can be explained by the oscillation into tau neutri-
nos [FHI+98].
rings. These rings were detected via photomultipliers; the muons produce a sharper
ring compared to the electrons and they can therefore be distinguished [HKK+88].
The direction of the incoming neutrino can be detected via the signal of the charged
particle in the tank.
The result can be seen in figure 1.3. A muon deficit is measured in dependence of
the zenith angle [FHI+98]. For neutrinos traveling through the earth, the number
of muon neutrinos is too small. If only the measured neutrinos with short travel
distances are used, the expected ratio of 2:1 (muon to electron) is measured. This
can be explained by the oscillation from muon to tau neutrinos [FHI+98].
Another test for neutrino oscillations can be made with reactor neutrinos with en-
ergies up to 8MeV. With at least one detector close to the reactor and one of a
distance of about 1 km to 2 km, an experiment is sensitive for sin θ13 [Zub12]. Three
experiments have been built to perform such a measurement: the Double Chooz
Experiment [TAA+16], the Daya Bay Experiment [ABB+17], and the Reactor Ex-
periment for Neutrino Oscillation (RENO) [CCC+16]. The measurement method
is similar to the experiment of Cowan and Reines using the inverse β-decay (see
equation (1.2)). The most recent measured values are summarized in table 1.1. So-
lar neutrinos in the MeV-energy range were the first source to provide the values
of sin2(θ12) and ∆m212. ∆m212 is in 10−5 eV
2/c4 range and therefore the mass differ-
ence of m1 and m2 has to be small with m1 < m2, which is determined from the
Mikheyev-Smirnov-Wolfenstein (MSW) effect with the large mixing angle (LMA)
8
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Table 1.1.: Meaured values for the neutrino oscillation parameters. The values
are obtained by various experiments [THH+18]. The normal and inverted
mass hierarchy are used to determine sin2(θ23) and
∣∣∆m232∣∣. The results for
the phase angle δ are not listed since it has not been determined.
Parameter Value Neutrino source
sin2(θ12) 0.307+0.013−0.012 sun, reactor, accelerator
∆m212 (7.53± 0.18) · 10−5 eV2/c4 sun, reactor, accelerator
sin2(θ23) (∆m232 > 0) 0.417+0.025−0.028 atmospheric, accelerator
sin2(θ23) (∆m232 < 0) 0.597+0.024−0.030 atmospheric, accelerator
|∆m232| (2.51± 0.05) · 10−3 eV2/c4 atmospheric, accelerator
sin2(θ13) 0.0212± 0.0008 reactor
solution [Wol78, MS86]. The mixing angle of θ12 ≈ 33◦ is relatively large.
With the measurement of atmospheric neutrinos, it is not possible to distinguish
if m2 or m3 is larger. This is the reason why the results for θ23 ≈ 44◦ list two
possibilities. θ23 is the largest mixing angle, while θ13 ≈ 10◦ is the smallest one.
With the oscillation measurement results, there are three possibilities for the neu-
trino masses:
• Normal hierarchy: m1 < m2  m3
• Inverted hierarchy: m3  m1 < m2
• Quasi degenerate: m1 ≈ m2 ≈ m3 ≈ m0
The normal and inverted hierarchies are shown in figure 1.4. The determination of
the correct hierarchy is the goal of various neutrino mass experiments in the 2020s.
The planned experiments and their measurement principle can be found in [QV15].
One example is the Jiangmen Underground Neutrino Observatory (JUNO), which
aims to use reactor neutrinos to measure the electron anti-neutrino channel with a
high precision. Data taking should start in 2020 and is planned to run for six years
leading to a sensitivity of 3σ to 4σ [AAA+16].
1.4. Neutrino mass
In this section, a neutrino mass mechanism is introduced which could explain the
small neutrino masses. Furthermore, several experiments are described, which aim
to measure the neutrino mass.
1.4.1. Neutrino mass generation
All massive particles of the standard model obtain their mass via coupling with the
Higgs field φ. The SU(2) gauge transformations result in several ground states for
the Higgs field. A common way is to choose the ground state to be
〈φ〉 = 1√
2
(
0
v
)
, (1.28)
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Figure 1.4.: Neutrino mass hierarchy. The normal (left) and inverted hierarchy
(right) for the neutrino mass states are shown. The different colors indi-
cate the neutrino flavors. The influence of the phase angle can be seen in
mass eigenstates 1 and 2. The mixing angles, which have been used for the
ratio are illustrated. The plot is taken from [Par06].
with its vacuum expectation value v [PS95]. v is the only free parameter and is
determined by the Higgs boson mass. For the Lagrangian Lf the Yukawa type
coupling of the fermions to the Higgs field has to be introduced [PS95]
Lf(φ,A,ψ) = ψ¯γµDµψ +Gψψ¯φψ . (1.29)
Dµ is the gauge covariant derivative. Since the fermion particles of the standard
model have a spin of 1/2, the Dirac equation has to be used to describe particle’s
wave function
(i∂ −m)ψ = 0 , (1.30)
with the particle mass m. By introducing right- and left-handed currents in equa-
tion (1.29) the fermion field can be described as
ψ = ψL + ψR . (1.31)
Using equation (1.31) and the Euler-Lagrange mechanism on equation (1.29), the
equation of motions for the Higgs field are found to be [PS95]
i∂ψL −Gψ 1√2
(
0
v
)
ψR = 0 . (1.32)
By comparing equations (1.30) with (1.32), the mass can be obtained. Additionally,
equation (1.32) shows that there has to be right-handed fermions in order to have
a mass, which contradicts the helicity measurements (see section 1.2). However,
neutrino oscillation is only possible if they are massive. With the introduction of a
right-handed neutrino field νR, which does not interact weakly, both problems could
be solved. In this case, an additional Yukawa coupling would have to be added to
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account for the very small neutrino masses (several orders of magnitude lower than
the other SM particles).
As an alternative to the Dirac coupling, another mass generation mechanism can
be introduced. A combination of the see-saw mechanism with Majorana neutrinos
is a good candidate to solve the problem of the tiny masses [GMRS79, Yan80,
MSac80, SV80]. Therefore two additional mass terms mL and mR have to be added
to the Dirac Lagrangian mass term. If only one neutrino flavor is considered, the
Lagrangian is given by
L = 12mD(ψ¯LψR + ψ¯L
C
ψCR) +
1
2mLψ¯Lψ
C
R +
1
2mRψ¯L
C
ψR + h.c.
=
(
ψ¯L ψ¯L
C
)(
mL mD
mD mR
)(
ψCR
ψR
)
+ h.c. . (1.33)
In the see-saw mechanism, the two assumptions mL ≈ 0 and mR  mD are
made [GMRS79, Yan80, MSac80, SV80]. Calculating the eigenvalues of the ma-
trix results in the measurement mass observables
m1 =
m2D
mR
and m2 ≈ mR (1.34)
This would leave m1 in the (sub-)eV range, while m2 could possibly be the mass of
a sterile neutrino. Additionally to the mass terms, a small mixing angle between
the left- and right-handed neutrinos is introduced by this method [GMRS79, Yan80,
MSac80, SV80], which can be calculated to
tan 2θ = 2 · mD
mR
. (1.35)
This mechanism can explain the active neutrino flavor (interacting weakly) νL to con-
sist mainly of ν1 and the (sterile) neutrino νR to consist mainly of ν2. There are sev-
eral experiments, which hint to the existence of sterile neutrinos (e.g. see [DHCK+17])
but do not yet have sufficient sensitivity. Still the see-saw mechanism stays as one
of most promising candidates for the neutrino mass generation.
1.4.2. Neutrino mass experiments
The neutrino oscillation experiments described in section 1.3 are only sensitive to the
difference of the mass squared. Therefore, other measurement methods are needed
to gain information about the absolute neutrino mass. In this section first model
dependent methods are described, then model independent methods are explained.
1.4.2.1. Model dependent measurement
There are three different possibilities to measure the neutrino mass in a model-
dependent way. These are described in the following.
1.4.2.1.1. Cosmology
The strongest model dependent limit on the neutrino mass is obtained by cosmologi-
cal measurements. A cosmological model has to be chosen, which describes the early
11
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universe. The most favored one is the ΛCDM model, which was used for the analysis
of the Cosmic Microwave Background (CMB). Similar to the microwave background
by photons, there is one for neutrinos [Sch06]. Approximately 0.1 s after the Big
Bang, neutrinos decoupled from the plasma, marking the time when the interaction
rate of the weak force is smaller than the Hubble expansion rate.
Using the ΛCDM model, the most relevant measurement observables are the tem-
perature anisotropies of the CMB radiation spectrum (most recent from the Planck
satellite [A+18a]), the mass power spectrum (most recent from the Sloan Digital
Sky Survey data), and a probe of the large scale structure of the universe [LP12].
Due to the strong influence on the model, only a range of upper limits can be
given [YPDBdMdB17] ∑
i
mi . 0.1 eV to 0.8 eV (1.36)
For the sensitivity of 100meV, several independent data samples are additionally
used for example Lyman alpha forest measurements [YPDBdMdB17]. However,
more than 10 free parameters have to be fit to obtain the result, which underlines
the importance of a model independent measurement. Furthermore, cosmology mea-
surements are only sensitive to the total sum of the neutrino masses and therefore
require additional measurements for the individual masses.
1.4.2.1.2. Supernova neutrinos
If a supernova happens, a large number of neutrinos are emitted isotropically in the
MeV-range. Within the first 10 s, the neutrinos carry away over 99% of the energy
available from the supernova [Per08]. There are two production mechanisms, which
have to be considered in the analysis
p+ e− → n+ νe , (1.37)
e+ + e− → vα + ν¯α . (1.38)
The sensitivity on the neutrino mass is given by the time difference ∆t, in which
the neutrinos are detected. The time difference of the emitted neutrinos can be
calculated to [Per08]
∆t = t1 − t2 = ∆t0 + Lc
3m2
2
(
1
E22
− 1
E21
)
. (1.39)
From measurements of ∆t, E1, and E2 (energy of the neutrinos) by a detector and
the determination of the distance from the supernova to the earth L by another
astroparticle physics method (for example gamma-rays), the neutrino mass can be
analyzed. The model dependent part is ∆t0, which is described by the supernova
process [Per08]. The large uncertainty mainly arises from the model used to deter-
mine ∆t0.
SN1987A was the first supernova that occurred when experiments were running on
the earth which could detect neutrinos. Both the IMB detector (8 neutrinos within
6 s and an energy between 20MeV to 40MeV) [BBB+87] and the Kamiokande-II de-
tector (12 neutrinos within 13 s and an energy between 5MeV to 35MeV) [HKK+88]
have been used to analyze the neutrino mass. In 2002, they published a result with
a mass limit of [LL02]
mν ≤ 5.7 eV (95% C.L.) . (1.40)
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1.4.2.1.3. Neutrinoless double beta decay
In 1935, double beta decay was predicted by Goeppert-Mayer [GM35]. In case
that single β-decay is forbidden, a double β-decay can happen if it is energetically
favorable. The possible decays can be calculated by using the Bethe-Weizsäcker
mass formula [Wei35]. In general a decay only happens, when the binding energy
of the daughter nuclei is larger than that of the mother nuclei. By fixing the mass
number A, the binding energy plot describes a parabola, with a minimum for the
stable nuclei (the highest binding energy). If A is even, there are two parabolas, one
for an even neutron number N and proton number Z, the second one for the odd
case.
Double beta decay is a second order process of the weak interaction resulting in a
long lifetime (more than 1020 y) of the nuclei [Zub12]. In the standard model, the
rare process is described by
A
ZN → AZ+2N ′ + 2e− + 2ν¯e or AZN → AZ−2N ′ + 2e+ + 2νe . (1.41)
The first events from the decay of 82Se into 82Kr were detected in 1969 [KM69].
If lepton number is violated, there is a second possibility for the decay, which was
introduced by Furry [Fur39]. In this case, no neutrinos are emitted leading to
A
ZN → AZ+2N ′ + 2e− or AZN → AZ−2N ′ + 2e+ . (1.42)
This is only possible if neutrinos are Majorana particles i.e. the anti-particle and
particle are the same. As this decay violates lepton number, it would be physics be-
yond the standard model. Additionally, the Majorana neutrinos have to be massive
since they would have to be right-handed and left-handed in order to account for
the helicity [Zub12].
Both cases can be distinguished by their β-electron spectrum shape (see figure 1.5).
A nominal 2νββ-decay spectrum is continuous missing the energy of the neutrinos.
For the 0νββ-decay, the measured spectrum would be mono-energetic at the Q
value. The sensitivity of the experiment is strongly dependent on the unknown half-
life time t0ν1/2. Together with the phase space factor G0νββ and the nuclear matrix
element M0νββ, the Majorana neutrino mass is derived by
〈mββ〉2 =
∣∣∣∣∣
3∑
i=1
U2eimi
∣∣∣∣∣
2
= m
2
e
G0νββ · |M0νββ|2 · t0ν1/2
. (1.43)
Since the 〈mββ〉2 is derived by the coherent sum of the neutrino mixing matrix
elements Uei multiplied by the neutrino masses mi, the Majorana phases α1 and
α2 (see section 1.3) may play a major role for the total value of mββ. As the
uncertainty onM0νββ is large for nuclei decaying via double beta decay, the published
results have a large error band. The most recent results are given by KamLAND-
Zen [GGH+16], Majorana [AAA+18a], GERDA [ABB+18], EXO-200 [A+14], and
CUORE [AAA+18b] and lead to an upper limit of
mββ . 0.06 eV to 0.52 eV . (1.44)
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Figure 1.5.: Neutrinoless double beta-decay spectrum. In black the spectrum of
the 2νββ-decay is plotted, in red the one of the 0νββ-decay. The plot is
based on [WS12].
1.4.3. Model independent measurements
For a model independent measurement, only kinematics of a decay are used in which
an electron, a muon, or a tau with its corresponding partner neutrino is produced.
By measuring the energy of the charged lepton, energy conservation is used to obtain
information about the neutrino mass. The simplest possibility would be the neutron
decay
n→ p+ e− + ν¯e . (1.45)
In order to be sensitive enough, the energy of the electron has to measured precisely,
for example, with a spectroscopy method.
In figure 1.6, the influence of neutrino mass on the β spectrum can be seen on the
right side. At the endpoint the event rate is proportional to E−30 , which is the reason
why the endpoint energy of the β-emitter has to be small. Additionally, the energy
resolution of the measurement setup has to be in the sub-eV range to be sensitive
to the small neutrino mass. By using Fermi’s Golden Rule [Fer34, KBD+18], the
differential β-spectrum can be derived
d2N
dtdE =
G2F · cos2 θC · |M |2
2pi3 · F (Z + 1,E) · p · (E +me) · (E0 − E)
·
√
(E0 − E)2 −m2ν¯e ·Θ (E0 − E −mν¯e) , (1.46)
with
• GF : Fermi constant
• θC : Cabibbo angle
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Figure 1.6.: Tritium β-spectrum. (a) The complete β-spectrum. The correspond-
ing endpoint energy is marked in red. (b) Zoom into the region below
the endpoint. The deviations in the spectrum for two different neutrino
masses are plotted compared to a massless neutrino. The figures are adapted
from [KBD+18].
• M : transition matrix element
• F (Z+1,E): Fermi function, which considers the Coulomb interaction between
daughter nuclei and electron
• E: kinetic energy of the electron
• p: momentum of the electron
• E0: endpoint of the β-spectrum, which is the maximal energy for an β-electron.
If the nuclear recoil is neglected, E0 is equal to the total decay energy Q.
The Heaviside step function Θ ensures that a neutrino can only be emitted if enough
energy is left for its mass.
The square root in equation (1.46) shows that the fit measurement observable is the
electron anti-neutrino mass squared, which is defined by
m2ν¯e =
∑
i
|Uei|2m2i . (1.47)
It has to be noted that due to |Uei|2 the Majorana phases have not to be considered
(compared to the neutrinoless double β-decay), meaning the measurement is model
independent.
By using the pion decay
pi → µ+ νµ , (1.48)
the effective muon neutrino mass can be analyzed. Similar to the β-decay, the energy
of the muon has to be measured in order to get information of mνµ . The current
limit is given by [ABD+96]
mνµ ≤ 0.17 MeV (90% C.L.) . (1.49)
For the analysis of the tau neutrino mass, there are two decay channels of the tau
to be considered
τ− → 2pi− + pi+ + ντ and τ− → 3pi− + 2pi+(+pi0) + ντ . (1.50)
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In the decay products, pions are generated, which decay again. As the pion energy
is important for the mass analysis, the sensitivity is worse. In 1998 a result was
published with a limit of [BBD+98]
mντ ≤ 18.2 MeV (95% C.L.) . (1.51)
In the following, the focus is on the β-decay experiments leading to a sensitivity
improvement by several orders of magnitude compared to the tau neutrino mass
measurement since the cosmology results suggest that neutrino mass is in the meV-
range.
1.4.3.1. Rhenium and holmium as β-emitters
The β-emitter 187Re has the lowest endpoint energy with Q = 2.47 keV [SAB+04]
and would be a good candidate for a neutrino mass measurement. However, the half-
life time of 4.32× 1010 y is relatively large due to the fact that the decay is not super
allowed. Therefore, a huge amount of 187Re would be required since the activity is
relatively small. The measurement set-up typically consists of a cryogenic bolometer.
When a decay occurs, the released energy leads to a temperature increase in the
bolometer. The temperature difference can be used to determine the β-electron
energy [Nuc12]. The results provide a neutrino mass limit of [Nuc12]
mν¯e < 15 eV (90% C.L.) . (1.52)
If the challenges with solid state effects can be solved, the MARE experiment plans
to achieve a sensitivity in the eV-range [Nuc12].
In another approach, the electron capture of 163Ho is used, which has a Q-value of
2.83 keV [EBB+15]. Similar to the β-decay, the experiments have to be sensitive
close to the endpoint to determine the neutrino mass [LV11]. The ECHo [GBC+17]
and HOLMES experiments [NAB+18] both use cryogenic micro-calorimeters with a
detector readout by microwave SQUID multiplexing. ECHo aims to reach sub-eV
sensitivity by using 105 detectors [DHMW13]. For a sensitivity below 2 eV, 1024
detector pixels are necessary for the HOLMES experiment [NAB+18].
1.4.3.2. Tritium as a β-emitter
The best limit on the effective neutrino mass with a model independent measurement
was analyzed with a tritium source. Tritium is an isotope of hydrogen with two
additional neutrons which decays into helium
T→ 3He+ + e− + ν¯e . (1.53)
Compared to other isotopes using tritium for neutrino mass analysis has several
advantages:
• Short half-life: The half-life of tritium is 12.3 y [JBD67], which leads to a
higher activity in contrast to rhenium and holmium.
• Low endpoint energy: 18.6 keV is the second lowest endpoint energy for a
β-emitter. Together with the short half-life, a rate of approximately 2× 10−13 s
is reached close to the endpoint.
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• Simple atomic structure: As tritium nuclei only consists of one proton
and two neutrons, the probability for inelastic scattering is low. Additionally,
the calculation of the correction terms (for example, the interaction between
β-electrons and emitter) is relatively easy.
• Super-allowed transition: The nuclear matrix element is energy indepen-
dent. Therefore, the β-spectrum is completely defined by the free phase space.
Furthermore, the matrix element |M |2 = 5.55 [RK88] is relatively large.
• Gaseous phase: The influence of solid state effects can be neglected if gaseous
tritium is used at a temperature of 30K(see section 2.2.1).
However in the gaseous phase, tritium is a molecule. Therefore, different excitations
and final states before and after the decay have to be considered [KAT05]. Using
the molecular form, the reaction equation has to be modified
T2 → 3HeT+ + e− + ν¯e . (1.54)
Previous experiments in Mainz [Ott94] and Troitsk [LS85b] have used tritium to
obtain a limit on the effective neutrino mass. The combined result leads to the
current mass limit of [THH+18]
mν¯e < 2.0 eV (95% C.L.). (1.55)
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2. The KArlsruhe TRItium
Neutrino Experiment
The KATRIN experiment is designed to measure the effective neutrino mass model
independently with a sensitivity of 0.2 eV (90% C.L.). In the following, the mea-
surement principle and the experimental setup are described.
2.1. KATRIN measurement principle
In KATRIN, the tritium induced β-decay
T2 −→
(
3HeT
)+
+ e− + ν¯e (2.1)
is used in order to measure the absolute scale of the effective neutrino mass mν¯e .
According to Fermi’s Golden Rule the decay rate is given by [KBD+18]
dΓ
dE =
G2F · |Vud|2 · |Mnuc|2
2pi3 · F (Z,E) · p · (E +me)
·∑
f
Pf · (E0 − Vf − E) ·
√
(E0 − Vf − E)2 −m2ν¯e ·Θ (E0 − Vf − E −mν¯e) ,
(2.2)
with the Fermi coupling constant GF, the CKM matrix element Vud, the nuclear
transition matrix element Mnuc, the Fermi function F (Z,E), the electron’s mo-
mentum p, its kinetic energy E, its mass me, the tritium endpoint energy E0 =
(18 574.00± 0.07) eV[OW08, MWKW15], the additional energy Vf of the final states
f , and the transition probability Pf to a state f in the daughter molecule.
As previous neutrino mass experiments in Mainz and Troitsk [KBB+05, ABB+11]
gave results for an upper limit of 2 eV, the KATRIN experiment was designed to
increase the sensitivity by one order of magnitude. Considering equation (2.2) the
observable is the neutrino mass squared, which means the actual sensitivity has to
be improved by a factor of 100. Therefore, a stable β-source with a high activity
circulating 40 g of tritium per day, as well as a high resolution spectrometer was
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Figure 2.1.: KATRIN beamline. Overview of the 70m long KATRIN experiment.
The components are described in the text. Figure is taken from [A+18c].
designed to reach this ambitious goal. In KATRIN the integrated β-spectrum is
measured. Consequently, the observable is the measured rate [KBD+18]
N˙(t) = 12 ·NT
∫ E0
qU
dΓ
dE ·R(E,U) dE , (2.3)
which is dependent on the number of tritium nuclei in the source NT, and the
response function R(E,U) for a specific electrostatic potential U set at the main
spectrometer. Hence, any instability in NT or U directly translates into a systematic
uncertainty on the measured rate and ultimately on the measured neutrino mass.
The following section 2.2 describes the major KATRIN components, which have
been installed for providing sufficiently stable experimental conditions.
2.2. Major components of the KATRIN experiment
The KATRIN beamline is 70m long and can be subdivided into several compo-
nents, which can be seen in figure 2.1. These components were combined to a
complete beamline for the first time in 2016 and afterwards inaugurated with the
First Light campaign. Within this campaign the alignment as well as ion characteri-
zation measurements were performed [A+18c]. The next milestone was the injection
of krypton-83m into the KATRIN source at a temperature of 100K. Measuring the
discrete line spectrum of this krypton isotope provided a nuclear standard for im-
portant calibration purposes and investigating the stability of the source and high
voltage parameters [A+18b]. Finally, the first tritium gas has been introduced into
the system in May 2018.
In general, tritium is injected into the windowless gaseous tritium source (WGTS)
via the loop system, and continuously pumped out at both ends of WGTS and
in the transport section, consisting of the differential pumping section (DPS) and
the cryogenic pumping section (CPS). On the rear side of the experiment, there
are calibration (electron gun) and monitoring (rear wall and beta induced X-ray
spectrometry (BIXS detectors) devices. The electrons originating from β-decay are
magnetically guided towards the spectrometer section by a series of superconducting
magnets [A+18d]. Here, they are energetically filtered by the magnetic adiabatic
collimation combined with an electrostatic filter (MAC-E filter) method. Finally,
the electrons overcoming this electrostatic barrier are counted on the detector.
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Figure 2.2.: WGTS cryostat with inner loop system. The WGTS cryostat is shown
together with a simplified inner loop system. The arrows illustrate the
direction of the tritium flow, beginning from the pressure controlled buffer
vessel to the injection in the center of the WGTS. In the four pump ports,
the tritium is pumped out and cleaned in the permeator (the non-tritium
gases are bled). The extracted tritium is given back into a buffer vessel. The
gas composition is monitored with the LARA system before it is injected
into the source.
2.2.1. Windowless gaseous tritium source
The 26 t WGTS cryostat is 16m long, 1.5m wide, and up to 4m high; a CAD drawing
can be seen in figure 2.2. In the middle of the WGTS tritium gas is inserted via an
injection chamber with 415 orifices [Hei19]. This allows a three dimensional injection
of tritium into the 10m long beam tube, which has a diameter of 90mm. Together
with the magnetic field of up to 3.6T [A+18d] provided by three superconducting
coils, this central beam tube defines the magnetic flux of
Φ = 191 T cm2 , (2.4)
which is mapped onto the KATRIN detector. At both ends of this central beam
tube, there are pump ports attached, each equipped with 4 turbo molecular pumps
(TMPs). These pumps mainly define the column density distribution along the 10m.
In nominal operation a total column density of 5× 1021moleculesm−2 is reached,
representing a trade-off between maximizing the count rate on the one hand, and
minimizing the scattering probability for the β-electrons on the other hand [KAT05].
The column density N is defined as the integral of the molecular density along the
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beam axis resulting in [Hei19]
N =
∫ 5 m
−5 m
n(~r,pin,pout,T (~r))dz , (2.5)
with the number density n, the injection pressure pin, the outlet pressure pout, and
the temperature T (~r) at spatial coordinate ~r.
Subsequent to each of the two pump ports another 1m long beam tube element is
mounted. Following this one, there is another pump port equipped with 2 TMPs
and again it follows a 1m beam tube element (see figure 2.2). On the upstream
side the so-called pump port 0 (PP0) with 2 additional TMPs connects the front
part of WGTS and the DPS (see section 2.2.3). In total a tritium flow reduction of
more than two orders of magnitude is reached according to simulations [KHD+18].
Additionally four superconducting coils producing a maximum magnetic field of up
to 5.6T are installed, which surround the four 1m long beam tube elements.
There are two operation modes, the nominal tritium operation with the inner beam
tube at a temperature of 30K and the 83mKr operation mode with a temperature
at 100K avoiding freezing of krypton on the beam tube surface. The temperature
of 30K reduces the influence of the Doppler effect on the one hand, while on the
other hand it avoids clustering of tritium molecules at lower temperatures [KAT05].
An inner radiation shield cooled down with 27K helium shields the beam tube from
the 4.5K cold magnet coils. As the column density should be stable in order to
achieve a stable count rate, the temperature has to be monitored precisely. For
the nominal operation, neon is used for the two-phase tube connected to the outer
wall of the central 10m long beam tube. The two-phase tube is half way filled
with liquid and gaseous neon, respectively. A small pressure increase of the nominal
2 bar can be directly translated into a corresponding temperature increase [Mar17].
In order to control the evaporation of neon, four 2W heaters are installed on each
cooling pipe. At one end, the two-phase tube is connected with the 27K helium
cooling which results in the condensing of neon on this side and flowing back into
the phase tube [GJBG+08, Gro09, GBSS11, GBH+13]. Furthermore, 24 temperature
sensors are installed at the central beam tube which are calibrated regularly before
a measurement campaign starts.
The tritium injection is controlled via the inner loop system. In order to achieve
a stable injection on the 0.1% level, the tritium is stored in a pressure controlled
buffer vessel before it is inserted into the WGTS [KBK+08, Stu10, PSB15]. On the
way to the WGTS, the injection capillary is thermally coupled to the two-phase
cooling tube ensuring a stable inlet flow. The tritium pumped out in the WGTS
pump ports is recycled by a permeator, which separates other gases. Thereby, a
tritium purity of T > 95% has to be ensured with a stability of 0.1% [KAT05].
The purity is continuously monitored with the laser Raman system (LARA, see sec-
tion 2.2.2.2) [SSR+13, SJF+13, SRS+13, Fis14]. The LARA cell is located between
the two buffer vessels (see figure 2.2).
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Figure 2.3.: Rear section. The different parts of the rear section are shown in the CAD
drawing. From the left, the egun is contained inside a glove box, which
serves as a second containment for the tritium inside. The egun electrons
are guided by the electromagnetic transport system into the WGTS. The
superconducting magnet is located between the glove box and the rear wall
chamber containing the rear wall and the BIXS system. The drawing is
taken from [SM19].
2.2.2. Monitoring devices
2.2.2.1. Rear section
Located at the upstream end of the KATRIN beam line, the rear section (see fig-
ure 2.3) provides several monitor and calibration tools. The beam line is terminated
with the rear wall, which is a gold plated stainless steel disc with a diameter of
145mm. It can be set to voltages up to 500V. Dedicated plasma simulations in-
dicated that the WGTS plasma potential can be controlled by the rear wall poten-
tial [KAT05, Röl15, Kuc16]. As the β-electrons decay isotropically, approximately
half of them will be guided to the rear wall, where they produce X-rays via inter-
action with the gold surface. The intensity of these X-rays is measured with BIXS
detectors enabling to monitor the source activity on the per-mill level [Röl15]. In
order to focus the beam towards the rear wall, a superconducting magnet (maximal
magnetic field 4.7T) is located between the electron gun setup and the rear wall
chamber.
For measurements of the column density and the energy loss function, a dedicated
electron gun (egun) is installed on the rear end of the rear section [HHW+17]. The
egun provides a narrow beam of photoelectrons with energies of up to 30 keV at
count rates of more than 104. The electron beam is transmitted into the rear section
through a 5mm hole in the center of the rear wall and can be shot through the com-
plete KATRIN beamline. It has a small angular distribution with pitch angles less
than 4◦ and a low energy spread of 0.2 eV [Bab14, Hei15]. The first commissioning
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of the egun has been performed in September 2018.
2.2.2.2. Laser Raman system
Since tritium is decaying, the gas composition inside the loop system changes over
time. As different tritium isotopologues in the same amount of gas lead to a differ-
ent source activity (e.g. two tritium atoms in T2, one in DT), the abundance has
to be monitored. Furthermore, different mother molecules have distinct probabili-
ties for decaying into the different possible daughter molecule ions (3HeT+,3HeD+,
and 3HeH+). Therefore, monitoring of the gas composition on the level of 10−3 is
important for ensuring stable measurement conditions in the WGTS [BBB+12]. In
order to fulfill these requirements, the LARA system has been designed, installed
and successfully commissioned [FSS+11, SSR+13, Fis14].
In an optical cell, a gas probe is analyzed by a laser with a wavelength of 532 nm. The
photons will scatter off the gas molecules and the resulting spectroscopy spectrum is
recorded. After a calibration [SSR+13, Zel17], the Raman spectrum can be analyzed
by using the different rotational and vibrational excitations of the corresponding
hydrogen molecules.
2.2.2.3. Forward beam monitor
The forward beam monitor (FBM) measures the source activity with two Si-PIN
diodes in the cryogenic pumping section. As it is located in front of the spectrometer
section, the FBM is exposed to the complete β-spectrum. Via two stepper motors
the FBM can be moved in horizontal and vertical direction. Its nominal monitoring
position is at the outer edge of the magnetic flux tube but it can also be moved out
of the flux tube completely. On the detector board a Pt1000 temperature sensor and
a Hall sensor are mounted. Results of previous KATRIN measurement campaigns
can be found in [A+18c].
2.2.3. Differential pumping section
The differential pumping section (DPS) is the first part of the KATRIN transport
sections. Its setup is shown in figure 2.4. The total length of the beam tube is 6.5m
consisting of five individual beam tube elements where each is tilted by 20◦ compared
to its neighboring elements. These five elements are enclosed by the so-called pump
port 0 (PP0) on the upstream and the pump port 5 (PP5) on the downstream
end [Jan15, Hac17]. There are five superconducting magnets, which can provide a
magnetic field up to 5.6T and guide the β-electrons through the beamline [A+18d]
adiabatically.
The DPS has three main purposes. The first one is to guide the β-electrons by
the magnetic field lines adiabatically through the beamline. Secondly, the neutral
tritium flux has to be reduced by at least five orders of magnitude in downstream
direction in order to prevent β-induced events in the main spectrometer (see sec-
tion 2.3.7). Thirdly, the tritium ions created in WGTS shall not pass towards the
spectrometer section and therefore have to be blocked and removed. In order to
fulfill the first task, there are five superconducting magnets in place, which can
provide a magnetic field of up to 5.5T [A+18d]. For reducing the neutral tritium
24
2.2. Major components of the KATRIN experiment 25
Figure 2.4.: DPS CAD drawing. The DPS CAD drawing is shown with a 3/4 cut
along the horizontal plane. The TMPs (yellow) are attached to the pump
ports (green), which are connected to the beam tube (silver). Five super-
conducting solenoids (blue) surround the beam tube. The figure is adapted
from [FRS+19].
flow six TMPs are installed, each providing a pumping speed of 2400 ` s−1 for tri-
tium [Mal07]. The TMPs are connected to the loop system circulating the tritium
back into the buffer vessel after the tritium isotopologues have been filtered out in
the permeator (see figure 2.2). A more detail description of the vacuum system is
discussed in section 3.1. For the ion blocking and removing two different systems
are installed inside of the DPS beam tube elements:
• Four dipole electrodes use the ~E× ~B drift to deflect the incoming ions towards
a series of lobes attached to one of the dipole’s half shells and thereby remove
them out of the system.
• Two ring electrodes in the fifth beam tube element and in the adjacent PP5
are set on a positive blocking potential.
• In the last beam tube element, a Fourier transform ion cyclotron resonance
(FT-ICR) device is installed [UDRL+09]. In principle, it could be used for
measuring the frequency spectrum of the different ion species originating from
the WGTS. However, due to technical issues it can and will not be operated
for performing meaningful measurements.
During the First Light as well as the First Tritium campaign, the ion blocking devices
have been tested successfully [Hac17, A+18c, Kle19].
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Figure 2.5.: CPS cryostat. The CPS cryostat is shown in a CAD drawing (3/4 cut).
Seven superconducting solenoids (red) are installed around the gold-plated
beam tube. For cooling the magnets and the cold trap (blue), a LHe vessel
(4.5K) provides a reservoir of 4.5K cold helium. The cold trap is further
cooled down to 3K, while the rest of the beam tube is at 77K using the
nitrogen cooling. The cold gate valve (operated at 4.5K) separates the end
of the cold trap from PP2 and acts as a safety valve [FRS+19].
2.2.4. Cryogenic pumping section
The second part of the transport section is the cryogenic pumping section (CPS,
see figure 2.3). It consists of a 6.5m long and 4m high cryostat in which the beam
tube is embedded [Jan15, FRS+19]. Besides guiding the β-electrons magnetically
towards the spectrometers, the CPS is designed for reducing the incoming tritium
flow by at least another seven orders of magnitude. The key components of the
CPS are seven beam tube elements, two pump ports (PP1 and PP2), three cooling
vessels, and seven superconducting magnets (see figure 2.5). Three of the beam
tube elements (1,6, and 7) are aligned in a straight way and are cooled to liquid
nitrogen temperature. The beam tube elements 2 to 5 are tilted by 15◦ compared
to their direct neighbors and are cooled down to liquid helium temperature of 3K.
The tilting is implemented in order to increase the probability of particles hitting
the inner beam tube wall. After hitting the wall, the molecules eventually stick to
the surface because of cryosorption. This is why this central part of the CPS beam
tube is referred to as the cold trap. The sticking surface is provided by an argon
frost layer prepared on top of the gold-plated inner beam tube wall. For increasing
the effective pumping surface there are fins on the inside of beam tube elements 2 to
5 (for more details see section 3.2). After 60 days of standard KATRIN operation
26
2.2. Major components of the KATRIN experiment 27
Figure 2.6.: MAC-E filter method. The β-electrons produced in the tritium source
enter the spectrometer. If the electron’s energy is larger than qE defined by
the set potential, they will reach the detector. In front of and behind the
spectrometer there are superconducting magnets. Towards the center of the
MAC-E filter the magnetic field strength continuously decreases while the
electrons’ momenta are collimated. Below the MAC-E filter the correspond-
ing electron momenta are shown. At the analyzing plane the momentum
vector has only a component parallel to the electric field lines. The drawing
is based on [Hac17].
equivalent to an accumulated activity of 1Ci, the argon frost layer is regenerated
by purging with helium. During this process the cold gate valve is closed. A more
detailed description of these processes is given in section 3.2.5.
For the adiabatic β-electron transport, seven superconducting solenoids each provide
a magnetic field of up to 5.6T.
At PP2, the forward beam monitor (FBM) can be inserted horizontally (see sec-
tion 2.2.2.3). On the FBM board, there are two PIN diodes mounted for monitoring
the β-activity at the outer edge of the sensitive magnetic flux tube. Furthermore,
at PP2 a quench condensed krypton source can be moved inside of the beam tube
for calibration purposes [A+18b].
2.2.5. Spectrometer section
KATRIN uses the magnetic adiabatic collimation MAC-E filter principle to mea-
sure the β-electrons with a high sensitivity and therefore determine the effective
neutrino mass. The method is based on previous neutrino experiments in Mainz
and Troitsk [BPT80, LS85a, KBB+05, ABB+11]. Figure 2.6 shows the MAC-E fil-
ter principle. In the following the most important MAC-E filter characteristics are
described.
• Adiabatic guiding of the electrons: The two superconducting magnets
define the trajectories, on which the electrons travel through the spectrometer.
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Due to the isotropic source, the β-particles do not only carry a momentum
component parallel to the magnetic field direction p‖ = |~p| · cos θ but also
a perpendicular one p⊥ = |~p| · sin θ. The polar angle θ is defined as the
angle between the magnetic field line and the decay direction. While the
perpendicular component results in a cyclotron motion, the parallel one is
responsible for the guidance along the magnetic field lines. The total kinetic
energy is given by
Ekin =
|~p|2
2m = E‖ + E⊥ . (2.6)
The adiabatic transport condition is true if the product of the magnetic mo-
ment µ and the Lorentz-factor γ is constant [Jac99]. Due to the β-electron’s
maximum energy of 18.6 keV, it is γmax = 1.04. The deviation from 1 can be
neglected. The magnetic moment is defined by
µ = E⊥
B
= const. (2.7)
In order to minimize E⊥, the magnetic field has to be minimal, too. This is
the reason for designing the spectrometer in a way that the minimum mag-
netic field strength is reached at the analyzing plane (see figure 2.6) where the
electrostatic potential reaches a maximum. At the same time the perpendic-
ular energy is transformed into the parallel energy component due to energy
conservation. However, the magnetic field gradient has to be small enough to
allow the adiabatic conservation. In reality any MAC-E filter has a finite en-
ergy resolution meaning that the minimum magnetic field is not equal to zero.
Consequently, there is a remaining perpendicular energy component, which
has to be accounted for in the measured electron rate of the detector.
• Electrostatic filter: By applying a negative high potential to the spectrom-
eter, it acts as a high-pass filter allowing only electrons with a longitudinal
energy E‖ > |qU0| to pass the potential barrier. The electric field lines are
parallel to the magnetic ones in the analyzing plane. As previously men-
tioned, the perpendicular energy component should be close to zero in order
to achieve the highest possible energy resolution. This method only allows to
measure an integral spectrum, therefore the spectrometer high voltage has to
be changed to be able to scan the β-spectrum endpoint.
• Conservation of the magnetic flux: The KATRIN magnetic flux is defined
at the WGTS by the source magnetic field and the beam tube diameter (see
section 2.2.1). It is given by
Φ =
∫
A
~B · d ~A = const. (2.8)
As the magnetic field is varying along the KATRIN beam line, the flux tube
diameter changes respectively. With the minimum magnetic field set in the
analyzing plane, the required maximum diameter can be determined as
dmax = dsource ·
√
Bsource
Bmin
. (2.9)
In KATRIN the minimummagnetic field is 0.3mT, which defines the maximum
diameter to be dmax = 10 m.
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• Energy resolution: For the energy resolution ∆E, the minimum magnetic
field Bmin in the analyzing plane, and the maximum magnetic field Bmax behind
the main spectrometer have to be considered. By calculating the ratio, the
resolution for a specific energy E is given by
∆E = Bmin
Bmax
· E . (2.10)
By neglecting the relativistic effects, the KATRIN energy resolution can be
determined for β-electrons close to the tritium endpoint of 18.6 keV
∆E = 0.3 mT6 T · 18.6 keV = 0.93 eV . (2.11)
• Magnetic mirror effect: For adiabatic motion the relation between the
magnetic field B and the electron’s pitch angle θ relative to the beam axis is
given by
B1
B2
= sin
2 θ1
sin2 θ2
, (2.12)
for arbitrary points 1 and 2. Therefore only β-electrons, which started with a
small enough angle will reach the detector, the others will be reflected. With
the values for the source magnetic field (Bsource = 3.6 T) and the maximum
magnetic field (Bmax = 6 T), the maximal acceptance angle θmax can be derived
by setting θ2 = 90◦:
θmax = arcsin
(√
Bsource
Bmax
)
= 51.7◦ . (2.13)
The maximum value should not be larger than this particular value because
otherwise the scattering probability increases as well as the synchrotron radi-
ation.
• Transmission function: To be able to calculate the expected count rate at
the detector, the transmission function T (E,qU0) for an incoming electron has
to be included for a given potential qU0
dN(qU0)
dt ∝
∫ E0
qU0
d2N
dtdE
(
E0,m
2
ν¯e
)
· T (E,qU0) · dE , (2.14)
with d2NdtdE
(
E0,m
2
ν¯e
)
, and the parameters defined in equation (1.46). For the
transmission probability T (E, qU0) three different cases have to be distin-
guished [KAT05, KBD+18]:
T (E, qU0) =

0 if E < |qU0|
1−
√
1− E−qU0
E
· BS
Bmin
1−
√
1− BS
Bmin
if |qU0| ≤ E ≤ |qU0|+ ∆E
1 if E > |qU0|+ ∆E .
(2.15)
These equations are valid for an isotropic source.
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• Response function: On their way from the decay in the source, several
effects have to be included, which can cause energy loss of the β-electrons.
These effects are summarized in the KATRIN response function R(E, qU0),
which is measured with the rear section electron gun. Additionally to the
transmission function T (E, qU0) (see equation (2.15)), the energy loss function
f() is considered in R(E, qU0) [KBD+18]
R(E, qU0) =
∫ qU0

∫ θmax
θ=0
T (E − ,θ, qU0) sin θ
∑
s
Ps(θ)fs()dθd . (2.16)
Ps(θ) is the probability for s scattering processes with the angle θ.
2.2.5.1. Pre-spectrometer
The pre-spectrometer is surrounded by two superconducting magnetic solenoids,
which can be operated at a magnetic field up to 4.5T. Its main purpose is to reduce
the incoming β-electron flux by seven orders of magnitude by applying a negative
potential of 18.3 kV. An energy resolution of ∆E = 70 eV is reached at an energy
of 18.6 keV. Additionally, a picoamperemeter connected to an inner electrode of
the pre-spectrometer allows an in-situ measurement of a residual ion flux into the
spectrometer section [Kle19]. For ensuring ultra high vacuum conditions, TMPs and
Non Evaporable Getter (NEG) pumps are used in the 3.4m long vessel.
In order to reduce the background caused by a Penning trap, Penning wipers are
installed in between both spectrometers, which were successfully tested [Pra11,
PRG+12]. The results of further commissioning measurements can be found in [Frä10,
FBD+11, MBB+12, WDF+13, FGV+14].
2.2.5.2. Main spectrometer
The main spectrometer has a diameter of 10m and a length of 23m resulting in a
total volume of 1240m3. Inside the vessel a pressure in the order of 10−11mbar is
reached using TMPs and NEG pumps [ABB+16]. In order to reduce the outgassing
rate from the inner surface, the main spectrometer was heated up to 200 ◦C before
the tritium measurement campaign started. As previously derived, the achieved
energy resolution is 0.93 eV for the tritium endpoint energy.
Inside the spectrometer, a double layer of electrodes are installed, which allow to set
the desired electric potential. Additionally they actively suppress the background
rate (more details in section 2.3). 15 air coils installed along the spectrometer
main axis allow to adjust the magnetic field gradient. With this set-up a minimal
magnetic field of 0.3mT can be reached. For the compensation of the earth magnetic
field, there are 26 current loops, which are installed vertically and horizontally. Two
mobile units are used to monitor the magnetic field in the analyzing plane by moving
around the inner side of two air coils. Furthermore, 36 stationary Hall sensors are
installed along the main spectrometer vessel [OSL+12, Rei13, Erh16].
The results of main spectrometer characterization can be found in [Gör14, Lei14,
Sch14, Gro15, Har15, Kra16, Erh16, Beh16, Hil16, BRB+17, Fra17, Tro19].
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Figure 2.7.: KATRIN detector system set-up. The different components of the
detector system are labeled in the CAD drawing in a 1/2 cut. The main
parts are described in the text, a more detailed description can be found in
reference [ABB+15].
2.2.6. Detector
At the end of the KATRIN beam line, the detector system is installed. The electrons
transmitted through the main spectrometer are counted by silicon PIN diodes. The
detector wafer has a diameter of 90mm and is subdivided into 148 pixels of equal
area. A CAD drawing of the detector system is shown in figure 2.7; it contains two
superconducting magnets, the pinch magnet with the largest magnetic field of the
KATRIN beam line, and the detector magnet, which surrounds the detector wafer.
In order to reduce the background rate, a post-acceleration electrode is installed and
is operated at 10 kV. This results in an additional acceleration of the β-electrons to
an energy region with a smaller intrinsic noise. As the KATRIN energy resolution is
defined by equation (2.11), therefore a detector energy resolution of approximately
2 keV per pixel is sufficient. For the calibration of the individual pixels a γ or an e−
source can be inserted between both magnets.
In a separate mode, the Precision Ultra-Low Current Integrating Normalization
Electrometer for Low-Level Analysis (PULCINELLA), which consists of a Faraday
cup is measuring the electron flux current [ABB+15].
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Figure 2.8.: Background processes of the spectrometer and detector section.
There are several processes which could induce a background rate at the
detector. These origin of these processes are discussed in the text. The
figure is taken from [Fra17].
2.2.7. Monitor spectrometer
The task of the monitor spectrometer is to monitor the high voltage fluctuations of
the main spectrometer on the ppm level. It mainly consists of components of the
spectrometer used in the Mainz neutrino mass experiment, and has a length of 4m
and a diameter of 1m. The two superconducting solenoids can reach a magnetic
field of up to 6T [EBB+14]. The electrodes in the monitor spectrometer are coupled
galvanically with the high voltage set on the main spectrometer while the outer wall
is grounded. With the K32 conversion electrons from a 83mKr source, a stable energy
of 17.83 keV can be observed [Zbo11]. In order to compensate the energy difference to
the tritium endpoint energy, the krypton source is set on a potential at the beginning
of the spectrometer. At the other end, a silicon PIN diode serves as a detector
for measuring the conversion electron rate. The results of several commissioning
measurements can be found in [Zbo11, SBD+13, ZBB+13, EBB+14, Sle15].
2.3. Background processes
As the KATRIN background rate is a key parameter for the sensitivity, the rate has
to be as low as possible. Measurements [Har15, Tro19] have shown that a background
rate of 10mcps targeted in the KATRIN design report [KAT05] is exceeded by a
factor of approximately 40. This leads to a slightly worse sensitivity of the neutrino
mass compared to the designed 200meV. In order to achieve the designed sensitivity
and therefore reducing the background rate, the existing background processes have
to be fully understood to apply possible countermeasures. Since the previous mea-
surements were analyzed without tritium in the KATRIN beamline, the background
rate could change for nominal tritium operation.
In the following, the background processes (see figure 2.8), which have to be taken
into account for the background rate, are described.
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Figure 2.9.: Magnetically stored particle inside main spectrometer. A charged
particle inside the main spectrometer is trapped between the two high mag-
netic fields at both ends of the spectrometer. This magnetic bottle defines
the area where a particle can be trapped. During the storage, the particle
can move along different axes illustrated by the arrows and create secondary
electrons via scattering with residual gas. The ring-like event rate seen by
the detector is typical for stored particles that break the storage condition
of equation (2.17). This figure is extracted from [Har15].
2.3.1. Magnetically stored particles in the spectrometer
An electron is trapped, if its starting polar angle θ is larger than [Gro15]
θ > θmax = arcsin

√√√√ qU(~xs)
Ekin(~xs)
· B(~xs)
Bmax
 . (2.17)
Here, U(~xs) corresponds to the electric potential at a given starting point ~xs of the
electron, Ekin(~xs) is the electron’s kinetic energy, B(~xs) the magnetic field at ~xs, and
Bmax the maximum magnetic field defined by the Pinch magnet. Therefore a higher
magnetic field Bmax and initial energy Ekin of the stored particle decrease θmax and
increase the probability for electrons to be stored.
For the particle motion inside the magnetic bottle, three components have to be
considered, which are also illustrated in figure 2.9:
• The particle travels along the magnetic field line and therefore performs a
longitudinal motion. This axial motion can be executed in both directions.
• The cyclotron force causes a fast gyration around its center motion.
• The magnetron drift leading the stored particle to oscillate around the beam-
line axis.
Primary particles, which are trapped inside the magnetic bottle can stay there for
hours [Har15]. Eventually, the primary particles scatter with residual gas and cool
down and finally leave the magnetic bottle if the condition in equation (2.17) is
not fulfilled anymore. During these scattering processes, secondary electrons are
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produced alongside the axis of motion. These secondary electrons can be guided to
the detector wafer due to their lower energy (compare equation (2.17)) and produce
ring-wise patterns as they share the magnetron radius of the primary particle [Sch14,
Har15]. Depending on the illuminated rings, the motion of the primary particle can
be determined. The number of secondary electrons can be used for the analysis of the
initial energy of the primary particle identifying the background source. However,
the possible energy loss of secondary particles (determined by dedicated simulations)
has to be included for example due to synchrotron radiation, or a loss of secondary
electrons, which leave the magnetic bottle and hit the spectrometer surface [Gro15,
Har15].
2.3.2. Penning traps
Between the spectrometers Penning traps can be induced by the strong magnetic
and electric fields. If they are not prevented, they produce a background rate larger
than 1 kcps [Frä10].
In order to produce a Penning trap, a charged particle has to be trapped in between
two electric potentials for example between two cathodes. Therefore, a low energetic
electron has to be emitted off a cathode’s surface. By following the magnetic field
lines, it is accelerated by the potential of the other cathode. During the traveling
time, the electron loses energy either by scattering or cyclotron radiation so that
they are not able to reach the other cathode. This process leads to an oscillation be-
tween both cathodes. After a certain time (depending on the pressure), the electron
scatters with residual gas molecules and therefore produces secondary electrons and
ions. The maximal number of secondary electrons, which can be produced within a
Penning trap is given by [Frä10]
Nmax = 2eUtrap/Eion − 1 , (2.18)
with the electric potential difference inside the Penning trap Utrap, and the ionization
energy of the residual gas molecules Eion. The ion can create further secondary
electrons by hitting the cathode which are trapped with the probability p. If for the
product of the ions Nion produced by primary electrons and p applies
Nion · p > 1 (2.19)
a self-sustained Penning discharge starts [Frä10]. This effect leads to a negative space
charge as the ions are not trapped, decreasing the initial Utrap [Kna62]. Ultimately
an equilibrium state is reached, which produces a stable Penning discharge.
In order to prevent such Penning discharges, dedicated Penning wipers are installed,
which decrease the Penning trap induced background rate by several orders of mag-
nitude. More information can be found in [Frä10, FGV+14].
2.3.3. Muon-induced background
In contrast to other low background experiments searching for dark matter particles
or 0νββ-decays, the KATRIN experiment is not located underground. Therefore,
muons with GeV energies [THH+18] arising from cosmic showers have to be taken
into account as they can produce electrons via ionization. Approximately every
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Figure 2.10.: Muon-veto system: The location of the installed muon-veto system is
shown. On the left side the main spectrometer is drawn from the top, on
the right side an axial view is given. The figure is taken from [AAB+19].
17th muon which passes through the main spectrometer creates such secondary
electrons [AAB+19]. These electrons can produce further secondary electrons via
scattering and cascade processes, which can have energies below 30 eV and therefore
can be accelerated by the electromagnetic field inside the spectrometer to the de-
tector [AAB+19]. In such a case, the muon-induced events cannot be distinguished
from a β-decay signal electron. In order to prevent such events, there are coun-
teractions. The vessel and inner wire electrodes are on a different potential (200V
difference) so that electrons arising from the walls are reflected and cannot enter the
spectrometer volume. Furthermore, the setting of the magnetic field inside the main
spectrometer only allows electrons with a small polar angle (see equation (2.17))
to enter the inner volume. Otherwise, the electrons are also rejected. In addition,
a muon veto system is installed (see figure 2.10), with which it is possible to find
coincident events from the veto system and the detector.
Since the background rate evolving from the muon induced events contributes to
less than 16.6% (90% C.L.) to the overall measured background rate, the muon veto
system is not used for the neutrino mass measurements due to the large amount of
data, which has to be stored when it is active [AAB+19]. If there will be a significant
improvement in the background rate with a new reduction system, the muon system
can be activated at any time.
2.3.4. Natural radioactivity
As the KATRIN beamline is not located underground, there are several possibilities
for external radiation, for example 40K in the spectrometer building. The γ-flux for
Eγ > 100 keV was measured to be 1 cm−2 s−1 inside the building [Fra17]. With a
53MBq 60Co gamma source, which was placed 1m away from the main spectrometer,
the influence on the background rate was investigated. The results showed that a
maximum of
Γγ < 5.6 mcps (90%C.L.) (2.20)
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Figure 2.11.: Electron emission from radon decay. The radon atom decays via
an α-decay into an excited polonium state. Afterwards, electrons can be
released by different methods. The individual processes are described in
the text. This figure is adapted from [Har15].
is induced by external gamma radiation [A+19]. In comparison with the current
background rate of 400mcps, this component can be neglected.
2.3.5. Radon induced background
One of the major contributors to the KATRIN background are radon decays, which
mainly originate from the NEG pumps and the stainless steel surface [FBD+11,
WDF+13, Har15]. In particular the isotopes 219Ra and 220Ra are relevant since
they have a short half-life of 3.96 s and 55.6 s [ABBW03]. Compared to the average
pumping time of the main spectrometer for radon of approximately 300 s [WDF+13],
the radon can decay in the main spectrometer volume before it is pumped out. The
radon decays via an α-decay to polonium, which is in an excited state. In the next
step, the polonium can produce electrons via several effects with different electron
energies.
The largest energy in the order of 100 keV comes from conversion electrons of 215Po?,
which cool down the excited state back to its ground state. Energies of up to
10 keV are achieved by either shake-off processes or atomic relaxation. For the
shake-off process, the emitted α-particle interacts with an electron of the polonium
atom. The electron either gets emitted or is lifted in a higher shell depending
on the transfered energy by the interaction. The atomic relaxation describes the
occupation by electrons from higher shells due to a vacancy caused by the emission of
another electron. The released energy (inner electrons have a larger binding energy)
can cause another electron to be emitted by the Auger effect. As the number of
vacancies increases during this process, a cascade of emitted electrons is produced.
Alternatively radiation can be emitted, which transfers the vacancies into a higher
shell [Har15].
The trapped electrons can have energies up to 100 keV in the magnetic flux tube [Fra17].
Via ionization with the residual gas, a stored electron can produce hundreds of sec-
ondary electrons depending on the pressure inside the spectrometer and the initial
energy. Afterwards, those secondary electrons leave the spectrometer to the detector,
where they produce a background signal.
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The described dependence on the pressure is used to analyze the radon background
rate. By manually increasing the main spectrometer pressure, the possibility for an
ionization process becomes higher. Therefore, the energy loss of the stored electrons
happens faster and with the information on time difference between two ionization
processes, the analysis can search for cluster events (many events in a small time
interval) [Har15].
As a countermeasure, the baﬄe surfaces are cooled with liquid nitrogen. With this
method, the radon which originates from the NEG pumps is adsorbed on the cold sur-
face before it decays. The efficiency of the cold baﬄes has been measured in [Har15].
The result showed that the background rate is decreased by approximately 0.5 cps
with an efficiency of 97%, when the baﬄes are cooled down [Fra17].
2.3.6. Rydberg hypothesis
After the suppression of the previously described background processes, there is
still a rate in the order of 400mcps left [Har15, Tro19]. Several measurements were
performed, which investigated the dependencies of this background component and
revealed the following properties [Har15, Tro19]:
• The rate is uniformly distributed in the spectrometer’s volume.
• The inner electrode potential influences the rate. For higher potentials, the
rate gets smaller.
• The pressure only slightly influences the remaining background rate.
At the moment, the most plausible hypothesis is that this major background com-
ponent is induced by Rydberg atoms, which are highly excited atoms with a high
principal quantum number n (typical in the range of 100) [Tro19, Hin18]. In a clas-
sical picture, the highly excited electron’s radii rn are obtained by the Bohr model
and Newton’s second law,
rn ∝ n
2
Z
, (2.21)
together with a binding energy of
En = −13.6 eV · Z
2
n2
, (2.22)
with the nucleus charge number Z. In case of a hydrogen atom (Z = 1), the
corresponding Rydberg atom has therefore a larger radius and a larger binding
energy compared to the ground state. The lifetime is proportional to
τ ∝ n4.5 (2.23)
and is therefore very high (in the order of ms) for large n [BS57].
The most probable explanation for the formation of Rydberg atoms inside the spec-
trometer is the alpha-decay of 210Po (implanted on the spectrometer surface via the
222Ra channel), which produces a 206Pb ion. By sputtering atoms from the inner
spectrometer surface, those atoms can travel through the spectrometer volume, and
finally hitting the opposite wall. As Rydberg atoms are not charged they are not
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trapped inside the magnetic bottle and are not influenced by the electric poten-
tial [FMO82, Kel82, WBOF94].
With the measured background rate in the order of 400mcps, there have to be
constant ionization processes ongoing. This is a contradiction to the pressure in-
dependent background rate for this component (see above). Another problem with
this hypothesis is that the electric field between vessel and inner electrodes does not
lead to an instant ionization of the Rydberg atoms [Hin18, Tro19]. Therefore the
Rydberg atoms must not be highly excited. Further analyses of this spectrometer
background component are ongoing.
2.3.7. Tritium induced background
There are two different ways how tritium can enter the spectrometer: neutral tritium
and tritium ions. Even with the retention system in the KATRIN transport and
pumping section, a small amount of tritium can enter the spectrometers. In this
case, tritium ions are accelerated due to the retarding potential. Afterwards, they
hit the downstream side of the pre-spectrometer or the full-metal electrodes. As the
ions will be implemented and neutralized, this effect does not lead to a background
signal because a β-electron would have to pass the main spectrometer potential.
Also, tritium which is implanted on the main spectrometer surface does not produce
a background signal since it is electromagnetically shielded.
A possible measurement method, which is sensitive to tritium implanted inside the
pre-spectrometer is discussed in [Hei18]. However, the KATRIN setup cannot be
operated in standard mode for such a measurement.
The only threat is tritium which enters the main spectrometer and decays inside its
volume. There it can produce secondary electrons via ionization similar to the keV
electrons discussed in the radon section 2.3.5.
A constant tritium flow of 10−14mbar ` s−1 into the spectrometer leads to an increase
in the background rate of 1mcps [MDF+13]. Therefore, the tritium retention in the
transport and pumping section plays a crucial role for this background component
and has to be analyzed in detail. Measurements which examine this reduction are
presented in chapter 5 and allowed to start the first injection of tritium in the KA-
TRIN beamline. In order to be sensitive on the tritium-induced signal, the measured
background before tritium operation has to be compared with the one during oper-
ation. The background rate analysis for the first KATRIN tritium measurements is
described in section 5.2.
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The general setup of the KATRIN pumping sections are described in chapter 2. In
the following, the focus is set on the pumping principles of the two systems, which
are connected to the tritium loop system (see figure 3.1).
3.1. Differential Pumping Section
The first part of the KATRIN transport section is designed to reduce the tritium flow
from the WGTS by five orders of magnitude. With a total length of 6.5m, the DPS
consists of five approximately 1m long beam tube elements. Six pump ports (PP0-
PP5) connect the single beam tube elements and can be approximated by cylinders
with a diameter of 322mm and a height of 715mm. The DPS beamline builds a
chicane with each beam tube element tilted by 20◦ against each other [Jan15, Hac17].
While two Leybold MAG-W 2800 turbomolecular pumps (TMPs) are installed on
PP0, the pump ports 1-4 have only one. With these TMPs a pressure of 10−10mbar
can be reached [Vaca], while the pumping speed for tritium can be estimated to
2400 ` s−1 [Mal07]. Furthermore, forepumps are installed behind the TMPs for evac-
uating the beam tube in case of pressures larger than 1mbar. The pumped out
tritium is transferred to the tritium recovery and will be cleaned by an isotrope
separation. Afterwards it is filled back in the inner loop buffer vessel (see figure 3.1
and section 2.2.1).
As the DPS magnets produce a magnetic field up to 5.5T, the TMPs have to be
surrounded by a magnetic shield. Otherwise, the magnetic field can overheat the
TMP by induced eddy currents [Jan15].
The simulation of the tritium retention factor is described in section 4.2 and the
results of first commissioning measurements are discussed in section 5.1.1.
3.2. Cryogenic Pumping Section
The second part of the KATRIN transport section is the cryogenic pumping section
(CPS). The CPS has to reduce the tritium flow from the DPS by additional seven
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Figure 3.1.: Setup of the KATRIN loop system. The tritium, which is pumped out
in the several components except the CPS by TMPs is transferred back into
the buffer vessel. During this process, the tritium fraction in the pumped out
gas has to be separated from other hydrogen isotopologues and gases. The
injection process into the WGTS is described in section 2.2.1. For the CPS,
in which the adsorbed tritium is purged out with helium after a regeneration
of the argon frost layer, the tritium is taken to the central tritium retention
system.
orders of magnitude. In order to fulfill this task, an argon frost layer is prepared
in the beam tube sections 2-5 (see figure 2.5) and kept at a temperature of 3K.
Therefore, incoming tritium is adsorbed on the frost layer by cryosorption. After
60 days corresponding to an accumulated activity of 1Ci, the argon frost layer
is regenerated and a new one is prepared. In the following, an introduction in
the principle of cryosorption is given with the focus set on argon as an adsorbent.
Afterwards, the setup of the CPS is described before the necessary processes of the
argon frost preparation are explained.
3.2.1. Adsorption on cold surfaces
The CPS uses the principle of cryosorption, which refers to a gas particle, which is
bound to a highly porous adsorbent at a low temperature by van der Waals forces.
By this definition a coverage [Hae81]
a = Nadsorbate
Nadsorbent
, (3.1)
with the number of particles in adsorbate Nadsorbate, and in adsorbent Nadsorbent
respectively.
Gaseous adsorbents can have higher characteristic temperatures (e.g. melting point,
vapor pressure curve) than the gases, which should be pumped due to the high
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intermediate forces between each other [Hae81]. In such a case, they are called as a
cryo-deposit. This enables the pumping of hydrogen isotopologues for example with
an argon cryo-deposit. In the CPS, argon is used because it has several advantages:
• It is a noble gas and does therefore not react with tritium or any other adsor-
bate.
• The heat transfer between the adsorbent and the surface is good.
• Very clean argon can be used for the preparation process.
• The gas can be removed after a certain time and a new layer can be prepared.
In the following, the properties for an argon adsorbent are described.
3.2.1.1. Argon properties as a cryo-stat
Solid argon crystallizes in a face-centred cubic (fcc) lattice [DJ57]. By assuming
spherical atoms, the binding forces are defined by the Lennard-Jones potential [DJ57]
Φ(r) = A
r12
+ B
r6
, (3.2)
with the characteristic constants A and B. Octahedral (111) and cubic (100) growth
faces can occur when the interaction between the first next neighbors in the crystal
is dominant [KS52, Hae81].
Measurements by Abe and Schulze studied the dependence of the capacity on the
preparation temperature for hydrogen on noble gas frost layers [AS79]. For argon,
a maximum monolayer adsorption capacity of 60 mmolH2/molAr has been found at a
preparation temperature of 5.5K. For higher temperatures, the capacity decreases
for example, at 15K it is only one third of the maximum value. Furthermore, the
layer density was investigated, which starts to decrease at 20K (approximately 25%
of the argon triple point of 83.8058K [KKL+17]). The density increases linearly in
the range from 5K to 10K, resulting in an increase of the adsorbing area and higher
porosity for lower temperatures [AS79].
Nepjika, Rabin, and Schulze performed atomic force microscopy measurements in or-
der to investigate the layer thickness of argon for different low temperatures [NRS05].
The results showed that the morphology is nearly constant for layer thicknesses
larger than 150 nm, if the preparation temperature is fixed (for example at 5K).
Furthermore, they observed a significant number of pores on the argon surface, with
an increasing size for lower temperatures. At a temperature of 5K, the maximum
size of 65 nm is reached [NRS05]. This effect has a positive impact on the pumping
efficiency as the effective surface A0 increases by formation of pores [AS79].
The effective surface is defined by
A0 = a0 · F · Nads
Mads
, (3.3)
with the required space for one particle F = 1.225× 1021 m2 (for hydrogen [Hae81]),
the monolayer capacity a0, the number of adsorbed particles Nads, and the mo-
lar mass Mads. Using the specific numbers for argon, A0 can be determined for a
temperature of 6K (in this case a0 = 58 mmolH2/molAr [Hae81]):
A0 = 1.38× 105 m2 kg−1 . (3.4)
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The effective surface is correlated with the mean crystal size δ by [Hae81]
δ = 6
A0ρ
. (3.5)
This equation is valid if the condensate is assumed to be cubic with an edge length
δ. ρ is the temperature dependent density of the cryodeposit, which is correlated
with the porosity Φ by
Φ = 1− ρ
ρ0
, (3.6)
with the particle density ρ0.
With this information, the capacity of an argon frost layer can be calculated for
a hydrogen adsorbate. Using the argon density at 6K of ρ0 = 1.77 g cm−3, the
molar mass of argon MAr = 39.948 g mol−1, and a porosity of 15%, the desired
layer thickness δ in dependence of the number of adsorbed particles Na˚ds can be
determined. For δ = 1 µm, the total number of adsorbed hydrogen molecules can
be 5.61 · 1020 corresponding to an inventory of 60Ci tritium. However, the last
calculation is only valid if tritium acts similar to hydrogen.
3.2.2. Hydrogen on frozen argon layer
Hydrogen molecules have a diameter of 0.293mm [JOHW55], which is smaller than
the distance between next neighbors on an argon crystal (0.37 nm [Zem65]). There-
fore, the adsorbed hydrogen will presumably take the place at a free lattice spot. If
it is a (100) face, the hydrogen will have either 5 or 8 next neighbors, if it is a (111)
face, there are 5 or 9 next neighbors possible. Consequently, the binding energy φ
for hydrogen varies depending on the neighbor numbers. For the calculation of the
binding energy of each pair, the sublimation enthalpy ∆H for the adsorbate and
adsorbent have to be known [KS52]
φ ·NA = 16 (∆Hadsorbate ·∆Hadsorbent)
1
2 . (3.7)
Using the Avogadro constant NA, the binding energy for one hydrogen molecule and
one argon atom is given by 440 Jmol−1 [BLS+72]. This value has to be multiplied
with the number of neighbors depending on the face.
This leads to large uncertainties, which lead to large uncertainties in the argon frost
pump performance. Therefore, the binding energies calculated with equation (3.7)
have to treated carefully. The TRAP experiment was performed to test the KATRIN
CPS setup [EBB+08, Eic09]. The results revealed a binding energy of approximately
1400 Jmol−1 for deuterium on an argon frost layer [Eic09].
3.2.3. Kinematics for adsorption and desorption processes
For cryo pumps, the rates of adsorption and desorption play a crucial role to specify
their performance. Both are strongly dependent on the temperature. For a non-
radioactive adsorbent, the rate of adsorption jads can be described by [Kos12]
jads =
1√
2pikB
· α · p√
Tgas ·M
, (3.8)
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with the partial pressure p, the Boltzmann constant kB, the temperature and cov-
erage dependent sticking coefficient α, the gas temperature Tgas, and the molecular
mass M of the gas. For hydrogen adsorbing on an argon frost layer, the sticking
coefficient was found to be 0.7 at a temperature of 4.2K [Hae81].
The desorption rate is given by [Eic09, Kos12]
dNdes
dt =
Nads
A
· ν · exp
(
−Edes
RT
)
, (3.9)
with the number of adsorbed particles Nads, the cryo-surface A at temperature T , the
desorption energy Edes, and the universal gas constant R. ν ≈ 1013 Hz corresponds
to the solid state vibration frequencies with which the adsorbed particles vibrate.
From equation (3.9), the mean sojourn time τdes can be defined [Jou08]
τdes =
1
ν
· exp
(
Edes
RT
)
= τ0 · exp
(
Edes
RT
)
. (3.10)
In order to attain a sufficient tritium retention in the CPS, τdes has to be significantly
larger than 5× 106 s (corresponding to a nominal 60 d operation of the argon frost
layer).
For radioactive adsorbates, the influence of radioactive decays inside of the adsor-
bents have to be taken into account. Additionally, the decay can cause other atoms
in its vicinity to desorb. In the following, tritium is used as a radioactive adsorbate.
Depending on the surface coverage s, the amount of desorbed tritium η(s) from a
single β-decay inside the argon frost layer can be described by [Mal08]:
η(s) = ηmax · s
s+ sm
. (3.11)
ηmax is the upper limit for the desorption yield and sm is the kink between the linear
rise and the plateau where η(s) reaches saturation [Mal08]. From reference [Mal08],
the values for ηmax = 103 T2/decay and for sm ≈ 4× 1014 T2 cm−2 can be estimated.
Considering this effect, the differential equation (3.9) is now described by
dN
dt = −N ·
( 1
τdes
+ σ · η(s) · λT
)
, (3.12)
with the decay constant λT. The variable σ describes the number of tritium atoms in
the adsorbate (for H2: σ = 0, HT: σ = 1, T2: σ = 2, ...). Similar to equation (3.10),
a new effective time constant τeff can be defined
τeff =
( 1
τdes
+ σ · η(s) · λT
)−1
. (3.13)
Therefore, the desorption time cannot be arbitrarily increased by reducing the tem-
perature since τeff will converge to a limit defined by the second term.
3.2.4. Setup of the cryogenic pumping section
The cryogenic pumping section has to reduce the neutral tritium flow by at least
seven orders of magnitude. In order to fulfill this task, an efficient preparation of the
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argon frost layer is important. Additionally the CPS cryostat has to fulfill several
tasks, which are described in the following.
In beam tube elements 2-5, a total number of 307 fins are installed increasing the in-
ner surface to 2.536m2. Therefore, the average number of adsorptions for a particle
migrating through the cold trap is increased. Simultaneously, the surface coverage
and the influence on the sticking coefficient are decreased. For the frost layer prepa-
ration, the beam tube elements 2-4 are equipped with three 85 cm long capillaries
with 23 orifices (see section 3.2.5). After 60 d of tritium operation, the argon frost
layer is regenerated corresponding to an accumulated activity of up to 1Ci with a
surface coverage smaller than 1% (see section 3.2.5.6) [Jan15].
The cold trap is cooled down to 3K to increase the mean sojourn time (compare
equation (3.10)). In order to achieve 3K, the CPS consists of a dedicated, multi-
stage cooling system (compare to figure 2.5):
• Liquid nitrogen cooling: The cold nitrogen circuit cools down the outer
radiation shield to a temperature of 77K. The outer radiation shield reduces
the heat load on the magnet coils operated at 4.5K and the cold trap. Fur-
thermore, beam tube sections 1,6, and 7 are cooled by the liquid nitrogen. The
flow through each section and the radiation shield is regulated separately by
an regulation valve. Depending on the temperature of the segments, the valve
position is adjusted automatically. At the end of the circuit, the nitrogen flows
into an 11 ` vessel, operated at a filling level of 40%. In total, a capacity of
25 ` of nitrogen is inside the cooling circuit, provided by a transfer line1.
• 4.5K Helium cooling: The 4.5K circuit provides cooling power for a helium
shield, the cold gate valve, the magnet coils, and the 3K cooling (see next
item). The flow through the different parts can be controlled via regulation
valves. Due to the large volume which has to be cooled, a 1300 ` vessel is
installed storing the liquid helium at a nominal level of 60%. Similar to the
nitrogen cooling, the helium is constantly supplied by the transfer line with a
mass flow of 4 g s−1 (at 4.5 bar).
• 3K Helium cooling: For the 3K cooling of the cold trap, a second ves-
sel is installed, in which the pressure is pumped down. A Leybold DRYVAC
DV 650 S pump with a maximum pumping speed of 650m3 h−1 holds a pres-
sure of 0.24 bar inside the 15 ` vessel. With this setup a mass flow of 0.5 g s−1
(at 2.5 bar) is achieved running through the cooling loop of the CPS cold
trap. This is necessary because the nominal boiling temperature of helium
is 4.22K [MS59]. Due to the pumping, some helium atoms will boil lead-
ing to a first order phase transition. This process can be described by the
Clausius–Clapeyron relation
dp
dT =
L
∆V · T , (3.14)
with the pressure p, the temperature T , the specific latent heat L, and the
specific volume change ∆V . In order to prevent a too high loss of helium due
to vaporisation, only the small volume of the second vessel is pumped down.
Additionally, a heat exchanger is installed cooling the 4.5K circuit down to
3K.
1The transfer line provides the WGTS and CPS with helium and nitrogen.
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Figure 3.2.: Piping and instrumentation (P&I) diagram of argon inlet system.
Shown is the process flow diagram with its different components. The main
parts are described in the text.
The temperature is the important parameter of the pumping efficiency. Therefore,
24 temperature sensors monitor the temperature in the different beam tube sections.
In the cold trap and around the cold gate valve, 14 rhodium iron sensors (RFY in
figure E.3) are installed, which are sensitive for temperatures between 1 and 500K.
The other sensors are made of platinum (PT100) specified for temperatures above
30K. The exact position of the sensors can be seen in figure E.3.
3.2.5. Argon frost preparation
3.2.5.1. Argon inlet system
The argon inlet system needs to fulfill the requirements for the preparation process
of the cold layer. In figure 3.2 the setup is shown in a process flow diagram. The
main parts are the 4 ` buffer vessel and a manifold, which is pressure stabilized and
distributes argon into the nine capillaries. The pressure stabilization is realized by a
control valve VAI-00108, which is regulated by the pressure in the manifold. Com-
bining the read-out of the buffer vessel pressure together with its volume reveals the
inserted argon amount into the cold trap. The pressure has to be between 100mbar
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Figure 3.3.: Experimental set-up for buffer vessel volume measurement. The
calibrated volume, a manual valve, and a Ceravac CTR 100 N pressure sen-
sor are connected between the valves VMO-00153 and VAO-00101. Within
this setup the effective volume of the buffer vessel is measured.
and 950mbar preventing both a too low and high flow rate into the cold trap. In
order to avoid freezing of argon, the argon capillaries are heated up to 75K. If
the temperature drops below 70K the preparation process is stopped automatically.
Another interlock is triggered by the temperature of the cold trap, which has to be
colder than 10K. The buffer vessel can be evacuated via a turbo molecular pump,
which is used before and after the preparation.
3.2.5.2. Buffer vessel volume
Since the volume of the buffer vessel Vbuf plays a crucial rule for the insertion of the
right argon pV amount into the cold trap, a dedicated measurement was performed.
The defined volume does not only include the buffer vessel itself but also the piping
to the closed valves during the begin of preparation. Therefore, a reference volume
Vref = (6332.501± 22.164) m` and a pressure gauge (Ceravac CTR 100 N ) were
connected between the argon bottle and the valve VAO-00101 to the buffer vessel.
This reference volume was filled with argon to a pressure of p0 = 300 mbar while
the rest of the setup was evacuated. By opening the manual valve to the volume
between reference volume and buffer vessel (see figure 3.3), the pressure dropped to
p1 enabling the determination of the intermediate volume Vint. Afterwards the valve
VAO-00101 to the buffer vessel was opened, which again led to a pressure drop to
p2. This procedure was repeated two times.
The buffer vessel volume can be calculated by the ideal gas law assuming a constant
temperature during the measurement time of 2min
p0 · Vref = p1 · (Vref + Vint) = p2 · (Vref + Vint + Vbuf) , (3.15)
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with the pressure p1 (p2) after opening the manual valve (VAO-00101 ). Solving the
first equation for Vint and apply it for the second one leads to
Vbuf = p0 ·
(
1
p2
− 1
p1
)
· Vref (3.16)
With the measured values (see appendix A) together with an uncertainty of 0.2%
of the pressure reading given by the manufacturer [Ley18] the buffer vessel volume
can be calculated
Vbuf = (4254.7± 17.5) m` . (3.17)
3.2.5.3. Conductances of argon capillaries
In order to compose a preparation procedure, the differing conductances of the nine
argon capillaries have to be measured at nominal conditions. A measurement with
the CPS at room temperature has been done in [Röt16], but due to the strong
correlation between conductance and temperature a repetition is necessary.
Therefore the following settings were used:
• cold trap temperature at 6K,
• the heaters installed at the argon capillary to a target temperature between
75K and 77K,
• pressure in the manifold to 2mbar.
At the beginning of each individual measurement, the buffer vessel was filled to a
pressure of 895.1mbar while the other parts of the argon inlet system were evacuated.
Afterwards valve VAO-00106 was opened so that the manifold was filled to a pressure
of pin = 2 mbar. One valve of an argon capillary was opened until the pressure in the
buffer vessel dropped by ∆p = 5 mbar measuring the required time. This procedure
was repeated three times for each capillary. With the averaged measured time t¯i the
conductance can be calculated by
Ci =
qpV,i
p
= ∆p · V
t¯i
· 1
pin
. (3.18)
For the determination of the uncertainties the Gaussian error propagation is used
applying
• 0.12% for σ(∆p), [MI18]
• 30.24m` for σV ,
• the standard deviation of the three measured times for σ(t¯i),
• 1% for σ(pin) [MIb].
The results are listed in Tab. 3.1. The conductances deviate from their mean value
by a maximum of 12%, which has to be considered at the preparation process.
47
48 3. Pumping Sections
Table 3.1.: Conductances of argon capillaries. Measured conductances of the nine
argon capillaries with their appendant uncertainties.
Capillary Conductance in m` s−1 Conductance uncertainty in m` s−1
1 55.0 1.7
2 57.2 2.9
3 60.7 3.0
4 61.6 0.8
5 55.7 2.7
6 67.5 1.7
7 60.4 1.5
8 58.0 2.7
9 66.8 1.0
3.2.5.4. Amount of argon needed for argon frost preparation
The required amount of argon needed for the preparation can be calculated by using
the precondition of a layer thickness of δ = 3 µm [Jan15]. For the calculation the
following values are used
• inner beam tube surface of elements 2-4: A = 2.197 m2
• molar mass of argon: MAr = 39.948 g mol−1
• density of argon at 6K: ρ0 ≈ 1.77 g cm−3 [Hae81]
• porosity: Φ = 0.15
With equation (3.6), the required argon mass can be determined as
m = (1− Φ) · ρ0 · δ · A = 9.92 g (3.19)
Using the ideal gas law, the mass can be converted into a pV amount (the buffer
vessel is at room temperature T = 293 K)
pV = m ·NA · kB · T
MAr
= 6042 mbar ` . (3.20)
With a maximum buffer vessel pressure of 950mbar, the necessary pV amount can
not be stored. Therefore, the buffer vessel has to be refilled one time during the
preparation process.
3.2.5.5. Preparation procedure
For the argon frost preparation, the buffer vessel is filled to a pressure of 925mbar
and the beam tube temperature of sections 2-5 is warmed up to 6K. When these
starting conditions are fulfilled, the valves to the nine capillaries are opened simul-
taneously. The valves close automatically after reaching a specific pressure so that
the same amount of argon is injected through each capillary. The buffer vessel vol-
ume (see section 3.2.5.2) and the conductance measurement of section 3.2.5.3 were
used for the calculation. The pressures to the corresponding capillaries are listed in
table 3.2 (compare figure 3.2). When all valves are closed, the procedure is repeated
for one time. Finally, the cold trap temperature is cooled down to 3K.
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Table 3.2.: Argon preparation pressures. The pressure values at which the valve to
the corresponding capillary is closed are listed.
capillary pressure in mbar
1 220
2 232
3 258
4 236
5 214
6 281
7 222
8 215
9 262
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Figure 3.4.: Helium purging. The pressure in the 506 ` buffer vessel and the temper-
ature in beam tube 3 is plotted over time during helium purging.
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3.2.5.6. Helium purging
After 60 d of operation, an accumulated activity of 1Curie is stored on the cold
trap. In order to prevent tritium from further migrating and eventually reaching
the spectrometer section, the argon frost layer is regenerated. Therefore, a helium
purging and pumping system is connected to the CPS. During purging the valve
between DPS and CPS, and the cold gate valve are closed. While helium is injected
via a stable flow of 1000 sccm into beam tube section 5, the gas is pumped into
a 506 ` buffer vessel at DPS-PP5 and CPS-PP1. Simultaneously, the cold trap
temperature is warmed up to 80K using heaters installed at each beam tube section
and closing the valve from the 4.5K vessel to the beam tube cooling pipe. When
the buffer vessel pressure reaches 500mbar, the valve VAO-85170 to beam tube 5 is
closed automatically. As a result the heating has to be controlled so that during the
end of the process the beam tube temperature is at 80K. This is realized by four
different slopes in certain temperature regimes, which can be seen in figure 3.4. The
slopes originate from the power of the beam tube heater; for a temperature lower
than 40K a short-time switch-on leads to a high rise of the beam tube temperature.
For higher temperatures, it is important to have a smaller gradient because in this
case the temperature discrepancies inside the cold trap become larger. With smaller
gradients these temporary colder beam tube areas have more time to warm up.
At the end of the helium injection the turbo molecular pump connected to CPS-
PP1 (see appendix C.1) is turned on. When a pressure inside the beam tube below
10−6mbar is reached, the beam tube will be cooled down to 3K again.
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4. Simulations of reduction factors
Simulations play an important role for comparing measurement results with pre-
dictions. In case of the KATRIN source and transport section (STS), the gas flow
changes from laminar flow of the tritium injection into the WGTS to molecular
flow at the end of the WGTS. In order to investigate the performance of the DPS
and CPS, especially the retention of neutral tritium, molecular flow simulations are
performed. Since the pressure gauges cannot be installed close to the beam line,
the measured pressure does not directly convert into a reduction factor. Dedicated
simulations are needed to derive the reduction factor from the measured pressure
ratio.
In section 4.1 the simulation programs are described, which are used to simulate
the reduction by the differential pumping section (section 4.2) and by the cryogenic
pumping section (section 4.3).
4.1. Simulation programs
Two simulation programs, MolFlow+ and COMSOL Multiphysics®, are used when
simulating the reduction factor of the DPS and CPS. In the following both programs
are shortly described.
4.1.1. MolFlow+
MolFlow+ is a test particle Monte Carlo tracking software developed for the molecu-
lar flow regime at CERN [KA14]. The geometry of a model is composed of so-called
facets, which are flat polygons combined to a mesh that represents the 3-d surface
of the vacuum chamber. To each facet physical parameters can be assigned, such
as the sticking probability, for impinging gas molecules, the temperature of the sur-
face, its opacity, and the type of reflection (diffuse or specular). Furthermore, a
facet defined as a desorbing surface, represents the starting point of simulated par-
ticle trajectories. Each facet has three counters, which are incremented each time
a particle desorbs (Ndes), hits the facet (Nhit), or is adsorbed (Nads). If a particle
is absorbed, the simulation of the particles trajectory stops. In order to include a
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pump, the corresponding sticking coefficient has to be chosen. For the simulations
performed within this chapter, Knudsen’s cosine law is used describing diffuse re-
flections. The velocity after scattering of a particle at a wall is calculated assuming
a total thermalization using Maxwell’s velocity distribution.
In summary, MolFlow+ is an efficient tool to determine effective pumping speeds,
conductances, and pressure distributions in the molecular flow regime.
4.1.2. COMSOL Multiphysics
COMSOL Multiphysics® is a commercial simulation software package, which uses
the finite element method in order to solve physical problems. There are several
modules available, each implies the physical environment for a particular physical
field. The decision which one to use (one or more), has to be made first; within
this work the heat transfer module is applied to investigate the CPS’s cold trap
temperature distribution. With the implementation of a 2D or 3D geometry either
built in COMSOL Multiphysics® or imported from a CAD file, the corresponding
materials (with all their physical properties) can be chosen. In the heat transfer
module, initial temperature values have to be defined. With the addition of heat
sources, e.g. via radiation, different effects can be taken into account. After all basic
physical conditions are specified, a mesh has to be defined for the geometry of each
component. With the mesh, the geometry is simplified for example by triangular
shapes. This step has an impact on the computation time and accuracy of the
simulation results. In general, a triangular mesh is used.
COMSOL Multiphysics® offers the possibility to make either a stationary or a time-
independent simulation. In this chapter only stationary simulations were performed,
since the CPS conditions are stable during nominal KATRIN operation.
4.2. DPS reduction factor simulation
In order to simulate the DPS reduction factor the beamline geometry has been
imported from the CAD model into MolFlow+, as shown in figure 4.1. It contains
about 19000 facets and includes the downstream end of the WGTS. Inside the beam
tube, the dipole and blocking electrodes are included since they affect the tritium
flow.
The trajectory of a particle ends when it is either pumped out by one of the six
TMPs, it hits the valve V2, or it is backscattered into the WGTS reaching the last
WGTS pump port. For the last two cases, a sticking coefficient α = 1 is assigned
to the corresponding surfaces, since the probability for a particle which enters the
WGTS or the CPS to be pumped away is assumed to be close to 1. This setup
allows a proper connection condition for the CPS MolFlow+ simulation discussed
in section 4.3.2. The pumping speed of the TURBOVAC MAG W 2800 can be
transformed into a sticking probability α = 0.252 (for M = 6 g mol−1) by using an
empirical model by Malyshev [Mal07] (see appendix D). An uncertainty of 20% is
assumed for the model.
Simulating the DPS geometry in one process is very time consuming. In order to
avoid long simulation times, the geometry is subdivided into several parts, which
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Figure 4.1.: Model for DPS MolFlow+ simulation. The DPS beam tube is split
into four different parts, which are marked below. All the six TMPs, the
virtual facets G1-G4 used for the reduction factor calculation, and the two
valves E0 (corresponds to V1) and V2 are labeled [FRS+19].
Table 4.1.: DPS tritium reduction factor simulation. Results of the DPS gas flow
simulation with MolFlow+ for tritium.
Part Desorption Inlet & outlet Inlet counts Outlet counts
1 E0 E0 & G2 36901582 466310
2 G1 G2 & G3 3385527 342948
3 G2 G3 & G4 809346 82173
4 G3 G4 & V2 2142160 104502
are simulated independently. This results in higher statistics (more hits) for the
downstream end of the DPS [Jan15]. For the calculation of the total DPS reduction
factor, the simulated results of the individual parts are combined to
Rtot = R1 ·R2 ·R3 ·R4
=
(
Ndes,E0
Nhit,G2
)
part 1
·
(
Nhit,G2
Nhit,G3
)
part 2
·
(
Nhit,G3
Nhit,G4
)
part 3
·
(
Nhit,G4
Nads,V2
)
part 4
.
(4.1)
HereNdes,E0 denotes the number of desorbed particles from E0, whileNads,V2 accounts
for the adsorbed particles on V2. In the brackets Nhit,G2−4 correspond to the number
of hits on the facet separating the particular simulation part. In order to have a
comparable forward-pointed velocity distribution to a single-pass simulation, the
particles were started at G1−3 from the preceding beam tube part using the cosine
law. Under this condition, the factorization of the reduction in equation (4.1) is
allowed.
With the results given in table 4.1, the DPS reduction factor is calculated using
equation (4.1)
RT2 = (1.577± 0.008stat.)× 105 . (4.2)
For the statistical uncertainty of each ratio in equation (4.1) binomial statistics
is used. In order to tackle the high systematic uncertainty for the TMP sticking
coefficient, a simulation with a 20% reduced pumping probability was performed.
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Table 4.2.: DPS deuterium reduction factor simulation. Results of the DPS gas
flow simulation with MolFlow+ for deuterium.
Part Desorption Inlet & outlet Inlet counts Outlet counts
1 E0 E0 & G2 3093804 590269
2 G1 G2 & G3 3357767 385326
3 G2 G3 & G4 1761579 202524
4 G3 G4 & V2 3142989 152250
The reduction factor is thereby reduced to
RlowerT2 = (8.99± 0.05stat.)× 104 . (4.3)
Even for the lower limit, the simulated reduction factor is close to the requirement
of 105.
Since deuterium is used for commissioning measurements, new simulations had to
be performed with the different sticking coefficient for the TMP. The pumping speed
of the MAG W2800 for deuterium is given by
CD2 = 255 ` s−1 , (4.4)
which corresponds to αD2 = 0.195.
The results are listed in table 4.2. Therefore, the reduction factor
RD2 = (8.20± 0.03)× 104 (4.5)
is smaller than the one for tritium.
In order to measure a reduction factor, the pressure gauges at the DPS pump ports
are used. Since they are not located at the beginning (V1) and the end (V2) of the
DPS beam tube, two ad-hoc factors kPP1/PP2,D2 and kPP1/PP3,D2 have to be introduced
to calculate the DPS reduction factor from the observed pressure ratio
RD2 = kPP1/PP2,D2 ·
pPP1
pPP2
= kPP1/PP3,D2 ·
pPP1
pPP3
(4.6)
Therefore, the pressures at the facets corresponding to the location of the pressure
gauges have to be evaluated. Using the linear relation of the pressure and the number
of hits divided by the surface area [KA14], the ad-hoc factors yield
kPP1/PP2,D2 = 9500± 3000 , (4.7)
and
kPP1/PP3,D2 = 200± 80 . (4.8)
The uncertainties are large due to the limited statics. With these ad-hoc factors
the measurement discussed in section 5.1.1 can be analyzed but have to be treated
carefully because of the uncertainty.
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Figure 4.2.: Temperature values of CPS cold trap. The measured values of the
cold trap temperature sensors are plotted over their position for both the
3K and 4.5K cooling. At the bottom a CAD drawing of the cold trap
is shown, which is connected with the measured temperatures. The cones
referred to in the text are the copper plated parts in between the sections.
4.3. CPS reduction factor simulations
For the second part of the transport and pumping section, the requirements for
a reduction factor simulation are more complex, since it has to take into account
additional desorption processes. In order to calculate the mean sojourn time (see
equation (3.10)) of an absorbed particle on a cold surface, the temperature of the
beam tube has to be known. Therefore a simulation with COMSOL Multiphysics®
was performed as shown in section 4.3.1. Using these parameters as input, MolFlow+
simulations are performed. In order to take thermal desorptions into account, a slic-
ing method was developed, which will be described in section 4.3.2. In section 4.3.3
a semi-analytical tracking model is used to include desorption from tritium β-decays
inside the CPS beam tube.
4.3.1. Cold trap temperature simulation
The measured temperature values after the first cool-down of the CPS showed that
no temperature sensors attached to beam tube elements 2-5 did reach the nominal
temperature of 3K. The measured data is shown in figure 4.2 for the 3K and the
4.5K cooling. At beam tube section 3 two temperature sensors reach a minimum
close to 3.4K if the 3K cooling is activated. All sensors located at the cones connect-
ing the beam tube sections show a temperature higher than the ones in the middle of
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Figure 4.3.: Schematic drawing of the imported cold trap model. In gold the two
radiation shields can be seen, which are located in between the surrounding
magnet housing and the beam tube of each section. In the zoom A and B,
the different orientation of the bolts connecting to the beam tube in case of
sections 2-4 and to the magnetic coil in case of section 5 are displayed. This
figure is taken from [Sch17].
the beam tube. The only exception is beam tube section 5, where the temperature
is around 8K. The deviation of the set point and the actual temperatures for both
3K and 4.5K cooling are correlated for each sensor, which indicates that there has
to be a relation with the position on the beam tube.
Since the temperature has a strong influence on the desorption time (see equa-
tion (3.10)), a study of the temperature profile is important for the simulations
of the CPS reduction factor. With the commercial simulation program COMSOL
Multiphysics® a detailed analysis of the temperature distribution was made using
the heat transfer module.
In figure 4.3 the model of the cold trap is shown. In order to improve the calculation
efficiency, some parts of the real set-up were omitted in the model, for example the
heating belt since their influence on the outcome of the temperature distribution is
negligible. Therefore, only the magnetic coils 2–5, the inner radiation shields, the
3K cooling loop, which is connected to the beam tube, and the beam tube itself
have been included. The other parts which influence the temperature distribution
by radiation have been taken into account by setting an ambient temperature. This
assumes a uniform thermal black body radiation with a specific temperature from
parts where no geometry element is defined. Furthermore, the radiation was only
enabled between facets directly facing each other, which further reduced the calcu-
lation time. However, inside the beam tube, the radiation was turned off since it is
only a minor effect compared to the heat load, which comes from the outer regions.
The following fixed settings were used:
i) The cooling loop around the beam tube was set to 3K.
ii) The surface of the magnetic coils is at 4.5K.
iii) The temperature at the beginning of the CPS beam tube section was set to
77K.
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iv) The cold gate valve was assumed to be closed with a temperature of 8K.
v) Emissivity, specific heat, and thermal conductivity were set to the respective
material properties.
During the simulations, the ambient temperature was adjusted minimizing the tem-
perature difference between measurement and simulation. Another reference point
was the temperature of the inner radiation shield of section 3, which is equipped with
an additional temperature sensor. This sensor measured an extrapolated value of
about 27K1. Since the inner radiation shields are not actively cooled, but connected
to the beam tube (in case of section 2-4), they directly indicate the temperature that
is reached in thermal equilibrium with the surrounding radiating surfaces. If the tem-
perature of the surrounding helium shield (13K on average) is assumed as ambient
temperature, the result is a uniform temperature distribution of 3K, which is in
contradiction with the measured values. In order to adjust the simulation tempera-
ture of the radiation shield, the ambient temperature was increased to 71K to 87K
depending on the beam tube section [Sch17].
In figure 4.4, the final result of the simulation can be seen. The deviations are smaller
for the sensors which are located in the middle of the beam tube where radiation
has less impact. Since these are also the points with the lowest temperature, and
therefore, a higher desorption time they dominate the tritium retention efficiency.
It is important to describe these sections most accurately. Especially for the beam
tube sections 2-4 the simulations are in very good agreement with the measured
data, while at beam tube 5 the deviations are larger. A possible explanation for
this behavior is that after a repair during the manufacturing of the CPS a 180mm
stretch of the cooling loop was not properly brazed to the beam tube resulting
in an unpredictable thermal contact. In general, the simulation shows that the
temperature of those parts close to the cooling loop of the beam tube can reach
the nominal temperature of 3K, while further away the temperature increases. For
parts with narrow windings of the cooling loop (for example at the end of beam tube
section 2), the temperature is more homogeneous. The influence of connecting bolts
of the radiation shields can be seen as hot spots at beam tube sections 2-4. However,
their influence is negligible compared to the heat load, which results from radiation
at the bellows. The thermal radiation looks through a gap between the magnetic
coils and the corresponding inner radiation shields. The origin of the dominant
radiation are the pump ports, which are only partly cooled by nitrogen. The power
radiated from a surface is proportional to T 4 according to the Stefan-Boltzmann
law. Therefore, a temperature in the range of 80K represents a major heat load.
Another point which confirms this hypothesis is the influence of the state of cold
gate valve V3. With V3 closed the temperature at beam tube 5 decreases by about
3K because V3 is cooled to a temperature of about 7K. When V3 is open, the
radiation from beam tube 6 at 70K dominates the heat load.
In retrospect, a better solution would have been to install denser windings over the
whole beam tube to decrease the temperature inhomogeneities. With the present
set-up, the sections with the highest pumping efficiencies will be in the middle of
beam tubes. In order to investigate the influence of the temperature profile on the
1The temperature sensor is only specified down to 30K; however, the measured resistance was
extrapolated linearly to 27K.
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Figure 4.4.: Temperature deviation between measurement and simulation. The
upper plot shows the temperature difference between measurement and sim-
ulation for the corresponding sensor. The error bars indicate the temper-
ature uncertainty at the locations (which are partly caused by the sensor
housing). For each sensor a line connects the associated value to the loca-
tion on the temperature distribution of the beamline shown on the bottom
plot [FRS+19].
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Figure 4.5.: MolFlow+ model for CPS simulation. The 7 CPS beam tube sections
(1-7) are combined into four parts. They connect valve V2 at the end of
the DPS and valve V4 at the pre-spectrometer. The cold gate valve V3
marks the end of the cold trap (beam tube section 2-5). The pump ports
(CPS-PP1/2) contain vacuum gauges. The connecting beam tube element
of the DPS between DPS-PP4 and V2 is also part of the model. In the
enlargement, the geometry of two of the 107 segments is shown. In general,
a segment consists of 4 fins. The virtual facets Hi separate the different
beam tube sections. The figure is adapted from [FRS+19].
reduction factor, the simulated temperature values are used in the following vacuum
simulations.
4.3.2. MolFlow+ simulation
The first simulation of the CPS reduction factor was performed with MolFlow+. In
contrast to the DPS simulation, for the cold trap not only adsorption has to be taken
into account but also the desorption of tritium after a mean sojourn time defined
by equation (3.10). Since the desorption rate depends on the surface density of the
tritium, the cold CPS beam tube sections (figure 4.5, sections 1-5) were subdivided
into 102 segments with a length of 3.2 cm each in the straight beam tube parts. The
cones at both ends of each section count as one segment each. For each segment, the
number of hits, adsorptions, and desorptions are counted. During commissioning
measurements the two TMPs at PP1 and PP2 were turned off. Their pumping
speed was not included in the simulation. Particles which are reflected back into
the DPS reaching the last DPS TMP are considered to be pumped out in the DPS-
PP4 and so a sticking coefficient of α = 1 is appointed there. This is in agreement
with the previous DPS simulation, where all particle tracks entering the CPS were
also terminated. If a particle enters the pre-spectrometer, it is also assumed to
be pumped away due to the high pumping speed of the NEG pumps for hydrogen
isotopologues compared to the conductance between cold trap and pre-spectrometer.
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Similar to the DPS simulation the geometry again was subdivided into four parts
reduce the simulation time. For all surfaces, except V2, V4, and the cold trap the
sticking coefficient is set to 0. Since the cold trap sticking coefficient is unknown,
several simulations were performed with α varying from 0.0 to 0.7 in 0.1 steps2.
A simulated particle track always started at V2 and stopped when the particle was
adsorbed. However, due to the thermal desorption (see equation (3.10)) the gas
diffuses towards the pre-spectrometer following the density gradients. Shortly after
starting a simulation with clean CPS walls, this results in a decreasing reduction
factor over time for a constant inlet flow from the DPS.
When dividing the cold trap into n = 102 segments, each segment is treated as an
individual cryo pump, where a particle can adsorb and redesorb. For more details
see reference [Fri17]. With this setup, the number of adsorbed particles Ai on the
corresponding surface i is defined by a coupled differential equation system
dAi(t)
dt = Φin · U
ads,i
des,V2 +
n∑
j=1
(
Aj(t)
τdes
· Uads,ides,j
)
− Ai(t)
τdes
. (4.9)
The first term accounts for the constant inlet flow Φin from the DPS multiplied with
the probability Uads,ides,V2 that a particle desorbing from V2 is adsorbed on segment i.
The second term describes the sum of adsorbed particles on i, which originate from
desorption off other segments j taking into account the amount of already adsorbed
particles on j. The last term accounts for the desorption off the surface i. Equivalent
to the decay probability λ = 1/τ of a radioactive decay, the desorption probability
per time is described by λ = 1/τdes.
The main task of the simulation is to get values for the desorption matrix
Uads,ides,j =
Nads,i
Ndes,j
, i ∈ [1,103] and j ∈ [0,102] (4.10)
and the hit matrix
V hit,ides,j =
Nhit,i
Ndes,j
, i ∈ [1,105] and j ∈ [0,102] (4.11)
which is proportional to the pressure. Both matrices U and V represent the prob-
ability for a desorbed particle from segment j to be adsorbed on respectively hits
segment i. While i and j include all 102 segments, there are some other surfaces
specified; V2 is defined as segment j = 0, V4 as segment i = 103, and two facets
i = 104 and i = 105 for the pressure gauges at CPS-PP1 and CPS-PP2. These
facets are needed for converting measured pressure ratios into a reduction factor.
Due to the long beam tube and huge reduction factor, a concatenation algorithm was
used similar to the DPS. This affects the calculation of V des,jads,i and U
des,j
ads,i probabilities
for desorptions by segments in part 1 corresponding to j ∈ [1,27]. Three different
cases have to be distinguished for j ∈ [1,27]:
i) The segments i and j are located in the same or in the neighboring beam tube
part implying:
Uads,ides,j =
Nads,i
Ndes,j
and V hit,ides,j =
Nhit,i
Ndes,j
.
2In case of a well prepared argon frost layer α = 0.7 holds.
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ii) The segments i and j are separated by exactly one beam tube part from the
virtual facet H3 implying:
Uads,ides,j =
Nhit,H3
Ndes,j
·
(
Nads,i
Nhit,H3
)
part 3
and
V hit,ides,j =
Nhit,H3
Ndes,j
·
(
Nhit,i
Nhit,H3
)
part 3
.
iii) The segments i and j are separated by exactly two beam tube parts with the
virtual facets H3 and H4 implying:
Uads,ides,j =
Nhit,H3
Ndes,j
·
(
Nhit,H4
Nhit,H3
)
part 3
·
(
Nads,i
Nhit,H4
)
part 4
and
V hit,ides,j =
Nhit,H3
Ndes,j
·
(
Nhit,H4
Nhit,H3
)
part 3
·
(
Nhit,i
Nhit,H4
)
part 4
.
Since another simulation approach, which is described in section 4.3.3 hint to a
dominant coverage in the first part of the cold trap3, the concatenation for j ∈
[28,102] has not been applied.
The coupled differential equations (4.9) can be integrated numerically with discrete
time steps ∆t using the Euler method. At the starting point t0 = 0, the stable gas
injection Φin into CPS starts at V2, with no particles in other parts of the system
(Ai(0) = 0). For the first iteration at t1 = ∆t, the first particles adsorbed on the
surface are emitted from V2
Ai(t1) = Φin ·∆t · Uads,ides,V2. (4.12)
After n steps at tn = n ·∆t the number of adsorbed particles on segment i ∈ [1,102]
is
Ai(tn) = Ai(tn−1) + Φin ·∆t · Uads,ides,V2
+
102∑
j=1
(
Aj(tn−1)
∆t
τdes
Uads,ides,j
)
− Ai(tn−1) ∆t
τdes
.
(4.13)
The first term is calculated by the iterative approach, starting with equation (4.12).
The constant gas inlet through V2 is considered in the second term. The third
term takes into account the amount of desorbed gas from segments j which depends
on the adsorbed amount of particles Aj(tn−1) one time step before, the desorption
rate 1/τdes, and the adsorption probability at segment i, Uads,ides,j . Finally, the particles
desorbed from segment i have to be subtracted.
In order to determine the reduction factor, the outlet flow has to be calculated first
by looking at the adsorptions of V4 (i = 103)
Φout =
A103(tn)− A103(tn−1)
∆t
= Φin · Uads,103des,V2 +
102∑
j=1
(
Aj(tn−1)
τdes
Uads,103des,j
)
.
(4.14)
This leads to the reduction factor
R(tn) =
Φin
Φout
= Φin
Φin · Uads,103des,V2 +
∑102
j=1
(
Aj(tn−1)
τdes
Uads,103des,j
) . (4.15)
3Therefore, the desorption of the other parts 2-4 is negligible.
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Since we measure the pressure ratio between PP1 and PP2, the simulated reduction
factor has to be related to a measured pressure ratio. According to reference [KA14]
the partial pressure pij on surface i caused by continuously desorbing gas from surface
j can be derived from
pij(t) =
4
c¯
qj(t)
Fi
Nhit,i
Ndes,j
= 4
c¯
Qj(t)
Fi
· V hit,ides,j , (4.16)
with the mean thermal velocity c¯, the gas flow into the chamber qj(t), and the area
of the segment Fi. In order to replace qj(t) with the particle flow Φj = Aj(t−1)/τdes, it
has to be multiplied with the Boltzmann constant kB and the temperature T . With
similar iterative approach as before, the pressure after t1 = ∆t is
pi(t1) =
4
c¯
Φin · kBT
Fi
· V hit,ides,V2 , (4.17)
For tn = n · ∆t, the desorptions from the other segments j have to be taken into
account
pi(tn) = pi(t1) +
102∑
j=1
pij
= pi(t1) +
102∑
j=1
(
4
c¯
Aj(tn−1) · kBT
Fi · τdes · V
hit,i
des,j
)
= 4 · kBT
c¯ · Fi
Φin · V hit,ides,V2 + 102∑
j=1
(
Aj(tn−1)
τdes
· V hit,ides,j
) .
(4.18)
With the pressure gauges located at CPS-PP1 (i = 104) and CPS-PP2 (i = 105)
the simulated pressure ratio of these two segments can be calculated
pPP1(tn)
pPP2(tn)
=
Φin · V hit,PP1des,V2 +∑102j=1 Aj(tn−1)τdes · V hit,PP1des,j
Φin · V hit,PP2des,V2 +
∑102
j=1
Aj(tn−1)
τdes
· V hit,PP2des,j
 · FPP1
FPP2
. (4.19)
With equations (4.15) and (4.19), an ad-hoc factor k(tn) can be defined allowing the
reduction factor to be expressed in dependence of the pressure ratio
R(tn) = k(tn) · pPP1(tn)
pPP2(tn)
. (4.20)
The results of the COMSOL Multiphysics® simulation in section 4.3.1 revealed an
inhomogeneous temperature profile of the cold trap. Thus their influence on the
mean sojourn time τdes has to be taken into account. For calculating the effective
mean value, τdes is weighted with the area Ai of a segment i at the corresponding
temperature Ti resulting in
τ¯des =
∑n
i=1 τ0 · exp
(
Edes
RTi
)
Ai∑n
i=1Ai
=

5.4× 106 s ≈ 62.5 d for Edes = 1200 J mol−1
1.5× 1010 s ≈ 475.3 a for Edes = 1400 J mol−1
4.1× 1013 s ≈ 1.3× 106 a for Edes = 1600 J mol−1
.
(4.21)
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Figure 4.6.: Simulated CPS reduction factor with MolFlow+. The temporal de-
velopment of the different reduction factors are shown versus the normalized
time for various sticking factor α. Here the nominal KATRIN settings were
used with valves V2 and V4 open [FRS+19].
Because there is no literature value for the desorption energy Edes of tritium on an
argon layer, three fixed values from 1200 J mol−1 to 1600 J mol−1 are analyzed based
on estimations given in reference [LD08] (lower boundary), as well as measurement
results discussed in section 5.1.2.5. Since the valves V2 and V4 were closed during
the commissioning measurements, additional simulations were performed for this
changed conditions, which are used for the calculation of the ad-hoc factor.
The results of the simulations are shown in figures 4.6 - 4.8. With the unknown
desorption energy, the time on the x-axis was normalized to the mean sojourn time.
For the iterative approach, time steps of ∆t = 0.01 · τdes were used over a time
interval from t = 0 to 2 · τdes. As expected, a larger sticking coefficient α leads to
a larger reduction factor (figure 4.6), as well as a larger pressure ratio (figure 4.7).
This can be explained by the higher number of adsorptions/desorptions a particle
has to endure for an increasing α when traveling through the CPS cold trap. For
α = 0 (corresponding to no cryosorption at all) the reduction factor R ≈ 10 is
independent of the mean sojourn time. In this case the value, which is larger than
1, is defined by the ratio of the conductance of the CPS beam tube and the last
DPS beam tube section. In general the pressure ratios plotted in figure 4.7 follow
the trends of the reduction factor values. The small deviations, which can be seen in
figure 4.8 possibly originate from the different settings of opened (nominal KATRIN
setting for reduction factor) and closed (commissioning setting for pressure ratios)
valves V2 and V4. Ignoring α = 0, the simulated ad-hoc factors lie between 8.5 and
21. For a sticking coefficient of α = 0.7 an ad-hoc factor average of
kα=0.7 ≈ 18± 10% (4.22)
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Figure 4.7.: Simulated CPS pump port pressure ratio with MolFlow+. The
temporal development of the pressure ratios for the commissioning setting
(V2 and V4 closed) are shown for various sticking factors α.
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Figure 4.8.: Simulated CPS ad-hoc factors with MolFlow+. The ad-hoc factors
k(t) to 0.7 are plotted over the normalized time for different sticking factors
α = 0. The results of figures 4.6 and 4.7 were used to determine the ad-hoc
factors [FRS+19].
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Figure 4.9.: Simulated CPS reduction factor for different desorption energies
with MolFlow+. The CPS reduction factor trend is shown within the
nominal 60 d CPS argon frost layer operation for three different desorption
energies. A sticking factor of α = 0.7 is used [FRS+19].
can be derived, which will be used in section 5.1.2.5. For the uncertainty a value of
10% is estimated defining the variation over the normalized time.
In order to estimate the cold trap performance within a nominal 60 d run, specific
values for the desorption energy have to be chosen to calculate τdes, which allows us to
multiply the relative time of the x-axis with a fixed mean sojourn time. In figure 4.9,
the reduction factor is shown for the three different Edes used in equation 4.21
with a sticking coefficient of α = 0.7. Even for the most conservative approach of
Edes = 1200 J mol−1, the simulation results in a reduction factor of more than 1011,
which is four orders of magnitude larger than the requirement.
Nevertheless, there are some simplifications, which were used for the simulation. The
large number of adsorptions of a particle on its way through the cold trap allows
using an averaged mean sojourn time for all segments. Since in MolFlow+ each
particle track is computed independently from the others, a possible change of the
sticking factor due to fully covered cold trap segments cannot be taken into account.
Based on the result in reference [Jan15], the first 1.7%4 of the cold trap is supposed
to be covered to 100%, while the coverage in rest of the cold trap can be neglected.
The change of the sticking coefficient for a partly covered surface is given by
α(θ) = α0 · (1− θ) , (4.23)
with the coverage θ. Therefore, a fully covered surface will result in a sticking
coefficient α = 0, which will have an impact on the reduction factor. Assuming an
4Beginning from the start of the cold trap at beam tube section 2.
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exponential drop of the reduction factor along the beam tube results in a decrease
of the simulated value by 36%.
Another source of uncertainty is the concatenation of the CPS beam tube geometry.
An estimation of the influence can be made by comparing the simulation results for
a sticking factor of α = 0.1 with concatenation and after a single-pass simulation.
The lowest sticking coefficient was chosen since particles have a higher probability
to migrate through the whole CPS with fewer simulation steps for a single pass run.
By this approach a factor of two can be estimated for the uncertainty induced by
the concatenation.
The largest uncertainty for the central value of the reduction factor arises from the
unknown desorption energy. Since commissioning measurements discussed in sec-
tion 5.1.2.5 favor a desorption energy significantly larger than Edes = 1200 J mol−1,
the corresponding reduction factor can assumed to be a conservative lower limit.
In contrast to deuterium commissioning measurements, the desorptions induced by
radioactive decays have to be taken into account for tritium operation. This will
reduce the reduction factor further and is covered in section 4.3.3. In conclusion,
the MolFlow+ simulations enable us to convert CPS commissioning results into a
reduction factor by applying the calculated ad-hoc factor k(t). Due to the described
uncertainties, the simulated reduction factor value can only be stated in an order of
magnitude range. However, even with this large uncertainty the simulated value is
larger than the stringent requirement CPS reduction factor.
4.3.3. Semi-analytical tracking model
In another approach, a second simulation model was developed, which can imple-
ment the temperature inhomogeneities, as well as desorptions induced by β-decays.
Therefore, a custom made C++ semi-analytical tracking model was developed. In
order to determine the interaction points for a particle hitting the inner beam tube,
the same geometry as for MolFlow+ simulations (see figure 4.5) was implemented
by splitting it into basic shapes, such as cylinders, cones, and cuboids. This allows
to analytically calculate the particle’s trajectory and to simulate all the possible
interactions, such as adsorptions, and thermal desorptions with respect to the tem-
perature and the surface density, and β-induced desorptions. This way, it is possible
to integrate a detailed temperature profile, which is important to validate simula-
tion results, since there are regions where particles are more likely to be adsorbed
than in others. An average temperature (weighted by the surface only), as in the
MolFlow+ simulations, cannot take this effect into account. With the implementa-
tion of more than 12000 equally distributed temperature values from the COMSOL
Multiphysics® simulation this effect can be considered. For all simulations, a sticking
coefficient α = 0.7 was used for the cold trap. For the calculation of the desorption
time equation (3.13) was used, while the direction of particles desorbing from the
cold trap surface was simulated by a cosine law sampling [Gre02]. When calculating
τeff , a specific value for the desorption energy Edes had to be chosen. Therefore, a
new simulation was started for each value of Edes.
For the reduction factor calculation, the time for a particle leaving the CPS into
the pre-spectrometer is simulated. As particles will not always enter the pre-
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Figure 4.10.: Histgrams for semi-analytical tracking method. (a) Transmission
probability function for the whole simulation time. A desorption energy of
1200 J mol−1 and pure tritium (σ = 2) were used for this distribution; (b)
particle flux for the first 1150 d [FRS+19].
spectrometer, there are two cases, in which a particle is only accounted in the
incoming flow:
i) The maximal integration time is reached before hitting V4.
ii) A reflection into DPS-PP4 occurs, where it is assumed to be pumped away.
Since the number of particles reaching V4 within the nominal operation time of
60 d is small, a very high number of simulations (up to 2.5× 1011) has to be made.
After the simulations were finished all migration times were filled in a histogram.
Normalizing the histogram to the total number of simulated particles results in a
probability density distribution m(t) for reaching the pre-spectrometer after a time
t, which depends on the temperature, desorption energy, sticking probability, and
tritium purity. Integratingm(t) over a specific time t and multiplying the result with
the incoming flux Φin = 1012 molecules/s into the CPS [Jan15] yields the outgoing
flux into the pre-spectrometer
Φout(t) = Φin
∫ t
0
m(t′) dt′ . (4.24)
As the reduction factor R(t) is defined by the ratio of the incoming flux and the
outgoing flux, it follows
R(t) = ΦinΦout(t)
=
(∫ t
0
m(t′) dt′
)−1
. (4.25)
In figure 4.10(a) m(t) is shown for a desorption energy of 1200 Jmol−1. The result-
ing outgoing flux obtained via integration of the probability density distribution is
plotted in figure 4.10(b) for the first 1200 d. Due to the low number of events within
the first 60 d, a linear curve was fitted between the origin (t = 0 d) and the first
non-zero bin.
In order to consider the effect of η(s) on τeff (see equation (3.11)), the surface den-
sity s along the cold trap was investigated. The resulting surface density is shown
in figure 4.11. The influence of the temperature distribution can be seen since the
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Figure 4.11.: Simulated cold trap coverage. The tritium coverage is plotted in a 2D
histogram along the central beam tube axis after a nominal 60 d run. Θ is
defined as the azimuthal angle along the cold trap. The coverage follows
the simulated temperature profile in section 4.3.1 [FRS+19].
parts covered most are the ones where the temperature is at 3K close to the cooling
loop. Due to the higher mean sojourn time τdes at a lower temperature, this behavior
was expected. The mean surface density
s¯ =
∑
i si · ni
ntot
(4.26)
plotted in figure 4.12 confirms the visible trend of a decreasing coverage over the
length of the cold trap. si is the surface density of bin i with ni molecules. Except
for the last point in beam tube section 5, the trend can be approximated by an
exponential decrease from a coverage of about 1015T2 cm−2 down to 109T2 cm−2. A
known s¯ allows a bin-wise calculation of the effective desorption time.
In contrast to the MolFlow+ simulations in section 4.3.2, a reduction factor for
Edes = 1400 J mol−1 and 1600 Jmol−1 cannot be calculated for non-radioactive hy-
drogen isotopologues since with the number of simulated particles there are no events
in the first 60 d bin. Therefore, the uncertainty in case of an extrapolation would be
too high.
However, it is possible to include the radioactive desorption, which reduces the re-
duction factor and allows an analysis for desorption energies above 1200 Jmol−1.
The results are shown in figure 4.13, in which for all three desorption energies simu-
lation for the three tritium isotopologues (HT, DT, and T2) were performed. Similar
to figure 4.6, the reduction factor decreases over time. As expected, an injection of
pure T2 leads to the worst reduction factor, which is still larger than 1010 in the
most conservative approach exceeding the required 107. With the introduction of
68
4.3. CPS reduction factor simulations 69
2 3 4 5
 
910
1010
1110
1210
1310
1410
1510
 
 
 -1
=1200 J moldesE
 -1
=1400 J moldesE
 -1
=1600 J moldesE
beam tube section
s¯
in
T
2
cm
−2
Figure 4.12.: Mean surface density of CPS cold trap. The mean surface density
s¯ is shown for each beam tube part of the cryo pump. As the number
of molecules reaching beam tube 5 was too low, an upper limit has been
given [FRS+19].
the radioactive decay, the variation of the reduction factor for desorption energies
between Edes = 1200 J mol−1 and 1600 Jmol−1 is smaller than a factor of 100 com-
pared to almost four orders of magnitude in figure 4.9. The simulated values for all
scenarios are given in table 4.3.
As a simplification a static surface density after 60 d was used for the calculation
of the effective desorption time τeff . The result was obtained from a simulation
with a non-radioactive adsorbate and its corresponding desorption energy between
Edes = 1200 J mol−1 and 1600 Jmol−1. An averaged surface density per section can
be used as the effect of a radioactive decay for τeff is only important for the parts
with a high amount of adsorbates. Since this approach overestimates the amount of
adsorbed tritium, the reduction factor results are a lower limit.
The largest uncertainty originates from the linear extrapolation for the first 60 d due
Table 4.3.: CPS reduction factors for different isotopologues. The different
simulated reduction factors after 60 days are listed for different desorption
energies and isotopologues. The star corresponds to values above 2.5× 1011,
which were interpolated linearly between zero molecules at the beginning and
the shortest time.
Edes in J mol−1 H2/D2 HT/DT T2
1200 4.0× 1011∗ 2.1× 1011 7.7× 1010
1400 – 9.6× 1011∗ 4.3× 1011∗
1600 – 1.8× 1012∗ 1.2× 1012∗
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Figure 4.13.: Simulated CPS reduction factor with tritium β-decay. The reduc-
tion factor for different adsorbates are plotted versus the time for the first
60 d. The different colors indicate the desorption energy, while the solid
(non-radioactive case), dashed, and dotted lines are for distinction of the
different hydrogen isotopologues [FRS+19].
to the low amount of entries in the probability density distribution m(t). Therefore,
a reduction factor larger than 2.5× 1011 is only a lower limit.
Additionally, the result can be compared with the MolFlow+ simulation for a desorp-
tion energy of 1200 Jmol−1, which is shown in figure 4.14. With a difference smaller
than a factor 2, the results are in good agreement considering all the uncertainties,
which are in the order of magnitude range.
4.4. Summary
In this chapter simulations for the gas reduction factors of the differential and cryo-
genic pumping sections were performed. First, a MolFlow+ simulation for the DPS
was executed, in which the geometry was split into four parts. Taking the high
uncertainty for the TMP pumping speed into account, the simulated reduction fac-
tor meets the required 105. Additionally, a simulation for deuterium was made in
order to compare the simulation with commissioning measurements. Therefore two
ad-hoc factors were calculated allowing to convert a measured pressure ratio into a
reduction factor.
For the simulation of the CPS not only cryo-pumping has to be considered but also
thermal desorption of particles adsorbed on the cold trap. With the implementa-
tion of 102 segments, an adsorption and hit matrix was calculated for each segment.
Similar to the DPS simulation, the beam tube geometry was subdivided into four
parts for the concatenation of partial simulations. The simulations were repeated
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Figure 4.14.: Comparison of MolFlow+ and semi-analytical tracking model.
The reduction factor is plotted over the 60 d of nominal operation. Both
results agree within a factor of two for α = 0.7 and Edes = 1200 J mol−1.
for different sticking factors in the range of α = 0.0...0.7 in steps of 0.1. The re-
sults were given for a relative time scale normalized to the mean sojourn time. As
the temperature is an important parameter for the calculation of τdes, a dedicated
COMSOL Multiphysics® simulation was performed, investigating the cold trap tem-
perature distribution. Since there are no literature values for the desorption energy,
three values were used to estimate the reduction factor with the lowest one as a con-
servative limit. The results showed that the reduction factor is larger than 1011 for
the lowest desorption energy. Furthermore, ad-hoc factors were determined, which
are used in section 5.1.2.5 for calculating the reduction factor from the measured
pressure ratio.
In another approach, a semi-analytical tracking model was constructed in order to
include the effects of desorption induced by β-decays, as well as the temperature
distribution of the cold trap. With this method the surface density of adsorbed
tritium was determined. A reduction factor was calculated for the three different
desorption energies as a function of time. As a crosscheck the results were compared
with the MolFlow+ simulation. The agreement within a factor of two is good,
considering the uncertainty to be in the order of magnitude range. Even with the
inclusion of the β-decay, the CPS reduction factor is more than three orders of
magnitude larger than the requirement.
The results of this chapter were published in [FRS+19].
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5. Measurements of the gas flow
reduction factor
The sensitivity of KATRIN for the effective neutrino mass depends on the back-
ground rate superimposed on the measured tritium β-decay spectrum. A process
that would result in an elevated background rate is the contamination of the spec-
trometer section with tritium due to an ineffective tritium retention system. There-
fore, test measurements with deuterium were performed for the DPS and CPS as
part of the STS IIIa campaign to compare the measured gas flow reduction factor
of the source and transport section (STS) to the simulation from chapter 4 before
operation with tritium. These demanding measurements due to the large expected
reduction factors of more than eight magnitudes of order are described and analyzed
in section 5.1. The positive results of achieved retentions larger than seven orders of
magnitude with D2 were mandatory to start operations of KATRIN with tritium. A
major milestone for the KATRIN experiment was then the First Tritium campaign.
Its results with respect to the reduction factor and thereby the background rate are
analyzed and presented in section 5.2.
5.1. Measurements with deuterium
In order to avoid a possible radioactive contamination of the flux tube volume or
spectrometer surfaces with tritium, first tests of the gas flow reduction factor of the
STS components were performed with deuterium. As the physical properties of deu-
terium are close to the ones of tritium, the results for the reduction factor should be
an excellent indicator for the real measurement situation. Already in smaller scaled
precursor experiments [Eic09] no differences in adsorption properties were observed.
Concerning the DPS, the deuterium pumping speed of the turbomolecular pump
(TMP) Leybold MAGW 2800 is lower than for tritium leading to a lower reduction
factor for deuterium operation. The difference is due to the lower atomic mass and
can be corrected reliably for T2-operation. In case of the CPS, the most important
difference between deuterium and tritium is the radioactivity, which plays only a
major role for reduction factors larger than 1011 (see section 4.3). Despite these
expected differences, the deuterium studies play a major role in the commissioning
73
74 5. Measurements of the gas flow reduction factor
of the STS components as they provide a first test of the DPS and CPS working
principle.
In both pumping sections of the source and transport section the tritium flow is in
the molecular flow range. This has to be taken into account for the test measurement
set-ups and execution. The DPS measurements were performed with the nominal
KATRIN set-up, where deuterium is injected via the inner loop system. Based on the
pressure ratios at the DPS pump ports, the reduction factor of the DPS is analyzed
in section 5.1.1. Simulation results predict a reduction factor for the CPS larger
than 1010, which proves a challenge for the measurement instrumentation to cover
the large range. Therefore, two different methods will be used for the investigation
of the reduction factor. Additional to the nominal deuterium injection via the inner
loop system, a dedicated inlet system was installed between DPS and CPS. This
allows a larger injection flow of deuterium, resulting in a better sensitivity for the
estimation of the reduction factor as well as shorter measurement times. The set-up
of this inlet system together with its properties is described in section 5.1.2.1.
The reduction factor measurements of the CPS were performed for different tem-
peratures of the cryo pump. In the following, the labelling ‘3K’ and ‘4.5K’ cooling
of the CPS refers to the nominal throughput temperature of the cold trap piping.
As described in section 4.3.1, this is not equivalent to the temperature in the whole
cold trap due to the inhomogeneous temperature distribution. Wherever a reference
temperature for the cold trap is given, this will be data of the temperature sensor
RTY-3-3101 (located in beam tube section 3, see figure E.3), as it is the sensor with
the smallest discrepancy between beam tube and throughput temperature (compare
figure 4.2).
5.1.1. Reduction factor of the differential pumping section
The differential pumping section is the first part of the transport and pumping
section. Besides the ion retention through beam tube electrodes, six TMPs are
installed at five pump ports, two of which are situated at PP0. As the outlet of each
TMP is connected to the outer loop, the DPS can not be operated independently.
Additionally, the DPS reduction is linked to the WGTS: Six TMPs are installed
to the front side of the WGTS as a first reduction stage of the tritium flow. It is
therefore difficult to state a standalone DPS reduction factor.
In contrast to the CPS, the reduction factor of the DPS is highly gas species depen-
dent. Operation with deuterium strongly influences the performance of the TMPs
because the sticking coefficient is proportional to the molar mass (see section 4.2).
Accordingly, the reduction factor of the DPS for deuterium operation is expected to
be smaller than for tritium operation. The reduction factor is determined through
the ratio of the pressure sensors located at the DPS pump ports. Due to an enhanced
outgassing of some parts of the FT-ICR in the last beam tube element between PP4
and PP5, the pressure at PP4 (location of the last DPS TMP) may not be used for
the reduction factor calculation.
Because of time constraints, measurements with open valves V1 and V2 could be
performed for about 1.5 h. V1 controls the gas flow between WGTS and DPS, while
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Figure 5.1.: DPS reduction factor measurement. The plot shows the pressure at
DPS pump ports 1-4. The timespan with open valve V2 ranges from 2400 s
to 7800 s, spanning 1.5 h.
V2 is located between DPS and CPS. During the measurement the magnets of the
STS section were shut down1 and the CPS cold trap was at 4.5K.
In figure 5.1 the pressures at the DPS pump ports 1-4 show the effect of opening
valve V2. Several insights can be gained from this plot:
i) The pressure at PP4 is higher than the one at PP3. This is caused by the out-
gassing of the FT-ICR. Normally it is expected that the pressure will decrease
from PP1 to PP4.
ii) When opening V2, the pressure at PP3 and PP4 rises. This is caused by
residual gas, originating from small cavities within the valve.
iii) The pressure at PP1 and PP2 is stable over the whole time range and therefore
not affected by the CPS cryo trap.
iv) After opening V2, the pressures at PP3 and PP4 take time to stabilize. As V2
controls the gas flow between DPS and CPS, a new pressure equilibrium with
open V2 is defined by the CPS cold trap. In contrast to PP3, the pressure at
PP4 does not reach its equilibrium within 1.5 h. As the high PP4 pressure is
mainly caused by the FT-ICR outgassing, the PP4 pressure is not used for the
reduction factor estimation.
v) After V2 is closed again, the pressures at PP3 and PP4 reach their values
before opening.
1The pressure read-out should be independent of magnetic fields because they are equipped with
passive shielding against it.
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With the simulated ad hoc factors kPP1/PP2,D2 = 9500 ± 3000 and kPP1/PP3,D2 =
200 ± 80, and the measured pressures of PP1/2/3, the reduction factor can be
estimated.
The reduction factor obtained from the pressure ratio between PP1 and PP2 is given
by
RPP1/PP2,com = kPP1/PP2,D2 ·
pPP1,com
pPP2,com
= kPP1/PP2,D2 ·
3.37× 10−8 mbar
5.47× 10−9 mbar = (5.8± 2.1)× 10
4 . (5.1)
The uncertainty for the pressure is given by the accuracy of the cold cathodes of
10% [MIa].
For the second pressure ratio the following relation applies
RPP1/PP3,com = kPP1/PP3,D2 ·
pPP1,com
pPP3,com
= kPP1/PP3,D2 ·
3.37× 10−8 mbar
1.84× 10−9 mbar = (3.6± 1.6)× 10
3 . (5.2)
Compared to the simulated reduction factor of (8.20±0.03)×104, the measured value
of RPP1/PP2,com is close in consideration of the systematic uncertainties. However,
the calculation with PP3 results in an order of magnitude lower reduction factor.
Possible explanations will be discussed at the end of this section.
A second measurement during the commissioning phase was executed five days later.
Due to the continuous pumping of the TMPs the pressure values in all pump ports
were smaller compared to the first measurement.
Another possibility to estimate the DPS reduction factor was given by the First
Tritium campaign (for details see section 5.2.1). During the two weeks of the FT
campaign, trace amounts of tritium were injected into the WGTS with deuterium
as carrier gas. As V2 was open all the time, this campaign enables estimation of the
DPS reduction factor over two weeks. With these pressures follows
RPP1/PP2,FT = kPP1/PP2,D2 ·
pPP1,FT
pPP2,FT
= kPP1/PP2,D2 ·
2.69× 10−8 mbar
4.09× 10−9 mbar = (6.2± 2.2)× 10
4 , (5.3)
RPP1/PP3,FT = kPP1/PP3,D2 ·
pPP1,FT
pPP3,FT
= kPP1/PP3,D2 ·
2.69× 10−8 mbar
1.00× 10−9 mbar = (5.3± 1.3)× 10
3 . (5.4)
Similar to the STS-IIIa campaign, the first ratio is more than one order of magnitude
larger compared to the second one. RPP1/PP2,FT is closer to the simulated value than
RPP1/PP2,com, which shows that during the commissioning phase the equilibrium
pressures were not reached. As the set-up was the same for the STS-IIIa and FT
campaign, the large systematic uncertainties can not be decreased. One of the
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systematic effects is the possible change of the hydrogen isotopologue composition as
the gas flows through the DPS beamline. This is caused by gas molecules scattering
off the beam tube surface or other gas molecules. As the cold cathode output
depends on the dominant gas, the read-out pressure does not represent the actual
pressure. Measured cold cathode values are calibrated on nitrogen as the dominant
gas component. With deuterium as dominant gas species the read-out value has
to be divided by 0.35 (hydrogen 0.46)2. Because deuterium atoms in a molecule
will mainly transform into hydrogen atoms, the actual pressure ratios will become
larger since the pressure in PP1 is larger than the one in subsequent pump ports.
This would be a possible explanation for the discrepancy between simulation and
experiment. Not only the pressure reading is influenced by this effect but also the
pumping speed of the TMPs. With these (mentioned) systematic effects, the result
of the pressure ratio between PP1 and PP2 seems more reliable.
Other systematic uncertainties originate from backscattering of gas molecules off
the TMP and possible outgassing from the beam tube surface. The DPS is at room
temperature without the possibility to bake out the beam tube. Therefore, the water
in the laboratory air, which has entered the beam tube during the installation, may
still reside on the inner surface.
Another uncertainty of the reduction factor measurement described here is that
the cold cathodes were not calibrated against each other, resulting in the large
uncertainty of 10% for each sensor.
For a better sensitivity of a reduction factor measurement a dedicated deuterium
inlet system would be needed. In this case a higher injection flow rate and thereby
higher pressures3 would be possible. With this set-up the MKS 626B Baratron®
absolute capacitance manometers at PP1 and PP2 could be used, which have a
smaller uncertainty than the cold cathode pressure gauges.
As changes of the hardware set-up would have an impact on the pumping perfor-
mance itself, possibilities are limited. Since the results of the CPS commissioning
measurements described in the following show larger reduction factors than the re-
quirement, no further measurements are considered.
With a different approach, presented in section 5.2.2, a combined reduction factor
for the WGTS and DPS can be estimated and the compliance with the requirement
can be demonstrated. With the DPS part of the KATRIN pumping section showed
satisfying reduction factor results, the following part discusses the reduction factor
measurements of the CPS.
5.1.2. Reduction factor of the cryogenic pumping section
The CPS represents the second part of the KATRIN pumping section. As during
standard operation a tritium flow of about 10−7mbar ` s−1 reaches the CPS, the
pressure inside the CPS is magnitudes smaller than 10−9mbar. For commissioning
measurements aimed to determine the reduction factor of the CPS with the nominal
set-up, those pressures are below the sensitivity of the installed pressure gauges.
2See https://www.mksinst.com/n/gas-correction-factors-for-ionization-vacuum-gauges
(accessed on Mar 21, 2019)
3The only constraint is to stay in the molecular flow range.
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In order to overcome this experimental challenge, a dedicated deuterium inlet sys-
tem was installed, allowing to have a higher pressure at PP1 and thereby a higher
pressure ratio while keeping molecular flow conditions. The experimental set-up of
this system together with the proper and accurate calibration of the devices are
described in section 5.1.2.1. After a test of the inlet system with helium in sec-
tion 5.1.2.2, a first reduction factor measurement with deuterium is described with
the same experimental setup in section 5.1.2.4.1. The measurement results with
and without an argon frost layer on the cold trap are presented in sections 5.1.2.4
and 5.1.2.5. Finally, the temperature dependency of the cold trap is investigated in
section 5.1.2.5.3.
5.1.2.1. Deuterium inlet system
In order to measure the reduction factor of the CPS an inlet system was installed
at DPS PP5 to increase the deuterium injection flow into the CPS. Figure 5.2(a)
shows the P&I diagram of the realized setting. The injection flow can be regulated
by a leak valve (nenion standard leak valve [vl16]) in front of a pressure control unit
(PIR-3). By multiplying the pressure with the calibrated conductance of the orifice
with a diameter of 0.5mm the injection flow is defined by
qin = pin · Corifice,D2 , (5.5)
where pin is the recorded pressure (installed gauge: MKS Baratron 690A 1 Torr), and
Corifice,D2 = (4.893± 0.029)× 10−2 ` s−1 the conductance of the orifice for deuterium
(calibrated by an independent measurement [Fri17]). With this setup an injection
flow between 10−5 and 10−3mbar ` s−1 can be achieved. In order to evacuate the inlet
system a combination of a scroll pump and a turbo molecular pump is connected to
the 15.86 ` buffer vessel, which serves as a deuterium reservoir during measurements.
VMO-9 and VMO-10 provide a bypass, which is useful for evacuating the corrugated
tubes that connect the orifice to DPS PP5. As the pipes directly connected to the
buffer vessel have an inner diameter of 4mm, the effective pumping speed of the
TMP is strongly reduced when not using the bypass. The buffer vessel is filled via
a manual valve (VMO-4) or a flow controller.
5.1.2.1.1. Determination of buffer vessel volume
With the same set-up and procedure as described in section 3.2.5.2 the volume of the
buffer vessel Vbuf was determined. The reference volume Vref was installed between
VMO-9 and VMO-10, leaving an intermediate volume Vint between Vref and Vbuf .
Similar to 3.2.5.2 the measurement was repeated three times. The starting pressure
p0 was 500mbar, ensuring that the end pressure p2 is still of the same order of
magnitude. Thereby, the uncertainty on the pressure reading is decreased. With
the measured values listed in table B.2, and equation (3.16), the buffer vessel volume
can be determined as
Vbuf = (15 863± 46) m` . (5.6)
For the uncertainty estimation the same conditions as in 3.2.5.2 are valid.
5.1.2.2. Test measurement with helium
In order to test the functionality of the deuterium inlet system, in particular the
handling of the leak valve and the read-out of the pressure sensors at both CPS
78
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Figure 5.3.: Helium injection into the CPS. The plot shows the pressure at both
CPS pump ports (red and blue line) during helium injection into DPS PP5
at different helium injection flow settings (black line). The disturbance
between 2100 s and 2300 s is attributed to too fast operations of the manual
valve.
pump ports, a commissioning measurement with helium was performed. Helium is
not affected by the cold trap at 4.5K [WZB54], therefore the beam tube conductance
can be estimated from the reduction of the flow rate. Additionally, the TMP at CPS-
PP2 was running to prevent an overfilling of the beam tube volume with helium.
Figure 5.3 shows the variation of the pressures at both CPS pump ports over time
during injection of different helium injection flows. In the beginning the system takes
some time to reach stable conditions. While the injected flow rate is then constant
between 1400 s and 2200 s, both pressures are still increasing. Before reaching stable
pressures the flow rate was increased. The peak at around 2250 s underlines the
importance of a proper handling of the manual leak valve. An inproper operation
causes the flow rate to increase too fast, disabling the determination of the injected
gas amount. Therefore the leak valve was closed temporarily so that enough helium
could be pumped out before the injection started again. Afterwards the flow rate
was only increased again after the pressure was stabilized. Given that the pressure
at both CPS pump ports afterwards increases simultaneously with the injected flow
rate, the system behaves like expected. The pressure ratios between PP1 and PP2
can be used to estimate the conductance CCPS−BT in between or the pumping power
of the cold trap respectively. As the only active pump is the TMP at PP2, the flows
at PP1 and PP2 can be described by
qPP1 = qPP2 → Seff,PP1 · pPP1 = Seff,PP2 · pPP2 , (5.7)
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with the effective pumping speed Seff given by [Jou08]
Seff =
( 1
S
+ 1
C
)−1
. (5.8)
In case of PP1, the conductance C is defined by the geometry from the CPS-PP1
pressure sensor to the TMP at PP2 (including the cold trap), while for PP2 the
conductance between the PP2 cold cathode and the TMP has to be taken into
account. The helium pumping speed SHe = 255 ` s−1 is given by reference [Vacb] and
the conductance of PP2 can be derived of its geometry properties to CPP2 = 100 ` s−1.
Using equation (5.8) and solving equation (5.7) for CCPS−BT leads to
CCPS−BT =
(( 1
SHe
+ 1
CPP2
)
pPP2
pPP2
− 1
SHe
)−1
. (5.9)
The evaluation of pPP1 and pPP2 for t = 3400 s results in
CCPS−BT = (12.2± 2.5) ` s−1 . (5.10)
Due to the approximation of equation (5.8) as well as the estimation of CPP2 the
uncertainty is assumed to be in the 20% range. It has to be noted that this con-
ductance was calculated for helium, therefore for tritium operation the value has to
be multiplied by a factor
√
MD2/MT2 =
√
2/3. The influence of the 3K cooling (4.5K
cooling during measurement) can be neglected because the parts with the nitrogen
cooling and room temperature will dominate.
5.1.2.3. Calibration of the residual gas analyzer
The Pfeiffer Vacuum Prisma QME 200 residual gas analyzer (RGA) was used for the
commissioning measurements, enabling a more sensitive measurement of the pressure
at PP2. Since the RGA only records ion currents, the calculation of the reduction
factor requires calibration of the corresponding partial pressure. Therefore, the cold
cathode located at PP2 was used as a reference. The cold cathode measures the full
pressure pges, whereas the RGA only records certain ion currents ij, leading to∑
j
cj · ij = pges, (5.11)
where cj is the calibration factor for the corresponding ion mass j. The calibra-
tion was performed during a regeneration of the cold trap after a deuterium re-
duction measurement (without argon frost layer). The valve to the DPS and pre-
spectrometer were closed while the TMP at PP2 was running. Consequently, the
pressure increase is mainly induced by the outgassing deuterium from the inner
beam tube surface, which was released during slowly heating up the cold trap. As
the temperature distribution of the cold trap is inhomogeneous it is also not possi-
ble to warm up the beam tube simultaneously in equal steps. In order to obtain a
preferably small temperature rise gradient, the return valve VAI-2-9004 of the 3K
cooling circuit was changed to different openings.4
In figure 5.4 the process of the calibration is shown. After about 400 s the pressure
at PP1 and the 4 amu5 ion current (corresponding to deuterium) increase. The
4Normally it is at 100%.
5Atomic mass unit.
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Figure 5.4.: CPS regeneration. The pressures at PP1 and PP2 (cold cathode) are
shown in red and green over time in seconds (left-hand axis). Additionally,
on the right-hand axis ion currents recorded with the RGA are drawn in
green and black.
pressure gauge at PP1 is located closer to the cold trap than the one at PP2 so
that the outgassing deuterium is detected at PP1 first. Furthermore, most of the
previously injected D2 is stored in beam tube 2 (compare section 4.3.3). Because
the RGA is more sensitive than the cold cathode, it detects the pressure rise at PP2
before the cold cathode. The cold cathode starts to detect an increase after 1400 s,
which marks the begin of the calibration interval. Since a cold cathode has different
calibration factors for the individual gases, this has to be considered for the correct
read-out and evaluation. Therefore, for the time interval after the pressure increase,
the calibration factor for deuterium a4 = 1/0.46 (compare section 5.1) is used (shown
in figure 5.5(a)). The pressure pbeg at the beginning of the regeneration was not
corrected as was neither of the plotted ones in figure 5.4. Figure 5.5(a) shows the
influence of the correction by using the D2 calibration factor for the cold cathode:
the corrected pressure becomes larger than the read-out value.
As the interesting part is the calibration factor of the RGA for D2, equation (5.11)
can be rewritten as
c4 · i4 +
∑
j 6=4
cj · ij = pges . (5.12)
Using the corrected pressure of the cold cathode and plotting it against the ion
current i4 in the time range between 1400 s and 2100 s, c4 can be derived by a linear
fit
c4 · i4 +
∑
j 6=4
cj · ij = a4 · p4 + pbeg . (5.13)
Considering the systematic uncertainties for both the cold cathode (10% of read-out
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Figure 5.5.: Calibration of the RGA at CPS-PP2. (a) The D2-mass corrected
pressure (magenta) is plotted together with the read-out pressure in blue
(see figure 5.4) over the measurement time period. (b) Fit of the calibration
factor for the RGA.
value [MIa]) and the RGA (10% of read-out value [Vacc]), figure 5.5(b) was drawn.
Fitting of the data reveals the calibration factor
c4 = (2.414± 0.039) mbar A−1 , (5.14)
which will be used for all further measurements.
5.1.2.4. Reduction measurements without argon frost layer
After the successful commissioning of the deuterium inlet system with helium in-
cluding the accurate calibration of the pressure sensors, deuterium is used to gain
first information about the performance of the cryogenic pump. First deuterium
measurements were performed without an argon frost layer. Since during the com-
missioning phase the pressure sensors were not yet linked into an automated alarm
system to stop deuterium injection before overpressure occurs, the TMP at pump
port 2 was running during the measurements. Therefore, the reduction factor cannot
be calculated by the simulated ad-hoc factor k (see section 4.3.2) times the pressure
ratio at PP1 and PP2 but k has to be updated taking the additional TMP into
account.
Including the sticking probability of α = 0.104 (corresponding to the deuterium
pumping speed for a HiPace 300 TMP) into the MolFlow+ simulation, a new ad-hoc
factor kTMP = 14 has been determined. Here only the case with a sticking probability
of α = 0.7 for the cold trap was investigated, backed up by reference [Hae81]. As
shown in section 4.3.2 a decrease for α = 0.1 results in a change by less than 10%.
The reduction factor R is then given as
R = kTMP · pPP1
pPP2
. (5.15)
After each measurement, a regeneration cycle of the beam tube was performed. For
this purpose, the beam tube sections 2-5 were warmed up to a temperature of 40K,
while the released deuterium was pumped out by the TMP at PP2. When the
pressure in PP1 was back to its nominal level, the cold trap was cooled down back
to 4.5K, which allowed to start a new measurement with a regenerated gold surface.
Such a regeneration cycle typically takes one day.
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Figure 5.6.: CPS D2 reduction measurement on gold surface. The pressures at
PP1 and PP2 are plotted in red and blue, respectively, over time in hours.
In black the injected flow into DPS PP5 is drawn.
5.1.2.4.1. First deuterium reduction factor measurement
In the beginning of the measurement, the deuterium injection flow was regulated to
about 4× 10−5mbar ` s−1. Because of problems with the RGA at PP2 during data
taking6, only the values from the cold cathode can be used.
In figure 5.6, the course of the measurement can be seen. The PP1 pressure quickly
reaches equilibrium and stays constant until the injection flow is increased. As
the pressure in PP2 did not change significantly (by less than a factor of 2), the
injection flow was increased by about a factor of 10. The higher flow enabled a better
sensitivity for the reduction factor by a higher pressure ratio while still meeting the
molecular flow requirement.
At PP2 three spikes can be seen over the whole measurement time range. Those are
not related to the performance of the cold trap but can be explained by fluctuations
in the CPS nitrogen cooling system. Another explanation for the second peak can be
the change in PP1 due to the increase of the injection flow. Furthermore the pressure
at PP2 seems to drop over the measurement time range. This effect is related
to the outgassing of deuterium and other gases from the previous commissioning
measurement behind the valve V3. As the TMP was running, this gas was pumped
away resulting in a lower pressure, which gives a better sensitivity for the reduction
factor.
From this measurement it can be learned that in contrast to the helium test the
pressure at PP2 did not increase when starting the deuterium injection, proving
6The calibration of the RGA described in section 5.1.2.3 was performed after this measurement.
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that the cryo trap can pump deuterium. With equation (5.15) a first lower limit7
for the reduction factor can be stated
R & kTMP · pPP1(t = 65 h)
pPP2(t = 65 h)
& 14 · 4.80× 10
−7 mbar
4.39× 10−10 mbar ≈ (1.53± 0.22)× 10
4 . (5.16)
The result is limited because of the sensitivity of the pressure gauge installed at
PP2. One has to mention that for the pressure at PP2 the calibration factor for
D2 is used over the whole time range. Since the calibration factor for deuterium is
1/0.35, the pressure at CPS-PP2 will be smaller, if the cold cathode does not see any
deuterium. The uncertainty calculation uses an uncertainty of 10% for the measured
values of both pressure gauges as well as for the simulated ad-hoc factor kTMP.
Since a pressure in the 10−10mbar range reaches the sensitivity limitation of a cold
cathode, and the requirement of a molecular flow into CPS has to be met, this
measurement equipment does not allow for a more precise result. Nevertheless,
the overall injected pV amount of D2 was more than a factor 50 times the value
of a standard 60 d run. Because of the decrease of the reduction factor over time
(compare section 4.3), the lower limit can be seen as a very conservative estimation.
After this measurement, the malfunctioning RGA at PP2 was exchanged in order
to achieve a better sensitivity in the following measurements.
5.1.2.4.2. Reduction factor measurement with a residual gas analyzer
With the new RGA installed, a new reduction measurement was started. For the
partial pressure at PP2, the calibration measurement described in 5.1.2.3 was used.
The calibration was performed only after the measurement by releasing the deu-
terium stored in the cold trap. Using the result from initial measurements, the
injection flow was set to 4× 10−4mbar ` s−1.
After about 20 h the opening of the leak valve was slightly increased to achieve the
targeted flow, which can be seen in figure 5.7. This results in a marginal increase
of the pressure at PP1 and a slightly higher slope in the pV amount curve. The
pressure at PP2 shows no increase over the whole time range, only noise at the
sensitivity of the RGA is visible. However, with the RGA the measured pressure is
in the range of 10−13mbar (a factor of 103 lower than with cold cathode), enabling a
better sensitivity for the reduction factor. A new lower limit for the reduction factor
is calculated as
R & kTMP · pPP1(t = 47.5 h)
pPP2(t = 47.5 h)
& 14 · 4.50× 10
−7 mbar
4.10× 10−13 mbar ≈ (1.54± 0.31)× 10
7 . (5.17)
The uncertainty for the partial pressure recorded by the RGA is assumed to be
10% of the measured value [Vacc]. As the sensitivity of the RGA is three orders
of magnitude better sensitivity, the estimated lower limit is now in the range of
the 107 requirement. Though the total injected pV represented about 100×60 d
7A central value could only be stated if a pressure increase at PP2 were seen.
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Figure 5.7.: Reduction factor measurement of gold surface with RGA. The pres-
sures at PP1 and the partial pressure of deuterium at PP2 are plotted in
red and blue, respectively, over time in seconds. The black line shows the
injected pV amount by the deuterium inlet system.
measurements, the reduction factor requirement of R > 107 was still met. Therefore
it can be concluded that the cold trap capacity is totally sufficient for standard
operation of KATRIN. When the cold trap is operated at nominal temperature of
3K, the reduction factor is presumably even larger as the measurement was executed
at a cold trap temperature of 4.5K instead of the designed 3K.
In conclusion, the results without an argon frost layer are very promising with regard
to the CPS reduction factor. As the nominal operation will include an argon frost
layer, further measurements discussed in the following results focus on configurations
with an argon frost layer.
5.1.2.5. Reduction factor measurements with an argon frost layer
After the first CPS reduction factor measurements showed promising results even
without argon frost, the next step towards the final reduction factor estimation is
described in this section. The design of the CPS relies on an argon frost prepared
onto the beam tube surface to increase the pumping efficiency.
5.1.2.5.1. First reduction factor measurement with argon frost layer
Following the installation of the argon inlet system, the argon frost preparation
procedure was tested. The test used a scheme that accounted for the argon con-
ductances measurements of reference [Röt16] for the valve closing order (different
to the scheme described in section 3.2.5). In the first filling all valves to the argon
capillary were left open until the buffer vessel interlock triggered. Only during the
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Figure 5.8.: Argon frost reduction factor measurement with a constant injec-
tion flow. The pressure at PP1 and the partial pressure at PP2 are plotted
in red and blue, respectively, over time in seconds. The black line shows the
injected pV amount by the deuterium inlet system.
second filling the valves to the argon capillary were closed manually at a different
time. With the difference to the measured conductivities in section 3.2.5, this leads
to an inhomogeneous argon frost layer distribution inside the cold trap.
As a first test of the performance, a constant deuterium flow was injected via the
deuterium inlet system attached to DPS-PP5 for nearly a day. The temperature
of the cold trap was set to the KATRIN standard conditions, switching on the 3K
cooling. For the first time during the CPS reduction measurement the TMP at PP2
was not running, allowing to use the simulated ad-hoc factor kα=0.7 = 18 to calculate
the reduction factor from the pressure ratio.
The result can be seen in figure 5.8, which shows the pressures at both CPS pump
ports as well as the cumulative injected deuterium pV amount. The total amount of
deuterium injected equals more than 100 times the amount of a 60 d KATRIN run
at full tritium column density. Due to the sensitivity of the RGA and the molecular
flow rate constraint, only a lower limit can be stated for the reduction factor. Using
the ad-hoc factor kα=0.7 results in a lower reduction factor limit of
Rlow & k · pPP1(t = 22 h)
pPP2(t = 22 h)
& 18 · 4.54× 10
−7 mbar
1.06× 10−13 mbar ≈ (7.7± 1.1)× 10
7 . (5.18)
The reduction factor includes a 10% uncertainty on the measured value of the pres-
sure at PP1 and the partial pressure at PP2 was used. In addition the evaluation
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Figure 5.9.: Long time argon frost reduction factor measurement. The pressure
at PP1 and the partial pressure at PP2 are plotted in red and blue, respec-
tively, over time in seconds. The black line shows the injected pV amount
by the deuterium inlet system.
of the reduction factor after 22 h underestimates the reduction factor due to the
decrease of the pumping efficiency over time (see section 4.3). Despite the relatively
large uncertainty and the inhomogeneous preparation of the frost layer, the required
reduction factor of 107 is exceeded.
5.1.2.5.2. Second reduction factor measurement with an argon frost layer
After the first measurement was performed with a non-optimized argon frost prepa-
ration, the second measurement used the capillary conductance results (see 3.2.5.3).
Furthermore the injection time was increased, to find the point of saturation for the
cold trap capacity. The temperature of the beam tube was set to the nominal 3K
cooling setting.
Figure 5.9 shows the development of the pump port pressures over the course of
the one-week measurement. During the measurement, two times (at t1 ≈ 55 h and
t2 ≈ 120 h) the setting of the leak valve in the deuterium inlet system was adjusted.
With this adjustment, the small decrease of the injection flow rate originating from a
decreasing pressure inside the buffer vessel can be compensated. Further peaks in the
CPS-PP1 pressure trend are outliers, which most likely originate from fluctuations of
the nitrogen cooling regulation of the beam tube section and CPS-PP1. Therefore,
they are not considered in the analysis of the measurement. Similar to the previous
measurement, the partial pressure at PP2 is stable over the whole time period.
With a total deuterium pV amount of 850mbar ` stored inside the cold trap, the
measurement was stopped before it could become a safety issue.
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The sensitivity was similar as in the first measurement, resulting in a similar lower
limit as the previous measurement:
Rlow & k · pPP1(t = 140 h)
pPP2(t = 140 h)
& 18 · 6.75× 10
−7 mbar
9.92× 10−14 mbar ≈ (1.22± 0.17)× 10
8 . (5.19)
In combination with the simulations, the result confirms a high reduction factor.
5.1.2.5.3. Temperature dependence measurement of the CPS reduction
factor
In order to further investigate the reduction factor for the CPS with high sensitivity,
the limited residual gas analyzer sensitivity requires a different approach to deter-
mine the central value of the CPS reduction factor. The cold trap functionality is
strongly correlated with its temperature. Therefore, the ratio of the pressures at
both CPS pump ports is measured for different beam tube temperatures. Before
analyzing the data, the physics conditions are described in the following. Assuming
an average number of adsorptions N¯ per particle passing the cold trap, the average
time t¯(T ) for a particle to pass is
t¯(T ) ≈ N¯ · τ¯(T ) , (5.20)
where τ¯(T ) is the average desorption time defined in equation (3.10) for a tempera-
ture T . Another assumption is that the pressure at pump port 1, pPP1, is influenced
by the injected flow only, which holds in first order. A constant injection flow rate
qin thereby should result in a constant pressure at CPS-PP1. For the pressure at
CPS-PP2 the relation
pPP2(T ) ∝ qout(T ) ∝ 1
t¯(T ) ≈
1
N¯ · τ¯(T ) (5.21)
applies. In this interpretation only the temperature dependence will be analyzed. It
has to be noted that for the analysis the data points will be binned in temperature
regions. During this time period the pressure rise due to the already stored gas is
considered as a constant offset, which does not affect the pressure ratio:
pPP1
pPP2(T )
∝ 11
N¯ ·τ¯(T )
∝ N¯ · τ¯(T ) ∝ exp
(
Edes
RT
)
. (5.22)
For this temperature dependent pressure ratio, the reduction factor is not just the
product of pressure ratio and simulated ad-hoc factor k. The true reduction factor
will be larger than the pressure ratio because the adsorbed deuterium will shift pPP2
to a higher value. Even with a smaller sticking coefficient α for higher temperatures,
the measured pressure ratio will be smaller than the true reduction factor (k ≈ 6
for α = 0, see section 4.3.2).
Therefore, this measurement will state a lower limit for the CPS reduction factor,
but with a better sensitivity than the measurements described so far.
The results of the measurement with the argon frost layer are shown in figure 5.10.
For temperatures below 6K, the pressure at PP2 is not influenced due to the limited
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Figure 5.10.: Temperature dependent reduction factor measurement with ar-
gon frost. The pressures at PP1 and the D2 partial pressure at PP2 are
plotted in red and blue, respectively, over time in seconds. The black line
shows the temperature of RTY-3-3101, which is manually increased during
the measurement.
sensitivity of the RGA. The pressure at PP1 changes by less than a factor of 3
and will be treated as constant. The peaks in the PP1 pressure correlate to the
immediate times when the beam tube temperature has been set to a new setpoint.
Since those time intervals are excluded from the analysis by the requirement of a
stable temperature (squared deviation smaller than 0.15K for more than 100 s), this
will not influence the measurement. After the D2 partial pressure reached a value
of 10−8mbar, the RGA was turned off in order to prevent damage of the electron
multiplier. At the corresponding temperature, the retention of the cold trap is close
to 0; the gas flow reduction is mainly caused by the conductance of the geometry.
The averaged pressure ratios are plotted in logarithmic scale against the tempera-
ture in figure 5.11. Before the time stamp of 12 000 s, the RGA records only noise.
Therefore, the analysis only includes data after 12 000 s. The statistical uncertainty
is estimated as the standard deviation of the bins. Additionally, the systematic un-
certainties for both pressures (10% of read-out value) and the temperature (0.12K8)
are added quadratically. The curve fitted is of the form
pPP1
pPP2
= exp(a) · exp
(
b
T
)
, (5.23)
where a and b are the fitting parameters. The fit was performed by taking the
8This uncertainty is based on an internal KATRIN report.
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Figure 5.11.: Extrapolation of CPS reduction with an argon frost layer. The
pressure ratio of PP1 and PP2 is plotted over the temperature. Between
6K and 9.5K an exponential curve is fitted, which can be extrapolated to
lower temperatures. The horizontal dashed blue line represents the require-
ment for the cold trap, while the vertical one shows the nominal operation
temperature. Values below 6K are excluded due to the sensitivity of the
RGA.
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Figure 5.12.: Temperature dependent reduction factor measurement without
argon frost layer. The pressures at PP1 and the D2 partial pressure at
PP2 are plotted in red and blue over time in seconds. The black line shows
the temperature of RTY-3-3101, which is manually increased during the
measurement.
logarithm of both sides of equation (5.23), which results in
log
(
pPP1
pPP2
)
= a+ b
T
. (5.24)
The fit yields
a = −18.3± 0.7
b = (186.7± 5.6) K . (5.25)
The fit parameter b can be translated according to equation (3.10) into a desorption
energy
Edes,meas ≈ b ·R = (1553± 46) J mol−1 . (5.26)
This result on the desorption energy has is to be treated very carefully since sev-
eral assumptions hard to quantify completely in its uncertainties were made in its
derivation. Remembering the previous measurements with a stable CPS cold trap
temperature, a large binding energy does indeed seem reasonable. Extrapolation of
the fitting curve to the operating temperature agrees with the different simulated
values for Edes,meas considering their relative large uncertainty (see section 4.3).
In summary, the measurements with an argon frost layer conclude that the required
reduction factor of 107 is well exceeded by several orders of magnitude, while the
capacity of the cold trap is also unexpectedly large.
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Figure 5.13.: Extrapolation of CPS reduction without argon frost layer. The
pressure ratio of PP1 and PP2 is plotted over the temperature. Between
5.6K and 6.2K, an exponential fit was used to compare to the argon frost
layer measurement.
In order to compare the cryo trap performance with and without argon frost layer,
the same procedure was repeated without argon frost. The result is shown in fig-
ure 5.12. The pressure rises at PP1 originate from the readjustment of the leak valve
in the deuterium inlet system, targeted for a higher pressure ratio to increase the
sensitivity. As this measurement was performed after the argon frost layer measure-
ment, the beam tube was already warmed up to 5K expecting a similar temperature
range for the start of a pressure rise in PP2. In contrast to the argon frost layer
measurement, the D2 partial pressure at PP2 rises fast in a narrow temperature
window.
Analysis of the measurement is therefore difficult, as can be seen from figure 5.13.
After the D2 partial pressure recorded by the RGA rises above noise, there are only
three points that can be used for a fit according to equation (5.23). A fitting range
between 5.6K and 6.2K leads to
a = −238± 124
b = (1443± 725) K . (5.27)
The large uncertainties reflect the fact that two parameters are determined by three
data points only. Therefore no desorption energy is calculated.
Nevertheless, the results show that the CPS cold trap exceeds its specified reduction
factor at the designed temperature, even without argon frost operation. This is a
key finding, as there is no possibility to check the true argon frost coverage of the
beam tube, and as a fallback in case argon frost preparation fails out of technical
reasons.
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Table 5.1.: Summary of CPS reduction factor measurements. The results for
the reduction factor R are listed in dependence of the cold trap temperature
cooling T , the surface condition, and the measurement method.
T surface method log10R section
4.5K Au surface cold cathodes & 4 5.1.2.4.1
4.5K Au surface calibrated RGA & 7 5.1.2.4.2
3K Ar frost layer calibrated RGA & 7 5.1.2.5.1
3K Ar frost layer calibrated RGA & 8 5.1.2.5.2
3K Ar frost layer extrapolation of temp. dependence  10 5.1.2.5.3
3K Ar frost layer simulation 12-14 4.3
The results of this section are summarized in table 5.1. These measurements allow
a start with tritium operation. As the retention systems work properly there are no
indications that tritium will contribute to the background rate.
5.2. Measurements with tritium
As the DPS and CPS commissioning measurements exceeded the requirements on re-
tention and capacity the next milestone of the KATRIN experiment was approached:
Trace9 amounts of tritium with deuterium as carrier gas were circulated in the source
system and first tritium spectra were recorded with the KATRIN experiment. This
First Tritium campaign was aimed to test the spectroscopic performance of the as-
built KATRIN set-up with nominal gas flow. Despite successfully recording first
tritium β-spectra, the large statistical uncertainty during this commissioning op-
eration does not allow as expected a neutrino mass analysis but allowed a series
of sensitivity studies as described in section 5.2.1. In section 5.2.2 the overall re-
duction factor of WGTS and DPS is analyzed by using the accumulated tritium
activity frozen on the argon frost layer of the CPS. In order to check whether the
source activity affects the background rate, stability analyses of the background were
performed, as described in section 5.2.3.
5.2.1. Goals of the First Tritium campaign
In May 2018, tritium was injected for the first time into the KATRIN beam line. The
goal of this measurement campaign was to demonstrate the stability of the differ-
ent subcomponents, which were in combined operation for the first time. However,
a component not ready for operation was the rear section, for which the commis-
sioning phase started after the First Tritium campaign in September 2018. The
non-availability of the rear section implies that the column density cannot be deter-
mined with the designed systematic uncertainty budget [Hei19]. In order to minimize
the risk of a tritium contamination of the spectrometers, the gas injected into the
WGTS contained only 0.5% of tritium in deuterium as carrier gas. Dedicated mea-
surements were performed to prove that the ion flux into the main spectrometer is
smaller than 104 ions s−1 [Kle19]. With trace amounts of tritium the allowed limit
for the ion rate can be increased by two orders of magnitude, since in this configura-
tion deuterium ions are dominant. Only after the performance of the ion retention
9In the order of 0.5%.
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system was validated with the instruments of the source and transport section, the
valve to the spectrometers was opened. Before using the regular tritium loop supply,
the Very First Tritium (VFT) measurement campaign used four sample cylinders
filled with tritium as inventory that were connected to the inner loop system. The
measured ion flux into the CPS enabled to open V4 on the next day [Kle19].
On May 18, the contents of the first tritium sample cylinder were injected to the
inner loop. With V4 closed, a Faraday cup instead of the FBM was inserted into
CPS-PP2. The Faraday cup is designed to determine both, electron and ion rate.
After using the second sample cylinder for ion measurements, technical issues (air
contamination in cryo-circuits) with the Helium Plant TCF50 cryocooler required
a change of plans. The remaining two sample cylinders were injected to record the
first eight tritium spectra with the KATRIN experiment. Out of the eight 30min
runs, four showed a stable column density while for the others it already decreased
due to the limited inventory of the gas cylinders [Kle19].
Finally the cryogenic problems resulted in a failure of the cryogenic cooling system,
the WGTS and CPS magnets were ramped down via a slow discharge (triggered
by the safety interlock). As the repair of the cryocooler required WGTS and CPS
cryostats to be separated from the cooling system, both components warmed up. It
took two weeks to repair and bring back the cryo systems to standard operation,
which then marks finally the start of the First Tritium (FT) campaign. During
these two weeks of down-time the sample cylinders were removed and the tritium-
deuterium mixture was prepared in a buffer vessel, which is connected to the loop
system and will also be used in KATRIN standard operation. Ion measurements
started the FT campaign on June 5, followed by two weeks of continuous gas cir-
culation. Several measurements were performed to investigate different scanning
strategies (e.g. randomized high voltage steps, different run lengths, ...), search for
sterile neutrinos, stability runs, and continuation of the ion measurements. After
these two weeks, the injection of gas into the WGTS was stopped and background
measurements were started.
The following sections 5.2.2 and 5.2.3 focus from the rich field of first tritium mea-
surements on the tritium retention in the pumping sections and the background rate
stability.
5.2.2. Accumulated activity in the cryogenic pumping section
One possibility to check the overall reduction factor of WGTS and DPS is to measure
the accumulated activity on the argon frost layer of the CPS cold trap and compare
it to the activity injected into the WGTS. Since the commissioning results of the
CPS showed a reduction factor larger than 107, to first order tritium entering the
CPS adsorbs completely on its cold trap. During regeneration of the cold trap,
namely the helium purging process (see section 3.2.5.6), the argon frost adsorbate
containing the adsorbed tritium is released from the cold trap and stored in a 506 `
buffer vessel. Information about the adsorbed amount of tritium can be gained from
determining the activity stored this buffer vessel by a BIXS system (for working
principle see section 2.2.2.1). During the helium purging, helium might also enter
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the DPS and transport DPS activity into the buffer vessel10. The valves to the
TMPs of the DPS and the valve between WGTS and DPS were closed.
Due to the warm-up after the VFT campaign, the argon frost layer was regenerated
before FT so only tritium injected after June 5 has to be taken into account for the
analysis. With the measured activity in the buffer vessel ABV (considering the loss
of activity since the begin of the tritium injection) and the injected activity into
WGTS AWGTS, the overall reduction factor of WGTS and DPS can be calculated as
RWGTS+DPS =
AWGTS
ABV
. (5.28)
The activity is proportional to the number of active tritium gas atoms NT, defined
through
AWGTS = NT · λT , (5.29)
with the tritium β-decay constant λT. Solving the ideal gas law for NT and inserting
the measured injected flow rate qpV leads to
AWGTS =
qpV · 0.5 · DT · λT · tbin
kB · T . (5.30)
Here the factor 0.5 accounts for half of the atoms in the DT molecule, DT is the frac-
tion of DT in the gas mixture, tbin = 300 s is the binning time, kB is the Boltzmann
constant, and T = 273.15 K is the temperature, which is needed for the conversion
of sccm11 at the flow meter. The injected flow rate is determined from the flow me-
ter in front of the pressure controlled buffer vessel (including a calibration factor).
DT is measured by the LARA system. From equation (5.30) an injected activity
of AWGTS = (414.82± 0.55) TBq is determined. For the uncertainty calculation, a
2.5% uncertainty for qpV is assumed.
With the activity ABV = (21.0± 4.2) MBq stored in the buffer vessel as measured
by the BIXS detector system. The uncertainty of 20% is dominated by the low
count rate in the 506 ` buffer vessel (close to the detection limit) together with only
1% DT, which circulated through the KATRIN beam line. Using these values, the
reduction factor can be calculated as
RWGTS+DPS = (1.98± 0.40) · 107 . (5.31)
This value is close to the requirement of 107. Keeping in mind the reduced pumping
speed for D2 and DT compared to pumping T2, the actual reduction factor for
nominal tritium operation is likely to be larger. This result has been obtained at
the designed pumping performance of WGTS and DPS, which is another important
milestone for the standard KATRIN operation.
5.2.3. Stability of the background rate
Investigating the background rate behavior during and after injecting tritium pro-
vides a check of the tritium retention of the source and transport section. Using
the background rate as a proxy for the performance of the tritium retention system
10The valve V2 between DPS and CPS was stuck in open position at that time
11Standard cubic centimeters per minute.
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Figure 5.14.: Pixel map of the FPD for the background runs. The average rate
of all background runs is shown for each pixel. The left picture shows the
full detector, whereas the right picture excludes the pixels not used for the
analysis.
assumes that the stability of the underlying processes causing background (see sec-
tion 2.3) does not change during that time. Since between VFT and FT there were
no hardware changes in the spectrometer and detector section (SDS), this assump-
tion seems reasonable.
The reference background level was determined before the VFT campaign. In some
cases, the runs used for the following analysis have slightly varying settings. During
some runs the pre-spectrometer voltage was changed to investigate if this affects the
background rate. Additionally, some runs were taken with a closed valve between
the CPS and pre-spectrometer. The parameter most varying is the (sub-) run length;
this is caused by the fact that not only the background sub-runs12 of a tritium scan
run were used but dedicated over-night background runs as well. The total run list
with all the different settings can be found in appendix G.
A detector pixel map shows the spatial distribution of all pixel-wise averaged back-
ground rates in figure 5.14. The energy window for each pixel was set between 14 and
32 keV13. The spatial distribution matches the one expected from SDS-background
only [Har15] with an increasing rate towards the outer rings of the detector. Fur-
thermore, the rate is higher on the upper right sector compared do the lower parts.
This can be explained by a slight misalignment of the beamline having the wall
12A sub-run during a β-scan run corresponds to one specific high voltage value of the main spec-
trometer. The background sub-runs were taken at high voltage values above the endpoint of
the tritium spectrum.
13The energy resolution of some pixels was worsened unintentionally for this measurement cam-
paign, leading to the selection of a wider region of interest (ROI) here.
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Figure 5.15.: Background rate trend during tritium measurements. The back-
ground rates are plotted over the corresponding run number. With the
dashed blue lines the beginning and the end of the VFT as well as the FT
measurement campaign are marked.
mapped to some outer pixels. Therefore, for a clean analysis the two outer most
rings are excluded. Three more pixels on the right side14 are excluded as they are
shadowed by the forward beam monitor. In total, this leaves 121 out of 148 pixels
for the following analysis.
The background rates of the different runs are shown in figure 5.15. If a run has
several background sub-runs e.g. during a tritium β-scan, a sub-run averaged back-
ground rate is shown. Due to the varying run lengths the uncertainties of each data
point vary strongly. This holds for the background-specific runs in the time interval
between VFT and FT also due to the relatively long measurement time and therefore
a smaller uncertainty. The plot does not show an increase of the background rate;
this is confirmed by a linear fit, which gives a slope of (−5.7± 2.8)× 10−3mcps per
run and therefore is compatible with zero. The average rate is given by
Γruns = (328.74± 0.77) mcps . (5.32)
The corresponding standard deviation is calculated as
σruns = 23.01 mcps . (5.33)
Another approach averages the background rate per day and not only per run.
14The pixel view looks from detector towards the source (upstream). The left side of the pixelmap
therefore corresponds to the eastern side of the source.
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Figure 5.16.: Background rate development over tritium campaign days. The
black dots mark the average of the background runs (or sub-runs) mea-
sured at the same day with corresponding statistical uncertainty. Day 1
corresponds to May 16th, 2018. The red line represents the cumulative
activity inserted into the WGTS.
Figure 5.16 shows the corresponding background rates over all days of the measure-
ment campaign. Similar to figure 5.15 a linear curve was fitted, which results here
in a slope of (−1.3± 0.7)× 10−4mcps d−1 that is also compatible with zero. The
average rate is given by
Γdays = (328.97± 0.84) mcps , (5.34)
with a standard deviation of
σruns = 13.28 mcps . (5.35)
Comparing this value to the result of equation (5.32), both agree within their un-
certainties. This is expected as a different binning of the background rate should
not affect the average rate.
In addition to the day-wise background rate, figure 5.16 shows the accumulated
activity during the VFT campaign (day 3 and 4) and the FT campaign (day 22
to 34). Overall, an activity of about 419TBq has been injected into the WGTS
including 33TBq from VFT. During and after tritium circulation, no statistically
significant increase of the background rate can be observed.
From this non-observation of a background rate increase, a lower limit on the tritium
flow reduction factor of the STS can be stated. First the injected tritium flow Φin
has to be considered
Φin = qWGTS · T , (5.36)
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with the measured flow qWGTS = 1.85 mbar ` s−1 into the WGTS and the fraction
of T in the gas mixture T ≈ 5 × 10−3. As reported in [MDF+13], a tritium flow
of 10−14mbar ` s−1 entering the spectrometers would induce a signal rate of 1mcps.
Therefore, the measurable tritium flow into the spectrometer is defined as
Φout,spec =
Γexcl
1 mcps · 10
−14 mbar ` s−1 . (5.37)
With a background rate of the order 100mcps, the tritium flow would have to be
of the order of 10−12mbar ` s−1 to measure an increase by Γexcl = 100 mcps to be
clearly identified as a tritium induced background. Therefore the reduction factor is
R = ΦinΦout,spec
> T · qWGTS10−14 mbar ` s−1 ·
1 mcps
Γexcl
≈ 1010 (5.38)
In FT only 0.5% of the circulated gas were tritium atoms, reducing the sensitivity
by two additional orders of magnitude. Also the value for Γexcl is high because the
of the limited background measurement time during and after the FT campaign.
Therefore, this analysis states a lower limit of the tritium reduction factor of at
least 1010, which is four orders of magnitude less sensitive than needed for the
requirement. However, the sensitivity will be increased by more than two orders
of magnitude for nominal KATRIN tritium operation with T > 0.95 and longer
measurement time.
In another approach, the background sub-runs were divided in 300 s long segments15,
and afterwards the corresponding rates were filled in a histogram.
The 300 s binning results in nearly 1800 entries in the histogram, allowing to approx-
imate the Poisson distribution by a Gaussian. The Gaussian fit shown in figure 5.17
reveals a mean µ of
µ = (336.62± 0.87) mcps , (5.39)
and a standard deviation of
σ = (35.96± 0.62) mcps . (5.40)
In contrast to the average background rates given in equations (5.34) and (5.32), the
mean of the Gaussian distribution is larger by about 8mcps. This deviation could
be explained by the relatively high reduced χ2, which reflects a non perfect Gaussian
distribution. Measurements after FT support the statement of no contamination of
the SDS with an averaged rate of
Γafter FT = (335.83± 2.24) mcps . (5.41)
As mentioned above, the sensitivity for the tritium reduction factor of the global
beamline is very low in the FT set-up. The commissioning measurements with
deuterium have shown that the overall reduction factor of the STS is larger than the
required 1014. With the elevated background rate (compared to the KATRIN design
value), it is difficult to be sensitive to a tritium induced background. Additionally,
15If the segment length is larger than 240 s, the leftover time is used. Shorter segments were not
considered.
100
5.2. Measurements with tritium 101
Background rates
Entries  1798
 / ndf 2χ
 51.22 / 30
Prob   0.009237
Constant  145.5
Mean     
 336.6
Sigma    
 35.96
100 150 200 250 300 350 400 450 500 5500
20
40
60
80
100
120
140
rate in mcps
co
un
ts
pe
r
bi
n
Figure 5.17.: Background rate histogram for tritium measurement campaign.
The histogram is filled with background rates binned within 300 s of all
runs and sub-runs. In red, a fitted Gaussian distribution is shown. The
average background rate of all sub-runs after First Tritium is indicated in
blue.
101
102 5. Measurements of the gas flow reduction factor
the widened region of interest16 for the detector pixels result in an approximately
20% higher background rate.
Nevertheless, the measurements show that there is no significant background rate
increase, which indicates good conditions for standard tritium operation. In March
2019, KATRIN started routine tritium operation. The nominal 100% T2 column
density will enable a better sensitivity for the reduction factor determination. How-
ever, these measurements are not covered in this thesis.
5.3. Summary
One of the factors limiting the KATRIN neutrino mass sensitivity is the background
rate. A process that would increase the background rate is tritium contamination
of the spectrometer section even with tiny mass flows of 10−14mbar ` s−1 into the
spectrometer. Therefore, the technical realizations of the required retention over
14 orders of magnitude was one of the biggest technological risks of KATRIN. In
this chapter, the dedicated gas-flow reduction factor measurements for the DPS
and CPS retention measurements were described, followed by a background rate
analysis in the course of the FT measurement campaign. The first part focused on
the commissioning measurements with deuterium, testing the general performance
of both systems. For the DPS, a standalone reduction factor measurement was
not possible. Therefore, the performance was tested together with the KATRIN
loop system and the WGTS. As the gas flow into the DPS is very small under
these conditions, the results have to be interpreted carefully. Furthermore, there
is a distinct difference in the efficiency of the TMPs when pumping deuterium or
tritium. From the DPS commissioning results, the DPS requirement of a tritium
reduction factor larger than 105 could not be confirmed.
A dedicated inlet system was installed at the inlet of the CPS to measure reduction
factors of the CPS while keeping molecular flow conditions. This system enabled
a gas flow adjustable within six orders of magnitude. With this set-up, cold trap
characterization measurements were executed with and without an argon frost layer.
Simulation results expect the reduction factor to exceed its requirement (107) by at
least four orders of magnitude, providing a challenge for the measurement. This
challenge became visible in the long term measurements, where deuterium was in-
jected with a constant inlet flow but no increase of the pressure at PP2 above noise
level could be observed. Therefore, lower limits were estimated for the reduction
factor, confirming the requirement of retentions stronger than 107. An approach
with improved sensitivity used the temperature dependence of the desorption time.
While the beam tube temperature of the cold trap was slowly increased, the pres-
sure ratio of both pump ports was observed. The results confirmed the previous
measurements suggesting a reduction factor several orders of magnitude higher than
107. Though this method has a better sensitivity, a reliable, quantitative central
value for the reduction factor could not be determined due to the time dependent
changes of adsorbed deuterium molecules with increasing temperature. From simu-
lations, the conclusion can be made that the radioactive decay of tritium molecules
adsorbed at the cold trap will be the dominant part, which have to be considered in
the desorption processes.
16Energy range of the detector in which the counts are used for the analysis.
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Figure 5.18.: Background rate results for different analyzing methods. The
background rates and their standard deviation are shown in dependence of
the corresponding analyzing method. See main text for details.
The clear demonstration of gas flow retention from the source system into the spec-
trometers enabled the first operation with tritium in the KATRIN beamline. In
May 2018, the first tritium circulation started, which allowed to monitor the back-
ground rate to test for possible implantation of tritium into the spectrometers. A
total amount of 420TBq was circulated during the VFT and FT measurement cam-
paigns. Two different aspects of this campaign were investigated within this thesis.
First, the reduction factor of WGTS and DPS was analyzed using the activity stored
on the CPS argon frost layer. With this approach, an overall reduction factor was
measured to be of the required order of magnitude. As the TMP pumping speed is
lower for DT and D2 than for T2, the reduction factor for nominal tritium operation
will be larger.
Analyzing the background rate during and after FT revealed no indication for a drift
which could potentially be credited to tritium entering the spectrometer section.
Due to the trace amount of tritium in the circulated gas mixture, the sensitivity
was limited. The rates obtained by different analysis approaches are summarized
in figure 5.18. Nevertheless, the stable background rate confirms the operational
readiness of the complete KATRIN beamline.
This chapter showed that the KATRIN transport and pumping section is ready for
nominal tritium column density operation as in KATRIN neutrino mass configura-
tion, starting in March 2019.
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6. Summary and outlook
The discovery of neutrino oscillation was awarded with the Nobel prize in 2015. This
prize underlines the importance of neutrinos in physics today. Despite their large
abundance in the Universe, there are still several physical properties of neutrinos
unknown. One of these parameters is the neutrino mass. There are several methods
with which the neutrino mass can be measured, nonetheless no absolute value has
been determined yet. The best limit for the sum of all neutrino masses can be
derived from cosmological experiments. However, the analysis of these experiments is
strongly model-dependent, which results in systematic dependencies. With another
approach, namely the neutrinoless double beta decay, the neutrino mass can be
measured if neutrinos are Majorana particles. But also those experiments have yet
not found any value for a neutrino mass and report only upper limits. For model-
independent measurements using the kinematics of the β-decay, the effective electron
antineutrino mass is the observable.
With the tritium β-decay, the best results so far for an upper limit mνe < 2.0 eV
(95% C.L.) have been found by the Mainz and Troitsk experiment. In this case,
the advantage of the low endpoint energy of 18.6 keV, the relatively low half-life
time of 12.3 years, and the super-allowed transition can be used in order to perform
measurements with a high sensitivity. The KATRIN experiment located in Karlsruhe
has the potential to improve the previous mass limit by one order of magnitude.
As the actual observable is the effective electron antineutrino mass squared, the
systematic uncertainties have to be reduced by a factor of 100.
In order to reach this ambitious goal, KATRIN consists of a 70m long beamline,
which guides the β-electrons adiabatically from the source on their way to the detec-
tor. In the WGTS, tritium decays with an activity of 1011Bq providing a sufficient
β-electron rate for the analysis of their energy by the MAC-E filter method. The
tritium has to be pumped out before the spectrometer section since it would cause
an irreproducible background component. For this purpose, the KATRIN transport
and pumping section was designed combining turbomolecular pumps (TMPs) and a
cryo pump with an argon frost layer.
In this thesis, the focus was set on the retention of neutral tritium preventing a
contamination of the spectrometers. A retention of at least 14 orders of magnitude
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is needed to keep the background level by tritium induced decays in the mHz level.
The first differential pumping section (DPS) and cryogenic pumping section (CPS)
commissioning measurements were done investigating the gas flow with non-active
gases (D2) through the components. The results of these measurements allowed
the first operation of tritium in the KATRIN beamline during the First Tritium
campaign in May 2018.
Before the measurements were started, dedicated and detailed simulations were made
investigating the reduction factors of both pumping sections. The simulation results
showed that the DPS reduction factor is right at the required level of five orders of
magnitude. For the CPS, the temperature deviations to the nominal value of 3.0K
inside the cold trap were investigated first. With the simulation software COMSOL
Multiphysics®, a CPS cold trap temperature model was developed. The results in-
dicated that the radiation of warmer CPS cryostat parts have a non-negligible effect
on the beam tube temperature. Therefore, the designed homogeneous temperature
distribution cannot be reached. In order to test the influence of the inhomogeneous
temperature distribution on the pumping performance, two simulation models were
constructed: one with MolFlow+ and a second semi-analytical tracking model. Both
models achieved similar results: the CPS reduction factor exceeds the required re-
duction factor of 107 by several orders of magnitude. Additionally, the MolFlow+
simulation allowed to calculate ad-hoc factors for translating a measured pressure
ratio into a reduction factor.
The results of the simulations were checked by the execution of the DPS and CPS
commissioning measurements with deuterium. The sensitivity of the DPS mea-
surements was limited due to the maximum flow rate at the entrance of the DPS
beamline. Therefore, the designed reduction factor of 105 could not be confirmed
by injecting deuterium into the WGTS. For the measurement of the CPS reduction
factor, a dedicated inlet system had to be installed. This allowed the investigation
of large inlet flows in a short measurement time. After first measurements with
the golden inner beam tube surface of the cold trap, the first argon frost prepara-
tion was made. Similar to the measurements without the argon frost layer, both
analysis showed a reduction factor larger than the requirement. The results were
limited by the requirement of a molecular flow conditions and the sensitivity limit
of the pressure gauges. With another measurement method, the reduction factor
dependence on the temperature of the cold trap was investigated. Even though,
from this method an absolute value for the reduction factor cannot be determined,
the extrapolation yielded results in the order of 1012 to 1014. The beginning of the
First Tritium campaign allowed to check the influence of tritium on the spectrome-
ter background. By comparing the background rates before, during, and after this
campaign, no statistically significant increase of background could be found. The
use of tritium also enabled to determine the combined reduction factor of WGTS
and DPS, which showed to meet exactly the requirement. In general, the finding of
this thesis is that the KATRIN pumping section meets its requirements.
In March 2019, the first KATRIN measurements with pure tritium were started.
With the start of nominal tritium operation, the pumping sections remain an im-
portant part of the KATRIN experiment. The pumping of both sections has to be
reliable in order to prevent tritium from entering the spectrometer. The developed
argon frost preparation procedure allows reproducible conditions for the CPS cold
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trap with their regular regeneration after 60 days of measurement time. The mea-
surement results prove that the capacity of the CPS exceeds a 1Ci limit by at least
a factor of 100.
Within the next five years, KATRIN measurements will be performed with nominal
tritium operation. The large collected dataset will allow to investigate the tritium
background with a much better sensitivity. Together with a reduction of the non
tritium induced background rate, a reduction factor larger than 1014 can then maybe
stated. This is an integral part for the determination of the effective neutrino mass,
which measured value would be an important milestone in neutrino physics.
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A. Measurement buffer vessel volume of argon in-
let system
Table A.1.: Measurement buffer vessel argon inlet system. Measured values used
for analysis in 3.2.5.2.
Measurement p0 in mbar p1 in mbar p2 in mbar
1 300 296 178
2 300 296 178
3 300 296 178
B. Measurement buffer vessel volume of deuterium
inlet system
Table B.2.: Measurement buffer vessel deuterium inlet system. Measured values
used for analysis in 5.1.2.1.1.
Measurement p0 in mbar p1 in mbar p2 in mbar
1 499.9 461.3 139.2
2 500.0 461.4 139.4
3 499.8 461.3 139.3
110
C. CPS loops piping and instrumentation diagram 111
C. CPS loops piping and instrumentation diagram
Figure C.1.: Piping and instrumentation (P&I) diagram of the CPS loops. The
various components of the CPS loops are shown.
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112 Appendix
D. MAG W 2800 pumping speed
The pumping speed S of a MAG W 2800 can be estimated for a particular molar
mass M by [Mal07]
S = SH2 ·
√
1
M
· logMlog 2 (D.1)
with the pumping speed SH2 for hydrogen. In figure D.2, the resulting pumping
speeds are shown
Figure D.2.: Pumping speed of MAG W 2800. The pumping speed of the MAG W
2800 is plotted over the molar mass of the pumped out gas.
112
E. Position of CPS beam tube sensors 113
E. Position of CPS beam tube sensors
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Figure E.3.: CPS beam tube temperature sensors. Technical drawing of the CPS
beam tube temperature sensors. The sensors are mounted on the beam tube
by 3 cm long copper housings. The sensor 320-RTY-3-4102 is installed at
the same housing as sensor 4103.
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F. Simulation of a hardware failure
In KATRIN standard operation, the flow into CPS is in the molecular flow range.
In case there is a beam tube vacuum failure upstream of the DPS, a huge flow rate
would impinge onto the spectrometer section, since this is the part with the lowest
pressure. In such a case, a hardware interlock will be activated, where all beamline
valves as well as the valves to the TMPs will be closed. However, the closing of
beamline valves V2, V3, and V4 can take up to 15 s. With no TMPs available in
this worst case scenario, the only working pump would be the CPS cryo trap. A
temperature increase of the cold trap due the high flow rate can be neglected in
this time range. In such an event, the incoming flow would not be in the molecular
flow range, therefore the previous results (see section 5.1) might not be used for
predictions.
In order to investigate a hypothetical vacuum failure, the deuterium inlet system was
used. The worst case scenario includes coverage of the argon frost with a deuterium
pV amount approximately equal to five times a 60 d run. In contrast to the previous
measurements, the leak valve was fully opened for about 30 s. Because the measured
conductance of the orifice is only valid in the molecular flow range, the injected flow
cannot be determined. In addition, the pressure gauge at PP1 quickly went out
of its range (the pressure was higher than 6.6× 10−3mbar) and therefore turned
itself off to prevent damage of the cold cathode. The injected deuterium amount is
therefore estimated from the difference in the buffer vessel pressure before and after
deuterium injection. With the determined volume of the buffer vessel, a deuterium
amount of
pVD2,fail = 157.52 mbar ` (F.1)
was injected. The tritium amount residing inside the WGTS will be approximately
0.125mbar ` (the tritium gas in the rest of the beam line can be neglected), which is
far less than the gas amount used. However, a vacuum failure might cause laboratory
air to get into the beamline. In this case, most of the air gas components will freeze
onto the cooled parts of WGTS and beam tube 1 of CPS, reducing the gas load onto
the rest of the CPS beam tube.
Because of the unknown expectation, the RGA at PP2 was not turned on, having
only the cold cathode to check for a pressure increase. During and after the injection,
there was no change in either the temperature of the cold trap, or the pressure at
PP2. Even for the approximately 1000 times larger pV amount compared to the
tritium amount in WGTS and the 30 s injection time, the beam line valves would
have enough time to close. In conclusion, the CPS cold trap acts as a safety device
in case of a vacuum failure in the beam tube.
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G. Run list first tritium background rate analysis
Table G.3.: Tritium β-scans. The runs all contain two background sub-runs with
a measurement time of approximately 300 s spent at a main spectrometer
retarding potential of 18 595V and 18 605V.
Run number
40531
40538-40543
40603-40604
40610-40613
40666-40693
40763-40772
40794-40805
40926-40935
40976-40977
40979-40980
40982-40983
40985-40986
40988-40989
40991-40992
40994-40995
40997-40998
41001-41008
41010-41033
Table G.4.: Background runs before, during, and after first tritium. The
runs are listed in dependence of the main spectrometer voltage, the pre-
spectrometer voltage, and the V4 status.
Run number MS voltage PS voltage V4 status
40218- 40222 18600 16400 closed
40366 - 40381 18600 16400 closed
40482 - 40486 18600 0 closed
40606 - 40608 19000 16400 closed
40975 18600 1000 open
40981 18600 1000 open
40984 18600 1000 open
40987 18600 1000 open
40990 18600 1000 open
40993 18600 1000 open
40996 18600 1000 open
41000 18600 ramping up open
41078 - 41084 scanning 16400 close
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List of Acronyms
BIXS Beta-Induced X-ray Spectroscopy
CAD Computer-Aided Design
CERN Conseil Européen pour la Recherche Nucléaire
CDM Cold Dark Matter
CMB Cosmic Microwave Background
CPS Cryogenic Pumping Section
CUORE Cryogenic Underground Observatory for Rare Events
DPS Differential Pumping Section
ECHO Electron Capture Holmium Experiment
EXO Enriched Xenon Observatory
FBM Forward Beam Monitor
FT First Tritium
FT-ICR Fourier-Transform Ion Cyclotron Resonance
GERDA Germanium Detector Array
HOLMES The Electron Capture Decay of Holmium-163 to Measure the
Electron Neutrino Mass with sub-eV Sensitivity
IMB Irvine-Michigan-Brookhaven detector
KamLAND-Zen Kamioka Liquid Scintillator Antineutrino Detector -
Zero-Neutrino double-beta decay experiment
KATRIN Karlsruhe Tritium Neutrino Experiment
KIT Karlsruher Institut für Technologie
LARA Laser Raman
117
118 0. List of Acronyms
LEP Large Electron Positron Collider
MAC-E Filter Magnetic Adiabatic Collimation combined with an Electrostatic
Filter
MARE Microcalorimeter Arrays for a Rhenium Experiment
NEG Non-Evaporable Getter
PP Pump Port
P&I Piping and Instrumentation
PULCINELLA Precision Ultra-Low Current Integrating Normalization
Electrometer for Low-Level Analysis
RGA Residual Gas Analyzer
SDS Spectrometer and Detector Section
SM Standard Model
SNO Sudbury Neutrino Observatory
SQUID Superconducting Quantum Interference Device
STS Source and Transport Section
TMP Turbomolecular pump
VFT Very First Tritium
WGTS Windowless Gaseous Tritium Source
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