Abstract. We consider the problem and issues of classifier fusion and discuss how they should be reflected in the fusion system architecture. We adopt the Bayesian viewpoint and show how this leads to classifier output moderation to compensate for sampling problems. We then discuss how the moderated outputs should be combined to reflect the prior distribution of models underlying the classifier designs. We then elaborate how the final stage of fusion should combine the complementary measurement information that might be available to different experts. This process is embodied in an overall architecture which shows why the fusion of raw expert outputs is a nonlinear function of the expert outputs and how this function can be realised as a sequence of relatively simple processes.
Introduction
In the two decades since the publication of the Devijver-Kittler text [1] , Statistical Pattern Recognition has made significant advances. The following brief review of the progress made, serving as an introduction to the main part of this paper, is biased and idiosyncratic, presented merely to motivate the main discussion. For a detailed account of the achievements of the last twenty years the reader is referred to a recent review by Jain, Duin and Mao [30] .
In statistical pattern classification the most notable progress has been made in the area of modelling probability density functions using a mixture of simple components, predominantly gaussians. The general approach is discussed in detail in [2] . Some interesting developments on the theme include the joint modelling of the background and class specific contributions to the mixture model [10] which provides useful information from the point of view of classifier design. One of the most important issues in modelling pdfs by a mixture of components is architecture selection. The problem is that the usual goodness of fit criteria (Kullback-Leibler measure, maximum likelihood) monotonically improve as the number of components increases. The best architecture therefore has to be selected using alternative measures. One possibility is to check the recognition performance achieved with the resulting model by cross validation using another set of observations. However, this does not guarantee that the model is necessarily good, not mentioning that the cross validation is costly in terms of the amount of data that has to be available. A more promising idea that has received a lot of attention is based on the minimum complexity principle (Occam's razor). Accordingly, the simplest model that explains the data is the best. This has led to the use of penalised goodness of fit measures. Its simplest form proposed by Akaike [3] which imposed a prior distribution over all the possible models was refined by a number of researchers making the penalty term dependent on the size of the training set [4] , dimensionality and the degree of data correlation [5] . However, while these methods protect from overfitting, they do not guarantee that the model will not be underfitted. In this respect a more promising approach to architecture selection is based on the idea of model validation recently proposed by [6] .
Over the period the state of the art of the methodology for classifier design has been pushed significantly by other research communities. Notable advances have been made in the area of decision trees [7] , [32] and in neural networks [31] . The most recent development in machine learning, Support Vector Machines, is particularly exciting and stimulating [8] .
The last decade has also witnessed considerable advances in feature selection. The popular method of optimising feature selection criteria, the plus -l, take away -r algorithm has been enhanced by making the numbers of forward and backward search steps, l and r , dynamic (data dependent). This computationally efficient algorithm [9] which is known as Floating search, has been found [12] to be the most effective suboptimal search method. Its recent further enhancements are the adaptive floating search method [14] and the oscillating search method [15] .
The classical Branch and Bound search algorithm has been accelerated [16] by profiling the effect on the criterion function value of feature knock-outs. The observed profile can be used to make look ahead predictions which in turn are useful in guiding the search process into the most promising part of the search tree [16] . It has been also shown that feature selection can be performed as part of the process of data modelling using gaussian mixtures [10, 13] . The effectiveness of evolutionary optimisation approaches in feature selection has been demonstrated in [18, 17, 19] . The use of fused classifier error as a criterion for feature selection has been suggested in [20, 21] .
Another area where significant advances have been made is classification in context. Conventional pattern classification involves a single object. However, objects usually do not exist in isolation. Other objects (neighbouring or otherwise) may convey contextual information that can be exploited in decision making. The motivation systematically to incorporate contextual information in the decision process led to the development of techniques which have close affinity to structural pattern recognition methods. Depending whether the classification problem is formulated as message centered (joint labelling of all the objects) or object centered (labelling of a single object using context) the classification problem leads to either graph matching, or probabilistic relaxation. The Bayesian framework for the latter has been developed in [22] and extended to handle relational information in [23, 24] .
Last but not least, one of the most exciting directions of the last ten years has been classifier fusion. It has been recognised for some time that the classical approach to designing a pattern recognition system which focuses on finding the best classifier has a serious drawback. Any complementary discriminatory information that other classifiers may encapsulate is not tapped. Multiple expert fusion aims to make use of many different designs to improve the classification performance. Over the last few years a myriad of methods for fusing the outputs of multiple classifiers have been proposed [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] . The methods range from simple Bayesian estimations methods, through trainable multistage strategies where the outputs of component classifiers are considered as features and the fusion is performed by another classifier designed using independent data, to data dependent methods where each classifier has a domain of superior competence and their opinion is called on only when the observation falls into this domain.
Notwithstanding all these advances it is pertinent to question their significance in view of the developments in Support Vector Machines [8] . This novel approach to training classifiers by minimising the structural risk enables the designer to position the class separating boundaries carefully so as to reduce the chances of misclassifying new patterns. The optimal positioning of the boundaries can be achieved for a given training set in the space of any dimensionality without feature selection. Surprisingly, it would appear that one can generate an arbitrary number of additional dimensions (features) without risking overfitting. This facilitates the construction of more effective, nonlinear boundaries between classes without compromising the ability to generalise. One could then make the inference that the design methodology should, at least in principle, lead to classifiers that capture all the discriminatory information in a single design. Seeking and fusing multiple opinions should thus be unnecessary.
The above argument, in one bold sweep, would make the classical pattern recognition system model and all the achievements of the last two decades out of date. When put to test in the context of an application, concerned with personal identity verification [27, 28] , the results were interesting, but not one sided. The problem was to verify the claimed identity of probe face images and for this purpose we used SVMs, simple Euclidean distance and normalised correlation classifiers. The experiments were performed in eigen face and fisher face spaces under various photometric normalisations. Interestingly, SVMs were able extract the relevant discriminatory information even from the eigenface representation, regardless of the sophistication of the photometric preprocessing or lack of it. However, once the discriminatory information was extracted by the traditional means of discriminant analysis, and the data suitably normalised, very simple classifiers outperformed the powerful SVMs. In fact SVMs did not benefit from these preprocessing steps at all.
There are three important conclusions that can be drawn from the above findings:
-SVMs are very effective in extracting discriminatory information from any representation and can successfully cope with complex intraclass variations -SVMs designs are not guaranteed to be superior to other carefully designed classifiers and therefore one can argue that fusion is still relevant -The use of knowledge about the problem domain and the data for the architecture selection is crucial to achieving successful designs
With the rationale for continued interest in classifier fusion re-established it is pertinent to ask whether classifier fusion systems should be designed using powerful machine learning methods, or whether a careful consideration to the issue of fusion architecture selection should be given in view of the third conclusion. In this paper we advocate the latter. This point has already been argued in the context of neural net classifier design in [33] . In this paper we consider the problem and issues of fusion and discuss how they should be reflected in the fusion system architecture. We adopt the Bayesian viewpoint and show how this leads to classifier output moderation to compensate for sampling problems. We then discuss how the moderated outputs should be combined to reflect the prior distribution of the models underlying the classifier designs. The final stage of fusion combines the complementary measurement information that may be available to different experts. This process is embodied in an overall architecture which shows why the fusion of raw expert outputs is a nonlinear function and how this function can be realised as a sequence of relatively simple processes.
The paper is organised as follows. In the next section we introduce the theoretical model underpinning classifier fusion. The effect of averaging over classifier models is discussed in Section 3. Classifier output moderation is the subject of discussion in Section 4. The resulting architecture is described in Section 5. Section 6 draws the paper to conclusion.
Theoretical Framework
Consider a pattern recognition problem where pattern Z is to be assigned to one of the possible classes are formed from a larger pool of features by a selection with replacement which makes the features available for other classifier input vectors. This construction could result in some of the features to be shared. Logical sensors, of course, could also generate features that are weakly correlated. However, we shall not consider all the possible scenarios. Instead, we shall make the assumption that the components of one vector are either statistically conditionally independent from those of another, or they are exact replicas.
In principle, vectors could share different numbers of features. However, once again we shall not consider such complications as this would make our notation unnecessarily complex. The analysis to be presented could easily be extended to any specific practical situation, if desired. Thus for the sake of simplicity, and without any loss of generality, we shall assume that the components of each pattern vector can be divided into two groups, forming vectors
where the vector of measurements ' is shared by all the modalities whereas ( is specific to the i-th modality. We shall assume that given a class identity, the modality specific part of the pattern representation ( is conditionally independent from is modelled by the probability density function
and its a priori probability of occurrence is denoted by
. We shall consider the models to be mutually exclusive which means that only one model can be associated with each pattern. Now according to the Bayesian theory, given measurements
, the pattern, , provided the aposteriori probability of that interpretation is maximum, i.e.
Let us rewrite the aposteriori probability
using the Bayes theorem. We have
where
are the conditional and unconditional measurement joint probability densities. The latter can be expressed in terms of the conditional measurement distributions as
and therefore, in the following, we can concentrate only on the numerator terms of (2).
We commence by expressing
Recalling our assumption that the modality specific representations
are conditionally statistically independent, we can write
which can further be expressed as
and finally
Let us pause to look at the meaning of the terms defining are the mixture measurement densities of the representations used for decision making by each of the experts. Since the measurement densities are independent of the class labels they can be cancelled out by the normalising term in the expression for the aposteriori probability in (2) and we obtain the decision rule
First of all
which combines the individual classifier outputs in terms of a product. Each factor in the product for class { is normalised by the aposteriori probability of the class given the shared representation. Now let us consider the ratio # | y 3
and suppose it is close to one. We can then write
. Substituting into (7) and linearising the product by expanding it and neglecting all terms of second order and higher, the decision rule becomes
Averaging Over Models
The probability level fusion embodied by rules (7) and (8) involves the true aposteriori class probabilities. In practice these functions will be estimated by our experts and will be subject to errors. The design of the experts will normally be based on training data. In general we may have different training sets for each of the sensors. This will specially be true in the case when the different sensors are physical. A typical example here is the problem of person identification using biometrics involving voice characteristic, frontal face images, face profile, lip dynamics, etc. In all these cases the training data sets will be completely different. Let us consider one such sensor, say sensor for which the available training set is
that an expert can deliver will be influenced by the training set « . We shall represent this explicitly by writing for the estimate
The design of each expert will involve the choice of a model,
®
, and for each model we shall estimate its parameters represented by vector¯ . Hence an actual estimate will be conditioned on these two factors as Q U « U ®
. It follows that if we wish to obtain as good estimate as possible, we should -consider as many models as possible, and -minimise the influence of a particular choice of model parameters.
Mathematically this can be achieved by averaging over all the possible models and their parameters. This can be written as
where ³ ® and ³ are the distributions of models and model parameters respectively.
In (9) the integration over the parameter space is referred to as moderation and it will be discussed in detail in Section 4. The integral over the model space can be estimated as
and its integral over
we finally obtain an estimate of the aposteriori class probability based on sensor
Expert Output Moderation
In Section 2 we argued for a moderation of raw expert outputs. The moderation is warranted for pragmatic reasons, namely to minimise the veto effect of overconfident erroneous classifiers. However, as has been pointed out in (11) . Note however, that the estimated parameters cannot be considered as the true parameters of the assumed model. By taking into account the distribution of the model parameter vector it should be possible to obtain a more conservative estimate of the decision output which will reduce the risk of overfitting to a particular training set.
Mathematically, expert output
is derived by integrating parameter dependent estimates
Under the assumption that in the observation space the classes are distributed normally, the moderation converts the Gaussian density into Student's Õ distribution [25] . Bedworth [26] used this result to derive moderated posterior class probabilities for multilevel fusion and showed, on the standard UCI repository of classification problems [29] , that for small training sample sets the results obtained by moderation are superior to non moderated expert output fusion.
It is perhaps true to say that a Student's Õ distribution converges to the corresponding Gaussian quite rapidly and for training sets of reasonable size there should not be any appreciable difference between moderated and raw expert outputs. However, for some types of classifiers, moderation is pertinent even for sample sets of respectable size. An important case is the
) classifier. Even if the training set is relatively large, say hundreds of samples or more, the need for moderation is determined by the value of Ö , which may be as low as
. Considering just the simplest case, a two class problem, it is perfectly possible to draw all Ö -Nearest Neighbours from the same class which means that one of the classes will have the expert output set to zero. In the subsequent (product) fusion this will then dominate the fused output and may impose a veto on the class even if other experts are supportive of that particular hypothesis.
We shall now consider this situation in more detail. Suppose that we draw is given by
It should be noted that the actual observation with the probability
Assuming that a priori the probability
taking any value between zero and one is equally likely, we can find an aposteriori estimate of the aposteriori class probability
where the denominator is a normalising factor ensuring that the total probability mass equals to one. By expanding the term
and integrating, it can be easily verified that the right hand side of (16) becomes
which is the beta distribution. Thus the moderated equivalent of [45] where the performance of a fused system involving a product fusion rule improved dramatically.
Fusion System Architecture
The discussions in Sections 2, 3 and 4 lead to an architecture shown in Figure 1 . The set of measurements from each physical or logical sensor is the input to a battery of classifiers deploying different models for the computation of raw expert outputs. The meaning of different models is understood in a broad sense, including not only different distributional models, but also variations on each of the models considered. These variations can be realised by bagging, by using different initialisations of the respective learning algorithms, choosing different classifier design parameters and architectures. Each classifier is assumed to generate the aposteriori probabilities for each of the classes. These raw outputs are first moderated before they are combined to produce a better estimate of the class posteriors. Note that the importance of moderation will depend on the severity of the sampling problem and the degree of averaging. In principle, the more extensive the averaging, the less important the moderation. The combined moderated expert outputs for each of the sensors are then fused to reach a final decision. The fusion can be accomplished by the product rule or sum rule as discussed in Section 2.
Note that the architecture in Figure 1 is very general. If there is only one sensor, then the final result will be obtained just by moderation and averaging. The averaging over different models can take into account the estimation errors by associating weights with each of the moderated outputs.
Conclusions
We argued that, in spite of the recent advances in machine learning based on the concept of Support Vectors, the conventional approaches to classifier design, including feature selection, contextual classification and classifier fusion retain their relevance. We considered the problem and issues of classifier fusion in more detail and discussed how they should be reflected in the fusion system architecture. We adopted the Bayesian viewpoint and showed how this led to classifier output moderation to compensate for sampling problems. We then discussed how the moderated outputs should be combined to reflect the prior distribution of models underlying the classifier designs. We then elaborated how the final stage of fusion should combine the complementary measurement information that might be available to different experts. This process is embodied in an overall architecture which shows why the fusion of raw expert outputs is a nonlinear function of expert outputs and how this function can be realised as a sequence of relatively simple processes. Expert r ( 
