Introduction
In thermal power systems optimal system operation involves a minimisation of fuel expenditure. Estimates have shown that a 1% reduction in production costs can result in about $1 million annual savings for each 1000 MW of installed capacity.
The scheduling of thermal generators in a power system is the act of determining the optimum combination of the available units to supply a given load profile at minimum cost, subject to a number of system and unit constraints.
It involves two main procedures: (1) an on /off decision on the appropriate time to start / shut down a given generating unit and (2) allocation of the load among the on-line units so as to supply the load demand at minimum cost. The load allocation sub-problem is called economic dispatch [1] . Obtaining an optimal solution for the above two combined procedures is computationally very challenging
Ideal solution
The ideal method of solving the generator scheduling problem involves an exhaustive trial of all the possible solutions and then choosing the best amongst these. This straight forward method would test all combinations of units that can supply the load and reserve requirements. The combination that has the least operating cost is taken as the optimal schedule. Given enough time this enumerative process is guaranteed to find the optimal solution but the solution must be obtained within a time that makes it useful for the intended purpose. Even when the problem is highly constrained the efficiency of the solution is poor except for the simplest of cases.
Other solution methods
A number of methods have been previously proposed for solving the generator scheduling problem. G.B.Sheble et al [2] have recently provided a complete literature synopsis of the solution methods. Some examples of these methods are Priority List [3] , Expert Systems [4] , Dynamic Programming [5] , Branch and Bound [6] , Mixed Integer Programming [7] , Lagrangian Relaxation [8] , Artificial Neural Networks [9] , Simulated Annealing [10] , Genetic Algorithms [11] [12] [13] [14] .
All these methods only provide near optimal solutions and the quality of each solution is affected by either the solution time limitation, or the feasibility of the final solution. Computer storage requirements used to be another major limiting factor but this is fast becoming a thing of the past as the cost of computer memory continues to drop.
The simplest, fastest and most widely used method by electricity utilities is the priority list based method in which the units are committed according to a list based on full load average costs. Heuristic rules and expert systems are usually built around this scheme. The Lagrangian Relaxation method incorporating dynamic programming has shown great potential for large scale systems, but its main draw back is that it too relies on heuristic rules to obtain feasible solutions.
Recently there has been an upsurge in the use of methods such as genetic algorithms and artificial neural networks that mimic natural processes to solve complex problems. Genetic algorithms have shown good performance on a number of test problems, but the results so far presented have mainly used small test systems. This work looks at the performance of a genetic on a large scale generator scheduling problem.
A Hybrid genetic algorithm solution method that incorporates the fast priority list heuristic [1] generator ordering scheme to speed up the genetic algorithm search process is proposed in this paper.
Problem Formulation
The generator scheduling problem involves the determination of the start up / shut down times and the power output levels of all the generating units at each time step, over a specified scheduling period T, so that the total start up, shutdown and running costs are minimised subject to system and unit constraints. The shut down cost, SD, is usually given a constant value for each unit.
The total production cost, F T for the scheduling period is the sum of the running cost, start up cost and shut down cost for all the units.
The overall objective is to minimise F T subject to a number of constraints :
1) System hourly power balance, where the total power generated must supply the load demand, P D and system losses, P L, 2) Hourly spinning reserve requirements R must be met 3) Unit rated minimum and maximum capacities must not be violated,
4) The initial unit states at the start of the scheduling period must be taken into account, Other constraints such as unit ramp rate limits, crew constraint limitations, unit status restrictions, unit derating factors can be considered but are not included in this paper.
Genetic Algorithms
Genetic Algorithms (GA) are adaptive search techniques that derive their models from the genetic processes of biological organisms based on Charles Darwins' theory of evolution. The theoretical foundation for Genetic Algorithms were first described by Holland [14] , and are presented tutorially by Goldberg [15] . GA provide a solution to a problem by working with a population of individuals each representing a possible solution. Each possible solution is termed a "chromosome". New points of the search space are generated through a combination of procedures of selection, mating and reproduction [14, 15] . Together with a set of the main genetic operators of crossover, mutation and inversion, these processes provide a powerful global search mechanism, whose computational code is very simple.
Before a GA can be used to solve any problem an evaluation function which assigns a "fitness" figure of merit for each potential solution is required. The problem must also be transformed into a suitable format that can be manipulated by the genetic operators.
GAs use a stochastic proportional sampling process to search through the coded parameter space. The power of a GA derives largely from the concept of 'implicit parallelism' [14, 15] , the simultaneous allocation of trials to many regions of the search space. The theory shows that selecting a single individual member of the population to participate in mating will result in a corresponding propagation of the hyper planes or sub strings of the individual. Thus in a population of size P, the number of schemata ( building blocks ) being processed each generation is of the order P 3 leading to an exponential improvement, subject to certain conditions.
Scheduling of generators with genetic algorithms

Representation
For a GA to provide an effective solution to a problem it is important to have a mapping function that is a true representation of the problem domain. In most cases binary strings are used to represent the chromosomes, since they allow the genetic operators to be applied with relative ease. Holland [14] shows that binary representation provides a minimalist optimal search space.
A binary mapping in which [0,1] denotes the off / on state of the unit is used for the generator scheduling problem. A candidate solution is a string whose length is the product of the number of generators and the scheduling period. A population member would be represented as;
Evaluation Function
The GA is used to search for the best schedule that meets the load demand and reserve requirements, as well as the unit minimum up / down time constraints. The economic dispatch sub-problem is then solved by running a fast merit order load dispatch routine for each member of the population that satisfies all the constraints.
The total cost function, F G , to be minimised by the GA is :
where SC i,t is the start up cost, SD i,t the shut down cost, FC i,t running cost, PSC(t), premature start penalty cost, PSD(t) is premature shut-down penalty cost and FTR(t) is the failure to meet reserve penalty cost.
The penalty function takes care of the unit minimum up / down time and the failure to meet demand and reserve constraint violations. The penalty functions differentiate between feasible and non feasible solutions by penalising the solutions that violate the linking constraints according to the magnitude of the violation.
The GA search awards fitness measures according to relative performance. It is therefore necessary for the penalty functions to bring out the differences in performances even among the infeasible solutions, because these can also provide useful building blocks which can help the search process through recombination. The minimisation cost function is transformed into a maximisation problem for the GA by substracting a solutions' cost value from the maximum value in the population.
Problem Decomposition
In the GA problem representation, the total solution string length is a product of the scheduling period, T and the number of generating units, N. As the number of units increases, the string length increases in proportion and for large systems, the resulting long string lengths cannot be effectively searched by a GA without premature convergence. For example 110 units scheduled over 24 hours would result in a chromosome of length 2640 bits, giving the GA the task of searching a total search space of 2 2640 .
A method of decomposition that limits the GA search space to 2 N is proposed here. This method sequentially solves the scheduling problem by limiting the GA search to one time interval as the search progresses with the unit minimum up and down constraints
observed, while preserving the solutions already obtained earlier on in the search. During each search interval, the number of generations for the search is randomly chosen with uniform probability within a set interval. This random selection acts in a similar manner to the saving of a number of solutions at each interval of the dynamic programming [1] step. The GA method, by using a random no of generations per interval, picks the a near optimal solution of the interval in the process.
The GA decomposition sequence is shown in figure 1 .
Fig. 1 Decomposed GA steps
This method uses the previous interval's solution as a member of the starting population in a current time step. This helps in the GA search by introducing useful building blocks because many units retain the same bit positions in any two neighbouring time intervals, due to the nature of the load profiles and the unit time linkage constraints. The flow charts for the GA and hybrid GA cycles are shown in figures 2 and 3 respectively. 
Experiments
The hybrid GA, normal GA and the priority list heuristic method has been applied to two test systems for a 24 hour schedule with quadratic fuel input / power output generator characteristics.
A power system with 10 generators, taken from an EPRI [17] study and a sample network with 110 generators have been used as test systems. For the 110 unit system, the spinning reserve is required to cover the loss of the capacity of the largest committed unit.
10 trials were carried out for each set number of generations, both for GA and the hybrid GA. Due to the stochastic nature of the GA method, the best result obtained should be chosen as the optimal schedule. The average performance is also computed to determine the reliability of the GA solutions. Tables 1 and 2 show the average percentage improvements of the GA and hybrid GA methods over the heuristic priority list method, for the 10 and 110 unit systems respectively. The plots are shown in figures 4 and 5 respectively. 
Analysis of results
For 10 generators, the performance of the GA and the hybrid GA do not show any significant difference. Both perform better than the priority list method with a final improvement of 4 %, the hybrid algorithm providing better results in the initial stages of the trials. As the number of units increase, the GA performance initially starts off worse than the priority list, but as the number of generations, (CPU time) increases, it overtakes the priority list method. The hybrid method provides solution much earlier on in the run. On the 110 unit system, the hybrid GA achieves a 0.5 % improvement in solution within 17 minutes of cpu time while the normal GA gets to that solution after 3 hours. In the same system, the normal GA method overtakes the heuristic scheme after 35 minutes. It can be seen that a normal GA will finally arrive at a good solution, but the time it takes to reach the solution might not be within an acceptable limit for the scheduling problem. By combining the priority list method and exploiting the separable properties of the scheduling problem, good solutions can be obtained within reasonable times using a hybrid method.
If the normal GA is left to run for long enough, in the end it will provide better solutions than the hybrid system as shown by the convergence characteristics in figure 6 . The hybrid GA can sometime lead to a premature convergence as observed in figure 6. Table 3 compares the solutions for the 10 unit test system with the results obtained using Lagrangian relaxation (LR) and Artificial neural network methods (ANN) [17] . The GA methods perform better than the ANN method and compares very favourably with the Langrangian relaxation method, it gives schedules within 0.2 percent of the langrangian relaxation method. 
Comparison with other results
Conclusion
The need for a hybrid system, becomes apparent as the system size is increased. The hybrid enables the GA to produce useful solutions within reasonable time limits. Using a fast heuristic method to provide domain knowledge can greatly enhance the performance of genetic algorithms whose main limitation is solution speed. 
