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Existence of incompressible and immiscible flows in
critical function spaces on bounded domains
Myong-Hwan Ri†, Ping Zhang‡
Abstract
We study global existence and uniqueness of solutions to instationary inho-
mogeneous Navier-Stokes equations on bounded domains of Rn, n ≥ 3, with
initial velocity in B0q,∞(Ω), q ≥ n, and piecewise constant initial density.
To this end, first, existence for momentum equations with prescribed den-
sity is obtained based on maximal L∞γ -regularity of the Stokes operator in
little Nicolskii space bsq,∞(Ω), s ∈ R, exploited in [27] and existence for di-
vergence problem in b−sq,∞(Ω), s > 0. Then, we obtain an existence result for
transport equations in the space of pointwise multipliers for b−sq,∞(Ω), s > 0.
Finally, the existence of the inhomogeneous Navier-Stokes equations is proved
via an iterate scheme while the proof of uniqueness is done via a Lagrangian
approach based on the prior results on momentum equations and transport
equation.
2000 Mathematical Subject Classification: 35Q30; 35B35; 76D03; 76D07; 76E99
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1 Introduction and Main Result
In this paper, we consider the initial boundary value problem for inhomogeneous Navier-
Stokes equation
ρt + div (ρu) = 0 in (0, T ) × Ω,
ρut − µ∆u+ ρ(u · ∇)u+∇P = 0 in (0, T ) × Ω,
divu = 0 in (0, T ) × Ω,
u = 0 on (0, T ) × ∂Ω,
ρ(0, x) = ρ0, u(0, x) = u0 in Ω,
(1.1)
where 0 < T ≤ ∞, Ω ⊂ Rn, n ≥ 3, is a bounded domain of C2-class, ρ is density of the
fluid, µ is the dynamic viscosity, and u, P are, respectively, the velocity and pressure.
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The system (1.1) describes the motion of viscous incompressible flows with variable
density. In particular, the motion of a mixture of different immiscible and incompressible
fluids is modeled by (1.1).
Kazhikhov [23] considered (1.1) in whole Rn, n = 2, 3, to prove existence of a weak
solution in energy space and, in addition, strong solution for small data.
Ladyzhenskaya and Solonnikov considered unique solvability for (1.1) in bounded do-
main of Rn, n = 2, 3, in [25], where existence and uniqueness of solutions are proved when
ρ0 ∈ C
1(Ω¯) is positive away from 0 and the norm of u0 in W
2−2/q,q(Ω), q > n, is small
enough. Similar result has been obtained by Danchin [12], assuming less regularity on
initial data.
If one considers the case where variable density is close to a constant (say ρ¯) and writes
ρ¯
ρ = a+ 1, then it is easily checked that (a, u) solves the system:
at + (u · ∇)a = 0 in (0, T )× Ω,
ut + (u · ∇)u+ (1 + a)(−ν∆u+∇p) = 0 in (0, T )× Ω,
divu = 0 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
a(0, x) = a0, u(0, x) = u0 in Ω,
(1.2)
where and in what follows
ν ≡
µ
ρ¯
and p ≡
P
ρ¯
.
Since the system (1.2) is invariant under the scaling
aλ(t, x) = a(λ
2t, λx), uλ(t, x) = λu(λ
2t, λx), pλ(x, t) = λ
2p(λ2t, λx),
a0λ = a0(λx), u0λ = λu0(λx), λ > 0,
(1.3)
to show the existence of solutions to (1.2) in critical spaces, i.e., spaces with norms invariant
under the scaling (1.3) is very important.
In [11], Danchin considered unique solvability in some scaling invariant homogeneous
Besov spaces for (1.2) in the whole space case with n ≥ 2; more precisely, he showed that
if (a0, u0) ∈ (B˙
n/2
2,r (R
n) ∩ L∞(Rn)) × B˙
n/2−1
2,1 (R
n) (r = ∞ for n = 3 and r = 1 for n = 2)
and ‖a0‖B˙n/22,∞
+ ‖u0‖B˙n/2−12,1
is small enough, then (1.2) has a unique solution (ρ, u) such
that
a ∈ BC([0, T ), B˙
n/2
2,r (R
n)) ∩ L∞(0, T ;L∞(Rn)),
u ∈ BC([0, T ), B˙
n/2−1
2,1 (R
n)) ∩ L1(0, T ; B˙
n/2+1
2,1 (R
n)).
This result was generalized by Abidi [1] to the case where the space (B˙
n/2
2,∞(R
n)∩L∞(Rn))×
B˙
n/2−1
2,1 (R
n) for (a, u) in [11] is changed to B˙
n/q
q,1 (R
n) × B˙
−1+n/q
q,1 (R
n), 1 < q < 2n, thus
showing existence for 1 < q < 2n and uniqueness for 1 < q ≤ n; the gap in the uniqueness
for n < q < 2n was filled by Danchin and Mucha [14] via Lagrangian approach. Fur-
thermore, the smallness assumption for initial density variation a0 was relaxed by Abidi,
Gui and Zhang in [2], [3]. In [13], Danchin and Mucha proved global well-posedness of
(1.1) in half space Rn+ under the assumption that ρ0 is close enough to a constant in
L∞(Rn+) ∩ W˙
1
n(R
n
+) and the norm of u0 ∈ B˙
0
n,1(R
n
+) is small enough.
On the other hand, very recently, an attempt to study (1.2) (equivalently (1.1)) in
critical function spaces, just assuming initial density merely bounded positively away
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from 0, has been made, cf. [15], [16], [22]. Huang, Paicu and Zhang [22] proved existence
of a global solution to (1.2) in whole Rn under a smallness condition of a0 ∈ L
∞(Rn)
and u0 ∈ B˙
−1+n/q
q,r (Rn), q ∈ (1, n), r ∈ (1,∞), and uniqueness of a solution under a
slightly higher regularity assumption on initial velocity u0; this result is extended to the
half-space setting by Danchin and Zhang [16]. The main ideas of [22] and [16] are to
employ, for existence, maximal Lp-regularity for Stokes operator in Lebesgue spaces and,
for uniqueness, a Lagrangian approach which was exploited in [14]. In [15], the case of
bounded domains with C2-boundary was considered under the same assumptions on the
initial density and u0 ∈ B
2−2/r
q,r (Ω), n < q <∞, 1 < r <∞, 1/q 6= 2− 2/r.
Here, we recall the famous result by Kato [24] for strong solvability for classical ho-
mogeneous Navier-Stokes system (ρ ≡ const) with initial velocity
u0 ∈ L
n(Rn), divu0 = 0. (1.4)
Natural question whether the initial condition (1.4) will still guarantee local or global well-
posedness for inhomogeneous Navier-Stokes system (1.1) arises. However, by the above
mentioned previous results for inhomogeneous systems (1.1) or (1.2), u0 is allowed to take
in B˙0n,1(R
n), B˙0n,1(R
n
+), or some homo- or inhomogeneous Besov spaces which, at least, do
not include Ln-space.
Therefore, in this paper, we show the existence of a solution for (1.1) on bounded
domains when initial velocity is in inhomogeneous Besov spaces B0q,∞(Ω), q ≥ n, and
initial density is a piecewise constant function. Here we recall that Ln(Ω) ⊂ B0n,∞(Ω).
Before introducing the main result of the paper we need to make some conventional
notations. Let [·, ·]θ, (·, ·)θ,r and (·, ·)
0
θ,∞ for θ ∈ (0, 1), 1 ≤ r ≤ ∞ be complex, real
and continuous interpolation functors, respectively, see [6], [29] for real and complex in-
terpolation functors, and see e.g. [5], §§2.4.4, §2.5, [29] §§1.11.2, page 69 for continuous
interpolation functors. We use standard notation Lq,Hsq , B
s
q,r for Lebesgue spaces, Bessel
potential spaces and Besov spaces, respectively, without distinguishing whether or not it
is the space of scalar-valued functions or vector-valued functions. For 1 < q <∞ let
Lq0(Ω) := {g ∈ L
q(Ω) :
∫
Ω
g dx = 0}
and let Hsq,0(Ω) for s > 0 be the completion of C
∞
0 (Ω) in H
s
q (Ω) and let b
s
q,∞(Ω) for s ∈ R
be the closure of Hsq (Ω) in B
s
q,∞(Ω). Let L
q
σ(Ω), H1q,0,σ(Ω), b
0
q,∞,0,σ(Ω), 1 < q <∞, be the
completion of C∞0,σ(Ω) := {u ∈ (C
∞
0 (Ω))
n : divu = 0} in Lq-norm, H1q -norm, B
0
q,∞-norm,
respectively, and
B0q,∞,0,σ(Ω) := ((H
1
q′,0,σ(Ω))
′,H1q,0,σ(Ω))1/2,∞.
It is known in [27] that for 1 < q <∞
b0q,∞,0,σ(Ω) = {u ∈ b
0
q,∞(Ω) : divu = 0, u · n|∂Ω = 0},
where the normal component u ·n|∂Ω at the boundary ∂Ω of u has a meaning in b
−1/q
q,∞ (∂Ω),
and B0q,∞,0,σ(Ω) is a closed subspace of solenoidal functions of B
0
q,∞(Ω) and
Lqσ(Ω) ⊂ b
0
q,∞,0,σ(Ω) ⊂ B
0
q,∞,0,σ(Ω), 1 < q <∞.
Note that
B0q,1 ⊂ L
q ⊂ b0q,∞ ⊂ B
0
q,∞, 1 < q <∞.
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Given γ ∈ (0, 1] and Banach space X, we introduce L∞γ (0, T ;X) := {f : t
1−γf ∈
L∞(0, T ;X)} with norm ‖f‖L∞γ (0,T ;X) := ‖t
1−γf(t)‖L∞(0,T ;X). For a set G of R
n CLip(G)
denotes the set of all Lipschitz continuous functions on G and χG the characteristic
function for G. We denote the tensor product of two tensors a, b by a ⊗ b and by
A : B =
∑
i,j aijbij for two matrices A = (aij)1≤i,j≤n and B = (bij)1≤i,j≤n.
Definition 1.1 Let 3 ≤ n ≤ q < ∞. We say that a pair of functions (ρ, u) is a solution
to (1.1) in (0, T ) if it satisfies the followings:
(i)
ρ ∈ L∞(0, T ;L∞(Ω)), u ∈ L∞(0, T ;B0q,∞(Ω)) ∩ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)) (1.5)
with some s ∈ (0, 1), u|∂Ω = 0 and divu = 0.
(ii) Two identities
∫ T
0
∫
Ω
(ρψt + ρu · ∇ψ) dxdt+
∫
Ω
ρ0ψ(0, ·) dx = 0, ∀ψ ∈ C
1
0 ([0, T ) ×Ω), (1.6)
and ∫ T
0
∫
Ω[ρu · ϕt + µu ·∆ϕ+ ρu⊗ u : ∇ϕ] dxdt +
∫
Ω ρ0u0 · ϕ(0, ·) dx = 0,
∀ϕ ∈ C∞0 ([0, T )× Ω)
n (divϕ = 0).
(1.7)
hold true.
If (ρ, u) is a solution to (1.1) in the sense of Definition 1.1, then, by standard argument
using De-Rham’s lemma, it follows that there is a distribution P in Ω such that u and
P satisfy the momentum equations of (1.1) in the sense of distribution and the initial
condition in (1.1) is satisfied in a weak sense. Hence, the triple (ρ, u, P ) is also called a
solution to (1.1).
The main result of the paper is the following:
Theorem 1.1 Let Ω be a bounded domain of C2-class, Ω1 a subdomain of Ω with Lips-
chitz boundary and Ω2 = Ω \ Ω¯1. Let
ρ0(x) = ρ01χΩ1(x) + ρ02χΩ2(x), x ∈ Ω, ρ02 > ρ01 > 0, (1.8)
and let u0 ∈ B
0
q,∞,0,σ(Ω), q ≥ n. Then, for any s ∈ (0,min{
n
q , 1 −
1
q}) there are some
constants δi = δi(q, n, s,Ω) > 0, i = 1, 2, such that if
ρ02 − ρ01
ρ01
< δ1, ‖u0‖B0q,∞(Ω) <
δ2µ
ρ02
,
then (1.1) has a solution (ρ, u,∇P ) satisfying (1.5)-(1.7) and
u ∈ L∞1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)), ∀θ ∈ (s/2, 1), ut,∇P ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)). (1.9)
The solution (ρ, u,∇P ) is unique if q > n and s < q−n2q−n .
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Remark 1.2 (i) Since one has
L∞s/2(0, T ; b
2−s
q,∞(Ω)) ⊂ L
1(0, T ;W 1,∞(Ω)) ⊂ L1(0, T ;CLip(Ω)), q > n,
for bounded domain Ω, it follows by Theorem 1.1 that if (ρ, u) is a solution to (1.1) by
Theorem 1.1 for q > n, then the density ρ(t) is expressed by ρ(t, x) = ρ01χΩ1(t)(x) +
ρ02χΩ2(t)(x), t ∈ (0, T ), x ∈ Ω, where {X(t, ·)}t≥0 stands for the semiflow transported by
the vector field u, that is,
X(t, y) = y +
∫ t
0
u(τ,X(τ, y)) dτ, t ∈ (0, T ), y ∈ Ω,
and Ωi(t) = {X(t, y) : y ∈ Ωi}, i = 1, 2. Note that X(t, ·) is a C
1-diffeomorphism over Ω
for each t > 0. Therefore, the initial interface of two fluids of different density ρ01 and ρ02
remains unscattered during the time period (0, T ), which implies that the two fluids are
immiscible in (0, T ).
However, if q = n, there is no guarantee that the initial interface may be “broken”
with the evolution of time, and the two fluids may be mixed together after some time.
(ii) In Theorem 1.1, the initial interface of two immiscible different fluids ∂Ω1 ∩ ∂Ω2
belongs to C0,1-class since ∂Ω1 ∈ C
0,1 and ∂Ω2 = ∂Ω− (∂Ω ∩ ∂Ω1). Indeed, ∂Ω1 ∩ ∂Ω2 is
allowed to be a fractal set, for example, a so-called d-set for d ∈ (0, n). If this weakened
assumption is used in Theorem 1.1, the restriction s ∈ (0,min{nq , 1 −
n−d
q }) is required,
see Remark 3.3 below.
In order to prove the main result, beforehand, we consider momentum equations with
a prescribed variable density and transport equations in Section 2 and 3, respectively. In
Section 2, existence of a solution to instationary Stokes system with nonzero divergence
is proved (Theorem 2.6) relying on a consideration of the divergence problem (Subsection
2.1) and on maximal L∞γ -regularity of the Stokes operator in b
α
q,∞(Ω), α ∈ R, exploited
in [27]. Then, unique solvability for the nonlinear momentum equations with prescribed
density
ut − ν∆u+∇p = a(ν∆u−∇p)− (u · ∇)u in (0, T )× Ω,
divu = 0 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, x) = u0 in Ω,
(1.10)
via standard fixed point argument using linearization when the norms of u0 and a ∈
L∞(0, T ;M(b−sq,∞(Ω)) are small (Theorem 2.8). Here and in what follows, M(b
−s
q,∞(Ω))
denotes the space of all pointwise multipliers for b−sq,∞(Ω), more precisely,
M(b−sq,∞(Ω)) := {f : fϕ ∈ b
−s
q,∞(Ω), ϕ ∈ b
−s
q,∞(Ω)},
‖f‖M(b−sq,∞(Ω)) := supϕ∈b−sq,∞(Ω) ‖fϕ‖b−sq,∞(Ω).
In Section 3, we prove an existence result for a linear transport equation in L∞(0, T ;L∞(Ω))∩
L∞(0, T ;M(b−sq,∞(Ω)) with piecewise constant initial values (Proposition 3.2).
The proof of Theorem 1.1 is based on the results of Section 2 and 3. An iterate
scheme for (1.2) is constructed to prove existence part of Theorem 1.1 (Section 4.1), while
uniqueness part of Theorem 1.1 is proved by Lagrangian approach similarly as in [14], [16]
and [22], but we heavily use our result of Theorem 2.6 on the instationary Stokes system
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with nonzero divergence and the result of Lemma 4.6 on pointwise multiplication in little
Nicolskii spaces b−sq,∞(Ω), s > 0, (Section 4.2).
Throughout the paper, we do not distinguish estimate constants in the proofs and
denote them by c or C as long as no confusion arises, i.e., the constants c or C may be
different from line to line. We always denote the conjugate number of q ∈ (1,∞) by q′,
i.e. q′ = q/(q − 1).
2 Existence for momentum equations
In this section we consider the existence for the momentum equations (2.28) with variable
density ρ = 1ρ¯(1+a) fixed. For the study of the nonlinear problem, we consider instationary
Stokes problem with generally a nonzero divergence so as to use the result of it for the
proof of uniqueness of solutions to (1.1), see (4.35). To this end, we need to study the
divergence problem, first.
2.1 Divergence problem
Let Ω be a bounded domain of Rn, n ≥ 2, with C2-boundary ∂Ω. The divergence problem
divu = g in Ω, u|∂Ω = 0, (2.1)
furnishes important basic tools for the theory of Navier-Stokes equations and is consider-
ably studied in some references, see e.g. [7], [8], [18]-[20].
In [7], a solution operator for (2.1), so-called Bogovskii’s operator, in a star-shaped do-
main is constructed and, moreover, existence of a solution operator B for (2.1) in bounded
locally Lipschitz domain satisfying
divBg = g and B ∈ L(Lq0(Ω),H
1
q,0(Ω)), 1 < q <∞,
is proved. Moreover, if ∂Ω is smooth enough,
B ∈ L(Hmq,0(Ω) ∩ L
q
0(Ω),H
m+1
q,0 (Ω)),m ∈ N,
(see e.g. [19], Chapter 3), and, furthermore, if 0 < s < 1 − 1/q, then B has a unique
extension in L((Hs+1q′ (Ω))
′, (Hsq′(Ω))
′) (cf. [20]).
Note that solutions to (2.1) are not unique. By [18], Theorem 1.2 it follows that, given
f ∈ Lq(Ω) and g ∈ H1q (Ω) ∩ L
q
0(Ω), the problem
−∆u+∇p = f in Ω,
divu = g in Ω,
u = 0 on ∂Ω,
(2.2)
has a unique solution u ∈ H2q (Ω) ∩H
1
q,0(Ω) satisfying
‖u‖H2q (Ω)∩H1q,0(Ω) ≤ C(Ω)(‖f‖Lq(Ω) + ‖g‖W 1,q(Ω))
and, if f = 0,
‖u‖Lq(Ω) ≤ C(Ω)‖g‖(H1
q′
(Ω)∩Lq
′
0 (Ω))
′
.
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Therefore, when f = 0 in (2.2), the operator R : g 7→ u defines another solution operator
for (2.1). On the other hand, it is easily seen by standard argument that
‖Rg‖H1q,0(Ω) ≤ c‖g‖L
q
0(Ω)
starting from the existence result for Lq-weak solution to (2.2) with g = 0, see [19],
Theorem IV. 6.1 (b). Thus,
R ∈ L(H1q (Ω) ∩ L
q
0(Ω),H
2
q (Ω) ∩H
1
q,0(Ω)),
R ∈ L(Lq0(Ω),H
1
q,0(Ω)),
R ∈ L((H1q′(Ω) ∩ L
q′
0 (Ω))
′, Lq0(Ω)).
(2.3)
We shall show that R can be continuously extended as an operator from (Hs+1q′ (Ω) ∩
Lq
′
0 (Ω))
′ to (Hsq′(Ω))
′ and for any s > 0. More precisely, we have
Proposition 2.1 Let s > 0 and Ω ⊂ Rn, n ≥ 2, be a bounded domain with C2+s-
boundary and q ∈ (1,∞). Then the solution operator R for (2.1) can be uniquely extended
as
R ∈ L((Hs+1q′ (Ω) ∩ L
q′
0 (Ω))
′, (Hsq′(Ω))
′). (2.4)
Moreover, if ∂Ω ∈ C3+s, then
R ∈ Isom((Hs+1q′ (Ω) ∩ L
q′
0 (Ω))
′, (Hsq′(Ω))
′). (2.5)
Proof: The proof relies on a duality argument based on the regularity for the Stokes
system (2.2). Consider the problem
−∆z +∇ζ = ϕ in Ω,
div z = 0 in Ω,
z = 0 on ∂Ω.
(2.6)
By the well-known regularity theory for stationary Stokes systems, see [19], for any ϕ ∈
Hsq′(Ω) (2.6) has a unique solution {z, ζ} ∈ (H
2+s
q′ (Ω) ∩ H
1
q′,0(Ω)) × (H
1+s
q′ (Ω) ∩ L
q
0(Ω))
satisfying
‖z‖H2+s
q′
(Ω) + ‖ζ‖H1+s
q′
(Ω) ≤ c‖ϕ‖Hsq′ (Ω)
.
Now, define the operator
S ∈ L(Hsq′(Ω),H
1+s
q′ (Ω) ∩ L
q′
0 (Ω)), Sϕ := ζ. (2.7)
Then we get for solution u ∈ H1q,0(Ω) to (2.2) with f = 0, g ∈ L
q
0(Ω) that
〈u, ϕ〉(Hs
q′
(Ω))′,Hs
q′
(Ω) = 〈u, ϕ〉Lq(Ω),Lq′ (Ω) = 〈u,−∆z +∇ζ〉Lq(Ω),Lq′ (Ω)
= 〈−∆u+∇p, z〉H−1q (Ω),H1q′,0(Ω)
− 〈divu, ζ〉Lq(Ω),Lq′ (Ω)
= 〈f, z〉H−1q (Ω),H1q′,0(Ω)
− 〈g, ζ〉(Hs+1
q′
(Ω))′,Hs+1
q′
(Ω)
= −〈g, Sϕ〉
(Hs+1
q′
(Ω)∩Lq
′
0 (Ω))
′,Hs+1
q′
(Ω)∩Lq
′
0 (Ω)
,∀ϕ ∈ Hsq′(Ω);
(2.8)
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here note that
(Hs+1q′ (Ω) ∩ L
q′
0 (Ω))
′ = {g ∈ (Hs+1q′ (Ω))
′ : 〈g, 1〉Ω = 0}
and
Hs1q Ω ∩ L
q
0(Ω) →֒
d Lq0(Ω) = (L
q′
0 (Ω))
′ →֒d (Hs2q′ Ω ∩ L
q′
0 (Ω))
′ (2.9)
for any s1, s2 > 0. From (2.8) we have u = S
′g, where
S′ ∈ L((H1+sq′ (Ω) ∩ L
q′
0 (Ω))
′, (Hsq′(Ω))
′)
is the dual operator of S. Thus we have
R = S′|Lq0(Ω).
It is clear in view of (2.9) that S′ is the unique extension of R, in other words, R can be
uniquely extended as (2.4).
Now, assume that ∂Ω ∈ C3+s. By the well-known uniqueness of regular solution to
(2.6) (cf. [19], [28]), the operator S in (2.7) is injective. Therefore, if we prove that S is
surjective, then (2.5) is proved. Given arbitrary y ∈ Hs+1q′ (Ω) ∩ L
q′
0 (Ω), let η0 ∈ H
s+1
q′ (Ω)
be the (unique) solution to the problem
−∆η0 = ∆y in Ω, η0|∂Ω = 0,
and let z0 ∈ H
2+s
q′ (Ω) ∩H
1
q′,0(Ω) be the (unique) solution to
−∆z0 = ∇(η0 − y) in Ω, z0|∂Ω = 0.
Note that div z0 ∈ H
1+s
q′ (Ω) ∩ L
q′
0 (Ω) and div z0 6= 0, in general. Let z1 = ∇η1, where
η1 ∈ H
3+s
q′ (Ω) is the solution to
−∆η1 = −div z0 in Ω, η1|∂Ω = 0,
and z2 ∈ H
2+s
q′ (Ω) the solution to
−∆z2 +∇π = 0 in Ω, div z2 = 0, z2|∂Ω = −(z0 + z1)|∂Ω.
Then, z := z0+ z1+ z2 and y solve the system (2.6) with ϕ = ∇η0−∆z1−∆z2 ∈ H
s
q′(Ω),
that is, Sϕ = y.
The proof of the lemma is complete.
Remark 2.2 By Proposition 2.1, (2.5) and its proof, we can conclude that, if Ω is a
bounded domain with sufficiently smooth boundary, then the solution operator R for the
divergence problem is expressed by R = Q′ ∈ Isom((Hs+1q′ (Ω)∩L
q′
0 (Ω))
′, (Hsq′(Ω))
′), where
Q′ is dual of the linear operator Q defined by (2.7). Moreover,
R−1 ∈ Isom((Hsq′(Ω))
′, (Hs+1q′ (Ω) ∩ L
q′
0 (Ω))
′).
Note that if s > 1− 1/q, then (Hsq′(Ω))
′ is not included in the space of Schwartz distribu-
tions. Hence, R−1u for u ∈ (Hsq′(Ω))
′, s > 1 − 1/q, may not be regarded as divu in the
sense of distribution.
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Proposition 2.3 Let Ω be a bounded domain of Rn, n ≥ 2, with C2-boundary, q ∈ (1,∞)
and let R be the same as in Proposition 2.1. Then,
R ∈ L(Hαq (Ω) ∩ L
q
0(Ω),H
1+α
q (Ω) ∩H
1
q,0(Ω)), α ∈ [0, 1], (2.10)
R ∈ L(Bαq,r(Ω) ∩ L
q
0(Ω), B
1+α
q,r (Ω) ∩H
1
q,0(Ω)), α ∈ (0, 1), 1 ≤ r ≤ ∞, (2.11)
and
R ∈ L(bαq,∞(Ω) ∩ L
q
0(Ω), b
1+α
q,∞ (Ω) ∩H
1
q,0(Ω)), α ∈ (0, 1). (2.12)
Moreover, if ∂Ω ∈ C2+s, s > 0, then one has, in addition to (2.4),
R ∈ L((Bs+1q′,r (Ω) ∩ L
q′
0 (Ω))
′, (Bsq′,r(Ω))
′) ∩ L((bs+1q′,∞(Ω) ∩ L
q′
0 (Ω))
′, (bsq′,∞(Ω))
′) (2.13)
for any r ∈ [1,∞).
Proof: Note that (2.10) for the case α = 0 or α = 1 has already been proved by (2.3).
We get by (2.3) that
R ∈ L((Lq0(Ω),H
1
q (Ω) ∩ L
q
0(Ω))α, (H
1
q (Ω),H
2
q (Ω))α),∀α ∈ (0, 1),
where (·, ·)α is any interpolation functor. Since L
q
0(Ω) is a subspace of L
q(Ω), which is the
range of the projection operator Π defined on Lq(Ω) by Πg := g −
∫
Ω g dx, one gets by
interpolation theory, see e.g. [29], Theorem 1.17.1/1, that
(Lq0(Ω),H
1
q (Ω) ∩ L
q
0(Ω))α = (L
q(Ω),H1q (Ω))α ∩ L
q
0(Ω), α ∈ (0, 1).
Then, due to the relations
[Hs1q (Ω),H
s2
q (Ω)]α = H
(1−α)s1+αs2
q (Ω),
(Hs1q (Ω),H
s2
q (Ω))α,r = B
(1−α)s1+αs2
q,r (Ω), 1 ≤ r ≤ ∞,
and
(Hs1q (Ω),H
s2
q (Ω))
0
α,∞ = b
(1−α)s1+αs2
q,∞ (Ω),
we get (2.10), (2.11) and (2.12) by taking (·, ·)α as complex, real and continuous interpo-
lation functors, respectively.
Finally, let us prove (2.13). Due to (2.4), one gets by interpolation that
R ∈ L(((Hs1+1q′ (Ω) ∩ L
q′
0 (Ω))
′, (Hs2+1q′ (Ω) ∩ L
q′
0 (Ω))
′)θ, ((H
s1
q′ (Ω))
′, (Hs2q′ (Ω))
′)θ), θ ∈ (0, 1),
(2.14)
where (·, ·)θ is any interpolation functor on couple of Banach space. Recall the relation of
dual interpolation (
(X1,X2)θ,r
)′
= (X ′1,X
′
2)θ,r′ , 1 ≤ r <∞,
and (
(X1,X2)
0
θ,∞
)′
= (X ′1,X
′
2)θ,1
(see [6], Theorem 3.7.1 or [29], Theorem 1.11.2, or [5], §2.6). Hence,
((Hs1+1q′ (Ω) ∩ L
q′
0 (Ω))
′, (Hs2+1q′ (Ω) ∩ L
q′
0 (Ω))
′)θ,r′
=
(
(Hs1+1q′ (Ω) ∩ L
q′
0 (Ω),H
s2+1
q′ (Ω) ∩ L
q′
0 (Ω))θ,r
)′
= ((Hs1+1q′ (Ω),H
s2+1
q′ (Ω))θ,r ∩ L
q′
0 (Ω))
′
9
and, similarly,
((Hs1+1q′ (Ω) ∩ L
q′
0 (Ω))
′, (Hs2+1q′ (Ω) ∩ L
q′
0 (Ω))
′)θ,1 = ((H
s1+1
q′ (Ω),H
s2+1
q′ (Ω))
0
θ,∞ ∩ L
q′
0 (Ω))
′.
Thus, taking (·, ·)θ in (2.14) as (·, ·)θ,r′ , 1 ≤ r <∞, or (·, ·)θ,1, we get (2.13).
Proposition 2.4 For s ∈ (0, 1) and q ∈ (1,∞) one has
‖Rdiv h‖b−sq,∞(Ω) ≤ c(Ω, q)‖h‖b−sq,∞(Ω),∀h ∈ b
−s
q,∞(Ω). (2.15)
Proof: For any h ∈ H1q,0(Ω) and ψ ∈ H
s+1
q′ (Ω) ∩ L
q′
0 (Ω) one has
|〈divh, ψ〉Ω| = |〈h,∇ψ〉Ω| ≤ ‖h‖(Hs
q′
(Ω))′‖ψ‖Hs+1
q′
(Ω)∩Lq
′
0 (Ω)
,
which yields
‖div h‖
(Hs+1
q′
(Ω)∩Lq
′
0 (Ω))
′
≤ ‖h‖(Hs
q′
(Ω))′ , ∀h ∈ (H
s
q′(Ω))
′,
in view of the denseness of H1q,0(Ω) in (H
s
q′(Ω))
′. Therefore, by Proposition 2.1 we have
‖Rdivh‖(Hs
q′
(Ω))′ ≤ c(Ω, q)‖div h‖(Hs+1
q′
(Ω)∩Lq
′
0 (Ω))
′
≤ c(Ω, q)‖h‖(Hs
q′
(Ω))′ , ∀h ∈ (H
s
q′(Ω))
′,
(2.16)
with c = c(Ω, q). Using the duality theorem for real interpolation (e.g. [6], Theorem
3.7.1), one gets for s = (1− θ)s1 + θs2, s1, s2 ∈ (0, 1), θ ∈ (0, 1), that
((Hs1q′ (Ω))
′, (Hs2q′ (Ω))
′)θ,∞ = (H
s1
q′ (Ω),H
s2
q′ (Ω))
′
θ,1 = (B
s
q′,1(Ω))
′ = b−sq,∞(Ω).
Thus, (2.15) follows from (2.16) by real interpolation (·, ·)θ,∞.
2.2 Instationary Stokes problem
Consider the initial boundary value problem for instationary Stokes system
ut − ν∆u+∇p = f in (0, T ) × Ω,
divu = g in (0, T ) × Ω,
u = 0 on (0, T ) × ∂Ω,
u(0, x) = u0 in Ω,
(2.17)
where Ω is a bounded domain of Rn, n ≥ 3.
Lemma 2.5 Let Ω be a bounded domain of Rn, n ≥ 2, with C1-boundary. Then,
‖g‖b1−sq,∞(Ω) ≤ c(Ω, q)‖∇g‖b−sq,∞(Ω), ∀g ∈ b
1−s
q,∞(Ω) ∩ L
q
0(Ω). (2.18)
Proof: By Poincare´’s inequality, one gets
‖g‖H1q (Ω) ≤ c(Ω, q)‖∇g‖Lq (Ω) ≤ c(Ω, q)‖g‖H1q (Ω), ∀g ∈ H
1
q (Ω) ∩ L
q
0(Ω). (2.19)
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On the other hand, one gets
‖g‖Lq0(Ω) ≤ c(Ω, q)‖∇g‖H−1q (Ω) ≤ c(Ω, q)‖g‖L
q
0(Ω)
. (2.20)
In fact, for any ψ ∈ Lq
′
0 (Ω) there is some h ∈ H
1
q′,0(Ω) such that
divh = ψ, ‖∇h‖q′ ≤ c(q,Ω)‖ψ‖q′
(see e.g. [19], Theorem III.3.1). Therefore,
|〈g, ψ〉| = |〈∇g, h〉| ≤ ‖∇g‖H−1q (Ω)‖h‖H1q′ ,0(Ω)
≤ c(q,Ω)‖∇g‖H−1q (Ω)‖ψ‖q′ ,
which yields (2.20).
Thus, using continuous interpolation
(Lq(Ω),H1q (Ω))
0
1−s,∞ = b
1−s
q,∞(Ω), (H
−1
q (Ω), L
q(Ω))01−s,∞ = b
−s
q,∞(Ω),
the assertion of the lemma follows from (2.19) and (2.20).
Theorem 2.6 Let Ω ⊂ Rn, n ≥ 3, be a bounded domain of C2-class and u0 ∈ B
0
q,∞,0,σ(Ω).
Let f ∈ L∞s/2(0, T ; b
−s
q,∞(Ω)), g ∈ L
∞
s/2(0, T ; b
1−s
q,∞(Ω) ∩ L
q
0(Ω)), q ∈ (1,∞), s ∈ (0, 1), and
g = divR with some distribution R = R(t, ·) such that Rt ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)), R(0) = 0.
Then the problem (2.17) has a unique solution {u,∇p} such that
u ∈ L∞(0, T ;B0q,∞(Ω)) ∩ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)),
ut,∇p ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)),
‖ut, ν∇
2u,∇p‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u‖L∞(0,T ;B0q,∞(Ω))
≤ c(‖f, ν∇g,Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω))
(2.21)
with constant c > 0 depending only on q, n, s,Ω and independent of T .
Moreover, the solution u to (2.17) satisfies
u ∈ L∞1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)),
νθ‖u‖L∞
1−θ+s/2
(0,T ;B2θ−sq,1 (Ω))
≤ c(‖f, ν∇g,Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω)),
∀θ ∈ (s/2, 1),
(2.22)
with constant c > 0 depending only on q, n, s,Ω and independent of T and ν.
Proof: First let us prove the theorem for ν = 1.
The case g = 0 has already been proved by [27], Corollary 4.14, (i) as a particular
case.
Let g ∈ L∞s/2(0, T ; b
1−s
q,∞(Ω)) be identically not 0 and w(t) = Rg(t), t ∈ (0, T ), where
R is the solution operator for (2.1) constructed through the solution to (2.2) with f = 0.
Then, divw(t) = g(t) for all t ∈ (0, T ) and it is easily checked by Proposition 2.3, (2.12)
that
w ∈ L∞s/2(0, T ; b
2−s
q,∞(Ω) ∩H
1
q,0(Ω)),
‖w‖L∞
s/2
(0,T ;b2−sq,∞(Ω))
≤ c‖g‖L∞
s/2
(0,T ;b1−sq,∞(Ω))
.
(2.23)
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Moreover, since wt = Rgt = RdivRt and Rt ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)), we get by Proposi-
tion 2.4, (2.15) that
wt ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)), ‖wt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
≤ c‖Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
(2.24)
Furthermore, since R(0) = 0 and Rt ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)), we have R(t) =
∫ t
0 Rτ dτ =∫ t
0 τ
−1+s/2(τ1−s/2Rτ ) dτ , and
‖R(t)‖b−sq,∞(Ω) ≤
2ts/2
s
‖Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
, ∀t ∈ (0, T ).
Hence,
t−s/2R ∈ L∞(0, T ; b−sq,∞(Ω)),
‖t−s/2R‖L∞(0,T ;b−sq,∞(Ω)) ≤
2
s‖Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
,
which yields by Proposition 2.4, (2.15) that
t−s/2w = t−s/2RdivR ∈ L∞(0, T ; b−sq,∞(Ω)),
‖t−s/2w‖L∞(0,T ;b−sq,∞(Ω)) ≤
2
s‖Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
.
(2.25)
Therefore, it follows from (2.23), (2.25) that, by complex interpolation,
w ∈ L∞1−s/2(0, T ; [b
2−s
q,∞(Ω), b
−s
q,∞(Ω)](2−s)/2) ⊂ L
∞
1−s/2(0, T ;B
0
q,∞(Ω)),
‖w(t)‖B0q,∞(Ω) ≤ c(s)‖w(t)‖
s/2
b2−sq,∞(Ω)
‖w(t)‖
1−s/2
b−sq,∞(Ω)
≤ c(s)(t(−1+s/2)‖g‖L∞
s/2
(0,T ;b1−sq,∞(Ω)
)s/2(ts/2‖Rt‖L∞
1−s/2
(0,T ;b−sq,∞(Ω))
)1−s/2
= c(s)‖g‖
s/2
L∞
s/2
(0,T ;b1−sq,∞(Ω))
‖Rt‖
1−s/2
L∞
1−s/2
(0,T ;b−sq,∞(Ω))
, for a.a. t ∈ (0, T ),
where we used the interpolation relation [b2−sq,∞(Ω), b
−s
q,∞(Ω)](2−s)/2 ⊂ B
0
q,∞(Ω) in view of
(2− s)(1− 2−s2 )− s ·
2−s
2 = 0. Thus,
w ∈ L∞(0, T ;B0q,∞(Ω)),
‖w‖L∞(0,T ;B0q,∞(Ω)) ≤ c(s)‖g‖
s/2
L∞
s/2
(0,T ;b1−sq,∞(Ω))
‖Rt‖
1−s/2
L∞
1−s/2
(0,T ;b−sq,∞(Ω))
.
(2.26)
Now, introducing the new unknown U = u − w, the problem (2.17) is reduced to a
divergence-free problem, that is,
Ut −∆U +∇p = F in (0, T ) × Ω,
divU = 0 in (0, T ) × Ω,
U = 0 on (0, T ) × ∂Ω,
U(0, x) = U0 in Ω,
where F := f − wt −∆w ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω)), U0 := u0 − w(0) = u0 ∈ B
0
q,∞,σ(Ω). Thus,
by the assertion of the theorem for the divergence-free case, we get that
Ut,∇
2U,∇p ∈ L∞s/2(0, T ; b
−s
q,∞(Ω)), U |∂Ω = 0, U ∈ L
∞(0, T ;B0q,∞(Ω)),
‖Ut,∇
2U,∇p‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ ‖U‖L∞(0,T ;B0q,∞(Ω))
≤ c(‖F‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ ‖U0‖B0q,∞(Ω)).
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Thus, in view of (2.23), (2.24), (2.26) and Lemma 2.5, we get (2.21) for u = U + w.
The uniqueness of solution to (2.17) is clear from (2.21).
The estimate (2.22) for ν = 1 follows from the estimate of u in L∞s/2(0, T ; b
2−s
q,∞(Ω)) ∩
L∞(0, T ;B0q,∞(Ω)) (see (2.21)) by real interpolation using (B
s1
q,∞(Ω), B
s1
q,∞(Ω))γ,1 = B
(1−γ)s1+γs2
q,1 (Ω)
for all γ ∈ (0, 1).
Finally, assuming ν 6= 1, let us prove (2.21) and (2.22).
Notice that the rescaling transform
(u˜, g˜)(t, x) := ν−1(u, g)(ν−1t, x), (p˜, f˜)(t, x) := ν−2(p, f)(ν−1t, x), u˜0(x) := ν
−1u0(x)
(2.27)
reduces (2.17) with ν 6= 1 to the case with ν = 1 and that g˜t(t, x) = div R˜(t, x), where
R˜(t, x) := 1
ν2
R( tν , x). Then we have
‖u˜t,∇
2u˜,∇p˜‖L∞
s/2
(0,νT ;b−sq,∞(Ω))
+ ‖u˜‖L∞(0,νT ;B0q,∞(Ω))
≤ c(‖f˜ ,∇g˜, R˜t‖L∞
s/2
(0,νT ;b−sq,∞(Ω))
+ ‖u˜0‖B0q,∞(Ω))
with c = c(q, n, s) independent of ν and T . Here we have
‖u˜t,∇
2u˜,∇p˜‖L∞
s/2
(0,νT ;b−sq,∞(Ω))
= 1
ν2
ν1−s/2‖( tν )
1−s/2ut(
t
ν , x), (
t
ν )
1−s/2ν∇2u( tν , x), (
t
ν )
1−s/2∇p( tν , x)‖L∞(0,νT ;b−sq,∞(Ω))
= ν−1−s/2‖ut, ν∇
2u,∇p‖L∞
s/2
(0,T ;b−sq,∞(Ω))
,
‖u˜‖L∞(0,νT ;B0q,∞(Ω)) = ν
−1‖u‖L∞(0,T ;B0q,∞(Ω)), ‖u˜0‖B0q,∞(Ω) = ν
−1‖u0‖B0q,∞(Ω)
and
‖f˜ ,∇g˜, R˜t‖L∞
s/2
(0,νT ;b−sq,∞(Ω))
= ν−1−s/2‖f, ν∇g,Rt‖L∞
s/2
(0,T ;b−sq,∞(Ω))
.
Hence (2.21) is proved. In the same way, (2.22) can be proved, and we omit the proof.
2.3 Momentum equations with fixed variable density
Let ρ− ≤ ρ ≤ ρ+ with some positive constants ρ−, ρ+ and let
1
ρ =
1
ρ¯ (1 + a) with constant
ρ¯ ∈ [ρ−, ρ+] and a = a(t, x) ∈ L
∞((0, T )×Ω). Then the momentum equation in (1.1) may
be formally written as
ut − ν∆u+ (u · ∇)u+∇p = a(ν∆u−∇p) in (0, T ) × Ω,
divu = 0 in (0, T ) × Ω,
u = 0 on (0, T ) × ∂Ω,
u(0, x) = u0 in Ω,
(2.28)
where 0 < T ≤ ∞.
We need the following lemma for the proof of Theorem 2.8, which is the main result
of this section.
Lemma 2.7 (see [27], Lemma 5.1) Let Ω be a bounded domain of Rn, n ≥ 3, of C2-class,
then for q ∈ [n,∞) and s ∈ (0, nq )
H(2−s)(1−θ)q (Ω) ·H
(2−s)θ−1
q (Ω) →֒ H
−s
q (Ω), ∀θ ∈ (
1
2− s
,
1− s+ n/q
2− s
). (2.29)
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Theorem 2.8 Let Ω ⊂ Rn, n ≥ 3, be a bounded domain of C2-class. Let q ≥ n, a ∈
L∞(0, T ;M(b−sq,∞(Ω))) for some s ∈ (0,
n
q ), and let u0 ∈ B
0
q,∞,0,σ(Ω).
Then there are some constants δi = δi(q, n,Ω, s) > 0, i = 1, 2, andM =M(q, n, s,Ω) >
0 independent of T such that if
‖a‖L∞(0,T ;M(b−sq,∞(Ω))) < δ1, ‖u0‖B0q,∞(Ω) < δ2ν,
then (2.28) has a solution (u,∇p) satisfying
u ∈ L∞(0, T ;B0q,∞(Ω)) ∩ L
∞
1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)) ∩ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)),
ut, (u · ∇)u,∇p ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω))
and
νs/2‖u‖L∞(0,T ;B0q,∞(Ω)) + ν
θ‖u‖L∞
1−θ+s/2
(0,T ;B2θ−sq,1 (Ω))
+ν‖u‖L∞
s/2
(0,T ;b2−sq,∞(Ω))
+ ‖ut,∇p‖L∞
s/2
(0,T ;b−sq,∞(Ω))
≤Mν1+s/2
(2.30)
for all θ ∈ (s/2, 1). The solution (u,∇p) is unique in the class of functions satisfying (2.30)
with sufficiently small M =M(q, n,Ω, s) > 0 on the right-hand side.
Proof: The proof is based on linearization and a fixed point argument.
Consider the linear system (2.17) with arbitrarily fixed f ∈ L∞s/2(0, T ; b
−s
q,∞(Ω)) and
u0 ∈ B
0
q,∞,0,σ(Ω). Then, by Theorem 2.6 the system (2.17) has a unique solution {u,∇p}
such that
u ∈ L∞(0, T ;B0q,∞(Ω)) ∩ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)) ∩ L
∞
1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)), θ ∈ (
s
2 , 1),
ut,∇p ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω))
and
νs/2‖u‖L∞(0,T ;B0q,∞(Ω)) + ν
θ‖u‖
L∞(0,T ;B2θ−sq,1 (Ω))
+ ν‖u‖L∞
s/2
(0,T ;b2−sq,∞(Ω))
+‖ut,∇p‖L∞
s/2
(0,T ;b−sq,∞(Ω))
≤ C˜(‖f‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω))
(2.31)
with constant C˜ > 0 depending on q, n,Ω and s. Now, given u0 ∈ B
0
q,∞,0,σ(Ω), define the
mapping Φ from Y := L∞s/2(0, T ; b
−s
q,∞(Ω)) to itself by
Φf := −(uf · ∇)uf + a(ν∆uf −∇pf ),
where (uf ,∇pf ) is the unique solution to (2.17) corresponding to u0 and f . If we show
that Φ has a fixed point f˜ ∈ Y , then (uf˜ ,∇pf˜ ) is obviously a solution to the system (2.28).
For f1, f2 ∈ Y and almost all t ∈ (0, T ) we get, using (2.31) and Lemma 2.7 in view of
H−sq (Ω) →֒ b
−s
q,∞(Ω), that
‖(uf1 · ∇)uf2(t)‖b−sq,∞(Ω) ≤ c‖(uf1 · ∇)uf2(t)‖H−sq (Ω)
≤ c‖uf1(t)‖H2(1−θ)q (Ω)
‖∇uf2(t)‖H2θ−s−1q (Ω)
≤ c‖uf1(t)‖B2(1−θ)q,1 (Ω)
‖uf2(t)‖B2θ−sq,1 (Ω)
≤ cν−1−s/2t−1+s/2(‖f1‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω))·
·(‖f2‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω)),
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yielding
‖(uf1 · ∇)uf2‖Y ≤ cν
−1−s/2(‖f1‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω))·
·(‖f2‖L∞
s/2
(0,T ;b−sq,∞(Ω))
+ νs/2‖u0‖B0q,∞(Ω))
(2.32)
with c = c(q, n, s,Ω). Hence, using (2.31) and (2.32), we have
‖Φ(f)‖Y ≤ ‖(uf · ∇)uf‖Y + ‖a(ν∆uf −∇pf )‖Y
≤ C0(‖f‖L∞
s/2
(0,T ;b−sq,∞)
+ νs/2‖u0‖B0q,∞)(‖a‖L∞(0,T ;M(b−sq,∞))
+ν−1−s/2‖f‖L∞
s/2
(0,T ;b−sq,∞)
+ ν−1‖u0‖B0q,∞),
where C0 = C0(q, n, s,Ω). Therefore, if f ∈ BK , where BK is the ball of Y centered at 0
with radius K > 0, then
‖Φ(f)‖Y ≤ C0(K+ν
s/2‖u0‖B0q,∞)(‖a‖L∞(0,T ;M(b−sq,∞))+ν
−1−s/2K+νs/2‖u0‖B0q,∞). (2.33)
On the other hand, if f1, f2 ∈ BK , then
Φ(f1)− Φ(f2) = [−((uf1 − uf2) · ∇)uf1 − (uf2 · ∇)(uf1 − uf2)]
+[a(ν∆(uf1 − uf2)−∇(pf1 − pf2))] =: (I)+(II).
(2.34)
Note that uf −ug is a solution to (2.17) with zero initial value and right-hand side f1−f2.
Hence we get by (2.32) that
‖(I)‖Y ≤ C0ν
−1−s/2‖f1 − f2‖Y (2K + ν
s/2‖u0‖B0q,∞)
and, by (2.31),
‖(II)‖Y ≤ C0‖a‖L∞(0,T ;M(b−sq,∞))‖f1 − f2‖Y ,
where we may regard the constant C0 exactly the same as in (2.33) in view of the structure
of Φ(f1)−Φ(f2), see (2.34). Finally, we have
‖Φ(f1)−Φ(f2)‖Y ≤ C0(2ν
−1−s/2K+‖a‖L∞(0,T ;M(b−sq,∞))+ν
−1‖u0‖B0q,∞)‖f1−f2‖Y . (2.35)
Now, in view of (2.33) and (2.35), consider the inequality{
C0(K + ν
s‖u0‖B0q,∞)(ν
−1−s/2K + ‖a‖L∞(0,T ;M(b−sq,∞)) + ν
−1‖u0‖B0q,∞) < K,
C0(2ν
−1−s/2K + ‖a‖L∞(0,T ;M(b−sq,∞)) + ν
−1‖u0‖B0q,∞) < 1.
(2.36)
By elementary calculations, it follows that, if
‖a‖M(b−sq,∞) <
3
8C0
, ν−1‖u0‖B0q,∞ <
1
8C0
, (2.37)
then for any
K ∈ (k1, k2) (2.38)
with
k1,2 =
1
2 − ν
−1‖u0‖C0 ∓
√
(12 − ν
−1‖u0‖C0)2 − 2C0ν−1‖u0‖B0q,∞
2ν−1−s/2C0
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the inequality (2.36) holds true. In other words, if (2.37) and (2.38) are satisfied, then
Φ(BK) ⊂ BK and Φ : BK 7→ BK is a contraction mapping. Thus, by the Banach fixed
point theorem Φ has a fixed point f˜ in BK , which is unique in BK , and u = uf˜ is a
solution to (2.28).
Note that K < ν
1+s/2
2C0
. It follows from (2.31), (2.37) and (2.38) that the solution u
satisfies (2.30) with M ≡ 5C˜8C0 .
Let K ′ ≡ K3 and the norm of solution (u,∇p) in (2.30) is bounded by K
′. Then
‖ut − ν∆u+∇p‖L∞γ (0,T ;b
−s
q,∞)
≤ K. Hence, in view of the uniqueness of the linear Stokes
problem, (u,∇p) must be the only solution satisfying the inequality (2.30) with K ′ on the
right-hand side.
The proof of the theorem is complete.
3 Transport equation
In this section, we shall prove an existence result for the transport equation with piecewise
constant initial values.
We know that the characteristic function χ(Ω′) of any Lipschitz subset Ω′ of Ω can
be a pointwise multiplier of Besov spaces Bsq,r(Ω) and b
s
q,∞(Ω), respectively, with q ∈
(1,∞), r ∈ [1,∞), s ∈ (−1+1/q, 1/q), cf. [30], Proposition 5.1, 5.3; cf. also [31], Theorem
1.41. Here, the point is that for q, r, s satisfying the above conditions the set C∞0 (Ω
′) is
dense in Bsq,r(Ω
′) and bsq,∞(Ω
′), thus extension of f ∈ Bsq,r(Ω
′) or f ∈ bsq,∞(Ω
′) by 0 in
Ω \ Ω′ defines a linear continuous extension with norm 1 from Bsq,r(Ω
′) to Bsq,r(Ω) and
bsq,∞(Ω
′) to bsq,∞(Ω), respectively.
Lemma 3.1 Let Ω be a domain of Rn, n ∈ N, and let 1 < q <∞ and s ∈ (−1+1/q, 1/q).
Then, for any Lipschitz subdomain Ω′ of Ω
‖χΩ′u‖Y ≤ c‖u‖Y , ∀u ∈ Y,
with c > 0 independent of Ω′, where Y = Bsq,r(Ω), 1 ≤ r <∞, or Y = b
s
q,∞(Ω).
Proof: First, suppose that s ∈ (0, 1/q). Let L˜q(Ω) and H˜1q (Ω) be, respectively, the
(closed) subspace of Lq(Ω) and H1q (Ω) of functions with support in Ω
′. Define the operator
E0 : L
q(Ω′) 7→ L˜q(Ω) by E0f := f˜ , where f˜ is the extension of f by zero on Ω \Ω
′. Then,
E0 ∈ L(L
q(Ω′), L˜q(Ω)) ∩ L(H1q,0(Ω
′), H˜1q (Ω))
and
‖E0‖L(Lq(Ω′),L˜q(Ω)) = 1, ‖E0‖L(H1q,0(Ω′),H˜1q (Ω))
= 1.
Hence, by real interpolation (·, ·)s,r, 1 ≤ r <∞, and (·, ·)
0
s,∞, we have
E0 ∈ L
(
(Lq(Ω′),H1q,0(Ω
′))s,r, (L˜
q(Ω), H˜1q (Ω))s,r
)
, 1 ≤ r <∞,
and
E0 ∈ L
(
(Lq(Ω′),H1q,0(Ω
′))0s,∞, (L˜
q(Ω), H˜1q (Ω))
0
s,∞
)
, ‖E0‖ ≤ 1.
Note that, due to s ∈ (0, 1/q), we have
(Lq(Ω′),H1q,0(Ω
′))s,r = B
s
q,r(Ω
′), (Lq(Ω′),H1q,0(Ω
′))0s,∞ = b
s
q,∞(Ω
′),
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see [4], Theorem 2.2. Moreover, by interpolation, we have continuous embedding
(L˜q(Ω), H˜1q (Ω))s,r ⊂ (L
q(Ω),H1q (Ω))s,r = B
s
q,r(Ω),
(L˜q(Ω), H˜1q (Ω))
0
s,∞ ⊂ (L
q(Ω),H1q (Ω))
0
s,∞ = b
s
q,∞(Ω)
with embedding constants not greater than 1. Therefore,
E0 ∈ L
(
Bsq,r(Ω
′), Bsq,r(Ω)
)
, ‖E0‖L
(
Bsq,r(Ω
′),Bsq,r(Ω)
) ≤ 1 (3.1)
and
E0 ∈ L
(
bsq,∞(Ω
′), bsq,∞(Ω)
)
, ‖E0‖L
(
bsq,∞(Ω
′),bsq,∞(Ω)
) ≤ 1. (3.2)
On the other hand, for rΩ′ being the restriction operator onto Ω
′, we have
‖rΩ′f‖Lq(Ω′) ≤ ‖f‖Lq(Ω), ∀f ∈ L
q(Ω),
‖rΩ′f‖H1q (Ω′) ≤ ‖f‖H1q (Ω), ∀f ∈ H
1
q (Ω).
Hence, by real interpolation we have
‖rΩ′f‖Bsq,r(Ω′) ≤ ‖f‖Bsq,r(Ω), ∀f ∈ B
s
q,r(Ω),
‖rΩ′f‖bsq,∞(Ω′) ≤ ‖f‖bsq,∞(Ω), ∀f ∈ b
s
q,∞(Ω).
(3.3)
Combining (3.1)-(3.3), we get that
‖E0rΩ′f‖Bsq,r(Ω) ≤ ‖f‖Bsq,r(Ω), ∀f ∈ B
s
q,r(Ω),
‖E0rΩ′f‖bsq,∞(Ω) ≤ ‖f‖bsq,∞(Ω), ∀f ∈ b
s
q,∞(Ω).
(3.4)
In (3.1)-(3.4), Bsq,r(Ω), r ∈ [1,∞), is endowed with the norm of the real interpolation
space (Lq(Ω),H1q (Ω))s,r and b
s
q,∞(Ω) is endowed with the norm of B
s
q,∞(Ω); both norms
are equivalent to the typical Besov norms
‖u‖Bsq,r(Ω) = infu=rΩu˜,u˜∈Bsq,r(Rn)
‖u˜‖Bsq,r(Rn) and ‖u‖bsq,∞(Ω) = infu=rΩu˜,u˜∈bsq,∞(Rn)
‖u˜‖Bsq,∞(Rn),
respectively. Thus, in view of χΩ′f = E0rΩ′f , we get the assertion of the lemma for
s ∈ (0, 1/q).
The assertion of the lemma for the case s ∈ (−1 + 1/q, 0) follows by duality argument
using the result for s ∈ (0, 1/q).
Finally, the case s = 0 directly follows by interpolation.
Based on Lemma 3.1, we can prove the following statement.
Proposition 3.2 Let Ω ⊂ Rn, n ≥ 3, be whole or half space, or bounded domain with
boundary of C2-class, and let u ∈ L1(0, T ;W 1,∞(Ω)), divu = 0 and u|∂Ω = 0. Let Ω1 be
a Lipschitz subdomain of Ω and Ω2 = Ω \ Ω¯1 and ρ0(x) = ρ01χΩ1(x) + ρ02χΩ2(x), x ∈ Ω,
0 < ρ01 < ρ02. Then, the transport equation
ρt + u · ∇ρ = 0 in (0, T )× Ω, ρ(0) = ρ0 in Ω, (3.5)
has a unique solution ρ such that for all q ∈ (1,∞), s ∈ (−1 + 1/q, 1/q)
ρ ∈ L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;M(Y )) (3.6)
17
and
‖ρ(t)‖L∞(Ω) = ‖ρ0‖L∞(Ω), ∀t ∈ (0, T ),
‖ρ‖L∞(0,T ;M(Y )) ≤ cρ02, ‖a‖L∞(0,T ;M(Y )) ≤ c(
ρ¯−ρ01
ρ01
+ ρ02−ρ¯ρ02 ),
(3.7)
where Y = Bsq,r(Ω), 1 ≤ r <∞, or Y = b
s
q,∞(Ω), a =
ρ¯
ρ − 1 and c = c(q, s,Ω).
Proof: Under the assumption of the proposition, unique existence of solution in L∞(0, T ;L∞(Ω))
is already proved in [10], Theorem II.3, more precisely, the solution ρ to (3.5) is expressed
by ρ(t, x) = ρ0(X(t, ·)
−1(x)) and ‖ρ(t)‖L∞(Ω) = ‖ρ0‖L∞(Ω), ∀t ∈ (0, T ), where {X(t, y)}t≥0
stands for the semiflow transported by the vector field u, that is,
X(t, y) = y +
∫ t
0
u(τ,X(τ, y)) dτ, t ∈ (0, T ), y ∈ Ω.
Note that X(t, ·) is a C1-diffeomorphism over Ω for each t > 0.
Since ρ0(x) = ρ01χΩ1(x) + ρ02χΩ2(x), we have
ρ(t, x) = ρ01χΩ1(t)(x) + ρ02χΩ2(t)(x),
a(t, x) = ρ¯−ρ01ρ01 χΩ1(t)(x) +
ρ02−ρ¯
ρ02
χΩ2(t)(x), t ∈ (0, T ), x ∈ Ω,
(3.8)
where
Ωi(t) = {X(t, y) : y ∈ Ωi}, i = 1, 2. (3.9)
Here we used that Ω1(t) ∩ Ω2(t) = ∅ for all t ∈ (0, T ) due to Lipschitz conditions on the
vector field u. Therefore we get (3.7) by Lemma 3.1.
Remark 3.3 In Lemma 3.1 the boundary of Ω′ is allowed to be so-called a d-set with
some d ∈ (0, n) and
s ∈
(
(n− d)/q′, (n− d)/q
)
. (3.10)
We recall the definition of a d-set for 0 < d ≤ n; a closed non-empty set Γ of Rn is called
a d-set if
∃c1, c2 > 0 : ∀x ∈ Γ,∀r ∈ (0, 1], c1r
d ≤ Hd(B(x, r) ∩ Γ) ≤ c2r
d,
where Hd denotes the d-dimensional Hausdorff measure on Rn and B(x, r) stands for the
open ball centered at x with radius r (cf. e.g. [9]). In fact, if Ω′ ⊂ Rn is a d-set with
some d ∈ (0, n), then, by [9], Corollary 2.7 it follows that C∞0 (Ω
′) is dense in Bsq,r(Ω
′),
1 < q, r < ∞ for all s ∈ (0, (n − d)/q) and hence, by duality, for all s satisfying (3.10).
Consequently, by denseness of Bsq,r(Ω
′) in bsq,∞(Ω
′), we get that C∞0 (Ω
′) is dense in bsq,∞(Ω
′).
Therefore, in Proposition 3.2, the initial interface of two fluids ∂Ω1∩∂Ω2 is also allowed
to be a d-set. Note that, if X(t, ·), t ∈ (0, T ), is diffeomorphism over Ω, the boundary
∂Ωi(t), i = 1, 2, of Ωi(t), i = 1, 2, given by (3.9) remains as d-sets for all time t ∈ [0, T )
due to the property
Hd(f(A)) ≤ (Lip(f))dHd(A), A ⊂ Rn,
for Lipschitz function f , where Lip(f) is the Lipschitz constant of f , see e.g. [17], Section
2.4, Theorem 1.
4 Proof of Theorem 1.1
The procedure to prove Theorem 1.1 is twofold, i.e., existence part and uniqueness part.
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4.1 Proof of existence
Let Ω be a bounded domain with C2-boundary of Rn, n ≥ 3, and let Ω1 be a subdomain
of Ω with Lipschitz boundary and Ω2 = Ω \ Ω¯1. Suppose that
ρ0(x) = ρ01χΩ1(x) + ρ02χΩ2(x), x ∈ Ω, 0 < ρ01 < ρ02, u0 ∈ B
0
q,∞,0,σ(Ω), q ≥ n. (4.1)
Let ηm ∈ C
∞(Rn),m ∈ N, be mollifiers such that
ηm(x) ≥ 0, η(x) = η(−x), supp ηm ⊂
{
x : |x| <
1
m
}
,
∫
Rn
ηm(x) dx = 1.
For m = 1, 2, . . ., let us construct an iterate scheme for (1.1) as

ρmt + (u
(m−1) · ∇)ρm = 0, ρm(0, x) = ρ0(x), in (0, T ) × Ω,
umt − ν∆um + (um · ∇)um +∇pm = am(ν∆um −∇pm), in (0, T )× Ω,
divum = 0, in (0, T ) × Ω,
um = 0, on (0, T ) × ∂Ω,
um(0, x) = u0, in Ω,
(4.2)
where ν := µρ¯ with ρ¯ ∈ (ρ01, ρ02) fixed, 0 < T ≤ ∞, u
(0) ≡ 0 and am(t, x) :=
ρ¯
ρm(t,x)
− 1,
u(m) = ηm ⋆ u¯m|Ω,
u¯m =
{
um for x ∈ Ω with dist(x, ∂Ω) >
1
m
0 for else x ∈ Rn
for m ∈ N. Obviously, u(m)|∂Ω = 0, m ∈ N.
Remark 4.1 Let Ω be a bounded domain of Rn, n ∈ N, with Lipschitz boundary. De-
noting by w˜ the extension of w by zero in Rn \ Ω, for w ∈ bsq,∞(Ω), q ∈ (1,∞), s ∈
(−1 + 1/q, 1/q) one gets w˜ ∈ bsq,∞(R
n) and ‖w˜‖bsq,∞(Rn) ≤ c(q, s,Ω)‖w‖bsq,∞(Ω).
On the other hand, for f ∈ H1q (R
n) (or H−1q (R
n)) it holds ‖ηm ⋆ f − f‖H1q (Rn) → 0 (or
‖ηm ⋆ f − f‖H−1q (Rn) → 0 ) as m→∞. Hence, by the Banach-Steinhaus theorem one gets
uniform boundedness with respect tom ∈ N of the operator norms of convolution operators
ηm ⋆ · in L(H
1
q (R
n)) ∩ L(H−1q (R
n)) and, consequently, in L(B1−2θq,∞ (R
n)) ∩ L(b1−2θq,∞ (R
n)),
θ ∈ (0, 1), due to (H1q (R
n),H−1q (R
n))θ,∞ = B
1−2θ
q,∞ (R
n) and (H1q (R
n),H−1q (R
n))0θ,∞ =
b1−2θq,∞ (R
n).
Therefore it follows that
(w 7→ (ηm ⋆ w˜)|Ω) ∈ L(b
s
q,∞(Ω), b
s
q,∞(R
n)),∀s ∈ (−1 + 1/q, 1/q),
‖(ηm ⋆ w˜)|Ω‖bsq,∞(Ω) ≤ C‖w‖bsq,∞(Ω), ∀w ∈ b
s
q,∞(Ω),
(4.3)
with C = C(q, s,Ω) > 0 independent of m ∈ N.
Moreover, it follows that
(ηm ⋆ w˜)|Ω → w in b
s
q,∞(Ω), ∀w ∈ b
s
q,∞(Ω),−1 + 1/q < s < 1/q, (as m→∞). (4.4)
In fact, if w ∈ H1q,0(Ω), then (ηm ⋆ w˜)|Ω tends to w in H
1
q,0(Ω) and H
−1
q (Ω), respectively,
hence in bsq,∞(Ω), −1 < s < 1, by continuous interpolation. Thus we get (4.4), in view of
(4.3) and denseness of H1q,0(Ω) in b
s
q,∞(Ω), −1 < s < 1/q.
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Furthermore, it follows that, if um ∈ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)), q ≥ n, for some s ∈ (0, 2),
then u(m)(t) ∈ C∞(Rn), suppu(m)(t) ⊂ Ω¯ for almost all t ∈ (0, T ), and, in particular,
u(m) ∈ L1loc(0, T ;W
1,∞(Ω)). (4.5)
We have the following lemma.
Lemma 4.2 Let Ω be a bounded domain of C2-class and suppose that (4.1) holds. Then
for any s ∈ (0, 1 − 1q ) there are some constants δi = δi(q, n, s,Ω) > 0, i = 1, 2, and
M =M(q, n, s,Ω) > 0 independent of m ∈ N with the following property: If
ρ02 − ρ01
ρ01
< δ1, ‖u0‖B0q,∞(Ω) < δ2ν,
the system (4.2) has a solution {(ρm, um, pm) : m ∈ N} satisfying
ρm ∈ L
∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;M(bs˜q˜,∞(Ω))),
‖ρm‖L∞(0,T ;L∞(Ω)) = ‖ρ0‖L∞(Ω),
‖ρm‖L∞(0,T ;M(Y )) ≤ c(q˜, s˜,Ω)ρ02,
‖am‖L∞(0,T ;M(Y )) ≤ c(q˜, s˜,Ω)(
ρ¯−ρ01
ρ01
+ ρ02−ρ¯ρ02 ),
(4.6)
where Y = B s˜q˜,r(Ω), 1 ≤ r < ∞, or Y = b
s˜
q˜,∞(Ω) for any q˜ ∈ (1,∞), s˜ ∈ (−1 + 1/q˜, 1/q˜),
and
um ∈ L
∞(0, T ;B0q,∞(Ω)) ∩ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)) ∩ L
∞
1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)),
umt, (um · ∇)um,∇pm ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω))
(4.7)
with estimate
νs/2‖um‖L∞(0,T ;B0q,∞(Ω)) + ν‖um‖L∞s/2(0,T ;b
2−s
q,∞(Ω))
+‖umt,∇pm‖L∞
s/2
(0,T ;b−sq,∞(Ω))
≤Mν1+s/2,
‖um‖L∞
1−θ+s/2
(0,T ;B2θ−sq,1 (Ω))
≤Mν1+s/2−θ, ∀θ ∈ (s/2, 1).
(4.8)
Proof: This lemma follows directly by Theorem 2.8 and Proposition 3.2,
Remark 4.3 Let v ∈ L∞1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)) for all θ ∈ (s/2, 1). Then, choosing θ1 ∈
(s/2, 1) for any q1 ∈ (1,
q(n+2)
n ) as
s
2
+
1
2
(n
q
−
n
q1
)
< θ1 <
s
2
+
n
(n+ 2)q
, (4.9)
we have
q(n+ 2)
n
(θ1 −
s
2
) < 1, B2θ1−sq,1 (Ω) →֒ L
q1(Ω).
Hence, in view of ‖v(t)‖
B
2θ1−s
q,1 (Ω)
≤ ct−2θ1+s, ∀t ∈ (0, T ), we have
v ∈ Lq(n+2)/n(0, T ;B2θ1−sq,1 (Ω)) →֒ L
q1(QT ) (4.10)
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and
‖v‖
Lq(n+2)/n(0,T ;B
2θ1−s
q,1 (Ω))
≤ c‖v‖
L∞
1−θ1+s/2
((0,T ),B
2θ1−s
q,1 (Ω))
. (4.11)
Similarly, one gets for any q2 ∈ (1,
q(n+2)
n+q ) that
∇v ∈ Lq2(QT ), ‖∇v‖Lq2 (QT ) ≤ c‖v‖L∞
1−θ2+s/2
((0,T ),B
2θ2−s
q,1 (Ω))
, (4.12)
where
s+ 1
2
+
1
2
(n
q
−
n
q2
)
< θ2 <
s
2
+
n+ q
(n + 2)q
.
Note that q ≥ n > 2n/(n + 1) and hence one can choose q2 as(q(n+ 2)
n
)′
≡
q(n+ 2)
q(n+ 2)− n
< q2 <
q(n+ 2)
n+ q
.
Therefore, in view of (4.10) and (4.12), one has
∇v ∈ (Lq(n+2)/n−δ(QT ))
′, ‖∇v‖(Lq(n+2)/n−δ (QT ))′ ≤ c‖v‖L∞
1−θ2+s/2
((0,T ),B
2θ2−s
q,1 (Ω))
(4.13)
for sufficiently small δ > 0.
Remark 4.4 Let q ≥ n and {(ρm, um, pm) : m ∈ N} be a solution to the system (4.2)
whose existence is guaranteed by Lemma 4.2. Then, since um ∈ L
∞
1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)),
we get by (4.3) of Remark 4.1 that
u(m) ∈ L∞1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)), s ∈ (0, 1 − 1/q), θ ∈ (s/2, 1),m ∈ N.
Therefore, using divu(m−1) = 0, u(m−1)|∂Ω = 0, m ∈ N, we get that if s ∈ (0, 1− 1/q), θ ∈
(s/2, s/2 + 1/(2q)), then for ϕ ∈ C∞(Ω¯) and almost all t ∈ (0, T )
|
∫
Ω(u
(m−1)(t) · ∇)ρm(t)ϕdx| = |
∫
Ω ρm(t)u
(m−1)(t) · ∇ϕdx|
≤ ‖u(m−1)(t)‖B2θ−sq,1 (Ω)
‖ρm(t)∇ϕ‖b−2θ+s
q′ ,∞
(Ω)
≤ ‖u(m−1)(t)‖
B2θ−sq,1 (Ω)
‖ρm(t)‖M(b−2θ+s
q′ ,∞
(Ω))
‖ϕ‖
b1−2θ+s
q′ ,∞
(Ω)
;
here note that (B2θ−sq,1 (Ω))
′ = B−2θ+sq′,∞ (Ω) thanks to 0 < 2θ − s < 1/q (cf. [29], Theo-
rem 4.3.2/1 and (2.6.2) of [5], §2.6). Thus, in view of ρmt = −(u
(m−1) · ∇)ρm, u
(m−1) ∈
L∞1−θ+s/2(0, T ;B
2θ−s
q,1 (Ω)) and ρm ∈ L
∞(0, T ;M(b−2θ+sq′,∞ (Ω))), we have t
θ−s/2ρmt ∈ L
∞(0, T ;H−1+2θ−sq (Ω))
and, in particular,
ρmt ∈ L
p(0, T ;H−1+2θ−sq (Ω)), ∀p ∈ (1,
2
2θ − s
), (4.14)
where s ∈ (0, 1 − 1/q), θ ∈ (s/2, s/2 + 1/(2q)).
Proof of Theorem 1.1: existence part
Let s ∈ (0, 1/q) and let {(ρm, um, pm) : m ∈ N} be the solutions to the iterate system
(4.2), the existence of which is given by Lemma 4.2. Then, by Lemma 4.2 {um} is bounded
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in L∞(0, T ;B0q,∞(Ω)) ∩ L
∞
s/2(0, T ; b
2−s
q,∞(Ω)), {umt} is bounded in L
∞
s/2(0, T ; b
−s
q,∞(Ω)) and
{ρm} is bounded in L
∞(QT ). Hence, {um} and {ρm} have some subsequences {umk} and
{ρmk}, respectively, such that
umk ⇀ u in L
∞(0, T ;B0q,∞(Ω)
n) (*-weakly as k →∞),
umk ⇀ u in L
∞
s/2(0, T ; b
2−s
q,∞(Ω)
n) (*-weakly as k →∞),
umkt ⇀ ut in L
∞
s/2(0, T ; b
−s
q,∞(Ω)
n) (*-weakly as k →∞),
ρmk ⇀ ρ in L
∞(0, T ;L∞(Ω)) (*-weakly as k →∞)
(4.15)
for some u, ρ. Moreover, it follows from (4.10), (4.11) that
umk ⇀ u in L
q(n+2)/n(0, T ;H2θ1−sq (Ω)
n) (weakly as k →∞) (4.16)
for all θ1 ∈ (s/2, 1) satisfying (4.9).
We shall show that (ρ, u) is a solution to (1.1) in the sense of Definition 1.1. Note
that by (4.7), (4.8) the sequence {umkt} weakly converges in L
α(0, T ;H−s−εq (Ω)) for some
α > 1 and any ε > 0. Therefore, in view of (4.16) and compact embeddingH2θ1−sq (Ω) →֒→֒
Lq(n+2)/n−δ(Ω) for sufficiently small δ > 0, we get by compactness theorem ([28], Ch.3,
Theorem 2.1) that
umk → u in L
q(n+2)/n−δ(QT ) (4.17)
as k →∞. Moreover, we get from (4.13) that {∇umk} is bounded in (L
q(n+2)/n−δ(QT ))
′.
Rewriting the second equation of the system (4.2), we have
umkt −
µ
ρmk
∆umk + (umk · ∇)umk +
ρ¯
ρmk
∇pmk = 0,
which is equivalent to
ρmkumkt − µ∆umk + ρmk(umk · ∇)umk + ρ¯∇pmk = 0 (4.18)
in view of ρmk ∈ L
∞(0, T ;M(b−sq,∞(Ω))) and umkt, (umk ·∇)umk ,∇pmk ∈ L
∞
s/2(0, T ; b
−s
q,∞(Ω))
by Lemma 4.2. In view of the fact that each term of (4.18) belongs to L1(0, T ; b−sq,∞(Ω)) by
(4.7) and (b−sq,∞(Ω))
′ = Bsq′,1(Ω), we get by testing (4.18) with arbitrary ϕ ∈ C
∞
0 ([0, T ) ×
Ω)n, divϕ = 0, that
∫ T
0 〈ρmkumkt − µ∆umk + ρmk(umk · ∇)umk , ϕ〉b−sq,∞(Ω),Bsq′,1(Ω)
dt = 0.
By Lemma 4.2 we have
um ∈ L
∞
1−τ+s/2(0, T ;B
2τ−s
q,1 (Ω)), ∀m ∈ N,
with τ = s− θ+1/2 provided s− 1/2 < θ < (s+1)/2. Hence, if (1 + s)/2− θ)p′ < 1, i.e.,
if p > 2/(2θ − s+ 2), then
umk ∈ L
p′(0, T ;H1−2θ+sq,0 (Ω)) ⊂ L
p′(0, T ;H1−2θ+sq′,0 (Ω)). (4.19)
On the other hand, by (4.14), we have
ρmktϕ ∈ L
p(0, T ;H−1+2θ−sq (Ω))
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if p ∈ (1, 2/(2θ − s)), θ ∈ (s/2, s/2 + 1/(2q)). Therefore, if
p ∈
( 2
2θ − s+ 2
,
2
2θ − s
)
, θ ∈
(
max{
s
2
, s −
1
2
},
s
2
+
1
2q
)
, (4.20)
then we have∫ T
0 〈ρmkumkt, ϕ〉b−sq,∞(Ω),Bsq′,1(Ω)
dt = −〈umk , ρmktϕ〉Lp′ (0,T ;H1−2θ+s
q′,0
(Ω)),Lp(0,T ;H−1+2θ−sq (Ω))
−
∫ T
0
∫
Ω ρmkumk · ϕt dxdt−
∫
Ω ρ0u0 · ϕ(0, ·) dx.
Moreover, for p and θ satisfying (4.20) we have
∫ T
0 〈ρmk(umk · ∇)umk , ϕ〉b−sq,∞(Ω),Bsq′,1(Ω)
dt = −
∫ T
0
∫
Ω ρmkumk ⊗ umk · ∇ϕdxdt
−〈umk , (umk · ∇)ρmkϕ〉Lp′ (0,T ;H1−2θ+s
q′,0
(Ω)),Lp(0,T ;H−1+2θ−sq (Ω))
,
in view of (4.19) and the fact that (um·∇)ρm ∈ L
p(0, T ;H−1+2θ−sq (Ω)) holds true since (um·
∇)ρm = div (ρmum) and ρmum ∈ L
p(0, T ;H2θ−sq (Ω)) due to ρm ∈ L
∞(0, T ;M(B2θ−sq,1 (Ω)),
um ∈ L
p(0, T ;B2θ−sq,1 (Ω)) by Lemma 4.2.
Therefore, we have
0 =
∫ T
0
∫
Ω[ρmkumk · ϕt + µumk ·∆ϕ+ ρmkumk ⊗ umk · ∇ϕ] dxdt+
∫
Ω ρ0u0 · ϕ(0, ·) dx
+〈umk , (ρmkt + (umk · ∇)ρmk)ϕ〉Lp′ (0,T ;H1−2θ+s
q′,0
(Ω)),Lp(0,T ;H−1+2θ−sq (Ω))
=
∫ T
0
∫
Ω[ρmkumk · ϕt + µumk ·∆ϕ+ ρmkumk ⊗ umk · ∇ϕ] dxdt +
∫
Ω ρ0u0 · ϕ(0, ·) dx
+〈umk , ((umk − u
(mk−1)) · ∇)ρmkϕ〉Lp′ (0,T ;H1−2θ+s
q′,0
(Ω)),Lp(0,T ;H−1+2θ−sq (Ω))
,
∀ϕ ∈ C∞0 ([0, T ) ×Ω)
n (divϕ = 0).
(4.21)
For the estimate of the last term on the right-hand side of (4.21) we need the following
lemma.
Lemma 4.5 Let p and θ satisfy (4.20) and put
Rk := 〈umk , ((umk − u
(mk−1)) · ∇)ρmkϕ〉Lp′ (0,T ;H1−2θ+s
q′,0
(Ω)),Lp(0,T ;H−1+2θ−sq (Ω))
,
where ϕ ∈ C∞0 ([0, T ) × Ω)
n with divϕ = 0. Then Rk tends to 0 as k →∞.
Proof: Let QT = (0, T ) × Ω. In view of Remark 4.3 and Lemma 4.2 we get that for any
sufficiently small δ > 0
|Rk| = |〈ρmk(umk − u
(mk−1)),∇(umk · ϕ)〉QT |
≤ ‖ρmk(umk − u
(mk−1))‖Lq(n+2)/n−δ(QT )‖∇(umk · ϕ)‖(Lq(n+2)/n−δ (QT ))′
≤ ‖ρ0‖L∞(Ω)‖umk − u
(mk−1)‖Lq(n+2)/n−δ(QT )‖∇(umk · ϕ)‖(Lq(n+2)/n−δ (QT ))′ .
Then, since ‖∇(umk ·ϕ)‖(Lq(n+2)/n−δ (QT ))′ is bounded with respect to k ∈ N, see (4.13), the
proof of the lemma is complete if we show that
‖umk − u
(mk−1)‖Lq(n+2)/n−δ(QT ) → 0 (k →∞). (4.22)
23
Note that
‖umk − u
(mk−1)‖Lq(n+2)/n−δ(QT ) ≤ ‖umk − u‖Lq(n+2)/n−δ(QT ) + ‖u
(mk−1) − u‖Lq(n+2)/n−δ(QT ),
where the first term on the right-hand side tends to 0 as k →∞ due to (4.17).
In order to show
‖u(mk−1) − u‖Lq(n+2)/n−δ(QT ) → 0 (k →∞), (4.23)
we write
u(mk−1) − u = ηmk−1 ⋆ (u¯mk−1 − u˜)|Ω + (ηmk−1 ⋆ u˜− u˜)|Ω.
Here, Lq(n+2)/n−δ(QT )-norm of (ηmk−1 ⋆ u˜ − u˜)|Ω obviously tends to 0 as k → ∞. The
Lq(n+2)/n−δ(QT )-norm of ηmk−1 ⋆ (u¯mk−1 − u˜)|Ω goes to zero as k → ∞ since ‖ηmk ⋆
·‖L(Lq(n+2)/n−δ(QT )) is uniformly bounded with respect to k ∈ N and
‖u¯mk − u˜‖Lq(n+2)/n−δ(QT )
≤ ‖umk − u‖Lq(n+2)/n−δ((0,T )×Ω′mk )
+ ‖u‖Lq(n+2)/n−δ((0,T )×(Ω\Ω′mk ))
→ 0
as k → ∞, where Ω′mk = {x ∈ Ω; dist(x, ∂Ω) ≥
1
mk
}. Thus, (4.23) and, consequently,
(4.22) are proved. The proof of the lemma comes to end.
Let us continue the proof of existence part of Theorem 1.1. In (4.21), we get easily
that for any sufficiently small δ > 0∫ T
0
∫
Ω
(ρmkumk · ϕt + µumk ·∆ϕ) dxdt→
∫ T
0
∫
Ω
(ρu · ϕt + µu ·∆ϕ) dxdt
as k → ∞ due to ∗-weak convergence ρmk ⇀ ρ in L
∞(QT ) and strong convergence
umk → u in L
q(n+2)/n−δ(QT ), see (4.15) and (4.17). Note that q(n + 2)/n − δ ≥ 2 and
hence umk ⊗ umk → u⊗ u in L
1(Ω) as k →∞. Therefore,∫ T
0
∫
Ω
ρmk(umk ⊗ umk) · ∇ϕdxdt→
∫ T
0
∫
Ω
ρ(u⊗ u) · ∇ϕdxdt as k →∞.
Thus, we get (1.7) letting k →∞ in (4.21).
Next, in order to show (1.6), test the first equation of (4.2) with ψ ∈ C10 ([0, T ) × Ω)
to get∫ T
0
∫
Ω
(ρmkψt+ρmku
(mk−1) ·∇ψ) dxdt+
∫
Ω
ρ0ψ(0, ·) dx = 0, ∀ψ ∈ C
1
0 ([0, T )×Ω). (4.24)
Obviously, ∫
QT
ρmkψt dxdt→
∫
QT
ρψt dxdt (k →∞).
Moreover, for all ψ ∈ C10 ([0, T ) × Ω) we get in view of (4.23) and (4.15) that∣∣ ∫
QT
(ρmku
(mk−1) − ρu) · ∇ψ dxdt
∣∣
≤
∣∣ ∫
QT
(u(mk−1) − u) · (ρmk∇ψ) dxdt
∣∣ + ∣∣ ∫QT (ρmk − ρ)u · ∇ψ dxdt∣∣→ 0
as k →∞. Thus, (ρ, u) satisfies (1.6) in the limiting case k →∞ in (4.24).
Finally, the proof of existence part for Theorem 1.1 is completed.
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4.2 Proof of uniqueness
For the proof of uniqueness part for Theorem 1.1 we need the following statement.
Lemma 4.6 Let Ω be a Lipschitz domain of Rn, n ∈ N, and let q > n and s ∈ (0, q−n2q−n).
Then there hold the followings:
(i) It holds
B1−sq,∞(Ω) · B
s
q′,1(Ω) →֒ B
s
q′,1(Ω), q
′ = q/(q − 1),
and
‖fϕ‖Bs
q′ ,1
(Ω) ≤ c(q, s,Ω)‖f‖B1−sq,∞(Ω)‖ϕ‖Bsq′ ,1(Ω)
, ∀f ∈ B1−sq,∞(Ω), ϕ ∈ B
s
q′,1(Ω).
(ii) If s ∈ (0, 1q′ ), then
b1−sq,∞(Ω) · b
−s
q,∞(Ω) →֒ b
−s
q,∞(Ω)
and
‖fg‖b−sq,∞(Ω) ≤ k0(q, s,Ω)‖f‖b1−sq,∞(Ω)‖g‖b−sq,∞(Ω), ∀f ∈ b
1−s
q,∞(Ω), g ∈ b
−s
q,∞(Ω).
(iii) If s ∈ (0, 1q′ ), then
b1−sq,∞(Ω) · b
1−s
q,∞(Ω) →֒ b
1−s
q,∞(Ω)
and
‖fg‖b1−sq,∞(Ω) ≤ k1(q, s,Ω)‖f‖b1−sq,∞(Ω)‖g‖b1−sq,∞(Ω), ∀f, g ∈ b
1−s
q,∞(Ω).
Proof: – Proof of (i): Thanks to q > n, it is clear that
H1q (Ω) ·H
1
q′(Ω) →֒ H
1
q′(Ω). (4.25)
Note that nq <
1−2s
1−s due to the assumption on s. Let us choose α ∈ (
n
q ,
1−2s
1−s ). Then,
Hαq (Ω) →֒ L
∞(Ω) and
Hαq (Ω) · L
q′(Ω) →֒ Lq
′
(Ω). (4.26)
From (4.25) and (4.26) we get by bilinear interpolation that
(Hαq (Ω),H
1
q (Ω))s,1 · (L
q′(Ω),H1q′(Ω))s,1 →֒ (L
q′(Ω),H1q′(Ω))s,1,
i.e.,
B
(1−s)α+s
q,1 (Ω) ·B
s
q′,1(Ω) →֒ B
s
q′,1(Ω).
By the way, we have B1−sq,∞(Ω) →֒ B
(1−s)α+s
q,1 (Ω) since Ω is bounded and 1−s > (1−s)α+s
due to α < 1−2s1−s . Hence we get the conclusion.
-Proof of (ii): Let f ∈ B1−sq,∞(Ω), g ∈ b
−s
q,∞(Ω). Recall that (b
−s
q,∞(Ω))
′ = Bsq′,1(Ω) and
(Bsq′,1(Ω))
′ = B−sq,∞(Ω) for 0 < s < 1/q
′. Then, by the first assertion of the lemma we have
|〈fg, ϕ〉Ω| = |〈g, fϕ〉b−sq,∞(Ω),(b−sq,∞(Ω))′ |
≤ ‖g‖b−sq,∞(Ω)‖fϕ‖Bsq′ ,1(Ω)
≤ c(q, s,Ω)‖g‖b−sq,∞(Ω)‖f‖B1−sq,∞(Ω)‖ϕ‖Bsq′ ,1(Ω)
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for any ϕ ∈ Bsq′,1(Ω). Hence we have fg ∈ B
−s
q,∞(Ω) and
‖fg‖B−sq,∞(Ω) ≤ k0‖f‖B1−sq,∞(Ω)‖g‖b−sq,∞(Ω) (4.27)
with some k0 = k0(q, s,Ω) > 0.
Thus it remained to prove fg ∈ b−sq,∞(Ω) provided f ∈ b
1−s
q,∞(Ω). Let {fm}, {gm} ⊂
C∞(Ω¯) be sequences converging to f and g in b1−sq,∞(Ω) and b
−s
q,∞(Ω), respectively. Then,
by (4.27) we have
‖fmgm − fg‖B−sq,∞(Ω) ≤ c(‖fm − f‖B1−sq,∞(Ω)‖gm‖b−sq,∞(Ω) + ‖f‖B1−sq,∞(Ω)‖gm − g‖b−sq,∞(Ω))→ 0
as m→∞. Hence, fg ∈ b−sq,∞(Ω) and the assertion follows.
–Proof of (iii): By a similar argument to prove (ii) one can show that, if s ∈ (0, 1q′ ),
H1−sq (R
n) ·H−sq (R
n) →֒ H−sq (R
n)
and
‖fg‖H−sq (Rn) ≤ c‖f‖H1−sq (Rn)‖g‖H−sq (Rn), ∀f ∈ H
1−s
q (R
n), g ∈ f ∈ H−sq (R
n).
Therefore, in view of the fact that
H1−sq (R
n) = {u ∈ H−sq (R
n) : ∇u ∈ H−sq (R
n)},
‖u‖H1−sq (Rn) ∼ ‖u‖H−sq (Rn) + ‖∇u‖H−sq (Rn),
we have
H1−sq (R
n) ·H1−sq (R
n) →֒ H1−sq (R
n),
‖fg‖H1−sq (Rn) ≤ c‖f‖H1−sq (Rn)‖g‖H1−sq (Rn), ∀f, g ∈ H
1−s
q (R
n).
(4.28)
Then, (4.28) for general Lipschitz domains can be proved easily by the Sobolev extension
theorem. Finally, the assertion follows by bilinear interpolation.
Proof of Theorem 1.1: uniqueness part
The uniqueness proof relies on a Lagrangian coordinates approach, using, in principle,
the same idea as that on pages 29-31 of [16] but being based on pointwise multiplier in
little Nicoskii spaces.
First let us recall some facts concerning Lagrangian coordinates. Let u be a velocity
vector field such that
u ∈ L1loc(0, T ;CLip(R
n)) (4.29)
and let X(t, y) be the solution to the ordinary differential system on (0, T ):
dX
dt
= u(t,X) t ∈ (0, T ), X(0) = y ∈ Rn. (4.30)
Then, Eulerian coordinates x and Lagrangian coordinates y are related by
x = X(t, y) = y +
∫ t
0
u(τ,X(τ, y)) dτ. (4.31)
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Thus, given a vector field u satisfying (4.29), a unique C1-semiflow X is determined. In
particular, if u|∂Ω = 0 for Ω ⊂ R
n with ∂Ω ∈ C1 and y ∈ Ω, then X(t, y) ∈ Ω for all t > 0.
Therefore, if
u ∈ L1loc(0, T ;CLip(Ω)), u|∂Ω = 0 (4.32)
instead of (4.29), then a unique C1-semiflow X in Ω given by (4.31) is generated. Note
that W 1,∞(Ω) ⊂ CLip(Ω). Let Y (t, ·) be the inverse mapping of X(t, ·), then
DxY (t, x) = (DyX(t, y))
−1 =: A(t, y),
where and in what follows we use the notation (∇u)i,j = (∂iu
j)1≤i,j≤n,Du = (∇u)
T . Let
v(t, y) := u(t,X(t, y)). Then,
∇xu(t, x) = A
T∇yv(t, y), divxu(x, t) = divy(Av(t, y)), (4.33)
see [14], Appendix. In view of (4.33), we use the notation
∇uw := A
T∇yw, divuw := divy(Aw), ∆uw := divu(∇uw).
Now, let {ρ, u} be a solution to (1.1) in the sense of Definition 1.1 with q > n and
s ∈ (0,min{nq , 1 −
1
q ,
q−n
2q−n}), whose existence is guaranteed by Theorem 1.1. Then, u ∈
L1(0, T ;W 1,∞(Ω)) due to u ∈ L∞s/2(0, T ; b
2−s
q,∞(Ω)) and 1− s− n/q > 0.
Let a(t, x) := ρ¯ρ(t,x) − 1 and
b(t, y) := a(t,X(t, y)), v(t, y) := u(t,X(t, y)) and Q(t, y) := P (t,X(t, y)).
Then we get from (1.6) that bt = 0 in the sense of distribution. In fact, given any
ψ˜ ∈ C10 (Ω × (0, T )), for ψ(t, x) := ψ˜(t, Y (t, x)) we have ψ˜(t, y) = ψ(t,X(t, y)) and ψ ∈
C10(Ω × (0, T )). Hence, we have∫
Ω×(0,T ) bψ˜t dydt =
∫
Ω×(0,T ) a(t,X(t, y))
∂ψ
∂t (t,X(t, y)) dydt
=
∫
Ω×(0,T ) a(t,X(t, y))(ψt + u · ∇ψ)(t,X(t, y)) dydt
=
∫
Ω×(0,T ) a(t, x)(ψt + u · ∇ψ)(t, x)|DyX(t, y)| dxdt
=
∫
Ω×(0,T ) a(t, x)(ψt + u · ∇ψ)(t, x) dxdt = 0,
where we used that the Jacobian |DyX(t, y)| = 1 due to the solenoidal condition for the
vector filed u, i.e., divu = 0. Therefore, b(t, y) ≡ b(0, y) ≡ a0(y) for each y ∈ Ω.
Assuming µ = 1 without loss of generality, {v,Q} solves the system:
vt − (1 + b)(∆uv −∇uQ) = 0 in (0, T )× Ω,
divuv = 0 in (0, T )× Ω,
v = 0 on (0, T )× ∂Ω,
v(0, y) = u0 in Ω.
(4.34)
Now, let {ρi, ui, Pi}, i = 1, 2, be two solutions to (1.1), and let Xi be the semiflow of
ui and let (bi, vi, Qi) be the corresponding density perturbation, velocity and pressure in
the Lagrangian coordinates. Then, for δv = v1 − v2, δQ = Q1 −Q2 one has
(δv)t −∆δv +∇δQ = a0(∆δv −∇δQ) + δF in (0, T )× Ω,
div δv = δg = div δR in (0, T )× Ω,
δv = 0 on (0, T )× ∂Ω,
δv(0, y) = 0 in Ω,
(4.35)
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where
δF = δf1 + δf2,
δf1 := (1 + a0)[(Id−A
T
2 )∇δQ− δA∇Q1] with δA := A2 −A1,
δf2 := (1 + a0)div [(A
T
2 A2 − Id)∇δv − (A
T
2 A2 −A
T
1 A1)∇v1],
δg := (Id−AT2 ) : ∇δv − (δA)
T : ∇v1,
δR := (Id−A2)δv − δAv1.
(4.36)
Note that δR(0) = 0. Therefore, by Theorem 2.6 we have
‖δvt,∇
2δv,∇δQ‖L∞
s/2
(0,t;b−sq,∞(Ω))
+ ‖δv‖L∞(0,t;b0q,∞(Ω))
≤ K‖a0(∆δv −∇δQ), δF,∇δg, (δR)t‖L∞
s/2
(0,t;b−sq,∞(Ω))
,∀t > 0,
(4.37)
with constant K > 0 independent of t.
From now on, let us get estimate of the right-hand side of (4.37).
Thanks to ∇vi ∈ L
∞
s/2(0, T ; b
1−s
q,∞(Ω)), i = 1, 2, and b
1−s
q,∞(Ω) →֒ L
∞(Ω) there is some
m0 > 0 such that, if |t2 − t1| < m0,
∥∥ ∫ t2
t1
∇vi(t, y) dt
∥∥
L∞(Ω)
< 1,
∫ t2
t1
‖∇vi(t, y)‖b1−sq,∞(Ω) dt <
1
2k2
, i = 1, 2, (4.38)
where k2 := max{k0(q, s,Ω), k1(q, s,Ω)} with constants k0, k1 appearing in Lemma 4.6.
Throughout the proof, we assume that 0 < t < m0. Then we have
Ai(t, y) = (Id + Ci(t))
−1 =
∑
k≥0
(−1)kCi(t)
k, i = 1, 2, (4.39)
where Ci(t) :=
∫ t
0 Dvi(τ) dτ, i = 1, 2. Hence one has
δA(t) = h1(t)
∫ t
0
Dδv(τ) dτ, t ∈ (0,m0), (4.40)
with
h1(t) :=
∑
k≥1
(−1)k
k−1∑
j=0
C1(t)
jC2(t)
k−1−j , t ∈ (0,m0). (4.41)
Since
C¯i(t) := ‖Ci‖L∞(0,t;b1−sq,∞(Ω)) <
1
2k2(q, s,Ω)
, (4.42)
we get by Lemma 4.6 (ii) that
‖h1‖L∞(0,t;M(b−sq,∞(Ω))) ≤
∑
k≥1
k0(q, s,Ω)
k−1
k−1∑
j=0
C¯1(t)
jC¯2(t)
k−1−j < C (4.43)
with C = C(q, s,Ω) and, in particular,
‖h1‖L∞(0,t;M(b−sq,∞(Ω))) ≤ c(q, s,Ω)t
s/2‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
. (4.44)
Hence,
‖δA‖L∞(0,t;b−sq,∞(Ω)) ≤ ct
s/2‖δv‖L∞
s/2
(0,t;b1−sq,∞(Ω))
(4.45)
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with c = c(q, s,Ω) > 0. In the same way, using Lemma 4.6 (iii) we can obtain
‖δA‖L∞(0,t;b1−sq,∞(Ω)) ≤ ct
s/2‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(4.46)
with c = c(q, s,Ω) > 0.
Since a0(y) =
ρ¯−ρ0(y)
ρ0(y)
, there is some δ1 = δ1(Ω) > 0 such that if
ρ02 − ρ01
ρ01
< δ1, (4.47)
then
‖a0(∆δv −∇δQ)‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤
1
2K
‖∇2δv,∇δQ‖L∞
s/2
(0,t;b−sq,∞(Ω))
. (4.48)
Next, let us get estimate of ‖∇δg‖L∞
s/2
(0,t;b−sq,∞(Ω))
. From (4.36) one has
‖∇δg‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ ‖∇AT2 ⊗∇δv, (Id −A
T
2 )⊗∇
2δv,∇δAT ⊗∇v1, δA
T ⊗∇2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
,
(4.49)
where the right-hand side can be estimated as below.
Since DAi =
∑
k≥1(−1)
kkCk−1i DCi due to (4.39), we get by Lemma 4.6 (ii) and (4.42)
that
‖∇AT2 ‖L∞(0,t;b−sq,∞(Ω)) ≤ c‖∇
2v2‖L1(0,t;b−sq,∞(Ω))
≤ cts/2‖∇2v2‖L∞
s/2
(0,t;b−sq,∞(Ω))
(4.50)
and
‖∇AT2 ⊗∇δv‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖∇AT2 ‖L∞(0,t;b−sq,∞(Ω))‖∇δv‖L∞s/2(0,t;b
1−s
q,∞(Ω))
≤ cts/2‖∇2v2‖L∞
s/2
(0,t;b−sq,∞(Ω))
‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(4.51)
with c = c(q, s,Ω). Furthermore, by Lemma 4.6 (ii) and (4.42) we have
‖Id−Ai‖L∞(0,t;b1−sq,∞(Ω)) = ‖
∑
k≥1(−1)
kCi(t)
k‖L∞(0,t;b1−sq,∞(Ω))
≤ c‖∇vi‖L1(0,t;b1−sq,∞(Ω)), i = 1, 2,
(4.52)
and, consequently,
‖(Id−AT2 )⊗∇
2δv‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖Id −AT2 ‖L∞(0,t;b1−sq,∞(Ω))‖∇
2δv‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖∇v2‖L1(0,t;b1−sq,∞(Ω))‖∇
2δv‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ cts/2‖v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(4.53)
with c = c(q, s,Ω).
Note that
DδA(t) = h1(t)
∫ t
0 D
2δv(τ) dτ + h2(t)
∫ t
0 Dδv(τ) dτ,
where
h2 := Dh1 =
∑
k≥1(−1)
k
∑k−1
j=0
(
jCj−11 C
k−1−j
2 DC1 + (k − 1− j)C
j
1C
k−2−j
2 DC2
)
.
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We get, in view of (4.38), that
‖h2‖L∞(0,t;b−sq,∞(Ω)) < c‖∇
2v1,∇
2v2‖L1(0,t;b−sq,∞(Ω)) < C1
with C1 = C1(q, s,Ω). Hence,
‖DδA‖L∞(0,t;b−sq,∞(Ω)) ≤ ‖h1‖L∞(0,t;M(b−sq,∞(Ω)))‖
∫ t
0 D
2δv(τ) dτ‖L∞(0,t;b−sq,∞(Ω))
+c‖h2‖L∞(0,t;b−sq,∞(Ω))‖
∫ t
0 Dδv(τ) dτ‖L∞(0,t;b1−sq,∞(Ω))
≤ cts/2‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
with c = c(q, s,Ω). Therefore, by Lemma 4.6 (ii) we have
‖∇δAT ⊗∇v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖∇δA‖L∞(0,t;b−sq,∞(Ω))‖∇v1‖L∞s/2(0,t;b
1−s
q,∞(Ω))
≤ cts/2‖v1‖L∞
s/2
(0,t;b2−sq,∞(Ω))
‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
.
(4.54)
By (4.45) we have
‖δAT ⊗∇2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ cts/2‖v1‖L∞
s/2
(0,t;b2−sq,∞(Ω))
‖δv‖L∞
s/2
(0,t;b1−sq,∞(Ω))
. (4.55)
Thus, from (4.49), (4.51), (4.53), (4.54) and (4.55) we get
‖∇δg‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ η1(t)‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(4.56)
with η1(t) := ct
s/2‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
→ 0 as t→ +0.
Following the same procedure as the derivation of (4.56), we can get estimate
‖δf1‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ cts/2‖∇2v2,∇Q1‖L∞
s/2
(0,t;b−sq,∞(Ω))
‖∇2δv,∇δQ‖L∞
s/2
(0,t;b−sq,∞(Ω))
(4.57)
under the smallness assumption (4.47); we omit the details here.
On the other hand, we have
‖δf2‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ ‖div [(AT2 A2−Id)∇δv−(A
T
2 A2−A
T
1A1)∇v1]‖L∞
s/2
(0,t;b−sq,∞(Ω))
. (4.58)
Here,
‖div [(AT2 A2 − Id)∇δv]‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ (‖∇(AT2 A2)‖L∞(0,t;b−sq,∞(Ω)) + ‖A
T
2A2 − Id‖L∞(0,t;b1−sq,∞(Ω)))‖δv‖L∞s/2(0,t;b
2−s
q,∞(Ω))
.
Note that, by Lemma 4.6 (ii), (iii), (4.42) and (4.50),
‖∇(ATi Ai)‖L∞(0,t;b−sq,∞(Ω)) ≤ 2‖∇Ai‖L∞(0,t;b−sq,∞(Ω))‖Ai‖L∞(0,t;b1−sq,∞(Ω))
≤ cts‖vi‖
2
L∞
s/2
(0,t;b2−sq,∞(Ω))
, i = 1, 2,
and, by Lemma 4.6 (iii),
‖AT2 A2 − Id‖L∞(0,t;b1−sq,∞(Ω)) ≤ c‖v2‖L∞(0,t;b2−sq,∞(Ω))(1 + ‖v2‖L∞(0,t;b2−sq,∞(Ω)))
≤ cts/2‖v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(1 + ‖v2‖L∞(0,t;b2−sq,∞(Ω)))
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in view of
AT2 (t)A2(t)− Id =
∫ t
0
(Dv2 +Dv
T
2 ) dτ +
∫ t
0
DvT2 dτ ·
∫ t
0
Dv2 dτ.
Therefore,
‖div [(AT2 A2 − Id)∇δv]‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ cts/2‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
+ 1)‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
.
(4.59)
Furthermore, using AT2A2 − A
T
1A1 = A
T
2 δA + δA
TA1, (4.40), (4.43) and Lemma 4.6 (ii),
we have
‖div [(AT2 A2 −A
T
1 A1)∇v1]‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ ‖∇(AT2 δA+ δA
TA1)⊗∇v1, (A
T
2 δA + δA
TA1)⊗∇
2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c
(
‖δA‖L∞(0,t;b1−sq,∞(Ω))‖∇A1 ⊗∇v1,∇A2 ⊗∇v1‖L∞s/2(0,t;b
−s
q,∞(Ω))
+‖A1, A2‖L∞
s/2
(0,t;b1−sq,∞(Ω))
‖∇δA⊗∇v1, δA ⊗∇
2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
)
≤ c
(
(‖δA‖L∞(0,t;b1−sq,∞(Ω))(‖∇A1 ⊗∇v1,∇A2 ⊗∇v1,∇
2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
+‖A1, A2‖L∞
s/2
(0,t;b1−sq,∞(Ω))
‖∇2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
)
)
≤ c‖δA‖L∞(0,t;b1−sq,∞(Ω))‖A1, A2‖L∞s/2(0,t;b
1−s
q,∞(Ω))
‖∇2v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ cts/2‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
‖v1, v2‖
2
L∞
s/2
(0,t;b2−sq,∞(Ω))
.
(4.60)
Thus, from (4.58)-(4.60) we have
‖δf2‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ cts/2‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
+ 1)‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
,
which together with (4.57) yields
‖δF‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ η2(t)‖∇
2δv,∇δQ‖L∞
s/2
(0,t;b−sq,∞(Ω))
(4.61)
with some η2(t) such that η2(t)→ 0 as t→ +0.
Finally, let us get estimate of ‖δRt‖. Recall that δR = (Id−A2)δv − δAv1 and hence
(δR)t = −A2tδv + (Id−A2)δvt − δAtv1 − δAv1t. Since we have
Ait(t, y) = −Id +
∑
k≥2
(−1)kkCk−1i (t), i = 1, 2,
due to (4.39), it follows that
‖A2tδv‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ (1 +
∑
k≥2 kk
k−1
0 ‖C¯i(t)‖
k−1
L∞(0,t))‖δv‖L∞s/2(0,t;b
−s
q,∞(Ω))
≤ ct1−s/2‖δv‖L∞(0,t;b−sq,∞(Ω))
(4.62)
by repeatedly applying Lemma 4.6 (ii) in view of (4.42). On the other hand, using (4.52),
we have
‖(Id−A2)δvt‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖Id−A2‖L∞(0,t;b1−sq,∞(Ω))‖δvt‖L∞s/2(0,t;b
−s
q,∞(Ω))
≤ c‖∇v2‖L1(0,t;b1−sq,∞(Ω))‖δvt‖L∞s/2(0,t;b
−s
q,∞(Ω))
≤ cts/2‖v2‖L∞(0,t;b2−sq,∞(Ω))‖δvt‖L∞s/2(0,t;b
−s
q,∞(Ω))
.
(4.63)
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Since δAt = h1Dδv + h3
∫ t
0 Dδv(τ) dτ, where h1 is given by (4.41) and
h3 := h1t =
∑
k≥1
∑k−1
j=0
(
jCj−11 C
k−1−j
2 Dv1 + (k − 1− j)C
j
1C
k−2−j
2 Dv2
)
,
we get, by applying Lemma 4.6 (iii) in view of (4.42), that
‖h3‖L∞
s/2
(0,t;b1−sq,∞(Ω))
≤ c‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
.
Therefore, by Lemma 4.6 (ii) and (4.44) we have
‖δAtv1‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖h1‖L∞(0,t;M(b−sq,∞(Ω)))‖Dδv ⊗ v1‖L∞s/2(0,t;b
−s
q,∞(Ω))
+c‖h3‖L∞
s/2
(0,t;b1−sq,∞(Ω))
‖Dδv‖L1(0,t;b−sq,∞(Ω))
≤ cts/2‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(
‖Dδv ⊗ v1‖L∞
s/2
(0,t;b−sq,∞(Ω))
+ ‖Dδv‖L∞
s/2
(0,t;b−sq,∞(Ω))
)
≤ cts/2‖v1, v2‖L∞
s/2
(0,t;b2−sq,∞(Ω))
‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
(
‖v1‖L∞(0,t;b−sq,∞(Ω)) + 1
)
.
(4.64)
Finally, in view of the expression δA(t) = h1(t)
∫ t
0 Dδv dτ and (4.46), we get by Lemma
4.6 (ii) that
‖δAv1t‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ c‖δA‖L∞(0,t;b1−sq,∞(Ω))‖v1t‖L∞s/2(0,t;b
−s
q,∞(Ω))
≤ cts/2‖δv‖L∞
s/2
(0,t;b2−sq,∞(Ω))
‖v1t‖L∞
s/2
(0,t;b−sq,∞(Ω))
.
(4.65)
Thus, from (4.62)-(4.65) it follows that
‖δRt‖L∞
s/2
(0,t;b−sq,∞(Ω))
≤ η3(t)(‖δv‖L∞(0,t;b0q,∞(Ω)) + ‖δv‖L∞s/2(0,t;b
2−s
q,∞(Ω))
(4.66)
with some η3(t) converging to 0 as t→ +0.
Summarizing, we can conclude from (4.37), (4.48), (4.56), (4.61) and (4.66) that
δv(t) = 0, δQ(t) = 0 for all t ∈ (0, T1) with some T1 > 0. Then, by standard contin-
uation argument, it can be shown that δv(t) = 0, δQ(t) = 0 for all t ∈ (0, T ).
Now, the proof of the uniqueness part of Theorem 1.1 comes to end.
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