Existing studies of the Multi Agent Multi Armed Bandit (MAMAB) problem, with the exception of a very few, consider the case where the agents observe their neighbors according to a static network graph. They also mostly rely on a running consensus for the estimation of the option rewards. Two of the exceptions consider a problem where agents observe instantaneous rewards and actions of their neighbors through an iid ER graph process based communication strategy. In this paper we propose a UCB based option allocation rule that guarantees logarithmic regret even if the graph depends on the history of choices made by the agents. The paper also proposes a novel communication strategy that significantly outperforms the iid ER graph based communication strategy. In both the ER graph and the dependent graph strategy, the regret is shown to depend on the connectivity of the graph in a particularly interesting way where there exists an optimal connectivity of the graph that is less than the full connectivity of the graph.
I. INTRODUCTION
A slot machine with multiple levers, where the pulling of each leaver results in an unknown reward, is known as a Multi-Armed Bandit (MAB) [1] , [2] , [3] . Each lever in the machine represents an option that the player, also referred to as an agent, has to make. The reward associated with each option is assumed to be the outcome of an independent stochastic process. The challenge is to come up with a suitable exploration and exploitation strategy to sample the options (play the machine) so the that the cumulative reward that an agent would obtain is maximized. This is known to be equivalent to minimizing the expected cumulative regret [4] . In their landmark work Lai and Robbins [4] showed that the cumulative regret for the finite time horizon case was bounded below by a logarithmic function of the number of times the agent samples the options. They also devised a sampling rule that would guarantee that the cumulative regret would in fact be logarithmic. These results were refined initially in [5] by introducing a confidence bound method and later extended to a family of methods known as Upper Confidence Bound (UCB) algorithms for ensuring asymptotic and uniform logarithmic cumulative regret. All these algorithms are based on a two pronged approach of first estimating the reward characteristics of the options, based on the results of the previous choices, and then executing a sampling strategy that in turn depends on the estimated rewards [4] , [5] , [6] , [7] , [8] . The sampling strategy is typically based on an objective function that codifies an appropriate notion of balancing exploration and exploitation. A common feature in all these schemes is that they ensure certain Hoeffding type asymptotic bounds on the tail probabilities of the estimates. The results proven in [9] demonstrates that the standard sample mean estimator also belongs to this class even if the reward distributions are non-stationary.
An extension to the standard MAB problem is provided in [10] to include temporal option unavailabilities where they propose a UCB based algorithm that ensures that the expected regret is upper bounded by a function that grows as the square root of the number of time steps. A more general class of MAB problems is considered in [11] , [9] , [12] where the option distributions remain stationary within a certain time window and switch deterministically to another set of stationary distributions at unknown time steps. A different class of non-stationary MAB problems with continuously changing reward distributions are considered in [13] , [14] , [15] , [16] , [17] . A well defined optimal option exists in the problems considered in [13] , [14] , [17] at all time points while a well defined optimal option exists after a certain number of time steps for the problem considered in [15] . In contrast in the class of problems considered in [9] , [11] , [12] , [16] a well defined optimal option exists during each recurrent time window and changes only at the boundaries of the windows.
The work by [18] , [19] , [20] , [21] , [22] extend the MAB problem to the multi-agent setting. A decentralized setting is considered in [19] , [20] , [21] , [22] while [18] considers a centralized scheme. A running consensus, with agents observing the estimates of other agents through communication, is employed in [20] , [22] . A multi-agent multi-armed bandit (MAMAB) problem, where agents observe instantaneous rewards and actions is considered in [21] , [22] , [23] . With the exception of [23] all of the above work consider a problem where agents observe instantaneous rewards and actions of their neighbors through static communication interactions. They use a certain average of the communicated rewards to estimate the option rewards. The communication graph is assumed to be independent of the observed rewards and the observed rewards contain redundancies.
This paper considers a class of MAMAB problems where the agents communicate with each other in a non-deterministic manner. The only information communicated with each other is the instantaneous reward obtained by an agent. We propose a novel upper confidence bound (UCB) based option allocation rule that utilizes a reward estimate that depends both on the option rewards obtained by the agent itself as well as those communicated by its neighbors. Redundancies in choice, due to two or more neighbors selecting the same option, are disregarded in the estimation. A reward estimator that guarantees a certain Heoffding type tail bound will be referred to as an efficient reward estimator in the sense of the MAB problem.
Two options for computing the reward are considered in this paper: one where each agent only relies on the options that the agent samples itself (self reward), and another where agents also take into account the reward values obtained through communication (self plus communication reward). Even though communication helps to increase the reward significantly it also entails an associated increase in regret. Thus when the objective is to reduce individual agent regret, and hence the collective regret of all agents, it turns out to be optimal to only consider the self reward. The paper proves that any MAMAB UCB based allocation rule in conjunction with any efficient reward estimator guarantees a logarithmically bounded self as well as communication regret even if the graph depends on the history of the choices made by the individual agents. To the best of our knowledge it is the first time that such a result has been proven. In particular it is shown that the self regret, the regret purely due to the choices that the agent makes, reduces with the increasing connectivity of the graph and then increases after a certain critical connectivity. Similarly it is also shown that the communication regret, the regret due to the choices that the neighbors have made, initially increases with the connectivity and then reduces beyond the same critical value at which the self regret deteriorates. This paper also propose a novel UCB type agent selection rule as a communication strategy for the agents and show that it significantly out performs an ER graph based communication strategy. From a practical point of view, since the communication involves only the communication of two pieces of information and the policy depends only on local information, the scheme proposed here is easily scalable in communication-ally and computationally cost effective manner.
In section II the notations and the MAMAB problem that is considered in this paper are defined. Section III begins by defining what it means to be a generalized UCB based allocation rule for the MAMAB problem and what it means to be an efficient reward estimator in the sense of the MAB problem. The novel upper confidence bound (UCB) based option selection policy is then presented and is proven to guarantee logarithmic regret even if the communication graph is a dependent random graph. Section IV presents the proposed novel UCB type agent selection rule as a communication strategy for the agents and show that it significantly outperforms an ER graph based communication strategy. Finally the effectiveness of the proposed scheme is demonstrated through simulations in section V.
II. MULTI AGENT MULTI ARMED BANDIT PROBLEM
In this work we consider the problem where a group of communicating agents individually as well as collectively solve a Multi Armed Bandit Problem. The total number of agents will be denoted by n A and the total number of options available will be denoted by n O . The following explicit assumption states the class of Multi Armed Bandit Problems that will be considered in this work.
Assumption 1: The reward associated with each option i ∈ {1, 2, · · · , n O } is given by a possibly non stationary stochastic process {X t i } that satisfies the condition
for some d i > 0 and λ > 0 and there exists i * ∈ {1, 2, · · · , n O } and ∆,∆ > 0 such that ∆ ≤ E(X r i * ) − E(X s i ) ≤∆ for all r, s > 0 and i ∈ {1, 2, · · · , n O } that satisfy i = i * . Observe that this condition restricts the option processes to be sub Gaussian. Thus in particular the results derived here are also valid for any stochastic process that takes values in a bounded interval of length d i . Furthermore the last statement of the above assumption implies that there exists a well defined optimal option i * .
It is also assumed that, at each time instant t, each agent chooses an option based on the information available to the agent at that time and then communicates with other agents, updates its estimates of the option rewards, and then chooses the next option based on a policy that depends on the updated estimates. The n A number of agents communicate with each other stochastically. That is at each time t the agents communicate according to a stochastic graph G t = (V, E t ). The only information that j receives from k is the option that k has chosen, ϕ t k , and the corresponding reward, X t ϕ t k , at that time instance. Let F t be the sigma algebra generated by the random variables
be the corresponding filtration. The stochastic process {ϕ t k } will denote the choice made by the k th agent and is the outcome of a suitable policy. The random variable ϕ t k takes values in {1, 2, · · · , n O }. We will denote the indicator random variable corresponding to the event M by I M . Then I {ϕ t k =i} denotes if the option i was picked by agent k at time t and is a F t−1 measurable Bernoulli random variable.
Denote by the random variable N t j the set of agents who at time t have communicated with j. The set N t j will be referred to as the neighbors of agent j at time t. By convention we let j ∈ N t j . Let N jα be a subset of {1, 2, · · · , n A } that contains j and let N jP be the space of all such subsets of {1, 2, · · · , n A }. Note that the total number of such sets is |N jP | = 2 (n A −1) . The random variable N t j takes values in N jP . We will denote n jα |N jα | and the expectation of a random variable f (N t j )
over the probability space of the graph by f (N t j ) Njα∈N jP f (n jα )P N t j = N jα . This expectation is a constant if the stochastic graph processes {G t } is an iid process.
The total reward obtained by the j th agent from the i th option at the t th time step, S t ij , is defined to be the reward that j obtains by sampling i (self reward) or by means of communication with its neighbors who had sampled i (communication reward).
, contains the information whether j has received information of i being picked either by itself or by one of its neighbors at time t. Then the total reward obtained by the j th agent from the i th option at the t th time step can be denoted by
Notice that this reward does not contain duplicates. Within the time horizon [0, T ] the cumulative reward obtained from all options by agent j is then S j (T )
k =i} one can decompose the total cumulative reward obtained by the j th agent due to the sampling of the non-optimal option i as
.
(1)
The first part S s ij (T ) contains rewards obtained solely by sampling options by ones self and hence will be denoted as the as the self reward. The second part R c j (T ) depends solely on the option information obtained by communication and hence will be referred to as the communication reward.
This indicates that an agent has the option of choosing two possibilities: a) maximize the cumulative individual agent total reward, S j (T ), or b) maximize the cumulative individual agent self reward, S s j (T ). The latter amounts to the utilization of only the information that the agent collects itself while the former amounts to the full utilization of all information that is available to the agent through direct means or by communication. If the objective is for all agents to identify the optimal option both cases are equivalent while if the objective is for each agent to maximize its own reward the former is more suitable. Nevertheless in what follows a policy for choosing options is proposed, that is optimal simultaneously in both senses. This is made possible by employing reward estimators that utilize the full information, modulo redundancies, that is available to an agent.
In the standard single agent MAB problem maximizing the reward is equivalent to minimizing the regret. Each time an agent adds the reward of an suboptimal option to its collected reward it also accumulates a regret that is equal to the difference between the optimal reward and the added suboptimal reward. Thus the total cumulative regret of the j th agent, due to the sub optimal option i being either chosen by j or its neighbors within the time horizon T is naturally defined to be
is a F T −1 measurable random variable that denotes the total number of times that j has become aware of i being chosen in the time horizon [0, T ]. This says that the individual agent regret per non optimal arm i is bounded above by the expectation of the number of times that the agent has used a reward of a non optimal i to add to its cumulative reward in the time
Similarly to the reward one can decompose the individual agent regret per non optimal arm i into two parts that will be refered to as the self regret, R s ij (T ), and the communication regret, R c ij (T ):
This demonstrates that maximizing the expected agent individual cumulative total reward is equivalent to minimizing the agent cumulative total regret while maximizing the expected total individual agent self reward is equivalent to minimizing the agent self regret.
Remark 1: Even though communication increases the total reward obtained it also increases the total regret. Thus when the objective is to reduce individual agent regret, and hence the collective regret of all agents, it turns out to be optimal to only consider the self reward. In the following regret analysis we will consider both the self regret and the communication regret.
III. UCB BASED POLICY FOR MAMAB PROBLEMS
Below it is shown that the expected self regret and the communication regret are logarithmically bounded when one uses a UCB based option selection policy in conjunction with a reward estimator that only uses the instantaneous rewards relayed through communication. This is shown to be treu even if the graph depends on the history of the choices that each agent has made.
Definition 1: Let the random variable X sk (t) be an estimate of X t s at time t and µ sk (t) be the conditional expectation of X sk (t). The estimate X sk (t) will be called an efficient estimate of X t s if the following tail bound holds for some ν > 0 and some positive logarithmically bounded function of time Ψ k (t).
Definition 2: The allocation rule {ϕ t k } will be referred to as UCB based if it is chosen such that
with
where X sk (t) is an efficient estimate of X t s . The term Ψ k (t) in the above allocation rule dictates the exploration or the uncertainty of the estimates made by the agents while N sk (t), defined by (2), is the number of times that agent k has been aware of option s being picked in the time period [0, t]. It will be shown that the observation that t τ =1 I {ϕ τ k =s} ≤ N sk (t) plays a crucial role in the behavior of the regret as the graph connectivity varies.
In the seminal paper by [4] it is shown that for the MAB problem, the expected number of times that any suboptimal option is chosen by any optimal policy, (given by t τ I {ϕ τ k =i} ), is necessarily bounded below by a logarithmic function of time. The work of [6] and the extension by [9] to include non-stationary bandits show that any efficient estimator, with Ψ k (t) ∼ log (t), guarantees that a logarithmic bound is achieved. Crucial in the proof of this result is the observation that the probability of picking a suboptimal option when it has been picked more than a factor of Ψ k (t) is bounded by the tail probabilities of the estimator. This is stated formally in the lemma below and is proved in the appendix by closely following the proof of [4] for the sake of completeness.
Lemma 1: Let the conditions of assumption 1 hold. Then any UCB based allocation rule {ϕ t k } given by (5) -(6), will ensure that for all i = i *
where µ t sk is the conditional expectation of X t sk and N sk (t) is defined by (2). A Hoeffding type tail bound is provided in Theorem 4 of [9] for the random summand of pre-visible random variables.
τ ij in this result it follows that the sample mean estimator defined below is an efficient reward estimator.
Lemma 2: The sample mean estimate X ij (t) given by
with N ij (t) defined by (2) satisfy the tail bounds
where Ψ j (t) satisfies 3/(2κ) log t ≤ Ψ j (t) with κ = 1/(d i 2 √ 1 + η) and ν = 1/ log(1 + η) for all t > 0 and η > 0. Thus (8) is an efficient estimator.
By closely following [4] we prove in the appendix that, any UCB based option allocation rule in conjunction with an efficient estimator guarantees that the self regret and the communication regret of an agent due to the sampling of a suboptimal option i is bounded above as specified in the following two theorems for the dependent graph and an independent graph respectively.
Theorem 1: If the conditions of assumption 1 hold then any UCB based allocation rule {ϕ t j } given by (5) -(6), with
for all k ∈ {1, 2, · · · , n A } and for some η > 0, will ensure that
for all i = i * and j.
Here
This shows that when Ψ(t) ∼ log (t) both the self regret and the communication regret are logarithmically bounded. In the special case where the the graph, {G t }, is an iid process we find a tighter bound that is expressed in terms of the expectation of the connectivity of j denoted by |N t j | − 1 . Theorem 2: If the conditions of assumption 1 hold and in addition if the stochastic process {G t } is iid then any UCB based allocation rule {ϕ t j } given by (5) 
for all i = i * and j. Here
Remark 2: Note that when there is no communication between agents then f ik = 1. As the expected connectivity |N t k | increases f ik ( |N t k | ) reduce due to the fact that the denominator increases in comparison with the numerator. At the same time as the connectivity increases towards the maximum connectivity all agents have more or less the same information and thus they start behaving identically. Therefore the effect of communication may start to decrease with an associated increase in f ik ( |N t k | ). Hence we conclude that the self regret will decrease as the connectivity increases and then start to increase as the connectivity approaches full connectivity. Simulation results show that this in fact is true.
IV. UCB BASED AGENT SELECTION POLICY
In this section we propose an agent selection policy for agents to communicate with other agents in order to improve the regret. Since the communication depends on the history of the choices that were made by the agents the resulting communication graph G t is a F t−1 measurable random variable. We impose the restriction that each agent, j, is only allowed to communicate with a fixed n j number of other agents. The agent choses its neighbors based on a UCB type selection rule that is based on the information the agent has. Specifically the agents choose to communicate with other agents based on who they estimate to have sampled the options that result in the largest reward values. We proceed to make this precise.
Let I t {j,k} denote the F t−1 measurable Bernoulli random variable that denotes if or not agent j decides to use the information made available by agent k. We do not require that the communication be bi-directed. That is we do not require that I t {j,k} = I t {k,j} . Each agent maintains an estimate of the rewards estimated by other agents solely based on the information made available through the communication. That is we let X ijk (T ) be the estimate that j makes of the estimate that k has made of the reward of the option i within the time horizon [0, T ]. Explicitly stated
is the random variable that denotes the number of times that j has been made aware by agent k that it has chosen option i. Again from Theorem 4 of [9] it easily follows that
and Ψ ijk (t) satisfies 3/(2κ) log t ≤ Ψ j (t) with κ = 1/(d i 2 √ 1 + η) and ν = 1/ log(1 + η) for all t > 0 and η > 0. Thus it follows that X ijk (T ) is also an efficient estimator of X T i . The definition below makes precise the UCB based agent allocation rule that we propose in this paper.
Definition 3: Let n j be the maximum number of other agents that agent j is allowed to communicate with and let
Let Q nj j denote the set that contains the n j number of largest values in Q j ∪ k =j max{Q ijk (t) | i = 1, 2 · · · , n O } where when ambiguity arises due to repeated elements they are chosen in a uniform random manner. Then the agent j communicates with agent k based on the allocation rule I t {j,k} that is defined by
Theorem 1 guarantees that the resultant agent regrets remain logarithmically bounded if one uses the UCB based option allocation policy (5) - (6) . In the simulations below we show that this policy significantly outperforms a policy that is based on iid ER graph communication.
Notice that since the communication involves only two pieces of information and the policy only depends on local information the scheme is easily scalable and very communication-ally and computationally cost effective. Furthermore the scheme can be easily adapted to the case with agent communication constraints and option selection constraints.
V. SIMULATIONS
We consider two simulation experiments where the sequence of communicating graphs {G t } ∞ t correspond to: a) an iid ER graph process, b) a dependent graph where each agent choses to communicate with neighbors based on the proposed UCB type agent selection rule (15) . In both cases all agents employ the same UCB based option allocation rule (5) - (6) .
The number of bandits chosen for the simulation is 20 while the number of agents chosen is 50. Each bandit reward is assumed to satisfy a Gaussian normal process with variance equal to 2. The mean of those distributions were chosen as shown in figure 1 . At the initial time step each agent k initializes its estimates, X 0 ik by randomly sampling from a probability distribution that represents its prior belief of the option rewards. A time horizon of T = 1000 was chosen for each agent and the expectations were estimated by averaging over 100 trials. In the case where the graph process G t is an iid ER graph process, at each time t the graph is an element of, G(n A , p), the space of all possible ER graphs of n A nodes and edge probability p. In this case the probability of j having the set of neighbors N t j = N jα is given by P N t j = N jα = p |Njα|−1 (1 − p) n A −|Njα| . Note that the expectation |N jα | = (n A − 1)p + 1. In what follows we compare the performance of the UCB based option allocation rule (5) -(6) versus the connectivity of the graph for both cases: a) when the communication is based on an iid ER graph process and b) when the communication is based on the UCB based agent selection policy (15) . Figures 2 -3 shows the estimates of the expected values of the cumulative rewards and the regret for several communication probabilities p for the iid ER graph communication policy for the three cases of self, communication and total reward while figures 4 -5 show the corresponding graphs when the communication is based on the UCB based agent selection policy (15) . Figures 2 and 4 clearly show that communication increases the rewards significantly while the figures 3 and 5 clearly demonstrate that communication has a favourable result on the self regret and a very adverse effect on the communication regret.
The results also confirm the expectation that the self regret initially decreases with increasing connectivity, and then increases beyond a certain optimal connectivity while the inverse relationship is demonstrated for the communication regret. This change is explained by the factor f ij ( N t j ) given by (10) which reduces with increasing connectivity. Figures 6 -7 shows the simulation results that validate this claim. This effect is more pronounced in the communication regret as compared to the self regret. Repeating the experiment for different number of bandits showed no change in this qualitative behavior with the critical connectivity remaining the same. However it showed a change when the number of agents changed with the critical connectivity decreasing as the number of agents increases.
Finally we demonstrate using the simulation results shown in figures 9 -10 that the dependent UCB based communication strategy significantly outperforms the independent case when one considers especially the self reward in the case of low edge connectivities. 6 . The fraction f ij ( N t j ), given by (10), for agent 4 is plotted for the lowest and the second highest bandit respectively for different connectivity values of the iid ER based graph. Fig. 7 . The fraction f ij ( N t j ), given by (10) , for agent 4 is plotted for the lowest and the second highest bandit respectively for different connectivity values of the UCB based graph. = 4) for an expected connectivity of 5, 15, 20 respectively. Here the orange curve denotes the regret from the independent case while the blue curve indicated the regret from the dependent case. Fig. 9 . The comparison of communication regret, R c ij (T ), between the independent vs dependent cases for an expected connectivity of 5, 15, 20 respectively for agent number 4 (ie. j = 4). Here the orange curve denotes the regret from the independent case while the blue curve indicated the regret from the dependent case Fig. 10 . The comparison of the total regret, R ij (T ), between the independent vs dependent case for an expected connectivity of 5, 15, 20 respectively for agent number 4 (ie. j = 4). Here the orange curve denotes the regret from the independent case while the blue curve indicated the regret from the dependent case VI. CONCLUSION The paper reports a novel approach to solving the MAMAB problem for the case where the agents communicate with each other in a non-deterministic manner. Specifically we propose a UCB based option selection rule and a agent communication rule that guarantees logarithmic regret. The simplicity of the scheme makes the scheme scalable and very communication-ally and computationally cost effective.The performance of the scheme is shown to significantly outperform the case where the communication between agents occur independently according to an iid ER graph. It is also shown that in both cases the self regret reduces with increasing connectivity only up to a certain point and that it then starts to increase as connectivity increases. To the best of our knowledge it is the first time that such results have been presented.
VII. CONCLUSION
The paper reports a novel approach to solving the MAMAB problem for the case where the agents communicate with each other in a non-deterministic manner. Specifically we propose a UCB based option selection rule and a agent communication rule that guarantees logarithmic regret. The simplicity of the scheme makes the scheme scalable and very communication-ally and computationally cost effective.The performance of the scheme is shown to significantly outperform the case where the communication between agents occur independently according to an iid ER graph. It is also shown that in both cases the self regret reduces with increasing connectivity only up to a certain point and that it then starts to increase as connectivity increases. To the best of our knowledge it is the first time that such results have been presented.
APPENDIX

A. Logarithmic Regret Bounds
Proof of Lemma 1: In the following we will prove the Lemma 1 by closely following the proof provided in [4] . Let C ik (t)
For any i = i * and some 0 < l < t define
where µ ik (t) is the conditional expectation of the estimate X t ik . Then we have,
where the over bar denotes the complement of the set. Thus for some l > 0
From the above expressions we have,
and hence that
What remains to complete the bound is to find an upper bound for B t ik . We consider the case where there exists a well defined optimal arm at all times. That is the case where there exists a ∆,∆ > 0 such that ∆ ≤ E(X r i * ) − E(X s i ) ≤∆ for all r, s > 0. Then sinceB t ik = { µ i * k (t) ≤ µ ik (t) + 2C t ik } the UCB based allocation rule (6) implies that,
Since when
we have shown that for any i = i *
and this completes the proof of Lemma 1.
Proof of Theorem 1:
We begin the regret analysis by noting that (3) implies that the self and communication regrets, of agent j due to sampling of the non optimal arm i satisfies Note that for l(t) Let N jP be the space of all subsets of {1, 2, · · · , n A } that contain j. Then we see that It is clear that
with equality holding if the connectivity, |N t t | − 1, is zero. Define
and we have proved the theorem.
Proof of Theorem 2: Recall that in the previous proof we showed that The last part of the previous theorem now completes the proof.
