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ABSTRACT
This doctoral thesis focuses on three popular unsupervised learning problems: subspace clustering,
robust PCA, and column sampling. For the subspace clustering problem, a new transformative idea
is presented. The proposed approach, termed Innovation Pursuit, is a new geometrical solution to
the subspace clustering problem whereby subspaces are identified based on their relative novelties.
A detailed mathematical analysis is provided establishing sufficient conditions for the proposed
method to correctly cluster the data points. The numerical simulations with both real and synthetic
data demonstrate that Innovation Pursuit notably outperforms the state-of-the-art subspace cluster-
ing algorithms. For the robust PCA problem, we focus on both the outlier detection and the matrix
decomposition problems. For the outlier detection problem, we present a new algorithm, termed
Coherence Pursuit, in addition to two scalable randomized frameworks for the implementation of
outlier detection algorithms. The Coherence Pursuit method is the first provable and non-iterative
robust PCA method which is provably robust to both unstructured and structured outliers. Coher-
ence Pursuit is remarkably simple and it notably outperforms the existing methods in dealing with
structured outliers. In the proposed randomized designs, we leverage the low dimensional structure
of the low rank component to apply the robust PCA algorithm to a random sketch of the data as
opposed to the full scale data. Importantly, it is analytically shown that the presented randomized
designs can make the computation or sample complexity of the low rank matrix recovery algo-
rithm independent of the size of the data. At the end, we focus on the column sampling problem.
A new sampling tool, dubbed Spatial Random Sampling, is presented which performs the random
sampling in the spatial domain. The most compelling feature of Spatial Random Sampling is that
it is the first unsupervised column sampling method which preserves the spatial distribution of the
data.
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CHAPTER 1: INTRODUCTION AND NOTATION
Unsupervised learning is mainly concerned with discovering the hidden structure of data from the
unlabeled data in which the data categorization is not included. The hidden and low-dimensional
structures that prevail much of the data can yield representations that are more concise that the
original observations. This succinct representation can be leveraged to compress the data, re-
move/detect corruptions, filter out noise, and obtain a deep insight into the informational content
of the data. This thesis focuses on three important unsupervised learning problems: robust PCA,
subspace clustering, and data sampling. In the following sections, the structure of this thesis is out-
lined and the new contributions of the presented research are summarized. At the end, the notation
used throughout this thesis is presented.
Subspace Clustering
Linear subspace models are widely used in signal processing and data analysis since many datasets
can be well approximated with low-dimensional subspaces. In many applications, the data is origi-
nating from multiple independent sources, in which case a union of subspaces can accurately model
the data. The problem of subspace clustering is concerned with learning these low-dimensional
subspaces and clustering the data points to their respective subspaces. This problem arises in many
applications, including computer vision (e.g. motion segmentation [4], face clustering [5]), gene
expression analysis [6, 7], image processing [8], and system identification [9].
Many different approaches to subspace clustering were devised in related work, including statistical-
based approaches [10–13], Spectral-Clustering [14], the algebraic-geometric approach [15], itera-
tive methods [16, 17], and Spectral-Clustering [18] based methods [14, 19–26]. The existing itera-
tive methods either suffer from poor performance in presence of noisy data and close subspaces [4]
1
or their computational complexity grows exponentially with the number and the dimension of the
subspaces [4]. In addition, the performance of existing Spectral-Clustering based methods de-
grades when the intersection between the subspaces increases.
In Chapter 2 and Chapter 3, we focus on the subspace clustering problem and an entirely new
approach, dubbed Innovation Pursuit, is presented. In the proposed approach, we introduce a new
geometrical idea whereby subspaces are identified based on their relative innovations. We design
two frameworks (an iterative and a Spectral-Clustering based framework) in which the idea of In-
novation pursuit is used to distinguish the subspaces. The first framework, presented in Chapter 2,
uses an iterative method that finds the subspaces consecutively by solving a series of simple linear
optimization problems. Each linear optimization problem searches for a direction of innovation in
the span of the data potentially orthogonal to all subspaces except for the one to be identified in
one step of the algorithm. The proposed method can provably yield exact clustering even when
the subspaces have significant intersections under mild conditions on the distribution of the data
points in the subspaces. The second framework, presented in Chapter 3, integrates Innovation
Pursuit with Spectral-Clustering to yield a new variant of Spectral-Clustering-based algorithms.
The numerical simulations with both real and synthetic data demonstrate that Innovation Pursuit
can often outperform the state-of-the-art subspace clustering algorithms, more so for subspaces
with significant intersections, and that it notably advances the state-of-the-art result for subspace-
segmentation-based face clustering.
The contributions of Innovation Pursuit
Innovation Pursuit advances the state-of-the-art research in subspace clustering on several fronts.
Here we summarize the main contributions.
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• The proposed approach introduces a new geometrical idea whereby the directions of inno-
vation are utilized to distinguish the data clusters.
• The proposed iterative framework is the first scalable iterative algorithm with provable guar-
antees. In contrast to the existing iterative methods whose complexity grows exponentioally
with the number and dimension of subspaces and the Spectral-Clustering based methods
whose complexity is quadratic or cubic in the number of data points, the computational
complexity of the presented method only scales linearly in the number of subspaces and
quadratically in their dimensions.
• The idea of innovation search enables the proposed methods to substantially outperform the
existing segmentation algorithms in the challenging scenarios in which the dimensions of
the intersections of the subspaces are large.
• The integration of the proposed innovation search optimization problem with Spectral-Clustering
yields a new Spectral-Clustering based subspace segmentation method. We show through ex-
tensive experiments with real and synthetic data that the presented Spectral-Clustering based
method notably outperforms the existing Spectral Clustering based methods and yields the
state-of-the-art result for the problem of face clustering using subspace segmentation.
Robust PCA (Subspace Recovery and Matrix Decomposition)
Principal Component Analysis (PCA) is arguably the most widely used data analysis tool for di-
mensionality reduction. PCA is based upon a least-square optimization problem which finds the
subspace whose `2-distance to the data points is minimal. However, the performance of PCA is
notoriously sensitive to data corruptions and outliers. Specifically, in presence of data corruptions
and outliers, the subspace obtained by PCA can arbitrarily deviate from the true underlying sub-
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space. In the literature of the robust PCA problem, two main models for data corruption that are in
fact incomparable for the most part are considered, the element-wise corruption and the column-
wise corruption. In the element-wise model, the data corruption is modeled as a sparse matrix with
arbitrary support which is added to the true data. In this model, the non-zero elements can affect
all the columns/rows of the data. Under this corruption model, the robust PCA problem is known
as the low rank plus sparse matrix decomposition problem. The second model is the column-wise
model wherein only a fraction of the columns of the data are contaminated with the corruptions.
These columns are called outliers and the objective is to detect them or obtain the span of the
non-outlying columns (this problem is typically referred to as robust subspace recovery).
In this thesis, we investigate both corruption models and present new robust and scalable data
recovery tools. In Chapter 4, a new provable robust (to outliers) PCA method, dubbed Coher-
ent Pursuit, is presented. In Chapter 5, two randomized designs are theoretically studied and it
is shown that they provide a scalable framework for the implementation of outlier detection al-
gorithms. In Chapter 6, we focus on the low rank plus sparse matrix decomposition problem in
high-dimensional regimes and a randomized, provable, and scalable matrix decomposition method
is proposed. In the following, we briefly review the presented research work on the robust PCA
problem along with a summary of the new contributions.
Coherence Pursuit
Coherence Pursuit utilizes a new measure, termed Coherence value, to distinguish the outlying
data points. The Coherence value is a measure of resemblance between a data point and the rest
of data. Coherence Pursuit computes all the coherence values with a simple matrix multiplication
and recovers the span of the inliers as the span of the data points with high coherence values. As
Coherence Pursuit only involves one simple matrix multiplication, it is significantly faster than
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the state-of-the-art robust PCA algorithms. We derive analytical performance guarantees for the
proposed method under different models for the distributions of inliers and outliers in both noise-
free and noisy settings. Coherence Pursuit is the first robust PCA algorithm that is simultaneously
non-iterative, provably robust to both unstructured and structured outliers, and can tolerate a large
number of unstructured outliers. The main contributions of the proposed approach can be summa-
rized as follows:
• Coherence Pursuit employs a new measure to distinguish the outliers. The new measure
enables the proposed method to accurately detect both structured and unstructured outliers.
• The proposed approach is the first robust (to outliers) PCA method which has performance
guarantees with both structured and unstructured outliers.
• Coherence Pursuit is the first provably non-iterative outlier detection and subspace recovery
method.
• The proposed approach can recover the true subspace even if the data is predominantly un-
structured outliers and it notably outperforms the existing methods in detecting structured
outliers.
Randomized outlier detection
In Chapter 5, we explore the robust (to outlier) PCA problem in high-dimensional regimes. We
analyze two randomized designs in which low dimensional data sketches are processed to extract
the data subspace. Both designs are shown to bring about substantial savings in complexity and
memory requirements for robust subspace learning over conventional approaches that use the full
scale data. The proposed randomized approach can provably recover the correct subspace with
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computational and sample complexity that are almost independent of the size of the data. Some of
the key technical contributions of the proposed randomized approach are listed below.
• In the first randomized design, the data sketch is formed by random column sampling fol-
lowed by random low dimensional embedding. Somewhat surprisingly, it is shown that the
sample complexity of the first randomized framework to guarantee exact subspace recovery
is independent from the size of data.
• In the second randomized design, the data sketch is formed by random column sampling
followed by random row sampling. For the second randomized design, it is proved that
both the sample and computation complexities to guarantee exact subspace recovery are
independent of the size of the data.
• The proposed randomized approach can provide a scalable framework for any outlier detec-
tion algorithm.
High dimensional matrix decomposition
Conventional low rank plus sparse matrix decomposition algorithms use the entire data to extract
the low-rank and sparse components, and are based on optimization problems whose complexity
scales with the dimension of the data, which limits their scalability. In Chapter 6, we propose a
scalable subspace-pursuit approach that transforms the decomposition problem to a low dimen-
sional subspace learning problem. The decomposition is carried out using a small data sketch
formed from sampled columns/rows. We provide performance guarantees with both random and
adaptive column/row sampling. The key contributions of the proposed decomposition method are
listed below.
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• The proposed approach is based on a new randomized framework which extracts the low rank
component in two consecutive steps. First, the column space of the low rank component is
learned from a small subset of the columns of the data matrix. Second, the representation
of the columns of the low rank matrix with respect to the learned column space is obtained
from a small subset of the rows. If D ∈ RN1×N2 is the given data, the decomposition
complexity is reduced from O(rN1N2) to O(max(N1, N2)r), where r is the rank of the low
rank component.
• It is proved that even if we sample columns and rows uniformly at random, the sufficient
number of sampled columns/rows to guarantee exact decomposition is linear with the rank
and the coherence parameter of the low rank component.
• A new methodology for efficient column/row sampling is presented. The presented analy-
sis shows that the proposed adaptive sampling procedure can make the required number of
sampled columns/rows invariant to the data distribution.
• The proposed sequential column/row sampling method is the first scalable method for sam-
pling from the highly structured/coherent data (in which both columns and rows follow clus-
tering structures).
Spatially Random Column Sampling
Finding an informative or explanatory subset of a large number of data points is an important task
of numerous machine learning and data analysis applications, including problems arising in com-
puter vision [27], image processing [28], bioinformatics [29], and recommender systems [30]. The
compact representation provided by the informative data points helps summarize the data, under-
stand the underlying interactions, save memory, and enable remarkable computation speedups [31].
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Over the last two decades, many different column sampling methods were proposed [32–34]. Most
of these methods aim to find a small set of informative data columns whose span can well approxi-
mate the given data. However, low rank approximation does not necessarily mean that the sampled
data points represent the spatial distribution of the data. For instance, suppose the data points form
multiple data clusters but the cluster centers are linearly dependent. The sampling algorithm which
aims to preserve the column space of the data would not necessarily sample from each data cluster.
Motivated by that, in Chapter 7 we introduce a novel randomized column sampling tool, dubbed
Spatial Random Sampling (SRS), in which the random sampling is performed in the spatial do-
main. SRS samples the data points based on their proximity to randomly sampled points on the
unit sphere. The most compelling feature of SRS is that the corresponding probability of sampling
from a given data cluster is proportional to the surface area the cluster occupies on the unit sphere,
independently from the size of the cluster population. Although it is fully randomized, SRS is
shown to provide descriptive and balanced data representations. The important contributions of
the proposed sampling approach are listed below.
• SRS is the first unsupervised column sampling method which preserves the spatial distribu-
tion of the data.
• If SRS is used for column sampling, the probability of sampling form a data cluster is inde-
pendent of the cluster population size. Thus, SRS can obtain balanced data sketches from
unbalanced data.
• The idea of random sampling in the spatial domain provides an entirely new data sketching
tool. It addresses a pressing need in data science and holds potential to inspire many novel
approaches for analysis of big data.
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Notation
Bold-face upper-case letters are used to denote matrices and bold-face lower-case letters are used
to denote vectors. Given a matrix A, ‖A‖ denotes its spectral norm, ‖A‖∗ its nuclear norm, ‖A‖F
its Frobenius norm, and col(A) its column space. For a vector a, both ‖a‖ and ‖a‖2 denote its
`2-norm, a(i) its ith element, and ‖a‖p its `p-norm. For a matrix A, ai denotes its ith column, ai
its ith row, ‖A‖1,2 =
∑
i ‖ai‖2, and A−i is equal to A with the ith column removed. Given two
matrices A1 and A2 with equal number of rows, the matrix A3 = [A1 A2] is the matrix formed
from the concatenation of A1 and A2. Given matrices {Ai}ni=1 with equal number of rows, we
use the union symbol ∪ to define the matrix n∪
i=1
Ai = [A1 A2 ... An] as the concatenation of
the matrices {Ai}ni=1. For a matrix D, we overload the set membership operator by using the
notation d ∈ D to signify that d is a column of D. A collection of subspaces {Gi}ni=1 is said to
be independent if dim
(
n⊕
i=1
Gi
)
=
∑n
i=1 dim(Gi), where ⊕ denotes the direct sum operator and
dim(Gi) is the dimension of Gi. Given a vector a,
∣∣a| is the vector whose elements are equal to
the absolute value of the elements of a. For a real number a, sgn(a) is equal to 1 if a > 0, −1 if
a < 0, and 0 if a = 0. The complement of a set L is denoted Lc. Also, for any positive integer n,
the index set {1, . . . , n} is denoted [n]. In addition, SN1−1 denotes the unit `2-norm sphere in RN1 .
In an N -dimensional space, {ei}Ni=1 denotes the standard basis. The notation A = [ ] denotes an
empty matrix.
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CHAPTER 2: INNOVATION PURSUIT: A NEW GEOMETRICAL
SOLUTION FOR THE SUBSPACE CLUSTERING PROBLEM
In subspace clustering, a group of data points belonging to a union of subspaces are assigned
membership to their respective subspaces. In this chapter 1, we present our new approach, dubbed
Innovation Pursuit (iPursuit), to the problem of subspace clustering using a new geometrical idea
whereby subspaces are identified based on their relative novelties. The proposed approach finds
the subspaces by solving a set of simple linear optimization problems, each searching for some
direction of innovation in the span of the data that is potentially orthogonal to all subspaces ex-
cept for the one to be identified in one step of the algorithm. A detailed mathematical analysis is
provided establishing sufficient conditions for the proposed approach to correctly cluster the data
points. The proposed approach can provably yield exact clustering even when the subspaces have
significant intersections under mild conditions on the distribution of the data points in the sub-
spaces. It is shown that the complexity of the proposed method scales only linearly in the number
of data points and subspaces, and quadratically in the dimension of the subspaces. The numeri-
cal simulations with both real and synthetic data demonstrate that iPursuit can often outperform
the state-of-the-art subspace clustering algorithms, more so for subspaces with significant intersec-
tions. Moreover, the proposed direction search approach can be integrated with Spectral-Clustering
to yield a new variant of Spectral-Clustering-based algorithms. In this chapter, the iterative iPursuit
algorithm is studied. In the next chapter, the Spectral-Clustering based framework is analyzed and
it is shown that the integration of Innovation Pursuit with Spectral-Clustering yields the state of
the art results for the challenging face clustering problem.
1The material presented in this chapter were partially published in the IEEE Transactions on Signal Processing and
the International Conference of Machine Learning.
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Introduction
The grand challenge of contemporary data analytics and machine learning lies in dealing with
ever-increasing amounts of high-dimensional data from multiple sources and different modalities.
The high-dimensionality of data increases the computational complexity and memory requirements
of existing algorithms and can adversely degrade their performance [35]. However, the observa-
tion that high-dimensional datasets often have intrinsic low-dimensional structures has enabled
some noteworthy progress in analyzing such data. For instance, the high-dimensional digital facial
images under different illumination were shown to approximately lie in a very low-dimensional
subspace, which led to the development of efficient algorithms that leverage low-dimensional rep-
resentations of such images [36, 37].
Linear subspace models are widely used in signal processing and data analysis since many datasets
can be well-approximated with low-dimensional subspaces [38]. When data in a high-dimensional
space lies in a single subspace, conventional techniques such as Principal Component Analysis
(PCA) can be efficiently used to find the underlying low-dimensional subspace [39–41]. However,
in many applications the data points may be originating from multiple independent sources, in
which case a union of subspaces can better model the data [4].
The problem of subspace clustering is concerned with learning these low-dimensional subspaces
and clustering the data points to their respective subspaces. This problem arises in many applica-
tions, including computer vision (e.g. motion segmentation [4], face clustering [5]), gene expres-
sion analysis [6, 7], and image processing [8]. Some of the difficulties associated with subspace
clustering are that neither the number of subspaces nor their dimensions are known, in addition to
the unknown membership of the data points to the subspaces.
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Related work
Numerous approaches for subspace clustering have been studied in prior work, including statistical-
based approaches [10], Spectral-Clustering [14], the algebraic-geometric approach [15] and itera-
tive methods [16]. In this section, we briefly discuss some of the most popular existing approaches
for subspace clustering. We refer the reader to [4] for a comprehensive survey on the topic. It-
erative algorithms such as [16, 17] were some of the first methods addressing the multi-subspace
learning problem. These algorithms alternate between assigning the data points to the identified
subspaces and updating the subspaces. Some of the drawbacks of this class of algorithms is that
they can converge to a local minimum and typically assume that the dimension of the subspaces
and their number are known.
Another reputable idea for subspace segmentation is based on the algebraic geometric approach.
These algorithms, such as the Generalized Principal Component Analysis (GPCA) [15], fit the data
using a set of polynomials whose gradients at a point are orthogonal to the subspace containing
that point. GPCA does not impose any restrictive conditions on the subspaces (they do not need
to be independent), albeit it is sensitive to noise and has exponential complexity in the number of
subspaces and their dimensions.
A class of clustering algorithms, termed statistical clustering methods, make some assumptions
about the distribution of the data in the subspaces. For example, the iterative algorithm in [11, 12]
assumes that the distribution of the data points in the subspaces is Gaussian. These algorithms
typically require prior specifications for the number and dimensions of the subspaces, and are
generally sensitive to initialization. Random sample consensus (RANSAC) is another iterative
statistical method for robust model fitting [13], which recovers one subspace at a time by repeatedly
sampling small subsets of data points and identifying a consensus set consisting of all the points
in the entire dataset that belong to the subspace spanned by the selected points. The consensus set
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is removed and the steps are repeated until all the subspaces are identified. The main drawback of
this approach is scalability since the probability of selecting points belonging to the same subspace
reduces exponentially with the number of subspaces. In turn, the number of trials required to select
points in the same subspace grows exponentially with the number and dimension of the subspaces.
Much of the recent research work on subspace clustering is focused on Spectral-Clustering [18]
based methods [14, 19–26]. These algorithms consist of two main steps and mostly differ in the
first step. In the first step, a similarity matrix is constructed by finding a neighborhood for each data
point, and in the second step Spectral-Clustering [18] is applied to the similarity matrix. Recently,
several Spectral-Clustering based algorithms were proposed with both theoretical guarantees and
superior empirical performance. The Sparse Subspace Clustering (SSC) [14], uses `1-minimization
for neighborhood construction. In [23], it was shown that under certain conditions, SSC can yield
exact clustering even for subspaces with intersection. Another algorithm called Low-Rank Rep-
resentation (LRR) [22] uses nuclear norm minimization to find the neighborhoods (i.e., build the
similarity matrix). LRR is robust to outliers but has provable guarantees only when the data is
drawn from independent subspaces.
Contributions of proposed approach
The proposed approach, Innovation Pursuit, advances the state-of-the-art research in subspace clus-
tering on several fronts. First, it rests on a novel geometrical idea whereby the subspaces are
identified by searching the directions of innovation in the span of the data. Second, to the best
of our knowledge iPursuit is the first scalable iterative algorithm with provable guarantees – the
computational complexity of iPursuit only scales linearly in the number of subspaces and quadrat-
ically in their dimensions (c.f. Section 2). By contrast, GPCA [4,15] (without Spectral-Clustering)
and RANSAC [13], which are popular iterative algorithms, have exponential complexity in the
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number of subspaces and their dimensions. Third, innovation pursuit in the data span enables
notably superior performance when the subspaces have considerable intersections. Fourth, the for-
mulation enables many variants of the algorithm to inherit robustness properties in highly noisy
settings (c.f. Section 2). Fifth, the proposed idea for direction search underlying iPursuit can be
integrated with Spectral-Clustering to yield a new Spectral-Clustering based algorithm. The result-
ing Spectral-Clustering based method mostly outperforms the state-of-the-art Spectral-Clustering
based subspace segmentation methods and it yields the state-of-the-art result in the face clustering
problem.
Proposed Approach
In this section, the core idea underlying iPursuit is described by first introducing a non-convex
optimization problem. Then, we propose a convex relaxation and show that under mild sufficient
conditions, solving the convex problem yields the correct subspaces. In this section (except for
Section 2 on noisy data), it is assumed that the given data matrix follows the following data model.
Data Model 2.1. The data matrix D ∈ RN1×N2 can be represented as D = [D1 ... DN ]T where
T is an arbitrary permutation matrix. The columns of Di ∈ RN1×ni lie in Si, where Si is an
ri-dimensional linear subspace, for 1 ≤ i ≤ N , and,
∑N
i=1 ni = N2. Define Vi as an orthonormal
basis for Si. In addition, define D as the space spanned by the data, i.e., D =
N⊕
i=1
Si. Moreover,
it is assumed that any subspace in the set of subspaces {Si}Ni=1 has an innovation over the other
subspaces, to say that, for 1 ≤ i ≤ N , the subspace Si does not completely lie in
N⊕
k=1
k 6=i
Sk . In
addition, the columns of D are normalized, i.e., have unit `2-norm.
14
Innovation subspace
Consider two subspaces S1 and S2, such that S1 6= S2, and one is not contained in the other. This
means that each subspace carries some innovation w.r.t. the other. As such, corresponding to each
subspace we define an innovation subspace, which is its novelty (innovation) relative to the other
subspaces. More formally, the innovation subspace is defined as follows.
Definition 2.1. Assume that V1 and V2 are two orthonormal bases for S1 and S2, respectively.
We define the subspace I (S2 ⊥ S1) as the innovation subspace of S2 over S1 that is spanned by(
I−V1VT1
)
V2. In other words, I (S2 ⊥ S1) is the complement of S1 in the subspace S1 ⊕ S2.
In a similar way, we can define I (S1 ⊥ S2) as the innovation subspace of S1 over S2. The subspace
I (S1 ⊥ S2) is the complement of S2 in S1⊕S2. Fig. 2.1 illustrates a scenario in which the data lies
in a two-dimensional subspace S1, and a one-dimensional subspace S2. The innovation subspace
of S2 over S1 is orthogonal to S1. Since S1 and S2 are independent, S2 and I (S2 ⊥ S1) have equal
dimension. It is easy to see that the dimension of I (S2 ⊥ S1) is equal to the dimension of S2
minus the dimension of S1 ∩ S2.
Figure 2.1: The subspace I (S2 ⊥ S1) is the innovation subspace of S2 over S1. The subspace
I (S2 ⊥ S1) is orthogonal to S1.
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Innovation pursuit: Insight
iPursuit is a multi-step algorithm that identifies one subspace at a time. In each step, the data is
clustered into two subspaces. One subspace is the identified subspace and the other one is the
direct sum of the other subspaces. The data points of the identified subspace are removed and the
algorithm is applied to the remaining data to find the next subspace. Accordingly, each step of the
algorithm can be interpreted as a subspace clustering problem with two subspaces. Therefore, for
ease of exposition we first investigate the two-subspace scenario then extend the result to multiple
(more than two) subspaces. Thus, in this subsection, it is assumed that the data follows Data model
2.1 with N = 2.
To gain some intuition, we consider an example before stating our main result. Consider the case
where S1 and S2 are not orthogonal and assume that n2 < n1. The non-orthogonality of S1 and S2
is not a requirement, but is merely used herein to easily explain the idea underlying the proposed
approach. Let c∗ be the optimal point of the following optimization problem
min
cˆ
‖cˆTD‖0 s. t. cˆ ∈ D and ‖cˆ‖ = 1, (2.1)
where ‖.‖0 is the `0-norm. Hence, ‖cˆTD‖0 is equal to the number of non-zero elements of cˆTD.
The first constraint forces the search for cˆ in the span of the data, and the equality constraint
‖cˆ‖ = 1 is used to avoid the trivial cˆ = 0 solution. Assume that the data points are distributed in
S1 and S2 uniformly at random. Thus, the data is not aligned with any direction in S1 and S2 with
high probability (whp).
The optimization problem (2.1) searches for a non-zero vector in the span of the data that is or-
thogonal to the maximum number of data points. We claim that the optimal point of (2.1) lies
in I (S2 ⊥ S1) whp given the assumption that the number of data points in S1 is greater than the
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number of data points in S2. In addition, since the feasible set of (2.1) is restricted to D, there is
no feasible vector that is orthogonal to the whole data. To further clarify this argument, consider
the following scenarios:
I. If c∗ lies in S1, then it cannot be orthogonal to most of the data points in S1 since the data is
uniformly distributed in the subspaces. In addition, it cannot be orthogonal to the data points
in S2 given that S1 and S2 are not orthogonal. Therefore, the optimal point of (2.1) cannot
be in S1 given that the optimal vector should be orthogonal to the maximum number of data
points. Similarly, the optimal point cannot lie in S2.
II. If c∗ lies in I (S1 ⊥ S2), then it is orthogonal to the data points in D2. However, n2 < n1.
Thus, If c∗ lies in I (S2 ⊥ S1) (which is orthogonal to S1) the cost function of (2.1) can be
decreased.
III. If c∗ lies in none of the subspaces S1, S2, I (S2 ⊥ S1) and I (S2 ⊥ S1), then it is not or-
thogonal to S1 nor S2. Therefore, c∗ cannot be orthogonal to the maximum number of data
points.
Therefore, the algorithm is likely to choose the optimal point from I (S2 ⊥ S1). Thus, if c∗ ∈
I (S2 ⊥ S1), we can obtain S2 from the span of the columns of D corresponding to the non-zero
elements of (c∗)TD. The following lemma ensures that these columns span S2.
Lemma 2.1. The columns of D corresponding to the non-zero elements of (c∗)TD span S2 if both
conditions below are satisfied:
i) c∗ ∈ I (S2 ⊥ S1).
ii) D2 cannot follow Data model 2.1 with N > 1, that is, the data points in D2 do not lie in
the union of lower dimensional subspaces within S2 each with innovation w.r.t. to the other
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subspaces.
We note that if the second requirement of Lemma 2.1 is not satisfied, the columns of D2 follow
Data model 2.1 withN ≥ 2, in which case the problem can be viewed as one of subspace clustering
with more than two subspaces. The clustering problem with more than two subspaces will be
addressed in Section 2.
Remark 2.1. At a high level, the innovation search optimization problem (2.1) finds the most
sparse vector in the row space of D. Interestingly, finding the most sparse vector in a linear
subspace has bearing on, and has been effectively used in, other machine learning problems,
including dictionary learning and spectral estimation [42,43]. In addition, it is interesting to note
that in contrast to SSC which finds the most sparse vectors in the null space of the data, iPursuit
searches for the most sparse vector in the row space of the data.
Convex relaxation
The cost function of (2.1) is non-convex and the combinatorial `0-norm minimization may not be
computationally tractable. Since the `1-norm is known to provide an efficient convex approxima-
tion of the `0-norm, we relax the non-convex cost function and rewrite (2.1) as
min
cˆ
‖cˆTD‖1 s. t. cˆ ∈ D and ‖cˆ‖ = 1. (2.2)
The optimization problem (2.2) is still non-convex in view of the non-convexity of its feasible set.
Therefore, we further substitute the equality constraint with a linear constraint and rewrite (2.2) as
(IP) min
cˆ
‖cˆTD‖1 s. t. cˆ ∈ D and cˆTq = 1. (2.3)
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(IP) is the core program of iPursuit to find a direction of innovation. Here, q is a unit `2-norm
vector which is not orthogonal to D. The vector q can be chosen as a random unit vector in D. In
Section 2, we develop a methodology to learn a good choice for q from the given data matrix. The
relaxation of the quadratic equality constraint to a linear constraint is a common technique in the
literature [43].
Segmentation of two subspaces: Performance guarantees
Based on Lemma 2.1, to show that the proposed program (2.3) yields correct clustering, it suffices
to show that the optimal point of (2.3) lies in I (S2 ⊥ S1) given that condition ii of Lemma 1
is satisfied, or lies in I (S1 ⊥ S2) given that condition ii of Lemma 1 is satisfied for D1. The
following theorem provides sufficient conditions for the optimal point of (2.3) to lie in I (S2 ⊥ S1)
provided that
inf
c∈I(S2⊥S1)
cT q=1
‖cTD‖1 < inf
c∈I(S1⊥S2)
cT q=1
‖cTD‖1. (2.4)
If the inequality in (2.4) is reversed, then parallel sufficient conditions can be established for the
optimal point of (2.3) to lie in the alternative subspace I (S1 ⊥ S2). Hence, assumption (2.4) does
not lead to any loss of generality.
Since I (S2 ⊥ S1) and I (S1 ⊥ S2) are orthogonal to S1 and S2, respectively, condition (2.4) is
equivalent to
inf
c∈I(S2⊥S1)
cT q=1
‖cTD2‖1 < inf
c∈I(S1⊥S2)
cT q=1
‖cTD1‖1. (2.5)
Conceptually, assumption (2.5) is related to the assumption n2 < n1 used in the example of Section
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2 in the sense that it makes it more likely for the direction of innovation to lie in I (S2 ⊥ S1)2.
The sufficient conditions of Theorem 2.2 for the optimal point of (2.3) to lie in I (S2 ⊥ S1) are
characterized in terms of the optimal solution to an oracle optimization problem (OP), where the
feasible set of (IP) is replaced by I (S2 ⊥ S1). The oracle problem (OP) is defined as
(OP)
min
cˆ
‖cˆTD2‖1
subject to cˆ ∈ I (S2 ⊥ S1) and cˆTq = 1.
(2.6)
Before we state the theorem, we also define the index set L0 comprising the indices of the columns
of D2 orthogonal to c2 (the optimal solution to (OP)),
L0 = {i ∈ [n2] : cT2 di = 0,di ∈ D2}, (2.7)
with cardinality n0 = |L0| and a complement set Lc0.
Theorem 2.2. Suppose the data matrix D follows Data model 2.1 with N = 2. Also, assume that
condition (2.5) and the requirement of Lemma 2.1 for D2 are satisfied (condition ii of Lemma 2.1).
Let c2 be the optimal point of the oracle program (OP) and define
α =
∑
di∈D2
sgn(cT2 di)di (2.8)
Also, let P2 denote an orthonormal basis for I (S2 ⊥ S1), n0 the cardinality of L0 defined in (2.7),
2Henceforth, when the two-subspace scenario is considered and (2.5) is satisfied, the innovation subspace refers to
I (S2 ⊥ S1) .
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and assume that q is a unit `2-norm vector in D that is not orthogonal to I (S2 ⊥ S1). If
1
2
inf
δ∈S1
‖δ‖=1
∑
di∈D1
∣∣δTdi∣∣ > ‖VT1 V2‖(‖α‖+ n0) , and
‖qTP2‖
2‖qTV1‖
(
inf
δ∈S1
‖δ‖=1
∑
di∈D1
∣∣δTdi∣∣) > ‖VT2 P2‖(‖α‖+ n0), (2.9)
then c2, which lies in I (S2 ⊥ S1), is the optimal point of (IP) in (2.3), and iPursuit clusters the
data correctly.
In what follows, we provide a detailed discussion of the significance of the sufficient conditions
(2.9), which reveal some interesting facts about the properties of iPursuit.
1. The distribution of the data matters.
The LHS of (2.9) is known as the permeance statistic [41]. For a set of data points Di in a subspace
Si, the permeance statistic is defined as
P(Di,Si) = inf
u∈Si
‖u‖=1
∑
di∈Di
∣∣uTdi∣∣ . (2.10)
The permeance statistic is an efficient measure of how well the data is distributed in the subspace.
Fig. 2.2 illustrates two scenarios for the distribution of data in a two-dimensional subspace. In the
left plot, the data points are distributed uniformly at random. In this case, the permeance statistic
cannot be small since the data points are not concentrated along any directions. In the right plot,
the data points are concentrated along some direction and hence the data is not well distributed in
the subspace. In this case, we can find a direction along which the data has small projection.
Having n0 on the RHS underscores the relevance of the distribution of the data points within S2
since c2 cannot be simultaneously orthogonal to a large number of columns of D2 if the data
does not align along particular directions. Hence, the distribution of the data points within each
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subspace has bearing on the performance of iPursuit. We emphasize that the uniform distribution
of the data points is not a requirement of the algorithm as shown in the numerical experiments.
Rather, it is used in the proof of Theorem 2.2, which establishes sufficient conditions for correct
subspace identification under uniform data distribution in worst case scenarios.
Figure 2.2: Data distributions in a two-dimensional subspace. The blue stars and red circles are
the data points and their projections on the unit circle, respectively. In the left plot, the data points
are distributed uniformly at random. Thus, they are not aligned along any specific directions and
the permeance statistic cannot be small. In the right plot, the data points are aligned, hence the
permeance statistic is small.
2. The coherency of q with I (S2 ⊥ S1) is an important factor.
An important performance factor in iPursuit is the coherency of the vector q with the subspace
I (S2 ⊥ S1). To clarify, suppose that (2.5) is satisfied and assume that the vector q lies in D.
If the optimal point of (2.3) lies in I (S2 ⊥ S1), iPursuit will yield exact clustering. However,
if q is strongly coherent with S1 (i.e., the vector q has small projection on I (S2 ⊥ S1)), then
the optimal point of (2.3) may not lie in I (S2 ⊥ S1). The rationale is that the Euclidean norm
of any feasible point of (2.3) lying in I (S2 ⊥ S1) will have to be large to satisfy the equality
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constraint when q is incoherent with I (S2 ⊥ S1), which in turn would increase the cost function.
As a matter of fact, the factor ‖q
TP2‖
‖qTV1‖ in the second inequality of (2.9) confirms our intuition about
the importance of the coherency of q with I (S2 ⊥ S1). In particular, (2.9) suggests that iPursuit
could have more difficulty yielding correct clustering if the projection of q on the subspace S1
is increased (i.e., the projection of the vector on the subspace I (S2 ⊥ S1) is decreased). The
coherence property could have a more serious effect on the performance of the algorithm for non-
independent subspaces, especially when the dimension of their intersection is significant. For
instance, consider the scenario where the vector q is chosen randomly from D, and define y as the
dimension of the intersection of S1 and S2. It follows that I (S2 ⊥ S1) has dimension r2−y. Thus,
E
{‖qTP2‖}
E {‖qTV1‖} =
r2 − y
r1
. (2.11)
Therefore, a randomly chosen vector q is likely to have a small projection on the innovation sub-
space when y is large. As such, in dealing with subspaces with significant intersection, it may not
be favorable to choose the vector q at random. In Section 2 and section 2, we develop a simple
technique to learn a good choice for q from the given data. This technique makes iPursuit re-
markably powerful in dealing with subspaces with intersection as shown in the numerical results
section.
Now, we demonstrate that the sufficient conditions (2.9) are not restrictive. The following lemma
simplifies the sufficient conditions of Theorem 2.2 when the data points are randomly distributed
in the subspaces. In this setting, we show that the conditions are naturally satisfied.
Lemma 2.3. Assume D follows Data model 2.1 with N = 2 and the data points are drawn uni-
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formly at random from the intersection of the unit sphere SN1−1 and each subspace. If
√
2
pi
n1
r1
− 2√n1 − t1
√
n1
r1 − 1 > 2‖V
T
1 V2‖
(
t2
√
n2 − n0 + n0
)
,
‖qTP2‖
‖qTV1‖
(√
2
pi
n1
r1
− 2√n1 − t1
√
n1
r1 − 1
)
> 2‖VT2 P2‖
(
t2
√
n2 − n0 + n0
)
,
(2.12)
then the optimal point of (2.3) lies in I (S2 ⊥ S1) with probability at least
1− exp
(
−r2
2
(t22 − log(t22)− 1)
)
− exp
(
−t
2
1
2
)
,
for all t2 > 1 , t1 ≥ 0.
When the data does not align along any particular directions, n0 will be much smaller than n2
since the vector c2 can only be simultaneously orthogonal to a small number of the columns of
D2. Noting that the LHS of (2.12) has order n1 and the RHS has order
√
n2 + n0 (which is much
smaller than n2 when n2 is sufficiently large), we see that the sufficient conditions are naturally
satisfied when the data is well-distributed within the subspaces.
Clustering multiple subspaces
In this section, the performance guarantees provided in Theorem 2.2 are extended to more than
two subspaces. iPursuit identifies the subspaces consecutively, i.e., one subspace is identified in
each step. The data lying in the identified subspace is removed and optimal direction-search (2.3)
is applied to the remaining data points to find the next subspace. This process is continued to find
all the subspaces. In order to analyze iPursuit for the scenarios with more than two subspaces, it is
helpful to define the concept of minimum innovation.
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Definition 2.2. (Di,Si) is said to have minimum innovation w.r.t. the vector q in the set {(Dj,Sj)}mj=1
if and only if
inf
c∈I
(
Si⊥
m⊕
k=1
k 6=i
Sk
)
cT q=1
‖cTDi‖1 < inf
c∈I
(
Sj⊥
m⊕
k=1
k 6=j
Sk
)
cT q=1
‖cTDj‖1 (2.13)
for every j 6= i , 1 ≤ j ≤ m , where q is a unit `2-norm in ⊕mk=1Sk.
If (Dk,Sk) has minimum innovation in the set {(Dj,Sj)}Nj=1 (w.r.t. the vector q used in the first
step), then we expect iPursuit to find Sk in the first step. Similar to Theorem 2.2, we make the
following assumption without loss of generality.
Assumption 2.1. Assume that (Dk,Sk) has minimum innovation w.r.t. qk in the set {(Dj,Sj)}kj=1
for 2 ≤ k ≤ N .
According to Assumption 2.1, if qN is used in the first step as the linear constraint of the innovation
pursuit optimization problem, iPursuit is expected to first identify SN . In each step, the problem
is equivalent to disjoining two subspaces. In particular, in the (N −m+ 1)th step, the algorithm
is expected to identify Sm, which can be viewed as separating (Dm,Sm) and (
m−1∪
i=1
Di ,
m−1⊕
i=1
Si) by
solving (IPm)
(IPm)
min
cˆ
∥∥∥∥cˆT ( m∪k=1Dk)
∥∥∥∥
1
subject to cˆ ∈ m⊕
k=1
Sk , cˆTqm = 1 .
(2.14)
Note that
m⊕
k=1
Sk is the span of the data points that have not been yet removed. Based on this
observation, we can readily state the following theorem, which provides sufficient conditions for
iPursuit to successfully identify Sm in the (N −m+ 1)th step. The proof of this theorem follows
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directly from Theorem 2.2 with two subspaces, namely, Sm and
m−1⊕
i=1
Si. Similar to Theorem 2.2,
the sufficient conditions are characterized in terms of the optimal solution to an oracle optimization
problem (OPm) defined below.
(OPm)
min
cˆ
‖cˆTDm‖1
subject to c ∈ I(Sm ⊥ m−1⊕
k=1
Sk
)
, cˆTqm = 1 .
(2.15)
We also define L0m = {i ∈ [nm] : cTmdi = 0, di ∈ Dm} with cardinality n0m, where cm is the
optimal point of (2.15).
Theorem 2.4. Suppose that the data follows Data model 2.1 with N = m and assume that Dm
cannot follow Data Model 2.1 with N > 1. Assume that (Dm,Sm) has minimum innovation with
respect to qm in the set {(Dj,Sj)}mj=1 . Define cm as the optimal point of (OPm) in (2.15) and let
αm =
∑
di∈Dm sgn(c
T
mdi)di. Assume qm is a unit `2-norm vector in
m⊕
k=1
Sk . If
1
2
inf
δ∈
m−1
⊕
k=1
Sk
‖δ‖=1
∑
di∈
m−1∪
k=1
Dk
∣∣δTdi∣∣ > ‖VTmTm−1‖(‖αm‖+ n0m),
‖qTmPm‖
2‖qTmTm−1‖
 inf
δ∈
m−1
⊕
k=1
Sk
‖δ‖=1
∑
di∈
m−1∪
k=1
Dk
∣∣δTdi∣∣

> ‖VTmPm‖
(
‖αm‖+ n0m
)
,
(2.16)
where Tm−1 is an orthonormal basis for
m−1⊕
k=1
Sk and Pm is an orthonormal basis for I
(Sm ⊥
m−1⊕
k=1
Sk
)
, then cm, which lies in I
(Sm ⊥ m−1⊕
k=1
Sk
)
, is the optimal point of (IPm) in (2.14), i.e., the
subspace Sm is correctly identified.
The sufficient conditions provided in Theorem 2.4 reveal another intriguing property of iPursuit.
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Contrary to conventional wisdom, increasing the number of subspaces may improve the perfor-
mance of iPursuit, for if the data points are well distributed in the subspaces, the LHS of (2.16)
is more likely to dominate the RHS. In Chapter 8, we further investigate the sufficient conditions
(2.16) and simplify the LHS to the permeance statistic.
Complexity analysis
In this section, we use an Alternating Direction Method of Multipliers (ADMM) [44] to develop
an efficient algorithm for solving (IP). Define U ∈ RN1×r as an orthonormal basis for D, where r
is the rank of D. Thus, the optimization problem (2.3) is equivalent to
min
a
‖aTUTD‖1 subject to aTUTq = 1 .
Define f = UTq and F = UTD. Hence, this optimization problem is equivalent to
min
a,t
‖t‖1 + µ
2
‖t− FTa‖2 + µ
2
(aT f − 1)2
subject to t = FTa , aT f = 1 ,
(2.17)
with a regularization parameter µ. The Lagrangian function of (2.17) can be written as
L(t, a,y1, y2) =‖t‖1 + µ
2
‖FTa− t‖2 + µ
2
(aT f − 1)2 + yT1 (FTa− t) + y2(aT f − 1) , (2.18)
where y1 and y2 are the Lagrange multipliers. The ADMM approach uses an iterative pro-
cedure. Define (ak, tk) as the optimization variables and (yk1 , y
k
2) the Lagrange multipliers at
the kth iteration. Define G := µ−1(FFT + ffT )−1 and the element-wise function T(x) :=
sgn(x)max(|x| − , 0). Each iteration consists of the following steps:
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1. Obtain ak by minimizing the Lagrangian function with respect to a while the other variables are
held constant. The optimal a is obtained as
ak+1 = G
(
µFtk − Fyk1 + f(µ− yk2)
)
.
2. Similarly, update t as
tk+1 = Tµ−1(FTak+1 + µ−1yk1) .
3. Update the Lagrange multipliers as follows
y1 = y1 + µ(F
Tak+1 − tk+1) , yk+12 = yk2 + µ(aT f − 1) .
These 3 steps are repeated until the algorithm converges or the number of iterations exceeds a
predefined threshold. The complexity of the initialization step of the solver is O(r3) plus the
complexity of obtaining U. Obtaining an appropriate U has O(r2N2) complexity by applying the
clustering algorithm to a random subset of the rows of D (with the rank of sampled rows equal to r).
In addition, the complexity of each iteration of the solver is O(rN2). Thus, the overall complexity
is less thanO((r3 + r2N2)N) since the number of data points remaining keeps decreasing over the
iterations. In most cases, r  N2, hence the overall complexity is roughly O(r2N2N).
iPursuit brings about substantial speedups over most existing algorithms due to the following: i)
Unlike existing iterative algorithms (such as RANSAC) which have exponential complexity in
the number and dimension of subspaces, the complexity of iPursuit is linear in the number of
subspaces and quadratic in their dimension. In addition, while iPursuit has linear complexity in
N2, Spectral-Clustering based algorithms have complexity O(N22N) for their Spectral-Clustering
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step plus the complexity of obtaining the similarity matrix, ii) More importantly, the solver of the
proposed optimization problem has O(rN2) complexity per iteration, while the other operations –
whose complexity are O(r2N2) and O(r3) – sit outside of the iterative solver. This feature makes
the proposed method notably faster than most existing algorithms which solve high-dimensional
optimization problems. For instance, solving the optimization problem of the SSC algorithm has
roughly O(N32 + rN2) complexity per iteration [14].
How to choose the vector q?
The previous analysis revealed that the coherency of the vector q with the innovation subspace
is a key performance factor for iPursuit. While our investigations have shown that the proposed
algorithm performs very well when the subspaces are independent even when the vector q is chosen
at random, randomly choosing the vector q may not be favorable when the dimension of their
intersection is increased (c.f. Section 2). This motivates the methodology described next that aims
to identify a “good” choice of the vector q.
Consider the following least-squares optimization problem,
min
qˆ
‖qˆTD‖2 s. t. qˆ ∈ D and ‖qˆ‖ = 1. (2.19)
The optimization problem (2.19) searches for a vector in D that has a small projection on the
columns of D. The optimal point of (2.19) has a closed-form solution, namely, the singular vector
corresponding to the least non-zero singular value of D. When the subspaces are close to each
other, the optimal point of (2.19) is very close to the innovation subspace I (S2 ⊥ S1). This is
due to the fact that I (S2 ⊥ S1) is orthogonal to S1, hence a vector in the innovation subspace
will have a small projection on S2. As such, when the subspaces are close to each other, the
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least singular vector is coherent with the innovation subspace and can be a good candidate for the
vector q. In the numerical results section, it is shown that this choice of q leads to substantial
improvement in performance compared to using a randomly generated q. However, in settings in
which the singular values of D decay rapidly and the data is noisy we may not be able to obtain an
exact estimate of r. This may lead to the undesirable usage of a singular vector corresponding to
noise as the constraint vector. In the next section, we investigate stability issues and present robust
variants of the algorithm in the presence of noise. We remark that with real data or when the data is
noisy, by the least singular vector we refer to the least dominant singular vector and not to the one
corresponding to the smallest singular value which is surely associated with the noise component.
Noisy data
In the presence of additive noise, we model the data as
De = D + E , (2.20)
where De is the noisy data matrix, D the clean data which follows Data model 2.1 and E the noise
component. The rank of D is equal to r. Thus, the singular values of De can be divided into two
subsets: the dominant singular values (the first r singular values) and the small singular values
(or the singular values corresponding to the noise component). Consider the optimization problem
(IP) using De, i.e.,
min
cˆ
‖cˆTDe‖1 s.t. cˆ ∈ span(De) and cˆTq = 1. (2.21)
Clearly, the optimal point of (2.21) is very close to the subspace spanned by the singular vectors
corresponding to the small singular values. Thus, if ce denotes the optimal solution of (2.21), then
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all the elements of cTe De will be fairly small and we cannot distinguish the subspaces. However,
the span of the dominant singular vectors is approximately equal to D. Accordingly, we propose
the following approximation to (IP),
min
cˆ
‖cˆTDe‖1 s. t. cˆ ∈ span(Q) and cˆTq = 1, (2.22)
where Q is an orthonormal basis for the span of the dominant singular vectors. The first constraint
of (2.22) forces the optimal point to lie in span(Q), which serves as a good approximation to
span(D). For instance, consider D = [D1 D2], where the columns of D1 ∈ R40×100 lie in a 5-
dimensional subspace S1, and the columns of D2 ∈ R40×100 lie in another 5-dimensional subspace
S2. Define ce and cr as the optimal points of (2.21) and (2.22), respectively. Fig. 2.3 shows |cTe De|
and |cTr De| with the maximum element scaled to one. Clearly, cTr De can be used to correctly
cluster the data. In addition, when D is low rank, the subspace constraint in (2.22) can filter out a
remarkable portion of the noise component.
Figure 2.3: The left plot shows the output of (2.21), while the right plot shows the output of iPursuit
when its search domain is restricted to the subspace spanned by the dominant singular vectors as
per (2.22).
When the data is noisy and the singular values of D decay rapidly, it may be hard to accurately
estimate r. If the dimension is incorrectly estimated, Q may contain some singular vectors cor-
responding to the noise component, wherefore the optimal point of (2.22) could end up near a
noise singular vector. In the sequel, we present two techniques to effectively avoid this undesirable
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scenario.
1. Using a data point as a constraint vector: A singular vector corresponding to the noise compo-
nent is nearly orthogonal to the entire data, i.e., has small projection on all the data points. Thus,
if the optimal vector is forced to have strong projection on a data point, it is unlikely to be close to
a noise singular vector. Thus, we modify (2.22) as
min
a
‖aTQTDe‖1 s.t. aTQTq = 1, and q = dek , (2.23)
where dek is the kth column of De. The modified constraint in (2.23) ensures that the optimal point
is not orthogonal to dek. If dek lies in the subspace Si, the optimal point of (2.23) will lie in the
innovation subspace corresponding to Si whp. To determine a good data point for the constraint
vector, we leverage the principle presented in section 2. Specifically, we use the data point closest
to the least dominant singular vector rather than the least dominant singular vector itself.
1. Sparse representation of the optimal point: When D is low rank, i.e., r  min(N1, N2), any
direction in the span of the data – including the optimal direction sought by iPursuit – can be
represented as a sparse combination of the data points. For such settings, we can rewrite (2.23) as
min
a,z
‖aTQTDe‖1 + γ‖z‖1
subject to a = QTDe z and aTQTdek = 1 ,
(2.24)
where γ is a regularization parameter. Forcing a sparse representation in (2.24) for the optimal
direction averts a solution that lies in close proximity with the small singular vectors, which are
normally obtained through linear combinations of a large number of data points. Using the data
points as constraint vectors effectively accords robustness to the imperfection in forming the basis
matrix Q. However, our investigations show that enforcing the sparse representation for the op-
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timal direction can enhance the performance in some cases. The table of Algorithm 1 details the
proposed method for noisy data along with used notation and definitions.
Algorithm 1 Innovation pursuit (iPursuit) for noisy data
Initialization Set nˆ and Nˆ as integers greater than 1, and set ci and co equal to positive real numbers less than 1.
While The number of identified subspaces is less than Nˆ or the number of columns of De is less than nˆ.
1. Obtaining the basis for the remaining Data: Construct Q as the orthonormal matrix formed by the dominant
singular vectors of De.
2. Choosing the vector q: Set q = the column of De closest to the last column of Q.
3. Solve (2.24) and define c∗ = Qa∗, where a∗ is the optimal point and define h1 =
∣∣DTe c∗∣∣
max(
∣∣DTe c∗∣∣) .
4. Finding a basis for the identified subspace: Construct the matrix G1 from the columns of De corresponding to
the elements of h1 greater than ci. Define matrix F1 as a orthonormal basis for the dominant left singular vectors of
G1.
5. Finding a basis for the rest of the data: Define the vector h2 whose entries are equal to the `2-norm of the
columns of (I−F1FT1 )De. Normalize h2 as h2 := h2/max(h2). Construct G2 as the columns of De corresponding
to the elements of h2 greater than co. Define F2 as an orthonormal basis for the columns of G2.
6. Find the data point belonging to the identified subspace: Assign dei to the identified subspace if ‖FT1 dei‖ ≥
‖FT2 dei‖.
7. Remove the data points belonging to the identified subspace: Update De by removing the columns correspond-
ing to the identified subspace.
End While
Remark 2.2. The proposed method can be made parameter-free if we can avoid thresholding in
Steps 4 and 5 of Algorithm 1. Indeed, in Step 4 we can construct G1 using the columns of De
corresponding to the κ largest elements of h1. κ has to be chosen large enough such that the
sampled columns span the identified subspace, and hence can be set if we have access to an upper
bound on the dimension of the subspaces, which is naturally available in many applications. For
example, in motion segmentation we know that ri ≤ 4. The matrix G2 can be constructed in a
similar way, i.e., without thresholding.
Minimizing error propagation
If κ (or ci) and the threshold co in Algorithm 1 are chosen appropriately, the algorithm exhibits
strong robustness in the presence of noise. Nonetheless, if the data is too noisy, an error incurred
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in one step of the algorithm may propagate and unfavorably affect the performance in subsequent
steps. In the following, we discuss the two main sources of error and present some techniques to
effectively neutralize their impact on subsequent iterations.
A.1 Some data points are erroneously included in G1 and G2: Suppose that Sm is the subspace to
be identified in a given step of the algorithm, i.e., the optimal point of (2.24) lies in the innovation
subspace corresponding to Sm. If the noise component is too strong, few data points from the
other subspaces may be erroneously included in G1. In this subsection, we present a technique
to remove these erroneous data points (In [45], we analyze the proposed technique as a robust
subspace recovery algorithm). Consider two columns g1 and g2 of G1, where g1 belongs to Sm and
g2 to one of the other subspaces, and define the inner products α1 := ‖gT1 G1‖ and α2 := ‖gT2 G1‖.
Since G1 contains many data points that are coherent with g1, α1 > α2 whp. Thus, by removing
a portion of the columns of G1 with small inner products, the columns belonging to the other
subspaces are likely to be removed. In addition, we obtain F1 from the principal directions of
G1 which mitigates the impact of noise and erroneous data points. The same technique can be
used to remove the wrong data points from G2. The table of Algorithm 2 presents the details of
using the proposed idea in the fourth step of Algorithm 1 to remove the erroneous data points from
G1. The complexity of this extra step is roughly O(N22 r). The proposed method is remarkably
faster than the state-of-the-art subspace clustering algorithms even with this additional step since
the complexity of solving the underlying optimization problem is linear in the number of data
points. In section 2, we compare the run time of the proposed method to that of the state-of-the-art
algorithms.
A.2 Some of the data points remain unidentified: Suppose Sm is to be identified in a given itera-
tion, yet not all the data points belonging to Sm are identified, i.e., some of these points remain
unidentified. In this case, an error may occur if one such point is used for the constraint vector q.
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Algorithm 2 Fourth step of Algorithm 1 with a technique for removing erroneous data points
Initialization Set β equal to an integer between 0 and 50.
4. Finding a basis for the identified subspace
4.1 Construct the matrix G1 from the columns of De corresponding to the elements of h1 that are greater than ci, or
using the columns of De corresponding to the κ largest elements of h1.
4.2 Define R = GT1 G1. Remove β percent of the columns of G1 corresponding to the columns of R with the smallest
`2-norms.
4.3 Define F1 as an orthonormal basis for G1.
However, such an error can be easily detected because if one such point is used as q, the vector
h1 would be too sparse since the optimal direction is orthogonal to all the data points expect a few
remaining points of Sm. As an example, consider the setting where D follows Data model 2.1
with N = 5, {ri}5i=1 = 5, {ni}4i=1 = 100 but n5 = 6, i.e., S5 contains only few data points. Fig.
2.4 shows the output of (2.23) with q = d1 and q = d401. The right plot shows a solution that is
too sparse. Accordingly, if the output of (2.23) is too sparse, we solve (2.23) again using a new
constraint vector.
Figure 2.4: The output of the proposed method with different choices of the constraint vector. In
the left and right plots, the first and the 401th column are used as a constraint vector, respectively.
The first column lies in a cluster with 100 data points and the 401th column lies in a cluster with 6
data points.
A.3 Error correction: The robustness of Spectral-Clustering based algorithms stems from the fact
that the Spectral-Clustering step considers the representation of each of the data points, thus few
errors in the similarity matrix do not significantly impact the overall performance of the algorithm.
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The proposed multi-step algorithm is of low complexity, however, if a data point is assigned to an
incorrect cluster in a given step, its assignment will not change in subsequent steps of the algorithm
that only consider the remaining data points. Thus, for scenarios where the data is highly noisy, we
propose a technique for final error correction to account for and correct wrong assignments of data
points to incorrect clusters. The table of Algorithm 3 presents the proposed technique, which is
applied to the clustered data after Algorithm 1 terminates to minimize the clustering error. It uses
the idea presented in Algorithm 2 to obtain a set of bases for the subspaces with respect to which
the clustering is subsequently updated. In fact, Algorithm 3 can be applied multiple times, each
time updating the clustering.
Using multiple constraint vectors
In each step of the proposed algorithm, we could solve (2.24) with multiple choices for q and pick
the one leading to the most favorable solution. For instance, we can find them nearest neighbors to
the least dominant singular vector among the data points, or find m data points that are most close
to the m least dominant singular vectors, and solve (2.23) with all the m choices of the constraint
vector. The question remains as of how to identify the best choice for q. Ideally, one would
favor the constraint vector that minimizes the clustering error. Note that each step of the proposed
algorithm is clustering the data points into two subspaces. When the clustering error increases,
the distance between the identified subspaces decreases. To clarify, consider D1 and D2 spanning
subspaces S1 and S2, respectively. A subspace clustering algorithm clusters the data matrix D =
[D1 D2] into D
′
1 and D
′
2. If the number of data points belonging to S2 in D′1 increases, the
identified subspace corresponding to S1 gets closer to S2. As such, we choose the constraint vector
which leads to the maximum distance between the identified subspaces. The distance between two
subspaces can be measured using their orthogonal bases. For instance, ‖VT1 V2‖2F can be used as a
distance measure between S1 and S2 [23,26], as it is inversely proportional to the distance between
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S1 and S2.
Algorithm 3 Final error correction
Define the matrices {Dˆi}Nˆi=1 as the clustered data.
Error Correction
1 For 1 ≤ i ≤ Nˆ
1.1 Define Ri = DˆTi Dˆi. Remove β percent of the columns of Dˆi corresponding to the columns of Ri with the
smallest `2-norms.
1.2 Obtain Vˆi as an orthonomal basis for the column space of Dˆi.
End For
2 Update the data clustering with respect to the obtained bases {Vˆi}Nˆi=1 (the matrices {Dˆi}Nˆi=1 are updated), i.e., a
data point d is assigned to the ith cluster if i = argmax
k
‖dT Vˆk‖2.
Innovation Pursuit with Spectral-Clustering
In this section, we first discuss the limitations of the proposed approach. Then, we show that
the proposed direction search method can be integrated with Spectral-Clustering to yield a new
Spectral-Clustering based subspace segmentation algorithm that does not have the limitations of
Algorithm 1.
Limitations of Algorithm 1
Figure 2.5: The data lies in a union of 4 random 5-dimensional subspaces. In the left plotN1 = 30.
In the right plot, N1 = 10. For both plots, the first column is used as a constraint vector.
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Innovation
The main requirement of Algorithm 1 is that no subspace should lie in the direct sum of the other
subspaces. In other words, the dimension of the innovation subspace corresponding to each sub-
space should be at least 1. Thus, the number of subspaces cannot be larger than the ambient
dimension. More specifically, suppose the data lies in a union of N d-dimensional subspaces and
that the dimension of the innovation subspace corresponding to each subspace is equal to g. In
this case, the dimension of the ambient space should be greater than or equal to d + g(N − 1).
As an example, assume the data points lie in a union of 4 random 5-dimensional subspaces, i.e.,
D = [D1 D2 D3 D4], each with 100 data points. Fig. 2.5 shows aTQTD with q = d1. In the
left and right plots N1 = 30 and N1 = 10, respectively. When N1 = 30, the dimension of the
innovation subspace corresponding to each subspace is equal to 5 whp. But, when N1 = 10, not
every subspace carries innovation relative to the other subspaces. In the left plot, the non-zero el-
ements correspond to only one subspace, and also the span of the data points corresponding to the
zero elements does not contain the span of those corresponding to the non-zero elements. Thus,
Algorithm 1 can successfully identify and isolate the first subspace. By contrast, both of these
conditions are violated in the scenario of the right plot.
Sub-clusters with innovation
According to the second condition of Lemma 1, the data points in a cluster should not lie in the
union of lower dimensional subspaces each with innovation w.r.t. to the other ones. For instance,
assume D1 = [D1 D2] and D1 = [D11 D12]. The data points in D11, D12, and D2 span three
independent 1-dimensional subspaces. In this case, Algorithm 1 will identify three subspaces since
the column space of D11 and the column space of D12 have innovation with respect to the other
subspaces. If it is sensible to cluster the data into three clusters, then the algorithm will yield
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correct clustering in that sense. However, if it only makes sense to cluster the data into exactly two
clusters, then the algorithm may not cluster the data correctly. For example, one possible output
would be {D11 , [D12 D2]}.
Integration with Spectral-Clustering
The optimization problem (2.23) finds a direction in the span of the data that has a strong projection
on the kth data point and small projection on the other data points. In practice, the data points within
a subspace are mutually coherent, wherefore the optimal point of (2.23) will have strong projection
on other data points in the subspace containing dek. For instance, even with the unwieldy scenario
of the right plot of Fig. 2.5, if we sample few data points corresponding to the elements with the
larger values, they all lie in the same subspace. In the next chapter, we show that the optimal
direction obtained via (2.23) can be used to identify a set of neighboring data points to dek. As
such, by solving the innovation search optimization problem (2.23) for each of the data points,
{dek}M2i=1, the optimal directions can be utilized to identify a neighborhood set for each point. This
is the basis for Direction search Subspace Clustering (DSC) – a new Spectral-Clustering based
method which is studied in the next chapter that uses iPursuit as its core procedure to build a
similarity matrix. DSC obtains all the optimal directions by solving one r ×M2 - dimensional (or
M2 ×M2 if (2.24) is used) optimization problem. Subsequently, the similarity matrix is formed to
which Spectral-Clustering is applied to cluster the data.
Numerical Simulations
In this section, we present some numerical experiments to study the performance of the proposed
subspace clustering algorithm (iPursuit) and compare its performance to existing approaches. First,
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we present some numerical simulations confirming the intuition gained through performance anal-
ysis. Then, we compare the run time and performance of Algorithm 1 with existing algorithms
to investigate the speed and capability of iPursuit in dealing with non-independent subspaces and
noisy data. Subsequently, we apply iPursuit to real data for motion segmentation. Finally, we
present a set of experiments with synthetic and real data (face images) to highlight how the inte-
gration of direction search with Spectral-Clustering in iPursuit-SC can overcome the limitations of
iPursuit discussed in Section 2. In the presented experiments, we consider subspaces with inter-
section. The data in all experiments (except for those with real data) is generated as follows. The
given data points lie in a union of N d-dimensional subspaces {Si}Ni=1. Define M as a random
y-dimensional subspace. We generate each subspace Si as Si =M⊕Ri , where Ri is a random
d − y dimensional subspace. Thus, the dimension of the intersection of the subspaces {Si}Ni=1 is
equal to y whp. In all simulations, iPursuit refers to Algorithm 1 with the error correction tech-
niques presented in Algorithm 2 and Algorithm 3. With noisy data, we solve (2.23) with the 2
data points closest to the least singular vector to choose a final vector q, whereas with motion
segmentation data we use 5 neighboring data points. In all experiments using synthetic data expect
the one in Section 2, the data points are distributed uniformly at random within the subspaces, i.e.,
a data point lying in an ri-dimensional subspace Si is generated as Vig, where the elements of
g ∈ Rri are sampled independently from a standard normal distribution N (0, 1). All simulations
were performed on a desktop PC with an Intel 3.4 GHz Core i7 processor and 8 GB RAM.
The importance of the coherency parameter
In this simulation, it is shown that the performance of iPursuit is improved when q is coherent
with the innovation subspace. It is assumed that the data lies in two subspaces and N1 = 50. The
dimension of the subspaces is equal to 15 and the dimension of their intersection varies between 0
to 14. Each subspace has 100 data points (total of 200 data points). The left plot of Fig. 2.6 shows
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the phase transition in the plane of cr (the coherency of q with the innovation subspace) defined as
cr =
‖qTP2‖
‖qTV1‖ and y, where y is the dimension of the intersection of the subspaces. (IP) is used for
subspace identification and define Vˆ1 and Vˆ2 as orthonormal bases for the identified subspaces. A
trial is considered successful if
‖(I−V1VT1 )Vˆ1‖F + ‖(I−V2VT2 )Vˆ2‖F ≤ 10−3 . (2.25)
As shown, the performance improves as cr increases. The left plot of Fig. 2.6 shows that when cr
is large enough, iPursuit yields exact segmentation even when y = 14. This simulation confirms
our analysis regarding the importance of the coherency parameter.
Figure 2.6: Left: Phase transition for various coherency parameters and dimension of the in-
tersection. White designates exact subspace identification. Right: The performance of iPursuit
(probability of exact segmentation) versus the dimension of the intersection.
Choosing the vector q
Next, it is shown that choosing the vector q using the technique proposed in Section 2 can substan-
tially improve the performance of the algorithm. In this experiment, the data points are assumed
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to lie in two 20-dimensional subspaces S1 and S2 and N1 = 50. The right plot of Fig. 2.6 shows
the probability of correct subspace identification versus the dimension of the intersection. Each
point in the plot is obtained by averaging over 100 independent runs and (IP) is used for subspace
segmentation. Again, a trial is considered successful if (2.25) is satisfied. It is clear that when q is
equal to the least dominant singular vector of the data, the algorithm performs substantially better,
i.e., the algorithm is more robust to the intersection between the subspaces. This is because the
least dominant singular vector is coherent with the innovation subspace when the subspaces are
close to each other.
The ratio n1
n2
In Lemma 2.3, it was shown that the optimal point of (2.3) is more likely to lie in the innovation
subspace I (S2 ⊥ S1) if the ratio n1n2 increases. In this section, we confirm this analysis numerically.
According to the presented analysis and the numerical simulations in Sections 2, 2 and 2, the
algorithm performs very well even when n1 = n2. However, to observe the effect of this ratio, we
consider a particularly hard subspace clustering scenario with significant intersection between the
subspaces. Specifically, we assume that the given data points lie in two 40-dimensional subspaces
(S1 and S2), the dimension of the intersection is equal to 39 and N1 = 200.
The left plot of Fig. 2.7 shows the phase transition of iPursuit in the plane of n1 and n2 and (IP)
is used for subspace identification. For each (n1, n2), we generate 10 random realizations of the
problem. A trial is considered successful if (2.25) is satisfied. Clearly, iPursuit achieves better
performance away from the diagonal, i.e., when the ratio n1
n2
is away from 1. When n1
n2
is smaller
than one, it is more likely that
inf
c∈I(S1⊥S2)
cT q=1
‖cTD1‖1 < inf
c∈I(S2⊥S1)
cT q=1
‖cTD2‖1. (2.26)
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Thus, according to Lemma 2.3, if n2
n1
increases, the optimal point of (2.3) is likely to lie in
I (S1 ⊥ S2), and the algorithm yields correct segmentation.
Figure 2.7: Left: Phase transition for different values of n1 and n2, the number of data points in the
first and second subspaces. White designates exact subspace identification. Right: The clustering
error of iPursuit, SSC and LRR versus the dimension of the intersection.
Run time comparison
Solving the proposed direction search optimization problem has low computation complexity. This
feature makes the proposed iterative method notably faster than the state-of-the-art clustering algo-
rithms. In this section, we study the run time of the proposed method, SSC [14], SSC-OMP [19],
LRR [22], TSC [21], and K-flats [4]. For SSC and LRR, we use the ADMM solvers provided by
the authors, and for TSC we use the code provided by the author. For SSC-OMP, the number of
neighborhing data points found by the OMP function is set equal to min(r/N, 50) and for TSC,
the value for the number of parameters is set equal to min(2r/N, 50). In this simulation, since
the generated subspaces are independent, all methods except for the K-flats algorithm yield exact
subspace clustering for all the scenarios.
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Table 2.1: Run time of different algorithms (N1 = 50, N = 3, {ri}3i=1 = 10, {ni}3i=1 = N2/3)
N2 SSC LRR iPursuit SSC-OMP TSC K-flats
300 1.1 s 0.9 s 0.14 s 1.6 s 0.8 s 0.1 s
3000 209 s 26 s 0.35 s 56 s 18.5 s 0.2 s
15000 > 2 h 2800 s 2.78 s 5340 s 4100 s 1.3 s
30000 > 2 h > 2 h 10.6 s > 2 h > 2 h 2.5 s
Table 2.1: This table compares the run time of the algorithms for a different number of data
points. The data points lie in a union of three 10-dimensional subspaces and {ni}3i=1 = N2/3.
The proposed approach exhibits notable speedup over Spectral-Clustering based methods. The
complexity of the K-flats algorithm is roughly O((maxi ri) rN2) and its speed is comparable to
iPursuit, albeit its performance is sensitive to its random initialization. Also, K-flats requires prior
knowledge of the dimensions and number of subspaces, and its performance degrades when the
subspaces are close.
Table 2.2: This table studies the run time versus the number of subspaces. The data lies in a union
of N 100
N
-dimensional subspaces, N1 = 110, and N2 = 5000. As shown, the run time of iPursuit
increases linearly with the number of subspaces. The run time of LRR, SSC, and TSC does not
exhibit strong dependence on the number of subspaces. In our simulation, the run time of SSC-
OMP is a decreasing function of N since ri = r/N . Thus, the dimension of the subspaces is larger
for smaller N and the OMP function needs to find more data points for the neighborhood of each
data point.
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Table 2.2: Run time of the different algorithms (r = 100, N1 = 110, N2 = 5000, {ri}Ni=1 = 100/N ,
{ni}Ni=1 = N2/N )
N SSC LRR iPursuit SSC-OMP TSC K-flats
2 756 s 120 s 0.81 s 352 s 55 s 0.26 s
5 769 s 126 s 1.41 s 203 s 52 s 0.45 s
10 754 s 136 s 2.36 s 164 s 58 s 0.71 s
25 764 s 125 s 5.51 s 167 s 60 s 5.21 s
Clustering data in union of multiple subspaces
Now we consider a setting where the data points lie in a union of 15 30-dimensional subspaces
{Si}15i=1 and N1 = 500. There are 90 data points in each subspace and the distribution of the data
in the subspaces is uniformly random. In this experiment, we compare the performance of iPursuit
to the state-of-the-art SSC [14] and LRR [22] algorithms. The number of replicates used in the
Spectral-Clustering for SSC and LRR is equal to 20. Define the clustering error (CE) as the ratio of
misclassified points to the total number of data points. The right plot of Fig. 2.7 shows CE versus
the dimension of the intersection. The dimension of intersection varies between 1 to 29. Thus, the
rank of the data ranges from 436 to 44. Each point in the plot is obtained by averaging over 40
independent runs. iPursuit is shown to yield the best performance. The proposed algorithm finds
the subspaces consecutively, thus all the subspaces are identified in 14 steps.
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Noisy data
In this section, we study the performance of iPursuit, SSC, LRR, SCC [25], TSC and SSC-OMP
with different noise levels, and varying dimensions of the intersection between the subspaces,
which gives rise to both low rank and high rank data matrices. It is assumed that D follows Data
model 2.1 with N1 = 100, N2 = 500, N = 6 and {ri}6i=1 = 15. The dimension of the intersection
between the subspaces varies from 0 to 14. Thus, the rank of D ranges from 20 to 90. The Noisy
data follows (2.20) and the elements of E are sampled independently from a zero mean Gaussian
distribution. Fig. 2.8 shows the performance of the different algorithms versus the dimension of
the intersection for τ = ‖E‖F‖D‖F equal to 1/20, 1/10, 1/5 and 1/2. One can observe that even with
τ = 1/5, iPursuit significantly outperforms the other algorithms. In addition, when the data is very
noisy, i.e., τ = 1/2, it yields better performance when the dimension of the intersection is large.
SSC, LRR, and SSC-OMP yield a better performance for lower dimension of intersection. This
is explained by the fact that the rank of the data is high when the dimension of the intersection
is low, and the subspace projection operation QTDe may not always filter out the additive noise
effectively.
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Figure 2.8: Performance of the algorithms versus the dimension of intersection for different noise
levels.
Table 2.3: Clustering error of innovation pursuit with coherent data
ω 10 2 0.5 0.25
Clustering error (%) 0.32 0.34 0.02 12
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Coherent data points
Theorem 2.2 and Theorem 2.4 established sufficient conditions for iPursuit to yield exact clustering
under uniform data distribution in worst case scenarios. In this section, we provide examples with
coherent data indicating that these conditions are by no means necessary. Similar to the experiment
in Section 2, the data points lie in a union of 6 15-dimensional subspaces. The dimension of the
intersection between the subspaces is equal to 13 and τ = 1/5. However, unlike the experiment
in Section 2, here the data points are not distributed uniformly at random within the subspaces.
A data point in the ith subspace is generated as Vig where g = ai + ωgˆ. The vector ai is a
fixed unit vector and gˆ is sampled uniformly at random from the unit `2-norm sphere. Thus, the
data points in the ith subspace are concentrated around ai with the coefficient ω determining how
concentrated they are – a smaller ω implies the data points are more mutually coherent. Table 2.3
provides the clustering error for different values of ω. As shown, decreasing ω (increasing the
coherency between the data points) can even result in improved performance. The reason is two-
fold: as the data points become more coherent, the elements of h1 corresponding to the subspace
in which the constraint vector lies increases, and also the performance of the error correction
technique presented in Algorithm 2 improves. However, this trend does not continue as the data
points become more highly concentrated around a given direction (at ω = 0.25, the clustering error
increases to 12%). In this case, the algorithm cannot obtain an accurate basis for the subspaces due
to the rapid decay of the singular values (as the data is highly coherent), the fact that the data is
noisy and that the dimension of the intersection is fairly large.
Real data
In this section, we apply iPursuit to the problem of motion segmentation using the Hopkins155 [46]
dataset, which contains video sequences of 2 or 3 motions. The data is generated by extracting and
48
tracking a set of feature points through the frames [46]. Most of the videos are checkerboard
and traffic videos. In motion segmentation, each motion corresponds to one subspace. Thus, the
problem here is to cluster data lying in two or three subspaces. Table 2.4 shows CE (in percentage)
for iPursuit, SSC, LRR, TSC, SSC-OMP and K-flats. We use the results reported in [4,14,21,26].
For SSC-OMP and TSC, the number of parameters for motion segmentation are equal to 8 and 10,
respectively. One can observe that iPursuit yields competitive results comparable to SSC, SCC,
and LRR and outperforms TSC, SSC-OMP and K-flats.
Table 2.4: CE (%) of algorithms on Hopkins155 dataset (Mean - Median).
N SSC LRR iPursuit TSC K-flats SCC
2 1.52 - 0 2.13 - 0 3.33 - 0.27 18.44 - 16.92 13.62 - 10.65 2.06 - 0
3 4.40 - 1.56 4.03 - 1.43 6.91 - 2.44 28.58 - 29.67 14.07 - 14.18 6.37 - 0.21
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CHAPTER 3: A DIRECTION SEARCH AND Spectral-Clustering BASED
APPROACH TO SUBSPACE CLUSTERING
This chapter 1 presents a new Spectral-Clustering-based approach to the subspace clustering prob-
lem in which the data lies in the union of an unknown number of unknown linear subspaces.
Underpinning the proposed method is a convex program for optimal direction search, which for
each data point d, finds an optimal direction in the span of the data that has minimum projection
on the other data points and non-vanishing projection on d. The obtained directions are subse-
quently leveraged to identify a neighborhood set for each data point. The utilized direction search
optimization problem is in fact the innovation search optimization problem presented in Chapter
2. Alternating Direction Method of Multipliers (ADMM) framework is provided to efficiently
solve for the optimal directions. The proposed method is shown to often outperform the existing
subspace clustering methods, particularly for unwieldy scenarios involving high levels of noise
and close subspaces, and yields the state-of-the-art results for the problem of face clustering using
subspace segmentation.
Introduction
In Chapter 2, the subspace clustering problem was reviewed and we presented the Innovation
Pursuit approach as a new geometrical solution to this problem. In this chapter, it is shown that
the proposed innovation search optimization problem can be leveraged to design a new Spectral-
Clustering-based algorithm. This chapter presents a new Spectral-Clustering-based subspace seg-
mentation method dubbed Direction search based Subspace Clustering (DSC). Underlying our ap-
1The material presented in this chapter were partially published in the IEEE Transactions on Signal Processing and
the International Conference of Machine Learning.
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proach is a direction search program, the innovation search optimization problem, that associates
an optimal direction with each data point. For each data point, the algorithm finds an optimal di-
rection in the column space of the data matrix that has minimum projection on the rest of the data
and non-vanishing projection on that data point. An optimization framework is presented to find
all the directions by solving one convex problem. Subsequently, the similarity matrix is formed
using the obtained directions. The presented numerical experiments demonstrate that DSC often
outperforms existing Spectral-Clustering-based methods, and remarkably improves over the state-
of-the-art result for the problem of face clustering using subspace segmentation. In addition, an
iterative method to efficiently solve the proposed direction search optimization is provided.
Data model
In this chapter, the data is assumed to follow the subspace clustering structure expressed in the
following data model.
Data Model 3.1. The data matrix D ∈ RM1×M2 can be represented as D = [D1 ...DN ]T, where
T is an arbitrary permutation matrix. The columns of Di ∈ RM1×ni lie in Si, where Si is an
ri-dimensional linear subspace, for 1 ≤ i ≤ N , and,
∑N
i=1 ni =M2.
We define Q ∈ RM1×r as an orthonormal basis for col(D), where r is the rank of D. If the
data is noisy, the matrix Q is formed using the dominant left singular vectors of D. In addition,
X ∈ Rr×M2 is defined as X = QTD.
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Direction Search based Clustering
The proposed approach consists of M2 identical optimization problems, one per data point. The
optimization problem
min
a
‖aTX‖p s.t. aTxi = 1 , (3.1)
corresponding to di, searches for a direction in the span of the data with non-zero projection on
di and minimum projection on the rest of data, where ‖ · ‖p is the `p-norm. We use p = 1 or
p = 2. The linear constraint enforces the optimal point of (3.1) to have strong coherence with xi.
In practice, the data points within a subspace are mutually coherent, wherefore the optimal point
of (3.1) will have large projection on other data points in the subspace containing xi. Accordingly,
if we sample few of the columns of X corresponding to the elements of |aTX| with largest values,
they will all lie in the subspace containing xi. Thus, we exploit the obtained directions to construct
a neighborhood set for each data point in order to construct a similarity matrix, hence the name
Direction search Subspace Clustering (DSC). Algorithm 4 describes the proposed DSC method.
The first step finds all the directions in one shot via solving a r×M2 convex optimization problem.
The similarity matrix is formed in the second step, then in the final step the Spectral-Clustering
algorithm is applied to the similarity matrix. For more information about Steps 2.2 and 3, the
reader is referred to [4, 18].
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Figure 3.1: Measures of similarity |aTX| and |xT1 X| adopted by DSC and TSC to identify a neigh-
borhood set for the first data point. First row M1 = 40 and y = 0, second row M1 = 40 and y = 5,
third row M1 = 20 and y = 5.
Algorithm 4 Direction search based Subspace Clustering (DSC)
Initialization: Set g equal to the cardinality of a neighborhood set. Set W ∈ RM2×M2 equal to a zero matrix and set
p equal to 1 or 2.
Normalize the `2-norm of the columns of D (i.e., set di equal to di/‖di‖2). Form matrix X = QTD.
1. Define A∗ as the optimal points of
min
A
‖XTA‖1,p subject to diag(ATX) = 1 , (3.2)
where 1 ∈ RM2×1 is the vector of all ones.
2. For i = 1 to M2
2.1 Set I equal to the index set of the largest g elements of |a∗iX|.
2.2 wiI = exp(−2∗ acos(xTi XI)), where acos and exp are the element-wise inverse cosine and exponential functions,
respectively, XI the columns of X indexed by I, wi the ith row of W, and wiI the elements of wi indexed by I.
2. End For
3. Apply Spectral-Clustering to the matrix W + WT .
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Sparse regularization: If the data matrix is low rank, each vector in col(Q) can be represented as
a sparse combination of the columns of D. For such setting, we can rewrite (3.2) as
min
A,Z
‖ATX‖1,p + γ‖Z‖1
subject to A = X Z , diag
(
ATX
)
= 1 ,
(3.3)
where Z ∈ RM2×M2 . The sparse representation can further enhance the robustness of the proposed
approach to noise. The singular vectors corresponding to the noise component do not admit sparse
representations in the data – that is, are normally obtained through linear combinations of a large
number of data points. Thus, enforcing a sparse representation for the optimal direction averts a
solution for
min
a,z
‖aTX‖p + γ‖z‖1
subject to a = X z, aTxi = 1 ,
(3.4)
that lies in close proximity with the noise singular vectors.
Connection and contrast to TSC and iPursuit
We point out some similarities and fundamental differences between DSC and some of the more
related approaches. DSC and TSC bear some resemblance from a structural standpoint, yet are
conceptually very different concerning how data similarity is viewed and measured, and thus how
neighborhoods are constructed. Specifically, underlying DSC is the convex program (3.2) whereby
optimal directions are obtained in Step 1 to be used in Step 2.1 of Algorithm 4 to construct the
similarity matrix. This is fundamentally different from the thresholding-based subspace clustering
(TSC) algorithm [21], which uses the data points themselves as directions. Thus, in TSC the equiv-
alent of set I is formed from the indices of the largest elements of |dTi D|. Hence, the performance
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of TSC greatly declines when the subspaces are in close proximity.
As an example, suppose the columns of D = [D1 D2 D3 D4] lie in the union of 4 10-dimensional
subspaces {Si}4i=1, each with a 100 data points, where Si =M⊕Ri.M is a random y-dimensional
subspace, and {Ri}4i=1 are random (10 − y)-dimensional subspaces. Thus, the dimension of the
intersections between the subspaces is equal to y with high probability. We solve (3.1) with i = 1.
The first two columns of Fig. 3.1 illustrate the values of |aTX| for p = 1 and p = 2 adopted
by DSC as a measure of similarity to build the neighborhood set of the first data point, and the
last column displays the values of |xT1 X| adopted by TSC. In the first row M1 = 40 and y = 0,
corresponding to independent subspaces that do not intersect. For, the second row y = 5 (i.e.,
closer subspaces) and in the last row M1 = 20 and y = 5. As desired, the largest values of |aTX|
used to form the set I in Step 2.1 consistently correspond to the first subspace. When y = 0, the
subspaces are not very close to each other and TSC can build a correct neighborhood for d1 since
the data columns corresponding to the largest elements of |xT1 X| all lie in the same subspace S1.
However, in the second and third row where y = 5, TSC cannot form a proper neighborhood as no
useful information is retained in |xT1 X|. Despite the close proximity of the subspaces, (3.1) finds a
direction in the data span that is strongly coherent with the first subspace and has small projection
on the other subspaces. This feature notably empowers DSC to distinguish the data clusters.
In chapter 2, we developed an iterative subspace clustering approach termed iPursuit (short for
Innovation Pursuit). Akin to DSC, iPursuit leverages some direction search module for subspace
identification, albeit the approach is very different. In Chapter 2, it was shown that if S1 * ⊕Ni=2Si,
and some vector q ∈ RM1 is sufficiently close to the innovation subspace corresponding to S1,
then the optimal point of
min
a
‖aTX‖1 s.t. aTq = 1 , (3.5)
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lies in the innovation subspace corresponding to S1. Therefore, iPursuit exploits this result, com-
bined with the fact that the innovation subspace corresponding to S1 is orthogonal to⊕Ni=2Si, to di-
rectly separate out the different subspaces successively. In contrast, DSC is a Spectral-Clustering-
based approach which uses the outcome of direction search to build a similarity matrix. The main
restriction of iPursuit is that it requires all the subspaces to carry innovation with respect to the
other subspaces. In other words, iPursuit requires that no subspace lies in the direct sum of the
other subspaces. DSC does not have such restrictions. For illustration, the first row of Fig. 3.1
indeed shows the orthogonality of the optimal direction to ⊕4i=2Si when M1 = 40. However,
when M1 = 20 in the last row of Fig. 3.1, the requirement of iPursuit is violated and iPursuit
cannot yield correct clustering. On the other hand, DSC samples few columns corresponding to
the largest elements of |aTX| which all lie in the first cluster. Therefore, DSC can form a proper
neighborhood set even if the subspaces do not have relative innovations.
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Figure 3.2: Performance of the algorithms versus the dimension of intersection for different noise
levels.
Solving the proposed optimization problem
In this section, we use an Alternating Direction Method of Multipliers (ADMM) [44] to develop
an efficient algorithm for solving (3.3) which is a generalized form of (3.2). The optimization
problem (3.3) is equivalent to
min
A,Z
‖T‖1,p + γ‖Z‖1
subject to A = X U , U = Z , T = XTA, and diag
(
ATX
)
= 1 .
(3.6)
57
The Lagrangian function of (3.6) can be written as
L(T,A,U,Z) = ‖T‖1,p + γ‖Z‖1 + µ
2
‖A−XU‖2F +
µ
2
(
diag
(
ATX
)− 1)2
2
+
µ
2
‖T−XTA‖2F +
µ
2
‖Z−U‖2F + tr
(
YT1 (A−XU)
)
+ tr
(
yT2
(
diag
(
ATX
)− 1))
+ tr
(
YT3 (T−XTA)
)
+ tr
(
YT4 (Z−U)
)
.
(3.7)
The ADMM approach is an iterative procedure. Define (Ak,Uk,Zk,Tk) as the optimization
variables and
(
Yk1 ,y
k
2 ,Y
k
3 ,Y
k
4
)
as the Lagrange multipliers at the kth iteration. Define G1 =
µ−1(I + 2XXT )−1, G2 = µ−1(I + XTX)−1, and define the element-wise function T(c) as
T(c) = sgn(c)max(|c|−, 0). In addition, define a column-wise thresholding operator H = C(C)
as: set hi equal to zero if ‖ci‖2 ≤ , otherwise set hi = ci −  ci/‖ci‖2. Each iteration consists of
the following steps:
Ak+1 = G1
(
µXUk + µX + µXTk −Yk1 −X
(
diag(yk2)
)
+ XYk3
)
if p = 1 : Tk+1 = Tµ−1(XTAk+1 − µ−1Yk3)
if p = 2 : Tk+1 = Cµ−1(XTAk+1 − µ−1Yk3)
Zk+1 = Tµ−1γ(Uk − µ−1Yk4)
Uk+1 = G2
(
µXTAk+1 + µZk+1 + X
TYk1 + Y
k
4
)
Y1k+1 = Yk1 + µ(Ak+1 −XUk+1)
yk+12 = y
k
2 + µ
(
diag
(
ATk+1X
)− 1)
Yk+13 = Y
k
3 + µ(Tk+1 −XTAk+1)
Yk+14 = Y
k
4 + µ(Zk+1 −Uk+1) .
(3.8)
These steps are repeated until the algorithm converges or the number of iterations exceeds a pre-
defined threshold.
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The complexity of the initialization step (obtaining matrices G1 and G2) is roughly O(M22 r).
The order of the complexity of each iteration is also O(rM22 ). Thus, the overall complexity is
O(TM22 r + M2M1r) where T is the number of iterations and the second term corresponds to
calculating X.
Numerical Simulations
In this section, we study the performance of DSC with both synthetic and real data. In the exper-
iments with synthetic data, the data lies in a union of subspaces {Si}Ni=1 where Si = M⊕Ri .
The subspace M is a random y-dimensional subspace and {Si}Ni=1 are random d-dimensional
subspaces. Hence, the dimension of the intersection between the subspaces is equal to y. The
data points are distributed uniformly at random within the subspaces, i.e., a data point lying in
an ri-dimensional subspace Si is generated as Vig, where the elements of g ∈ Rri are sampled
independently from a standard normal distribution N (0, 1) and Vi is an orthonormal basis for Si.
If M′2 is the number of misclassified data points, the clustering error is defined as 100× M
′
2
M2
. DSC
is compared against SSC [14], LRR [22], TSC [21], SSC-OMP [19], and SCC [25]. In the simu-
lations with synthetic data, the performance of DSC with p = 1 and p = 2 are similar. However,
in the face clustering example, DSC yields better perfromance with p = 2. Thus, we report all the
results with p = 2. In all experiments, µ = 3.3 and γ = 0.01.
Noisy data
In this section, we study the performance of DSC with noisy data. The data points lie in a union
of 20 10-dimensional linear subspaces and M1 = 40. There are 100 data points in each cluster.
The noisy data matrix De ∈ R40×2000 is obtained as De = D + αE, where D follows Data model
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3.1, the elements of E are sampled fromN (0, 1), and α determines the relative power of the noise
component. Fig. 3.2 shows the performance of the different algorithms versus the dimension of
intersection for τ := ‖αE‖F‖D‖F equal to 0, 1/10, 1/5 and 1/3. As shown the proposed approach
notably outperforms the other Spectral-Clustering-based algorithms in all four scenarios.
Figure 3.3: Performance with different number of data clusters. Left: the dimension of intersection
y = 0, Right: y = 4.
Clustering error versus N
Here, we investigate the performance of the algorithms when there is a large number of clusters.
The data follows Data model 3.1, the dimension of each subspace is equal to 6, and M1 = 20.
There are 60 data points in each cluster. Fig. 3.3 shows the clustering error versus the number of
subspaces. In the left plot y = 0 and all algorithms expect for LRR yield accurate clustering. In
the right plot y = 4, in which case the clustering error of all algorithms except for DSC notably
increases with the number of subspaces.
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Face clustering
Face clustering is a challenging and practical application of subspace clustering [14]. We use the
Extended Yale B dataset, which contains 64 images for each of 38 individuals in frontal view and
different illumination conditions [47]. The faces corresponding to each subject can be approxi-
mated with a low-dimensional subspace. Thus, a data set containing face images from multiple
subjects can be modeled as a union of subspaces. We apply DSC to face clustering and present
results for a different number of clusters in Table 3.1. The performance is also compared with SSC,
SCC, and TSC. Heretofore, SSC yielded the best known result for this problem. For each number
of clusters shown (except 38), we ran the algorithms over 50 different random combinations of
subjects from the 38 clusters. To expedite the runtime, we project the data on the span of the first
500 left singular vectors, which does not affect the performance of the algorithms (expect SSC).
For SSC, we report the results without projection (SSC) and with projection (SSC-P). As shown,
DSC yields accurate clustering and notably outperforms the performance achieved by SSC.
Table 3.1: Clustering error (%) of different algorithms on the Extended Yale B dataset.
# of
subjects DSC SSC SSC-P SCC TSC
5 2.56 4.24 29.04 62.62 25.62
10 4.88 9.53 32.76 74.13 40.46
15 4.71 15.66 34.21 77.02 44.79
20 6.45 19.95 33.67 78.50 45.30
25 8.53 24.76 50.19 79.37 46.46
38 8.84 27.47 50.37 88.86 47.12
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CHAPTER 4: COHERENCE PURSUIT: FAST, SIMPLE, AND ROBUST
PRINCIPAL COMPONENT ANALYSIS
This chapter 1 presents a remarkably simple, yet powerful, algorithm termed Coherence Pursuit
(CoP) to robust Principal Component Analysis (PCA). As inliers lie in a low-dimensional subspace
and are mostly correlated, an inlier is likely to have strong mutual coherence with a large number
of data points. By contrast, outliers either do not admit low dimensional structures or form small
clusters. In either case, an outlier is unlikely to bear strong resemblance to a large number of data
points. Given that, CoP sets an outlier apart from an inlier by comparing their coherence with
the rest of the data points. The mutual coherences are computed by forming the Gram matrix
of the normalized data points. Subsequently, the sought subspace is recovered from the span of
the subset of the data points that exhibit strong coherence with the rest of the data. As CoP only
involves one simple matrix multiplication, it is significantly faster than the state-of-the-art robust
PCA algorithms. We derive analytical performance guarantees for CoP under different models
for the distributions of inliers and outliers in both noise-free and noisy settings. CoP is the first
robust PCA algorithm that is simultaneously non-iterative, provably robust to both unstructured
and structured outliers, and can tolerate a large number of unstructured outliers.
Introduction
Standard tools such as Principal Component Analysis (PCA) have been instrumental in reducing
dimensionality by finding linear projections of high-dimensional data along the directions where
the data is most spread out to minimize information loss. These techniques are widely applicable in
1The material presented in this chapter were partially published in the IEEE Transactions on Signal Processing and
the International Conference of Machine Learning.
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a broad range of data analysis problems, including problems in computer vision, image processing,
machine learning and bioinformatics [48–53].
Given a data matrix D ∈ RN1×N2 , PCA finds an r-dimensional subspace by solving
min
Uˆ
‖D− UˆUˆTD‖F subject to UˆT Uˆ = I, (4.1)
where Uˆ ∈ RN1×r is an orthonormal basis for the r-dimensional subspace, I denotes the identity
matrix and ‖.‖F the Frobenius norm. Despite its notable impact on exploratory data analysis and
multivariate analyses, PCA is notoriously sensitive to outliers that prevail much of the real world
data since the solution to (4.1) can arbitrarily deviate from the true subspace in presence of a small
number of outlying data points that do not conform with the low-dimensional model [54–64].
As a result, much research work was devoted to investigate PCA algorithms that are robust to
outliers. The corrupted data can be expressed as
D = L + C , (4.2)
where L is a low rank matrix whose columns span a low-dimensional subspace, and the matrix
C models the data corruption, and is referred to as the outlier matrix. Two main models for the
outlier matrix were considered in the literature – these two models are mostly incomparable in
theory, practice and analysis techniques. The first corruption model is the element-wise model
in which C is a sparse matrix with arbitrary support, whose entries can have arbitrarily large
magnitudes [65–71]. In view of the arbitrary support of C, any of the columns of L may be
affected by the non-zero elements of C. We do not consider this model in this chapter. The second
model, which is the focus of our this chapter, is a column-wise model wherein only a fraction of
the columns of C are non-zero, wherefore a portion of the columns of L (the so-called inliers)
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remain unaffected by C [3, 39, 72–74].
The inlier-outlier structure
We formally describe the data model adopted in this chapter, which only focuses on the column-
wise outlier model.
Data Model 4.1. The given data matrix D satisfies the following.
1. The matrix D can be expressed as
D = L + C = [A B] T , (4.3)
where A ∈ RN1×ni , B ∈ RN1×no , and T is an arbitrary permutation matrix.
2. The columns of A lie in an r-dimensional subspace U = col(L), the column space of L. The
columns of B do not lie entirely in U , i.e., the ni columns of A are the inliers and the no columns
of B are the outliers.
We consider two types of column-wise outliers. The first type consists of data points which do not
follow a low-dimensional structure. In addition, a small number of these points are not linearly
dependent. We refer to this type as ‘unstructured outliers’. Unstructured outliers are typically
modeled as data points scattered uniformly at random in the ambient space [21, 23, 75]. Such out-
liers are generally distinguishable even if they dominate the data [21, 23]. A conceivable scenario
for unstructured outliers is when a set of the data points are intolerably noisy or highly corrupted.
The second type, which we refer to as ‘structured outliers’, concerns data points which are linearly
dependent or form a cluster. In other words, structured outliers exist in small numbers relative to
the size of the data but form some low-dimensional structure different from that of most of the
data points. Structured outliers are often associated with rare patterns or events of interest, such as
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important regions in an image [76], malignant tissues [77], or web attacks [78].
The column-wise model for robust PCA has direct bearing on a host of applications in signal pro-
cessing and machine learning, which spurred enormous progress in dealing with subspace recovery
in the presence of outliers. This research work is motivated by some of the limitations of existing
techniques, which we further detail in Section 4 on related work. The vast majority of existing
approaches to robust PCA have high computational complexity, which makes them unsuitable in
high-dimensional settings. For instance, many of the existing iterative techniques incur a long
run time as they require a large number of iterations, each with a Singular Value Decomposition
(SVD) operation. Also, most iterative solvers have no provable guarantees for exact subspace
recovery. Moreover, some of the existing methods rest upon restrictive definitions of outliers. For
instance, [21, 23, 75] can only detect unstructured randomly distributed outliers and [3] requires
C to be column sparse. In this chapter, we present a new provable non-iterative robust PCA al-
gorithm, dubbed Coherence Pursuit (CoP), which involves one simple matrix multiplication, and
thereby achieves remarkable speedups over the state-of-the-art algorithms. CoP does not presume
a restrictive model for outliers and provably detects both structured and unstructured outliers. In
addition, it can tolerate a large number of unstructured outliers – even if the ratio of inliers to
outliers ni
no
approaches zero.
Related Work
Some of the earliest approaches to robust PCA relied on robust estimation of the data covariance
matrix, such as S-estimators, the minimum covariance determinant, the minimum volume ellipsoid,
and the Stahel-Donoho estimator [79]. This is a class of iterative approaches that compute a full
SVD or eigenvalue decomposition in each iteration and generally have no explicit performance
guarantees. The performance of these approaches greatly degrades when ni
no
≤ 0.5.
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To enhance robustness to outliers, another approach is to replace the Frobenius norm in (4.1) with
other norms [80]. For example, [81] uses an `1-norm relaxation commonly used for sparse vector
estimation, yielding robustness to outliers [69, 82, 83]. However, the approach presented in [81]
has no provable guarantees and requires C to be column sparse, i.e., a very small portion of the
columns of C can be non-zero. The work in [84] replaces the `1-norm in [81] with the `1,2-
norm. While the algorithm in [84] can handle a large number of outliers, the complexity of each
iteration is O(N2N12) and its iterative solver has no performance guarantees. Recently, the idea
of using a robust norm was revisited in [40, 85]. Therein, the non-convex constraint set is relaxed
to a larger convex set and exact subspace recovery is guaranteed under certain conditions. The
algorithm presented in [85] obtains col(L) and [40] finds its complement. However, the iterative
solver of [85] computes a full SVD of an N1 × N1 weighted covariance matrix in each iteration.
Thus, the overall complexity of the solver of [85] is roughlyO(N13 +N2N12) per iteration, where
the second term is the complexity of computing the weighted covariance matrix. Similarly, the
solver of [40] has O(N2N12 + N13) complexity per iteration. In [75], the complement of the
column space of L is recovered via a series of linear optimization problems, each obtaining one
direction in the complement space. This method is sensitive to structured outliers, particularly
linearly dependent outliers, and requires the columns of L not to exhibit a clustering structure,
which prevails much of the real world data. Also, the approach presented in [75] requires solving
N1−r linear optimization problems consecutively resulting in high computational complexity and
long run time for high-dimensional data.
Robust PCA using convex rank minimization was first analyzed in [68, 69] for the element-wise
corruption model. In [3], the algorithm analyzed in [68, 69] was extended to the column-wise
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corruption model where it was shown that the optimal point of
min
Lˆ,Cˆ
‖Lˆ‖∗ + λ‖Cˆ‖1,2
subject to Lˆ + Cˆ = D
(4.4)
yields the exact subspace and correctly identifies the outliers provided that C is sufficiently column-
sparse. The solver of (4.4) requires too many iterations, each computing the SVD of an N1 × N2
dimensional matrix. Also, the algorithm can only tolerate a small number of outliers – the ratio
no
ni
should be roughly less than 0.05. Moreover, the algorithm is sensitive to linearly dependent
outliers.
A different approach to outlier detection was proposed in [23,86], where a data point is classified as
an outlier if it does not admit a sparse representation in the rest of the data. However, this approach
is limited to the randomly distributed unstructured outliers. In addition, the complexity of solving
the corresponding optimization problem isO(N23) per iteration. In the outlier detection algorithm
presented in [21], a data point is identified as an outlier if the maximum value of its mutual coher-
ences with the other data points falls below a predefined threshold. Clearly, this approach places a
restrictive assumption on the outlying data points and is unable to detect structured outliers.
Motivation and summary of contributions
This work is motivated by the limitations of prior work on robust PCA as summarized below.
Complex iterations. Most of the state-of-the-art robust PCA algorithms require a large number
of iterations each with high computational complexity. For instance, many of these algorithms
require the computation of the SVD of an N1 × N2, or N1 × N1, or N2 × N2 matrix in each
iteration [3, 85, 87], leading to long run time.
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Guarantees. While the optimal points of the optimization problems underlying many of the ex-
isting robust subspace recovery techniques yield the exact subspace, there are no such guarantees
for their corresponding iterative solvers. Examples include the optimization problems presented
in [3, 84]. In addition, most of the existing guarantees are limited to the cases where the outliers
are scattered uniformly at random in the ambient space and the inliers are distributed uniformly at
random in col(L) [21, 23, 75].
Robustness issues. Some of the existing algorithms are tailored to one specific class of outlier
models. For example, algorithms based on sparse outlier models utilize sparsity promoting norms,
thus can only handle a small number of outliers. On the other hand, algorithms such as [21,23,75]
can handle a large number of unstructured outliers, albeit they fail to locate structured ones (e.g.,
linearly dependent or clustered outliers). Spherical PCA (SPCA) is a non-iterative robust PCA
algorithm that is also scalable [88]. In this algorithm, all the columns of D are first projected onto
the unit sphere SN1−1, then the subspace is identified as the span of the principal directions of the
normalized data. However, in the presence of outliers, the recovered subspace is never equal to the
true subspace and it significantly deviates from the underlying subspace when outliers abound.
To the best of our knowledge, CoP is the first algorithm that addresses these concerns all at once. In
the proposed method, we distinguish outliers from inliers by comparing their degree of coherence
with the rest of the data. The advantages of the proposed algorithm are summarized below.
• CoP is a considerably simple non-iterative algorithm which roughly involves one matrix
multiplication to compute the Gram matrix.
• CoP can tolerate a large number of unstructured outliers. It is shown that exact subspace
recovery is guaranteed with high probability even if ni
no
goes to zero provided that ni
no
N1
r
is
sufficiently large.
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• CoP is robust to both structured and unstructured outliers with provable performance guar-
antees for both types of outlying data points.
• CoP is notably and provably robust to the presence of additive noise.
Algorithm 5 CoP: Proposed Robust PCA Algorithm
Initialization: Set p = 1 or p = 2.
1. Data Normalization: Define matrix X ∈ RN1×N2 as xi = di/‖di‖2.
2. Mutual Coherence Measurement
2.1 Define G = XTX and set its diagonal elements to zero.
2.2 Define vector p ∈ RN2 , where p(i) = ‖gi‖p, i = 1, . . . , n.
3. Subspace Identification: Construct matrix Y from the columns of X corresponding to the
largest elements of p such that they span an r-dimensional subspace.
Output: The columns of Y are a basis for col(L).
Proposed Method
In this section, we present the Coherence Pursuit algorithm and provide some insight into its char-
acteristics. The main theoretical results are provided in Section 4. Algorithm 5 presents CoP along
with the definitions of the used symbols.
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Figure 4.1: The values of vector p for different values of p and ni
no
.
Coherence: The inliers lie in a low-dimensional subspace U . In addition, the inliers are mostly
correlated and form clusters. Thus, an inlier bears strong resemblance to many other inliers. By
contrast, an outlier is by definition dissimilar to most of the other data points. As such, CoP uses
the coherence value defined as follows to measure the degree of similarity between data points.
Definition 4.1. The coherence value corresponding to the ith data point with parameter p is defined
as
p(i) =
N2∑
k=1
k 6=i
|xTi xk|p ,
where xj = dj/‖dj‖2 for 1 ≤ j ≤ n. The vector p ∈ RN2 contains the coherence values for all
the data points.
Then, col(A) is obtained as the span of those columns that have large coherence values. For
70
instance, assume that the distributions of the inliers and outliers follow the following assumption.
Assumption 4.1. The subspace U is a random r-dimensional subspace in RN1 . The columns of A
are drawn uniformly at random from the intersection of SN1−1 and U . The columns of B are drawn
uniformly at random from SN1−1. To simplify the exposition and notation, it is assumed without
loss of generality that T in (4.3) is the identity matrix, i.e, D = [A B].
Suppose the ith column is an inlier and the (ni + j)th column is an outlier. It is shown that under
Assumption 4.1, E [p(i)] = ni−1
r
+ no
N1
, while E [p(ni + j)] ≤ rn1+noN1 , for p = 2 where E[.] denotes
the expectation. Accordingly, if N1  r, the inliers have much larger coherence values. In the
following, we demonstrate the important features of CoP, then present the theoretical results.
Large number of unstructured outliers
Unlike some of the robust PCA algorithms which require no to be much smaller than ni, CoP
tolerates a large number of unstructured outliers. For instance, consider a setting in which N1 =
400, r = 5, ni = 50, and the distributions of inliers and outliers follow Assumption 4.1. Fig. 4.1
shows the vector p for different values of p and no. In all the plots, the maximum element is scaled
to 1. One can observe that even if ni/no = 0.01, CoP can recover the exact subspace since there is
a clear gap between the values of p corresponding to outliers and inliers.
Figure 4.2: The elements of the vector p for different values of the parameter τ .
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Robustness to noise
In the presence of additive noise, we model the data as
D = [A B] T + E , (4.5)
where E represents the noise component.
The strong resemblance between the inliers (columns of A) unlike the outliers (columns of B)
creates a large gap between their corresponding coherence values as evident in Fig. 4.1 even when
ni/no < 0.01. This large gap affords tolerance to high levels of noise. For example, assume r = 5,
ni = 50, no = 500 and the distributions of the inliers and outliers follow Assumption 4.1. Define
the parameter τ as
τ =
E‖e‖2
E‖a‖2 , (4.6)
where a and e are arbitrary columns of A and E, respectively. Fig. 4.2 shows the entries of p for
different values of τ . As shown, the elements corresponding to inliers are clearly separated from
the ones corresponding to outliers even at very low signal to noise ratio, e.g. τ = 0.5 and τ = 1.
Structured outlying columns
At a fundamental level, CoP affords a global view of an outlying column, namely, a data column
is identified as an outlier if it has weak total coherence with the rest of the data. This global view
of a data point with respect to the rest of the data allows the algorithm to identify outliers that
bear resemblance to few other outliers. Therefore, unlike some of the more recent robust PCA
algorithms [21, 23, 75] which are restricted to unstructured randomly distributed outliers, CoP can
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detect both structured and unstructured outliers. For instance, suppose the columns of B admit the
following clustering structure.
Assumption 4.2. The j th outlier is formed as bi = 1√
1+µ2
(q + µb
′
j). The vectors q and {b′j}noj=1
are drawn uniformly at random from SN1−1.
Under Assumption 4.2, the columns of B are clustered around q. As µ decreases, the outliers get
closer to each other. Suppose D ∈ R200×420 contains 20 such outliers. Fig. 4.3 shows the elements
of p for different values of µ. When µ = 0.05, the outliers are tightly concentrated around q, i.e.,
are very similar to each other, but even then CoP can clearly distinguish the outliers.
Figure 4.3: The data matrix D ∈ R200×420 contains 20 outliers and the distribution of the out-
liers follows Assumption 4.2. The elements of the vector p are shown for different values of the
parameter µ.
Subspace identification
In the third step of Algorithm 5, we sample the columns of X with the largest coherence values
which span an r-dimensional space. In this section, we present several options for efficient imple-
mentation of this step. One way is to start sampling the columns with the highest coherence values
and stop when the rank of the sampled columns is equal to r. However, if the columns of L admit
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a clustering structure and their distribution is highly non-uniform, this method will sample many
redundant columns, which can in turn increase the run time of the algorithm. Hence, we propose
two low-complexity techniques to accelerate the subspace identification step.
1. In many applications, we may have an upper bound on no/n. For instance, suppose we know
that up to 40 percent of the data could be outliers. In this case, we simply remove 40 percent of
the columns corresponding to the smallest values of p and obtain the subspace using the remaining
data points.
2. The second technique is an adaptive sampling method presented in Algorithm 6. First, the data
is projected onto a random kr-dimensional subspace to reduce the computational complexity for
some integer k > 1. According to the analysis presented in [39, 76], even k = 2 is sufficient to
preserve the rank of A and the structure of the outliers B, i.e., the rank of ΦA is equal to r and
the columns of ΦB do not lie in col(ΦA), where Φ is the projection matrix. The parameter υ that
thresholds the `2-norms of the columns of the projected data is chosen based on the noise level (if
the data is noise free, υ = 0). In Algorithm 6, the data is projected onto the span of the sampled
columns (step 2.3). Thus, a newly sampled column brings innovation relative to the previously
sampled ones. Therefore, redundant columns are not sampled.
Remark 4.1. Suppose we run Algorithm 6 h times – each time the sampled columns are removed
from the data and newly sampled columns are added to Y. If the given data is noisy, the first r
singular values of Y are the dominant ones and the rest correspond to the noise component. If we
increase h, the span of the dominant singular vectors will be closer to col(A). However, if h is
chosen unreasonably large, the sampler may also sample outliers.
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Algorithm 6 Adaptive Column Sampling for the Subspace Identification Step (step 3) of CoP
Initialization: Set k equal to an integer greater than 1, a threshold υ greater than or equal to 0, and
F an empty matrix.
1. Data Projection: Define Xφ ∈ Rkr×n as Xφ = ΦX, where Φ ∈ Rkr×m projects the columns
of X onto a random kr-dimensional subspace.
2. Column Sampling
For i from 1 to r do
2.1 Define set I as I = {k ∣∣ ‖Xφk‖2 ≤ υ}. Set pI = 0.
2.2 Define j := argmax
k
p(k), update F = orth
(
[F xj]
)
, and set p(j) = 0.
2.3 Update Xφ = Xφ − FFTXφ.
End For
Output Construct Y using the columns of X that correspond to the columns that formed F.
Computational complexity
The main computational complexity is in the second step of Algorithm 6 which is O(N1N22).
If we utilize Algorithm 6 as the third step of Algorithm 5, the overall complexity is of order
O(N1N22 + r3N2). However, unlike most existing algorithms, CoP does not require solving an
optimization problem and roughly involves only one matrix multiplication. Therefore, it is very
fast and simple for hardware implementation (c.f. Section 4 on run time). Moreover, the overall
complexity can be reduced to O(r4) if we utilize the randomized sketching designs presented
in [39, 76].
Theoretical Investigations
The theoretical results are presented in the next 4 subsections and their proofs are provided in
Sections 8 and ??. First, we show that CoP can recover the true subspace even if the data is pre-
dominantly unstructured outliers. Second, we show that CoP can accurately distinguish structured
outliers provided their population size is small enough. Third, we extend the robustness analy-
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sis to noisy settings. Fourth, we show that the more coherent the inliers are, the better CoP is at
distinguishing them from the outliers.
In the theoretical studies corresponding to the unstructured outliers, the performance guarantees
are provided for both p = 1 and p = 2. In the rest of the studies, the results are only presented
for p = 1. For each case, we present two guarantees. First, we establish sufficient conditions to
ensure that the expected values of the elements of the vector p corresponding to inliers are much
greater than the ones corresponding to outliers, in which case the algorithm is highly likely to yield
exact subspace recovery. Second, we present theoretical results which guarantee exact subspace
recovery with high probability.
Subspace recovery with dominant unstructured outliers
Here, we focus on the unstructured outliers, i.e., it is assumed that the distribution of the outlying
columns follows Assumption 4.1. The following lemmas establish sufficient conditions for the
expected values of the elements of p corresponding to inliers to be at least twice as large as those
corresponding to outliers.
Lemma 4.1. Suppose Assumption 4.1 holds, the ith column is an inlier and the (ni + j)th column
is an outlier. If
ni√
r
(√
2
pi
−
√
4r2
N1
)
>
5 no
4
√
N1
+
√
2
pir
, (4.7)
then
E ‖gi‖1 > 2 E ‖gni+j‖1
recalling that gi is the ith column of the Gram matrix G.
Lemma 4.2. Suppose Assumption 4.1 holds, the ith column is an inlier and the (ni + j)th column
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is an outlier. If
ni
r
(1− 2r
2
N1
) >
no
N1
+
1
r
(4.8)
then
E ‖gi‖22 > 2 E ‖gni+j‖22 .
The sufficient conditions provided in Lemma 4.1 and Lemma 4.2 reveal three important points.
I) The ratios ni
r
and no
N1
are key performance factors. The intuition is that as ni
r
increases, the
density of the inliers in the subspace increases, and consequently their mutual coherence also
increases. Similarly, the mutual coherence between the outliers is proportional to no
N1
. Thus, the
main requirement is that ni
r
should be sufficiently larger than no
N1
.
II) In real applications, r  N1 and ni > no, hence the sufficient conditions are easily satisfied.
This fact is evident in Fig. 4.1, which shows that CoP can recover the correct subspace even if
ni/no = 0.01.
III) In high-dimensional settings, r  N1. Therefore, N1√N1 could be much greater than
r√
r
. Ac-
cordingly, the conditions in Lemma 4.1 are stronger than those in Lemma 4.2, suggesting that CoP
can tolerate a larger number of unstructured outliers with p = 2 than with p = 1. This is confirmed
by comparing the plots in the last row of Fig. 4.1.
The following theorems show that the same set of factors are important to guarantee that CoP
recovers the exact subspace with high probability.
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Theorem 4.3. If Assumption 4.1 is true and
ni√
r
(√
2
pi
− r + 2
√
βκ r√
N1
)
− 2√ni −
√
2ni log
ni
δ
r − 1 >
no√
N1
+ 2
√
no +
√
2no log
no
δ
N1 − 1 +
1√
r
,(4.9)
then Algorithm 5 with p = 1 recovers the exact subspace with probability at least 1 − 3δ, where
β = max(8 log no/δ, 8pi) and κ = N1N1−1 .
Theorem 4.4. If Assumption 4.1 is true and
ni
(
1
r
− r + 4ζκ+ 4
√
ζrκ
N1
)
− η1 > 2η2 + 1
r
, (4.10)
then Algorithm 5 with p = 2 recovers the correct subspace with probability at least 1− 4δ, where
η1 = max
(
4
3
log
2rni
δ
,
√
4
ni
r
log
2rni
δ
)
,
η2 = max
(
4
3
log
2N1no
δ
,
√
4
no
N1
log
2N1no
δ
)
,
ζ = max(8pi, 8 log no
δ
), and κ = N1
N1−1 .
Remark 4.2. The dominant factors of the LHS and the RHS of (4.10) are ni
r
(
1− r2
N1
)
and
√
4
no
N1
log
2N1no
δ
,
respectively. As in Lemma 4.2, we see the factor no
N1
, but under a square root. Thus, the requirement
of Theorem 4.4 is less stringent than that of Lemma 4.2. This is because Theorem 4.4 guarantees
that the elements of p corresponding to inliers are greater than those corresponding to outliers
with high probability, but does not guarantee a large gap between their values as in Lemma 4.2.
78
Distinguishing structured outliers
In this section, we focus on structured outliers whose distribution is assumed to follow Assumption
4.2. Under Assumption 4.2, each column has a unit expected squared norm, which affords a more
tractable analysis versus normalizing the data. The columns of B are clustered around q, and get
closer to each other as µ decreases. The following lemma establishes that if no is sufficiently small,
the expected coherence value for an inlier is at least twice that of an outlier.
Lemma 4.5. Suppose the distribution of the outliers follows Assumption 4.2 and the inliers are
distributed as in Assumption 4.1. Define G
′
= DTD and set the diagonal elements of G
′
equal to
zero. Assume the ith column is an inlier, the (ni + j)th column is an outlier, and µ < 1. If
(ni − 1)
√
2
pir
>
2no
1 + µ2
+
1√
N1
(
2µ2no + 4µno + 2ni
√
r(1 + µ2)(µ+ 1)
1 + µ2
)
, (4.11)
then
E ‖g′i‖1 > 2 E ‖g
′
ni+j
‖1 .
The sufficient condition (4.11) is consistent with our intuition regarding the detection of structured
outliers. According to (4.11), if no is smaller or µ is larger (i.e., the outliers are less strcutured),
the outliers will be more distinguishable. The following theorem reaffirms the requirements of
Lemma 4.5. Before we state the theorem, we define tδ := inf{t : f(t) < δ}, where f(t) =
1−I t
N1
(0.5, N1/2−0.5) and I t
N1
(0.5, N1/2−0.5) is the incomplete beta function [89]. The function
f(t) is monotonically decreasing. Examples are shown in Fig. 4.4, which displays log10 f(t) for
different values of m. The function f(t) decays nearly exponentially fast with t and converges for
large values of m to the function shown in yellow with circle markers in Fig. 4.4 where the plots
for m = 1010 and m = 1020 coincide.
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Figure 4.4: The function log10 f(t) = log10
(
1− I t
N1
(0.5, N1/2− 0.5)
)
versus t for different
values of N1, where I t
N1
(0.5, N1/2− 0.5) is the incomplete beta function.
Theorem 4.6. Suppose the distribution of the outliers follows Assumption 4.2 and the inliers are as
in Assumption 4.1. Define G
′
= DTD and set the diagonal elements of G
′
equal to zero. Assume
the ith column is an inlier, the (ni + j)th column is an outlier, and µ < 1. If
√
2
pi
ni − 1√
r
− 2√ni −
√
2ni log
ni
δ
r
>
no
1 + µ2
+
µ2 + µ
1 + µ2
 no√
N1
+ 2
√
no +
√
2 no log
no
δ
N1 − 1

+
µno
√
tδ
(1 + µ2)
√
N1
+
ni(µ+ 1)√
(1 + µ2)N1
(√
r + 2
√
βκ
)
,
(4.12)
then ‖g′i‖1 > ‖g′ni+j‖1 for all 1 ≤ j ≤ no and 1 ≤ i ≤ ni with probability at least 1 − 6δ, where
β = max(8 log no/δ, 8pi) and κ = N1N1−1 .
Theorem 4.6 certifies the requirements of Lemma 4.5. According to (4.12), if the outliers are
structured, the number of inliers should be sufficiently larger than the number of outliers.
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Performance analysis with noisy data
CoP is notably robust to noise since the noise is neither coherent with the inliers nor the outliers.
In this section, we establish performance guarantees for noisy data. It is assumed that the given
data satisfies the following assumption.
Assumption 4.3. Matrices A and B follow Assumption 4.1. The columns of E ∈ RN1×ni are
drawn uniformly at random from SN1−1. Each column of matrix Ae is defined as
aei =
1√
1 + σ2n
(ai + αiei) ,
where {αi}ni=1 are i.i.d samples from a normal distribution N (0, σ2n) and ai and ei are the ith
columns of A and E, respectively. The given data matrix can be expressed as D = [Ae B].
According to Assumption 4.3, each inlier is a sum of a random unit `2-norm vector in the subspace
U and a random vector αiei which models the noise. Per Assumption 4.3, each data column has
an expected squared norm equal to 1.
Lemma 4.7. Suppose D follows Asumption 4.3. Define Ge = DTD, set the diagonal elements
of Ge equal to zero, and define pe(k) = ‖gek‖1, where gek is the k-th column of Ge. In addition,
assume the ith column is an inlier and the (ni + j)th column is an outlier. If
ni√
r
(√
2
pi(1 + σ2n)
−
√
4r2
N1
)
>
no
√
1 + σ2n√
N1
+
√
2
pir
+ ξ , (4.13)
where
ξ =
√
2σ2n
piN1
(
ni√
1 + σ2n
(
1 + σn
√
pi
2
+
√
r
)
+ no + 2ni
)
, (4.14)
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then
E ‖gei‖1 > 2 E ‖geni+j‖1 .
The sufficient conditions of Lemma 4.7 are very similar to the conditions presented in Lemma 4.1
for noise-free data with one main difference, namely, an additional term ξ on the RHS of (4.13)
due to the presence of noise. Nevertheless, akin to the unstructured outliers, the component cor-
responding to noise is linear in 1/
√
N1, where N1 is the ambient dimension. In addition, σn is
practically smaller than 1 noting that the signal to noise ratio is 1
σ2n
. Thus, CoP exhibits robust-
ness even in the presence of a strong noise component. The effect of noise is manifested in the
subspace identification step wherein the subspace is recovered as the span of the principal singular
vectors of the noisy inliers. If the noise power increases, the distance between the span of the prin-
cipal singular vectors of the noisy inliers and the column space of the noise-free inliers increases.
However, this error is inevitable and we cannot achieve better recovery given the noisy data. The
following theorem affirms that the noise component does not have a notable effect on the sufficient
conditions for the elements of pe corresponding to inliers to be greater than those corresponding
to outliers with high probability.
Theorem 4.8. Suppose D follows Asumption 4.3. Define Ge = DTD, set the diagonal elements
of Ge equal to zero, and define pe(k) = ‖gek‖1. If
ni√
r
(√
2
pi(1 + σ2n)
− r + 2
√
β r√
N1 − 1
)
− 2
√
ni
1 + σ2n
−
√
2ni log
ni
δ
(r − 1)(1 + σ2n)
>
√
1 + σ2n
 no√
N1
+ 2
√
no +
√
2no log
no
δ
N1 − 1
+ 1√
r
+ ς ,
(4.15)
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where
ς =
(
cσn + c
2σ2n√
1 + σ2n
+ cσn
) ni√
N1
+ 2
√
ni +
√
2 ni log
ni
δ
N1 − 1

+
c niσn√
1 + σ2n
√ r
N1
+ 2
√
β ′
N1 − 1
 ,
(4.16)
c =
√
2 log n
δ
√
2piσn
, β = max(8pi, 8 log no/δ), and β
′
= max(8pi, 8 log ni/δ), then ‖gei‖1 >
‖geni+j‖1 for all 1 ≤ j ≤ no and 1 ≤ i ≤ ni with probability at least 1− 8δ.
Again, the sufficient condition (4.15) is very similar to (4.9) for noise-free data. The main differ-
ence is the additional term ς on the RHS of (4.15). However, the presence of ς has no effect on the
orders in the sufficient condition in comparison to (4.9), and ς is approximately linear in σn.
The distribution of inliers
In the theoretical investigations presented in Section 4, Section 4 , and Section 4, we assumed a
random distribution for the inliers. However, we emphasize that this is not a requirement of the
proposed approach. In fact, the random distribution of the inliers leads to a fairly challenging
scenario. In practice, the inliers mostly form clusters and tend to be highly correlated. Since CoP
exploits the coherence between the inliers, its ability to distinguish inliers could even improve if
their distribution is further away from being uniformly random. We provide a theoretical example
to underscore this fact. In this example, we assume that the inliers form a cluster around a given
direction in U . The distribution of the inliers is formalized in the following assumption.
Assumption 4.4. The ith inlier is formed as ai = 1√1+ν2 (t + νa
′
i). The vectors t and {a′i}nii=1 are
drawn uniformly at random from the intersection of SN1−1 and U .
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According to Assumption 4.4, the inliers are clustered around the vector t. For example, suppose
r = 2 and ni = 200. Fig. 4.5 shows the distribution of the inliers for different values of ν. The
data points become more uniformly distributed as ν increases, and from a cluster when ν is less
than one.
Lemma 4.9. Suppose the distribution of the inliers follows Assumption 4.4 and the columns of B
are drawn uniformly at random from SN1−1. Define G′ = DTD and set its diagonal elements to
zero. Assume the ith column is an inlier, the (ni + j)th column is an outlier, and ν < 1. If
ni
(
1− ν
2 + 2ν√
r
)
> 1 +
2 ni(1 + ν)
√
r(1 + ν2)√
N1
+
no
√
1 + ν2√
N1
(
ν −
√
2
pi
+ 2
√
1 + ν2
)
,(4.17)
then
E ‖g′i‖1 > 2 E ‖g
′
ni+j
‖1 .
According to (4.17), if ν decreases (i.e., the data points are less randomly distributed), it is more
likely that CoP recovers the correct subspace. In other words, with CoP, clustered inliers are
preferred over randomly distributed inliers.
Figure 4.5: The distribution of inliers within U for different values of parameter ν defined in
Assumption 4.4. If the value of ν increases, the inliers are less clustered.
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Algorithm 7 Subspace Clustering Error Correction Method
Input: The matrices {Dˆi}Li=1 are the clustered data (the output of a subspace clustering algorithm)
and L is the number of clusters.
Error Correction
For k from 1 to t do
1 Apply the robust PCA algorithm to the matrices {Dˆi}Li=1. Define the orthonormal matrices
{Uˆi}Li=1 as the learned bases for the inliers of {Dˆi}Li=1, respectively.
2 Update the data clustering with respect to the obtained bases {Uˆi}Li=1 (the matrices {Dˆi}Li=1 are
updated), i.e., a data point d is assigned to the ith cluster if i = argmax
k
‖xT Uˆk‖2.
End For
Output: The matrices {Dˆi}Li=1 represent the clustered data and the matrices {Uˆi}Li=1 are the or-
thonormal bases for the identified subspaces.
Numerical Simulations
In this section, the performance of CoP is investigated with both synthetic and real data. We
compare the performance of CoP with the state-of-the-art robust PCA algorithms including FMS
[72], GMS [40], R1-PCA [84], OP [3], and SPCA [88]. For FMS, we implemented Algorithm 5
in [72] with p = 0.5. We have also tried different values for p ≤ 1, which did not yield much
difference in the results from what we report in our experiments. For the GMS algorithm, we
implemented Algorithm 2 in [40] to obtain the matrix Q. The output of the algorithm is the last r
singular vectors of the obtained matrix Q, which serve as an orthonormal basis for the span of the
inliers. For R1-PCA, we implemented the iterative algorithm presented in [84], which iteratively
updates an orthonormal basis for the inliers.
Phase transition
Our analysis with unstructured outliers has shown that CoP yields exact subspace recovery with
high probability if ni/r is sufficiently greater than no/N1. In this experiment, we investigate the
phase transition of CoP in the ni/r and no/N1 plane. Suppose, N1 = 100, r = 10, and the
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distributions of inliers/outliers follow Assumption 4.1. Define U and Uˆ as the exact and recovered
orthonormal bases for the span of the inliers, respectively. A trial is considered successful if
(
‖U− UˆUˆTU‖F/‖U‖F
)
≤ 10−5 .
In this simulation, we construct the matrix Y using 20 columns of X corresponding to the largest
20 elements of the vector p. Fig. 4.6 shows the phase transition, where white indicates correct
subspace recovery and black designates incorrect recovery. As shown, if no/N1 increases, we need
larger values of ni/r. However, one can observe that with ni/r > 4, the algorithm can yield exact
recovery even if no/N1 > 30.
Figure 4.6: The phase transition plot of exact subspace recoveru in presence of unstructured out-
liers versus ni/r and no/m.
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Running time
In this section, we compare the speed of CoP with the existing approaches. Table 4.1 shows the
run time in seconds for different data sizes. In all experiments, ni = n/5 and no = 4n/5. One can
observe that CoP is remarkably faster by virtue of its simplicity (single step algorithm).
Table 4.1: Running time of the algorithms
m = n CoP FMS OP R1-PCA
1000 0.02 1 45 1.45
2000 0.7 5.6 133 10.3
5000 5.6 60 811 83.3
10000 27 401 3547 598
Subspace recovery in presence of unstructured outliers
In this experiment, we assess the robustness of CoP to outliers in comparison to existing ap-
proaches. It is assumed that N1 = 50, r = 10, ni = 50 and the distribution of inliers/outliers
follow Assumption 4.1. Define U and Uˆ as before, and the recovery error as
Log-Recovery Error = log10
(
‖U− UˆUˆTU‖F/‖U‖F
)
.
In this simulation, we use 30 columns to form the matrix Y. Fig. 4.7 shows the recovery error
versus no/ni for different values of no. In addition to its simplicity, CoP yields exact subspace
recovery even if the data is overwhelmingly outliers. Similar to CoP and FMS, the algorithms
presented in [21, 23] can also yield exact subspace recovery in presence of unstructured outliers
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even if they dominate the data. However, they are not applicable to the next experiments that deal
with structured outliers. For instance, the outlier detection method presented in [21] assumes the
order of the inner product between any two outliers is logN2√
N1
. Therefore, it is unable to identify
structured outliers in high-dimensional data.
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Figure 4.7: The subspace recovery error versus no/ni for unstructured outliers.
Detection of structured outliers
In this section, we examine the ability of CoP at detecting structured outliers in four experiments.
In the first experiment, a robust PCA algorithm is used to identify the saliency map [90] of a given
image. For the second experiment, an outlier detection algorithm is used to detect the frames
corresponding to an activity in a video file. In the third, we examine the performance of the robust
PCA algorithms with synthetic structured outliers. For the fourth experiment, we consider the
problem of identifying the dominant low-dimensional subspace with real world data.
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Example D.1 (Saliency map identification): A saliency map indicates the regions of an image
that tend to attract the attention of a human viewer [76, 90]. If we divide the image into small
patches and construct a data matrix from the vectorized versions of the patches, the salient regions
can be viewed as outlying columns [76, 91]. Hence, if we are able to detect the outlying columns,
we will identify the salient regions from the corresponding patches. However, the different patches
in the salient regions could be similar to each other. Therefore, the outlying data points are nor-
mally structured outliers. In this experiment, we obtained the images shown in the first column of
Fig. 4.8 from the MSRA Salient Object Database [92]. The patches are non-overlapping 10 × 10
pixel windows. Fig. 4.8 shows the saliency maps obtained by CoP and FMS. In both methods,
the parameter r (the rank of L) is set equal to 2. As shown, both CoP and FMS properly identify
the visually salient regions of the images since the two methods are robust to both structured and
unstructured outliers.
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Figure 4.8: The first columns are the images obtained from the MSRA Salient Object Database.
The second and third columns show the detection results obtained by CoP and FMS, respectively.
Figure 4.9: Some of the frames of the Waving Tree video file. The highlighted frames are detected
as outliers by CoP and FMS.
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Figure 4.10: The highlighted frames indicate the frames detected as outliers by R1-PCA.
Example D.2 (Activity detection): In many applications, an anomaly/outlier corresponds to the
occurrence of some important rare event. In this experiment, we use the robust PCA method to
detect activity in a video file. The file we use here is the Waving Tree file, a video of a dynamic
background [93, 94] showing a tree smoothly waving, and in the middle of the video a person
crosses the frame. We expect the algorithm to detect those few frames where the person is present
as outliers. We construct the data matrix from the vectorized video frames, i.e., each column
corresponds to a specific frame.
The frames which show the background are inliers. Since the tree is waving, the rank of L is
greater than one. We set the parameter r = 3 in this experiment. The outliers correspond to
the few frames in which the person crosses the scene. Obviously, in this application the outliers
are structured because the consecutive frames are quite similar to each other. Thus, algorithms
such as [21, 23], which model the outliers as randomly distributed vectors, are not applicable here
to detect the outliers. We use CoP, FMS, and R1-PCA to detect the outlying frames. Define
Uˆ ∈ RN1×3 as the obtained orthonormal basis for the inliers. We identify di as an outlier if
‖di − UˆUˆdi‖2/‖di‖2 > 0.2. CoP and FMS identify all the outlying frames correctly. Fig. 4.10
shows some of the frames identified as inliers and outliers. R1-PCA could only detect a subset of
the outliers. In the video file, the person enters the scene from one side, stays for a second, and
leaves the scene from the other side. R1-PCA detects only those frames in which the person enters
or leaves the scene. Fig. 4.10 shows two outlying frames that R1-PCA could detect and two frames
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it could not detect.
Example D.3 (Synthetic clustered outliers): In this experiment, we use synthetic data to study
the performance of CoP in distinguishing structured outliers. The data matrix D is generated as
D = [A B], where A ∈ R200×400 with r = 5 follows Assumption 4.4 with ν = 0.2. The
matrix B ∈ R200×20 follows Assumption 4.2. Thus, the inliers are clustered and the outliers
could be clustered too depending on the value of µ. Table 4.2 shows the subspace recovery error,
‖U − UˆUˆTU‖F/‖U‖F , for different values of µ. One can observe that CoP and GMS correctly
recover the column space of L for all values of µ. However, for smaller values of µ, where the
outliers become more concentrated, FMS and R1-PCA fail to retrieve the exact subspace.
Example D.4 (Dominant subspace identification): An application of robust PCA is in the prob-
lem of subspace clustering [53, 95]. This problem is a general form of PCA in which the data
points lie in a union of linear subspaces [95]. A subspace clustering algorithm identifies the sub-
spaces and clusters the data points with respect to the subspaces. A robust PCA algorithm can be
applied in two different ways to the subspace clustering problem. The first way is to use the robust
PCA method sequentially to learn one subspace in each iteration. In other words, in each iteration
the data points in the dominant subspace (the one which contains the maximum number of data
points) are considered as inliers and the others as outliers. In each step one subspace is identified
and the corresponding data points are removed from the data. RANSAC is a popular subspace
clustering method which is based on robust PCA [95, 96]. The second way is to use robust PCA
just to identify the most dominant subspace. In many applications, such as motion segmentation,
the majority of the data points lie in a data cluster and the rest of the data points – which are
of particular interest – form data clusters with smaller populations. Therefore, by identifying the
dominant subspace and removing its data points, we can substantially reduce the computational
complexity of the subsequent processing algorithms (e.g., the clustering algorithm).
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In this experiment, we use the Hopkins155 dataset, which contains video sequences of 2 or 3
motions [46]. The data is generated by extracting and tracking a set of feature points through the
frames. In motion segmentation, each motion corresponds to one subspace. Thus, the problem
here is to cluster data lying in two or three subspaces [95]. Here, we use 8 data matrices of traffic
videos with 2 motions. Since the data lies in a union of 2 subspaces, we can also cluster the data
via learning the dominant subspace. The number of data points in the dominant subspace is large
and it is important to observe the accuracy of the algorithm at identifying the outliers. Thus, we
define the average clustering error as
ACE = 0.5 (nei/ni + n
e
o/no) ,
where nei and n
e
o are the numbers of misclassified inliers and misclassified outliers, respectively.
Table 4.3 reports the ACE for different algorithms. As shown, CoP yields the most accurate result.
Table 4.2: Subspace recovery error, ‖U− UˆUˆTU‖F/‖U‖F , of the algorithms versus the value of
parameter µ.
µ CoP FMS GMS R1-PCA
5 < 10−5 < 10−5 < 10−5 < 10−5
0.5 < 10−5 < 10−5 < 10−5 0.15
0.2 < 10−5 0.28 < 10−5 0.44
0.1 < 10−5 0.45 < 10−5 0.44
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Table 4.3: Average Clustering Error (ACE) of the algorithms for clustering the traffic data se-
quences with two motions (Mean - Median)
CoP FMS GMS R1-PCA
ACE 0.1 - 0.01 0.22 - 0.18 0.27 - 0.23 0.23 - 0.19
Clustering error correction – Real data
In this section, we present a new application of robust PCA in subspace clustering. The perfor-
mance of the subspace clustering algorithms – especially the ones with scalable computational
complexity – degrades in presence of noise or when the subspaces are closer to each other. With-
out loss of generality, suppose the data D = [D1 ... DL], where the columns of {Di}Li=1 lie in
the linear subspaces {Si}Li=1, respectively, and L is the number of subspaces. Define {Dˆi}Li=1 as
the output of the clustering algorithm (the clustered data). Define the clustering error as the ratio
of misclassified points to the total number of data points. With errors in clustering, some of the
columns of Dˆi believed to lie in Si may actually belong to some other subspace. Such columns
can be viewed as outliers in the matrix Dˆi. Accordingly, the robust PCA algorithm can be utilized
to correct the clustering error. We present Algorithm 7 as an error correction algorithm which can
be applied to the output of any subspace clustering algorithm to reduce the clustering error. In
each iteration, Algorithm 7 applies the robust PCA algorithm to the clustered data to obtain a set
of bases for the subspaces. Subsequently, the obtained clustering is updated based on the obtained
bases.
In this experiment, we imagine a subspace clustering algorithm with 20 percent clustering error
and apply Algorithm 7 to the output of the algorithm to correct the errors. We use the Hopkins155
dataset. Thus, the problem here is to cluster data lying in two or three subspaces [95]. We use
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the traffic data sequences, which include 8 scenarios with two motions and 8 scenarios with three
motions. When CoP is applied, 50 percent of the columns of X are used to form the matrix Y.
Fig. 4.11 shows the average clustering error (over all traffic data matrices) after each iteration of
Algorithm 37 for different robust PCA algorithms. CoP clearly outperforms the other approaches.
As a matter of fact, most of the robust PCA algorithms fail to obtain the correct subspaces and end
up increasing the clustering error. The outliers in this application are linearly dependent and highly
correlated. Thus, the approaches presented in [21, 23, 75] which assume a random distribution for
the outliers are not applicable.
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Figure 4.11: The clustering error after each iteration of Algorithm 7.
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CHAPTER 5: RANDOMIZED, SCALABLE, AND PROVABLE
FRAMEWORKS FOR ROBUST SUBSPACE RECOVERY AND OUTLIER
DETECTION
In Chapter 4, we reviewed the robust PCA problem and a new subspace recovery approach was
presented. In the analysis of CoP and the related work, it was shown that if D ∈ RN1×N2 is
the given data matrix, the computational complexity of the robust PCA algorithms is not less
than min (O(N1N2r),O(N22 r)) because they use the full scale data. This chapter 1 explores
and analyzes two randomized designs for robust Principal Component Analysis (PCA) employing
low-dimensional data sketching. In one design, a data sketch is constructed using random col-
umn sampling followed by low-dimensional embedding, while in the other, sketching is based on
random column and row sampling. Both designs are shown to bring about substantial savings in
complexity and memory requirements for robust subspace learning over conventional approaches
that use the full scale data. A characterization of the sample and computational complexity of
both designs is derived in the context of two distinct outlier models, namely, sparse and indepen-
dent outlier models. The proposed randomized approach can provably recover the correct subspace
with computational and sample complexity which depend only weakly on the size of the data (only
through the coherence parameters). The results of the mathematical analysis are confirmed through
numerical simulations using both synthetic and real data.
1The material presented in this chapter were partially published in the IEEE Transactions on Signal Processing.
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Introduction
In Chapter 4, we introduced the robust (to outliers) PCA problem. Similar to Chapter 4, in this
Chapter we focus on the robust PCA problem with the column-wise corruption model. Thus, the
data model for this chapter can be described as follows.
Data Model 5.1. The given data matrix D satisfies the following conditions.
1. The matrix D can be expressed as
D = L + C . (5.1)
2. rank(L) = r.
3. The matrix C has K non-zero columns. The non-zero columns of C do not lie in the column
space of L. Hence, if I is the index set of the non-zero columns of C and U ∈ RN1×r an
orthonormal basis for the column space of L, then,
(I−UUT )ci 6= 0 for i ∈ I, (5.2)
where ci is the ith column of C.
4. Without loss of generality, it is assumed that
li = 0 for i ∈ I ,
where li is the ith column of L. Define L
′ ∈ RN1×N ′2 as the matrix of non-zero columns of L (the
inlier columns) and N
′
2 as the number of inlier columns, i.e., N2 = K +N
′
2. Also, define κ =
K
N
′
2
,
the ratio of the number of outliers to inliers.
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The problem of robust PCA has received considerable attention in recent years [3, 23, 39, 40, 79,
81,84,96,98–101]. However, the state-of-the-art robust estimators and matrix decomposition tech-
niques are mostly unscalable, which limits their usefulness in big data applications. For instance,
many of the existing approaches rely on iterative algorithms that involve computing a Singular
Value Decomposition (SVD) of the N1 × N2 data matrix in each iteration, which is computation-
ally prohibitive in high-dimensional settings. This motivates the randomized designs presented in
this chapter.
Definitions
In the presented algorithms and analysis, we make use of the following definitions.
Definition 5.1. The row space of a matrix L with rank r and N ′2 non-zero columns is said to be
incoherent with parameters µv, ηv and γ if
max
i
‖VTei‖22 ≤
rµv
N2
, ηv=
√
N2 max
i,j
|V(i, j)| ,
max
i
‖VTei‖22 ≤
rγ
N
′
2
(5.3)
where V is an orthonormal basis for the row space of L. Similarly, the column space of L is said
to be incoherent with parameters µu and ηu if
max
i
‖UTei‖22 ≤
rµu
N1
and ηu=
√
N1 max
i,j
|U(i, j)| . (5.4)
Definition 5.2. (Distributional Johnson-Lindenstrauss (JL) Property [102–104]). Anm×nmatrix
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Φ is said to satisfy the Distributional JL property if for any fixed v ∈ Rn and any  ∈ (0, 1),
P
(∣∣∣‖Φv‖22 − ‖v‖22∣∣∣ ≥ ‖v‖22) ≤ 2e−mf(), (5.5)
where f() > 0 is a constant that is specific to the distribution of Φ and depends only on .
We refer the reader to [105, 106] for further details concerning the properties of the incoherency
parameters. Also, similar to Definition 5.1, we define µ′v as the row space incoherency of L
′ , i.e.,
if V′ ∈ RN ′2×r is an orthonormal basis for the row space of L′ , max
i
‖eTi V′‖22 ≤ rµ
′
v
N
′
2
.
Related Work and contributions
In Chapter 4, we reviewed the literature of robust (to outliers) PCA algorithms. In this chapter,
a randomized approach is proposed which can be used with any robust PCA algorithm to make
the algorithm scalable. One of the algorithms which we specifically focus on in the presented the-
oretical studies is the rank minimization based matrix decomposition algorithm proposed in [3].
In [3], it was shown that the optimal point of (4.4) yields the exact subspace and correct identi-
fication of outliers provided that C is sufficiently column-sparse. The computational complexity
of (4.4) is roughly O(rN1N2) per iteration and the entire data needs to be saved in the working
memory, which is prohibitive in big data applications. In this chapter, we show that the complex-
ity of subspace recovery reduces to O(r3µv), which is substantially less than O(rN1N2) for high
dimensional data, using a randomized approach that applies (4.4) to reduced data sketches. In the
following, we review the existing randomized methods and the main contributions of proposed
approach are outlined.
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Randomized approaches for Robust PCA
Randomized techniques have been effectively used to exploit low dimensional structures inherent
to data to derive efficient algorithms for big data analytics [109,110]. The low rank component L is
a low-dimensional structure, and so is C in the element-wise sparse or column-wise sparse models.
Accordingly, randomized algorithms were used to efficiently solve the robust PCA problem using
small sketches constructed from random linear measurements of D. However, the majority of
such algorithms have focused on robust PCA with the element-wise outlier model [111–116]. For
instance, two randomized methods were proposed in [114] and [112] to recover L from small
subsets of the columns and rows of D. The randomized approach in [112] was shown to reduce
complexity from O(N1N2r) to O(max(N1, N2)r2) per iteration.
Randomized approaches for the column-wise outlier model were proposed in [76] and [87]. The
algorithm in [87] is built on the assumption that any subset of outlying columns with cardinality
less than N1 is linearly independent. The algorithm repeatedly samples N1 data points until a
linearly dependent set is found, upon which those columns that do not depend linearly on the other
ones are selected as outliers. Since the number of samples scales linearly with the data dimension
and the algorithm requires O(N21N2) iterations on average, it can be quite restraining in high
dimensions, especially when a remarkable portion of the data is ouliers. Another limitation of [87]
emerges from the assumption that any subset of inliers with at least r columns spans the column
space of L. This may not be true in general, especially with real world data which often exhibits
clustering structures.
The work in [76] considers the column-sparse outlier model. The data is first embedded into a
random low-dimensional subspace, then a subset of the columns of the compressed data is selected.
The convex program in (4.4) is then used to locate the outlying columns of the compressed data.
The analysis provided in [76] requires roughlyO(rN2) random linear observations for exact outlier
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detection. In this chapter, we show that the required number of sampled columns depends on the
size of data only through the row space coherency parameter and the dimension of the subspace
for random embedding is independent of the size of data. The required number of random linear
measurements is shown to be roughly O(r2µv).
Contributions of proposed randomized designs
In this chapter, two distinct popular models for the outlier matrix are considered. In the first model
– the independent outlier model – it is assumed that any small subset of the non-zero columns of
C is linearly independent. This model allows for a remarkable portion of the data to be outliers.
In the second model – the sparse outlier model – it is assumed that C is column-sparse, i.e., a very
small portion of the given data columns are outliers, but no assumption is made about the linear
dependence of the outlying columns.
The computational complexity of existing methods for robust PCA limits their applicability in big
data applications. In addition, per the analysis of the randomized algorithm presented in [76], the
number of random linear measurements required is linear in the size of the data and the computa-
tional complexity is linear in the ambient dimension. This chapter explores and analyzes a random-
ized approach to the robust PCA problem using low-dimensional data sketching, and it is shown
that the computational and sample complexity of the proposed designs can be independent of the
size of the data. Two randomized designs are considered. The first design is the Random Embed-
ding Design (RED) wherein a random subset of the data columns is selected then embedded into
a random low-dimensional subspace. The second randomized design is a Random Row-sampling
Design (RRD), in which we sample a random subset of the data columns, then select a random
subset of the rows of the sampled columns. Unlike conventional robust PCA algorithms that use
the full-scale data, robust subspace recovery is applied to the reduced data sketch. For both outlier
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models, we prove that the randomized approach using either of the designs can recover the correct
subspace with high probability (whp). Some of the key technical contributions of this chapter are
listed below.
1. To the best of our knowledge, RRD is used and analyzed here for the first time for robust
PCA with column-wise corruption. We prove that RRD can recover the correct subspace using
O(r2µuµv) random linear data observations2. The complexity of subspace recovery in RRD is of
order O(r3µuµv).
2. For RED, it is shown here for the first time that the sufficient number of random linear data
observations for correct subspace recovery is roughly O(r2µv).
3. The proposed randomized approach based on the linear independence of the outlier columns
is novel. We take advantage of random column sampling to substantially reduce the number of
outlying columns. Thus, unlike conventional approaches that need to go through all the columns
to identify the outliers, we only need to check O(rµv) data points.
Table 5.1 summarizes the derived order of sufficient number of linear random data observations
for the randomized designs with both outlier models. We note that these sufficient conditions are
fairly tight as they closely match a necessary condition on the total number of measurements based
on simple degree of freedom analysis (c.f. Remark 5.2 in Sec. 5).
Table 5.1: Order of sufficient number of random linear data observations.
Outlier Model/Design RED RRD
Column-sparsity r2 max(µv, rµ2v κ) r
2η2umax(µv, rµ
2
v κ)
Independence r2(µ′v)
2 r2µ
′
vmax(η
2
u, µ
′
v)
2This order and the orders in Table 5.1 are those of double-sketched samples, i.e. O(m1m2), based on the algo-
rithms presented in Section 5, where m1 is the number of randomly sampled columns, and m2 the number of sampled
rows in RRD and the dimension of the embedding subspace in RED.
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Proposed Approach
In this section, we propose two algorithms for two distinct models of the outlier matrix. In the first
model, the independent outlier model, it is assumed that any small subset of outliers is linearly
independent. The corresponding algorithm is easy to implement and can recover the correct sub-
space even if more than 90% of the data is outliers. The second model concerns the scenario in
which C is column-sparse, yet allows for outliers to be linearly dependent. For both algorithms,
we consider two randomized designs, one utilizing random embedding and the other using random
row sampling. We provide a full analysis of the sample complexity for the two algorithms based on
both randomized designs. The randomized algorithms can provably retrieve the correct subspace
with computational and sample complexity which depend only weakly on the size of data, i.e.,
depend on the size of data only through the coherency parameters. In this section, we present the
algorithms and the key insights underlying the proposed approach along with the statement of the
main theorems. A step-by-step analysis is deferred to Sections 5 and 5.
Algorithm 8: randomized approach for the independent outlier model
Algorithm 8 hinges on the assumption that any small subset of outliers is linearly independent as
stated next.
Assumption 5.1. Any subset of the non-zero columns of C with cardinality equal to q spans a
q-dimensional subspace that is independent of the column space of L.
Thus, any subset of the outlying columns with cardinality smaller than q is linearly independent.
The requirement on q will be formalized later in the section. The table of Algorithm 8 presents the
algorithm with both randomized designs along with the definitions of the used symbols. The only
difference is in step 1.2 as RED uses random embedding while RRD uses row sampling.
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Algorithm 8 Randomized Robust PCA for the independent outlier model with both randomized
designs
Input: Data matrix D ∈ RN1×N2
1. Data Sketching
1.1 Column Sampling: Matrix S ∈ RN2×m1 samples m1 columns of D randomly Ds = DS.
1.2 Row Compression:
If we use RED: Define Dφs ∈ Rm2×m1 as Dφs = ΦDs where Φ ∈ Rm2×N1 projects the sampled
columns Ds into a random m2-dimensional subspace.
If we use RRD: Define Dφs ∈ Rm2×m1 as Dφs = ΦDs where Φ ∈ Rm2×N1 samples m2 rows of
Ds.
2. Subspace Learning
2.1 Sampled Outlier Columns Detection: Define diφs as the ith column of Dφs and Q
φ
i is equal to
DΦs with the i
th column removed. Solve the optimization problem (5.8) for 1 ≤ i ≤ m1 to identify
the outlying columns of Dφs (if the minimum value of (5.8) is non-zero, the column is an outlier).
2.2 Subspace Learning: The columns of matrix Tφ are a set of linearly independent columns of
Dφs that span the subspace of the inliers of D
φ
s . Construct matrix T using the columns of Ds
corresponding to the columns that formed Tφ.
Output: The matrix T is a basis for the column space of L.
Insight: Suppose that ns columns sampled randomly from L
′ span its column space whp. We do
not have direct access to L′ but assume that the number of sampled data columns, m1, is large
enough so that the number of inliers in Ds (the sampled data columns) is at least (ns + 1) and the
number of outliers is less than q whp. In Section 5, it is shown that the sufficient values for ns, m1
and the upper-bound q are small and scale linearly with r.
If dis (the i
th column of Ds) is an inlier, then it must lie in the span of the other columns of Ds,
which contains at least (ns+1) inliers. By contrast, according to Assumption 5.1, if dis is an outlier,
it will not lie in the span of the other columns since the selected outliers are linearly independent.
This is the basis for locating the outlying columns of Ds.
Algorithm 8 solves a low-dimensional outlier identification problem by projecting the sampled
data Ds in a lower-dimensional subspace. Specifically, we form the compressed matrix
Dφs = ΦDs, (5.7)
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Algorithm 9 Randomized Robust PCA for the column-sparse outlier model with both randomized
designs
Input: Data matrix D ∈ RN1×N2
1. Data Sketching
Perform steps 1.1 and 1.2 of Algorithm 8.
2. Subspace Learning
2.1 Sampled Outlier Columns Detection: Obtain Lˆφs and Cˆφs as the optimal solution of
min
L˙φs ,C˙
φ
s
λ‖C˙φs‖1,2 + ‖L˙φs‖∗
subject to L˙φs + C˙
φ
s = D
φ
s .
(5.6)
The non-zero columns of Cˆφs indicate the location of the outlying columns.
2.2 Subspace Learning: Perform step 2.2 of Algorithm 8.
Output: The matrix T is a basis for the column space of L.
where Φ ∈ Rm2×N1 . The randomized designs differ in the choice of Φ in (5.7). In RED, the
matrix Φ embeds the sampled columns into a random low dimensional subspace, while in RRD Φ
samples a random subset of the rows of Ds (c.f. steps of Algorithm 8).
In order to ensure that (5.7) preserves the essential information, we derive sufficient conditions to
satisfy the following requirement.
Requirement 5.1. The data sketching has to ensure that:
1. The rank of ΦL is equal to r.
2. The non-zero columns of ΦCs = ΦCS are independent and they span a subspace independent
from the column space of ΦL.
Define diφs as the i
th column of Dφs and Q
φ
i is equal to D
φ
s with the i
th column removed. In order
to locate the outlying columns of Dφs , we solve
min
zˆ
‖diφs −Qφi zˆ‖2 , (5.8)
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for 1 ≤ i ≤ m1. If the minimum of (5.8) is zero (or close to zero for noisy data) for the ith column,
it is concluded that the ith column is an inlier, otherwise it is identified as an outlier. Once the
outlying columns of Dφs are detected, we can estimate the dimension of the subspace spanned by
the inliers of Dφs . If the estimated dimension is equal to rˆ, we find rˆ independent inlier columns of
Dφs . Define T as the matrix formed from the rˆ columns of Ds corresponding to these rˆ independent
inliers of Dφs . Thus, if the outlying columns of D
φ
s are located correctly, T will be a basis for the
column space of L.
In many applications, we may also be interested in locating the outlying columns. If T spans the
column space of L, we can easily identify the non-zero columns of C as the non-zero columns of
(I − T(TTT)−1TT )D . If outlier detection is intended, an alternative course for data sketching
would be to start with row compression followed by column sampling [76]. This is particularly
useful in a distributed network setting, in which each agent sends a compressed version of its data
vector to a central processor as opposed to centralizing the entire data. As such, the central unit
would work with Dφ = ΦD. A random subset of the columns of Dφ is then sampled to form
Dφs , and subspace learning is applied to D
φ
s to learn the column space of ΦL. If Uˆ
φ denotes the
obtained orthonormal basis for the column space of ΦL, then the indices of the non-zero columns
of C are identified as the indices of the non-zero columns of
H = (I− Uˆφ(Uˆφ)T )Dφ . (5.9)
We can readily state the following theorems, which establish performance guarantees for Algo-
rithm 8 with both randomized designs. First, we define
α = max
{
20µ
′
vr log
2r
δ
, 3κ c2 log
2
δ
}
, (5.10)
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for a constant c > 1, and small δ > 0, to be defined in the statement of the theorems.
Theorem 5.1 (Sufficient Condition-Algorithm 8 with RED). Suppose D follows Data Model 5.1,
Assumption 5.1 is satisfied, m1 columns are sampled randomly with replacement and any repeated
columns are removed. If for fixed c > 1, small 0 < δ  1/5, and α in (5.10),
m1 ≥ βα(κ+ 1) , β ≥ 2 + 3
α
log
2
δ
, q = α
(
βκ+
1
c
)
,
m2 ≥ max
[
(r + q) log(42
√
2) + log 2
δ
f(1
2
)
,
(r + 1) log(42
√
2) + logK + log 2
δ
f(1
2
)
] (5.11)
where the embedding m2 × N1 matrix Φ is drawn from any distribution satisfying (5.5), then
Algorithm 8 with RED yields the exact subspace and (5.9) identifies the non-zero columns of C
correctly with probability at least 1− 5δ.
The following theorem is the counterpart of Theorem 5.1 with RRD. In this chapter, for the anal-
ysis of RRD we assume that the non-zero entries of C are sampled from a zero-mean normal
distribution.
Theorem 5.2 (Sufficient Condition- Algorithm 8 with RRD). Suppose L follows the requirements
of Data Model 5.1 and C has K non-zero columns with the non-zero elements of C sampled
independently from a zero-mean normal distribution. In addition, assumem1 columns are sampled
randomly with replacement and any repeated columns are removed, and m2 rows are sampled
randomly without replacement. If for fixed c > 1 and small 0 < δ  1/6, m1, β and q follow
(5.11), α as in (5.10), and
m2 ≥ max
[
rη2umax
(
c1 log r, c2 log
(
3
δ
))
, r + q + 2 log
2
δ
+
√
8 q log
2
δ
,
r + 1 + 2 log
2K
δ
+
√
8 log
2K
δ
]
,
(5.12)
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where c1 and c2 are constant numbers, then Algorithm 8 with RRD yields the exact subspace and
(5.9) identifies the non-zero columns of C correctly with probability at least 1− 6δ.
Remark 5.1. In practice, the number of outliers is smaller than the number of inliers. Therefore,
κ ≤ 1 (albeit this is not necessary for Algorithm 8). Suppose that Cµ′vr log 2rδ ≥ 3c2κ log 2δ , where
C is a constant number. According to (5.11), it is almost sufficient to choose β = 2. Therefore, the
sufficient number of randomly sampled columns m1 ≥ 4Cµ′vr log 2rδ , i.e., m1 scales linearly with
rµ
′
v log 2r. The expected values of number of sampled outliers isO
(
m1κ/(κ+1)
)
and the derived
upper bound, q, is O(µ′vr). Thus, the sufficient value for m2 for Algorithm 8 is O(rµ′v) with RED
and O(max(rη2u, rµ′v)) with RRD.
To simplify the analysis, we use column sampling with replacement in the analysis of Algorithm
8. However, in the implementation of the algorithm any repeated columns are removed. Thus, for
practical purposes we use column sampling without replacement. Since we primarily focus on high
dimensional data, sampling with or without replacement should not have a noticeable difference.
Remark 5.2. The number of degrees of freedom of the r-dimensional subspace is O(rN1), which
sets a necessary condition on the total number of measurements. We sample m1 = O(rµ′v)
columns (each of length N1) prior to row sketching, hence the achievability results based on the
presented algorithms provide a fairly tight characterization for the overall sample complexity.
We also remark that all the computations are carried out over the sketch matrix Dφs ∈ Rm2×m1 ,
hence the computational complexity for obtaining an independent basis for the subspace is in fact
dimensional-free, i.e., involves only weak or no dependence on N1 and N2 through the coherency
parameters (c.f. Remark 5.4).
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Algorithm 9: randomized approach for the column-sparse outlier model
The table of Algorithm 9 details the randomized approach based on the column-sparsity of C with
both randomized designs. Algorithm 9 differs from Algorithm 8 in the subspace learning step
since we do not assume that the outliers are linearly independent. Instead, subspace learning relies
on the column-sparsity of C and the convex algorithm (4.4) is used in the subspace learning step.
This implies a different requirement for the row compression step stated as follows.
Requirement 5.2. The data sketching has to ensure that:
1. The rank of ΦL is equal to r.
2. The non-zero columns of ΦCs do not lie in the column space of ΦL.
It is worth noting that the randomized approach substantially reduces the complexity of (4.4).
If (4.4) is applied directly to D, the complexity will be O(N1N2r) per iteration [3]. With the
randomized approach, we show that the complexity of subspace learning depends only weakly on
the size of the data. Specifically, the computational complexity depends on r and the coherency
parameters. The following theorems establish performance guarantees for Algorithm 9 with both
randomized designs.
Theorem 5.3 (Sufficient Condition-Algorithm 9 with RED). Suppose D follows Data model 5.1,
the matrix Φ is drawn from any distribution satisfying (5.5), the columns of Ds are sampled ran-
domly with replacement and g ≥ 1
κ+1
(1 + 6rµv(121/9)). If for small 0 < δ  1/3,
m1 ≥ ζ(κ+ 1),
κ ≤ g(κ+ 1)− (1 + 6rµv(121/9))
g(1 + 6rµv(121/9))
,
m2 ≥
(r + 1) log(42
√
2) + logK + log 2
δ
f(1
2
)
,
(5.13)
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where
ζ = max
(
3g2κ log
2
δ
,
1
κ+ 1
10 rµv log
2r
δ
)
, (5.14)
then Algorithm 9 with RED recovers the exact subspace and (5.9) correctly identifies the non-zero
columns of C with probability at least 1− 3δ.
Theorem 5.4 (Sufficient Condition- Algorithm 9 with RRD). Suppose D follows Data model 5.1,
the columns of Ds are sampled randomly with replacement, and the rows are sampled randomly
without replacement. In addition, it is assumed that the non-zero elements of C are sampled
independently from a zero-mean normal distribution. If for 0 < δ  1/4, m1, g and κ follow
(5.13), ζ is equal to (5.14) and
m2 ≥ max
[
rη2umax
(
c1 log r, c2 log
(
3
δ
))
, r + 1 + 2 log 2K/δ +
√
8 log 2K/δ
]
(5.15)
then Algorithm 9 with RRD recovers the exact subspace and (5.9) correctly identifies the non-zero
columns of C with probability at least 1− 4δ.
Remark 5.3. If we choose
g =
2
κ+ 1
(
1 + 6rµv(121/9)
)
, (5.16)
then the sufficient conditions (5.13) can be rewritten as
κ ≤ κ+ 1
2(1 + 6rµv(121/9))
m1≥max
(
12κ
κ+ 1
(
1+6rµv(121/9)
)2
log
2
δ
, 10rµv log
2r
δ
)
.
(5.17)
Thus, m1 for Algorithm 9 is O(max(rµv, κr2µ2v)). According to (5.13) and (5.15), the sufficient
value form2 is roughlyO(r) with RED andO(rη2v) with RRD. In addition, the permissible number
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of outliers scales linearly with N2, i.e., not restricted to a sublinear sparsity regime.
Remark 5.4. According to Theorems 1-4, the sufficient number of random linear observations
depends on r and the coherency parameters. The coherency parameters of the column/row spaces
depend on the distribution of the rows/columns within the row/column spaces. For instance, if the
distribution of the columns within the column space admit a clustering structure and the distribu-
tion of the data is highly non-uniform, the row space coherency will be high [112, 117]. As an ex-
ample, consider a scenario in which the columns lie in a union of two independent low-dimensional
subspaces but 95 percent of the data lies in the first subspace. In this case, the row space coherency
is high and one would need to sample too many columns to ensure that the sampled columns span
the column space as confirmed by the theoretical analysis. Interestingly, the coherency of a sub-
space can be even independent of the dimension of the ambient space. In [105], it was shown that
the coherency of a randomly generated low dimensional subspace is upper-bounded by a fixed con-
stant whp. Thus, if the row-space and column space of L are randomly generated r-dimensional
subspaces, the sample complexity of the proposed randomized approaches will be independent of
the size of the data.
Noisy data
In practice, noisy data can be modeled as
D = L + C + N , (5.18)
where N is an additive noise component. In [3], it was shown that the optimal point of
min
Lˆ,Cˆ
λ‖Cˆ‖1,2 + ‖Lˆ‖∗
subject to
∥∥Lˆ + Cˆ−D∥∥
F
≤ n ,
(5.19)
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is equal to the optimal point of (4.4) with an error proportional to the noise level. The parameter
n has to be chosen based on the noise level. This modified version can be used in Algorithm 9 to
account for the presence of noise.
Recall that Algorithm 8 is built on the idea that outliers of Dφs cannot be constructed from, or well-
approximated by, linear combinations of the other columns of Dφs . In the presence of noise, we
further need to ensure that an outlier cannot be obtained from linear combinations of the columns
of Nφs = ΦNS. If an outlier lies in the span of the columns of N
φ
s , the coefficients in the linear
combinations of the columns of Nφs would have to be fairly large given that the columns of N have
small Euclidean norm. Thus, to make Algorithm 8 robust to noise, we add a constraint to (5.8) as
follows
min
zˆ
‖diφs −Qφi zˆ‖2 s.t. ‖zˆ‖p ≤ ω , (5.20)
where p ≥ 1 and ω is adjusted w.r.t. the noise level.
Analysis of Algorithm 8
The main contribution of the research work presented in this chapter lies in analyzing the data
sketching steps for the robust PCA problem with the column-wise corruption model. The pre-
sented randomized designs preserve the inlier-outlier structure and can be combined with any PCA
algorithms that are robust to outliers. In this section, we analyze the data sketching steps in detail
and present the proofs of Theorems 5.1 and 5.2 at the end of the section. The proofs of the lemmas
and the intermediate results are deferred to Chapter 8.
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Random sampling from low rank matrices
In the randomized approach, the column space of L is learned from a small random subset of the
columns of D. Therefore, we first have to ensure that the selected inliers span the column space
of L. Initially, let us assume that L′ ∈ RN1×N ′2 is given. Suppose that L′ = U′Σ′(V′)T is the
compact SVD of L′ , where U′ ∈ RN1×r, V′ ∈ RN ′2×r and Σ′ ∈ Rr×r. The following lemma
establishes a sufficient condition for a random subset of the columns of a low rank matrix to span
its column space.
Lemma 5.5. Define L′s ∈ RN1×ns as the matrix of ns randomly sampled (with replacement)
columns of L
′
, and define V
′
s as an orthonormal basis for the row space of L
′
s. If
ns ≥ 10µ′vr log
2r
δ
, (5.21)
then L
′
s and L
′
have the same column space and max
i
‖eTi V′s‖22 ≤ 6µ
′
vr
ns
with probability at least
(1− δ).
Hence, the column space of a low rank matrix L′ can be captured from a small random subset of
its columns when its row space is incoherent with the standard basis.
Random column sampling from data matrix D
Let α = 2(10µ′vr log
2r
δ
). According to Lemma 5.5, if the number of inliers in Ds is greater than
or equal to α, the inliers in Ds span the column space of L, and each inlier of Ds lies in the span of
the rest of the inliers whp because Ds contains two sets of randomly sampled inlier columns with
cardinality 10µ′vr log
2r
δ
. Suppose we sample m1 = βα(κ + 1) data columns randomly from D,
where β > 1. The following lemma provides a sufficient condition on β to ensure that the number
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of selected inliers exceeds α.
Lemma 5.6. Suppose thatm1 = βα(κ+1) columns of the given data matrix are sampled uniformly
at random with replacement. If
β ≥ 2 + 3
α
log
2
δ
, (5.22)
then the number of inlier columns of Ds is greater than or equal to α with probability at least
(1− δ).
According to (5.22), it is almost sufficient to choose β = 2. In addition, in most applications,
κ < 1. Therefore, if 4α columns are sampled at random, the sampled columns will contain at least
α randomly sampled inliers.
Selected outlying columns
The advantage of column sampling in the randomized approach is two-fold. First, complexity is
substantially reduced since we only need to process a small subset of the data. Second, the number
of outliers in Ds is significantly smaller than the total number of outliers, which in turn relaxes
the requirement on the spark of C considerably. To clarify, robust PCA algorithms built on the
linear independence assumption of the outlier columns as [87] require every subset of outliers with
cardinality less than (N1 + 1) to be independent. In contrast, Algorithm 8 only requires indepen-
dence for significantly smaller subsets of selected outliers. The following lemma establishes an
upper-bound on the number of selected outliers.
Lemma 5.7. Suppose thatm1 = βα(κ+1) columns of the given data matrix are sampled uniformly
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at random with replacement. If
α ≥ 3c2κ log 2
δ
, (5.23)
then the number of outliers selected is bounded from above by
q = α
(
βκ+
1
c
)
(5.24)
with probability at least (1− δ), where c is any number greater than 1.
Row compression
In this section, we establish sufficient conditions on m2 to satisfy Requirement 5.1. Requirement
5.1 is clearly satisfied if the rank of ΦDs is equal to the rank of Ds. The following lemmas provide
sufficient conditions for m2 with both randomized designs.
Lemma 5.8. Suppose Ds contains at most q outlying columns and assume that Φ is an m2 × N1
matrix satisfying the distributional JL property with
m2 ≥
(r + q) log(42
√
2) + log 2
δ
f(1
2
)
. (5.25)
Then, the rank of Dφs is equal to the rank of Ds with probability at least (1− δ).
Lemma 5.9. Suppose Ds contains at most q outlying columns, the rank of its low rank component
Ls is equal to r, the non-zero elements of C are sampled independently from a zero-mean normal
distribution, and the rows of Dφs are m2 randomly sampled (without replacement) rows of Ds. If
m2 ≥ max
[
rη2umax
(
c1 log r, c2 log
(
3
δ
))
, r + q + 2 log
2
δ
+
√
8 q log
2
δ
]
, (5.26)
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where c1 and c2 are constant numbers, then the rank of Ds is equal to the rank of Dφs with proba-
bility at least 1− 2δ.
Proofs of Theorem 5.1 and Theorem 5.2
Proof of Theorem 5.1
Algorithm 8 with RED recovers the exact subspace if:
[I] The inliers of Ds span the column space of L, and each inlier of Ds lies in the span of the other
inlier columns of Ds.
[II] If Ds contains k outlying columns, the rank of ΦDs is equal to r + k.
Lemma 5.5 and Lemma 5.6 establish a sufficient condition for m1 to guarantee [I] whp. Given
Assumption 5.1, the rank of Ds is equal to r + k. Lemma 5.8 provides a sufficient condition for
m2 to ensure that the rank of ΦDs is equal to the rank of Ds whp, i.e., [II] is guaranteed whp.
In addition, Lemma 5.7 provides an upper bound on the number of sampled outliers. Therefore,
according to Lemma 5.5, Lemma 5.6, Lemma 5.8 and Lemma 5.7, if (5.11) is satisfied, Algorithm
8 with RED recovers the correct subspace with probability at least 1− 4δ.
In addition, similar to the analysis provided in the proof of Lemma 5.10 in Section 5, if
m2 ≥
(r + 1) log(42
√
2) + logK + log 2
δ
f(1
2
)
, (5.27)
then the non-zero columns of ΦC do not lie in the column space of ΦL with probability at least
1 − δ. Thus, if the subspace is learned correctly, (5.9) identifies the outlying columns correctly
with probability at least 1− δ.
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Proof of Theorem 5.2
The proof of Theorem 5.2 is similar to the proof of Theorem 5.1 but we need to make use of Lemma
5.9 (instead of Lemma 5.8) to guarantee [II] whp. Therefore, according to Lemma 5.5, Lemma
5.6, Lemma 5.9 and Lemma 5.7, if the requirements of Theorem 5.2 are satisfied, Algorithm 8
with RRD recovers the correct subspace with probability at least 1− 5δ. In addition, similar to the
analysis provided in the proof of Lemma 5.11, if
m2 ≥ r + 1 + 2 log 2K
δ
+
√
8 log
2K
δ
, (5.28)
then the non-zero columns of ΦC do not lie in the column space of ΦL with probability at least
1 − δ. Thus, if the subspace is learned correctly, (5.9) identifies the outlying columns correctly
with probability at least 1− δ.
Analysis of Algorithm 9
Similar to the analysis of Algorithm 8 in section 5, we can make use of Lemma 5.5 to derive a
sufficient condition on m1 to ensure that the rank of Ls is equal to the rank of L. However, the
requirements of Algorithm 9 are different from Algorithm 8 since it is based on the column sparsity
of the outlier matrix as opposed to linear independence. The following lemmas establish sufficient
conditions on m2 for the row compression step to satisfy Requirement 5.2 for both RED and RRD.
Lemma 5.10. Suppose Ds contains at most q outlying columns and assume that Φ is an m2 ×N1
matrix satisfying the distributional JL property with
m2 ≥
(r + 1) log(42
√
2) + log q + log 2
δ
f(1
2
)
. (5.29)
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Then, Requirement 5.2 is satisfied with probability at least 1− δ.
Lemma 5.11. Suppose the rank of Ls is equal to r, Ds contains at most q columns, the non-zero
elements of C are sampled independently from a zero-mean normal distribution and the rows of
Dφs are m2 randomly sampled (without replacement) rows of Ds. If
m2 ≥ max
[
rη2umax
(
c1 log r, c2 log
(
3
δ
))
, r + 1 + 2 log
2q
δ
+
√
8 log
2q
δ
]
, (5.30)
then Requirement 5.2 is satisfied with probability at least 1− 2δ.
Proofs of Theorem 5.3 and Theorem 5.4
Proof of Theorem 5.3
In order to guarantee that Algorithm 9 recovers the exact subspace, we have to ensure that:
(a) The columns of Ls span the column space of L.
(b) Requirement 5.2 is satisfied.
(c) The optimization problem (5.6) yields correct decomposition, i.e., the column space of Lˆφs
is equal to the column space of ΦL and the non-zero columns of Cˆφs and ΦCs are at the same
locations.
Guarantee for (a):
According to Lemma 5.5, if (5.13) is satisfied, (a) is true.
Guarantee for (b):
Suppose that (a) is true. If q is the number of outliers of Ds, Lemma 5.10 provides a sufficient
condition for m2 (inequality (5.29)) to guarantee that these requirements are satisfied.
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Guarantee for (c):
Suppose (a) and (b) are satisfied. First, let us review the theoretical result provided in [3] which
supports the performance of the convex algorithm (4.4).
Lemma 5.12. Suppose D follows Data model 5.1 and define L∗ and C∗ as the optimal point of
(4.4). If
κ
κ+ 1
≤ 1
1 + (121/9)rγ
and λ =
3
7
√
K
, (5.31)
then the column space of L∗ is equal to the column space of L and the locations of the non-zero
columns of C∗ indicate the locations of the non-zero columns of C.
The matrix Dφs can be expressed as D
φ
s = L
φ
s + C
φ
s , where L
φ
s = ΦLS and C
φ
s = ΦCS. If the
rank of ΦL is equal to r, then Ls and Lφs have the same row space. Thus, according to Lemma 5.5,
if (5.13) is satisfied and Vφs is an orthonormal basis for the row space of L
φ
s , then
max
i
‖(Vφs )Tei‖22 ≤
6rµv
m1
. (5.32)
Suppose m1 = ζ(κ+1). According to Lemma 5.7, if ζ ≥ 3g2κ log 2δ , then the number of outlying
columns of Dφs is less than or equal to ζ
(
κ+ 1
g
)
with probability at least (1− δ), where g can be
any number greater than one. Therefore, if m1 ≥ 3 κ g2 log 2δ and
g ≥ 1
κ+ 1
(1 + 6rµv(121/9)) , (5.33)
then according to Lemma 5.12, the column space of Lˆφs is equal to the column space of ΦL and
the non-zero columns of Cˆφs and ΦCs are at the same locations provided that
κ ≤ g(κ+ 1)− (1 + 6rµv(121/9))
g(1 + 6rµv(121/9))
. (5.34)
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Therefore, if the requirements of Theorem 5.3 are satisfied, Algorithm 9 with RED extracts the
exact subspace with probability at least 1 − 3δ. In addition, according to the analysis provided
in the proof of Lemma 5.10, if m2 satisfies the requirement of Theorem 5.3, then the columns
of ΦCs do not lie in the column space of ΦL, and the non-zero columns of ΦC do not lie in
the column space of ΦL whp, i.e., if the exact subspace is retrieved, (5.9) identifies the outlying
columns correctly whp.
Proof of Theorem 5.4
The proof of Theorem 5.4 is similar to the proof of Theorem 5.3. But, we use Lemma 5.11 to
establish a sufficient condition on m2 to guarantee (b). In addition, according to the analysis in the
proof of Lemma 5.11, if m2 satisfies the requirement of Theorem 5.4, not only is Requirement 5.2
satisfied whp, but also the non-zero columns of ΦC do not lie in the column space of ΦL whp,
i.e., (5.9) identifies the outlying columns correctly whp in case of exact subspace recovery.
RED versus RRD and Complexity Analysis
While the row compression step for RED has computational complexity O(m1m2N1) if we start
data sketching with column sampling orO(m2N1N2) if we start data sketching with row compres-
sion, this step incurs no computational complexity in RRD. Hence, RRD may be more favorable for
big data due to its reduced computational complexity. Nevertheless, we note that the complexity of
the embedding step in RED can be reduced if we use sparse projection matrices [118, 119]. Con-
cerning sample complexity, random embedding is generally a more effective data sketching tool
since the random projection matrix is not coherent with the data. To clarify, consider the extreme
scenario where r = 2, L ∈ R2000×2000 and only two rows of L are non-zero. In this scenario, one
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needs to sample more or less the entire rows to ensure that the rank of Lφ = ΦL is equal to 2, i.e.,
m2 has to be equal to 2000. In contrast, projecting the data into a random subspace with dimension
equal to 2 is almost sufficient to ensure that the rank of Lφ is equal to 2 whp, i.e., m2 = 2 is nearly
sufficient. As another example, consider a matrix G ∈ R2000×3000 generated by concatenating the
columns of matrices Gi, i = 1, . . . , n, as G = [G1 G2 ... Gn] and assume that L = GT . For
1 ≤ i ≤ n
2
, Gi = UiQi , where Ui ∈ R2000× rn , Qi ∈ R rn× 100rn . For n/2+1 ≤ i ≤ n, Gi = UiQi ,
where Ui ∈ R2000× rn , Qi ∈ R rn× 20rn . The elements of Ui and Qi are sampled independently from
a normal N (0, 1) distribution. The parameter r is set equal to 50, thus, the rank of L is equal to
50 whp. Accordingly, the rows of L lie in a union of low-dimensional subspaces and if n > 1, the
distribution of the rows of L in the row space of L will be highly non-uniform. Fig. 5.1 shows the
rank of ΦL versus m2. When n = 1, the rows of L are distributed uniformly at random in the row
space of L. Thus, r rows sampled uniformly at random are enough to span the row space of L.
But, when n = 50, we need to sample almost 500 rows at random to span the row space. On the
other hand, embedding the data into a random subspace with dimension 50 is almost sufficient to
preserve the rank of L even if n = 50.
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Figure 5.1: The rank of ΦL versus m2.
Computational complexity analysis
The randomized approach consists of three steps: data sketching, subspace recovery and outlier
detection. The data sketching step for RED has computational complexity O(m1m2N1) if data
sketching starts with column sampling and O(m2N1N2) if it starts with row compression. Yet,
this step has little impact on the actual run-time of the algorithms as it only involves a basic matrix
multiplication operation for data embedding. Data sketching incurs no computational complexity
in RRD. In Algorithm 8, the complexity of subspace recovery is roughly O(m21m2) if we utilize
gradient descent to solve (5.8). However, if Q is not well conditioned, gradient descent may require
a large number of iterations. We can solve (5.8) in one step using the dominant singular vectors
of Q, which increases the complexity to O(m21m2 min(m1,m2)). In Algorithm 9, the complexity
of subspace recovery is roughly O(rm1m2) per iteration. The outlier detection step (5.9) has
complexity O(m22N2). As subspace learning and outlier detection (if intended) dominate the run-
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time of the algorithms, the randomized approach brings about substantial speedups in comparison
to approaches that use the full-scale data. This is so given that the sufficient values for m1 and
m2 do not depend on the size of the data except through the coherency parameters (c.f. Section
5), hence the randomized approach evades solving high-dimensional optimization problems. In
contrast, solving (4.4) has complexity O(rN1N2) per iteration. For instance, assume r = 20,
m1 = 400 and m2 = 100. Table II compares the run time of Algorithm 9 to the corresponding
non-randomized approach. The randomized approach (even using RED) is remarkably faster than
the non-randomized approach that uses the full scale data since its complexity depends only weakly
on the size of data.
Table 5.2: Run time of randomized Algorithm 9 with outlier detection and the Algorithm in [3].
N1 = N2 Algorithm 9 RED Algorithm 9 RRD [3]
+ outlier detection + outlier detection
1000 0.5 s 0.5 s 30 s
5000 0.6 s 0.6 s 450 s
10000 1 s 0.6 s 2500 s
20000 2 s 0.7 s 12000 s
Numerical Simulations
In this section, we present some numerical experiments to study the requirements and performance
of the randomized approach. The numerical results confirm that the sample complexity of the
randomized methods can be independent of the size of data. First, we investigate different scenarios
using synthetic data. Then, the performance and requirements of the randomized algorithms are
examined with real data.
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Phase transition plots of Algorithm 8 with synthetic data
In this section, the low rank matrix is generated as a product L = UrVTr , where Ur ∈ RN1×r,
Vr ∈ RN2×r. The elements of Ur and Vr are sampled independently from a standard normal
N (0, 1) distribution. The columns of C are non-zero independently with probability ρ. Thus, the
expected value of the number of outliers columns is ρN2. The non-zero entries of C are sampled
independently from N (0, 202). We choose a high variance for the non-zero elements of C so
that the resulting subspace would be at a remarkable distance from the true subspace even if one
outlying column of Ds goes undetected. The phase transition plots show the probability of correct
subspace recovery for the pairs of (m1,m2). A trial is considered successful if
‖(I−UUT )Uˆ‖F ≤ 10−4 , (5.35)
where U and Uˆ are orthonormal bases for the correct and the obtained column space of L. White
designates successful subspace recovery and black indicates incorrect recovery. In all experiments
presented in this section the data is a 2000× 4000 matrix except for the simulation in Fig. 5.5.
Fig. 5.2 shows the phase transition of Algorithm 8 with RED for different values of r. When r is
increased, the required values of m1 and m2 increase as we need more samples to ensure that the
selected columns span the column space of L, as well as a higher dimension for the embedding
subspace given that the column space of L has a higher dimension. Fig. 5.3 shows a similar plot
with RRD. Since in this section the columns/rows of L are distributed uniformly at random in the
column/row-space of L (because the elements of Vr are sampled independently from the normal
distribution), RED and RRD yield similar performance. As such, for the remaining scenarios in
this section we only provide phase transitions with RED (RRD yields the same performance).
Fig. 5.4 illustrates the phase transition for Algorithm 8 with RED for different values of ρ. Increas-
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ing ρ has only minimal effect on the required value of m1 (which is almost around 25) because the
required number of sampled columns depends linearly on r 1
(1−ρ) . Therefore, when ρ is increased
from 0.2 to 0.7, r 1
(1−ρ) increases from 1.25r to 3.3r. It is interesting to observe that when the num-
ber of sampled columns is increased, the required m2 also increases. This is due to the fact that
the number of sampled outlier columns increases as we sample more columns. Subsequently, the
selected outliers span a subspace with a higher dimension, wherefore we need a random subspace
with higher dimension for embedding the sampled columns to ensure that the rank of ΦDs is equal
to the rank of Ds in Algorithm 8.
Fig. 5.5 shows the phase transition of Algorithm 8 with RED for data matrices with different
dimensions. Although the size of the data is increased from 2000 × 4000 to (5 × 104) × 105,
the required values for m1 and m2 remain unchanged. This confirms our analysis that the sample
complexity of the randomized approach depends only weakly on the size of the data through the
coherency parameters. In this simulation, since the columns/rows are distributed randomly, the
column space and row space of L have small incoherence parameters [105]. Thus the factors
dominating the sample complexity are r and ρ.
Phase transition plot of Algorithm 9 with synthetic data
The low rank component is generated as in the previous subsection. The outlier matrix is generated
as C = [C1 C2], where {Ci}2i=1 ∈ RN1×(N2/2). The matrix C1 contains K/2 non-zero columns
and its non-zero elements are sampled independently from N (0, 202). The matrix C2 contains
K/2 non-zero columns and its non-zero columns are equal to the non-zero columns of C1. Thus,
in this experiment we have linearly dependent outliers. The left plot of Fig. 5.6 shows the phase
transition with r = 5, K/N2 = 0.01. Although D ∈ R2000×4000, it is sufficient to use m1 = 100
and m2 = 50 to recover the correct subspace. However, in the right plot where K/N2 = 0.2,
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Algorithm 9 does not yield correct subspace recovery since it requires C to be column sparse.
Figure 5.2: Phase transition plots of Algorithm 8 with RED.
Figure 5.3: Phase transition plots of Algorithm 8 with RRD.
Figure 5.4: Phase transition plots of Algorithm 8 with RED.
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Figure 5.5: Phase transition plots of Algorithm 8 with RED (r = 20 , ρ = 0.2).
Figure 5.6: Phase transition plot of Algorithm 9 with RED.
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Figure 5.7: Phase transition plots of Algorithm 8 with both RED and RRD applied to motion
tracking data.
Figure 5.8: A set of random examples of the faces in Yale database.
Figure 5.9: Random examples of the images in Caltech101 database.
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Figure 5.10: The dimension of Uφ and h versus the value of m2.
Phase transition with real data
In this section, we study the requirements of the randomized approach with real data for motion
tracking and segmentation. We use one of the matrices in the Hopkins155 dataset [46]. This dataset
contains video sequences of 2 or 3 motions and the data is generated by extracting and tracking a
set of feature points through the frames [46]. The data matrices in the Hopkins155 dataset are low
rank matrices where the columns lie in a union of 2 or 3 low dimensional subspaces. The matrix
we use in this experiment is 62 × 464 and its rank is roughly equal to 4. We add 50 outlying data
points. Thus, the final data matrix is 62× 514. Fig. 5.7 is the phase transition of Algorithm 8 with
RED and RRD showing the probability of correct subspace recovery. When m1 and m2 are greater
than 10, the algorithm yields exact outlier detection whp.
Comparing random embedding and random row sampling
In this simulation, it is shown that row sampling can be as effective as random embedding with the
extra advantage that random row sampling incurs no computational complexity. In this experiment,
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we use the face images in the Yale Face Database [47] as inlier data points and images from the
Caltech101 dataset [120] as outliers. Fig. 5.8 displays a random subset of these faces and Fig. 5.9
displays a randomly chosen set of the images in the Caltech101 database. We compare random row
sampling and random embedding in preserving the essential information in the inliers and outliers.
The resolution of the face images is 192 × 168. The Yale database consists of face images from
38 human subjects. We sample 1200 face images from this dataset and construct a 32256 × 1200
matrix from the vectorized face images. Based on an eigen-analysis, the number of dominant
singular values of this matrix was found to be equal to 33, i.e., the rank of the matrix of sampled
face images is roughly equal to 33. Define U ∈ R32256×33 as an orthonormal basis for the column
space of the face images matrix.
We randomly sample 350 images of the Caltech101 database [120] as outlying data points. Since
the size of the sampled images from the Caltech101 database is larger than the face images, we
remove the rows beyond 192 and the columns beyond 168 for each of the sampled images. Define
Uφ = ΦU and Cφ⊥ as
Cφ
⊥
=
(
I−Uφ(UφTUφ)−1UφT
)
Cφ , (5.36)
where Cφ = ΦC. In addition, define
h = ‖Cφ⊥‖F/‖Cφ‖F . (5.37)
By measuring the rank of Uφ and the value of h, we can observe if the row compression operation
preserves the essential information since the dimension of the span of Uφ is the rank of of the low
rank component and h is proportional to the norm of the components of the outlying data points
which do not lie in the column space of the low rank component. Fig. 5.10 shows the dimension
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of Uφ and the values of h versus m2 for both random embedding and random row sampling. Both
techniques yield very similar results and only require about 300 random measurements to preserve
the rank of L and the outlying component of C.
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CHAPTER 6: HIGH DIMENSIONAL LOW RANK PLUS SPARSE
MATRIX DECOMPOSITION
In this chapter1, we focus on the element-wise corruption model. The proposed approach pre-
sented in this chapter is concerned with the problem of low-rank plus sparse matrix decomposition
for big data. Conventional algorithms for matrix decomposition use the entire data to extract the
low-rank and sparse components, and are based on optimization problems with complexity that
scales with the dimension of the data, which limits their scalability. Furthermore, existing ran-
domized approaches mostly rely on uniform random sampling, which is quite inefficient for many
real world data matrices that exhibit additional structures (e.g. clustering). In this chapter, a scal-
able subspace-pursuit approach that transforms the decomposition problem to a subspace learning
problem is proposed. The decomposition is carried out using a small data sketch formed from
sampled columns/rows. Even when the data is sampled uniformly at random, it is shown that the
sufficient number of sampled columns/rows is roughlyO(rµ), where µ is the coherency parameter
and r the rank of the low-rank component. In addition, adaptive sampling algorithms are proposed
to address the problem of column/row sampling from structured data. We provide an analysis of
the proposed method with adaptive sampling and show that adaptive sampling makes the required
number of sampled columns/rows invariant to the distribution of the data. The proposed approach
is amenable to online implementation and an online scheme is proposed.
1The material presented in this chapter were partially published in the IEEE Transactions on Signal Processing and
the International Conference of Machine Learning.
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Introduction
Suppose we are given a data matrix D ∈ RN1×N2 , which can be expressed as
D = L + S, (6.1)
where L is a low rank (LR) matrix and S a sparse matrix with arbitrary unknown support, whose
entries can have arbitrarily large magnitude. Many important applications in which the data under
study can be naturally modeled using (6.1) were discussed in [99]. The cutting-edge Principal
Component Pursuit approach developed in [68, 99], directly decomposes D into its LR and sparse
components by solving the convex program
min
L˙,S˙
λ‖S˙‖1 + ‖L˙‖∗ subject to L˙ + S˙ = D (6.2)
where ‖.‖1 is the `1-norm, ‖.‖∗ is the nuclear norm and λ determines the trade-off between the
sparse and LR components [68]. The convex program (6.2) can precisely recover both the LR
and sparse components if the columns and rows subspace of L are sufficiently incoherent with
the standard basis and the non-zero elements of S are sufficiently diffused [68]. Although the
problem in (6.2) is convex, its computational complexity is intolerable with large volumes of high-
dimensional data. Even the efficient iterative algorithms proposed in [121, 122] have prohibitive
computational and memory requirements in high-dimensional settings.
Contributions of proposed approaches: In this chapter, we propose a new randomized decom-
position approach, which extracts the LR component in two consecutive steps. First, the column-
space (CS) of L is learned from a small subset of the columns of the data matrix. Second, the
representation of the columns of L with respect to the learned CS is obtained from a small subset
of the rows. Unlike conventional decomposition that uses the entire data, we only utilize a small
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data sketch, and solve two low-dimensional optimization problems in lieu of one high-dimensional
matrix decomposition problem (6.2) resulting in significant running time speed-ups.
To the best of our knowledge, it is shown here for the first time that the sufficient number of ran-
domly sampled columns/rows scales linearly with the rank r and the coherency parameter of L even
with uniform random sampling. Also, in contrast to the existing randomized approaches [1, 87],
which use blind uniform random sampling, we propose a new methodology for efficient col-
umn/row sampling. When the columns/rows of L are not distributed uniformly in the CS/row space
(RS) of L, which prevails much of the real world data, the proposed sampling approach is shown
to achieve significant savings in data usage compared to uniform random sampling-based methods
that require remarkable portions of the data. The analysis presented shows that the proposed adap-
tive sampling procedure can make the required number of sampled columns/rows invariant to the
data distribution. In addition, the proposed sampling algorithms can be independently used for
feature selection from high-dimensional data.
In the presented approach, once the CS is learned, each column is decomposed efficiently and
independently using the proposed randomized vector decomposition method. Unlike most existing
approaches, which are batch-based, this unique feature enables applicability to online settings.
The presented vector decomposition method can be independently used in many applications as an
efficient vector decomposition algorithm or for efficient linear decoding [123].
Background and Related Work
Exact LR plus sparse matrix decomposition
The incoherence of the CS and RS of L is an important requirement for the identifiability of the
decompostion problem in (6.1) [68, 99]. For the LR matrix L with rank r and compact SVD
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L = UΣVT (where U ∈ RN1×r, Σ ∈ Rr×r and V ∈ RN2×r), the incoherence condition is
typically defined through the requirements [68, 99]
max
i
‖UTei‖22 ≤
µr
N1
, max
i
‖VTei‖22 ≤
µr
N2
and ‖UVT‖∞ ≤
√
µr
N2N1
(6.3)
for some parameter µ that bounds the projection of the standard basis {ei} onto the CS and RS.
Other useful measures for the coherency of subspaces are given in [124] as,
γ(U)=
√
N1 max
i,j
|U(i, j)|, γ(V)=
√
N2 max
i,j
|V(i, j)|, (6.4)
where γ(U) and γ(V) bound the coherency of the CS and the RS, respectively. When some of the
elements of the orthonormal basis of a subspace are too large, the subspace is coherent with the
standard vectors.
The decomposition of a data matrix into its LR and sparse components was analyzed in [68, 99],
and sufficient conditions for exact recovery using the convex minimization (6.2) were derived.
In [99], the sparsity pattern of the sparse matrix is selected uniformly at random following the so-
called Bernoulli model to ensure that the sparse matrix is not LR with overwhelming probability.
In this model, which is also used in this chapter, each element of the sparse matrix can be non-
zero independently with a constant probability. Without loss of generality (w.l.o.g.), suppose that
N2 ≤ N1. The following lemma states the main result of [99].
Lemma 6.1 (Adapted from [99]). Suppose that the support set of S follows the Bernoulli model
with parameter ρ. The convex program (6.2) with λ = 1√
N1
yields the exact decomposition with
probability at least 1− c1N1−10 provided that
r ≤ ρrN2µ−1 (log(N1))−2 , ρ ≤ ρs (6.5)
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where ρs, c1 and ρr are numerical constants.
The optimization problem in (6.2) is convex and can be solved using standard techniques such as
interior point methods [68]. Although these methods have fast convergence rates, their usage is
limited to small-size problems due to the high complexity of computing a step direction. Similar to
the iterative shrinking algorithms for `1-norm and nuclear norm minimization, a family of iterative
algorithms for solving the optimization problem (6.2) were proposed in [121, 122]. However, they
also require working with the entire data. For example, the algorithm in [122] requires computing
the Singular Value Decomposition (SVD) of an N1 ×N2 matrix in every iteration.
Randomized approaches
Owing to their inherent low-dimensional structures, robust principal component analysis (PCA)
and low rank plus sparse matrix decomposition can be conceivably solved using small data sketches,
i.e., a small set of random observations of the data [34, 39, 65, 87, 125–127]. In [125], it was
shown based on simple degree-of-freedom analysis that the LR and sparse components can be
precisely recovered using a small set of random linear measurements of D. A convex program
was proposed in [125] to recover these components using random matrix embedding with a poly-
logarithmic penalty factor in sample complexity, albeit the formulation also requires solving a
high-dimensional optimization problem.
The iterative algorithms which solve (6.2) have complexity O(N1N2r) per iteration since they
compute the partial SVD of N1 × N2 matrices [122]. To reduce complexity, GoDec [116] uses
a randomized method to efficiently compute the SVD, and the decomposition algorithm in [115]
minimizes the rank of ΦL instead of L, where Φ is a random projection matrix. However, these
approaches do not have provable performance guarantees and their memory requirements scale
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with the full data dimensions. Another limitation of the algorithm in [115] is its instability since
different random projections may yield different results.
The divide-and-conquer approach in [1] (and a similar algorithm in [113]), can achieve super-
linear speedups over full-scale matrix decomposition. This approach forms an estimate of L by
combining two low-rank approximations obtained from submatrices formed from sampled rows
and columns of D using the generalized Nystro¨m method [128]. Our approach also achieves
super-linear speedups in decomposition, yet is fundamentally different from [1] and offers several
advantages. First, our approach is a subspace-pursuit approach that focuses on subspace learning
in a structure-preserving data sketch. Once the CS is learned, each column of the data is de-
composed independently using a proposed randomized vector decomposition algorithm. Second,
unlike [1], which is a batch approach that requires to store the entire data, the structure of the
proposed approach naturally lends itself to online implementation (c.f. Section 6), which could be
very beneficial when the data comes in on the fly [129–132]. Third, while the analysis provided
in [1] requires roughly O(r2µ2 max(N1, N2)) random observations to ensure exact decomposition
with high probability (whp), we show that the order of sufficient number of random observations
depends linearly on the rank and the coherency parameter even if uniform random sampling is
used. Fourth, the structure of the proposed approach enables us to leverage adaptive sampling
strategies for challenging and realistic scenarios in which the columns and rows of L are not uni-
formly distributed in their respective subspaces, or when the data exhibits additional structures (e.g.
clustering) (c.f. Sections 6,6). It is shown that the proposed adaptive sampling scheme can make
the number of randomly sampled columns/rows required for exact decomposition invariant to the
data distribution. In such settings, the uniform random sampling used in [1] requires significantly
larger amounts of data to carry out the decomposition.
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Structure of the Proposed Approach and Theoretical Result
In this section, the structure of the proposed randomized decomposition method is presented. A
step-by-step analysis of the proposed approach is provided and sufficient conditions for exact de-
composition are derived. Theorem 6.5 stating the main theoretical result of this chapter is presented
at the end of this section. The proofs of the lemmas and the theorem are deferred to Chapter 8.
Let us rewrite (6.1) as D = UQ + S, where Q = ΣV. The representation matrix Q ∈ Rr×N2 is a
full row rank matrix that contains the expansion of the columns of L in the orthonormal basis U.
The first step of the proposed approach aims to learn the CS of L using a subset of the columns of
D, and in the second step the representation matrix is obtained using a subset of the rows of D.
Let U denote the CS of L. Fundamentally, U can be obtained from a small subset of the columns of
L. However, since we do not have direct access to the LR matrix, a random subset of the columns
of D is first selected. Hence, the matrix of sampled columns Ds1 can be written as Ds1 = DS1,
where S1 ∈ RN2×m1 is the column sampling matrix and m1 is the number of selected columns.
The matrix of selected columns can be written as
Ds1 = Ls1 + Ss1, (6.6)
where Ls1 and Ss1 are its LR and sparse components, respectively. The idea is to decompose the
sketch Ds1 into its LR and sparse components to learn the CS of L from the CS of Ls1. Note
that the columns of Ls1 are a subset of the columns of L since Ls1 = LS1. Should we be able
to decompose Ds1 into its exact LR and sparse components (c.f. Lemma 6.3), we also need to
ensure that the columns of Ls1 span U . The following lemma establishes that a small subset of the
columns of D sampled uniformly at random contains sufficient information (i.e., the columns of
the LR component of the sampled data span U) if the RS is incoherent.
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Lemma 6.2. Suppose m1 columns are sampled uniformly at random from the matrix L with rank
r. If
m1 ≥ rγ2(V)max
(
c2 log r, c3 log
(
3
δ
))
, (6.7)
the selected columns of the matrix L span the CS of L with probability at least 1− δ for constants
c2 and c3.
Thus, if γ(V) is small (i.e., the RS is not coherent), a small set of randomly sampled columns can
span U . Based on Lemma 6.2, if m1 satisfies (6.7), then L and Ls1 will have the same CS whp.
The following optimization problem (of dimensionality N1m1) is solved to decompose Ds1 into
its LR and sparse components.
min
L˙s1,S˙s1
1√
N1
‖S˙s1‖1 + ‖L˙s1‖∗
subject to L˙s1 + S˙s1 = Ds1.
(6.8)
Thus, the columns subspace of the LR matrix can be recovered by finding the columns subspace
of Ls1. Our next lemma establishes that (6.8) yields the exact decomposition using roughly m1 =
O(µr) randomly sampled columns. To simplify the analysis, in the following lemma it is assumed
that the CS of the LR matrix is sampled from the random orthogonal model [133], i.e., the columns
of U are selected uniformly at random among all families of r-orthonormal vectors.
Lemma 6.3. Suppose the columns subspace of L is sampled from the random orthogonal model,
Ls1 has the same column subspace of L and the support set of S follows the Bernoulli model with
parameter ρ. In addition, assume that the columns of Ds1 were sampled uniformly at random. If
m1 ≥ r
ρ r
µ
′
(logN1)
2 and ρ ≤ ρs , (6.9)
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then (6.8) yields the exact decomposition with probability at least 1− c8N−31 , where
µ
′
=max
(
c7 max(r, logN1)
r
, 6γ2(V), (c9γ(V) logN1)
2
)
(6.10)
and c7, c8 and c9 are constant numbers provided that N1 is greater than the RHS of the first
inequality of (6.9).
Therefore, according to Lemma 6.3 and Lemma 6.2, the CS of L can be obtained using roughly
O(rµ) uniformly sampled data columns. Note that m1  N1 for high-dimensional data as m1
scales linearly with r. Hence, the requirement that N1 is also greater than the RHS of the first
inequality of (6.9) is by no means restrictive and is naturally satisfied.
Define Uˆ as an orthonormal basis for the learned CS. An arbitrary column di of D can be written
as di = Uqi + si, where qi and si are the corresponding columns of Q and S, respectively. Thus,
di −Uqi is a sparse vector. This suggests that qi can be learned using the minimization
min
qˆi
‖di − Uˆqˆi‖1 , (6.11)
where the `1-norm is used as a surrogate for the `0-norm to promote a sparse solution [123, 124].
The optimization problem (6.11) is similar to a system of linear equations with r unknown variables
and N1 equations. Since r  N1, the idea is to learn qi using only a small subset of the equations.
Thus, we propose the following vector decomposition program
min
qˆi
‖ST2 di − ST2 Uˆqˆi‖1 , (6.12)
where S2 ∈ RN1×m2 selects m2 rows of Uˆ (and the corresponding m2 elements of di).
First, we have to ensure that the rank of ST2 U is equal to the rank of U, for if q
∗ is the optimal point
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of (6.12), then Uq∗ will be the LR component of di. According to Lemma 6.2, m2 = O(rγ2(U)),
is sufficient to preserve the rank of U when the rows are sampled uniformly at random. In addition,
the following lemma establishes that if the rank of U is equal to the rank of ST2 U, then the sufficient
value of m2 for (6.12) to yield the correct columns of Q whp is linear in r.
Lemma 6.4. Suppose that the rank of ST2 U is equal to the rank of L and assume that the CS of
L is sampled from the random orthogonal model. The optimal point of (6.12) is equal to qi with
probability at least (1− 3δ′) provided that
ρ ≤ 0.5
rβ
(
c6κ log
N1
δ′ + 1
) ,
m2 ≥ max
(2rβ(β − 2) log ( 1
δ′
)
3(β − 1)2
(
c6κ log
N1
δ′
+ 1
)
, c5(log
N1
δ′
)2,
6
√
3
δ′
) (6.13)
where κ = logN1
r
, c5 and c6 are constant numbers and β can be any real number greater than one.
Therefore, we can obtain the LR component of each column using a random subset of its elements.
Since (6.11) is an `1-norm minimization, we can write the representation matrix learning problem
as
min
Q˙
‖Ds2 − Uˆs2Q˙‖1, (6.14)
where Uˆs2 = ST2 Uˆ. Thus, (6.14) learns Q using a subset of the rows of D as S
T
2 D is the matrix
formed from m2 sampled rows of D.
As such, we solve two low-dimensional subspace pursuit problems (6.8) and (6.14) of dimensions
N1m1 and N2m2, respectively, instead of an N1N2-dimensional decomposition problem (6.2), and
use a small random subset of the data to learn U and Q. The table of Algorithm 10 explains the
structure of the proposed approach.
141
We can readily state the following theorem which establishes sufficient conditions for Algorithm
10 to yield exact decomposition.
Theorem 6.5. Suppose the CS of the LR matrix is sampled from the random orthogonal model
and the support set of S follows the Bernoulli model with parameter ρ. Also, it is assumed that
Algorithm 10 samples the columns and rows uniformly at random. If for any small δ > 0, m1
satisfies the inequalities (6.7) and (6.9), ρ satisfies inequality (6.13) with δ
′
= δ/N2, m2 satisfies
inequality (6.13) with δ
′
= δ/N2 and also
m2 ≥ r logN1 max
(
c
′
2 log r, c
′
3 log
3
δ
)
, ρ ≤ ρs (6.15)
where {ci}9i=1, c′2 and c′3 are constant numbers, µ′ is equal to (6.10), κ = logN1r , and β can
be any real number greater than one, then the proposed approach (Algorithm 10) yields exact
decomposition with probability at least (1 − 5δ − 3rN−71 − c8N−31 ) provided that N1 is greater
than the RHS of the first inequality of (6.9).
Theorem 6.5 guarantees that the LR component can be obtained using a small subset of the data.
The randomized approach has two main advantages. First, it significantly reduces the mem-
ory/storage requirements since it only uses a small data sketch and solves two low-dimensional op-
timization problems versus one large problem. Second, the proposed approach hasO(max(N1, N2)×
max(m1,m2)×r) per-iteration running time complexity, which is significantly lower thanO(N1N2r)
per iteration for full scale decomposition (6.2) [121, 122] implying remarkable speedups for big
data. For instance, consider U and Q sampled fromN (0, 1), r = 5, and S following the Bernoulli
model with ρ = 0.02. For values of N1 = N2 equal to 500, 1000, 5000, 104 and 2 × 104, if
m1 = m2 = 10r, the proposed approach yields the correct decomposition with 90, 300, 680, 1520
and 4800 - fold speedup, respectively, over directly solving (6.2).
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Algorithm 10 Structure of Proposed Approach
Input: Data matrix D ∈ RN1×N2
1. Initialization: Form column sampling matrix S1 ∈ RN2×m1 and row sampling matrix S2 ∈ RN1×m2 .
2. CS Learning
2.1 Column sampling: Matrix S1 samples m1 columns of the given data matrix, Ds1 = DS1.
2.2 CS learning: Matrix Lˆs1 is obtained as the LR component of Ds1 (6.8).
2.3 CS calculation: Matrix Uˆ is formed as an orthonormal basis for the CS of Lˆs1.
3. Representation Matrix Learning
3.1 Row sampling: Matrix S2 samples m2 rows of the given data matrix, Ds2 = ST2 D.
3.2 Matrix Qˆ is obtained as the optimal point of (6.14).
Output: If Uˆ is an orthonormal basis for the learned CS and Qˆ is the obtained representation matrix, then Lˆ = UˆQˆ
is the obtained LR component.
Efficient Column/Row Sampling
In sharp contrast to randomized algorithms for matrix approximations rooted in numerical linear
algebra (NLA) [134,135], which seek to compute matrix approximations from sampled data using
importance sampling, in matrix decomposition and robust PCA we do not have direct access to
the LR matrix to measure how informative particular columns/rows are. As such, the existing
randomized algorithms for matrix decomposition and robust PCA [1, 87, 126] have predominantly
relied upon uniform random sampling of columns/rows.
In Section 6, we briefly describe the implications of non-uniform data distribution and show that
uniform random sampling may not be favorable for data matrices exhibiting some structures that
prevail much of the real datasets. In Section 6, we demonstrate an efficient column sampling
strategy which will be integrated with the proposed decomposition method. The decomposition
method with efficient column/row sampling is presented in Section 6.
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Non-uniform data distribution
When data points lie in a low-dimensional subspace, a small subset of the points can span the
subspace. However, uniform random sampling is only effective when the data points are distributed
uniformly in the subspace. To clarify, Fig. 6.1 shows two scenarios for a set of data points in a
two-dimensional subspace. In the left plot, the data points are distributed uniformly at random.
In this case, two randomly sampled data points can span the subspace whp. In the right plot, 95
percent of the data lie on a one-dimensional subspace, thus we may not be able to capture the
two-dimensional subspace from a small random subset of the data points.
Figure 6.1: Data distributions in a two-dimensional subspace. The red points are the normalized
data points.
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Figure 6.2: The rank of a set of uniformly sampled columns for different number of clusters.
In practice, the data points in a low-dimensional subspace may not be uniformly distributed, but
rather exhibit some additional structures. A prevailing structure in many modern applications is
clustered data [136]. For example, user ratings for certain products (e.g. movies) in recommender
systems are not only LR due to their inherent correlations, but also exhibit additional clustering
structures owing to the similarity of the preferences of individuals from similar backgrounds (e.g.
education, culture, or gender) [136].
To further show that uniform random sampling falls short when the data points are not distributed
uniformly in the subspace, consider a matrix G ∈ R2000×6150 generated as G = [G1 G2 ... Gn].
For 1 ≤ i ≤ n
2
, Gi = UiQi , where Ui ∈ R2000× rn , Qi ∈ R rn× 200rn . For n/2 + 1 ≤ i ≤ n,
Gi = UiQi , where Ui ∈ R2000× rn , Qi ∈ R rn× 5rn . The elements of Ui and Qi are sampled
independently from a normal N (0, 1) distribution. The parameter r is set equal to 60, thus the
rank of G is equal to 60 whp. Fig. 6.2 illustrates the rank of the randomly sampled columns
versus the number of sampled columns for different number of clusters n. When n = 60, it turns
out that we need to sample more than half of the columns to span the CS, so we cannot evade
high-dimensionality with uniform random column/row sampling. Thus, when the distribution of
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the clustered data is less uniform, more randomly sampled columns are needed to capture the CS.
This is indeed confirmed by Lemma 6.2, which established that the sufficient number of randomly
sampled columns is proportional to the RS coherency. In the following lemmas, it is shown that
the RS coherency increases if the distribution of the columns is less uniform. Lemma 6.6 provides
an upper bound on the coherency of the RS and Lemma 6.7 confirms that the upper bound is tight
by establishing a converse. In these lemmas, it is assumed that the columns lie in a union of linear
subspaces as per the following assumption.
Assumption 6.1. The matrix L can be represented as L = [U1Q1 ... UnQn]. The CS of {Ui ∈
RN1×r/n}ni=1 are random r/n-dimensional subspaces in RN1 . The RS of {Qi ∈ Rr/n×ni}ni=1 are
random r/n-dimensional subspaces in {Rni}ni=1, respectively,
∑n
i=1 ni = N2, and mini
ni  r/n.
Lemma 6.6. Suppose L follows Assumption 6.1. If the rank of L is equal to r, then
P
[
max
i
‖eTi V‖22 >
c7rϕ1
N2
 1
n
N2
min
k
nk
] ≤ 2 n∑
i=1
n−3i
P
[
γ2(V) > 20 log(max
i
ni)
N2
min
i
ni
]
≤ 3r
n
n∑
i=1
n−7i
(6.16)
where ϕ1 =
max(r/n,log max
k
nk)
r/n
.
Lemma 6.7. If L follows Assumption 6.1, the rank of L is equal to r, r/n ≥ 18 logmax
i
ni and
ni ≥ 96 rn log ni, 1 ≤ i ≤ n, then
P
[
max
i
‖VTei‖22 <
0.5 r
N2
(
1
n
N2
min
i
ni
)]
≤ 2
n∑
i=1
n−5i . (6.17)
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Based on Lemma 6.6, the RS coherency of L is linear with N2
min
i
ni
, confirming that the RS coherency
increases if the distribution of the columns within the CS is less uniform.
Efficient column sampling method
Column sampling is widely used for dimensionality reduction and feature selection [34, 137]. In
the column sampling problem, the LR matrix (or the matrix whose span is to be approximated with
a small set of its columns) is available. Thus, the columns are sampled based on their importance,
measured by the so-called leverage scores [134], as opposed to blind uniform sampling. We refer
the reader to [34,137] and references therein for more information about efficient column sampling
methods.
Next, we present a sampling approach to be used in Section 6 where the proposed decomposition
algorithm with efficient sampling is presented. The proposed sampling strategy is inspired by
the approach in [137] in the context of volume sampling. Algorithm 11 details the presented
sampling procedure. Given a matrix A with rank rA, the algorithm aims to sample a small subset
of columns that span its CS. The first column is sampled uniformly at random or based on a
judiciously chosen probability distribution [134]. The next columns are selected sequentially so as
to maximize the novelty to the span of the selected columns. As shown in step 2.2 of Algorithm
11, a design threshold τ is used to decide whether a given column brings sufficient novelty to the
sampled columns by thresholding the `2-norm of its projection on the complement of the span of
the sampled columns. The threshold τ is set to zero in a noise-free setting. Once the selected
columns are believed to span the CS of A, they are removed from A. This procedure is repeated
C times (using the remaining columns). In each time, the algorithm finds rA columns spanning the
CS of A. After every iteration, the rank of the matrix of remaining columns is bounded above by
rA. As such, the algorithm samples approximately m1 ≈ CrA columns in total. In the proposed
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decomposition method with efficient column/row sampling (c.f. Sec. 6), we set C large enough to
ensure that the selected columns form a low rank matrix.
Algorithm 11 Efficient Sampling from LR Matrices
Input: Matrix A.
1. Initialize
1.1 The parameter C is chosen as an integer greater than or equal to one. The algorithm finds C sets of linearly
dependent columns.
1.2 Set I = ∅ as the index set of the sampled columns and set v = τ , B = A and C = [ ].
2. Repeat C Times
2.1 Let b be a non-zero randomly sampled column from B with index ib. Update C and I as C = [C b], I = {I , ib}.
2.2 While v ≥ τ
2.2.1 Set E = PcB , where Pc is the projection matrix onto the complement space of span(C).
2.2.2 Define f as the column of E with the maximum `2-norm with index if . Update C, I and v as C = [C f ] , I =
{I , if} and v = ‖f‖2 .
2.2 End While
2.3 Set C = [ ] and set B equal to A with the columns indexed by I set to zero.
2. End Repeat
Output: The set I contains the indices of the selected columns.
Figure 6.3: Visualization of the matrices defined in Section 6. Matrix Dw is selected randomly or
using Algorithm 12 described in Section 6.
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Algorithm 12 Decomposition with Adaptive Sampling
1. Informative Column Sampling
1.1 Sample Cr rˆ rows of D uniformly at random to form Dw where rˆ is a known upper bound on r.
1.2 Obtain Lˆw via (6.2) as the LR component of Dw.
1.3 Apply Algorithm 11 to Lˆw.
1.4 Form the matrix Ds1 from the columns of D corresponding to the sampled columns of Lˆw.
2. CS Learning
2.1 The convex program (6.8) is applied to Ds1.
2.2 Obtain Uˆ as an orthonormal basis for the CS of the calculated LR component of Ds1.
3. Representation Learning
3.1 Apply Algorithm 11 to UˆT and define Uˆs2 as the matrix of sampled rows.
3.2 Form the matrix Ds2 as the rows of D corresponding to the sampled rows of Uˆ.
3.3 Define Qˆ as the optimal point of (6.14).
Output: The matrix Uˆ is the obtained basis for the column space of L and Lˆ = UˆQˆ is the obtained LR matrix.
Proposed decomposition algorithm with efficient sampling
In this section, we present a modified decomposition algorithm (Algorithm 12) that replaces uni-
form random sampling with the efficient column/row sampling method (Algorithm 11). We sub-
sequently provide an analysis showing that the required number of sampled columns using the
proposed approach can be invariant to the distribution of the columns – even if their distribution
is highly non-uniform. The table of Algorithm 12 details the proposed method with efficient sam-
pling. In this algorithm, it is assumed that the rows of L are well distributed, in the sense that they
do not align along any specific directions, such that Crr rows of L sampled uniformly at random
span its RS whp, for some constant Cr. In Section 6, we dispense with this assumption. The pro-
posed decomposition algorithm consists of three steps detailed next. We support the idea of each
step with some examples and theoretical analysis.
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Informative column sampling
The first important idea underlying the proposed sampling approach is to start sampling along the
dimension that has the better distribution. For instance, consider an extreme scenario where only
two columns of G ∈ R1000×1000 are non-zero. In this case, with random sampling we need to
sample almost all the columns to ensure that the sampled columns span the CS of G. But, if the
non-zero columns are non-sparse, a small subset of randomly chosen rows of G will span its row
space. As another example, suppose that the distribution of the columns of L follows Assumption
6.1, i.e., the distribution of the columns admits a clustering structure. The following lemmas
compare the sufficient numbers of randomly sampled columns and rows to capture the CS and RS,
respectively.
Lemma 6.8. Suppose L follows Assumption 6.1. If m1 columns of L are sampled uniformly at
random with replacement, the rank of L is equal to r, and
m1 ≥
(
2 +
3
ξmin
log
2n
δ
)
ξmaxN2
min
i
ni
(6.18)
where
ξmin = 10 c7 max(r/n, logmin
i
ni) log
2r
δ
ξmax = 10 c7 max(r/n, logmax
i
ni) log
2r
δ
,
(6.19)
then the sampled columns span the column space of L with probability at least 1−2δ−2∑ni=1 n−3i .
Lemma 6.9. Suppose L follows Assumption 6.1 and m2 rows of L are sampled uniformly at ran-
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dom with replacement. If the rank of L is equal to r and
m2 ≥ 10 c7 rϕ2 log 2r
δ
, (6.20)
then the sampled rows span the row space of L with probability at least 1 − δ − 2N−31 , where
ϕ2 =
max(r,logN1)
r
.
The sufficient number of sampled rows indicated in Lemma 6.9 is roughlyO(r) while the sufficient
number of sampled columns in Lemma 6.8 is of order O
(
r N2
min
i
ni
)
. Thus, the sufficient number
of randomly sampled rows is invariant to the distribution of the columns, while the number of
columns grows linearly in N2/mini ni, and in turn increases if the distribution of the columns is
less uniform.
In Algorithm 12, the columns can admit a clustering structure. Thus, we start the sampling with
row sampling. Let rˆ denote a known upper bound on r. Such knowledge is often available as side
information depending on the particular application. For instance, facial images under varying
illumination and facial expressions are known to lie on a special low-dimensional subspace [37].
For visualization, Fig. 6.3 provides a simplified illustration of the matrices defined in this sec-
tion. We sample Crrˆ rows of D uniformly at random. Let Dw ∈ R(Cr rˆ)×N2 denote the matrix of
sampled rows. We choose Cr sufficiently large to ensure that the non-sparse component of Dw
is a LR matrix. Define Lw, assumably with rank r, as the LR component of Dw. If we locate a
subset of the columns of Lw that span its CS, the corresponding columns of L would span its CS.
To this end, the convex program (6.2) is applied to Dw to extract its LR component denoted Lˆw.
Then, Algorithm 11 is applied to Lˆw to find a set of informative columns by sampling m1 ≈ Crrˆ
columns. The matrix Ds1 is formed using the columns of D corresponding to the sampled columns
of Lˆw.
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column space learning
Similar to the CS learning step of Algorithm 10, we obtain the CS of L by decomposing Ds1.
Adaptive sampling makes the number of sampled columns required to capture the CS of L invari-
ant to the distribution of the columns since only informative columns are sampled. Yet, another
important advantage of adaptive sampling is that it also makes the sufficient number of sampled
columns to ensure correct decomposition of Ds1 almost invariant to the distribution of the columns.
To show this fact, we present the following example along with its theoretical footing. Suppose
L follows Assumption 6.1. Thus, per Lemma 6.9 a small number of randomly sampled rows can
capture the RS. Accordingly, the RS of Lw (the LR component of Dw) is equal to the RS of L.
Thus, if Dw is decomposed correctly and Algorithm 11 is applied to Lˆw, it samples Cr rn columns
from each matrix Li = UiQi whp. Since Algorithm 11 is deterministic, it is hard to analyze the
decomposition algorithm with deterministic sampling and upper bound the coherency parameters.
Instead, we consider an imaginary randomized sampling algorithm whose performance emulates
that of the proposed sampling approach when L follows Assumption 6.1.
Imaginary sampler: Suppose matrix G can be represented as G = [G1...Gn]. The CS of matrices
{Gi}ni=1 are independent subspaces with dimensions {ri}ni=1, respectively. The imaginary sampler
applied to G samples C
∑n
i=1 ri consisting of Cri columns sampled uniformly at random from
each submatrix {Gi}ni=1.
Remark 6.1. The obtained low rank component of Dw, Lˆw, is only used to locate the indices of
the informative columns. Hence, it is not imperative to obtain exact decomposition of Dw and we
can still locate the informative columns if Lˆw approximates Lw. However, for analysis purposes in
the following lemma it is assumed that Lˆw = Lw.
If the rank of Lw is equal to r and Lˆw approximates Lw well enough, the only difference between
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the actual and the imaginary sampler is that the former samples the informative columns of Li,
and the latter samples the columns corresponding to the i-th cluster uniformly at random from
the columns of Li. However, sampling random columns from a given cluster is no different that
sampling informative columns since r/n randomly sampled columns of Li span its CS whp.
The following two lemmas confirm that with adaptive column sampling, the sufficient number of
sampled columns to ensure correct decomposition of Ds1 is invariant to the distribution of the
columns.
Lemma 6.10. Suppose L follows Assumption 6.1, the imaginary sampler is applied to Lw to form
Ds1, Ls1 has the same CS of L, and the support set of S follows the Bernoulli model with parameter
ρ. If the rank of L is equal to r,
m1 ≥ r
ρ r
µ
′′
(logN1)
2 , (6.21)
and ρ ≤ ρs, then (6.8) yields the exact decomposition with probability at least 1− 2n(m1/n)−3 −
c8N
−3
1 , where ϕ3 =
max(r/n,logm1/n)
r/n
and
µ
′′
=max
(
c7 max(r, logN1)
r
, c7ϕ3, c7ϕ3(
c9√
6
logN1)
2
)
. (6.22)
Lemma 6.11. Suppose L follows Assumption 6.1, the columns of D are sampled uniformly at
random to form Ds1, Ls1 has the same CS of L, and the support set of S follows the Bernoulli
model with parameter ρ. If the rank of L is equal to r,
m1 ≥ r
ρ r
µ˙(logN1)
2 (6.23)
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where
µ˙ = max
(
c7 max(r, logN1)
r
, 6µv, µv (c9 logN1)
2
)
,
µv =
c7
n
ϕ1
 N2
min
k
nk
 , ϕ1 = max(r/n , logmini ni)
r/n
,
(6.24)
then (6.8) decomposes Ds1 correctly with probability at least 1− c8N−31 − 2
∑n
i=1 n
−3
i .
Remark 6.2. The sufficient value form1 in Lemma 6.10 isO(r), versusO(r N2min
i
ni
) in Lemma 6.11.
Hence, through adaptive column sampling not only is the number of sampled columns required to
capture the CS of L invariant to the distribution of the columns, but also the number of sampled
columns required for exact decomposition. If we sample from a dataset uniformly at random, the
resulting data sketches will have the same structure of the data whp. For example, if most of the
columns of L are aligned along a given direction, then whp most of the randomly sampled columns
of L will be aligned along that direction as well. By contrast, adaptive sampling samples the
informative columns regardless of the population of the clusters, thereby balances the distribution
of the sampled data. Thus, the distribution of adaptively sampled columns is closer to a uniform
distribution. For instance, the adaptive sampler applied to the data on the right plot of Fig. 6.1
samples an equal number of data points from each cluster even though the number of data points
in one cluster is notably greater than the other. This can also be observed by comparing the
RS coherency of matrix Ls1 formed with adaptive versus uniform random sampling. The analysis
provided in the proof of Lemma 6.10 and Lemma 6.11 shows that the RS coherency of Ls1 following
adaptive and uniform sampling is roughly c7 and c7 N2min
i
ni
, respectively. Thus, adaptive sampling
significantly improves the coherency of the matrix of sampled columns.
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Representation matrix learning
In this step, unlike Algorithm 10, the rows are not sampled randomly. Instead, we leverage the
information embedded in U to select the informative rows. Algorithm 11 is applied to UT to
locate m2 ≈ Cr rows of U. Thus, we form the matrix Ds2 from the rows of D corresponding to
the selected rows of U. Then, the representation matrix is learned as the optimal point of (6.14).
Subsequently, the LR matrix can be obtained from the learned CS and the representation matrix.
Since in Algorithm 12 it is assumed that the rows do not follow a clustering structure, the analysis
of this step is similar to the analysis of the corresponding step in Algorithm 10.
We can readily state the following theorem which supports the performance of Algorithm 12. In
this theorem, it is assumed that the imaginary sampler is used to sample the columns of D. As
mentioned earlier, the performance of the imaginary sampler is approximately equivalent to our
column sampling procedure if Lˆw = Lw, or Lˆw approximates Lw well enough.
Theorem 6.12. Suppose L follows Assumption 6.1, the support set of S follows the Bernoulli
model with parameter ρ, the rank of Lw is equal to r, the imaginary sampler is applied to Lw to
locate the columns forming Ds1, and applied to Uˆ to locate the rows forming Ds2. If m2 and ρ
satisfy (6.13) with δ
′
= δ/n,
m1 ≥ max
(
n
(√
r
n
+
√
2 log
2n
δ
)2
,
r
ρ r
µ
′′
(logN1)
2
)
, (6.25)
where {ci}9i=1 are constant numbers, κ = logN1r , β any real number greater than one, µ
′′
is equal to
(6.22), and ϕ3 =
max(r/n,logm1/n)
r/n
, then Algorithm 12 yields exact decomposition with probability at
least 1−4δ−n(m1/n)−3−c8N−31 , provided that N1 is greater than the RHS of the first inequality
of (6.25).
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An alternative approach to the column space learning step
In this section, we present an alternative approach to the CS learning step of Algorithm 12. We
utilize the information embedded in matrix Lˆsw (the sampled columns of Lˆw) to obtain U. In
particular, if Dw is decomposed correctly, the RS of Lˆsw will be the same as that of Ls1 given that
the rank of Lw is equal to r. Let Vs1 be an orthonormal basis for the RS of Lˆsw. Thus, to learn the
CS of Ds1 we only need to solve min
Uˆ
‖Ds1 − UˆVTs1‖1 .
Remark 6.3. The convex algorithm (6.2) may not always yield accurate decomposition of Dw
since structured data may not be sufficiently incoherent, suggesting that the decomposition step
can be further improved. Let Dsw be the matrix consisting of the columns of Dw corresponding to
the columns selected from Lˆw to form Lˆsw. According to our investigations, an improved Vs1 can
be obtained by applying the decomposition algorithm presented in [138] to Dsw and use the RS of
Lˆsw as an initial guess for the RS of the non-sparse component of D
s
w. Since D
s
w is low-dimensional
(roughly O(r)×O(r) matrix), this extra step is a low complexity operation.
Column/Row sampling from sparsely corrupted data
In Algorithm 12, we assumed that the LR component of Dw has rank r. However, if the rows
are not well-distributed, a reasonably sized random subset of the rows may not span the RS of L.
Here, we present a sampling approach which can find the informative columns/rows even when
both the columns and the rows exhibit clustering structures such that a small random subset of the
columns/rows of L cannot span its CS/RS. The algorithm presented in this section (Algorithm 13)
can be independently used as an efficient sampling approach from big data. In this chapter, we use
Algorithm 13 to form Dw if both the columns and rows exhibit clustering structures.
The table of Algorithm 13, Fig. 6.4 and its caption provide the details of the proposed sampling
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approach and the definitions of the used matrices. We start the cycle from the position marked
“I” in Fig. 6.4 with Dw formed according to the initialization step of Algorithm 13. For ease of
exposition, assume that Lˆw = Lw and Lˆc = Lc, i.e., Dw and Dc are decomposed correctly. The
matrix Lˆsw is the informative columns of Lˆw. Thus, the rank of Lˆ
s
w is equal to the rank of Lˆw.
Since Lˆw = Lw, Lˆsw is a subset of the rows of Lc. If the rows of L exhibit a clustering structure,
it is likely that rank(Lˆsw) < rank(Lc). Thus, rank(Lw) < rank(Lc). We continue one cycle of the
algorithm by going through steps 1, 2 and 3 of Fig. 6.4 to update Dw. Using a similar argument,
we see that the rank of an updated Lw will be greater than the rank of Lc. Thus, if we run more
cycles of the algorithm – each time updating Dw and Dc – the rank of Lw and Lc will increase.
As detailed in the table of Algorithm 13, we stop if the dimension of the span of the obtained LR
component does not change in T consecutive iterations. While there is no guarantee that the rank
of Lw will converge to r (it can converge to a value smaller than r), our investigations have shown
that Algorithm 13 performs quite well and the RS of Lw converges to the RS of L in few steps. We
have also found that adding some randomly sampled columns (rows) to Dc(Dw) can effectively
avert converging to a lower dimensional subspace. For instance, some randomly sampled columns
can be added to Dc, which was obtained by applying Algorithm 11 to Lˆw.
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Algorithm 13 Efficient Column/Row Sampling from Sparsely Corrupted LR Matrices
1. Initialization
Form Dw ∈ RCr rˆ×N2 by randomly choosing Cr rˆ rows of D. Initialize k = 1 and set T equal to an integer greater
than 1.
2. While k > 0
2.1 Sample the most informative columns
2.1.1 Obtain Lˆw via (6.2) as the LR component of Dw.
2.1.2 Apply Algorithm 11 to Lˆw with C = Cr.
2.1.3 Form the matrix Dc from the columns of D corresponding to the sampled columns of Lˆw.
2.2 Sample the most informative rows
2.2.1 Obtain Lˆc via (6.2) as the LR component of Dc.
2.2.2 Apply Algorithm 11 to LˆTc with C = Cr.
2.2.3 Form the matrix Dw from the rows of D corresponding to the sampled rows of Lˆc.
2.3 If the dimension of the RS of Lˆw does not increase in T consecutive iterations, set k = 0 to stop the algorithm.
2. End While
Output: The matrices Dw and Lˆw can be used for column sampling in the first step of the Algorithm presented in
Section 6.
Figure 6.4: Visualization of Algorithm 13. We run few cycles of the algorithm and stop when the
rank of the LR component does not change over T consecutive steps. One cycle of the algorithm
starts from the point marked “I” and proceeds as follows. I: Matrix Dw is decomposed and Lˆw
is the obtained LR component of Dw. II: Algorithm 11 is applied to Lˆw to select the informative
columns of Lˆw. Lˆsw is the matrix of columns selected from Lˆw. III: Matrix Dc is formed from
the columns of D that correspond to the columns of Lˆsw. 1: Matrix Dc is decomposed and Lˆc
is the obtained LR component of Dc. 2: Algorithm 11 is applied to LˆTc to select the informative
rows of Lˆc. Lˆsc is the matrix of rows selected from Lˆc. 3: Matrix Dw is formed as the rows of D
corresponding to the rows used to form Lˆsc.
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Algorithm 13 was found to converge in a very small number of iterations (typically less than 4).
Thus, even when Algorithm 13 is used to form the matrix Dw, the order of complexity of the
proposed decomposition method with efficient column/row sampling is O(max(N1, N2)r2).
Online Implementation
The proposed decomposition approach consists of two main steps, namely, learning the CS of the
LR component then decomposing the columns independently. This structure lends itself to online
implementation, which could be very beneficial in settings where the data arrives on the fly. The
idea is to first learn the CS of the LR component from a small batch of the data and keep tracking
the CS. Since the CS is being tracked, any new data column can be decomposed based on the
updated subspace. The table of Algorithm 14 details the proposed online matrix decomposition
algorithm, where dt denotes the tth received data column.
Algorithm 14 uses a parameter nu which determines the rate at which the algorithm updates the
CS of the LR component. For instance, if nu = 20, then the CS is updated every 20 new data
columns (step 2.2 of Algorithm 14). The parameter nu has to be set in accordance with the rate of
the change of the subspace of the LR component; a small value for nu is used if the subspace is
changing rapidly. The parameter ns determines the number of columns last received that are used
to update the CS. If the subspace changes rapidly, the older columns may be less relevant to the
current subspace, hence a small value for ns is used. On the other hand, when the data is noisy and
the subspace changes at a slower rate, a larger value for ns can lead to more accurate estimation of
the CS.
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Algorithm 14 Online Implementation
1. Initialization
1.1 Set the parameters nu and ns equal to integers greater than or equal to one.
1.2 Form D0 ∈ RN1×(Cr rˆ) as D0 = [d1d2 ...dCr rˆ].Decompose D0 using (2) and obtain the CS of its LR component.
Define Uo as the learned CS, Qo the appropriate representation matrix and Sˆ the obtained sparse component of D0.
1.3 Apply Algorithm 11 to UTo to construct the row sampling matrix S2.
2. For any new data column dt do
2.1 Decompose dt as
min
qˆt
‖ST2 dt − ST2 Uoqˆt‖1 , (6.26)
and update
Qo ← [Qo q∗t ], Sˆ← [Sˆ (dt −Uoq∗t )], where q∗t is the optimal point of (6.26).
2.2 If the remainder of tnu is equal to zero, update Uo as
min
Uˆo
‖Dt − UˆoQto‖1 , (6.27)
where Qto is the last nsrˆ columns of Qo and Dt is the matrix formed from the last nsrˆ received data columns. Apply
Algorithm 11 to the new UTo to update the row sampling matrix S2.
2. End For
Output The matrix Sˆ as the obtained sparse matrix, Lˆ = D− Sˆ as the obtained LR matrix and Uo as the current basis
for the CS of the LR component.
Noisy data
In practice, noisy data can be modeled as D = L+S+N,where N is an additive noise component.
In [69], it was shown that the program
min
Lˆ,Sˆ
λ‖Sˆ‖1 + ‖Lˆ‖∗ s. t.
∥∥Lˆ + Sˆ−D∥∥
F
≤ n , (6.28)
can recover the LR and sparse components with an error bound that is proportional to the noise
level. The parameter n has to be chosen based on the noise level. This modified version can be
used in the proposed algorithms to account for the noise. Similarly, to account for the noise in
the representation learning problem (6.14), the `1-norm minimization problem can be modified as
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follows:
min
Qˆ,Eˆ
‖ST2 D− ST2 UQˆ− Eˆ‖1 subject to ‖Eˆ‖F ≤ δn. (6.29)
Eˆ ∈ Rm2×N2 is used to cancel out the effect of the noise and the parameter δn is chosen based on
the noise level [139].
Numerical Simulations
In this section, we present some numerical simulations to study the performance of the proposed
randomized decomposition method. First, we present a set of simulations confirming our analysis
which established that the sufficient number of sampled columns/rows is linear in r. Then, we
compare the proposed approach to the state-of-the-art randomized algorithm [1] and demonstrate
that the proposed sampling strategy can lead to notable improvement in performance. We then
provide an illustrative example to showcase the effectiveness of our approach on real video frames
for background subtraction and activity detection. Given the structure of the proposed approach,
it is shown that side information can be leveraged to further simplify the decomposition task. In
addition, a numerical example is provided to examine the performance of Algorithm 13. Finally,
we investigate the performance of the online algorithm and show that the proposed online method
can successfully track the underlying subspace.
In all simulations, the Augmented Lagrange multiplier (ALM) algorithm [99,122] is used to solve
the optimization problem (6.2). In addition, the `1-magic routine [140] is used to solve the `1-
norm minimization problems. It is important to note that in all the provided simulations (except
in Section 6), the convex program (6.2) that operates on the entire data can yield correct decom-
position with respect to the considered criteria. Thus, if the randomized methods cannot yield
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correct decomposition, it is because they fall short of acquiring the essential information through
sampling.
Phase transition plots
In this section, we investigate the required number of randomly sampled columns/rows. The LR
matrix is generated as a product L = UrQr, where Ur ∈ RN1×r and Qr ∈ Rr×N2 . The elements
of Ur and Qr are sampled independently from a standard normal N (0, 1) distribution. The sparse
matrix S follows the Bernoulli model with ρ = 0.02. In this experiment, Algorithm 10 is used and
the column/rows are sampled uniformly at random.
Fig. 6.5 shows the phase transition plots for different numbers of randomly sampled rows/columns.
In this simulation, the data is a 1000 × 1000 matrix. For each (m1,m2), we generate 10 random
realizations. A trial is considered successful if the recovered LR matrix Lˆ satisfies ‖L−Lˆ‖F‖L‖F ≤
5× 10−3. It is clear that the required number of sampled columns/rows increases as the rank or the
sparsity parameter ρ are increased. When the sparsity parameter is increased to 0.3, the proposed
algorithm can hardly yield correct decomposition. Actually, in this case the matrix S is no longer
a sparse matrix.
The top row of Fig. 6.5 confirms that the sufficient values for m1 and m2 are roughly linear in r.
For instance, when the rank is increased from 5 to 25, the required value for m1 increases from
30 to 140. In this experiment, the column and RS of L are sampled from the random orthogonal
model. Thus, the CS and RS have small coherency whp [133]. Therefore, the important factor
governing the sample complexity is the rank of L. Indeed, Fig. 6.6 shows the phase transition for
different sizes of the data matrix when the rank of L is fixed. One can see that the required values
for m1 and m2 are almost independent of the size of the data confirming our analysis.
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Figure 6.5: Phase transition plots for various rank and sparsity levels. White designates successful
decomposition and black designates incorrect decomposition.
Figure 6.6: Phase transition plots for various data matrix dimensions (r = 15 , ρ = 0.05).
Efficient column/row sampling
In this experiment, Algorithm 12 is compared to the randomized decomposition algorithm in [1].
It is shown that the proposed sampling strategy can effectively reduce the required number of
sampled columns/rows, and makes the proposed method remarkably robust to structured data. In
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this experiment, D is a 2000×4200 matrix. The LR component is generated as L = [G1G2 ...Gn].
For 1 ≤ i ≤ n
2
, Gi = UiQi , where Ui ∈ R2000× rn , Qi ∈ R rn× 130rn and the elements of Ui
and Qi are sampled independently from a normal distribution N (0, 1). For n/2 + 1 ≤ i ≤ n,
Gi = 13UiQi , where Ui ∈ R2000× rn , Qi ∈ R rn× 10rn , and the elements of Ui and Qi are sampled
independently from an N (0, 1) distribution. We set r equal to 60; thus, the rank of L is equal to
60 whp. The sparse matrix S follows the Bernoulli model and each element of S is non-zero with
probability 0.02. In this simulation, we do not use Algorithm 13 to form Dw. The matrix Dw is
formed from 300 uniformly sampled rows of D.
We evaluate the performance of the algorithms for different values of n, i.e., different number of
clusters. Fig. 6.7 shows the performance of the proposed approach and the approach in [1] for
different values of m1 and m2. For each value of m1 = m2, we compute the error in LR matrix
recovery ‖L−Lˆ‖F‖L‖F averaged over 10 independent runs, and conclude that the algorithm can yield
correct decomposition if the average error is less than 0.01. In Fig. 6.7, the values 0, 1 designate
incorrect and correct decomposition, respectively. It can be seen that the presented approach re-
quires a significantly smaller number of samples to yield the correct decomposition. This is due to
the fact that the randomized algorithm [1] samples both the columns and rows uniformly at random
and independently. In sharp contrast, we use Lˆw to find the most informative columns to form Ds1,
and also leverage the information embedded in the CS to find the informative rows to form Ds2.
When n = 60, [1] cannot yield correct decomposition even when m1 = m2 = 1800.
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Figure 6.7: Performance of the proposed approach and the randomized algorithm in [1]. A value 1
indicates correct decomposition and a value 0 indicates incorrect decomposition.
Vector decomposition for background subtraction
The LR plus sparse matrix decomposition can be effectively used to detect a moving object in a
stationary background [99,141]. The background is modeled as a LR matrix and the moving object
as a sparse matrix. Since videos are typically high dimensional objects, standard algorithms can be
quite slow for such applications. Our algorithm is a good candidate for such a problem as it reduces
dimensionality significantly. The decomposition problem can be further simplified by leveraging
prior information about the stationary background. In particular, we know that the background
does not change or we can construct it with some pre-known dictionary. For example, consider
the video from [142], which was also used in [99]. Few frames of the stationary background are
illustrated in Fig. 6.8.
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Figure 6.8: Stationary background.
Thus, we can simply form the CS of the LR matrix using these frames which can describe the
stationary background in different states. Accordingly, we just need to learn the representation
matrix. As such, background subtraction is simplified to a vector decomposition problem.
Figure 6.9: Two frames of a video taken in a lobby. The first column displays the original frames.
The second and third columns display the LR and sparse components recovered using the proposed
approach.
Fig. 6.9 shows that the proposed method successfully separates the background and the moving
objects. In this experiment, 500 randomly sampled rows are used (i.e., 500 randomly sampled
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pixels) for representation matrix learning (6.14). While the running time of our approach is just
few milliseconds, it takes almost half an hour if we use (6.2) to decompose the video [99].
Alternating algorithm for column sampling
In this section, we investigate the performance of Algorithm 13 for column sampling. The rank of
the selected columns is shown to converge to the rank of L even when both the rows and columns of
L exhibit a highly structured distribution. To generate the LR matrix L we first generate a matrix G
as in Section 6 but setting r = 100. Then, we construct the matrix Ug from the first r right singular
vectors of G. We then generate G in a similar way and set Vg equal to the first r right singular
vectors of G. Let the matrix L = UgVTg . For example, for n = 100, L ∈ R10250×10250. Note that
the resulting LR matrix is nearly sparse since in this simulation we consider a very challenging
scenario in which both the columns and rows of L are highly structured and coherent. Thus, in this
simulation we set the sparse matrix equal to zero and use Algorithm 13 as follows. The matrix Dc
is formed using 300 columns sampled uniformly at random and the following steps are performed
iteratively:
1. Apply Algorithm 11 to DTc with C = 3 to sample approximately 3r columns of D
T
c and form
Dw from the rows of D corresponding to the selected rows of Dc.
2. Apply Algorithm 11 to Dw with C = 3 to sample approximately 3r columns of Dw and form
Dc from the columns of D corresponding to the selected columns of Dc. Fig. 6.10 shows the
rank of Dc after each iteration. It is evident that the algorithm converges to the rank of L in less
than 3 iterations even for n = 100 clusters. For all values of n, i.e., n ∈ {2, 50, 60}, the data is a
10250× 10250 matrix.
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Figure 6.10: The rank of the matrix of sampled columns.
Online Implementation
In this section, the proposed online method is examined. It is shown that the proposed scalable on-
line algorithm tracks the underlying subspace successfully. The matrix S follows the Bernoulli
model with ρ = 0.01. Assume that the orthonormal matrix U ∈ RN1×r spans a random r-
dimensional subspace. The matrix L is generated as follows.
For k from 1 to N2
1. Generate E ∈ RN1×r and q ∈ Rr×1 randomly.
2. L = [L Uq] .
3. If (mod(k, n) = 0)
U = approx-r(U + αE).
End If
End For
The elements of qi and E are sampled from standard normal distributions. The output of the
function approx-r is the matrix of the first r left singular vectors of the input matrix and mod(k, n)
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is the remainder of k/n. The parameters α and n control the rate of change of the underlying
subspace. The subspace changes at a higher rate if α is increased or n is decreased. In this
simulation, n = 10, i.e., the CS is randomly rotated every 10 new data columns. In this simulation,
the parameter r = 5 and N1 = 400. We compare the performance of the proposed online approach
to the online algorithm in [2]. For our proposed method, we set C = 20 when Algorithm 11 is
applied to U, i.e., 20r rows of U are sampled. The method presented in [2] is initialized with the
exact CS and its tuning parameter is set equal to 1/
√
N1. The algorithm [2] updates the CS with
every new data column. The parameter nu of the proposed online method is set equal to 4 (i.e.,
the CS is updated every 4 new data columns) and the parameter ns is set equal to 5r. Define Lˆ as
the recovered LR matrix. Fig. 6.11 shows the `2-norm of the columns of L − Lˆ normalized by
the average `2-norm of the columns of L for different values of α. One can see that the proposed
method can successfully track the CS while it is continuously changing. The online method [2]
performs well when the subspace is not changing (α = 0), however, it fails to track the subspace
when it is changing.
Figure 6.11: Performance of the proposed online approach and the online algorithm in [2].
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CHAPTER 7: SPATIALLY FAIR COLUMN SAMPLING FROM BIG
DATA
Random column sampling is not guaranteed to yield data sketches that preserve the underlying
structures of the data and may not sample sufficiently from less-populated data clusters. Also,
adaptive sampling can often provide accurate low rank approximations, yet may fall short of pro-
ducing descriptive data sketches, especially when the cluster centers are linearly dependent. Mo-
tivated by that, in this chapter1 we introduce a novel randomized column sampling tool dubbed
Spatial Random Sampling (SRS), in which data points are sampled based on their proximity to
randomly sampled points on the unit sphere. The most compelling feature of SRS is that the cor-
responding probability of sampling from a given data cluster is proportional to the surface area the
cluster occupies on the unit sphere, independently from the size of the cluster population. Although
it is fully randomized, SRS is shown to provide descriptive and balanced data representations. The
proposed idea addresses a pressing need in data science and holds potential to inspire many novel
approaches for analysis of big data.
Introduction
The complexity of many of the existing data analysis and machine learning algorithms limits their
scalability to high-dimensional settings. This has spurred great interest in data sketching tech-
niques that produce descriptive and representative sketches of the data on the premise that substan-
tial complexity reductions can be potentially achieved without sacrificing performance when data
inferencing is carried out using such sketches in lieu of the full-scale data [143–155].
1The material presented in this chapter were partially published in IEEE Signal Processing Letters.
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Random embedding and random column sampling are two widely used linear data sketching tools.
Random embedding projects data in a high-dimensional space onto a random low-dimensional
subspace, and was shown to notably reduce dimensionality while preserving the pairwise distances
between the data points [155–157]. While random embedding can generally preserve the structure
of the data, it is not suitable for feature/column sampling. In random column sampling, a column
is selected via random sampling from the column index set – hence the alternative designation
Random Index Sampling (RIS). For RIS, the probability of sampling from a data cluster is clearly
proportional to its population size. As a result, RIS may fall short of preserving structure if the data
is unbalanced, in the sense that RIS may not sample sufficiently from less-populated data clusters,
and/or may not capture worthwhile features that could be pertinent to rare events. This motivates
the research work presented in this chapter in which we develop a new random sampling tool that
can yield a descriptive data sketch even if the given data is largely unbalanced.
Over the last two decades, many different column sampling methods were proposed [34]. Most of
these methods aim to find a small set of informative data columns whose span can well approximate
the given data. In other words, if C ∈ RN1×n is the matrix of sampled columns, where n is the
number of sampled columns and N1 the ambient dimension, most of the existing column sampling
methods seek a solution to the optimization problem
min
C
‖D−CC†D‖F , (7.1)
where D ∈ RN1×N2 denotes the data, † the pseudoinverse, and ‖ · ‖F the Frobenius norm. These
methods can be broadly categorized into randomized [32, 158–164] and deterministic methods
[28, 165–172]. In randomized methods, the columns are sampled based on a carefully chosen
probability distribution. For instance, [164] uses the `2-norm of the columns, and in [32] the
sampling probabilities are proportional to the norms of the rows of the top right singular vectors.
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There are different types of deterministic sampling algorithms, including the rank revealing QR
algorithm [172], and clustering-based algorithms [169]. In [165, 171, 173, 174], the non-convex
optimization (7.1) is relaxed to a convex program by finding a row-sparse representation of the
data. We refer the reader to [34, 137, 175] and references therein for more information about the
matrix approximation based sampling methods.
Whereas low rank approximation has been instrumental in many applications, the sampling al-
gorithms based on (7.1) cannot always guarantee that the sampled points satisfactorily capture
the structure of the data. For instance, suppose the columns of D form m clusters in the N1-
dimensional space, but the cluster centers are linearly dependent. An algorithm which aims to
minimize (7.1) would not necessarily sample from each data cluster since it only looks for a set of
columns whose span is that of the dominant singular vectors of D.
For notation, bold-face upper-case letters denote matrices and bold-face lower-case letters denote
vectors. Given a matrix A, ai and ai denote its ith column and ith row, respectively. For a vector
a, max a is its maximum element, |a| the vector of absolute values of its elements, and aI for an
index set I the elements of a indexed by I. Also, SN1−1 designates the unit `2-norm sphere inRN1 .
Proposed Method
As mentioned earlier, with RIS the probability of sampling from a data cluster is proportional
to its population size. However, in many applications of interest the desideratum is to collect
more samples from clusters that occupy a larger space or that have higher dimensions, thereby
composing a structure-preserving sketch of the data. For instance, suppose the data points lie on
SN1−1 and form two linearly separable clusters such that the surface area corresponding to the
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first cluster on the unit sphere is greater than that of the second cluster2. In this case, a structure-
preserving sketch should generally comprise more data points from the first cluster. However, RIS
would sample more points from the cluster with the larger population regardless of the structure of
the data.
Spatially random column sampling
When the data points are projected onto SN1−1, each cluster will occupy a certain surface area
on the unit sphere. We propose a random column sampling approach in which the probability
of sampling from a data cluster is proportional to its corresponding surface area. The proposed
method, dubbed Spatially Random column Sampling (SRS), is presented in the table of Algorithm
15 along with the definitions of the used symbols. SRS samples the n data points whose normalized
versions have the largest projections along n randomly selected directions in RN1 (the rows of
matrix Φ). Unlike RIS, SRS performs random sampling in the spatial domain as opposed to the
index domain, wherefore the probability of sampling from a data cluster depends on its spatial
distribution. To provide some insight into the operation of SRS, consider the following fact [176,
177].
Lemma 7.1. If the elements of φ ∈ RN1 are sampled independently from N (0, 1), the vector
φ/‖φ‖2 will have a uniform distribution on the unit `2-norm sphere SN1−1.
According to Lemma 7.1, φi/‖φi‖2 corresponds to a random point on the unit sphere (recalling
that φi is the ith row of Φ). The probability that a random direction lies in a given cluster is
proportional to its corresponding surface area on the unit sphere. Since we cannot ensure if a
random direction lies in a data cluster, we sample the data point at minimum distance from the
2The notion of surface area for comparing the spatial distribution of clusters will be made precise in Definition 7.1
in the next subsection.
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randomly sampled direction. Therefore, Algorithm 15 samples n points randomly on the unit
sphere, and for each randomly sampled direction samples the data points with closest proximity to
that direction. As such, it is more likely to sample from a data cluster that covers a larger area on
the unit sphere. More precisely, suppose the columns of D have unit `2-norm and form s separable
clusters. We divide the surface area of the unit sphere into s regions {Ri}si=1, whereRi is defined
as follows.
Definition 7.1. Suppose the matrix D can be represented as D = [D1 ...Ds]T, where Dk consists
of the data points in the kth cluster, T is a permutation matrix, and the columns of D have unit
`2-norm. The regionRi is defined as
Ri :=
{
y ∈ SN1−1
∣∣∣max |yTDi| > max |yTDj|, ∀ j 6= i} .
Accordingly, the probability of sampling a data point from the kth cluster is linear in the area of
Rk.
Remark 7.1. Define U as an orthonormal basis for the column space of D. Since the rows of Φ
are random vectors, P[UTφi = 0] = 0,∀i, where P denotes the probability measure. In addition,
sinceφi/‖φi‖2 has a uniform distribution on SN1−1, UUTφi/‖UTφi‖2 has a uniform distribution
on the intersection of the column space of U and SN1−1. Thus, SRS generates n random directions
in the span of the data.
In the following section, we compare the requirements of RIS and SRS (as two completely random
column sampling tools) using a set of theoretical examples.
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Algorithm 15 Spatially random column sampling (SRS without replacement)
Input: Data matrix D ∈ RN1×N2 and n as the number of sampled columns.
Initialization: Construct matrix Φ ∈ Rn×N1 by sampling independently from N (0, 1). Set Y equal to an empty
matrix.
1. Data Normalization: Define X ∈ RN1×N2 such that xi = di/‖di‖2.
2. Column Sampling:
2.1 Set Q = ΦX and set I = ∅.
2.2 For i = 1 to n
2.2.1 Define h =
∣∣qi∣∣ and set hI = 0.
2.2.2 Define xk as the kth column of X, where k is the index of the maximum element of h.
2.2.3 Update Y = [Y xk] and add k to the set I.
2.2 End For
Output: Y ∈ RN1×n is the matrix of sampled columns.
Algorithm 16 SRS with replacement
1. Perform step 1 of Algorithm 15 and set Q = ΦX.
2. Column Sampling: Matrix Y ∈ RN1×n is the matrix of sampled columns. The ith column of Y, yi, is equal to xk
where k is equal to the index of the maximum element of |qi|.
Sample complexity analysis
This section provides a theoretical analysis of the sample complexity of SRS in the context of two
examples, in which we show that the probability of sampling from a data cluster with SRS can be
independent of the cluster population. The sample complexity is contrasted to that of conventional
RIS. To simplify the analysis, we assume that sampling in SRS is done with replacement (c.f.
Algorithm 16).
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Figure 7.1: Left: The distribution of data in a two-dimensional space. The data consists of two
clusters shown in yellow. The normalized points in the first and second clusters are distributed on
two separate arcs with lengths τ1 and τ2, respectively. Each of the two arcs does not overlap with
the image of the other arc w.r.t. the origin on the unit circle. Right: The rank of randomly sampled
columns by RIS and SRS versus the number of sampled columns.
Example 1: Suppose N1 = 2 and the columns of X lie in two spatially separate clusters. The data
distribution is illustrated in the left plot of Fig. 7.1. The data points lie on two separate arcs of
the unit `2-norm circle with lengths τ1 and τ2. We further assume that each of the two arcs does
not overlap with the image of the other arc w.r.t. the origin on the unit circle. The number of
data points in the first and second clusters are equal to n1 and n2, respectively. The following two
lemmas compare the number of columns sampled randomly by RIS and SRS required to ensure
that at least m data points are sampled from each cluster, where m < min{n1, n2}.
Lemma 7.2. Suppose N1 = 2 and the distribution of the data columns follows the assumptions of
Example 1. Assume β ≥ 2+ 3
m
log 4
δ
. If the number of columns sampled by RIS with replacement is
greater than βm N2
mini{ni} , then the number of data points sampled from each data cluster is greater
than or equal to m, with probability at least 1− δ.
Lemma 7.3. Suppose N1 = 2, the distribution of the data columns follows the assumptions of
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Example 1 as in Fig. 7.1 , β ≥ 2+ 3
m
log 4
δ
, and τ2 + τ1 < pi. If the number of columns sampled by
SRS (with replacement) is greater than βm 2pi
pi−|τ2−τ1| , then the number of data points sampled from
each data cluster is greater than or equal to m, with probability at least 1− δ.
Lemma 7.2 establishes a sufficient condition on the number of columns sampled by RIS, which
is shown to be linear in N2
mini ni
since with RIS the probability of sampling from the ith cluster is
ni/N2. Thus, if the populations of the data clusters are unbalanced (i.e., not of the same order),
we will need to sample a large number of points to ensure the sampled columns are descriptive,
i.e., enough points are drawn from every cluster. On the other hand, Lemma 7.3 shows that the
sufficient number of columns sampled by SRS is independent of the cluster populations since the
probabilities of sampling from the first and the second clusters with SRS are equal to pi+τ1−τ2
2pi
and
pi+τ2−τ1
2pi
, respectively. These sampling probabilities are proportional to the surface areas covered
by the clusters on the unit sphere (c.f. Definition 7.1) independently from the cluster populations.
Example 2: In this example, we consider a different clustering structure in which the columns
of the data matrix D lie in a union of s linear subspaces (the subspace clustering structure [4]).
Assumption 7.1 formalizes the underlying data model.
Assumption 7.1. The columns of D lie in a union of s random (r/s)-dimensional linear subspaces.
i.e., D = [U1Q1 ...UsQs], where Qi ∈ Rr/s×ni , ni is the number of data points in the ith subspace,
and Ui ∈ RN1×r/s is an orthonormal basis for the ith subspace. The data points in each subspace
are distributed uniformly at random,
∑s
i=1 ni = N2, and mini
ni  r/s.
Define {pi}si=1 as the sampling probabilities from the data clusters. The following lemma provides
a sufficient condition on the number of randomly sampled columns to ensure that they span the
column space of D.
Lemma 7.4. Suppose Assumption 7.1 holds, the rank of D is equal to r, and RIS or SRS is used to
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sample n columns (with replacement). If
n ≥ 1
min
i
pi
ξmax
(
2 +
3
ξmin
log
2 s
δ
)
, (7.2)
then the sampled columns span the column space of D with probability at least 1−2δ−2∑si=1 n−3i ,
where ξmin = 10 cmax(r/s, logmin
i
ni) log
2r
δ
, ξmax = 10 cmax(r/s, logmax
i
ni) log
2r
δ
, and c is
a real constant.
Thus, the sufficient number of sampled columns using RIS and SRS is of order O( r
min
i
pi
). With
RIS, max
i
1/pi = N2/min
i
ni. Hence, if the data is unbalanced, the sample complexity of RIS is
high. If we use SRS for column sampling, the probability of sampling from the ith cluster is equal
to
P
[
max |φTUiQi| > max
j 6=i
(
max |φTUjQj|
)]
.
In contrast to RIS where the sampling probability solely depends on the population ratio, in SRS
it also depends on the structure of the data. We show that if the data follows Assumption 1 and
the number of data points in each subspace is sufficiently large, the probability of sampling from
a data cluster can be independent of the population ratio. Before stating this result in Lemma 7.5,
we define i′ := argminni, and define,
p(, s) = P
[
‖φTUi′‖22 > (1 + ) max
i 6=i′
‖φTUi‖22
]
,
for some  > 0. If  is sufficiently small, p(, s) is approximately equal to 1/s. For instance,
if s = 2, the distribution of x = ‖φTU1‖22/‖φTU2‖22 is the F-distribution f(x; r/2, r/2) and
f(1; r/2, r/2) = 1/2 [178].
Lemma 7.5. For any 0 < δ < 1, there exits an integer nˆδ such that if ni′ > nˆδ, then pi′ >
p(, s)(1− δ).
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Per Lemma 7.5, the probability of sampling from a subspace can be independent from the popu-
lation ratio given there are enough data points in the subspaces, i.e., the probability of sampling
from a data cluster can be arbitrarily close to 1/s even if mini ni/N2 is close to zero. Note that
this does not mean that each subspace should have a large number of data points for SRS to yield
a descriptive data sketch. For instance, suppose D follows Assumption 1 with r = 100, s = 50,
{ni}25i=1 = 20, and {ni}50i=26 = 500 (The data lies in the union of 50 2-dimensional subspaces,
min
i
ni = 20, andN2/min
i
ni = 25). The right plot of Fig. 7.1 shows the rank of randomly sampled
columns versus the number of sampled columns. RIS samples about 4000 columns to capture the
column space versus 200 columns for SRS.
Balanced sketching
A marked feature of SRS is that the sampling probabilities depend on the spatial distribution of
the data. Therefore, even when the distribution of the data is highly unbalanced, SRS can yield
balanced data sketches. For instance, suppose the data follows the distribution shown in the left plot
of Fig. 7.1 with τ1 = τ2. Since τ1 = τ2, SRS samples a number of points of the same order from
each cluster with high probability. Therefore, the data sketch obtained by SRS is balanced even if
the given data is not. This feature is crucial in big data analysis. As an example, consider a scenario
where n1  n2. If some data clustering algorithm is applied to identify two cluster centers, it will
select both centers from the first cluster (thus fails to recognize the underlying data structure) as it
seeks to minimize the distances between the data points and the cluster centers. However, if the
clustering algorithm is applied to a data sketch obtained through SRS, it can identify appropriate
cluster centers since SRS balances the distribution of the data in the sketch.
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Computational complexity
The computational complexity of SRS can be reduced by applying Algorithm 15 to a sketch of the
rows of D. Define matrix D′ ∈ Rp×N1 as D′ = SD. We consider three choices for the matrix S.
One choice is where the rows of S are a random subset of the standard basis, which amounts to
random row sampling. However, a sufficient number of rows should be sampled to ensure that the
underlying structures are preserved. If the sampling algorithm is applied to D′ obtained by row
sampling, the complexity is reduced from O(nN1N2) to O(npN2). The second choice is to select
S from sparse random embedding matrices [118, 119]. Since a sparse random embedding matrix
contains many zeros, a much reduced number of multiplications is needed to perform the random
embedding step akin to random row sampling. The third choice is to use a matrix S with entries that
are independent binary random variables (±1 with equal probability). Random embedding using
such a matrix does not involve any numerical multiplications and was shown to yield embedding
performance that closely approaches that of random Gaussian matrices [156]. Algorithm 15 can
be applied to D′ since the embedding matrix S preserves the essential information in D.
Figure 7.2: The number of sampled columns from each data cluster for different values of N1.
180
Discussion and conclusion
In this chapter we propose a new random data sketching tool, which carries out the random sam-
pling in the spatial domain. We emphasize that SRS is not meant to be a replacement for, nor a
modification to, RIS. Rather, it is a new sketching tool which has its own applicability. We showed
that SRS can provide a balanced data sketch and has higher chance of sampling from rare events
compared to sampling with RIS. Unlike matrix approximation based methods which require the
cluster centers to be independent, linear independence is not important for SRS.
Numerical Experiments
In this section, we present a set of numerical experiments using both synthetic and real data to
showcase the effectiveness of SRS in preserving the underlying data structure.
Balanced data sketching
Suppose the data follows the subspace clustered structure in Assumption 7.1 with r = 40, s = 20,
{ni}10i=1 = 30, and {ni}20i=11 = 700. Thus, the columns of D lie in a union of 20 2-dimensional
linear subspaces and the distribution of the data is quite unbalanced. The distribution of the data
points in the sketch obtained by SRS is compared to that obtained by RIS and by two other adap-
tive column sampling methods, namely, subspace sampling [32] and volume sampling [33, 158].
We sample a total of 400 columns. For the subspace sampling method, we use min(r,N1) right
singular vectors to compute the sampling probabilities. Volume sampling is an iterative column
sampling method that samples one column at a time. It projects the data on the complement space
of the sampled data points, thus stops sampling after roughly rˆ steps, where rˆ is the rank of data.
In this experiment, we apply volume sampling multiple times to sample 400 data columns (in each
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time the sampled columns are removed from the data).
Fig. 7.2 shows the number of data points mi sampled from each data cluster as a function of the
cluster index i = 1, . . . , 20. The plots are obtained by averaging over 100 independent runs. If
N1 > 40, the subspaces are independent with high probability. Clearly, when N1 = 100 > 40,
almost all the sampling algorithms can yield a balanced data sketch except for RIS. However, as
N1 decreases (e.g., N1 = 10 and N1 = 20), the subspaces are no longer independent. In this
case, only SRS is shown to yield a balanced data sketch. This is due to the fact that the sampling
probability with RIS depends on the sizes of the populations of the clusters, and adaptive sampling
only guarantees that the span of the sampled columns well approximates the column space of the
data.
Spatially fair random sampling
Similar to the previous subsection, assume the data lie in a union of 20 linear subspaces {S}20i=1.
The dimension of subspaces {S}10i=1 is equal to 2 and the dimension of subspaces {S}20i=11 is
equal to 4. The number of data points lying in each of the subspaces {S}10i=1 is equal to 3200,
while the number of data points lying in each of the subspaces {S}20i=11 is only 80. Thus, N2 =
(10× 80 + 10× 3200). Importantly, the subspaces with the lower dimension contain 40 times
more data points than those with the higher dimension. Since more data points are required to
represent clusters with higher dimensions, we naturally desire that the sampling algorithm samples
more points from such clusters. In this experiment, 300 data columns are sampled. Fig. 7.3 shows
the average number of data points sampled from each cluster. In the left plot, D ∈ R100×N2 . Thus,
the subspaces are independent with high probability. One can observe that all the sampling algo-
rithms except RIS follow a similar pattern of sampling, namely, sample more data points from the
10 subspaces with the higher dimensions.
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In the middle and right plots, the sampling algorithms are applied to a sketch of the data obtained by
randomly embedding the data into a lower dimension space. The sampling algorithms are applied
to D′ = SD, where in the middle plot S ∈ R20×N1 and in the right plot S ∈ R10×N1 andN1 = 100.
The matrix S is a random binary matrix whose elements are independent random variables with
values ±1 with equal probability. One can observe that only SRS exhibits the same sampling
pattern of the left plot. Since the matrix approximation based methods seek a good approximation
of the dominant left singular vectors of the data, they cannot recognize the underlying clustering
structure of the data if the clusters are linearly dependent.
Column sampling for classification
We test the proposed approach with real data, the MNIST database [179]. The data consists of
28 × 28 handwritten digit images. The MNIST database contains 50000 and 10000 images for
training and testing, respectively, and 10000 images of validation data. In this experiment, we
consider a binary classification problem. The first class corresponds to numbers between 0 to
4, and the second class corresponds to numbers greater than or equal to 5. The training data Tr1
corresponding to the first class is constructed as Tr1 = [D0 D1 D2 D3 D4], where D0 ∈ R784×4900,
D1 ∈ R784×k, D2 ∈ R784×4900, D3 ∈ R784×k, D4 ∈ R784×4900 (k is a changing parameter as shown
in Table 7.1). The columns of D0, D1, D2, D3, and D4, are randomly sampled training images
corresponding to digits 0, 1, 2, 3, and 4, respectively. Similarly, the training data corresponding to
the second class is Tr2 = [D5D6D7D8D9], where D5 ∈ R784×4900, D6 ∈ R784×k, D7 ∈ R784×4900,
D8 ∈ R784×k, D9 ∈ R784×4900. The columns of D5, D6, D7, D8, and D9, are randomly sampled
training images corresponding to digits 5, 6, 7, 8, and 9, respectively. Thus, the entire training data
is Tr = [Tr1 Tr2].
We do not use all the columns of Tr to train the classifier, rather we sample 1000 columns randomly
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from each class (2000 in total) and use these sampled columns to train the classifier. The classifier
is a two-layer fully connected neural network with 400 neurons in each layer. Table 1 compares
the classification accuracy for different values of k. When k is small, the distribution of the data
is unbalanced across classes. As shown the performance gap of RIS relative to SRS increases as
k decreases. For instance, when k = 300, the classification accuracy achieved based on SRS is
substantially higher by about 5 percent.
Figure 7.3: The number of columns sampled from each data cluster. In the left plot, the sampling
algorithms are applied directly to the data. In the middle and right plot, the sampling algorithms
are applied to a sketch of the data obtained through random embedding.
Table 7.1: Classification accuracy of the classifier
Sampling method / k 4900 2000 1000 300
SRS 0.9671 0.9615 0.9587 0.9436
RIS 0.9615 0.9561 0.9443 0.8968
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CHAPTER 8: PROOF OF THE THEORETICAL RESULTS
Proof of theoretical results presented in Chapter 2
Simplifying the requirements of Theorem 2.4
According to Theorem 2.2, when the data points are well distributed within the subspaces and there
is a sufficient number of data points in the subspaces (say S1), the optimal point of (2.3) lies in
I(S2 ⊥ S1)whp even if q is coherent with S1. This intuition is the basis for an unproven conjecture
we use herein to simplify the sufficient conditions of Theorem 2.4. We conjecture that the optimal
point of the non-convex optimization problem (2.2) lies in one of the innovation subspaces if there
are enough data points in the subspaces and they are well distributed. First, to avoid cumbersome
notation let
Ij := I
(
Sj ⊥
n⊕
k=1
k 6=j
Sk
)
.
Then, the conjecture is tantamount to saying that, if the data follows Data model 2.1 with n sub-
spaces, then it is highly likely that
inf
δ∈ n⊕
k=1
Sk
‖δ‖=1
∑
di∈
n∪
k=1
Dk
∣∣δTdi∣∣ = min
j
 inf
δ∈Ij
‖δ‖=1
∑
di∈Dj
∣∣δTdi∣∣
 = inf
δ∈Itn
‖δ‖=1
∑
di∈Dtn
∣∣δTdi∣∣ , (8.1)
for some integer 1 ≤ tn ≤ n. Adopting the same notation preceding Theorem 2.4, we redefine Ij
as Ij := I
(
Sj ⊥
m⊕
k=1
k 6=j
Sk
)
. Accordingly, the sufficient condition provided in Theorem 2.4 can be
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simplified as
1
2
inf
δ∈Itm−1
‖δ‖=1
∑
di∈Dtm−1
∣∣δTdi∣∣> ‖VTmTm−1‖(‖αm‖+ n0m),
‖qTmPm‖
2‖qTmTm−1‖
 inf
δ∈Itm−1
‖δ‖=1
∑
di∈Dtm−1
∣∣δTdi∣∣
 > ‖VTmPm‖(‖αm‖+ n0m),
(8.2)
where tm−1 is defined similar to tn in (8.1). Define Ditm−1 as the projection of the columns of Dtm−1
on Itm−1 . The infimum on the LHS of (8.2) is the permeance static for the columns of Ditm−1 in
Itm−1 . According to conditions (8.2), it is evident that three factors are important for disjoining Sm
and {Si}m−1i=1 , namely,
1. The distribution of the data points in the subspaces {Si}m−1i=1 (especially the columns of Ditm−1)
since it determines the value of the permance statistic.
2. The coherency of qm with I
(Sm ⊥ m−1⊕
k=1
Sk
)
.
3. The distances between the subspaces {Si}m−1i=1 : if the subspaces are too close to each other, the
columns of Dtm−1 will have small projections on Itm−1 .
Proof of Lemma 2.1
Assume the conditions of Lemma 2.1 are satisfied and define the vector g as the projection of c∗
onto S2. For contradiction, assume that the columns of D2 corresponding to the non-zero elements
of gTD2 do not span S2. Let Do2 and Dp2 denote the columns of D2 orthogonal to g and not or-
thogonal to g, respectively. In addition, define So2 as the span of Do2 and Sp2 as the span of Dp2. The
subspaces So2 and Sp2 lie within S2 and their individual dimension is less than r2. The subspace Sp2
is not a subset of So2 because g is orthogonal to So2 but not to Sp2 . Also, So2 cannot be a subset of Sp2
because the dimension of Sp2 is less than r2. Hence, D2 can follow Data model 2.1 with N ≥ 2,
which leads to a contradiction.
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Proof of Theorem 2.2
The main idea is to show that c2 is the optimal point of (2.3). Thus, we want to show that
argmin
c∈(S2⊕S1)
qT c=1
‖cTD‖1 = argmin
c∈I(S2⊥S1)
qT c=1
‖cTD2‖1 (8.3)
Define g(δ) as
g(δ) = ‖(c2 − δ)TD‖1 − ‖cT2 D‖1 . (8.4)
Since (2.3) is convex, it suffices to check that g(δ) > 0 for every sufficiently small non-zero
perturbation δ such that
δTq = 0 , δ ∈ S1 ⊕ S2 . (8.5)
The conditions on δ are to ensure that c2 − δ is a feasible point of (2.3). If c2 is the optimal point
of (OP) in (2.6), then the cost function is increased when we move from the optimal point along a
feasible perturbation direction. Observe that c2 − δ2 is a feasible point of (2.6) if and only if the
perturbation δ2 satisfies
δT2 q = 0 , δ2 ∈ I (S2 ⊥ S1) . (8.6)
Therefore, for any non-zero δ2 which satisfies (8.6)
‖(c2 − δ2)TD2‖1 − ‖cT2 D2‖1 > 0 . (8.7)
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When δ2 → 0, we can rewrite (8.7) as
‖(c2 − δ2)TD2‖1 − ‖cT2 D2‖1 =
∑
di∈D2
[
(c2 − δ2)Tdi)2
]1/2 − ∑
di∈D2
∣∣cT2 di∣∣
=
∑
di∈D2
[
(cT2 di)
2−2(cT2 di)(δT2 di)+(δT2 di)2
]1/2−∑
di∈D2
∣∣cT2 di∣∣
=
∑
di∈D2
i∈L0
∣∣δT2 di∣∣+ ∑
di∈D2
i∈Lc0
∣∣cT2 di∣∣ [1− 2sgn(cT2 di)|cT2 di| (δT2 di) +O(‖δ2‖2)
]1/2
−
∑
di∈D2
i∈Lc0
∣∣cT2 di∣∣
=
∑
di∈D2
i∈L0
∣∣δT2 di∣∣−∑
di∈D2
i∈Lc0
sgn(cT2 di)(δ
T
2 di) +O(‖δ2‖2) (8.8)
where the last identity follows from the Taylor expansion of the square root. Thus,
∑
di∈D2
i∈L0
∣∣δT2 di∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di)(δ
T
2 di) +O(‖δ2‖2) (8.9)
has to be greater than zero for small δ2 which satisfies (8.6). Therefore,
∑
di∈D2
i∈L0
∣∣δT2 di∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di)(δ
T
2 di) ≥ 0 ∀ δ2 ∈ RN1
s.t. δT2 q = 0 , δ2 ∈ I(S2 ⊥ S1).
(8.10)
To simplify g(δ), we decompose δ into δ = δ1 + δI where δ1 ∈ S1 and δI ∈ I (S2 ⊥ S1). The
vectors c2 and δI lie in I(S2 ⊥ S1) which is orthogonal to S1. Therefore, for the data points in S1
‖(c2 − δ)TD1‖1 − ‖cT2 D1‖1 =
∑
di∈D1
∣∣δT1 di∣∣ . (8.11)
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In addition, as δ → 0,
‖(c2 − δ)TD2‖1 − ‖cT2 D2‖1 =
∑
di∈D2
i∈L0
∣∣δTdi∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di) δ
Tdi +O(‖δ2‖) . (8.12)
Therefore, according to (8.4), (8.11) and (8.12), it is enough to show that
g(δ) =
∑
di∈D1
∣∣δT1 di∣∣+ ∑
di∈D2
i∈L0
∣∣δTdi∣∣− ∑
di∈D2
i∈Lc0
sgn(cT2 di) δ
Tdi > 0 (8.13)
for every δ 6= 0 which satisfies (8.5). According to (2.8), g(δ) is equivalent to
g(δ) =
∑
di∈D1
∣∣δT1 di∣∣+ ∑
di∈D2
i∈L0
∣∣δTdi∣∣− δT1 α− δTI α (8.14)
To show that g(δ) is greater than zero, it suffices to ensure that
1
2
∑
di∈D1
∣∣δT1 di∣∣− ∑
di∈D2
i∈L0
∣∣δT1 di∣∣ > δT1 α
1
2
∑
di∈D1
∣∣δT1 di∣∣ > δTI α− ∑
di∈D2
i∈L0
∣∣δTI di∣∣ (8.15)
For the first inequality of (8.15), it is enough to ensure that a lower-bound on the LHS is greater
than an upper-bound on the RHS. Thus, it suffices to have
1
2
inf
δ∈S1
‖δ‖=1
∑
di∈D1
∣∣δTdi∣∣ > sup
δ∈S1
‖δ‖=1
∑
di∈D2
i∈L0
∣∣δT1 di∣∣+ sup
δ∈S1
‖δ‖=1
δTα (8.16)
The matrices V1 and V2 were defined as orthonormal bases for S1 and S2, respectively. The vector
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α lies in S2. Therefore,
sup
δ∈S1
‖δ‖=1
δTα = ‖VT1 V2‖ ‖α‖ (8.17)
In addition, the first term of the RHS of (8.16) can be bounded by ‖VT1 V2‖n0. Thus, the first
inequality of (2.9) results from the first inequality of (8.15).
Observe that the second inequality of (8.15) is homogeneous in δ since
δT1 q = −δTI q. (8.18)
We scale δ such that δT1 q = −δTI q = 1. To ensure that the second inequality of (8.15) is satisfied,
it is enough to show that
1
2
inf
δ1∈S1
δT1 q=1
∑
di∈D1
∣∣δT1 di∣∣ > sup
δI∈I(S2⊥S1)
δT
I
q=1
δTI α− ∑
di∈D2
i∈L0
∣∣δTI di∣∣
 (8.19)
Let us decompose δI into δI = δip + δiq where
δip = (I− q′(q′)T )δI , δiq = q′(q′)T δI (8.20)
and q′ is defined as q′ = P2PT2 q / ‖P2PT2 q‖ where P2 was defined as an orthonormal basis for
I (S2 ⊥ S1).
For the second inequality, it is enough to show that the LHS of (8.19) is greater than
sup
δI∈I(S2⊥S1)
δT
I
q=1
δTipα + δTiqα− ∑
di∈D2
i∈L0
∣∣δTipdi∣∣+ ∑
di∈D2
i∈L0
∣∣δTiqdi∣∣
 (8.21)
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According to the definition of q′ and δip,
δip ∈ I (S2 ⊥ S1) and δTipq = 0 . (8.22)
Therefore, according to (8.10), δTipα−
∑
di∈D2
i∈L0
∣∣δTipdi∣∣ ≤ 0 . Thus, it suffices to show that the LHS
of (8.19) is greater than
sup
δI∈I(S2⊥S1)
δT
I
q=1
δTiqα + ∑
di∈D2
i∈L0
∣∣δTiqdi∣∣

=
1
‖qTP2‖
∣∣∣αTq′∣∣∣+ ∑
di∈D2
i∈L0
∣∣∣dTi q′∣∣∣
 ≤ ‖VT2 P2‖‖qTP2‖ (‖α‖+ n0) .
(8.23)
In addition, the LHS of (8.19) can be simplified as
1
2
inf
δ1∈S1
δT1 q=1
∑
di∈D1
∣∣δT1 di∣∣ ≥ 12‖qTV1‖ infδ1∈S1‖δ1‖=1
∑
di∈D1
∣∣δT1 di∣∣ . (8.24)
According to (8.19), (8.23) and (8.24), the second inequality of (2.9) guarantees that the second
inequality of (8.15) is satisfied. Thus, if (2.9) is satisfied, then (8.15) is satisfied.
Proof of Lemma 2.3
To prove Lemma 2.3, we need to find a lower-bound on the permeance statistic and an upper-bound
on ‖α‖2. The vector α was defined as
α =
∑
di∈D2
sgn(cT2 di) di =
∑
(V2xi=di)∈D2
sgn(cT2 di) V2xi (8.25)
where xi ∈ Rr2×1 is defined such that V2xi = di for di ∈ D2. In Lemma 2.3, it is assumed that
the data points in the subspaces are distributed randomly and the data points are normalized (i.e.,
191
the `2-norm of the data points is equal to one). Therefore, the vectors {xi} can be modeled as i.i.d.
random vectors uniformly distributed on the unit sphere Sr2−1 in Rr2 . Based on this observation,
we make use of the following lemmas from [41] and [180] to obtain (2.12).
Lemma 8.1. (Lower-bound on the permeance statistic from [41]) Suppose that g1, ...,gn are i.i.d.
random vectors uniformly distributed on the unit sphere Sr−1 inRr. When r = 1, inf
‖δ‖=2
∑n
i=1
∣∣δTgi∣∣ =
1. When r ≥ 2, for all t ≥ 0,
inf
‖δ‖=2
n∑
i=1
∣∣δTgi∣∣ >√ 2
pi
n√
r
− 2√n− t
√
n
r − 1 (8.26)
with probability at least 1− exp(−t2/2) .
Lemma 8.2. If g1, ...,gn are i.i.d. random vectors uniformly distributed on the unit sphere Sr−1 in
Rr, then
P
(∥∥∥∥∥
n∑
i=1
higi
∥∥∥∥∥ ≥ ‖h‖t
)
≤ exp
(r
2
(t2 − log(t2)− 1)
)
(8.27)
for all t > 1.
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Proofs of the theoretical results presented in Chapter 4
Proof of Lemma 4.1
The ith column of G without its ith element can be expressed as
[aTi A−i a
T
i B]
T . (8.28)
Thus,
‖gi‖1 = ‖aTi A−i‖1 + ‖aTi B‖1 . (8.29)
If i 6= k, then
E|aTi ak| = E|uTak| ≥
√
2
pir
, (8.30)
where u is a fixed vector in U with unit `2-norm. The last inequality follows from [85]. By
Assumption 4.1, U is a random subspace and ai is a random direction in U . Accordingly, the
distribution of ai is the same as the distribution of a vector drawn uniformly at random from Sm−1.
Thus, similar to (8.30)
E|aTi bk| ≥
√
2
pim
. (8.31)
Replacing (8.30) and (8.31) in (8.29),
E‖gi‖1 ≥ (n1 − 1)
√
2
pir
+ n2
√
2
pim
. (8.32)
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The (n1 + j)th column of G without its (n1 + j)th element can be expressed as
[bTj A b
T
j B−j]
T .
Define U as an orthonormal basis for U . Thus,
E|bTj ak| ≤ E‖bTj U‖2. (8.33)
It is not hard to show that
E‖bTj U‖22 =
r
m
. (8.34)
Since f(y) = y2 is a convex function, by Jensen’s inequality
E‖bTj U‖2 ≤
√
r
m
. (8.35)
Similarly, for j 6= k,
E|bTj bk| ≤
√
1
m
. (8.36)
Therefore, according to (8.35) and (8.36)
E‖gn1+j‖1 ≤ n1
√
r
m
+ (n2 − 1)
√
1
m
. (8.37)
Thus, if (4.7) is satisfied, E‖gi‖1 > 2E‖gn1+j‖1.
Proof of Lemma 4.2
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If the ith column is an inlier, then
‖gi‖22 = ‖aTi A−i‖22 + ‖aTi B‖22 . (8.38)
Since the inliers are distributed uniformly at random within U ,
E‖aTi A−i‖22 =
n1 − 1
r
. (8.39)
The subspace U is a random subspace and ai is a random direction within U . Thus,
E‖aTi B‖22 =
n2
m
. (8.40)
Replacing in (8.38),
E‖gi‖22 =
n1 − 1
r
+
n2
m
. (8.41)
Similarly,
‖gn1+j‖22 = ‖bTj A‖22 + ‖bTj B−j‖22. (8.42)
Since U is a random r-dimensional subspace,
E ‖bTj A‖22 ≤
r n1
m
(8.43)
Accordingly,
E ‖gn1+j‖22 ≤
r n1
m
+
n2 − 1
m
. (8.44)
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Therefore, if (4.8) is satisfied, E ‖gi‖22 > 2 E ‖gn1+j‖22.
Proof of Theorem 4.3
We have to prove that the `1-norms of all the columns of G corresponding to inliers are greater
than the maximum of `1-norms of the columns of G corresponding to outliers. Thus, we establish
a lower bound for {‖gk‖1 | 1 ≤ k ≤ n1} and an upper-bound for {‖gk‖1 | n1 +1 ≤ k ≤ n1 +n2}
and it is shown that if (4.9) is satisfied, the lower-bound is greater than the upper-bound with
high probability. In order to establish the lower and upper bounds, we make use of the following
lemmas.
Lemma 8.3. [85] Suppose g1, ...,gn are i.i.d. random vectors distributed uniformly on the unit
sphere SN−1 in RN . If N > 2, then
inf
‖u‖=1
n∑
i=1
|uTgi| >
√
2
pi
n√
N
− 2√n−
√
2n log 1
δ
N − 1 (8.45)
with probability at least 1− δ.
Lemma 8.4. Suppose g1, ...,gn are i.i.d. random vectors distributed uniformly on the unit sphere
SN−1 in RN . If N > 2, then
sup
‖u‖=1
n∑
i=1
|uTgi| < n√
N
+ 2
√
n+
√
2n log 1
δ
N − 1 (8.46)
with probability at least 1− δ.
Lemma 8.5. [26, 181, 182] Let the columns of F ∈ RN×r be an orthonormal basis for an r-
dimensional random subspace drawn uniformly at random in an ambient N -dimensional space.
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For any unit `2-norm vector c ∈ RN×1
P
[
‖cTF‖2 >
√
r
N
+
√
8pi
N − 1 +
√
8 log 1/δ
N − 1
]
≤ δ . (8.47)
If the ith column of X is an inlier, then ‖gi‖1 ≥ ‖aTi A−i‖1. Thus, the following corollary, which is
based on Lemma 8.3, establishes a lower-bound on the `1-norm of a column of G corresponding
to an inlier.
Corollary 8.6. If Assumption 4.1 is true, then for all 1 ≤ i ≤ n1
‖aTi A−i‖1 ≥
√
2
pi
n1 − 1√
r
− 2√n1 −
√
2n1 log
n1
δ
r − 1 (8.48)
with probability at least 1− δ.
Proof of Corollary 8.6 According to Lemma 8.3
P
[
‖aTi A−i‖1 ≥ inf‖u‖=1‖u
TA−i‖1 ≥
√
2
pi
n1 − 1√
r
− 2√n1 −
√
2n1 log
n1
δ
r − 1
]
≥ 1− δ/n1 . (8.49)
Thus, (8.48) is true for all 1 ≤ i ≤ n1 with probability at least 1− δ.
The `1-norm of the (n1 + j)th column of G can be expressed as
∥∥ [bTj A bTj B−j] ∥∥1. Thus, the
following two corollaries which are based on Lemma 8.4 and Lemma 8.5 establish an upper-bound
on ‖gn1+j‖1.
Corollary 8.7. If Assumption 4.1 is true, then for all 1 ≤ j ≤ n2
‖bTj B−j‖1 <
n2 − 1√
m
+ 2
√
n2 − 1 +
√
2 n2 log
n2
δ
m− 1 (8.50)
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with probability at least 1− δ.
Corollary 8.8. If Assumption 4.1 is true, then for all 1 ≤ j ≤ n2
‖bTj A‖1 < n1
(√
r
m
+
√
8pi
m− 1 +
√
8 log n2
δ
m− 1
)
(8.51)
with probability at least 1− δ.
Proof of Lemma 8.8
The matrix U is an orthonormal basis for col(A). Thus,
‖bTj A‖1 ≤ n1‖bTj U‖2 . (8.52)
Thus, according to Lemma 8.5, (8.51) is true with probability at least 1− δ.
According to Corollary 8.6, Corollary 8.7 and Corollary 8.8, if (4.9) is satisfied, then the proposed
algorithm recovers the exact subspace with probability at least 1− 3δ.
Proof of Theorem 4.4
Theorem 4.4 can be proved using the results provided in the following lemmas and Lemma 8.5.
Lemma 8.9. Suppose g1, ...,gn are i.i.d. random vectors distributed uniformly on the unit sphere
SN−1 in RN . If N > 2, then
sup
‖u‖=1
n∑
i=1
(uTgi)
2 ≤ n
N
+ η (8.53)
with probability at least 1− δ where η = max
(
4
3
log 2N
δ
,
√
4 n
N
log 2N
δ
)
.
Lemma 8.10. Suppose g1, ...,gn are i.i.d. random vectors distributed uniformly on the unit sphere
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SN−1 in RN . If N > 2, then
inf
‖u‖=1
n∑
i=1
(uTgi)
2 >
n
N
− η (8.54)
with probability at least 1− δ where η = max
(
4
3
log 2N
δ
,
√
4 n
N
log 2N
δ
)
.
Based on Lemma 8.9, Lemma 8.10 and Lemma 8.5, we can establish the following corollaries
from which Theorem 4.4 follows.
Corollary 8.11. If Assumption 4.1 holds, then for all 1 ≤ i ≤ n1
P
[
‖aTi A−i‖22 <
n1 − 1
r
− η
]
≤ δ , (8.55)
where η = max
(
4
3
log 2rn1
δ
,
√
4n1−1
r
log 2rn1
δ
)
.
Corollary 8.12. If Assumption 4.1 holds, then for all 1 ≤ i ≤ n1
P
[
‖aTi B‖22 <
n2
m
− η
]
≤ δ (8.56)
where η = max
(
4
3
log 2m
δ
,
√
4n2
m
log 2m
δ
)
.
Corollary 8.13. If Assumption 4.1 holds, then for all 1 ≤ j ≤ n2
P
[
‖bTj B−j‖22 >
n2 − 1
m
+ η
]
≤ δ , (8.57)
where η = max
(
4
3
log 2mn2
δ
,
√
4n2−1
m
log 2mn2
δ
)
.
Corollary 8.14. If Assumption 4.1 holds, then for all 1 ≤ j ≤ n2
‖bTj A‖22 ≤ n1
(
r
m
+
4ζ
m− 1 + 4
√
ζr
m(m− 1)
)
(8.58)
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with probability at least 1− δ where ζ = max(8pi, log n2
δ
).
Proof of Lemma 4.5
It suffices to ensure that
E‖aTi A−i‖1 > 2 E
[ 1√
1 + µ2
‖(q + µb′j)TA‖1 +
1
1 + µ2
n2∑
k=1
k 6=j
|(q + µb′j)T (q + µb
′
k)|
]
. (8.59)
Therefore, it is enough to guarantee that
E‖aTi A−i‖1 > 2 E
[
1√
1 + µ2
(
‖qTA‖1 + µ‖b′j
T
A‖1
)
+
1
1 + µ2
(
n2 + µn2|qTb′j|+
n2∑
k=1
k 6=j
(
µ|qTb′k|+ µ2|b
′
k
T
b
′
j|
))]
.
(8.60)
Similar to (8.36), E|qTb′j| = E|qTb′k| = E|b′k
T
b
′
j| ≤ 1/
√
m. In addition, E‖qTA‖1 = E‖b′jTA‖1 ≤
n1
√
r/m. The rest of the proof is similar to the proof of Lemma 4.1.
Proof of Theorem 4.6
The proof of Theorem 4.6 is similar to the proof of Lemma 4.5. We use Corollary 8.6 to lower
bound the LHS of (8.60). The random variable |qTb′j|2 follows the Beta distribution with param-
eter α = 1/2, β = m/2 − 1/2, and E|qTb′j|2 = 1/m [177]. According to the definition of f(t),
P(|qTb′j|2 > tm) = f(t). Thus, P(|qTb
′
j| >
√
tδ
m
) < δ. We also make use of Corollary 8.7 and
Corollary 8.8 to upper-bound the rest of the terms on the RHS of (8.60).
Proof of Lemma 4.7
The matrix Ae can be expressed as Ae = 1√
1+σ2n
(A+E
′
) where e′i = αiei. If the i
th column is an
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inlier, then
‖gei‖ =
1
1 + σ2n
‖(ai + αiei)T (A−i + E′−i)‖1 +
1√
1 + σ2n
‖(ai + αiei)TB‖1 . (8.61)
The first component of (8.61) can be lower bounded as
‖(ai + αiei)T (A−i + E′−i)‖1 ≥ ‖aiA−i‖1 − ‖aTi E
′
−i‖1 − ‖αieTi E
′
−i‖1 − ‖αieTi A−i‖1. (8.62)
According to (8.62) and similar to (8.31) and (8.36),
E
[∥∥∥(ai + αiei)T (A−i + E′−i)∥∥∥
1
]
≥(√
2
pir
− σn
√
2
pim
− σ2n
√
1
m
− σn
√
2r
mpi
)
(n1 − 1) .
(8.63)
Similarly,
E
[‖(ai + αiei)TB‖1] ≥ (√ 2
pim
− σn
√
2
mpi
)
n2 . (8.64)
Similar to (8.42),
‖gn1+j‖1 =
1√
1 + σ2n
‖bTj (A + E
′
)‖1 + ‖bTj B−j‖1
≤ 1√
1 + σ2n
(
‖bTj A‖1 + ‖bTj E
′‖
)
+ ‖bTj B−j‖1 .
(8.65)
Thus, the expected value of (8.65) can be upper bounded as
E‖gn1+j‖1 ≤
√
1
m(1 + σ2n)
(
n1
√
r + n2
√
1 + σ2n + σn
√
2
pi
n1
)
. (8.66)
Thus, if (4.13) is satisfied, E‖gei‖1 > 2E‖gen1+j‖1.
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Proof of Theorem 4.8
It is sufficient to show that
1
1 + σ2n
(
‖aTi A−i‖1 − ‖aTi E
′
−i‖1 − ‖αieTi A−i‖1 − ‖αieTi E
′
−i‖1
)
>
1√
1 + σ2n
(
‖bTj A‖1 + ‖bTj E
′‖1
)
+ ‖bTj B−i‖1 .
(8.67)
Define ω := σn
√
2 log n
δ
√
2piσn
. Thus, max
i
{|αi|}ni=1 ≤ ω with probability at least δ. In order to
obtain the sufficient conditions, we make use of Corollary 8.6, Corollary 8.7, Corollary 8.8, and
Corollary 8.15 stated below. Corollary 8.15 is derived using Lemma 8.4 and Lemma 8.5.
Corollary 8.15. If Assumption 4.3 is true, then for all 1 ≤ j ≤ n2 and 1 ≤ i ≤ n1
1
ω
‖aTi E
′
−i‖1 ≤
n1 − 1√
m
+ 2
√
n1 − 1 +
√
2 n1 log
n1
δ
m− 1 ,
1
ω2
‖αieTi E
′
−i‖1 ≤
n1 − 1√
m
+ 2
√
n1 − 1 +
√
2 n1 log
n1
δ
m− 1 ,
1
ω
‖αieTi A−i‖1 ≤ (n1 − 1)
(√
r
m
+ 2
√
β ′
m− 1
)
1
ω
‖bTj E
′‖1 ≤ n1√
m
+ 2
√
n1 +
√
2n1 log 1/δ
m− 1 ,
(8.68)
with probability at least 1− 5δ, where β ′ = max(8pi, 8 log n1/δ) and ω = σn
√
2 log n
δ
√
2piσn
.
Proof of Lemma 4.9
According to Assumption 4.4,
‖g′i‖1 ≥
1
1 + ν2
n1∑
k=1
k 6=i
[
|tT t| − ν2|a′i
T
a
′
k| − ν|tTa
′
i|−
ν|tTa′k|
]
+
1√
1 + ν2
n2∑
k=1
[
|tTbk| − ν|bTk a
′
i|
]
.
(8.69)
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In addition,
‖g′n1+j‖1 =
1√
1 + ν2
n1∑
k=1
∣∣∣bTj (t + νa′k)∣∣∣+ n2∑
k=1
k 6=j
|bTj bk|
≤ ν + 1√
1 + ν2
n1∑
k=1
‖bTj U‖+
n2∑
k=1
k 6=j
|bTj bk| .
(8.70)
The vectors t and {a′k}n1k=1 are random vectors lying in U . Thus, E|a
′
i
T
a
′
k| = E|tTa′i| ≤ 1/
√
r.
In addition, E‖bTj U‖2 ≤
√
r
m
and E|bTj bk| ≤ 1√m . Thus, if (4.17) is satisfied, then E ‖g
′
i‖1 >
2 E ‖g′n1+j‖1 .
Proof of Lemma 8.4
The proof of this Lemma is similar to the proof of Lemma 8.3 provided in [85]. First, we add and
subtract the mean values to expand (8.46) as follows
sup
‖u‖=1
n∑
i=1
|uTgi| ≤ sup
‖u‖=1
n∑
i=1
[|uTgi| − E|uTgi|]+ sup
‖u‖=1
n∑
i=1
E|uTgi| (8.71)
Similar to (8.36),
sup
‖u‖=1
n∑
i=1
E|uTgi| ≤ n
√
1
N
. (8.72)
Now, if we take similar steps used to prove Lemma B.3 in [85], the first component of (8.71) can
be bounded as
P
[
sup
‖u‖=1
n∑
i=1
[|uTgi| − E|uTgi|] ≥ 2√n+ t√ n
N − 1
]
≤ e−t2/2 . (8.73)
Thus, (8.71), (8.72) and (8.73) prove Lemma 8.4.
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Proof of Lemma 8.9
First, we add and subtract the mean of each random component as follows
sup
‖u‖=1
n∑
i=1
(uTgi)
2 ≤ sup
‖u‖=1
n∑
i=1
[
(uTgi)
2 − E(uTgi)2
]
+ sup
‖u‖=1
n∑
i=1
E(uTgi)2. (8.74)
Similar to (8.34),
sup
‖u‖=1
n∑
i=1
E(uTgi)2 =
n
N
. (8.75)
The first component of the RHS of (8.74) can be rewritten as
sup
‖u‖=1
n∑
i=1
[
(uTgi)
2 − E(uTgi)2
]
= sup
‖u‖=1
uT
(
n∑
i=1
gig
T
i − E {gigTi }
)
u
= sup
‖u‖=1
uT
(
n∑
i=1
gig
T
i −
1
N
I
)
u.
(8.76)
The matrices {gigTi − 1N I}ni=1 are zero mean random matrices. Thus, we use the non-commutative
Bernstein inequality to bound the spectral norm of the matrix M defined as
M =
n∑
i=1
(
gig
T
i −
1
N
I
)
. (8.77)
Lemma 8.16 (Non-commutative Bernstein inequality [183]). Let X1,X2, ...,XL be independent
zero-mean random matrices of dimension d1× d2. Suppose ρ2k = max{‖E[XkXTk ]‖, ‖E[XTkXk]‖}
and ‖Xk‖ ≤M almost surely for all k. Then for any τ > 0
P
[∥∥∥∥∥
L∑
k=1
Xk
∥∥∥∥∥ > τ
]
≤ (d1 + d2) exp
(
−τ 2/2∑L
k=1 ρ
2
k +Mτ/3
)
. (8.78)
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To find the parameter M defined in Lemma 8.16, we compute
‖gigTi −
1
N
I‖ ≤ max(‖gigTi ‖,
1
N
) = 1 (8.79)
where we used the fact that ‖H1 −H2‖ ≤ max(‖H1‖, ‖H2‖), if H1 and H2 are positive definite
matrices. Thus, M = 1. Similarly, for the parameter ρ we have
∥∥∥∥E [(gigTi − 1N I
)(
gig
T
i −
1
N
I
)]∥∥∥∥ = ∥∥∥∥E [gigTi − 2N gigTi + 1N2 I
]∥∥∥∥ =∥∥∥∥E [ 1N2 I− 1N I
]∥∥∥∥ ≤ max( 1N , 1N2 ) = 1N .
(8.80)
Therefore, according to Lemma 8.16,
P [‖M‖ > τ ] ≤ 2N exp
( −τ 2/2
n/N + τ/3
)
. (8.81)
Thus,
P [‖M‖ > η] ≤ δ (8.82)
where
η = max
(
4
3
log
2N
δ
,
√
4
n
N
log
2N
δ
)
. (8.83)
According to (8.75) and (8.82),
sup
‖u‖=1
n∑
i=1
(uTgi)
2 <
n
N
+ η (8.84)
with probability at least 1− δ, where η is defined in (8.83).
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Proof of Lemma 8.10
The proof of this Lemma is similar to the proof of Lemma 8.9. First, we add and subtract the mean
values to expand the LHS of (8.54) as follows
inf
‖u‖=1
n∑
i=1
(uTgi)
2 ≥ inf
‖u‖=1
n∑
i=1
[
(uTgi)
2 − E(uTgi)2
]
+ inf
‖u‖=1
n∑
i=1
E(uTgi)2. (8.85)
Similar to (8.75),
inf
‖u‖=1
n∑
i=1
E(uTgi)2 =
n
N
. (8.86)
Based on the analysis presented in the proof of Lemma 8.9, we can conclude that
sup
‖u‖=1
∑n
i=1
[
E(uTgi)2 − (uTgi)2
]
< η (8.87)
with probability at least 1− δ, where η is given in (8.83). Hence,
P
[
inf
‖u‖=1
∑n
i=1(u
Tgi)
2 ≤ n
N
− η
]
< δ . (8.88)
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Proofs of theoretical results presented in Chpater 5
Proof of lemma 5.5
The matrix of sampled columns can be represented as
L
′
s = L
′
S
′
(8.89)
where S′ ∈ RN ′2×ns selects the columns to sample. Using the SVD of L′ , (8.89) can be rewritten
as
L
′
s = U
′
Σ
′
(V
′
)TS
′
. (8.90)
Therefore, if the matrix (V′)TS′ is full rank, the selected columns of L′ span its column space.
Define s′i as the i
th column of S′ . The vector s′i can be any of the vectors of the standard basis with
equal probability since we are using random sampling with replacement. Therefore,
E
[
(V
′
)T s
′
i(s
′
i)
TV
′ − 1
N
′
2
I
]
= 0. (8.91)
The matrix (V′)TS′(S′)TV′ can be written as
(V
′
)TS
′
(S
′
)TV
′
=
ns∑
i=1
(V
′
)T s
′
i(s
′
i)
TV
′
. (8.92)
If (V′)TS′(S′)TV′ is a full rank matrix, then (V′)TS′ is also full rank. In addition, if we can show
that
∥∥∥(V′)TS′(S′)TV′ − ns
N
′
2
I
∥∥∥ (8.93)
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is sufficiently small, we can conclude that (V′)TS′(S′)TV′ is full rank. According to (8.91) and
(8.92), the matrix
(V
′
)TS
′
(S
′
)TV
′ − ns
N
′
2
I (8.94)
is a sum of ns independent zero-mean random matrices. Thus, we use the non-commutative Bern-
stein Inequality [183] to bound the spectral norm of (8.94).
Lemma 8.17 (Non-commutative Bernstein Inequality [183]). Let X1,X2, ...,XL be independent
zero-mean random matrices of dimension d1× d2. Suppose ρ2k = max{‖E[XkXTk ]‖, ‖E[XTkXk]‖}
and ‖Xk‖ ≤M almost surely for all k. Then for any τ > 0
P
[∥∥∥∥∥
L∑
k=1
Xk
∥∥∥∥∥ > τ
]
≤ (d1 + d2) exp
(
−τ 2/2∑L
k=1 ρ
2
k +Mτ/3
)
. (8.95)
In our problem, Xi = (V
′
)T s
′
i(s
′
i)
TV
′ − 1
N
′
2
I. If the matrices A and B are positive definite, then
‖A−B‖ ≤ max{‖A‖, ‖B‖}. Thus, we can derive M as follows
∥∥∥(V′)T s′i(s′i)TV′ − 1N ′2 I
∥∥∥ ≤ max{∥∥∥(V′)T s′i(s′i)TV′∥∥∥,∥∥∥ 1N ′2 I
∥∥∥} ≤ rµ′v
N
′
2
. (8.96)
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We also have ∥∥∥∥∥E
[(
(V
′
)T s
′
i(s
′
i)
TV
′ − 1
N
′
2
I
)(
(V
′
)T s
′
i(s
′
i)
TV
′ − 1
N
′
2
I
)]∥∥∥∥∥
=
∥∥∥∥∥E
[
(V
′
)T s
′
i(s
′
i)
TV
′
(V
′
)T s
′
i(s
′
i)
TV
′ − 1
(N
′
2)
2
I
] ∥∥∥∥∥
≤ max
{∥∥∥E [(V′)T s′i(s′i)TV′(V′)T s′i(s′i)TV′] ∥∥∥, 1(N ′2)2
}
≤ max
{
rµ
′
v
N
′
2
∥∥∥E [(V′)T s′i(s′i)TV′] ∥∥∥, 1(N ′2)2
}
≤ rµ
′
v
(N
′
2)
2
.
Therefore, according to Lemma 8.17 if we set
ns ≥ 28
3
rµ
′
v log
2r
δ
(8.97)
then,
P
[
N
′
2
ns
∥∥∥∥∥(V′)TS′(S′)TV′ − nsN ′2 I
∥∥∥∥∥ > 12
]
≤ δ . (8.98)
If σ1 and σr denote the largest and smallest singular values of (S
′
)TV
′ , respectively, then
ns
2N
′
2
≤ σ2r ≤ σ21 ≤
3ns
2N
′
2
. (8.99)
Accordingly, the matrix S′
T
V
′ is a full rank matrix with probability at least 1− δ.
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The projection of the standard basis onto the row space of L′s can be written as
max
i
‖P
S′TV′ei‖22 = maxi ‖S
′T
V
′
(V
′T
S
′
S
′T
V
′
)−1V
′T
S
′
ei‖22
≤ max
j
‖S′TV′(V′TS′S′TV′)−1V′Tej‖22 ≤ ‖S
′T
V
′
(V
′T
S
′
S
′T
V
′
)−1‖2‖V′Tej‖22
≤ µ
′
vr
N
′
2
(
σ21
σ4r
) =
µ
′
vr
N
′
2
6N
′
2
ns
=
6µ
′
vr
ns
(8.100)
where (S′
T
V
′
(V
′T
S
′
S
′T
V
′
)−1V
′T
S
′
) is the projection matrix onto the column space of S′
T
V
′ .
The first inequality follows from the fact that {S′ei}nsi=1 is a subset of {ej}N
′
2
j=1. The second inequal-
ity follows from Cauchy-Schwarz inequality and the third inequality follows from (8.99).
Proof of Lemma 5.6
Since we use random sampling with replacement, the number of inliers in the selected columns
follows a Binomial distribution. Suppose ni is the number of sampled inlier columns. Then, ni is
a Binomial random variable with m1 independent experiments, each with success probability
N
′
2
N2
.
Therefore, using Chernoff bound for Binomial distributions [184], we have
P (α ≤ ni ≤ α(2β − 1)) ≥ 1− 2 exp
(
−α
2(β − 1)2
3αβ
)
. (8.101)
Thus, if β ≥ 2 + 3
α
log 2
δ
, the RHS of (8.101) is lower-bounded by (1− δ).
Proof of Lemma 5.7
Since we use random sampling with replacement, the number of outliers no in the matrix Ds
follows a Binomial distribution with m1 independent experiments, each having success probability
K
N2
. Using Chernoff bound we have that
P
(
α
(
βκ− 1
c
)
≤ no ≤ α
(
βκ+
1
c
))
(8.102)
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≥ 1− 2 exp
(
− α
2
3c2αβκ
)
. (8.103)
Therefore, the RHS of (8.103) is greater than 1− δ if (5.23) is satisfied.
Proof of Lemma 5.8
To prove Lemma 5.8 and Lemma 5.10, we make use of the following result from [104] and [185].
Lemma 8.18. Let ∪ni=1Li denote a union of n linear subspaces in RN1 , each of dimension at most
d. For fixed δ ∈ (0, 1) and  ∈ (0, 1), suppose Φ is an m2×N1 matrix satisfying the distributional
JL property with
m2 ≥
d log(42/) + log n+ log 2
δ
f( √
2
)
. (8.104)
Then,
(1− )‖v‖22 ≤ ‖Φv‖22 ≤ (1 + )‖v‖22 (8.105)
holds simultaneously for all v ∈ ∪ni=1Li with probability at least (1− δ).
According to Lemma 8.18, if m2 satisfies (5.25), then (8.105) holds with  = 1/
√
2 for all the
vectors in the column space of Ds with probability at least 1 − δ. If (8.105) holds for all v ∈
span(Ds) with  = 1/
√
2, then Φv = 0 iff v = 0. Thus, the linear operator Φ preserves the
dimension of span(Ds). Accordingly, the rank of ΦDs is equal to the rank of Ds.
Proof of Lemma 5.9
Since the rank of Ls is equal to r, L and Ls have the same column space. Suppose Cs contains k
outlying columns. We break this proof into two steps. In the first step, it is shown that the rank of
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Ls is equal to the rank of ΦLs whp. Define Uφs
⊥ as an orthonormal basis for the complement of
the column space of Lφs = ΦLs. If the rank of L
φ
s is equal to r, then U
φ
s
⊥ ∈ Rm2×(m2−r). In the
second step, it is proven that the rank of
(Uφs
⊥
)TCφs (8.106)
is equal to k whp. The matrix (8.106) is the projection of the columns of Cφs onto the complement
of the column space of Lφs . Lemma 5.9 follows if these two requirements are satisfied. For the first
part, we make use of the following Lemma from [106, 112].
Lemma 8.19. Suppose m2 rows are sampled uniformly at random (without replacement) from the
matrix L with rank r. If
m2 ≥ rη2umax
(
c1 log r, c2 log
(
3
δ
))
, (8.107)
then the selected rows of the matrix L span the row space of L with probability at least (1 − δ),
where c1 and c2 are numerical constants.
The matrices Ls and L have the same column space. Thus, if m2 satisfies (8.107), the rank of
ΦLs is equal to the rank of Ls with probability at least 1 − δ. Now we prove the second part.
Assume the first part is satisfied, i.e., the rank of Lφs is equal to r. It is easy to show that since U
φ
s
⊥
is an orthonormal matrix, then the elements of matrix (8.106) are zero-mean independent normal
random variables with equal variance. In order to show that the rank of (8.106) is equal to k, we
make use of the following lemma from [34, 186].
Lemma 8.20. Let A be anN×nmatrix whose entries are independent standard normal variables.
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Then for every t ≥√2 log 2/δ,
√
N −√n− t ≤ σmin(A) ≤ σmax(A) ≤
√
N +
√
n+ t (8.108)
with probability at least 1 − δ, where σmin(A) and σmax(A) are the minimum and maximum
singular values of A.
Define Z as the non-zero columns of the matrix in (8.106). Based on Lemma (8.20), to prove that
the rank of Z is equal to k with probability at least 1− δ, it suffices to have
√
m2 − r −√q >
√
2 log 2/δ.
Proof of Lemma 5.10
Suppose Ds contains k outlying data points. Assume {∪Ti}ki=1 represents a union of k linear
subspaces in RN1 , where each subspace is spanned by {U, ci} and ci is the ith non-zero column
of Cs. According to Data model 5.1, the subspace Ti is an (r + 1)-dimensional subspace since ci
does not lie in the column space of L. Suppose Φ is a stable embedding of the union of subspaces
{∪Ti}ki=1. Then, the dimension of the subspaces {Ti}ki=1 is not changed during the embedding
operation. Accordingly, the columns of ΦCs do not lie in the column space of ΦL. Note that
q ≥ k. Thus, according to Lemma 8.18, if
m2 ≥
(r + 1) log(42
√
2) + log q + log 2
δ
f(1
2
)
. (8.109)
then the rank of ΦL is equal to the rank of L and the non-zero columns of ΦCs do not lie in the
column space of ΦL, with probability at least 1− δ.
Proof of Lemma 5.11
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Similar to the proof of Lemma 5.9, we can guarantee that if m2 satisfies inequality (5.30), then the
rank of ΦL is equal to the rank of L with probability 1− δ.
Suppose c is a non-zero column of Cs. Similar to the analysis provided in the proof of Lemma
5.9, if
√
m2 − r − 1 >
√
2 log 2/δ ,
then Φc does not lie in the column space of ΦL with probability at least 1− δ. Thus, if
m2 > r + 1 + 2 log 2q/δ + 2
√
2 log 2q/δ ,
then the non-zero columns of ΦCs do not lie in the column space of ΦL with probability at least
1− δ.
214
Proofs of theoretical results presented in Chapter 6
Proof of Lemma 6.2
The selected columns of L can be written as Ls1 = LS1. Using the compact SVD of L, Ls1 can
be rewritten as Ls1 = UΣVTS1. Therefore, to show that the CS of Ls1 is equal to that of L, it
suffices to show that the matrix VTS1 is a full rank matrix. The matrix S1 selects m1 rows of V
uniformly at random. Therefore, using Theorem 2 in [124], if
m1 ≥ rγ2(V)max
(
c2 log r, c3 log
3
δ
)
, (8.110)
then the matrix VTS1 satisfies the inequality
‖I − N2
m1
VTS1S
T
1 V‖ ≤
1
2
(8.111)
with probability at least (1− δ), where c2, c3 are numerical constants [124]. Accordingly, if σ1 and
σr denote the largest and smallest singular values of ST1 V, respectively, then
m1
2N2
≤ σ21 ≤ σ2r ≤
3m1
2N2
(8.112)
Therefore, the singular values of the matrix VTS1 are greater than
√
m1
2N2
. Accordingly, the matrix
VTS1 is a full rank matrix.
Remark 8.1. A direct application of Theorem 2 in [124] would in fact lead to the sufficient condi-
tion
m1 ≥ rγ2(R)max
(
c2 log r, c3 log
3
δ
)
, (8.113)
where R ∈ RN2×N2 denotes the matrix of right singular vectors of L. The bound in (8.110) is
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slightly tighter since it uses the incoherence parameter γ(V) ≤ γ(R) , √N2 maxi,j |R(i, j)|
in (8.113), where V consists of the first r columns of R. This follows easily by replacing the
incoherence parameter in the step that bounds the `2-norm of the row vectors of the submatrix in
the proof of ( [124], Theorem 2).
Proof of lemma 6.3
The sampled columns are written as Ds1 = DS1 = Ls1 + Ss1. First, we investigate the coherency
of the new LR matrix Ls1. Define PST1V as the projection matrix onto the CS of S
T
1 V which is
equal to the rows subspace of Ls1. Therefore, the projection of the standard basis onto the rows
subspace of Ls1 can be written as
max
i
‖PST1Vei‖22 = maxi ‖S
T
1 V(V
TS1S
T
1 V)
−1VTS1ei‖22
≤ max
j
‖ST1 V(VTS1ST1 V)−1VTej‖22
≤ ‖ST1 V(VTS1ST1 V)−1‖2‖VTej‖22
≤ γ
2(V)r
N2
(
σ21
σ4r
) =
γ2(V)r
N2
6N2
m1
=
(6γ2(V))r
m1
(8.114)
where (ST1 V(V
TS1S
T
1 V)
−1VTS1) is the projection matrix onto the CS of ST1 V. The first inequal-
ity follows from the fact that {S1ei}m1i=1 is a subset of {ej}N2j=1. The second inequality follows from
Cauchy-Schwarz inequality and the third inequality follows from (6.4) and (8.112).
Using lemma 2.2 of [133], there exists numerical constant c7 such that max
i
‖UT ei‖22 ≤ µprN1 , with
probability at least 1− 2N−31 and µp = c7 max(r,logN1)r .
In addition, we need to find a bound similar to the third condition of (6.3) for the LR matrix Ls1.
Let Ls1 = Us1Σs1VTs1 be the SVD decomposition of Ls1. Define
H = Us1V
T
s1 =
r∑
i=1
Uis1(V
i
s1)
T (8.115)
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where Uis1 is the i
th column of Us1 and Vis1 is the i
th column of Vs1. Given the random orthogonal
model of the CS, H has the same distribution as
H
′
=
r∑
i=1
iU
i
s1(V
i
s1)
T (8.116)
where {i} is an independent Rademacher sequence. Using Hoeffding’s inequality [187], condi-
tioned on Us1 and Vs1 we have
P
(
|H′(i, j)| > t
)
≤ 2e
−t2
2h2
ij ,
h2ij =
r∑
k=1
(Us1(i, k))
2(Vs1(j, k))
2.
(8.117)
Consider the following lemma adapted from Lemma 2.2 of [133].
Lemma 8.21 (Adapted from lemma 2.2 of [133]). If the orthonormal matrix U follows the random
orthogonal model, then P
(
|U(i, j)|2 ≥ 20 logN1
N1
)
≤ 3N−81 .
Therefore,
|Us1(i, k)|2 ≤ 20logN1
N1
(8.118)
with probability at least 1− 3N−81 . Thus, we can bound h2ij as
h2ij ≤ 20
logN1
N1
‖Vs1ei‖22. (8.119)
Using (8.114), (8.119) can be rewritten as
h2ij ≤ 120
logN1γ
2(V)r
N1m1
. (8.120)
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Choose t = ω γ(V)
√
r√
N1m1
for some constant ω. Thus, the unconditional form of (8.117) can be written
as
P
(
|H′(i, j)| > ωγ(V)
√
r√
N1m1
)
≤ 2e −ζω
2
logN1 + P
(
h2ij ≥ 120
logN1γ
2(V)r
N1m1
)
(8.121)
for some numerical constant ζ . Setting ω = ζ ′ logN1 where ζ
′ is a sufficiently large numerical
constant gives
P
(
‖H′‖∞ ≥ c9 logN1γ(V)
√
r√
N1m1
)
≤ 3rN−71 (8.122)
for some constant number c9 since (8.118) should be satisfied for rN1 random variables.
Therefore, according to Lemma 6.1, if (6.9) is satisfied, the convex algorithm (6.8) yields the exact
decomposition with probability at least 1− c8N−31 .
Proof of lemma 6.4
Based on (6.1), the matrix of sampled rows can be written as
Ds2 = S
T
2 D = S
T
2 L + S
T
2 S = Ls2 + Ss2 (8.123)
Let Ls2 = Us2Σs2VTs2 be the compact SVD decomposition of Ls2 and Ls2 = U
c
s2Σ
c
s2(V
c
s2)
T its
complete SVD. It can be shown [123] that (6.12) is equivalent to
min
zˆi
‖zˆi‖1 s.t. (U⊥s2)T zˆi = (U⊥s2)TSis2 . (8.124)
where Sis2 is the i
th column of Ss2 and U⊥s2 is the last (m2−r) columns of Ucs2 which are orthogonal
to Us2. In other words, if q∗i is the optimal point of (6.12) and z
∗
i ∈ Rm2 is the optimal point of
(8.124), then z∗i = S
T
2 (di −Uq∗i ). Thus, it is enough to show that the optimal point of (8.124) is
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equal to Sis2.
The columns subspace of Us2 obeys the random orthogonal model. Thus, U⊥s2 can be modeled as
a random subset of Ucs2. Based on the result in [124], if we assume that the sign of the non-zero
elements of Sis2 are uniformly random, then the optimal point of (8.124) is S
i
s2 with probability at
least (1− δ) provided that
m2 − r ≥ max
(
c4‖Sis2‖0γ2(Ucs2) log
m2
δ
, c5
(
log
m2
δ
)2)
(8.125)
for some fixed numerical constants c4 and c5. The parameter γ(Ucs2) =
√
m2max
i,j
|Ucs2(i, j)| and
‖Sis2‖0 is the l0-norm of Sis2. We do not assume that the sign of the non-zero elements of the sparse
matrix S is random. However, according to Theorem 2.3 of [99] (de-randomization technique) if
the locations of the nonzero entries of S follow the Bernoulli model with parameter 2ρ, and the
signs of S are uniformly random and if (8.124) yields the exact solution who, then it is also exact
with at least the same probability for the model in which the signs are fixed and the locations follow
the Bernoulli model with parameter ρ [99]. Therefore, it suffices to provide the sufficient condition
for the exact recovery of a random sign sparse vector with Bernoulli parameter 2ρ.
First, we provide sufficient conditions to guarantee that
m2 − r ≥ c4‖Sis2‖0γ2(Ucs2) log
m2
δ
(8.126)
with high probability. Using Lemma 8.21 and the union bound, max
i,j
|Ucs2(i, j)|2 ≤ 20 logm2m2 with
probability at least 1− 3m−62 .
Now, we find the sufficient number of randomly sampled rows, m2, to guarantee that (8.126) is
satisfied with high probability. It is obvious that m2 < N1. Define κ = logN1r . Therefore, it is
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sufficient to show that
m2
‖Sis2‖0
≥ r
(
c6κ log
N1
δ
+ 1
)
(8.127)
whp, where c6 = 20c4. Suppose that
ρ ≤ 1
βr
(
c6κ log
N1
δ
+ 1
) (8.128)
where β is a real number greater than one. Define α = r
(
c6κ log
N1
δ
+ 1
)
. According to (8.128)
and the Chernoff Bound for Binomial random variables [188], we have
P
(
‖Sis2‖0 −
m2
βα
> a
)
≤ exp
(
−a2
2(m2
αβ
+ a
3
)
)
. (8.129)
If we set a = m2
α
(
1− 1
β
)
, then the inequality (8.127) is satisfied. Therefore, (8.129) can be
rewritten as
P
(
‖Sis2‖0 −
m2
βα
>
m2
α
(
1− 1
β
))
≤ 2 exp
(−m22(β − 1)2
α2β2
3αβ
2m2(β + 2)
)
. (8.130)
Therefore, if
m2 ≥
2rβ(β − 2) log (1
δ
)
3(β − 1)2
(
c6κ log
N1
δ
+ 1
)
, (8.131)
then the inequality (8.127) is satisfied with probability at least (1 − δ). Accordingly, if (6.13) is
satisfied, then (8.124) returns the exact sparse vector with probability at least 1 − 3δ. The factor
0.5 in the numerator of the RHS of the first inequality of (6.13) is due to the de-randomization
technique [99] to provide the guarantee for the fixed sign case.
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Proof of Theorem 6.5
The proposed decomposition algorithm yields the exact decomposition if:
1. The sampled columns of the LR matrix span the the columns subspace of L. Lemma 6.2
provides the sufficient conditions on m1 to guarantee that the columns of Ls1 span U with high
probability.
2. The program (6.8) yields the correct LR and sparse components of Ds1. Lemma 6.3 provides
the sufficient conditions on m1 and ρ to guarantee that Ds1 is decomposed correctly with high
probability.
3. The sampled rows of the LR matrix span the rows subspace of L. Since it is assumed that the
CS of L is sampled from the random orthogonal model, according to Lemma 8.21
P
(
max
i,j
|U(i, j)|2 ≥ 20logN1
N1
)
≤ 3rN−71 . (8.132)
Therefore, according to Lemma 6.2 if
m2 ≥ r logN1 max
(
c
′
2 log r, c
′
3 log
(
3
δ
))
, (8.133)
then the selected rows of the matrix L span the rows subspace of L with probability at least (1 −
δ − 3rN−71 ) where c′2 and c′3 are numerical constants.
4. The minimization (6.14) yields the correct RS. Lemma 6.4 provides the sufficient conditions to
ensure that (6.12) yields the correct representation vector. In order to guarantee the performance
of (6.14), we substitute δ with δ/N2 since (6.14) has to return exact representation for the columns
of D. Therefore,
P (Incorrect Decomposition) ≤ δ + c8N−31 + δ + 3rN−71 + 3δ.
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Proof of Lemma 6.6
Since the rank of L is equal to r, the column spaces of {Ui}ni=1 are independent r/n-dimensional
subspaces and the rank of the matrices {Qi}ni=1 is equal to r/n. The matrix L can be expressed as
L = [U1 ...Un]O, where O is a block matrix with blocks equal to the matrices {Qi}ni=1. Suppose
Qok
T ∈ Rnk×r/n is an orthonormal matrix such that the row space of Qok is equal to the row space
of Qk. Thus, according to Lemma 8.21,
P
(
|Qok(i, j)|2 > 20
log nk
nk
)
≤ 3n−8k . (8.134)
Thus, maxi,j |Qok(i, j)|2 ≤ 20 lognknk with probability at least 1 − 3rn n
−7
k . Given the block diagonal
structure of O,
γ2(V) = N2 max
k
[
max
i,j
|Qok(i, j)|2
]
≤ 20 log(max
i
ni)
N2
min
i
ni
(8.135)
with probability at least 1 − 3r
n
∑n
i=1 n
−7
i . Now we compute max
i
‖VTei‖22. According to Lemma
2.2 in [133],
P
[
max
i
‖Qokei‖22 >
c7 max(r/n, log nk)
nk
]
< 2n−3k , (8.136)
where c7 is a numerical constant. Thus, based on (8.136) and the block structure of O,
P
[
max
i
‖eTi V‖22 = max
k
(
max
i
‖Qokei‖22
)
>
c7rϕ1
N2
 1
n
N2
min
k
nk
] ≤ 2 n∑
i=1
n−3i (8.137)
where ϕ1 =
max(r/n,log max
k
nk)
r/n
.
Proof of Lemma 6.7
The proof of this lemma is similar to the proof of Lemma 6.6. We make use of the following
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lemma to establish a lower bound on the coherency of the block diagonal matrix O. The proof of
Lemma 8.22 is provided in Chapter 8.
Lemma 8.22. Suppose U ∈ RN1×r is an orthonormal matrix which spans a random r-dimensional
matrix. If r ≥ 18 logN1 and N1 ≥ 96r logN1, then P
[
max
i
‖UTei‖22 < 0.5 rN1
]
≤ 2N−51 .
Proof of Lemma 6.8
To prove Lemma 6.8, it suffices to ensure that the number of sampled columns corresponding to
each submatrix {Li = UiQi}ni=1 is sufficiently large to span the column space of {Li}ni=1. Suppose
Qok
T ∈ Rnk×r/n is an orthonormal matrix and the RS of Qok is equal to the RS of Qk. According
to Lemma 2.2 in [133],
P
[
max
i
‖Qokei‖22 >
c7 max(r/n, log nk)
nk
]
< 2n−3k . (8.138)
Define Lsi as the columns sampled from submatrix Li. According to Lemma 5 in [126] and (8.138),
if the number of columns of Lsi is greater than or equal to ξi = 10 c7 max(r/n, log ni) log
2r
δ
, then
the CS of Lsi is equal to the CS of Li with probability at least 1−δ/n−2n−3k . According to Lemma
6 in [126], if m1 ≥
(
2 + 3
ξi
log 2n
δ
)
ξiN2
ni
, then the number of columns sampled from Li is greater
than ξi with probability at least 1− δ/n. Thus, if (6.18) is satisfied, the sampled columns span the
CS of L with probability at least 1− 2δ − 2∑ni=1 n−3i .
Proof of Lemma 6.9
From Lemma 2.2 in [133],
P
[
max
i
‖eTi U‖22 >
c7 max(r, logN1)
N1
]
< 2N−31 , (8.139)
where U is an orthonormal basis for the CS of L. Thus, according to Lemma 5 in [126], if (6.20)
is true, the sampled rows span the RS of L with probability at least 1− 2N−31 − δ.
223
Proof of Lemma 6.10
Define Qsi as the columns of Qi corresponding to the sampled columns from Li = UiQi. First,
we establish an upper bound on the RS coherency of the matrix of sampled columns. Define PQsi T
as the projection matrix onto the row space of Qsi . From Lemma 2.2 in [133],
P
[
max
i
‖PQsi T ei‖
2
2 >
c7 max(r/n, logCr/n)
Cr/n
]
< 2
(
C
r
n
)−3
. (8.140)
Since the rank of L is equal to r, the matrices {Ui}ni=1 span n independent r/n-dimensional linear
subspaces. Thus, similar to the analysis used in the proof of Lemma 6.8,
P
[
max
i
‖PST1Vei‖22 >
c7rϕ3
m1
]
< 2n
(
Cr
n
)−3
, (8.141)
where PST1V is the projection matrix onto the RS of Ls1, m1 is the number of columns sampled to
form Ds1 (which in this lemma is equal to Cr), and ϕ3 =
max(r/n,logCr/n)
r/n
.
Finally, similar to the analysis provided in the proof of Lemma 6.3, if (6.21) is satisfied, then the
convex algorithm (6.8) yields exact decomposition with probability at least 1−2N−31 −2n
(
m1
n
)−3
where µ′′ is equal to (6.22).
Proof of Lemma 6.11
According to Lemma 6.6,
P
[
max
i
‖eTi V‖22 >
c7rϕ1
N2
 1
n
N2
min
k
nk
] ≤ 2 n∑
i=1
n−3i (8.142)
Thus, based on (8.142) and the analysis provided in the proof of Lemma 6.3, if (6.23) is satisfied,
then (6.8) decomposes Ds1 correctly with probability at least 1− 2N−31 − 2
∑n
i=1 n
−3
i .
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Proof of Theorem 6.12
The imaginary sampler samples m1 = Cr columns of D. First, we ensure that the sampled
columns corresponding to each submatrix Li = UiQi span the column space of Li. Define Qsi as
the columns of Qi, corresponding to the columns sampled from Li. Based on the following lemma
from [186, 189], if Cr
n
≥
(√
r
n
+
√
2 log 2n
δ
)2
, then the rank of Qsi is equal to
r
n
with probability
at least 1− δ/n.
Lemma 8.23. Let A be anN×nmatrix whose entries are independent standard normal variables.
Then for every t ≥√2 log 2/δ,
√
N −√n− t ≤ σmin(A) ≤ σmax(A) ≤
√
N +
√
n+ t (8.143)
with probability at least 1 − δ, where σmin(A) and σmax(A) are the minimum and maximum
singular values of A.
Lemma 6.10 establishes a sufficient condition to guarantee the performance of the CS learning step.
In addition, since the rows lie in one subspace and the imaginary sampler samples the rows within
each subspace uniformly at random, the analysis of the representation learning step is similar to
the analysis of the corresponding step of Algorithm 10.
Proof of Lemma 8.22
First we review the result below from [190].
Lemma 8.24. Let Yr be a chi-squared random variable with r degrees of freedom. Then for each
t > 0 and for each  ∈ (0, 1)
P
[
Yr − r ≤ −t
√
2r
]
≤ e−t2/2
P
[
Yr ≥ r(1− )−1
] ≤ e−2r/4. (8.144)
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The distribution of ‖UTei‖22 is equivalent to the distribution of YrYN1 [133]. For each λ < 0, it
follows from Lemma 8.24 that
P
[
‖UTei‖22 −
r
N1
≤ λ
√
2r
N1
]
= P
[
Yr ≤ (r + λ
√
2r)
YN1
N1
]
≤ P
[
Yr ≤ (r + λ
√
2r)(1− )−1
]
+ e−
2N1/4 ,
(8.145)
where the inequality follows from the second inequality of (8.144). Set  = 1
1+
√
r
and λ =
−3/2√logN1. If r > 1, then (1 − )−1 ≤ 2. Thus, from Lemma 8.24, the first term of the
RHS of (8.145) can be expanded as
P
[
Yr − r ≤
√
2r
(
1√
2
− 3
√
logN1
)]
≤ e−6 logN1 = N−61 . (8.146)
Accordingly, P
[
‖UTei‖22 − rN1 ≤ λ
√
2r
N1
]
≤ N−61 + e
−N1
4(
√
r+1)2 ≤ N−61 + e
−N1
16r . Thus, if N1 ≥
96r logN1 and r ≥ 18 logN1, then
max
i
‖UTei‖22 ≥
r
N1
− 3/2
√
2r logN1
N1
≥ 0.5 r
N1
(8.147)
with probability at least 1− 2N−51 .
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Proofs of theoretical results presented in Chapter 7
Proof of Lemma 7.2 and Lemma 7.3
The probabilities of sampling from the first and second clusters using RIS are equal to n1/N2
and n2/N2, respectively. The number of sampled data points from the first cluster is a Binomial
random variable with n (total number of sampled data points) independent experiments, each with
success probability n1/N2. Define m1 as the number of data points sampled from the first cluster.
Therefore, using the Chernoff bound for Binomial distributions [191], we have
P (m ≤ m1 ≤ m(2β − 1)) ≥ 1− 2 exp
(
−m
2(β − 1)2
3mβ
)
. (8.148)
Thus, if β ≥ 2 + 3
m
log 4
δ
, the RHS of (8.148) is lower-bounded by 1− δ/2.
The proof of Lemma 7.3 is similar to the proof of Lemma 7.2 with the difference that the probabil-
ities of sampling from the first and the second clusters with SRS are equal to pi+τ1−τ2
2pi
and pi+τ2−τ1
2pi
,
respectively.
Proof of Lemma 7.4
It suffices to ensure that the number of sampled columns corresponding to each submatrix {Li =
UiQi}ni=1 is sufficiently large to span the column space of {Li}si=1. Suppose QokT ∈ Rnk×r/s
is an orthonormal matrix and the row space of Qok is equal to the row space of Qk. According
to [133, Lemma 2.2],
P
[
max
i
‖Qokei‖22 >
c7 max(r/s, log nk)
nk
]
< 2n−3k . (8.149)
Define L′i as the columns sampled from submatrix Li. Based on Lemma 5 in [126] and (8.149), if
the number of columns of L′i is greater than or equal to ξi = 10 c7 max(r/s, log ni) log
2r
δ
, then
227
the column space of L′i is equal to the column space of Li with probability at least 1− δ/s− 2n−3k .
Per the analysis provided in the proof of Lemma 7.2, if n ≥
(
2 + 3
ξi
log 2s
δ
)
ξi
pi
, then the number
of columns sampled from Li is greater than ξi with probability at least 1 − δ/s. Thus, if (7.2)
is satisfied, the sampled columns span the column space of L with probability at least 1 − 2δ −
2
∑s
i=1 n
−3
i .
Proof of Lemma 7.5
Define φp = φTUi′/‖φTUi′‖2. The data points are distributed within the subspaces uniformly at
random. In addition, the distribution of the data points within a subspace is independent of the
subspace. The probability of sampling from the i′
th
data cluster is greater than
P
[
‖φTUi′‖22 > (1 + ) max
i 6=i′
‖φTUi‖22 and max |φTp Qi′ |2 >
1
1 + 
]
= P
[
‖φTUi′‖22 > (1 + ) max
i 6=i′
‖φTUi‖22
]
× P
[
max |φTp Qi′ |2 >
1
1 + 
]
.
(8.150)
Thus,
P
[
max |φTUi′Qi′ | > max
j 6=i′
(
max |φTUjQj|
)]
> p(, s) P
[
max |φTp Qi′ |2 >
1
1 + 
]
. (8.151)
The random vector UUTφ has a uniform distribution on the intersection of SN1−1 and the column
space of U. Therefore, from [176, Theorem 2], there exists an integer nˆδ such that if ni′ > nˆδ,
then
P
[
max |φTp Qi′ |2 >
1
1 + 
]
> 1− δ . (8.152)
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