Asymptotic expansions of the distributions of the sample polyserial correlation coefficients and associated parameter estimators are derived up to order O(1/N ) when the estimators are obtained by full maximum likelihood. The asymptotic results are given under the assumption of multivariate normality for several observed continuous variables and a single unobserved variable underlining the corresponding ordered categorical variable. Asymptotic expansions of the distributions of the pivotal statistics studentized by using the estimate of the information matrix are obtained up to the order next beyond the conventional normal approximation. Numerical examples with simulations are shown in order to illustrate the accuracy of the asymptotic results in finite samples.
Introduction
The polyserial correlation coefficient is the product-moment correlation between two normally distributed variables, where one of the variables is not directly observed, but only the ordered categories, representing consecutive intervals of the unobserved variable, are observed. When the number of the categories is two, the correlation is particularly called the biserial correlation. The biserial and polyserial correlations were introduced by Pearson (1909 Pearson ( , 1913 , respectively. Soper (1913) obtained the asymptotic standard error (ASE) of Pearson's (1909) estimator of the biserial correlation based on moments. Tate (1955a, b) discussed and gave the maximum likelihood (ML) estimator of the biserial correlation. When there are more than one observed continuous variable, the ML estimators and their ASEs of the (multivariate) biserial correlation coefficients were obtained by Hannan and Tate (1965) (see also Prince & Tate, 1966) . Cox (1974) derived the ASE of the estimator of the polyserial correlation coefficient when there is only one observed continuous variable, using the information matrix.
The point polyserial (biserial) correlation coefficient is the correlation between the observed continuous variable and the categorical variable, where the arbitrary values corresponding to the ordered categories are used for computing the product-moment correlation. Olsson, Drasgow and Dorans (1982) obtained the general relationships between the point and polyserial correlation coefficients. Olsson et al. (1982) also proposed the 2-step limited information estimation of the polyserial correlation, where the threshold parameters, corresponding to the values of the limits of the underlying continuous variable, are estimated by the marginal proportions of the categories. Lee and Poon (1986) derived the full ML estimators of the polyserial correlation coefficients by using reparameterization when there are more than one observed continuous variable. They derived the ASE estimates based on the observed information matrix, i.e., the negative second derivatives of the log likelihood, which are obtained as byproducts from the Newton-Raphson method for estimating the polyserial correlations. When there are more than one ordered categorical variable, the problem of estimating the correlations between the underlying unobserved continuous variables (the polychoric correlations) occurs. Poon and Lee (1987) dealt with the problem and derived the ML estimators of the polyserial and polychoric correlations. Lee and Poon (1986) also used the part (partition, Poon & Lee, 1987) ML estimators, where only a subset of the observed variables is used for estimating the parameters.
After these developments, the problem of estimating the parameters in structural models behind the polyserial correlations/covariances (Muthén, 1984; Jöreskog, 1990; Lee, Poon & Bentler, 1992 , 1994 Muthén & Satorra, 1995) and the polychoric correlations (Lee, Poon & Bentler, 1989 , 1990a Jöreskog, 1994; Bollen & MaydeuOlivares, 2007) emerged. In the former set of references, the polychoric correlations are also dealt with as well as the polyserial correlations/covariances. It should be noted that for estimating the structural parameters, mostly the 2-step limited information estimation method is employed, where in the first step, the polyserial and polychoric correlations/covariances are estimated, followed by estimation of the structural parameters typically using the generalized least squares given the estimators of the polyserial and polychoric correlations/covariances. That is, the sampling behavior of the estimators of the structural parameters depends directly on that of the estimators of the polyserial and polychoric correlations/covariances.
The purpose of this study is to obtain the asymptotic expansions of the distributions of the sample polyserial correlation coefficients when there are more than one observed continuous variable and a single ordered categorical variable. The estimators are assumed to be given by full ML involving the reparameterization proposed by Lee and Poon (1986) . The asymptotic expansions of the distributions of the estimators studentized by using the sample information matrix are also derived with numerical examples including simulations. The problem of the asymptotic expansions for the sample polychoric correlations is not addressed since the corresponding results have been partially reported by Ogasawara (2010a) in the case of the tetrachoric correlation, i.e., the polychoric correlation when the numbers of the categories of associated categorical variables are limited to 2.
Formulation of the polyserial correlations
In this section, the parameterization for the polyserial correlations based on Lee and Poon (1986) is given. Let X = (X 1 , . . . , X r ) be a r × 1 vector representing the observed continuous variables and Y be the unobserved scalar variable underlying the single categorical variable Z that takes values 1, 2, . . . , K. Suppose that the vector variable (X , Y ) is multivariate normally distributed as The relationships between Y and Z are shown as follows. The probability of Z = k is assumed to be expressed by
2), τ k 's are the population thresholds, τ 0 = −∞, and τ K = +∞. We use the notations μ, Σ, τ k 's as parameters as well as the population values for simplicity of notation as long as confusion does not occur. Then, the likelihood of the parameters, given N independent observations of X and Z, is 4) and ξ = −Σ −1 σ/R. The parameters β k 's and ξ are the transformed ones. The inverse transformation is expressed by
Using the transformed parameters, the log likelihood becomes 6) where l *
, and v(·) is a vectorizing operator taking the non-duplicated elements of a symmetric matrix. Then, from (2.6), we see that the two parameter vectors θ x and θ z can be independently estimated by ML.
Asymptotic expansions
Letl be the mean of the log likelihood, i.e.,l = N −1 l * (see (2.6)). Denote the ML estimator of θ 0 byθ, where θ 0 is the population parameter vector. The distribution ofθ x = (μ , v(Σ) ) is known, but the results forθ x are included in this section since they will be required in order to obtain the asymptotic expansions of the estimators of the original parameters τ k 's and σ (or ρ) of interest. From the Taylor series expansion of the first derivatives ofl about θ = θ 0 , we obtain
where
is the k-fold Kronecker product of x; ∂l/∂θ = ∂l/∂θ| θ=θ ; ∂l/∂θ 0 = ∂l/∂θ| θ=θ 0 ; and other partial derivatives are defined in similar manners.
General theories for the asymptotic expansions of the distributions of the ML estimators have been developed by using the inverse expansion ofθ with respect to the loglikelihood derivatives and associated methods (Bartlett, 1953, Equation (28) ; Lawley, 1956, Equation (2); Hayakawa, 1977; Akahira & Takeuchi, 1981 , Section 5.2, 1982 Amari, 1985, Section 4.4; McCullagh, 1987, Section 7.3.2; Stafford, 1992; Taniguchi & Watanabe, 1994; Viraswami & Reid, 1996, p.268; Taniguchi & Kakizawa, 2000, Chapter 4; Ogasawara, 2010b) . Let L = ∂ 2l /∂θ 0 ∂θ 0 with E(L) = Λ = −I, where I is the information matrix per observation, and L = Λ + M, where M = O p (N −1/2 ). Then, from (3.1), the inverse expansion can be summarized aŝ
Ogasawara, 2012, Section 0). The actual expressions of Λ (i) are given in Section A.1 of the appendix.
Let θ be a generic parameter representing one of the elements of θ with θ 0 andθ similarly defined as before. Let λ (i) be the row of Λ (i) (i = 1, 2, 3) corresponding to the parameter θ. Then, from (3.2), the first four cumulants of the distribution ofθ are expressed as follows:
2 , and N −1 α 4 /α 2 2 are the asymptotic bias, asymptotic variance, added higher-order asymptotic variance, asymptotic skewness, and asymptotic kurtosis, respectively. Using the asymptotic cumulants, from standard statistical theory (e.g., Hall, 1992a) , we obtain the following result.
With the assumption of the validity for asymptotic expansion, the cumulative distribution function ofθ is expressed by
In (3.4), the term Φ(x) is the conventional normal approximation. The approximations using the terms up to orders N −1/2 and N −1 are the single-and two-term Edgeworth expansions, respectively, where all the terms except Φ(x) and the residual are counted. In order to obtain the actual results of (3.4), the expectations of the products of the log likelihood derivatives appearing in (3.3) are required, which are provided by Ogasawara (2012, Section 1; for the correspondence to α i 's, see the parenthetical notes in the titles of the subsections of the supplement). Next, the asymptotic expansions of the distributions of the estimators of the original parameters of interest are derived. Let η = (τ , ρ ) , where 5) and 1 K−1 is the (K − 1) × 1 vector of 1's. Since (3.5) is a function of θ, say η(θ), we defineη = η(θ) and η 0 = η(θ 0 ). Then, (·) indicates that the sum of the terms in brackets is of order O p (·), and the partial derivatives of η with respect to θ up to the third order are shown in Ogasawara (2012, Section 2). The expressions of (3.6) are summarized as in (3.2):
where The results in Theorem 1 are useful in order to obtain asymptotic approximations of the distribution ofη as a point estimator of η 0 . On the other hand, for testing and interval estimation of η 0 , the asymptotic expansion of the distribution of the studentized estimator or pivotal statistic shown below is required:
whereα * 2 is the estimator of α *
(1) ) ηη and (·) ηη denotes the diagonal element of the matrix in parentheses corresponding to the parameter η. The estimatorα * 2 can be expanded aboutα * 2 = α * 2 as follows:
where m * = O p (N −1/2 ) The statistic t η in (3.9) is also expanded about 0 as follows:
where η (1) and η (2) are the rows of H (1) and H (2) , corresponding to η, respectively. Then, the first three asymptotic cumulants of t η , denoted by α * i (i = 1, 2, 3), are obtained from (3.11) as:
The common expectation appearing in α * 1 and α * 3 of (3.12a) and (3.12c) is obtained from (3.10) andθ
2) and (A1)) as follows:
where q is the number of parameters; from the Bartlett identity (see (A3)) 
where ∂ 2 η 0 /∂θ 0 ∂(θ 0 ) a is shown in Ogasawara (2012, Section 2); and
Letα * 1 andα * 3 be the sample counterparts of α * 1 and α * 3 usingη andθ in place of η 0 and θ 0 , respectively. Then, from the standard statistical theory (see Hall, 1992a) , we obtain Theorem 2. The confidence interval of η 0 with the asymptotic confidence coefficient 1−α (e.g.,α = 0.05) accurate up to order O(N −1/2 ) based on the Cornish-Fisher expansion isη
It is known that the approximate cumulative distribution function forη obtained by the single-term Edgeworth expansion corresponding to the above expansion can be locally decreasing. Such anomalous phenomena can be avoided by the method involving variable transformation proposed by Hall (1992b) , although the asymptotic accuracy by Hall's method is the same as that of (3.17). The confidence interval by Hall is expressed aŝ
So far, the pivotal statistic is obtained by the sample information matrix (see (3.10)). As mentioned earlier, Lee and Poon (1986) used ∂ 2l /∂θ∂θ (≡L) in place ofΛ (= −Î) in order to have the ASE estimates. WhenL is used, it can be shown similarly as Ogasawara (2010b) that the asymptotic cumulants of the modified studentized estimators up to the third order are the same as α * i (i = 1, 2, 3) obtained earlier (for the derivation, see Section A.2 of the appendix).
Numerical examples
In this section, numerical examples of the asymptotic expansions for the nonstudentized and studentized estimators up to order O(N −1/2 ) are shown. Three sets of artificial data (Cases 1, 2, and 3) are used. The population values of the parameters are shown in Table 1 . Case 1 has 2 observed continuous variables (r = 2) and 4 categories (K = 4) in a single categorical variable, where μ = (1, 1) , Σ = 4 0 0 4 , and the population threshold parameters are symmetrically distributed. Case 2 with r = 1 and K = 4 represents a subproblem dealing with a subset of variables in Case 1, where the first or second observed continuous variable is omitted. That is, Case 2 was employed for the part or partition ML estimation in Case 1. Generally, the part or partition estimation is repeated as many as the number of observed continuous variables. However, in Case 1, the 2 observed variables are exchangeable. So, only one set of results is shown. In Case 3 with r = 2 and K = 3, the population values of the threshold parameters are asymmetrically distributed, where μ = (1, 1) , Σ = 4 0 0 4 with different population polyserial correlations.
In Table 1 , the asymptotic cumulants independent of N for the non-studentized estimators are shown, where the expectations (of the products) of the log likelihood derivatives are obtained by the numerical integration using the Gaussian quadrature with 10 points (Stroud & Secrest, 1966 ; for actual computation, see Ogasawara, 2012, Section 3). In Cases 1 and 3 with 2 observed continuous variables, 10 2 mesh points for the Gaussian quadrature are used. The computation using more quadrature points was carried out. However, the results were almost the same. The table also lists the simulated cumulants obtained by the simulations with 10 5 replications each for 3 sample sizes 50, 200 and 800. In a replication, a set of parameter estimates was obtained by ML using the Newton-Raphson iteration. In some replications when N = 50 and 200, we had difficulties in estimating the parameters or associated values due to zero frequencies in the categories of the discrete variable and the degenerate values of the estimated sample cumulants. These samples were excluded until regular 10 5 sets of estimates were available. The numbers of excluded From the regular 10 5 estimates for each parameter, the simulated cumulants were calculated from k-statistics (unbiased estimators of the population cumulants; see e.g., Stuart & Ort, 1994, Section 12.10) multiplied by N raised to appropriate powers so as to be comparable to the corresponding asymptotic values independent of N . In Table 1 , the simulated values are, as a whole, reasonably similar to the corresponding asymptotic values. We can see that the simulated and asymptotic biases for the polyserial correlations are relatively small while the biases for the thresholds are positive (negative) for the positive (negative) population values. We also find that the results of Case 2 are similar to those of Case 1. Table 2 shows the similar results for the studentized estimators. The absolute biases of the threshold estimators relative to the corresponding asymptotic standard errors have been reduced from the results in Table 1 while those for the polyserial correlations have somewhat increased. Further, the simulated and asymptotic skewnesses of the polyserial correlations are positive and relatively large. Again, the results of Case 2 are similar to those of Case 1 in Table 2 .
In Table 3 , the 10 5 ×root mean square errors of the asymptotic cumulative distribution functions for the studentized estimators obtained by the single-term Edgeworth expansion (E1) and Hall's (1992b) method involving variable transformation are shown (for the distribution function by Hall, 1992b , see Ogasawara, 2008 . The true distribution functions were obtained by the simulation of 10 5 replications as in Tables 1 and 2 . An error is defined as the asymptotic value minus the corresponding simulated value. The errors were evaluated at the 40 equally spaced points from −3.8 to 4.0. The errors were squared and averaged over the 40 points, followed by taking its square root. In Table 3 , the results of the conventional normal approximation (N*) are also shown for comparison. The equal values for the central threshold τ 2 in Cases 1 and 2 over N*, E1 and Hall are due to α * 1 = α * 3 = 0. The table shows that when N = 50 and 200, the results by E1 and Hall are poor depending on Cases 1, 2 and 3. However, when N = 800, the errors by E1 and Hall, which are similar, are smaller than those by the normal approximation (N*). Table 4 illustrates the results of the replications of interval estimation by N* and Hall for selected parameters using the same data set as used earlier when N =800. The table shows the proportions of the population parameters lower than the endpoints of the confidence intervals, which were obtained from 10 5 simulated one-tailed confidence intervals. As is expected from Table 3 , the results of N = 50 and 200 are poor and are not shown in the table. From Table 4 we find that Hall gives proportions more similar to the nominal values than N* especially for the serial correlations.
Some remarks
In previous sections, the asymptotic results depend on the multivariate normality of (X , Y ) . When the normality assumption is violated, different model formulations are required (see e.g., Kraemer, 1981) although investigation of robustness issues under nonnormality is also important. When the distribution of X is known and when the distribution of unobservable Y can be seen as normal, conditional on X, similar results can be obtained by replacing p(x i ) based on the normality in (2.4) by the corresponding non-normal expression. When x i 's are seen as fixed values, a simpler model without θ x can be used as long as the conditional distributions of Y given x i 's (a, b, c, d, e = 1, . . . , q) and(
where ( 
