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1
Introduction
1.1 Scientific theory and Occam’s razor
Humankind’s pursuit of understanding nature has never been a straight and continuous path to-
wards a model of reality. As described by Kuhn [1], the scientific endeavour is a cyclic process
where periods of normal science are occasionally disrupted by a scientific revolution or paradigm
shift.
Scientific theories are generally formulated within the framework of the current paradigm. Ideally,
their aim is to explain existing observations as well as predict future observations. In turn, the tools
and methods used to perform these observations are improved by a better scientific understanding.
This interaction can be regarded as the engine that has been driving scientific progress in the past
century. In particular, physics largely draws on the symbiosis between theory and experiment.
The current state of our knowledge of the physical world, however, is not only due to the above
mechanism. The desire to formulate theories that are not only accurate, but also elegant, has also
contributed a great deal to science as we know it. Elegance, of course, is a rather vague concept,
and simplicity1 is perhaps a more accurate description for what we seek in a theory, apart from
explanatory and predictive power. This pursuit of simplicity is called the parsimony principle. It is
more commonly known as Occam’s razor, after William of Ockham (◦1285–1347), who formulated
the principle as follows [2]
“Plurality is not to be assumed without necessity.”
There are examples where an alternative theory replaced the prevailing theory only by virtue of
having a simpler explanation for the same phenomenon, without actually providing an improved
description for the observations. Rodriguez-Fernandez [3] argues that Occam’s razor can even
be regarded as a driving force behind scientific revolutions. A famous example is the shift from
1A distinction can be made between syntactic simplicity on the one hand and ontological simplicity or parsimony
on the other hand [2]. A theory can be syntactically simpler, e.g. by having a more concise formulation with less free
parameters, but might introduce extra entities, e.g. supersymmetric particles or dark matter. Ontological simplicity
refers to the number of entities postulated by a theory. We will use simplicity or parsimony in the pragmatic sense of
fewer tunable parameters, which can refer to either of these two meanings, depending on the context.
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the Ptolemaic planetary model to the Copernican heliocentric view. According to Ptolemaeus, the
earth was the centre of the universe, with the sun, the moon and the planets revolving around
it in circular orbits. The intermittent periods of retrograde motion of the planets were explained
by postulating that each planet also described a small circular orbit on top of the circular motion
around the earth, the so-called epicycles. Copernicus’ theory, which assumed the sun to be the
centre of the universe, was able to explain the irregular motion of the planets in the sky without
these extra postulates. Although it did not have any additional explanatory power at that time, it
was eventually accepted purely on the basis of being a more elegant model for the celestial motions.
If one has to choose between two theories that explain a certain phenomenon equally well, we are
inclined to prefer the more economical one. Intuitively, we feel that Occam’s razor can be used as
a guide for model selection and indeed, often the simpler theory turns out to be more fruitful for
future research. Kuhn [4] lists simplicity as one of the theoretical values that guides theory choice
and model decision .
We will illustrate in Chapter 3 that our pragmatic take on Occam’s razor, i.e. a preference for
models with fewer free parameters, follows naturally from Bayesian inference. This is certainly not
a new idea [5–7], but it is not as widespread as one would think.
Occam’s razor would also lead one to prefer a single theory which describes a multitude of phe-
nomena over a multitude of theories, each of which are tailored to describe one aspect of the phys-
ical world. This approach has been particularly fertile in physics, where much was learned from
unifying theories, such as the unification of magnetism and electricity into electromagnetism, and
later, its unification with the weak interaction [8]. The hallmark of the unified electroweak theory
is the prediction and the subsequent discovery of the heavy W and Z vector bosons.
Some philosophers of science, such as Kitcher [9], as well as physicists identify the ultimate pur-
pose of science as the unification of all existing theories into one grand unified theory (GUT). Let
us for a moment ignore the fact that such a unified theory is not guaranteed to correctly describe
“reality”, whatever the definition one adopts to define this. Even if we would have such a uni-
fied theory at our disposition, it would not necessarily increase our understanding of the physical
world at a larger scale, nor would it always allow us to make better predictions. This is due to
the appearance of emergent phenomena at a larger scale on which the fundamental theory has no
grasp. Just because a phenomenon is governed by a theory at the smallest scale, that does not mean
that the same theory allows us to make sense of this phenomenon at any other scale.
As we will illustrate in the following section, in addition to a fundamental theory or GUT, other
models are necessary to explain phenomena at different scales. Physics is often depicted as revolv-
ing entirely around the quest for a GUT, mainly to appeal to our craving for elegance and simplicity
in a scientific theory. While this endeavour certainly deserves our attention, effective models are
and always will be used extensively throughout all scientific fields, including physics.
1.2 Modelling nature
The standard model of particle physics is often said to be the theory of almost everything. The
description of the electromagnetic interaction by quantum electrodynamics (QED) is so amazingly
accurate that predictions for quantities such as the electron’s g-factor have been experimentally
confirmed up to 11 digits. These great accomplishments can be attributed to the small coupling
constant αe ≈ 1137 of QED. A quantum electrodynamical process can be calculated as a sum of
terms of ever-increasing powers of αe. Accordingly, the accuracy can be tuned simply by the order
at which the process is calculated.
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Quantum chromodynamics (QCD) is the theory behind the strong interaction, which is most re-
nowned for its role of keeping nuclei together. Its name – derived from the Greek word for colour,
χρωµα – is a reference to the colour charge. This charge is carried by quarks, the building blocks
of which the nucleon is composed, and gluons, the mediators of the strong force.
The theory of QCD is just as effective as QED when it comes to describing the behaviour of gluons
and quarks at very high energies. This is due to a phenomenon coined asymptotic freedom, that
causes the coupling constant αs of QCD to decrease as the interaction energy increases.
Like any model, the standard model has a certain scope, outside of which it does not provide the
right degrees of freedom to tackle the problems. For example, nobody expects a theory for particle
physics to explain how cells divide. Unfortunately, we do not have to zoom out all that much
before encountering phenomena challenging the standard model.
The properties of something as ubiquitous as the nucleon, which accounts for 99% of visible mass
in the universe, cannot be predicted from the properties of QCD. It is not because QCD breaks
down at these lower energies. As a fundamental theory, it remains just as valid for low-energy
processes as in the perturbative, high-energy regime. The problem simply becomes impossible to
solve. Due to the large value of αs, it is not possible to use perturbation theory to perform QCD
calculations at lower energies.
A perturbative expansion becomes feasible after introducing an artificial parameter like 1/Nc with
Nc → ∞. These so-called “large-Nc” calculations are performed under the assumption that QCD
has a very large number of colours, whereas in reality this number is only three. While one can gain
insight into the low-energy aspects of QCD, it does not allow for quantitative predictions which
can be compared to data.
There are essentially two ways around this problem, the first of which is lattice QCD. Lattice QCD
numerically computes the analytically incalculable path integrals of QCD in discretised space-time.
This approach has made gigantic progress since Wilson’s conception of lattice gauge theory in 1974,
long before the computational means to such calculations were available [10]. Over the past few
years, lattice calculations have become more and more accurate and experimentally testable, but
most results are limited to ground state spectra of hadrons [11]. Furthermore, these calculations
require an enormous amount of computational power, that has become available only very recently.
An alternative way to address strong-interaction physics at low energies is to introduce appropri-
ate effective degrees of freedom. When bombarded with a low-energy probe, the nucleon presents
itself as an object with dramatically different properties than the composite object observed at
the hard energy scale of perturbative QCD, where quarks and gluons reign. This distinction has
inspired an approach known as hadrodynamics, which describes low-energy phenomena of the
strong interaction in terms of mesons and baryons. As opposed to the point-like quarks and glu-
ons, mesons and baryons are extended objects of which the substructure is parametrised by means
of a form factor. It is the latter approach that will be pursued in this work.
A link between the high-energy limit of perturbative QCD and the more earthly energy scale de-
scribed by hadrodynamics is provided by constituent quark models (CQMs). These models de-
scribe baryons and mesons as composite objects, consisting of three and two constituent quarks,
respectively. The constituent quarks are much heavier than the point-like quarks described by the
fundamental theory of QCD. They are therefore referred to as “dressed” quarks, of which the mass
is energy dependent, as shown in Fig. 1.1. Intuitively, their increased mass can be explained by
them “dragging along” a cloud of quark-antiquark pairs and gluons as they propagate, but it can
also be derived more formally in the framework of dynamical chiral symmetry breaking [12, 13].
CQMs seek to understand and predict the plethora of baryons that are observed: the so-called
4 CHAPTER 1. INTRODUCTION
0 1 2 3
p [GeV]
0
0.1
0.2
0.3
0.4
M
(p
) [
Ge
V]
 m = 0 (Chiral limit)
m = 30 MeV
m = 70 MeV
effect of gluon cloud
Rapid acquisition of mass is
Figure 1.1 – The dressed-quark mass function for a current-quark mass of 70 MeV (green), 30 MeV (blue)
and 0 (red line). Dyson-Schwinger equation results [12] (solid lines) and lattice QCD simulations [14]
(open triangles). Figure from Ref. [13].
nucleon resonance spectrum. These excited states of the nucleon can be understood in terms of
the different arrangements of constituent quarks in an effective quark potential. A comprehensive
overview on the status of this effort is the work by Capstick and Roberts [16]. Among the other
models that have been built upon the CQM idea is the Bonn covariant quark model [15, 17, 18], of
which the calculated spectra for nucleon and ∆ resonances are displayed in Fig. 1.2.
Despite their relative success, CQMs are confronted with a startling discrepancy between the pre-
dicted number of baryon resonances and the number of observed states: CQMs predict a much
larger number of excited states with high masses. This is a consequence of the number of degrees
of freedom of CQMs.
In a quark-diquark model, on the other hand, the three effective quarks that constitute a baryon
are not equivalent. Two of them form a tightly bound quark pair, which reduces the number of
degrees of freedom significantly [19–21]. This gives rise to a baryon spectrum featuring fewer
resonances. Nevertheless, not all missing resonances are eliminated in this approach; it only clears
up the lower part of the resonance spectrum [22]. Above an invariant mass of about 2 GeV, quark-
diquark models also predict resonances that are not observed.
Figs. 1.2 and 1.3 illustrate the differences between the spectra predicted by CQMs and quark-
diquark models. The number of nucleon resonances as calculated by the Bonn covariant quark
model, listed in Fig. 1.2, exceeds the number of experimentally observed resonances. These unob-
served resonances, often referred to as missing resonances, do not show up in the relativistic quark-
diquark model of Ferretti et al, shown in Fig. 1.3. It should be noted that the latter shows only the
predicted nucleon resonances with masses below 2 GeV.
Confronted with these observations, one could be tempted to conclude that the quark-diquark
picture is more accurate, were it not for an interesting prediction of the CQMs. Some states are
expected to decouple from the pion-nucleon (piN) channel [16, 23, 24]. The resonances that are
considered “experimentally confirmed” are those listed by the Particle Data Group (PDG) [25].
These are mainly extracted from piN scattering and to a lesser degree from inelastic pion-induced
reactions, as compiled in Refs. [26, 27]. If the CQM predictions are correct, some resonant states
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Figure 1.2 – Resonance spectra predicted by the “model A” variant of the Bonn covariant quark model.
The blue bars indicate the calculated masses, whereas the boxes correspond to experimentally observed
resonances according to the PDG. The height of the boxes indicate the experimental uncertainties. The
stars indicate a resonance’s PDG status. Figures from Ref. [15].
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Figure 1.3 – The N∗ (I = 1/2) and ∆∗ (I = 3/2) resonance spectrum as predicted by the relativistic
quark-diquark model of Ferretti et al. The results are limited to resonances with predicted masses
below 2 GeV. Figure from Ref. [21].
cannot be detected in pion-induced reactions.
The piN cross sections are large, and comprehensive, accurate data is available. This enables a
detailed study of the angle and energy dependence of the cross sections by means of a partial-
wave analysis (PWA), from which the properties, such as masses, widths and coupling constants
of the contributing resonances can be determined.
Electromagnetically induced meson production yields cross sections that are much smaller than
those for pion-induced reactions. Nevertheless, the other qualities of these experiments more than
make up for this drawback. In addition to giving us a handle on the missing resonance problem,
an electromagnetic probe also simplifies the description of the process significantly, as the purely
electromagnetic part of the interaction is described by the established theory of QED. Moreover,
electroinduced reactions allow the investigation of the resonances’ electromagnetic form factors.
When looking for nucleon resonances that decouple from piN, one also has to select either non-
pionic or multipionic final states. As illustrated in Fig. 1.4, the non-pionic channels have smaller
cross sections than the pionic final states. Multipionic channels boast a relatively high cross sec-
tion, but the convoluted three-body kinematics make both the theoretical description and the ex-
perimental detection of these reactions a cumbersome task. The channels that will be investigated
in this work are the kaon-hyperon (KY) production channels, as discussed in the forthcoming sec-
tions.
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Figure 1.4 – Comparison of the total photoabsorption cross section on the proton (filled circles) with the
total cross sections to the following channels: (a) pη (open squares), pη′ (filled squares) and ppi0 (trian-
gles); (b) K+Λ (triangles), K+Σ0 (open squares) and K0Σ+ (filled squares); (c) ppi+pi− (filled squares),
ppi0pi0 (filled triangles), ppi+pi−pi0 (open triangles) and pηpi0 (open squares); (d) pρ (open squares), pω
(filled triangles), pφ (filled squares) and ΛK∗+ (open triangles). Figure from Ref. [28].
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Figure 1.5 – An intuitive overview of the process γp → K+Y0: a photon (γ) brings a proton(p) into
an excited state, or nucleon resonance (N∗). A strange quark-antiquark pair (ss¯) materialises out of
the sea of virtual qq¯-pairs in the resonance, leading to its decay into two strange particles: a kaon (K)
and a hyperon (Y). In this case, the hyperon can be either a Λ or Σ0 hyperon, both of which have a
quark content of uds. Up, down and strange quarks are respectively coloured red, blue and yellow; an
antiquark is drawn with a dashed border.
1.3 The strange channels
The so-called open strangeness channels that will be covered in this work consist of a kaon and a
hyperon in the final state. This is any of the following reactions:
γ(∗)p→ K+Λ γ(∗)n→ K0Λ
γ(∗)p→ K+Σ0 γ(∗)n→ K0Σ0
γ(∗)p→ K0Σ+ γ(∗)n→ K+Σ−. (1.1)
The constituent quark content of the kaons in the final state is us¯ (K+) and ds¯ (K0); that of the
final-state hyperons is uds (Λ), uus (Σ+), uds (Σ0) and dds (Σ−). Fig. 1.5 features a cartoon that
intuitively explains how these particles are created through photoproduction off the proton.
These reactions are said to produce “open” strangeness because they require a virtual strange
quark-antiquark pair to be created2, giving rise to a strange meson and hadron in the final state. It
is therefore a reaction that is particularly sensitive to the strangeness content of the quark-antiquark
sea of the nucleon and its excited states.
This work will not cover the reactions on the right hand side of (1.1), i.e. kaon production on
the neutron. Strangeness photoproduction from a free neutron target is still beyond the known
experimental techniques, so this reaction can only be realised by means of a deuteron target. Taking
into account the deuteron wave function, the increased complexity of the kinematics and the final
state interactions is a tall order, and we will not address this matter here. A detailed account of a
relativistic formalism for the description of KY production on the deuteron is given in Ref. [29].
We will study the reaction γ(∗)p → K+Λ for a variety of reasons. The first reason is that selecting
the K+Λ final state effectively limits the possible intermediate excited states to resonances with
isospin I = 1/2. Because the Λ is an I = 0 singlet state, and the K+ is part of an I = 1/2 doublet,
the total isospin of the final state is 1/2. Isospin conservation of the strong interaction therefore
forbids the ∆∗ with I = 3/2 to decay into this channel. Fewer degrees of freedom facilitates the
task of disentangling the participating resonances.
A second motivation for concentrating on the K+Λ final state is the self-analysing property of the
Λ hyperon. As the strong and electromagnetic forces preserve flavour, the strange quark decays
2Other channels such as φN photoproduction also require the creation of a strange quark-antiquark pair, but as this
pair stays together to form the φ-meson, it is not referred to as open strangeness production.
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to a lighter quark through the weak interaction. Due to the parity breaking nature of this decay,−→
Λ → pi−p will preferentially emit a proton along the polarisation direction of the Λ. This property
can be used to extract the recoil polarisation asymmetry and polarisation transfer observables more
easily as compared to other decay channels. This information can also be extracted from the K+Σ0
channel by means of the cascade Σ0 → γΛ → γpi−p, although the radiative decay of the Σ0 is a
complicating factor.
A thorough understanding of the process of strangeness photoproduction is not only useful in the
context of nucleon resonances. It also has implications on a larger scale. Strange baryons, and most
notably the Λ hyperon, have proven to be excellent probes as to the nature of nuclear interactions.
By creating a hyperon inside a nucleus, a so-called hypernucleus is obtained. As the flavour quan-
tum numbers of the Λ hyperon are different from those of the nucleons, it can occupy an arbitrary
energy level without violating the Pauli principle. The Λ has the benefit of decaying weakly, with
a lifetime that is longer than that of a typical excited hypernucleus. Therefore, the hypernuclear
energy levels can be determined by observing gamma-ray transitions in the hypernucleus. This
allows for a unique view of the structure of the nucleus. Knowledge of the elementary N(γ, K)Y
operator is essential in the effort of understanding how hypernuclei are created.
1.4 Modelling strangeness photoproduction
Because of the problematic low-energy behaviour of the strong coupling αs, strangeness photo-
production cannot be efficiently described using the fundamental Lagrangians of QCD. Instead, it
requires a hadrodynamical approach, in which the hadrons are described by effective fields. Their
substructure is parametrised by means of an electromagnetic form factor.
One of the challenges of a hadrodynamical model is to provide a description that is valid over a
broad energy range. Kaon and other pseudoscalar meson photoproduction reactions display a dis-
tinctly different behaviour for low and high energies. At photon energies of up to a few GeV above
their threshold energy, the dynamics of these reactions are determined to a large degree by the
exchange of nucleon resonances. This gives rise to peaks in the energy dependence of the differen-
tial cross section. As the energy increases, the cross section is smoothed out and displays a more
diffractive behaviour. For kaon photoproduction, this diffractive behaviour is already apparent at
energies slightly above threshold.
The first class of models for open strangeness production up to a few GeV above threshold were
isobar models [30–36]. These models use the Feynman rules to calculate the amplitude as a sum
of the lowest-order Feynman diagrams, the tree-level diagrams. These diagrams can represent
the exchange of a ground-state or excited particle, that can be either a nucleon, a kaon or a hy-
peron. While the isobar approach is arguably the most intuitive and simple way to describe kaon
photoproduction, it fails to satisfy the Froissart-bound, that puts a theoretical upper limit on the
high-energy behaviour of the cross section.
Apart from predicting an unrealistic high-energy behaviour of the cross sections, isobar models
face additional problems. These models describe the amplitude as a sum of nucleon resonance dia-
grams, which give rise to the structures in the cross section, and background diagrams, which fea-
ture a smooth energy dependence. The background-resonance separation proves to be a daunting
task. Indeed, issues like the gauge-restoring recipe and the precise form of hadronic form factors,
which correct for physics beyond the hadron-physics scale, are complicating factors [37, 38].
The past decade has seen the development of many coupled-channels models [39–42]. These mod-
els take into account the various intermediate processes that can take place between the initial
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and final states, such the creation of piN or ηN. As some intermediate states boast much higher
cross sections than the KY channels, their effects can be significant. On the other hand, the de-
termination of the background in these models is still not entirely unambiguous. Furthermore,
coupled-channels models have a large number of unknowns, which should in principle be opti-
mised against data from all of the considered channels.
Chiral models [43, 44] differ drastically from isobar and coupled-channels models. In the chiral
approach, resonances are not included explicitly. Instead, they are generated dynamically by the
chiral effective Lagrangian. The scope of these models is limited to processes below 1 GeV above
threshold. Moreover, contributions stemming from resonances with spin J > 3/2 cannot be repro-
duced [44].
The range of the models we have discussed so far is limited to the resonance region, which extends
to W ≈ 2.5 GeV. In the high-energy limit, an alternative approach offers a successful description of
kaon photo- and electroproduction. This description is provided by Regge theory, a generic theory
to describe high-energy reactions at extremely forward or backward angles [45, 46]. Instead of
the exchange of single particles with a fixed spin and parity, Regge theory describes the reaction by
means of the exchange of a whole family of particles, the so-called Regge trajectories. The members
of a Regge trajectory feature a linear dependence between their spin and their squared mass. This
curious property of hadrons is an experimental observation, and is thought to be related to the
string tension of the quark potential.
1.5 The Regge-plus-resonance approach
There are three requirements which we deem important when addressing the missing resonance
problem within the context of models for kaon photoproduction. First, a clear separation of back-
ground and resonance contributions is mandatory for any analysis of resonance properties. A
second important quality is that the model is economical, in accordance with Occam’s razor. This
property is also useful for keeping the model’s optimisation computationally tractable. Finally, the
high-energy behaviour of the differential cross section must be kept under control.
All of these requirements are met by the Regge-plus-resonance (RPR) model, developed by the
Gent group [47, 48]. This is a hybrid model, which combines a Regge model with elements from
the isobar approach at lower energies.
The parameters of the Regge part of the RPR model are determined by the high-energy data. The
Regge amplitude that is obtained this way serves as the background in the resonance region, to
which the tree-level nucleon resonance diagrams are added. This provides a clear-cut separation
between the background and resonance contributions, which isobar models lack.
The model for the reggeised background is very economical in that it requires a mere three param-
eters. Each nucleon resonance contributes another free parameter, or two parameters in the case of
a resonance with a spin higher than 1/2.
Finally, the RPR amplitude has the correct high-energy behaviour. In contrast with the background
of isobar models, the Regge amplitude is self-regularising in that it satisfies the Froissart bound.
The RPR model is not limited to photoproduction and is applicable to electroproduction [49]. In
electroproduction, the exchanged photon has a nonvanishing virtuality, which makes the reaction
sensitive to the substructure of the hadron. To account for this substructure, the RPR model uses
the electromagnetic form factors calculated by the Bonn CQM [15]. For low Q2 values, one could
expect that the constituent quarks dominate this substructure. As Q2 increases, the decreasing role
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of the gluon cloud modifies the constituent quark picture, as illustrated in Fig. 1.1. At very high Q2,
the photon starts to scatter off the naked quarks; this is the onset of the perturbative-QCD regime.
RPR-2011
We will discuss some of the improvements [50] that have been implemented since the RPR-2007
model [48]. This new model will be referred to as the RPR-2011 model. The RPR-2007 model
used inconsistent interaction Lagrangians for spin-3/2 fields, which allowed for the propagation
of spurious spin-1/2 modes. Moreover, the inconsistent theory for spin-3/2 resonance exchange
required five free parameters per particle, of which three were due to the off-shell components of
the spin-3/2 field [51]. Both shortcomings were addressed by implementing the consistent spin-
3/2 couplings by Pascalutsa [50, 52], which require only two free parameters.
RPR-2011 has been extended to include spin-5/2 particles, using the consistent formalism devel-
oped by Vrancx [50, 53]. Not only does this formalism eliminate the unphysical lower-spin modes,
it is also more economical. An extension of the inconsistent theory to spin-5/2 fields would require
eight free parameters per resonance, whereas the Vrancx formalism requires only two. A prop-
erty of the consistent interactions of high-spin fermions is their divergent high-energy behaviour.
Therefore, the couplings in RPR-2011 are regularised by means of the spin-dependent multidipole-
Gauss hadronic form factor, developed by Vrancx [53]
The numerical implementation of RPR-2011 is radically different from the RPR-2007 version. In
RPR-2011, the amplitude is decomposed into six Lorentz and gauge invariant amplitudes. This re-
sults in a separation of the amplitudes into a factor which depends on the kinematics and a factor
which contains the coupling strengths. This separation is especially convenient in an optimisation
procedure. The kinematical factors have to be calculated only once during the entire procedure,
and only their coefficients need to be recomputed for each variation of the couplings. The com-
plicated tensor operations required to calculate the coefficients of the higher-spin diagrams were
simplified using the symbolic computation software Mathematica [54]. This resulted in a routine
that was up to 300 times faster than the previous implementation for spin-5/2 particles.
In addition, we have broadened the scope of the RPR-2007 model, which was limited to forward-
angle kaon photoproduction. In this work, we perform an analysis of the world’s p(γ, K+)Λ data
without any kinematical restrictions.
1.6 Model selection
The least-squares approach to model optimisation boils down to finding the parameter set for
which the χ2 is minimal. This point in parameter space approximately represents the maximum
likelihood for the parameters. We will discuss the limitations of this approach. In principle, the ex-
pected value of the parameters should be calculated by performing an integration over the model’s
parameters. In most practical cases, however, the minimal χ2 point is a good approximation for
a model’s optimal parameters. We show that the optimal χ2 value can be determined efficiently
using a genetic algorithm (GA), combined with a hill-climbing method such as MINUIT.
The minimal χ2-rule is often applied in conditions where its applicability is questionable. Despite
its widespread use in physics, the χ2 value is generally not a statistically correct model comparison
tool, and one can derive a rigorous quantifier for model fitness. This quantity is called the Bayesian
evidence Z , and naturally takes into account the model’s likelihood as well as the principle of
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Occam’s razor. It is calculated by integrating or “marginalising” the model’s likelihood over all of
its parameters.
We will show that the probabilities of model properties can also be evaluated, by means of discrete
marginalisation. This comes down to calculating an evidence-weighted average over the model
space. The property that is relevant in the context of the missing resonance problem is the proba-
bility of a resonance, given the data. We will derive the expression for this quantity, which allows
us to address the missing resonance problem in a statistically more rigorous way.
Mostly, the multidimensional integral which defines the Bayesian evidence cannot be evaluated
analytically. A powerful computational method is required to numerically evaluate this quantity.
Skilling [55] developed a Monte-Carlo algorithm called nested sampling, which is tailored for the
task of computing Z as well as the parameters’ expectation values below ten dimensions.
For yet higher-dimensional problems, we have developed log-VEGAS, a version of the well-known
VEGAS algorithm by Lepage [56, 57] which is adapted to handle the mostly very small integrand
of the evidence integral, i.e. the likelihood. Similar to a probability, the logarithm of a likelihood
is a more “natural” quantity than the likelihood itself. Often, the log-likelihood is a large negative
number (a typical value is −1000) and its exponentiation would lead to significant loss of accuracy
or even a numerical underflow.
If the bulk of the likelihood is concentrated in a tiny fraction of the parameter space, even the
log-VEGAS method is likely to underestimate the evidence. For higher-dimensional problems, we
remedy this problem using a targeted integration method. In this method, the model is first opti-
mised by means of a GA +MINUIT routine, and an estimate for the evidence is calculated around
this optimum. If the model is well-constrained by the data, this method turns out to provide a
good approximation of the total evidence.
1.7 Determining the reggeised background
The high-energy kaon photoproduction amplitude of the RPR model is described purely by the
exchange of Regge trajectories in the t-channel. This choice is motivated by the shape of the KY
photoproduction differential cross sections, that peaks at small |t| [58]. Such a behaviour indicates
that the process is dominated by meson exchange in the t-channel. This behaviour persists, even at
relatively low energies, which suggests that the leading role of the t-channel persists to relatively
low energies.
In the RPR approach, the three parameters determining the Regge amplitude are constrained to
the high-energy data. This amplitude is extrapolated downwards in energy to the resonance re-
gion. In this region, it serves as a parameter-free background, to which the resonance contributions
are added. The scarcity of the high-energy data, however, made it impossible to unambiguously
determine the background by means of a standard least-squares fit. In the RPR-2007 model, a
comparison with resonance-region data was required to eliminate all but one background model.
Using the Bayesian evidence, we will show that the high-energy p(γ, K+)Λ data actually contained
enough information to distinguish between the different model variants. The best background
model can be determined unambiguously from these data using Bayesian inference.
Recently, the CLAS collaboration [59, 60] released high-statistics data for K+Λ and K+Σ0 photo-
production over a wide kinematic range. Data are available beyond W = 2.5 GeV which we deem
sufficiently high to provide us with more insight into the reggeised background for the RPR model.
In particular, it allows us to propose a three-trajectory model suitable for p(γ, K+)Σ0.
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1.8 Missing resonances
Extracting resonance information with a model is not a trivial task. Adding more resonances is
equivalent to adding degrees of freedom through which the model can better adapt to the data.
Therefore, adding resonances will always yield a better description of the data. On the other hand,
adding degrees of freedom to a model goes against Occam’s razor, which warns us not to use “plu-
rality without necessity”. In order to determine the necessary and sufficient resonances, one needs
to find a balance between these two opposing principles. At first, this appears to be a subjective
choice, which inevitably biases the results.
Again, the answer is provided by Bayesian inference. The model probability can be reliably esti-
mated by means of the Bayesian evidence. This makes the inclusion of an explicit Occam factor
redundant, as such a penalty is already naturally present in the evidence, though the prior distri-
bution.
A rigorous way of determining which resonances couple significantly to K+Λ is by evaluating all
possible combinations of the resonance candidates. Using the Bayesian evidence, one can then
determine the best model for p(γ, K+)Λ. One can go even further, and determine the probability
of a single resonance. This is achieved by marginalising or summing the evidences of the models
that include the resonance in question. Such a procedure directly addresses the missing resonance
problem.
1.9 Outline
This work is structured as follows. Our formalism is described in Chapter 2. A general description
of the observables for electromagnetic kaon production off the proton is given in sections 2.1 to 2.4.
We discuss the Regge-plus-resonance (RPR) approach and the improvements of RPR-2011 over
RPR-2007 in section 2.5.
Chapter 3 is devoted to the statistical and computational methods that we have used. A Bayesian
methodology for model selection is given in section 3.1, while section 3.2 focuses on the optimi-
sation of parameters for a single model by means of genetic algorithms. The effectiveness of both
methods are illustrated by means of a toy model in section 3.3. This section also shows how the
two above methods can be combined to calculate the evidence for high-dimensional models.
The subject of Chapter 4 is the determination of the reggeised background for the RPR-2011 model.
A discussion of the parameters of the Regge model is given in Section 4.1. We first perform a
Bayesian analysis of the Regge background models with the high-energy data from SLAC in Sec-
tion 4.2. The SLAC data were obtained in the sixties and seventies, and were the only data at W ≥ 3
GeV for a long time. In Section 4.2, this analysis is performed for the high-energy part of the CLAS
differential cross-section and recoil polarisation data, which were published in 2010. This provides
new insights for the p(γ, K+)Σ0 high-energy model. Predictions for n(γ, K+)Σ− are also presented.
In Chapter 5, we address the missing resonance problem using the tools that we have developed
in Chapters 2–4. We set off by discussing some of the statistical methods used by other groups to
extract resonance information in Section 5.1. Our methods and analysis techniques are laid out in
Section 5.2. Within the RPR model and using Bayesian inference, we determine the best model for
p(γ, K+)Λ from 2048 possible model variants in Section 5.3. Furthermore, we attempt to estimate
the relative probabilities of some disputed nucleon resonances. In Section 5.4, the RPR-2011 model
calculations are compared to data, and predictions for electroproduction observables are presented
in Section 5.5.
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Our conclusions and outlook are presented in Chapter 6.
The notations and conventions used throughout this work are described in Appendix A. Appendix
B lists the definitions and some selected properties of Legendre functions. The Feynman rules are
recapitulated in Appendix C. We have listed the vertex functions, derived from the effective La-
grangians of our model, as well as the used propagators in Appendix D. Details about the em-
ployed expansion in invariant amplitudes as well as the gauge restoration procedure are given
in Appendix E. Appendix G features an illustration of Bayes’ theorem and some computational
aspects are highlighted in Appendix H.
All exact science is dominated by
the idea of approximation.
Bertrand Russell
2
Formalism
In the one-photon exchange approximation, electroinduced kaon production can be described as
an incoming electron that scatters off a nucleon through the exchange of a virtual photon, which
results in a hyperon and a kaon in the final state, along with the scattered electron. The dynamics
of this process can be separated into a leptonic and a hadronic part. As displayed in Fig. 2.1, each
process defines an interaction plane. These planes are tilted with respect to each other by an angle
φ∗K.
θ*K N (p)
γ* (k)
x
zy
e (k1)
e' (k2)
ϕ*KLeptonic plane
Hadronic plane
K (pK)
Y (pY)
θe
Figure 2.1 – Kinematics for kaon electroproduction off the nucleon in the one-photon exchange ap-
proximation. The leptonic or scattering plane is determined by the incoming and outgoing electron.
The hadronic or reaction plane is defined by the propagation directions of the virtual photon and the
outgoing kaon.
For photoproduction, the process takes place in the hadronic plane, which simplifies the descrip-
tion significantly. We will therefore start with a discussion of the kinematics and observables of
KY photoproduction in Section 2.1, before extending it to the electroproduction case in Section
2.2. Section 2.3 introduces the process of radiative kaon capture. Because they are relevant to
our computational implementation of the reaction, the CGLN amplitudes for pseudoscalar meson
photoproduction are discussed in Section 2.4.
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The final part of this chapter, Section 2.5, goes beyond the basic kinematics and observables. We
will present a hadrodynamical model for EM strangeness production, dubbed the Regge-plus-
resonance (RPR) model. This model boasts a comprehensive description of EM strangeness pro-
duction observables in both the high-energy regime and the resonance region. Some significant
improvements with respect to the 2007 version of the RPR model will be discussed.
2.1 Photoproduction observables
2.1.1 Kinematics
In the case of photoproduction, the interaction takes place in the hadronic plane. The unpolarised
cross section for N(γ, K)Y has the following expression
dσ =
∫
1
νrel2ω2EN
d3pK
(2pi)3
1
2EK
d3pY
(2pi)3
1
2EY
(2pi)4 δ(4) (p + k − pK − pY)
1
4
∑
λ,λN ,λY
∣∣∣MλNλYλ ∣∣∣2 , (2.1)
where λ, λN and λY denote the photon, nucleon and hyperon polarisation, respectively. The factor
1/4 stems from the averaging over the initial state’s polarisations λ and λN .
From this quantity, we can calculate the differential cross section in the centre-of-momentum (COM)
frame. All variables in this frame will be denoted with an asterisk. The particles defined in Fig. 2.1
have the following four-momenta in this frame
k∗ = (ω∗, k∗) p∗K = (E∗K, p∗K)
p∗N = (E
∗
N ,−k
∗) p∗Y = (E
∗
Y, p
∗
Y) = (E
∗
Y,−p
∗
K). (2.2)
These momenta can be combined to form three interesting quantities called the Mandelstam vari-
ables
s = (pN + k)
2 = (pK + pY)
2 (2.3)
t = (k − pK)
2 = (pY − pN)
2 (2.4)
u = (k − pY)
2 = (pK − pN)
2 . (2.5)
Only two of these are independent. In photoproduction, the following relation holds
s + t + u = m2N + m
2
K + m
2
Y. (2.6)
The N(γ, K)Y kinematics is fully determined by two variables. We can choose two of the three
Mandelstam variables, for example s and t, as independent variables. Energy and momentum con-
servation limits the possible values of (t, s). The region in (t, s)-space that is physically attainable
is coloured light blue in Fig. 2.2.
The total energy in the COM system is also called the invariant mass W of the interaction,
W = E∗N +ω
∗ =
√
s. (2.7)
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Figure 2.2 – The physical region (light blue) as a function of the Mandelstam variables s and −t. As θ∗K
goes from 0 to pi for fixed ω∗, the corresponding point in (t, s)-space moves horizontally from the left
blue edge of the physical region to the right blue edge. The KY production threshold (s = (mK + mY)2)
is indicated with a dash-dotted red line. The purple dashed line corresponds to t = m2K , the full orange
line to u = 0, and the thin green line to u = m2Y.
2.1.2 Unpolarised cross section
Inserting the momenta of the particles in the COM frame into Eqn. (2.1) yields the following ex-
pression for the unpolarised differential cross section at fixed (s, t)(
dσ
dΩ∗K
)unpol
=
1
64pi2
∣∣p∗K∣∣
ω∗
1
(E∗N +ω∗)
2
1
4
∑
λ,λN ,λY
∣∣∣MλNλYλ ∣∣∣2 , (2.8)
in which energy conservation unambiguously determines the quantity
∣∣p∗K∣∣,
|p∗K | =
√(
m2K − m
2
Y +W2
)2
4W2
− m2K. (2.9)
Many collaborations have contributed to a comprehensive coverage of the K+Λ and K+Σ0 differ-
ential cross sections for a wide range of kinematics. While the amount of data in absolute numbers
does not yet approach that of the pionic channels, considerable efforts to that effect have been made
by SAPHIR [61, 62], CLAS [59, 63, 64] and LEPS [65–67]. An overview of the experimental data for
the reactions p(γ, K+)Λ and p(γ, K+)Σ0 are listed in Tables 2.1 and 2.2. In addition to the data
published in the past decade, this overview also includes older high-energy data, such as the data
from SLAC and DESY.
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Table 2.1 – Overview of the published experimental data for the reaction p(γ, K+)Λ.
Observable #data Experiment Year Reference
dσ
dΩ 56 SLAC 1969 Boyarski [68]
720 SAPHIR 2004 Glander [62]
1377 CLAS 2006 Bradford [64]
12 LEPS 2007 Hicks [66]
2066 CLAS 2010 McCracken [59]
Σ 9 SLAC 1979 Quinn [69]
45 LEPS 2003 Zegers [70]
54 LEPS 2006 Sumihama [65]
4 LEPS 2007 Hicks [66]
66 GRAAL 2007 Lleres [71]
T 3 BONN 1978 Althoff [72]
66 GRAAL 2008 Lleres [73]
P 7 DESY 1972 Vogel [74]
233 CLAS 2004 McNabb [63]
66 GRAAL 2007 Lleres [71]
1707 CLAS 2010 McCracken [59]
Cx, Cz 320 CLAS 2007 Bradford [75]
Ox, Oz 132 GRAAL 2008 Lleres [73]
Table 2.2 – Overview of the published experimental data for the reaction p(γ, K+)Σ0.
Observable #data Experiment Year Reference
dσ
dΩ 48 SLAC 1969 Boyarski [68]
660 SAPHIR 2004 Glander [62]
782 CLAS 2004 McNabb [63]
1280 CLAS 2006 Bradford [64]
54 LEPS 2006 Sumihama [65]
73 LEPS 2006 Kohri [67]
2089 CLAS 2010 Dey [60]
Σ 9 SLAC 1979 Quinn [69]
42 GRAAL 2007 Lleres [71]
45 LEPS 2003 Zegers [70]
35 LEPS 2006 Kohri [67]
P 16 SAPHIR 2004 Glander [62]
98 CLAS 2004 McNabb [63]
8 GRAAL 2007 Lleres [71]
455 CLAS 2010 Dey [60]
Cx, Cz 190 CLAS 2007 Bradford [75]
2.1. PHOTOPRODUCTION OBSERVABLES 19
The transition amplitude in Eqn. (2.8) is defined as follows
MλNλYλ = εµλ JλNλYµ , (2.10)
where the hadronic current can be written as
JλNλYµ = u
Y
λY
(pY) Tµ uNλN (pN). (2.11)
Here, uYλY(pY) and u
N
λN
(pN) are the hyperon and nucleon spinors, defined in Eqn. (A.20) of Ap-
pendix A, with ms = λY,N . The complete expression for the transition amplitude is then
MλNλYλ = uYλY(pY) ε
µ
λTµ u
N
λN
(pN). (2.12)
In this expression, the model-specific dynamics are isolated into the truncated current Tµ, which
depends on the initial- and final-state four-momenta.
The polarisation λ determines the photon polarisation four-vector ελ. For circularly polarised real
photons, one has two transverse polarisations λ = +1,λ = −1
ελ=±1 = ∓ 1√
2
(0, 1,±i, 0). (2.13)
Eqn. (2.13) gives the expression for ελ in the “unprimed” coordinate system. This coordinate
system corresponds to the black axes in Fig. 2.1. The z-axis of this system is determined by the
propagation direction of the incident photon, and the x-axis is defined to lie in the reaction plane
and in the hemisphere of the outgoing kaon. The conventions with regard to the coordinate systems
employed in this work are further discussed in Section A.4 of Appendix A.
The polarisations λN and λY are the spin projections of the nucleon and the hyperon on a certain
axis. The quantisation axis for λY is typically defined in the “primed” coordinate system, corre-
sponding to the red axes in Fig. 2.1. This system is rotated through an angle θ∗K about the y-axis
with respect to the unprimed system, so that the z′-axis coincides with the outgoing kaon momen-
tum, and y′ ≡ y.
2.1.3 Single polarisation observables
If the polarisation λX of particle X can be determined, it is possible to measure the asymmetry in
the cross section with regard to this polarisation . In general, an asymmetry is defined as
A =
dσλX=+s − dσλX=−s
dσλX=+s + dσλX=−s
(2.14)
where dσ is a shorthand notation for dσdΩ∗K The target (T) and recoil (P) asymmetries obey this defi-
nition, with λN and λY commonly defined as the spin projections on the y- (≡ y′-) axis. Due to the
parity conserving nature of the interaction, the photon beam asymmetry with circularly polarised
photon vanishes
Σcirc. =
dσλ=+1 − dσλ=−1
2 dσunpol
= 0. (2.15)
Therefore, one needs to define the beam asymmetry in terms of linearly polarised photons, for
which the polarisation vectors read
ελ=x ≡ ε‖ = (0, 1, 0, 0) (2.16)
ελ=y ≡ ε⊥ = (0, 0, 1, 0). (2.17)
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This leads to the following definition of the beam asymmetry
Σlin. =
dσ⊥ − dσ‖
2dσunpol
(2.18)
which becomes zero for cos θK → ±1.
It should be pointed out that the Λ hyperon decays to pi−p through the parity-violating weak in-
teraction. The proton is emitted preferentially along the polarisation direction of the Λ. The Λ
polarisation can therefore be reconstructed from the angular distribution of its decay products.
This “self-analysing” property of the Λ is very convenient for the determination of the recoil po-
larisation P in K+Y photoproduction experiments [59, 62, 63, 71].
Highly linearly-polarised photon beams, such as those produced by laser backscattering in LEPS
(Laser Electron Photon Experiment at SPring-8) [65–67, 70] and by the GRAAL experiment [71]
at ESRF (European Synchrotron Radiation Facility) allowed for a precise measurement of Σ for
p(γ, K+)Λ and p(γ, K+)Σ0. This asymmetry has also been measured by CLAS [76].
Determining the target polarisation T at first appears to be an enormous experimental feat, as it
would require a frozen spin target. Interestingly, however, this observable can also be accessed
without such a target, by measuring the equivalent double-polarisation observable that requires a
linearly polarised photon and hyperon, aligned perpendicular to the reaction plane [77]. Measure-
ments of T for p(γ, K+)Λ were acquired this way by GRAAL [73]. This alternative definition can
be intuitively understood from symmetry arguments. Because the process under consideration is
invariant under a parity inversion, flipping the spin of one particle is equivalent to flipping the
spins of all of the other particles.
The single polarisation observables Σ and P also have an alternative definition in terms of the
polarisation of the other two particles, although these are not particularly useful in EM strangeness
production experiments.
2.1.4 Double polarisation observables
Double polarisation observables require information about the spin of two particles, which de-
mands a huge experimental effort. Nevertheless, the measurement of these observables is vital to
the endeavour to determine the complete transition amplitudeMλNλYλ , as defined in Eqn. (2.12).
In addition to dσ/dΩ, Σ, T and P, at least three carefully chosen double polarisation observables
should be measured in order to determine the four invariant amplitudes of a pseudoscalar meson
photoproduction process. A combination of measurements that contains enough information to
determine these amplitudes is referred to as a complete experiment [77,78]. Section 2.4 will go into
more detail on the origin of these four complex amplitudes.
Double polarisation observables are defined as
dσ(++) + dσ(−−) − dσ(+−) − dσ(−+)
dσ(++) + dσ(−−) + dσ(+−) + dσ(−+)
, (2.19)
where (+−) is a shorthand notation for (λA = +sA,λB = −sB), the polarisations of the particles A
and B that determine the asymmetry. The possible combinations of particles give rise to three types
of double polarisation observables, referred to as beam-recoil (γ and Y are polarised), beam-target
(γ and N) and target-recoil (N and Y) asymmetries.
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Table 2.3 – Single and double polarisation observables in kaon photoproduction off the nucleon [77].
Listed are the axes on which the spin projections of the respective particles should be determined in
order to determine each observable. Note that the single polarisation observables have an alternative
definition as a double polarisation observable, indicated with (alt.).
Observable γ N Y
Σ x and y
Σ (alt.) y y′
T y
T (alt.) (x+ y)/
√
2 y′
P y′
P (alt.) (x+ y)/
√
2 y
Cx′ circular x′
Cz′ circular z′
Ox′ (x+ y)/
√
2 x′
Oz′ (x+ y)/
√
2 z′
E circular z
F circular x
G (x+ y)/
√
2 z
H (x+ y)/
√
2 x
Tx′ x x′
Tz′ x z′
Lx′ z x′
Lz′ z z′
The conventional quantisation axes for the various single and double polarisation observables are
listed in Table 2.3. According to this convention, the possible quantisation axes for double polari-
sation observables are reduced to the following options
• the nucleon spin is quantised along the x- or z- axis;
• the hyperon spin is quantised along the x′- or z′- axis;
• the photon is either circularly polarised as defined Eqn. (2.13),
• or the photon spin is quantised along the bisector of the x- and y-axis [77]; this is represented
as (x+ y)/
√
2 in Table 2.3.
For K+Y photoproduction, the beam-recoil polarisation observables are the ones that are experi-
mentally most accessible. Precise measurements of Cx and Cz have been performed by the CLAS
collaboration [75]. The GRAAL experiment has published Ox and Oz data for the K+Λ channel [73].
The recent acquisition of a frozen spin target (FROST) by CLAS, together with their polarised pho-
ton beam and the self-analysing nature of the Λ, allows for the determination of all polarisation
variables of table 2.3 [79]. The results for the target-recoil observables Lx and Lz, as well as the
helicity asymmetry E are on its way [80], and data have been taken for all of the other double
polarisation observables, for both the K+Λ and the K+Σ0 channels [81, 82].
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2.2 Electroproduction observables
2.2.1 Kinematics
The kinematics and observables for electroproduction are somewhat more complicated than for
photoproduction. The cross section has the following form
dσ =
∫
1
νrel2e12EN
d3pY
(2pi)3
1
2EY
d3k2
(2pi)3
1
2E2
d3pK
(2pi)3
1
2EK
× (2pi)4 δ(4) (p + k1 − pK − pY − k2) 14
∑
λi
|T |2 . (2.20)
While the hadronic part of the electroproduction reaction will be considered in the COM frame of
the γ∗N system, the leptonic part of the interaction is usually evaluated in the laboratory frame, in
which the nucleon three-momentum is zero. The relevant four-vectors in these frames are
klab1 = (e
lab
1 , k
lab
1 ) p
∗
N = (E
∗
N ,−k
∗)
klab2 = (e
lab
2 , k
lab
2 ) p
∗
K = (E
∗
K, p
∗
K)
klab = (ωlab, klab) p∗Y = (E
∗
Y,−p
∗
K). (2.21)
The photon three-vector in the laboratory and hadronic COM frame are related as follows
k∗ = klab
(
MN
W
)
; ω∗ =
s − M2N − Q
2
2W
, (2.22)
where W is the hadronic invariant mass as defined in Eqn. (2.7), and the virtuality of the photon is
given by Q2 = −k2.
2.2.2 Unpolarised cross section
After inserting the four-momenta of Eqn. (2.21) in Eqn. (2.20), one finds the following expression
for the unpolarised five-fold differential cross section
d5σunpol.
delab2 dΩ
lab
2 dΩ
∗
K
=
1
32(2pi)5
1
MN
∣∣p∗K∣∣
W
elab2
elab1
1
4
∑
λi
∣∣Tλi ∣∣2. (2.23)
In the transition amplitude Tλi ≡ T λ1λ2λNλY , λ1 and λ2 are the polarisations (for high-energy electrons,
equal to the helicities) of the incoming and outgoing electron. This amplitude consists essentially
of the leptonic and the hadronic current, connected by a photon propagator
T λ1λ2λNλY = e lλ1λ2µ
(
−gµν
k2
)
JλNλYν , (2.24)
where the hadronic current JλNλYν is defined in Eqn. (2.11).
Therefore, T λ1λ2λNλY can be linked toM
λNλY
λ and one can write
T λ1λ2λNλY =
e
Q2
∑
λ=−1,0,+1
(−1)λLλ1λ2∗λ MλNλYλ , (2.25)
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where the photon propagator was substituted using the relation∑
λ=0,±1
(−1)λ ε∗µλ ε
ν
λ = g
µν +
kµkν
Q2
. (2.26)
For Eqn. (2.25) to be valid, the Lorenz gauge condition (kµ Jµ ≡ 0) must hold for least one of the
currents (lµ or Jµ) in Eqn. (2.24) . This is required for the second term of Eqn. (2.26), proportional
to kµ, to vanish upon contraction with this current. The Lorenz gauge condition is equivalent to
gauge invariance or EM current conservation, and is therefore a fundamental requirement for a
physical theory.
An important difference with respect to the photoproduction case is the observation that the virtual
photon can also be longitudinally polarised (λ = 0). The longitudinal polarisation of the virtual
photon can be expressed in terms of the polarisation four-vector
ελ=0 =
1√
Q2
(|k∗| , 0, 0,ω∗). (2.27)
Analogously toMλNλYλ , defined in Eqn. (2.10), the tensor Lλ1λ2λ is defined as a contraction between
the photon polarisation four-vector and the leptonic current
Lλ1λ2∗λ = l
λ1λ2
µ ε
∗µ
λ . (2.28)
Using the above relations in the OPEA, one can conveniently separate the quantum electrodynam-
ics (QED) part from the hadronic part, by defining the two tensors
Lλλ′ =
∑
λ1,λ2
(−1)λ+λ
′
Lλ1λ2λ
(
Lλ1λ2λ
)†
(2.29)
Hλλ′ =
∑
λN ,λY
MλNλYλ
(
MλNλYλ′
)†
, (2.30)
which allows us to rewrite the following expression in the unpolarised cross section∑
λ1,λ2,λN ,λY
∣∣∣T λ1λ2λNλY ∣∣∣2 = 14 e2Q4 ∑
λ,λ′=0,±1
Lλλ′Hλλ′ . (2.31)
This can be formulated in terms of the separated cross sections or structure functions, which do not
depend on the angle φ∗K [83]
dσT
dΩ∗K
= χ
1
(4pi)2
(H1,1 +H−1,−1) (2.32)
dσL
dΩ∗K
= 2χ
1
(4pi)2
H0,0 (2.33)
dσTT
dΩ∗K
= −χ
1
(4pi)2
(H1,−1 +H−1,1) (2.34)
dσLT
dΩ∗K
= −χ
1
(4pi)2
(H0,1 +H1,0 −H−1,0 −H0,−1) (2.35)
where χ is defined as
χ =
1
16WmP
∣∣p∗K∣∣
KH
, (2.36)
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and the equivalent real photon lab energy KH is given by
KH =ωlab −
Q2
2mP
. (2.37)
The subscripts T and L refer to the transverse and longitudinal virtual photon contributions, re-
spectively, and the double subscripts indicate interference terms. In the limit of the real photon
point, we expect the structure function of Eqn. (2.32) – in short, σT – to approach the unpolarised
photoproduction differential cross section, and the ratio σTT/σT to approach the beam asymmetry,
Σ.
Expressing Eqn. (2.23) in terms of the separated cross sections, we obtain
d5σ
delab2 dΩ
lab
2 dΩ
∗
K
=Γ
(
dσT
dΩ∗K
+ ε
dσL
dΩ∗K
+ ε
dσTT
dΩ∗K
cos (2φ∗K) +
√
ε(1 + ε)
dσLT
dΩ∗K
cos (φ∗K)
)
, (2.38)
in which the dependence on φ∗K has been made explicit. The virtual photon flux
Γ =
α
2pi2
e2
e1
KH
Q2
1
1 − ε
, (2.39)
and the virtual photon (transverse) polarisation
ε =
(
1 +
2
∣∣klab∣∣2
Q2
tan2
θe
2
)−1
, (2.40)
are defined in terms of the electron kinematics. θe is the electron scattering angle, as indicated in
Fig. 2.1.
2.2.3 Rosenbluth separation
The θ∗K = 0 kinematics allow for a Rosenbluth separation of σL and σT, by varying the photon
polarisation parameter ε while keeping the other variables fixed. Measurements of σL and σT for
K+Λ and K+Σ0 were obtained using this method at Cornell and later by Jefferson Lab’s Hall C
collaboration [84], and for K+Λ at Hall A [85].
Away from these specific kinematics, the CLAS collaboration has measured σT + εσT, σTT and σLT
for both channels, covering a wide range in Q2 , W, and θ∗K. A Rosenbluth separation into σL and
σT for Q2 = 1 GeV2 was also performed [86].
2.2.4 Polarisation observables
For polarised electrons, two additional structure functions have to be added to the set in Eqn. (2.32)
– (2.35)
dσTT′
dΩ∗K
= χ
1
(4pi)2
(H1,1 −H−1,−1) (2.41)
dσLT′
dΩ∗K
= −χ
1
(4pi)2
(H1,0 −H0,1 −H−1,0 +H0,−1) . (2.42)
If none of the particles are polarised, the term which contains (H1,1 −H−1,−1) is obviously zero
for symmetry reasons. The invariance under a parity transformation needs to be broken in order
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for this term to be non-zero, which requires a polarised target or a polarised outgoing hyperon.
Therefore, the TT′ component can only be measured in double polarisation observables.
The expression for the differential cross section with a polarised electron beam can be written as
[87]
d5σ
delab2 dΩ
lab
2 dΩ
∗
K
=
d5σunpol.
delab2 dΩ
lab
2 dΩ
∗
K
+ hΓ
(√
1 − ε2
dσTT′
dΩ∗K
+
√
ε(1 − ε)
dσLT′
dΩ∗K
sin(φ∗K)
)
(2.43)
The structure function σLT′ was measured over a wide range of θ∗K by CLAS [88].
Double polarisation observables are often expressed in terms of the response functions Rαβ, where
α is the spin quantisation axis for the hyperon polarisation, and β denotes that of the nucleon. A
natural choice for the coordinate systems to represent these polarisations in, are the primed system
for α and the unprimed system for β. These coordinate systems are defined in Section A.4 of
Appendix A. In this notation, an unpolarised hyperon or nucleon is indicated with value of α or β
equal to 0. An exhaustive list of these response functions in terms of various decompositions of the
scattering amplitude and their relation to polarisation observables is given in Ref. [87].
To improve statistics, the results for the “beam-recoil” observables in electroproduction, such as the
transferred and induced polarisation, are often represented with the dependence on φ∗K integrated
out. This integration causes some quantities to vanish, which is a property that is often exploited
to assess the systematic errors in an experiment [89, 90].
2.3 Radiative kaon capture
Using crossing symmetry and analyticity, the transition amplitude for the process K¯N → Yγ can be
expressed in terms of the amplitude for kaon photoproduction, discussed in section 2.1. It requires
the interchange of the incoming photon with the outgoing kaon. A consequence of this operation
is that the Mandelstam variables s and u will also be interchanged for the two processes.
Explicitly writing the dependence of the transition amplitude on the different four-momenta, we
find the following relation between the two amplitudes
Mγp→YK(p, pK, pY, k) =MK¯p→Yγ(p,−pK, pY,−k). (2.44)
Section 2.5 will clarify the implications of switching the s and u Mandelstam variables. Most impor-
tantly, the kaon capture reaction provides a window on the hyperon excitation spectrum [35,36,91].
Differential cross-section measurements for the radiative kaon capture reactions K−p → γΛ and
K−p→ γΣ0 were taken at Brookhaven National Laboratory (BNL) [92]. A new analysis of this data
was recently published [91].
2.4 Decomposition in invariant amplitudes
2.4.1 Derivation of the invariant amplitudes
This section will deal with the invariant amplitudes, sometimes referred to as CGLN amplitudes,
as first described by Chew, Goldberger, Low and Nambu [93]. They showed that the amplitude
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of an arbitrary EM pseudoscalar meson production process from the nucleon can be decomposed
into six Lorenz invariant and EM gauge invariant amplitudes.
We will consider the most general case, were the incoming particles are a (Jpi = 1/2+) baryon
with four-momentum p1 and a photon with four-momentum k, and the outgoing particles are a
pseudoscalar (0−) meson with four-momentum q and a (1/2+) baryon with four-momentum p2.
In this reaction, we define the quantity
P =
1
2
(p1 + p2) . (2.45)
There are several simplifications and constraints that allow an arbitrary amplitude for this process,
such as the one in Eqns. (2.12), to be decomposed into six invariant amplitudes. The following ar-
guments, based on conservation laws, Lorentz invariance and gamma matrix identities (for which
we refer to Section A.2 of Appendix A) can simplify the amplitude significantly. Note that the
Lorenz gauge condition (k · ε ≡ 0) is imposed.
• The scalar invariants that can be identified after applying four-momentum conservation are
q · k and P · q (or equivalently P · k).
• Lorentz invariants are γ · ε, γ · k, P · ε, q · ε, and k · ε, the last of which reduces to zero.
• Terms containing γ · pi can be moved to the right (or left) of the expression using the relation
gµν =
1
2
(
γµγν + γνγµ
)
, (2.46)
and can be written in terms of the baryon masses mi after applying the Dirac equation, given
in Eqn. (A.15) of Appendix A.
• Four-momentum conservation further allows terms proportional to γ · q to be written in
terms of γ · k.
• The amplitude can be at most linear in γ · k. Indeed, equation (2.46), together with the prop-
erties k · ε = 0 and ( γ · k)( γ · k) = k2, allows the factors ( γ · k) to be grouped together and
replaced.
The possible number of invariant amplitudes is further reduced by other physical constraints.
• In the OPEA, the Feynman rules require all amplitudes to be linear in ε.
• Gauge invariance implies that the substitution ε → k should reduce each of the invariant
amplitudes to zero. These amplitudes should therefore be antisymmetric in ε↔ k. Note that
( γ · ε)( γ · k) = 1
2
( γ · ε)( γ · k)− 1
2
( γ · k)( γ · ε), (2.47)
satisfies this constraint.
Combining the Lorentz invariant quantities ( γ · ε), ( γ · k), (P · ε), (P · k), (q · ε) and (q · k) with the
above constraints, yields the following Lorentz and gauge invariant amplitudes:
M1 = γ5 ( γ · k)( γ · ε) (2.48)
M2 = 2 γ5 ((q · k)(P · ε)− (q · ε)(P · k)) (2.49)
M3 = γ5 ((P · k)( γ · ε)− (P · ε)( γ · k)) (2.50)
M4 = γ5 ((q · k)( γ · ε)− (q · ε)( γ · k)) (2.51)
M5 = γ5
(
k2(q · ε)− (k · ε)(q · k)
)
= γ5 k2(q · ε) (2.52)
M6 = γ5
(
k2( γ · ε)− (k · ε)( γ · k)
)
= γ5 k2( γ · ε). (2.53)
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Therefore, the hadronic part of any EM pseudoscalar meson production amplitudeM can be de-
composed into these invariant amplitudes:
M = i u f (p2)
6∑
j=1
Aj Mj ui(p1), (2.54)
where
Aj ≡ Aj(s, t, {g}) (2.55)
is a complex scalar value that depends on the Mandelstam variables s and t as well as a set of
model-specific parameters, such as coupling constants, {g}. The Aj are sometimes referred to as
the scalar invariant amplitudes, whereas the Mj are called the gauge-invariant operators or ampli-
tudes.
Defining the complex scalar
Mˆj ≡ u f (p2)Mj ui(p1) (2.56)
this is further reduced to
M = i
6∑
j=1
AjMˆj. (2.57)
When N diagrams contribute to k + p1 → q + p2, each of them can contribute to the invariant
amplitude Mˆj. Therefore, we can write that
Aj =
N∑
k=1
Akj , (2.58)
where Akj is the contribution from diagram k to the invariant amplitude Mˆj.
We opt to evaluate the transition matrix element at fixed polarisations of the incoming and outgo-
ing particles. Accordingly, the quantities we need to calculate are
MλNλYλ = i uλYf (pY)
 6∑
j=1
Aj Mj,λ
 uλNi (pN) (2.59)
= i
6∑
j=1
AjMˆλNλYj,λ . (2.60)
Here, Mj,λ is calculated by inserting the photon polarisation four-vectors of Eqn. (2.13) into Eqns.
(2.48) – (2.53), so that
MˆλNλYj,λ = uλYf (pY)Mj,λ uλNi (pN). (2.61)
Note that in the case of photoproduction, the amplitudes (2.52) and (2.53) vanish and the reaction
can be described by the four invariant amplitudes M1, M2, M3, M4 of Eqns. (2.48) – (2.51).
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2.4.2 Computational advantages of the invariant amplitude approach
The process of optimising the model parameters requires an enormous number of χ2 evaluations.
Casting the amplitude into the form of Eqn. (2.54) does not have a great impact for low-spin
exchange diagrams, such as spin-1/2 resonance exchange. It hugely simplifies, however, the cal-
culations for more complex, higher-spin diagrams. Therefore, the use of an expansion in invariant
amplitudes reduces the computer time needed to optimise a model which contains higher-spin
resonances.
Apart from this, there is another great computational advantage to using this expansion of the
amplitude. The advantage lies in the separation of the kinematics, which remain constant, from
the coupling strengths, which are varied during a fit. Indeed, when varying the model’s coupling
constants, only the values of Aj – which are complex scalars – need to be recalculated, as the
kinematics for each data point – and thus the values of Mˆj for each data point – remain the same.
All that is required is a vector of (complex) values for Mˆj corresponding to each of the points in
the dataset1. This vector has to be evaluated only once, at the start of the optimisation procedure.
In principle, the individual Akj values could be cached per diagram, as not all coupling constants
are necessarily modified in each new set of model parameters. However, the computational cost of
a hash and lookup operation is comparable to the cost of recomputing a typical Akj value.
In short, the relevant quantities are as follows
Aj → once per data point, per χ2tot evaluation
Mˆj → only once per data point
Implementing this method resulted in a fit procedure that is over 300 times faster than the original
code for a single spin-5/2 resonance exchange. We have evaluated the time-consuming tensor
multiplications and performed the decomposition in invariant amplitudes symbolically using the
computer algebra system Mathematica [54].
Our implementation employs definitions of the invariant amplitudes that differ from those of Eqns.
(2.48) – (2.53). This is the topic of Section E.1 of Appendix E. As an example, the decomposition for
spin-1/2 s-channel diagrams is given in Section E.3.2 of that Appendix.
Fig. 2.3 depicts a UML diagram of our implementation to calculate Eqn. (2.54), with caching of the
results for both Mˆj and Aj.
As it is cast into a form that is decomposed in the six invariant amplitudes, our code can in princi-
ple accommodate and calculate observables for any relativistic model for EM pseudoscalar meson
production off the nucleon in the OPEA. This is achieved by implementing a calculator for the co-
efficients Akj of Eqn. (2.58), e.g. TCalculateMyModelCoeff in the diagram of Fig. 2.3. The current
version supports the calculation of the tree-level amplitude.
2.5 Regge-plus-resonance model
In the above sections, the KY production kinematics and observables were described in the most
general way, without specifying the precise form of the transition amplitudeMλN ,λYλ . This section
will deal with the dynamics of kaon production, as described by the Regge-plus-resonance (RPR)
model. This model combines the economic and accurate description of the high-energy region
1Note that many observables require an integration to be performed over a range of kinematics, and thus a grid of
Mˆj values has to be cached.
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TCalculateConsistentCoeff
# fExponent
- fgInstanceFlag
- fgCalculator
+ ~TCalculateConsistentCoeff()
+ GetConsistentCalculator()
+ GetVarcutoff1Calculator()
+ GetVarcutoff2Calculator()
+ GetLorentzCalculator()
# TCalculateConsistentCoeff()
# CalcA1()
# CalcA2()
# CalcA3()
# CalcA4()
# CalcA5()
# CalcA6()
TCalculateCGLNCoeff
# fS
# fT
# fU
# fmN
# fMass
# fmY
# fmK
# fWidth
# fWidthModifier
- fCachemapAVector
+ ~TCalculateCGLNCoeff()
+ GetA()
+ CalcA()
+ GetCGLNCoeffCalculator()
# TCalculateCGLNCoeff()
# CalcA1()
# CalcA2()
# CalcA3()
# CalcA4()
# CalcA5()
# CalcA6()
# ...
TCalculateMyModelCoeff
# fMyModelProperty
- fgInstanceFlag
- fgCalculator
+ ~TCalculateMyModelCoeff()
+ GetFlavour1Calculator()
+ GetFlavour2Calculator()
+ GetFlavour3Calculator()
+ GetFlavour4Calculator()
# TCalculateMyModelCoeff()
# CalcA1()
# CalcA2()
# CalcA3()
# CalcA4()
# CalcA5()
# CalcA6()
TMatrixElementCGLN
# fCalculatorPtr
# fCurrent
# fBareCurrent
# fDataLabel
# fBareCurrentIsCalculated
# fgInstanceFlag
# fgMatrixElement
# kUnitEpsilonFV
+ ~TMatrixElementCGLN()
+ ReInitialise()
+ calculateM()
+ GetCurrent()
+ isGaugeInvariantForSpins()
+ SetDataLabel()
+ GetMatrixElement()
+ GetMatrixElement()
# TMatrixElementCGLN()
# TMatrixElementCGLN()
# TMatrixElementCGLN()
# operator=()
TMatrixElement TCurrent
- fCoeffCalcPtr
- fParticlesPtr
- fObservPtr
- fS
- fT
- fU
- fCoefficients
- fCurrentGS
- fKinDF
- kZeroGS
+ TCurrent()
+ ~TCurrent()
+ operator+=()
+ Clear()
+ Initialise()
+ AddDiagram()
+ GetCurrentGS()
+ DetermineCurrentGS()
+ GetCoefficient()
+ DetermineSandwichedCurrent()
+ GetCoeffCalculator()
- DetermineCoefficients()
fCoeffCalcPtr
fCurrent
TCalculateCGLNMatrix
# fgSandwichedMCache
# fgSandwichedMIsCalculated
# fgDataSize
# fgCachemapMVector
+ GetM()
+ CalcM()
+ GetSandwichedM()
+ CalcSandwichedM()
+ SetDataSize()
# GetCacheIndex()
Figure 2.3 – UML diagram for the TMatrixElement class and its dependencies. The ABC (Abstract
Base Class) TCalculateCoeff allows for different model implementations, e.g. TCalculateConsistentCo-
eff which is the RPR model which uses consistent interactions for higher spin particles.
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by Regge phenomenology with an intuitive hadrodynamical approach in the resonance region.
The RPR model is an answer to a challenging issue: the background-resonance separation in kaon
photoproduction from the nucleon.
2.5.1 Resonances and background diagrams
Effective Lagrangians
We will describe the γ(∗)N → K+Y reaction by means of an effective field theory. Such a theory
allows for a description of the interaction that respects the fundamental QCD symmetries, but uses
effective or hadronic degrees of freedom instead of the fundamental yet intractable quarks and
gluons of QCD. The Feyman rules described in Appendix C are then applied to these effective
Lagrangians, so that a diagrammatic approach can be used to determine the transition amplitude.
Only the tree-level diagrams will be considered, as higher-order contributions are absorbed into the
effective couplings at the diagrams’ vertices. There are three possible diagrams types at tree level,
that can be categorised according to the four-momentum squared of the exchanged particle. These
correspond to the three Mandelstam variables, s, t, and u, as depicted in Fig. 2.4. Each diagram
can be interpreted as the exchange of a hadron with a definite mass and quantum numbers such as
spin and isospin.
Within each diagram type, a further distinction can be made between the so-called Born diagrams,
where the internal line represents a hadron in its ground state, and non-Born diagrams, where the
internal line represents an excited state.
The hadrodynamical approach in which the amplitude is described as a sum of tree-level diagrams
is called the isobar approach.
Resonant diagrams
The internal line of the diagrams in Fig. 2.4 represents a propagator, as prescribed by the Feynman
rules (see Appendix C and D.2). There is only one diagram for which the pole in the propagator is
physically attainable, and this is the non-Born s-diagram. Therefore it is referred to as a resonant
diagram. The exchanged particle in this diagram can correspond to an excited nucleon (N∗) with
isospin I = 1/2, or an excited Delta (∆∗) for which I = 3/2. Note that the latter can only occur in
KΣ production, as the decay ∆∗ → KΛ is forbidden by isospin conservation.
In a fundamental theory, the resonance’s decay width is dynamically generated by “dressing” the
propagator of the resonant diagram. An effective-Lagrangian approach, however, does not provide
such a mechanism. Instead, the Breit-Wigner width Γ is inserted explicitly into the propagator
by adding an extra term imΓ to its denominator, where m is the mass of the exchanged particle.
On the one hand, this violates unitarity, but on the other hand this was to be expected. Indeed,
unitarity is equivalent to probability conservation, it is only natural that unitarity will be broken
by an approach which does not take into account all intermediate channels.
Background diagrams
The diagrams for t- and u-channel exchange are called background diagrams, as the poles of their
propagators, ∝ (t − m2t )
−1 and (u − m2u)−1, are never reached in the physical plane. This follows
2.5. REGGE-PLUS-RESONANCE MODEL 31
Figure 2.4 – The six types of tree-level diagrams that contribute to p(γ, K)Y: s-, t- and u-diagrams, each
of which have Born and non-Born diagrams.
from the expressions of t and u in terms of the COM variables, and the fact that mt ≥ mK and
mu ≥ mY,
t = m2K − 2ω
∗
(√
m2K +
∣∣p∗K∣∣2 − |p∗K | cos θ∗K) (2.62)
u = m2Y − 2ω
∗
(√
m2Y +
∣∣p∗K∣∣2 + |p∗K | cos θ∗K) . (2.63)
This is illustrated in Fig. 2.2, where the lines corresponding to t = m2K and u = m
2
Y clearly lie
outside the physical region. Therefore, the t- and u-channel contributions do not “resonate”, and
they not give rise to peaks in the energy dependence of the differential cross section.
A second observation that can be made from Eqns. (2.62) and (2.63) is that for a fixed value of s,
the cases θ∗K = 0 and pi yield values of t and u that are closest to the pole. Therefore, t-channel
contributions will be maximal in the forward kaon direction, whereas a u-channel amplitude will
contribute mainly at backward kaon angles. This is also apparent from Fig. 2.2.
The KY differential cross sections are observed to peak strongly at forward kaon angles, indicating
a dominant role for the t-channel. This dominant background behaviour makes a correct descrip-
tion of the background all the more important for extracting reliable information about the resonant
contributions.
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Figure 2.5 – Crossing symmetry allows one to write the amplitude of the direct process γp → KY
(centre) in terms of the process γK¯ → p¯Y (left) or K¯p → γY (right), so thatMt(t, s, u) ≡ Ms(s, t, u) ≡
Mu(u, t, s).
Limits of the isobar approach
We have stressed the importance of the background diagrams in KY photoproduction for a correct
determination of the resonance parameters. The isobar model, however, does not allow for an
unambiguous determination of this background, as discussed in depth in Ref. [38].
What lies at the heart of the problem is that the Born contributions greatly overshoot the measured
cross sections when the SU(3) predictions for the coupling constants gKYp are used. There are
various ways to resolve this discrepancy. Some solutions which have been proposed [38] involve
countering the Born-terms with soft hadronic form factors or by the destructive interference with u-
channel contributions. Alternatively, the SU(3) limits can be disregarded altogether. Either way, the
extracted coupling constants exhibit a strong dependence on the chosen background model [94].
Another problem with isobar models is that they violate the Froissart bound. This is an asymptotic
upper limit on the high-s behaviour of the cross section that follows from s-channel unitarity as
well as the short range of the strong interaction [95]. The total inelastic cross section is expected to
scale as follows for s→∞ [96, 97]
σ ≤ C ln2 s
s0
, (2.64)
where s0 is a reference scale conventionally set at 1 GeV2, and C has an upper bound of pi/(4m2pi)
[98].
The background amplitude of isobar models displays a power-law dependence on s in the high-
energy limit, with an exponent that depends linearly on the spin of the exchanged particles [95].
This can be shown from first principles using crossing symmetry, a concept that was also used in
Section 2.3 to express the amplitude for radiative kaon capture in terms of the amplitude for kaon
photoproduction. This symmetry allows us to relate the different amplitudes that are obtained by
switching outgoing and incoming particles in the reaction, as sketched in Fig. 2.5. If we express the
amplitude in terms of the Mandelstam variables, crossing symmetry boils down to the following
relation2 :Mt(t, s, u) ≡Ms(s, t, u) ≡Mu(u, t, s).
Unlike the kaon capture case, we will now swap the proton and kaon legs of the diagram for the
direct process, which results in the diagram on the left hand side of Fig. 2.5. In this diagram,
the roles of s and t are interchanged, so that t now represents the squared invariant mass of the
2Note that only two of these variables are independent, but expressing the amplitude in terms of the three variables
provides for a more intuitive relation between the crossed diagrams.
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reaction, and s is related to the angle θt. Using Ms(s, t) = Mt(t, s) we can write the t-channel
amplitude as an expansion in partial waves as a function of s and t,
Ms(s, t) =Mt(t, s) =
∞∑
l=0
(2l + 1)Ml(t)Pl(cos θt), (2.65)
where cos θt ≡ z = 1 + 2s/(t − 4m2) for the most simple case of equal masses. Note that in
Eqn. (2.65), the dependence on cos θt or s is contained in the factors Pl(cos θt), and thereforeMl(t)
no longer depends on s. For the sake of simplicity, we have given the expression for spinless
external particles, so that the total orbital momentum of initial and final states coincides with the
spin of the exchanged particle.
Analytic continuation of Eqn. (2.65) to the direct process (where s represents the squared invariant
mass) will cause the partial wave with spin l to give rise to a power law behaviour of s in the limit
s →∞ [95]. Indeed, for s →∞ and small, negative t, z will be large and negative. The asymptotic
behaviour of the Legendre functions is Pl(z) ∝ |z|l in the high-|z| limit, as given in Eqn. (B.9). This
asymptotic behaviour is neither observed experimentally, nor is it reconcilable with the Froissart
bound of Eqn. (2.64).
The problems that arise when trying to describe the background in an isobar model have an elegant
solution, which will be discussed in the following section.
2.5.2 Regge theory
The high-energy approach known as Regge theory is based on T. Regge’s idea to consider the
angular momentum in scattering problems as a complex variable [45]. His insights led to the first
successful theories for hadronic reactions at high energies, even before the foundations of QCD
were established.
One of the manifestations of Regge phenomenology is that certain sets of hadrons can be identified
which share the same internal quantum numbers, except for spin. Such a group of hadrons con-
stitutes a so-called Regge trajectory, of which the members exhibit a linear relation between their
spin and their squared mass. This relation is illustrated in a so-called Chew-Frautschi plot for the
two lightest kaon trajectories in Fig. 2.6. This relation between spin and mass can be interpreted by
regarding the hadrons as bound states in a non-relativistic potential. Today, this is associated with
string tension, but one should keep in mind that the concept of a quark was not even established
when Regge first formulated his theory.
We will provide only a brief account of the principles behind Regge theory, and refer to the works
of Collins [46] and Donnachie [95] for a complete picture.
As we have mentioned above, the exchange of individual background diagrams gives rise to an
unphysical scaling of the differential cross section with s. The spin l of the single exchanged particle
manifests itself in the exponent of s. The formal reason for this unphysical behaviour is that by
taking s > 0 and t < 4m2, we leave the region of convergence of the partial-wave expansion
(2.65) [95].
This problem can be circumvented by performing the summation in Eqn. (2.65) for the crossed
diagram, which has t > 0. The resulting infinite sum can be translated to the direct diagram, for
which t < 0 and s > 0, without violating the Froissart bound. This amounts to taking into account
exchanged particles with all values of l. Regge showed that discarding the strict condition that l be
a positive integer was the key to tackling this problem.
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Figure 2.6 – Chew-Frautschi plots for the two lightest kaon trajectories. Meson masses as listed by the
PDG were used [25]. Note that each line represents two trajectories, corresponding with the odd- and
even-parity states.
Sommerfeld-Watson transformation
The expression for the amplitude (2.65) can be regarded as an infinite sum of residues that result
from a contour integration over the complex angular momentum, denoted as λ instead of l. An
expression that gives rise to these residues is
Ms(s, t) = − 12i
∮
C
dλ
(2λ+ 1)Mλ(t)Pλ(− cos θt)
sin(piλ)
(2.66)
where the contour C encloses the positive real axis, as shown in Fig. 2.7.
Close to an integer value l, the denominator of the integrand sin(piλ) approaches (−1)λ(λ− l)pi,
giving rise to an infinite series of poles along the real axis. The Legendre function of the first kind
has the parity behaviour Pλ(− cos θt) = (−1)λPλ(cos θt), so that the alternating signs cancel out,
and the correct residues of Eqn. (2.65) are obtained. This transformation from an infinite series to a
contour integral is referred to as the Sommerfeld-Watson transformation [46].
Regge poles and the origin of the signature ζ
Now that the expression forMs is cast in the convenient form (2.66), the shape of the contour C
over which the integral is evaluated can be manipulated. Using Regge’s postulate thatMλ(t) has
isolated poles at λ = αi(t) in the complex λ-plane, we can expand the contour C to the alternative
contour C′, as shown in Fig. 2.7, taking into account the isolated poles.
In order for the integration over this contour to converge, Mλ(t) is required to vanish as |λ| be-
comes large. By means of the Froissart-Gribov projection,Mλ(t) can be written as an integral over
cos θ′t ≡ z′
Mλ(t) = 1
pi
∫+∞
cos θ0
dz′ Qλ(z′)
(
Ds(z′, t) + (−1)λDu(−z′, t)
)
(2.67)
2.5. REGGE-PLUS-RESONANCE MODEL 35
Figure 2.7 – The complex-λ plane, with the contour C for the Sommerfeld-Watson transformation (grey
line) and the alternative contour C′ (red line). The poles on the real axis occur for integer values of l.
where ± cos θ0 are the branch points in the complex cos θ′t-plane, and Ds,u are the discontinuity
functions along the branch cuts. The derivation of Eqn. (2.67) is given in Ref. [46].
The most important property of Eqn. (2.67) is that the remaining λ-dependence is contained in a
Legendre function of the second kind Qλ(cos θt), and a factor of (−1)λ ≡ e±ipiλ. The latter causes
the amplitude to diverge for =(λ) → ∓∞. By separating the odd and the even partial waves and
assigning (−1)λ a value ±1 before extrapolating λ to the complex plane, this divergence can be
avoided. This gives rise to partial waves of two different signatures, denoted withMζ=±1λ (t).
The separation of the amplitudes Mζλ(t) makes sure that the contribution of the infinite semicir-
cle of the contour C′ vanishes. The remaining integration from − 12 − i∞ to − 12 + i∞ needs to be
corrected for the singular poles ofMζλ(t) at λ = αζi (t), postulated by Regge. These are taken into
account by adding their residues βζi (t) to the amplitudeMζ(s, t)
M˜ζ(s, t) =− 1
2i
∫− 12+i∞
− 12−i∞ dλ(2λ+ 1)M
ζ
λ(t)Pλ(− cos θt)
− pi
∑
i
(
2αζi (t) + 1
) βζi (t)
sin
(
piα
ζ
i (t)
)P
α
ζ
i (t)
(− cos θt). (2.68)
The property (B.9) can be used to show that the first term of Eqn. (2.68) is negligible (∝ s<(λ) = s−
1
2 )
in comparison to the second term for s → ∞. Therefore, in the high-s limit, only the contribution
originating from the Regge poles at λ = αζi (t) remains.
For integer αζi (t) = l, the positive signature form of Eqn. (2.68) corresponds to an even-l partial-
wave amplitude, and the negative signature form to one with odd l; these values for l are consid-
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ered the “right-signature points” for each of the amplitudes. To guarantee this physical meaning,
we will use a linear combination of the amplitudes M˜ζ in the expression of the physical ampli-
tudesMζ , so that contributions for “wrong-signature points” are zero, as discussed in [46]. This
operation can be boiled down to the substitution
P
α
ζ
i (t)
(− cos θt)→12 (Pαζi (t)(− cos θt) + ζPαζi (t)(cos θt)) . (2.69)
Using Eqn. (B.12), the expression on the right hand side of Eqn. (2.69) can be written as
1
2
((
1 + ζe−ipiα
ζ
i (t)
)
P
α
ζ
i (t)
(− cos θt)− ζ
2
pi
sin
(
piα
ζ
i (t)
)
Q
α
ζ
i (t)
(− cos θt)
)
, (2.70)
of which the second term becomes negligible in the high-s limit if <(αζi ) >
1
2 , due to the property
(B.13). This yields the following expression for the physical amplitude of signature ζ
Mζ(s, t) = −pi
∑
i
(
2αζi (t) + 1
) βζi (t)
sin (piαζi (t))
1 + ζe−ipiα
ζ
i (t)
2
P
α
ζ
i (t)
(− cos θt). (2.71)
We can now evaluate the amplitude for the direct channel in the Regge limit, which is the limit
for large s, small t < 0 and consequently, small
∣∣∣αζi (t)∣∣∣. Using the property (B.9) of Pλ(z), together
with the fact that αζi (t) is small and therefore (2α
ζ
i (t) + 1) → 1, as well as Γ(αζi (t) + 12 ) → √pi, we
arrive at our final expression for the Regge amplitude
MζRegge(s, t) = C
∑
i
(
s
s0
)αζi (t) βζi (t)
sin (piαζi (t))
1 + ζe−ipiα
ζ
i (t)
2
1
Γ
(
α
ζ
i (t) + 1
) , (2.72)
where a scale factor s0 was introduced to obtain the correct dimension.
Regge propagator
In the expression for the Regge amplitude, values for which αζi (t) = l with l a positive integer are
associated with physical particles with mass
√
t = ml and spin l. These correspond to the so-called
Regge trajectories mentioned in the beginning of this section, which can be parametrised as
α+(t) = α′+(t − m2+) (even spin)
α−(t) = 1 + α′−(t − m2−) (odd spin), (2.73)
where m± is the mass of the lightest particle of the trajectory α±(t). Remember that t2 = m2l is
never reached for the direct process, where t is negative.
The remaining unknowns βζi (t) and the constant C in Eqn. (2.72) can be determined from the ex-
pression for the amplitudeMt for the crossed process, for which t represents the squared invariant
mass. As the poles for the Regge amplitude can be reached in this process, we demand it to be
equal to the equivalent Feynman amplitude near the pole:
MζRegge(s, t) =Mt,Feynman(t, s) =
βi(t)
t − m2l
(t→ m2l ). (2.74)
We choose the so-called “first materialisation” of the trajectories, corresponding to the particle
with the lowest spin and mass: l = 0 for ζ = + and l = 1 for ζ = −. This provides us with a
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mechanism to convert the Feynman amplitude of the first materialisation into the Regge amplitude,
which takes into account the entire trajectory of particles. This can be achieved by substituting the
Feynman propagator (t − m0,1)−1 by the Regge propagator with the appropriate signature
P ζRegge =
(
s
s0
)αζ (t) piα′ζ
sin (piαζ(t))
1 + ζe−ipiα
ζ (t)
2
1
Γ (1 + αζ(t))
. (2.75)
This procedure is referred to as reggeisation.
While the separation of the Regge amplitude into two different signatures ζ = ±1 was a theoretical
requirement to guarantee convergence, experimentally the trajectories in (2.73) are observed to
coincide. Therefore, it is assumed that the residue for the lowest materialisation m0 can be used not
only for the entire trajectory for ζ = +, but for the combined trajectory of both odd and even parity.
The assumption, called strong degeneracy, cannot be proven theoretically. Only the structure of the
observed cross section dσ/dt provides a way to determine whether strong degeneracy is a valid
assumption for a given channel. If the residues for the different parities do not coincide, wrong-
signature zeroes will give rise to dips in the cross section. If the assumption is valid, on the other
hand, the resulting cross section will be smooth [46]. In the latter case, the amplitudes for ζ = ±
can be summed to obtain a propagator which incorporates the exchange of a trajectory of particles
with both odd and even parity:
PRegge =
(
s
s0
)α(t) piα′
sin (piα(t))
{
1
e−ipiα(t)
}
1
Γ (1 + α(t))
. (2.76)
The relative sign between the two propagators P+ and P− determines the phase of the resulting
propagator (2.76). This phase, which cannot be determined from first principles, can be either 1
(constant) or e−ipiα(t) (rotating). The issue of determining this phase from experimental measure-
ments will be addressed in Section 4.
Models based on Regge theory
The forward-peaked, diffractive behaviour of many pseudoscalar meson photoproduction pro-
cesses calls for a description in terms of reggeised t-channel exchange. Guidal, Laget and Vander-
haeghen (GLV) showed that the exchange of a limited number of Regge trajectories in the t-channel
reproduces the high-energy, forward-angle data of both photoproduction [58] and electroproduc-
tion [99–101] of pions and kaons off the nucleon. Motivated by the smooth t-dependence of the
differential cross sections, degenerate trajectories are used in their model. Moreover, strong degen-
eracy is assumed, which significantly reduces the number of free parameters.
The coupling constants used in the GLV model are mostly derived from other sources, such as the
mesons’ electromagnetic decay widths (e.g. for gρpiγ) and the known pion-nucleon coupling con-
stant gpiNN . For the K+Y channels, SU(3) flavour symmetry is used to convert gpiNN to the coupling
constant of the ground state kaon, gK+Yp. For the vector mesons, the relation between the strange
and the non-strange couplings is very badly known. Therefore, the experimental values of the
vector and tensor coupling constants of the ρ meson cannot be used to determine the coupling con-
stants of the K∗+(892) [58]. Despite this fact, their Regge model is highly economical: essentially,
only two parameters are not constrained by data.
The GLV model also includes the reggeised exchange of vector mesons. This was accounted for
in the following phenomenological way. The trajectory α(t) is adapted at the level of the Regge
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propagator, by subtracting from it the spin of the lowest materialisation, α0. For a spin-1 particle,
such as the K∗+(892), the resulting propagator is
PRegge =
(
s
s0
)α(t)−α0 piα′
sin (pi(α(t)− α0))
{
1
e−ipi(α(t)−α0)
}
1
Γ (1 + α(t)− α0)
. (2.77)
A possible parametrisation for the K+(494) and K∗+(892) trajectories is given by [38]
αK(t) = 0.70 GeV−2
(
t − m2K
)
, (2.78)
αK∗(t) = 1 + 0.85 GeV−2
(
t − m2K∗
)
, (2.79)
and the scale factor s0 is fixed at 1 GeV2.
Gauge restoration
The exchange of the K+(494) meson in the t-channel, be it reggeised or not, explicitly breaks gauge
invariance. This can be deduced from the γ∗KK interaction Lagrangian:
Lγ∗KK = −ieFK(Q2)
(
φ†K∂µφK − φK∂µφ
†
K
)
Aµ, (2.80)
in which the field Aµ appears. Unlike the interaction Lagrangians of the non-Born diagrams, which
contain the electromagnetic field tensor Fµν = ∂νAµ − ∂µAν [48], the Lagrangian of Eqn. (2.80) is
not invariant under a gauge transformation.
In order to restore gauge invariance, which is equivalent to charge conservation, the gauge-breaking
contribution to the electric part of the s-channel Born-diagram should exactly compensate that of
the t-channel diagram. It must therefore be added with the same coupling constant as the K+
exchange diagram. Section E.2 of Appendix E goes into more detail on this matter.
This implies that if the t-channel Born term is reggeised, the same procedure should be applied to
the contribution of the s-channel Born term [58]. Note that this is a minimal restoration scheme: the
magnetic part of the s-channel Born-diagram respects gauge invariance and is therefore omitted.
At first, the requirement of a gauge-restoring s-channel diagram could seem like an artefact of
the theory. However, its presence turns out to be essential for a proper description of certain
observables, most notably the differential cross section at extreme forward angles and the beam
asymmetry Σ in charged pion photoproduction [58]. For p(γ, K+)Λ, the gauge-restoring s-channel
contribution is pivotal in order to account for the plateau that is observed in the differential cross
sections at small |t|, for a fixed value of s [58]. The differential cross section for p(γ, K+)Λ is shown
in Fig. 2.8.
Along the same line of reasoning, gauge invariance for electroproduction can be restored by requir-
ing the same Q2-dependence in both the electromagnetic coupling of the K+ exchange diagram and
the electric part of the s-channel Born term. This implies that the monopole kaon form factor must
also be assigned to the electric part of the proton exchange diagram [102]. This procedure has
been shown to correct the Regge model’s prediction for the σL/σT ratio, which other models fail to
describe without refitting their parameters [100].
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2.5.3 Regge-plus-resonance model
The Regge model provides an elegant description for processes at high s and small |t|. Apart from
being analytical by construction, the Regge amplitude is also regularised for high s. This eliminates
the need to introduce hadronic form factors in the Regge amplitude. Unlike isobar models, it is not
necessary to regularise the high-energy behaviour that respects the Froissart bound.
While experiments have shown Regge theory to be an accurate description for different meson
photoproduction observables in the Regge limit, there is reason to believe that it can also be ap-
plied in the resonance region. Indeed, the notion of reggeon-resonance duality prescribes that the
amplitude should be reproduced by summing over all diagrams of a certain channel, be it the s, u
or the t-channel [103].
Even though the smooth behaviour of the Regge amplitude prohibits a correct description of the
more structured resonance region, the global trends in this region can be fairly reproduced by
Regge theory [100].
Furthermore, the strong forward peaking of the KY photoproduction differential cross section ar-
gues for a strong contribution from the non-resonant, t-channel background even far below the
high-s regime.
Inspired by these observations, Corthals [47–49, 104] developed a hybrid model for KY photopro-
duction called the Regge-plus-resonance (RPR) model; we will refer to this model as RPR-2007.
This model uses elements from the isobar approach to account for the s-channel resonances, com-
bined with a Regge-based description for the background contribution to the amplitude. This
approach has also been successfully applied to the electromagnetic production of pipi [105], as well
as η and η′ [106]. A similar hybrid approach which combines a reggeised description of the t-
channel with a chiral constituent quark model is presented in Ref. [107]. Mart and Bennhold [108]
proposed a model based on the energy-dependent mixing of an isobar model and a Regge model.
Their approach differs from RPR in that the Regge amplitude in their model is gradually switched
off at lower energies, and therefore does not serve as a background in the resonance region.
The Regge part of the RPR amplitude incorporates the exchange of two Regge trajectories in the
t-channel: the pseudoscalar K+(494) and the vector meson K∗+(892) trajectory. These two trajec-
tories were shown to successfully reproduce the available high-energy K+Λ and K+Σ0 production
data by the model of GLV [100].
The Regge amplitude of RPR-2007 is constrained to high energy, forward-angle data alone. By
extrapolating the resulting amplitude downward to smaller s, one essentially gets a parameter-free
background for the resonance region. In this region, the s-channel resonances are coherently added
to this background amplitude, resulting in a hybrid amplitude that describes both the resonance
region and the high-s regime. This model fairly describes the data for forward-angle photo- and
electroproduction of K+Λ and K+Σ0.
In the K0Σ+ channel, the coupling of the photon to the spinless ground-state K0 vanishes and only
the neutral counterpart of the K∗+(892) remains. The RPR-2007 model required an extra K∗+(1410)
trajectory for the description of the this channel. A simple conversion of the coupling constants
using isospin symmetry resulted in a dramatic overprediction of the measured differential cross
section [48, 109]. Even though these differential cross-section data were taken in an energy region
well below the Regge limit, the observed discrepancy of a factor of 10 is not in line with what one
would expect from duality. This suggested the need to include an extra K∗0(1410)(1−) trajectory,
with the same phase as the K∗0(892) [48].
The predictions of RPR-2007 for K+Σ− photoproduction on the neutron are compatible with the
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data, without refitting parameters [29,110]. Because the photocoupling helicity amplitudes are not
well known, however, the error bars of these predictions are very large.
This model was also employed in a formalism for semi-inclusive neutral kaon photoproduction
on the neutron by Vancraeyveld [29, 111, 112]. Neutral kaons can be produced in the elementary
reactions p(γ, K0)Σ+, n(γ, K0)Λ and n(γ, K0)Σ0. Although the RPR model is not optimised to data
from these reactions, predictions can be made by converting the coupling constants optimised for
p(γ, K+)Λ and p(γ, K+)Σ0, using SU(2) isospin symmetry. The resulting elementary operators
from RPR were used within the relativistic plane-wave impulse approximation to describe the
semi-inclusive K0 production process from the deuteron, 2H(γ, K0)YN. These predictions provide
a fair description of the singular data set for this reaction [113].
2.5.4 Issues with regard to RPR-2007
Behaviour at backward angles
Originally, the RPR model was conceived as a model for forward-angle kaon production [47]. The
RPR-2007 model for p(γ, K+)Λ includes the established PDG resonances S11(1650), P11(1710),
P13(1720), and the less well known P13(1900), as well as the missing D13(1900). The parameters
of the RPR-2007 model are constrained to the forward-angle data (cos θ∗K > 0.35). This was a
viable choice at that time, motivated by several factors. First, Regge phenomenology is inherently
limited to forward-angle processes, and is expected to break down as one moves to backward
angles. It was also observed that none of the RPR variants was capable of describing the data for
cos θ∗K < 0.35 [48]. Therefore, the number of 0.35 was, to some extent, a post-hoc choice of the limit
to the model’s validity.
Part of RPR-2007’s failure to describe the data at backwards angles, is due to the adopted unphys-
ical description of the high-energy behaviour of the high-spin exchange diagrams. This issue will
be discussed in depth in the forthcoming paragraphs.
This unphysical behaviour is most apparent for the ωlab = 2175 MeV case of Fig. 2.8: the bump
which peaks at cos θ∗K ≈ −0.5 plays a prominent role in the cos θ∗K-dependence. This bump cannot
be due to the s-channel contributions, as all resonances that are included in this model have masses
far below this energy. A contribution from the t-channel at such a large angle is definitely ruled
out. As will be pointed out in the forthcoming paragraphs, the observed bump at ωlab = 2175 MeV
can be attributed to the unphysical behaviour of spin-3/2 s-channel diagrams.
Description of spin-3/2 fields
There is no native representation for higher-spin particles analogous to the bispinor representation
of the spin-1/2 particles (see appendix A.3), and the proper field-theoretical description of these
particles is a subject of debate.
Rarita and Schwinger describe free spin-3/2 particles through the so-called vector spinor ψµa , which
is determined by the direct product of three spinors [114]. The Lorentz index µ is due to the repre-
sentation of a direct product of two spin-1/2 fields as a spin-1 four-vector field,(
1
2
, 0
)
⊗
(
0,
1
2
)
=
(
1
2
,
1
2
)
. (2.81)
where
( 1
2 , 0
)
and
(
0, 12
)
are the irreducible spinor representations, i.e. the left- and right-handed
Weyl-spinors.
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Figure 2.8 – The γp → K+Λ differential cross section as a function of cos θ∗K for the energy bins ωlab =
1575 MeV, ωlab = 1875 MeV and ωlab = 2175 MeV. The line denotes the RPR-2007 result and the data
are from references [59, 62, 64, 66].
The third spinor is in fact a Dirac (bi)spinor, whose representation is ( 12 , 0) ⊕
(
0, 12
)
. This direct
sum is due to the upper and lower components of the Dirac bispinor, that are associated with the
particle and antiparticle. Combining the four-vector representation of the first two spinors and the
Dirac spinor, the representation of the spin-3/2 vector (bi-)spinor can be written as(
1
2
,
1
2
)
⊗
((
1
2
, 0
)
⊕
(
0,
1
2
))
, (2.82)
or if we regard only the upper component(
1
2
,
1
2
)
⊗
(
1
2
, 0
)
. (2.83)
The field ψµa has 16 degrees of freedom, whereas a spin-3/2 particle can be described using only 8
degrees of freedom: spin projections {−3/2,−1/2,+1/2,+3/2} for both upper and lower compo-
nents of the bispinor. The remaining components can therefore be attributed to a spurious spin-1/2
particle. Indeed, the direct product (2.83) can be reduced as follows, in terms of the number of de-
grees of freedom in each representation:
3⊗ 2 = 2⊕ 4 (2.84)
for each component. Only the 4 in Eqn. (2.84) corresponds to the degrees of freedom of the physical
spin-3/2 particle.
To get rid of this spurious spin-1/2 component, we require the field to be totally symmetric. The
easiest way to realise this is by representing the 16 degrees of freedom of the vector-spinor field
as a (4 × 4) matrix. Indeed, any (4 × 4) matrix can be decomposed in a basis of 16 matrices,
consisting of 10 symmetric and 6 antisymmetric matrices. Requiring the matrix to be symmetric is
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then equivalent to requiring the 6 antisymmetric components to be zero. As described extensively
by Weda [115], if one chooses the right basis, this can be translated into the following constraints,
(i/∂ − m)ψµa = 0 (2.85)
γµψ
µ
a = 0 (2.86)
also called the Rarita-Schwinger equations [114].
Whereas the free theory for spin-3/2 particles is now reasonably established, a formalism for in-
teracting spin-3/2 particles has taken a much longer time to crystallise. A naı¨ve implementation
of couplings to external fields has fundamental flaws, such as the propagation of faster-than-light
modes [116]. The interaction structure proposed by Benmerrouche et al. [51] in terms of the field
tensor
Θµν(z) = gµν −
(
z +
1
2
)
γµγν, (2.87)
that depends on the “off-shell parameter” z was also shown to allow for the propagation of the
unphysical spin-1/2 components when the field is off-shell [52, 53].
The interaction structure of Eqn. (2.87) was used in the RPR-2007 model. The interaction La-
grangian for the hadronic vertex KYR( 32 ) (or more generally, φϕψν), for example, adopts the fol-
lowing form in the RPR-2007 model [48]:
LKYR( 32 ) = i
fKYR( 32 )
MK
ψ¯
µ
R Θµν(z0) Γ
′ ψY (∂νφK) + h.c. (2.88)
where Γ′ equals 1 for even and γ5 for odd parity resonances.
Analogously, the electromagnetic (or more generally, Aµϕψµ) interaction Lagrangians assume the
following form:
L(1)γ∗pR = i
eκ(1)
pR( 32 )
mR + mP
FpR(
3
2 )
(1) (Q
2)ψ¯
µ
RΘµν(z1)Γ
′γλψN Fλν + h.c. (2.89)
L(2)γ∗pR =−
eκ(2)
pR( 32 )
(mR + mP)2
FpR(
3
2 )
(2) (Q
2)ψ¯
µ
RΘµν(z2)Γ
′ (∂λψN) Fλν + h.c. (2.90)
where this time Γ′ is γ5 for even and 1 for odd parity resonances. Note that the field ψµa will not
enter our calculations as such, since the reaction does not feature incoming or outgoing spin-3/2
particles. It will only manifest itself through the couplings to the initial and final particles, as well
as the spin-3/2 propagator, in the s-channel diagrams that feature spin-3/2 resonance exchange.
The RPR-2007 model uses inconsistent spin-3/2 interaction Lagrangians, which give rise to the
unphysical propagation of J < 3/2 modes. These unphysical components give rise to nonlocalities
and violate causality, and must therefore be avoided. In Section 2.5.5, we will explain how the
spin-3/2 interaction Lagrangians can be adapted so as to exclude these unphysical components.
Model parameters
The second shortcoming of RPR-2007 is the appearance of the so-called off-shell parameters in the
field tensor Θµν(z). These off-shell parameters find their origin in the inconsistent description of
J = 3/2 resonances, and introduce a host of extra free parameters in the model. This increases the
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dimensionality of the resulting parameter (search) space enormously. Furthermore, a closer look
at the interaction structure of Eqn. (2.88),
LKYR( 32 ) ∝ fKYR( 32 )
(
gµν − (z +
1
2
)γµγν
)
, (2.91)
reveals that for large values of z, the values of ln fKYR( 32 ) and ln z become perfectly anticorrelated,
causing ridges in the likelihood surface. As a result, the extracted coupling constants fKYR( 32 ) lose
their physical significance. This anticorrelation also has important implications when optimising
the model against data, and later, for model selection. Ridges in the likelihood surface impede
optimisation models that use the Hessian matrix to locate the optimal parameter set.
Alternatively, a relatively low upper limit for z could be set, which introduces another arbitrary
parameter into the model. As mentioned in section 1.1, while the introduction of all these extra
parameters might increase the likelihood of the optimal parameters, the model’s probability will be
reduced due to the Occam factor.
Reggeised description of the resonance region
The RPR-2007 model used a Regge background that was optimized with respect to the high-energy
data in the energy region W > 3 GeV. Extrapolating this model downwards in energy worked for
the K+Σ0 channel. The data remain moderately underpredicted and s-channel resonances can
provide the required additional strength.
For the K+Λ differential cross sections, however, the Regge background gave a significant overpre-
diction in the resonance region. This overprediction is in sharp contrast with the fair description
that is observed in Regge models for most other reactions, and is not in accordance with dual-
ity [103]. For the most forward kaon angles, the resonance contributions of the RPR-2007 p(γ, K+)Λ
model therefore served to counter this overestimate by interfering destructively with the Regge
amplitude, rather than to superimpose resonant structures on top of the Regge prediction.
At the time that RPR-2007 was developed, the SLAC and DESY data of the seventies were the only
references available for optimising the high-energy Regge amplitude [68, 69]. The high-energy
K+Λ photoproduction data of CLAS, which covers COM energies up to 2.84 GeV, were not yet
published [59]. These data, along with other high-energy measurements at CLAS, led to the con-
clusion that significant normalisation discrepancies exist between the old SLAC data and recent
meson photoproduction data above the resonance region [117]. This disagreement explains the
unsatisfactory predictive value of the Regge model optimised to the old high-energy data for the
K+Λ photoproduction differential cross section in the resonance region.
2.5.5 Improvements of RPR-2011
Consistent spin-3/2 interactions
A consistent theory for massive, interacting spin-3/2 fields was formulated by Pascalutsa [52]. He
showed that by requiring invariance of the interaction under a local U(1) gauge,
ψ
µ
a → ψµa + ∂µχa, (2.92)
the locality and the consistency of the interaction theory are ensured.
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This can be implemented by formulating the interaction Lagrangians in terms of the manifestly
gauge invariant field
Gµ,ν = i(∂µψν − ∂νψµ), (2.93)
or the derived field,
Ψµ = γν Gµ,ν (2.94)
= i
(
∂µγ
νψν − /∂ψµ
)
, (2.95)
which features only one Lorentz index, and therefore reduces the possible forms that the lowest-
order interaction Lagrangian may assume. Note that we have omitted spinor indices for brevity.
The spin-3/2 interaction Lagrangians of RPR-2007 were adapted to describe the interactions in a
consistent way, by replacing the off-shell fields Θµν(z)φν by the manifestly gauge-invariant field
1
m
Ψµ [53]. This eliminates the need to introduce off-shell parameters and significantly reduces the
number of free parameters in the model.
Spin-5/2 particles
The original paper by Rarita and Schwinger was not limited to spin-3/2 particles, but covered
the description of arbitrary half-integral spin fields3, which are subject to the generalised Rarita-
Schwinger equations [114]:
(i/∂µ1 − m)ψ
µ1...µn
a =0
γµ1ψ
µ1...µn
a =0. (2.96)
Massless spin-5/2 fields can therefore be represented by the “tensor-(bi)spinor” ψµν. A consistent
formalism for the off-shell description of massive, interacting particles of spin-5/2 was developed
by Vrancx in Ref. [53]. There, it was shown that a manifestly gauge invariant description of spin-
5/2 fields leads to a consistent theory, in which the unphysical, lower-spin modes of the spin-5/2
particle are eliminated.
It was shown that the interaction Lagrangian is required to be invariant under the local uncon-
strained Rarita-Schwinger gauge,
ψ
µν
a → ψµνa + i2 (∂µχνa + ∂νχµa ) . (2.97)
The name “unconstrained” refers to the fact that massless Rarita-Schwinger fields are subject to a
similar gauge symmetry, with the added constraint that γµχ
µ
a = 0. By relaxing the latter constraint,
the invariance under Eqn. (2.97) leads to the transversality conditions for the interaction vertices
ΓµνI
pµΓ
µν
I = 0 (2.98)
pνΓ
µν
I = 0. (2.99)
3Note that the exchange of particles with arbitrary integral spin is incorporated in an elegant way by Regge trajectory
exchange in the t-channel.
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This resolves the nonlocalities due to the terms proportional to p−2 and p−4 in the spin-5/2 pro-
jection operator P5/2µν;λρ(p) [53], so that the locality of a reaction with a transition amplitude of the
form
Γµνf
/p + m
p2 − m
P5/2µν;λρΓλρi (2.100)
is guaranteed. The explicit dependence on the four-momenta of the participating fields is omitted
in Eqn. (2.100).
Failure to apply the unconstrained gauge symmetry of Eqn. (2.97) leads either to nonlocalities due
to the singularities in the spin-5/2 projection operator, or to the participation of the unphysical
lower-spin components to the interaction.
This requirement is incorporated into our interaction Lagrangians by employing a manifestly gauge
invariant field tensor for the description of spin-5/2 fields, analogously to Eqn. (2.92) [53],
Gµν;λρ = −∂µ∂νψλρ − ∂λ∂ρψµν +
1
2
(∂µ∂λψνρ + ∂µ∂ρψνλ + ∂ν∂λψµρ + ∂ν∂ρψµλ). (2.101)
The number of indices in this field is halved by contracting it with two gamma matrices,
Ψµν = γλγρGµν;λρ, (2.102)
without tampering with the requirements imposed by the Eqns. (2.96). This formulation gives rise
to the vertex functions and propagators listed in Appendix D.
Multidipole-Gauss form factors
Apart from the unphysical lower-spin modes, there is an even more disturbing property that
plagues the description of interacting high-spin fermions. The interaction Lagrangians of these
high-spin particles contain a number of derivatives, originating from the gauge invariance require-
ments of the spin-3/2 fields.
When converting these Lagrangians into the interaction vertices needed to calculate the transition
amplitude, these derivatives translate into four-momenta. As opposed to spin-1/2 fields, the prop-
agator of the higher-spin particles does not compensate the four-momenta in the numerator due
to the interaction vertices. This means that the transition amplitude rises according to a power
law as the energy of the incident photon increases, with the spin of the exchanged particle in the
exponent.
Any effective field theoretical description of interacting spin-3/2 particles suffers from this afflic-
tion, and yet there is surprisingly little to be found in literature on how to keep the magnitude of
the computed cross sections under control at higher energies. Only a brief mention of it is found
in the introductory chapters of [101]. Nevertheless, models that are subject to this problem include
every isobar and coupled-channels model that incorporates higher-spin particles. As most of these
models only seek to describe the data in the resonance region, the improper high-energy behaviour
of spin-3/2 contributions is not as apparent as for models that also cover the high-energy region.
However, when left unchecked, the runaway behaviour of high-spin fields is already noticeable in
the resonance region and therefore affects the resonance information extracted by these models.
In a fundamental theory, problematic diagrams require renormalisation by means of counterterms.
No such prescription is available in effective field theories, and a phenomenological solution is
needed.
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Figure 2.9 – Differential cross section at cos θ∗K = 0.5, for a single s-channel spin-5/2 resonance with
mR = 1800 MeV and ΓR = 100 MeV, using a Gaussian hadronic form factor with varying cut-off
value Λ (in MeV). For the larger cut-off values, the actual resonance peak is merely a shoulder on the
unphysical peak due to rise in the spin-5/2 amplitude.
Hadronic form factors were introduced to take into account the dependence of the hadronic interac-
tion vertex on the energy scale. Effectively, the form factor ensures that an s-channel diagram does
not contribute far from where it is expected to peak, i.e. far from the mass pole of the exchanged
particle. As mentioned before, RPR-2007 employs Gaussian form factors. It would seem natural to
simply let these form factors do their job of regularising the divergent higher-spin diagrams.
This procedure, however, does not turn out to be as natural as expected, but introduces a very
strong cut-off dependence in the cross section. When using Gaussian hadronic form factors, an
artificial peak is created at the point where the exponentially decreasing Gaussian tail overtakes
the power law of the unregularised cross section. The location of this peak is strongly dependent
on the choice of the cut-off value, as illustrated in Fig. 2.9. Moreover, the cut-off value must be set
to a value that is much smaller than the mass of the resonance in order for the unphysical peak to
be suppressed.
It is obvious that a conventional dipole hadronic form factor performs even worse when it comes
to regularising the high-energy behaviour, as the power-law dependence ∝ s−2 of the dipole is not
capable of regularising the amplitude of the spin-JR exchange diagram. The consistent formulation
of these diagrams gives rise to a high-s behaviour proportional to (s2)JR−
1
2 .
A comprehensive approach to resolve these issues for fermions of arbitrary spin was proposed by
Vrancx [53]. He introduced the so-called multidipole-Gauss form factor:
FmG(s; mR,ΛR, ΓR, JR) =
(
m2RΓ˜
2
R(JR)(
s − m2R
)2
+ m2RΓ˜
2
R(JR)
)JR− 12
exp
(
−
(s − m2R)
2
Λ4R
)
(2.103)
where the width Γ˜R is defined as
Γ˜R(JR) =
ΓR√
2
1
2JR
−1
. (2.104)
2.5. REGGE-PLUS-RESONANCE MODEL 47
1 2 3 4
W H GeV L
0.2
0.4
0.6
0.8
1.0
FmG
JR =
5
2
JR =
3
2
JR =
1
2
(a)
1 2 3 4
W H GeV L
10-9
10-7
10- 5
0.001
0.1
FmG
(b)
Figure 2.10 – The multidipole-Gauss form factor FmG as a function of W(=
√
s) for a spin-JR resonance
with mR = 1800 MeV, ΓR = 100 MeV and ΛR = 2000 MeV. The form factor is displayed for the three
different values of JR that are included in our model, and are plotted on a linear (a) and logarithmic
scale (b).
For JR = 1/2, Eqn. (2.103) reduces to the familiar Gaussian hadronic form factor. For higher spin,
the form factor effectively increases the multiplicity of the propagator’s pole, which ensures that
the interaction’s contribution resonates at s = m2R. The Breit-Wigner width ΓR is modified in order
to preserve its physical meaning.
The resulting form factor FmG is plotted as a function of W(=
√
s) for a resonance with mass
mR = 1800 MeV, width ΓR = 100 MeV, and a hadronic cut-off value of ΛR = 2000 MeV in Fig.
2.10.
Because we will use a spin-dependent hadronic form factor, we can use the same cut-off value
ΛR for all resonances. This keeps the number of free parameters at bay, and reduces the model’s
complexity.
The effect of including the multidipole-Gauss form factor instead of the original Gaussian is illus-
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Figure 2.11 – Differential cross section at cos θ∗K = 0.5, for a single s-channel spin-3/2 resonance with
mR = 1800 MeV and ΓR = 100 MeV. Comparison between the cross sections calculated using no
hadronic form factor, a Gaussian and a multidipole-Gaussian hadronic form factor FmG, using ΛR =
1600 MeV.
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Figure 2.12 – Differential cross section at cos θ∗K = 0.5, for a single s-channel spin-5/2 resonance with
mR = 1800 MeV and ΓR = 100 MeV. Comparison between the cross sections calculated using no
hadronic form factor, a Gaussian and a multidipole-Gaussian hadronic form factor FmG, using ΛR =
1600 MeV.
trated in Fig. 2.11 for a spin-3/2 resonance and in Fig. 2.12 for a spin-5/2 resonance. The unphysical
cut-off dependent peak of Fig. 2.9 is removed from the differential cross section, and the position
of the resonance peak is restored to its expected location, without affecting the physical meaning
of the Breit-Wigner width as the full width at half maximum (FWHM) of the peak.
Note that in this case the actual location of the peak is shifted towards an energy slightly higher
than the mass of the resonance, 1800 MeV. This shift is a threshold effect, which becomes smaller
for for resonances with higher masses.
If you don’t know where the strongly
peaked regions are, you might as well
quit.
Numerical Recipes, on the subject of
multidimensional integration
3
Statistical Methods
3.1 Model comparison
3.1.1 Bayesian inference
Bayesian inference is an established tool for model selection in astronomy and cosmology, and is
gaining momentum in other fields [118–120]. The potential of this method in hadronic physics
was recently demonstrated in a Bayesian analysis of pentaquark data by Ireland et al. [78], and for
parameter estimation in effective field theories by Schindler et al. [121]. The quantity of interest for
model comparison is the Bayesian evidence, which will be derived below.
The starting point is Bayes’ well-known theorem relating conditional probabilities,
P(A|B) =
P(B|A) P(A)
P(B)
, (3.1)
which appendix G addresses in more detail. The expression on the left-hand side of equation (3.1)
is the probability of proposition A if proposition B is true. A second important relation that holds
for all propositions A and B is
P(A, B) ≡ P(A ∩ B)
= P(B|A) P(A) = P(A|B) P(B). (3.2)
Furthermore, the probability of a certain parameter-dependent proposition can be calculated as a
sum over all possible values for this parameter,
P(A) =
n∑
α=1
P(A, α), (3.3)
or in the case of a continuous variable, as an integral over the variable’s domain D,
P(A) =
∫
D
P(A, α)dα. (3.4)
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This procedure is referred to as marginalisation [7,78], and refers to the fact that an event can have
several outcomes. Discrete marginalisation can be understood as follows. Consider the example
that you have a loaded die, of which you know the (skewed) probability of each side. If you want
to know the probability that two dice rolls will yield an even sum, you can calculate this by adding
up all possible outcomes which yield an even value, weighted with their respective probabilities.
Note that for Eqns. (3.3) and (3.4) to be valid, the probabilities P(α) and a fortiori P(A, α) must be
disjunct,
α 6= α′ ⇒ P(α, α′) = 0. (3.5)
Furthermore, the probability distribution function for P(α), also referred to as the prior distribu-
tion, must be normalised. We shall return to the meaning of this distribution later. The latter
requirement imposes the correct upper limit on P(A),
P(A) =
∫
D
P(A, α)dα =
∫
D
P(A|α)P(α)dα ≤
∫
D
P(α)dα = 1. (3.6)
Using the above relations, one can straightforwardly derive the quantity of interest for model com-
parison: the probability of a model M, given a set of experimental data {dk}. Indeed, using Bayes’
theorem (3.1), this probability can be written as
P(M| {dk}) =
P({dk} |M) P(M)
P({dk})
. (3.7)
The quantity P({dk} |M) is referred to as the marginal likelihood or the Bayesian evidence (Z).
The marginalisation procedure can be generalised to any number of parameters. If the model M
can have different outcomes, which are parametrised with a set of numbers αM , marginalisation
yields the following expression for the Bayesian evidence
Z ≡ P({dk} |M) (3.8)
=
∫
P({dk} , αM |M) dαM (3.9)
=
∫
P({dk} |αM , M)︸ ︷︷ ︸
(i)
P(αM |M)︸ ︷︷ ︸
(ii)
dαM . (3.10)
Eqn. (3.10) states that the Bayesian evidence is the integral of the product of two distributions: (i)
the probability of the dataset {dk}, given the set of parameters αM and the model M, and (ii) the
probability of the set of parameters αM , given the model M. The first factor, P({dk} |αM , M), can be
identified as the likelihood function, L(αM). Any prior knowledge of the parameters’ probability
distribution before considering the data {dk} is contained in the second factor P(αM |M). This distri-
bution, which is indispensable in Bayesian statistics, is referred to as the prior distribution pi(αM).
These two substitutions allow us to write the evidence in a more familiar form,
Z =
∫
L(αM)pi(αM) dαM , (3.11)
in which the explicit dependence on {dk} and M is omitted for brevity.
The Bayesian evidence Z is the normalisation constant for the posterior probability distribution
P(αM | {dk} , M) which expresses the probability of the parameters, given the data and the model.
3.1. MODEL COMPARISON 51
Table 3.1 – Jeffreys’ scale for the natural logarithms of evidence ratios ∆ lnZ = ln ZAZB [5, 122].
|∆ lnZ | < 1 Not worth more than a bare mention
1 < |∆ lnZ | < 2.5 Significant
2.5 < |∆ lnZ | < 5 Strong to very strong
5 < |∆ lnZ | Decisive
This is essentially the normalised product of the likelihood and the prior distribution. Indeed,
using Bayes’ theorem (3.1), the posterior distribution can be written as
P(αM | {dk} , M) =
P({dk} |αM , M) P(αM |M)
P({dk} |M)
=
L(αM)pi(αM)
Z . (3.12)
The real importance of Z becomes clear if one realises that the actual quantity of interest for model
comparison is the relative probability of a model MA versus a model MB, given the available exper-
imental data {dk}. Writing down the probability ratios and subsequently applying Bayes’ theorem,
one can see how the evidence Z emerges from this expression
P(MA| {dk})
P(MB| {dk})
=
P({dk} |MA)
P({dk} |MB)
P(MA)
P(MB)
(3.13)
=
ZA
ZB for P(MA) = P(MB). (3.14)
Any prior preference for one model over the other can be incorporated by the factor P(MA)P(MB) . As we
have no prior preference for any of the proposed models, we can take this value to be one, hence
reducing the comparison of two models to the calculation of the evidence ratio, which is often
referred to as the Bayes factor. The direct relation between Z and a model’s probability elucidates
the term “evidence”: if a model has a higher value of Z , there is more evidence in favour of this
model. In accordance with our intuitive notions, evidence is not only based on experimental data,
but also on theoretical restrictions that are incorporated through the prior distribution.
The natural logarithm of the evidence ratio can be interpreted qualitatively with the aid of Jeffreys’
scale [5, 122], listed in Table 3.1. Of course, this is not an absolute scale, but rather provides a rule
of thumb for the interpretation of Bayes factors. For example, a “decisive” difference in lnZ of 5
indicates that the better model has a probability that is e5 ≈ 148 times larger than that of the worse
model. Intuitively, this is in line with our notion of decisive evidence.
Any scale that assigns a qualitative judgement to a probability ratio is arbitrary to some extent.
Jeffreys’ scale, however, was shown to be much more conservative, and therefore more robust than
the standard p-values that are widely used in frequentist statistics [123].
Likelihood function
Experimental data are usually reported to have normally distributed errors and to be independent.
It can be shown that adding up k squared normally distributed, independent random variables
with mean 0 and variance 1 results in a variable X =
∑k
i=1 x
2
i that follows a chi-square distribution
[124, 125]
f k(X) =
Xk/2−1e−X/2
2k/2Γ( k2 )
. (3.15)
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Figure 3.1 – L(α) · pi(α) for two different single-parameter models MA and MB. The traditional least-
squares method would favour MB, as it only takes into account the maximum value of the likelihood. In
contrast, a Bayesian approach would favour model MA, as its evidence, given by Eqn. (3.11), is greater.
A familiar example of the chi-square distribution is the Maxwell-Boltzmann distribution for the
kinetic energy of a particle in a gas. As the kinetic energy is proportional to the squared sum of
three Gaussian-distributed variables (the particles’ velocities), it is distributed according to a chi-
square distribution with k = 3.
The quantity χ2(αM) is defined as
χ2(αM) =
N∑
i=1
(di − fi(αM))
2
σ2i
, (3.16)
where σi is the error bar of data point di, and fi(αM) is the corresponding model prediction. N
is the total number of data points. The quantity χ2(αM) represents a sum of squares of normally
distributed variables and should therefore obey the chi-square distribution.
If we assume a likelihood function of the form (3.15), we get the expression for the log-likelihood
lnL(αM) =
(
k
2
− 1
)
lnχ2(αM)−
k
2
ln 2 − ln Γ
(
k
2
)
−
χ2(αM)
2
. (3.17)
In this expression, k is the number of degrees of freedom: this is equal to the number of data points
N minus the number of free parameters. This correction is necessary because by constraining the
free parameters using the data, one effectively decreases the number of degrees of freedom.
The analytical form of the likelihood function L(αM) as a function of the parameters αM is rarely
known, as the function χ2(αM) generally has no straightforward expression.
In an analysis based on χ2 minimisation – which is an approximation to a maximum likelihood fit
– only the maximum value of L(αM) is considered for model selection. A Bayesian approach is
more comprehensive, as it evaluates the model over its entire parameter space, and takes the prior
distribution into account. This distinction is illustrated in Fig. 3.1.
Possible issues
The validity of the Bayesian evidence as a quantifier for model fitness follows straightforwardly
from the principles of probability theory. Nevertheless, there are some consequences to using
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Bayesian inference that conflict with our intuition. This does not necessarily mean that there is
a problem with this method. Indeed, the valid use of Bayesian statistics often gives rise to coun-
terintuitive results, as illustrated in Appendix G. Nevertheless, for the sake of completeness, the
possible issues with Bayesian inference are presented below.
The principle of Occam’s razor follows naturally from Bayesian inference. Indeed, as the number
of parameters increases, the peak in the likelihood distribution is “diluted” into more dimensions
and the Bayesian evidence becomes smaller. This can be easily understood in the case of a uniform
prior, of which the normalisation factor in the denominator increases exponentially with the num-
ber of free parameters. This normalisation factor is sometimes referred to as the Occam factor [6].
In this argument, it is silently assumed that the likelihood function depends on the added parame-
ter. If one adds a parameter which has no significant effect on the likelihood, the evidence integral
simply factorises for this parameter. The additional one-dimensional integral then exactly compen-
sates for the extra factor in the prior’s denominator, resulting in no net effect on the computed evi-
dence. While adding such a parameter seems absurd, it nevertheless shows that Bayesian inference
does not penalise completely superfluous parameters and is therefore not entirely equivalent to Oc-
cam’s razor. Using the terminology of Barnes [126], this means that Bayesian inference provides
a probabilistic justification for the anti-quantity principle (AQP), but not for the anti-superfluity
principle (ASP).
There is another property of the Bayesian evidence that poses a problem when the errors bars of the
used data are underestimated. If the quoted errors are too small, the resulting value for χ2r ≡ χ2/k
will be significantly larger than 1 for any model that is not grossly over-fitted. As the value of χ2
goes further away from its ideal value of k, the concave logarithm of the chi-square distribution of
Eqn. (3.17) becomes ever steeper. Because of this steepness, an insignificant decrease in a model’s
χ2 value will result in a huge increase in likelihood and in evidence. In other words, if the error
bars of the data are underestimated, the resulting evidences will always prefer the model with the
larger number of parameters. Even if an extra parameter does not improve the model’s description
of the data very much, the penalty for this extra parameter will be negligible compared to the
enormous increase in likelihood that a marginally improved description yields.
3.1.2 Computing the Bayesian evidence
Determining the evidence of a model is not a straightforward task, because it requires the calcula-
tion of multidimensional integrals of the type (3.11). Most often, analytical simplifications are not
possible and it is key to adopt numerical integration techniques that are optimised for the problem
at hand.
Nested Sampling NS is a novel integration technique for computing Bayesian evidence, developed
by Skilling [7, 55]. This technique significantly reduces the computational cost of the integral over
the model’s parameter space by transforming it into a one-dimensional integral over the prior mass
dX = pi(αM)dαM . This is accomplished by regarding the prior mass as a monotonically decreasing
function of the likelihood, λ,
X(λ) =
∫
L(αM)>λ
pi(αM)dαM . (3.18)
Assuming a normalised prior, we can hence write the evidence as the following integral over L(X),
the inverse of X(λ),
Z =
∫ 1
0
L (X) dX, (3.19)
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Figure 3.2 – The Bayesian evidenceZ as an integral of the likelihood L over the prior mass X. The lower
plots illustrate that for a uniform prior, the increasing prior masses X(Li) are equal to the area or mass
{ α |L(α) > Li} inside nested iso-likelihood contours. The thick arrows indicate the order of integration.
as illustrated in Fig. 3.2. This integral can be approximated by a sum of likelihoods, weighted
with their respective prior mass contribution ∆X. In NS, this sum is computed using Markov chain
Monte Carlo methods to sample from the parameter space with the constraint Li+1 > Li. The prior
mass of a sample of N points with likelihood greater than Li can be estimated by a factor exp− iN .
This can be derived from the probability distribution of the largest value tN of a set of N uniformly
distributed points in the interval [0, 1] (representing the total prior weight),
PN(t) = NtN−1. (3.20)
Indeed, the expectation value for ln t (〈ln t〉N) is − 1N , which after i iterations amounts to a sum of
− iN .
Besides efficiently calculating the evidence, NS can also be used for determining the posterior dis-
tribution (3.12) and, more importantly, for parameter estimation. A more detailed account of the
technique as well as implementation examples can be found in Skilling’s work [55].
If there is no need to determine the posterior distribution, or if the parameters are so-called “nui-
sance parameters” whose value is not of interest, other Monte-Carlo integration methods can be
employed. One example of such a method is the widely used VEGAS algorithm by Lepage [56].
The VEGAS algorithm uses importance sampling, which means that the points are sampled from a
proposal distribution which approximates the normalised integrand. The proposal distribution is
discretised in the form of an adaptive grid, of which each cell is sampled with an equal probabil-
ity. This grid is denser in the areas that contribute most to the integral, as illustrated in Fig. 3.3.
The integral is computed in several passes, and after each pass the grid can be adjusted to better
approximate the integrand.
As the proposal distribution is represented by a grid, it is factorised by construction. The bin
locations for each dimension are determined from the projection of the current estimate of the
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Figure 3.3 – The likelihood function L(α) (green surface) and the proposal distribution determined by
VEGAS, represented by a grid (red lines) with a number of bins per dimension nb = 8.
integrand. As a consequence, the VEGAS algorithm is most suitable if the bulk of the integrand
L(α) can be approximated by a separable function [57]:
L(α) ≈ L1(α1)× L2(α2)× . . .× Ld(αd). (3.21)
We have adapted the GSL implementation [57] of the VEGAS algorithm to the integrand of the ev-
idence integral, which can assume very small values. This adapted VEGAS method, which we will
refer to as log-VEGAS, requires only a function which returns the natural logarithm of the integrand.
The integral is computed while ensuring minimal loss of numerical accuracy that would occur by
exponentiation of this function. This is indispensable for the integration of small quantities such as
a likelihood, which would result in an underflow if they were evaluated numerically. In principle,
the log-VEGAS method could also be used for the integration of very large quantities that would
otherwise cause a numerical overflow.
3.1.3 Estimating probabilities of nucleon resonances
The applications of Bayesian inference are not limited to model selection. This section will show
that it can also be used to evaluate a model property. We will present a procedure to calculate the
relative probability of a certain nucleon resonance within a general model for KY production, such
as the RPR model. This procedure will help fill the need for an unambiguous quantity that ex-
presses how certain we are of the existence of a given nucleon resonance and thus directly address
the missing resonance problem.
Note that all probabilities mentioned in this subsection are implicitly conditional on a given model
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frameworkM, such as the RPR model. The dependence on the RPR model frameworkMRPR is
implied from now on, but will be omitted for the sake of clarity, i.e. P (X) ≡ P (X |MRPR).
The prescription can be built up from the basic principles of probability theory. Using equation
(3.3), we can rewrite the probability of a given resonance R, given experimental data {dk} as
P (R | {dk}) =
∑
Mi
P (R, Mi | {dk}) . (3.22)
Equation (3.22) is obtained by marginalising over the discrete set of physically allowed model
variants Mi. With the help of Eqn. (3.2), this can be written as
P (R | {dk}) =
∑
Mi
P (R |Mi, {dk}) P (Mi | {dk}) . (3.23)
The conditional probability P (R |Mi, {dk}) simply reduces to one if the resonance R is included in
the set of resonances Si used in the model variant Mi, and zero otherwise. Therefore, the summa-
tion covers only a limited set of models,
P (R | {dk}) =
∑
Mi |R∈Si
P (Mi | {dk}) (3.24)
=
∑
Mi |R∈Si
P ({dk} |Mi)
P (Mi)
P ({dk})
. (3.25)
After applying Bayes’ theorem (3.1), one finds that the evidence P ({dk} |Mi) appears in equation
(3.25). If we assume that there is no preference for any specific model before comparing it to data,
the factor P(Mi)P({dk}) is equal for all model variants. Therefore, the factor can be omitted in all subse-
quent calculations, as we will only consider probability ratios. This again reduces the calculation
of a relative probability to the evaluation of evidence integrals.
The evidence integrals which feature in the sum (3.25) can be expected to have a considerably high
dimensionality. In such high-dimensional problems, NS has been criticised for having a sharply
decreasing acceptance rate as the likelihood constraint becomes more exclusive. This decrease in
acceptance results in a slow convergence of the evidence integral.
Different workarounds for this problem have been developed. Mukherjee et al. [118] have tack-
led this complication by sampling within a multidimensional ellipsoid that is calculated from the
covariance matrix of the active set of points . This approach has been extended to models with
multimodal likelihood surfaces by Feroz et al. in their package MultiNest [119]. The MultiNest
algorithm divides the active points in an optimal number of sets, each of which corresponds to a
different likelihood maximum. It then performs ellipsoidal NS in each of these sets.
These methods apply mainly to problems where data is relatively scarce, such as the ones tacked
by Feroz et al. [119]. For these problems, a multimodal likelihood distribution can be expected.
Today, the published world K+Λ photoproduction database comprises over 4000 data points. The
likelihood hypersurface of a correctly parametrised model for such a considerable data set can be
expected to be unimodal, as each additional data point is likely to break any existing symmetries
in the likelihood surface. We will therefore not use the abovementioned methods, but resort to the
log-VEGAS algorithm for high-dimensional problems. The difficulty of locating the aforementioned
peak in the likelihood surface, however, remains. The following section will deal exactly with this
problem.
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3.2 Genetic algorithms
3.2.1 Rationale
Genetic algorithms (GAs), and evolutionary strategies in general, borrow principles from biological
evolution to optimize a set of model parameters αM. The most important of these principles, which
constitute the pillars upon which the theory of evolution is built, are inheritance, mutation and
selection [127]. These three principles allow dazzlingly complex biological molecules and systems
to evolve.
Life as we know it contains a digital code – DNA or RNA – which encodes the instructions for the
production of proteins, the building blocks of this life. When an organism reproduces (sexually or
asexually), some or all of this code is passed on to the next generation (inheritance). Many external
influences such as radiation and mutagenic substances cause random changes, ranging from small
modifications to large-scale changes such as gene duplication and reversal, to occur in this code
(mutation). If such a mutation is beneficial to the organism and/or its reproductive success, it
will be more likely to spread throughout the population. As there is a finite amount of resources
and a finite number of mates, other organisms will quickly be outperformed by those with more
successful mutations (selection).
The power of these seemingly simple rules is often illustrated using the protein hemoglobin, or
more specifically, one of the two kinds of linear chains it is composed of: the so-called α-chain. The
number of amino acids in this chain is 141. A quick calculation reveals that the odds of acquiring
such a protein by generating random sequences of 141 amino acids are very small indeed: consider-
ing the fact that there are 20 amino acids, the probability is less than 10−183. A truly random search
of all possible sequences would, even under the most lenient conditions, require much longer than
the age of the universe. However, this is not the way hemoglobin has come to existence: it is the
product of the particularly successful optimisation strategy called evolution.
It is this great optimisation potential that led the pioneers in the fields of evolutionary strategies
[128] and later genetic algorithms [129] to translate the biological concepts into their computational
counterparts. A key trait that genetic algorithms share with evolution in the real world is sexual
reproduction. Sexual reproduction allows for the recombination of different (possibly successful)
genes of a parent into their offspring, effectively speeding up adaptation [130].
The practical implementation of these evolutionary concepts in genetic algorithms can differ greatly
from the original processes found in nature, as described in the following paragraphs. Much of the
terminology will nevertheless be borrowed from biology. For example, a parameter vector is re-
ferred to as a chromosome or an individual, and a single component of this vector is referred to as
a gene. An iteration, or the process of producing a new population based on the previous one, is
called a generation.
The first generation of a GA proceeds roughly as follows. As a starting population, N individuals
are generated at random. From this population, a couple of parents is selected, recombined with
a probability Pr and mutated with a probability Pm. This operation yields two children, which
are the first individuals that make up the child population. This selection-recombination-mutation
operation is repeated until the child population has N members. In order to preserve the optimal
value, the least fit member of this new population can be replaced by the best individual of the old
one. For each subsequent generation, the child population is used as a parent population, and a
new child population is generated using the method described above.
A property that is specific for GAs is that the parents are selected incrementally as the new popu-
lation is generated. As the selection process is based on the individuals’ fitness, some parents can
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thus be selected multiple times, whereas others, with a low fitness, might not be selected at all.
Our genetic algorithm extends upon the package fga (fast genetic algorithm) by Presta [131], a very
simple yet powerful and extendible code which causes minimal overhead while encompassing the
necessary concepts of a genetic algorithm. The algorithm is represented as a flowchart in Fig. 3.4.
3.2.2 Genetic operators
When searching for a global minimum in a likelihood hypersurface with many dimensions, it is not
only important to use a suitable search algorithm. Choosing the right parameters for this algorithm,
such as the mutation and crossover rate, is just as important. This fine-tuning of the optimisation
strategy is referred to as metaheuristics and is an art in itself.
Selection schemes
Tournament selection. With this selection method, n individuals are chosen at random, and the
two best ones are used to reproduce. Alternatively, only the best individual is chosen and the
process is repeated for each parent. This method has one parameter: n, the number of individuals
in the so-called “tournament group”.
Roulette wheel selection. A relatively straightforward method to promote the selection of highly
fit individuals is to select an individual with a probability that is proportional to its fitness. No
parameters are involved in this scheme.
Mutation
Gaussian convolution. The most widely used mutation operator for a real-valued chromosome
is the Gaussian convolution. This amounts to adding Gaussian noise with a certain scale σ to the
model parameters. One should keep in mind that in order to have an algorithm that can always
find a global optimum, even in a high-dimensional likelihood surface with many local optima,
every point in parameter space should be reachable by mutating any given other point. Otherwise,
it is conceivable that the population collapses within a local optimum, from which it is unable to
escape. The Gaussian convolution ensures that an individual can make a large jump away from
its original value with a finite albeit small probability. However, the probability that this jump is
considerably larger than 3σ is negligible.
Cauchy convolution. One must note that the Gaussian convolution operator imposes a strict limit
on the scale of the random noise that is added to the parameters when searching for a better indi-
vidual, and thus it can take an asymptotically long time to escape from a local optimum. We resolve
this by employing a less restrictive mutation operator: the Cauchy convolution. This convolution
draws the random noise from a Cauchy distribution, with probability density function
f0,σ(x) =
1
piσ
(
x2
σ2
+ 1
) . (3.26)
This distribution is also peaked around 0, and 50% of the mutations will lie in the range [−σ, σ].
Unlike the Gaussian distribution, however, it has an infinite variance 〈x2〉 and is therefore capable
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P1 P2             X              C1 C2 
(a) One-point crossover
P1 P2          C1 C2 
(b) Two-point crossover
P1 P2          C1 C2 
(c) Uniform crossover
Figure 3.5 – Discrete crossover schemes between two parent chromosomes (P1 and P2) which give rise
to two child chromosomes (C1 and C2). The arrows indicate where two genes (or parameter values)
have been swapped.
of producing scale-free noise. In the long run, the scale will thus no longer be determined by that
of the mutation operator, σ, but will be imposed only by the parameters’ bounds. By comparison, a
“6σ” event has a probability of 10−9 in a Gaussian distribution and of 0.05 in a Cauchy distribution.
Adaptive mutation rate. The scale σ of the mutation operator is defined relative to each param-
eter’s range. We employ Ingo Rechenberg’s One-Fifth Rule to adapt the value of σ to the current
situation of the GA [128]:
• if more than 15 of the new population is better than their parents, the local population is
converging into a (most likely local) optimum and σ is increased to improve exploration;
• if this is less than 15 , the population is moving away from good values and σ is decreased to
improve local exploitation.
Ideally, exactly 15 of the population has descendants with a better fitness. Although there is no
formal proof for this ratio, it is found to be optimal in practice. Moreover, this ratio is often used as
a guideline for the acceptance ratio of Monte Carlo simulations [132].
Recombination operators
Crossover operators. The simplest possible recombination schemes that can be applied to discrete
and real-valued linear representations, as well as graphs and more complex structures, are the one-
point, two-point and uniform crossover. The effects of these operators on a linear chromosome are
illustrated in Fig. 3.5. Note that the one-point and two-point crossovers are not suitable for the
problem at hand, as they introduce correlations between adjacent genes. The uniform crossover
operator, which can switch any gene with the given crossover probability, does not exhibit this bias
and will be used in our genetic algorithm.
In the case of linear, real-valued chromosomes, the following recombination operators can be ap-
plied to two parent chromosomes.
Line recombination operator. The child chromosome C is generated on a line connecting the two
parameter vectors P1 and P2 that represent the parents. It is possible to allow for some tolerance
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(a) Line recombination
P1
P2
(b) Intermediate recombination
Figure 3.6 – Recombination schemes for linear, real-valued chromosomes (P1 and P2)
factor e by extending this line beyond these two points. This scheme can be expressed as follows,
β = r(1 + 2e)− e
Ci = P1iβ+ P2i(1 − β), (3.27)
where r is a uniform random variable in [0, 1]. Fig. 3.6(a) illustrates where the possible child
chromosomes can be situated.
Intermediate recombination. This operator generates a child within a hypercube (or outside it,
with a finite tolerance) of which two opposing vertices are determined by the two parameter vec-
tors that represent the parents, as illustrated in Fig. 3.6(b). This differs from the line recombination
scheme of Eqn. (3.27) in that a new value for β is determined for every i.
Stagnation and convergence
Despite the above measures, convergence may grind to a halt if the population has settled in a
seemingly acceptable local optimum. This symptom – the best individual remains stable during
many generations – is easily recognised, but is hard to distinguish from actual convergence in the
global optimum. This stagnation can be reverted by resetting the parameter σ in Eqn. (3.26) to
half the parameters’ range, and thus effectively scattering the population throughout the param-
eter space, while retaining the best individual. If this best individual persists and the rest of the
population reconverges to this value, we can be more confident that this value might be the global
optimum we are looking for. A possible convergence criterium is the persistence of a global opti-
mum through a given number of these resets of σ.
62 CHAPTER 3. STATISTICAL METHODS
3.3 Proof of principle
3.3.1 Toy model
In order to test the statistical methods presented in this chapter, we will apply them to a tractable
but realistic problem. To this end, we will use an event described by the function mN(x) which is
expressed in terms of a sum of N Legendre polynomials with random coefficients al ∈ [−10, 10]:
mN(x) =
N∑
l=0
al Pl(x) x ∈ [−1, 1]. (3.28)
A mock data set with Gaussian noise is generated from this model to act as a set of “experimental
data” in our toy problem. This is done by evaluating the model for a number of random points in
the interval [−1, 1] and adding a normally distributed error to the result. We choose the standard
deviation to be 0.2.
The effectiveness of the GA will be assessed by testing whether it is capable of redetermining the
values al (l = 1, . . . , N) that were used to generate the data set. The next step will be to investigate
whether Bayesian inference can determine which model was used to generate this data.
This toy problem extends easily to real issues encountered in partial wave analyses and can be
generalised to model selection problems in resonance physics in general.
3.3.2 Performance of genetic algorithms
Tuning genetic algorithms lies somewhere between an art and a skill, and there is no such thing
as a set of universally correct parameters for an optimal GA [130]. One could even argue that a
GA can be used to determine a GA’s parameters. In our implementation of a GA, the parameters
are as follows. We have chosen a mutation probability Pm of 0.7 and a recombination probability
Pr of 0.1. Mutations are carried out using the Cauchy convolution, and the selection mechanism
employed is the roulette wheel method. The recombination operator is chosen at random from
the uniform crossover, line recombination and intermediate recombination operators. We delib-
erately did not choose the one- or two-point-crossover mechanisms as there are, in principle, no
correlations or special relations between successive parameters, and we do not wish to introduce
any. Furthermore, experience in the field suggests that the uniform crossover mechanism generally
outperforms the n-point crossovers if the population is large enough [130].
The population size for an N-dimensional problem is chosen to be 10 × N. This linear relation
between the dimensionality and population size is found to be sufficient in practice [133].
The GA’s fitness function can in principle be any positive definite function that increases monoton-
ically with the likelihood of the individual. A possible way to define this function for parameter
vector a is:
f (a) =
1
1 + χ2(a)
, (3.29)
where in our test case, a is the vector of trial coefficients of the Legendre polynomials.
We investigate the performance of a GA for models with a complexity ranging from N = 1 to
N = 20. The data sets generated by these models are chosen to consist of 4000 data points, a size
comparable to that of the world’s K+Λ photoproduction data set. For each data set, we attempt
to determine the parameters of the underlying model. Due to the random character of the GA,
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Figure 3.7 – (a) The average (Euclidean) distance to the original parameter set used to generate the
data. (b) The average number of generations to convergence. As we choose to scale the population size
linearly with the number of parameters, the plateau in the convergence time actually corresponds to a
linear scaling of the total number of calculations with the number of free parameters.
convergence times can differ greatly between different GA runs. To account for this, we have
repeated the GA 40 times for each dimensionality, using a different, random set of parameters for
each run.
The results of our calculations are presented in Fig. 3.7. We have found that in parameter spaces
with as high as 20 dimensions, convergence does occur and the original parameters are accurately
reproduced by the GA. To verify this, we have calculated the Euclidean distance
√∑
(∆al)2 of
the parameter vector aGA found by the GA to the original parameters a. The results of these
calculations, which are plotted in Fig. 3.7(a), indicate that the error per parameter is of the order of
0.5% for this problem. Note that all parameters are generated at random in the interval [−10, 10].
Furthermore, the number of generations to convergence appears to stabilise for an increasing num-
ber of free parameters, as shown in Fig. 3.7(b). Note that the total number of fitness evaluations
therefore scales linearly with the number of parameters. For each generation the total population is
re-evaluated, and we have chosen to scale the population size linearly with the number of free pa-
rameters. For e.g. 16 parameters, the average number of fitness evaluations is (1.01± 0.28)× 106,
whereas a truly random search through a 16-dimensional space would – even when a very low
accuracy of 10% is required – take O(1016) calculations.
3.3.3 Effectiveness of Bayesian inference
Can we determine the model which best describes a given data set from a number of feasible model
variants? This is one of the key questions that we can now rigorously address using the Bayesian
evidence. To illustrate the potential of this method, we apply it to the toy model of Eqn. (3.28).
As before, we generate a mock data set using our toy model. In a next step, we try to determine the
underlying model by calculating the Bayesian evidences for different trial models using the log-
VEGAS method. This procedure is tested for data sets generated by models of different complexity:
from the simplest model, consisting only of the first Legendre polynomial up to a sum of N = 20
Legendre polynomials.
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Figure 3.8 – Results for − lnZ (lower is better), calculated using only the log-VEGAS algorithm, for
different model dimensions. Each box corresponds with a model with dimension d, indicated with the
grey band. The mock data set has 100 points.
Our first test was performed with a mock data set of 100 points. The logarithms of the evidence
values − lnZ are plotted as a function of the number of parameters in Fig. 3.8. We find that for low
dimensionalities d . 7, comparing the values for lnZ allows the determination of the number of
parameters of the model used to generate the mock data. However, for a number of free parameters
higher than 8, this method often proves to be insufficient.
For these higher-dimensional problems, the log-VEGAS integration might be more likely to miss
the maximum of the likelihood. This would result in a gross underestimation of the real evidence
integral, as we expect this peak to represent the bulk of the evidence.
Targeted integration
Like any stochastic integration method, the log-VEGAS algorithm might miss a highly localised
maximum which contains the bulk of the integral. This problem can be remedied as follows. In the
previous section, we have demonstrated the effectiveness of GAs for high-dimensional problems.
We can therefore use this method to locate the maximum in the likelihood surface. After this
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Figure 3.9 – The − lnZ values calculated with the log-VEGAS algorithm (red squares) and using a com-
bined GA+MINUIT+log-VEGAS integration (blue diamonds), for different model dimensions. Each box
corresponds with a model with dimension d, indicated with the grey band. The mock data set has 100
points.
maximum has been determined, the standard deviation around this value can be calculated using
the MINOS routine of MINUIT, the optimisation module of the ROOT library [134].
This method combines a rough search in the full parameter space using a GA and a subsequent fine
search in a selected part of the parameter space using the more targeted, gradient-based methods
of MINUIT. This combined strategy has been applied successfully for the precise determination of
resonance parameters by Ireland et al. [94].
With this strategy, the integration space can be reduced to the volume around the peak, with a
range of e.g. three standard deviations around the maximum value in each dimension.
The first question that springs to mind is whether we do not risk underestimating the evidence by
limiting the integration domain to the peak volume. We have addressed this concern by performing
log-VEGAS integrations for our toy model from 1 to 20 dimensions. The results of the log-VEGAS
integrations over the entire parameter space are compared to those limited to the peak volume in
Fig. 3.9. Results for a calculation that uses a larger data set, consisting of 500 points, are presented
in Fig. 3.10.
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Figure 3.10 – The − lnZ values calculated with the log-VEGAS algorithm (red squares) and using a
combined GA+MINUIT+log-VEGAS integration (blue diamonds), for different model dimensions. Each
box corresponds with a model with dimension d, indicated with the grey band. The mock data set has
500 points.
Two striking conclusions can be drawn from this plot. A first observation is that in the low-
dimensional problems, where the log-VEGAS result can be considered accurate, there is no con-
siderable difference between the two integrals. This means that the likelihood in the parameter
space outside the peak region is negligible as compared to the maximum likelihood.
Secondly, the results for high-dimensional models indicate that our suspicion was correct: for these
problems, the bulk of the evidence is somehow overlooked by the global log-VEGAS integration.
The global integrals for high-dimensional problems are orders of magnitudes smaller than those
that covered only the region around the peak. This indicates that the search space for the integral
is simply too large in these high-dimensional problems, and a more specialized search strategy is
indeed required.
These observations indicate that we can use the result of the limited integration as a reliable esti-
mate for the real evidence of that model.
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Figure 3.11 – Trial models from 1 to 6 dimensions, plotted against the 500 data points generated by the 6-
dimensional model. Only the variant with the same number of parameters as the original model or more
provides a satisfactory description of the data. The higher-dimensional models are indistinguishable
from the original model.
Model selection for high-dimensional models
Fig. 3.10 illustrates that the Bayesian evidence can help us find the correct model in high-dimen-
sional problems. Indeed, the minimal value of − lnZ corresponds to the correct model for most
cases.
When evaluating a few of these models at their optimal parameter values, as presented in Fig. 3.11,
we see more or less what we had expected: the model description appears to improve as the num-
ber of dimensions increases, but only for a model with the original number of dimensions is the
description satisfactory. This is even the case for higher-dimensional models: for example, the trial
models for a 15-dimensional model are plotted in Fig. 3.12. Beyond this original dimensionality,
there is no significant change in the model descriptions. A second example is displayed in Fig.
3.13.
Nevertheless, there are a couple of exceptions, from which we can gain some insight into the pos-
sible limitations of the method. First of all, one can notice a trend in the evidence as a function
of the number of dimensions of the trial models. Let us for instance consider the box for d = 13.
The evidence for models with an insufficient number of dimensions, apart from being extremely
small, seems to increase monotonically until the correct number of dimensions is reached. At this
point, the evidence reaches its maximum value, beyond which it shows a more irregular, often
non-monotonous dependence on the number of dimensions. This strong cusp might be used as a
guideline for problems where the maximum value of lnZ is not entirely clear and some ambiguity
remains.
The plot for d = 17, for example, suggests at first sight that the optimal model has 20 dimensions,
as this is the number of dimensions with the highest evidence. The cusp, on the other hand, is quite
clearly situated at d = 17. If the cusp and the maximal evidence do not coincide, the cusp or local
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Figure 3.12 – Trial models from 13 to 16 dimensions, plotted against the 500 data points generated by
the 15-dimensional model. The models with dimensions lower than 15 show significant deviations from
the data. From 15 dimensions onward, there is no significant difference between the model predictions.
Figure 3.13 – Trial models from 3,6,10 and 14 dimensions, plotted against the 500 data points generated
by the 10-dimensional model. The 10- and 14-dimensional model follow the data equally well; the
lower-dimensional models fail to describe the data.
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Figure 3.14 – Trial models from 6 to 9 dimensions, plotted against the 500 data points generated by the
9-dimensional model. The data turn out to be described quite well by the 8-dimensional model.
optimum might be a better indicator for the optimal model.
The plot for d = 9 illustrates that the model with d = 8 has a much higher evidence than the model
with d = 7. The reason for this increase in evidence is apparent from the values of the random
coefficients:
ad=9 =(7.77,−2.28,−0.46, 7.88,−7.70,−5.85,−1.38, 9.85,−0.89). (3.30)
Because the ninth parameter -0.89 is relatively small, omitting its contribution does not decrease
the evidence as much as removing e.g. the eighth parameter, 9.85. Fig. 3.14 compares these models
to the the data generated by the 9-dimensional model.
The reader should note that this was only an exploratory analysis of the behaviour of the Bayesian
evidence, and care should be taken when generalising these results to other problems.
Relation between the evidence and the data set size
We will now return to the conjecture that we have briefly touched upon at the end of Section 3.1.3.
There, we have raised the question whether the likelihood for a large data set is concentrated in a
smaller region in parameter space than for small data sets. Along the same line of reasoning, we
have speculated that a well-parametrised model is not likely to have a multimodal likelihood with
respect to a sufficiently large data set.
The motivation behind this notion is that each data point adds a constraint to the model and there-
fore shrinks the region in parameter space in which the likelihood is large. Furthermore, any sym-
metries present in the likelihood of a model with few constraints are less likely to survive when
more data is added.
The toy model may shed some light onto this hypothesis. If indeed the likelihood surface is more
apt to have multiple modes for smaller data sets, this can be tested as follows. Let us consider only
70 CHAPTER 3. STATISTICAL METHODS
Table 3.2 – Comparison between the global and local evidence integrals lnZ for a data set of 50 points
and an original model with d = 1, for trial models with 1 to 6 dimensions.
Global lnZ Local lnZ Ratio ZL/ZG
1 -9.8381 -9.8381 1.0000
2 -13.5522 -13.5521 1.0001
3 -17.5011 -17.5015 0.9996
4 -21.1618 -21.1598 1.0020
5 -24.7158 -24.7200 0.9958
6 -28.1719 -28.1572 1.0148
Table 3.3 – Comparison between the global and local evidence integrals lnZ for a data set of 1000 points
and an original model with d = 1, for trial models with 1 to 6 dimensions.
Global lnZ Local lnZ Ratio ZL/ZG
1 -13.0536 -13.0536 1.0000
2 -17.6893 -17.6890 1.0003
3 -22.2515 -22.2520 0.9995
4 -26.8069 -26.8059 1.0010
5 -31.3785 -31.3017 1.0798
6 -35.7389 -35.7370 1.0019
the low-dimensional models (d < 7), for which we can assume the global VEGAS integration to be
accurate. For these models, the global VEGAS integration should result in a larger evidence than
the localised integration. If our hypothesis is true, this difference will diminish as the size of the
data set increases.
The results for a 1-dimensional original model are listed in Table 3.2 for a set of 50 data points and
in Table 3.3 for a set of 1000. These results suggest that the difference between the two integrals
is negligible for both large and small data sets. Similar results were found for a range of different
original model dimensions and data set sizes.
This means that for the cases that we have tested, the likelihood surface of our model does not
exhibit multiple modes. This is likely due to the fact that the data we have generated is distributed
uniformly in the domain of the model, and therefore contains enough information to determine
the underlying model unambiguously.
A data set with this property would translate as a so-called “complete experiment” in the real
world, as introduced in Chapter 2. This requires the knowledge of the right combination of ob-
servables to allow for an unambiguous determination of the complex amplitudes that constitute
the physical model (up to a phase factor). As shown by Ireland [135], errors inherent to experi-
mental data can hamper this effort significantly, even if the theoretical requirements for a complete
experiment are fulfilled. Furthermore, he demonstrated that this effect is strongly dependent on
the specific choice of observables.
4
Background model selection
As discussed in Section 2.5, the main idea behind the Regge-plus-resonance model is to constrain
the reggeised background to high-energy data, and combine it with s-channel diagrams in the
resonance region (W . 2.5 GeV). This chapter gives a detailed account of the first step of the RPR
approach. Using Bayesian inference, we present how the optimal background model for RPR-2011
is determined.
The unknowns of the Regge model are laid out in Section 4.1. An analysis of the different Regge
model variants using high-energy data (W > 3 GeV) is presented in Section 4.2. These results are
compared to an analysis based on new high-energy data from the CLAS collaboration [59, 117] in
Section 4.3. Finally, a conclusion is formulated in Section 4.4.
4.1 Parameters of the Regge model
Guidal, Laget and Vanderhaeghen [58] found that K+Λ and K+Σ0 photoproduction can be de-
scribed by a Regge model that includes the exchange of the pseudoscalar K+(494) and vector
K∗+(892) trajectories. As discussed in Section 2.5.2, the Regge amplitude for the exchange of these
two particles can be obtained by “reggeising” the Feynman amplitude [47, 58]. This is achieved by
replacing the Feynman propagators in the t-channel amplitude by the respective Regge propaga-
tors, given by Eqns. (2.76) and (2.77).
The K+ and K∗+ trajectories are treated as strongly degenerate, which means that the positive- and
negative-parity trajectories coincide, and the residues βζi (t) of Eqn. (2.72) are the same for both sig-
natures. As explained in Section 2.5.2, this assumption is motivated by the absence of structure in
the t dependence of the high-energy differential cross section for K+Λ and K+Σ0 photoproduction.
Non-degenerate trajectories would give rise to dips in the angular dependence of the differential
cross section, due to the wrong-signature zeroes.
The strong degeneracy combines the so-called signature factor (1 + ζe−ipiα
ζ (t)) of the positive- and
negative-signature Regge propagators of Eqn. (2.75) to a phase factor of either 1 (constant phase)
or e−ipiα(t) (rotating phase). This phase depends on the relative sign of the ζ = + and ζ = −
contributions to the Regge amplitude.
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In the case of pion photoproduction, the relative phases of the different trajectories can be deduced
using G-parity arguments [58]. For the kaon photoproduction channels, however, it cannot be
determined on theoretical grounds. The possibility of the K+ and K∗+ trajectories having a constant
phase is excluded, as this combination gives rise to a recoil asymmetry P = 0, which disagrees with
the data. In the forthcoming, the remaining three possibilities, namely rotating K+ /rotating K∗+,
rotating K+/constant K∗+, and constant K+/rotating K∗+, will be abbreviated as rot./rot., rot./cst.
and cst./rot.
Apart from the three variants that follow from the undetermined phases, the background model
has three continuous parameters. These are the strong coupling constant gK+Yp of the K+ trajec-
tory and the tensor and vector couplings gv,tK∗+ Yp of the K
∗+ trajectory. The background reaction
amplitudes occur with a coupling strength which is the product of the strong and electromagnetic
couplings,
egK+Yp, e G
v,t
K∗+ = e g
v,t
K∗+ Yp κK+K∗+ . (4.1)
Here, κK+K∗+ is the transition magnetic moment for K∗+ → γK+ decay.
4.2 Analysis of the region W > 3 GeV
In this section, we will use the W > 3 GeV data to constrain the RPR background. In this energy
region, there is a set of 72 data points for the K+Λ channel, comprising 56 differential cross-section
data points ( dσdt ) [68], 9 photon beam asymmetries (Σ) [69] and 7 recoil asymmetries (P) [74]. The
data set for K+Σ0 photoproduction at high energies is even smaller, with only 48 differential cross-
section data points [68] and 9 measurements of Σ [69]. This data was obtained in the late sixties
and seventies.
As discussed in Section 3.1.1, the likelihood distribution of the model parameters with regard to
the data is the chi-square distribution of Eqn. (3.15).
4.2.1 Regge-2007
Corthals [47] showed that the optimisation of the free parameters in the Regge model against the
high-energy data gives rise to several model variants with comparable χ2 values. The difference
between the reduced minimal χ2 values is less than 0.5. The optimal model variants of Regge-2007
are listed in Table 4.1 for p(γ, K+)Λ and in Table 4.2 for p(γ, K+)Σ0. For both reactions, neither
the trajectory phases nor the signs of GvK∗+ and G
t
K∗+ are established conclusively using the χ
2
method [47].
These findings suggest that the likelihood distribution against the high-energy data is multimodal.
It seems to exhibit some degree of symmetry around the (GvK∗+ , G
t
K∗+) origin. Tables 4.1 and 4.2 con-
firm that optimal values for GvK∗+ and G
t
K∗+ have a comparable absolute value across the different
model variants, but differ in sign.
The sign and phase ambiguities may not seem overly important for the Regge model itself. In the
context of the RPR model, however, an exact determination of the background parameters is of
major importance, because it strongly affects the extraction of the resonance information.
In Ref. [48], it was shown that a comparison of the RPR model variants for p(γ, K+)Λ with pho-
toproduction data from the resonance region suggested that model 2 of Table 4.1 was the optimal
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Table 4.1 – The Regge-2007 [48] background model variants for p(γ, K+)Λ. The background is opti-
mised to the W > 3 GeV data from Refs. [68, 69, 74]. The optimal reduced χ2 value is shown in the last
column.
model K+/ K∗+(892) phase
gK+Λp√
4pi
GvK∗+(892) G
t
K∗+(892) χ
2
1 rot. rot. -3.23 11.6 45.2 3.17
2 rot. rot. -3.20 11.9 -35.8 2.73
3 rot. cst. -3.00 -7.8 48.7 4.37
4 rot. cst. -3.31 -14.5 -29.2 3.37
Table 4.2 – The Regge-2007 [48] background model variants for p(γ, K+)Σ0. The background is opti-
mised to the W > 3 GeV data from Refs. [68, 69]. The optimal reduced χ2 value is shown in the last
column.
model K+/ K∗+(892) phase
gK+Σ0 p√
4pi
GvK∗+(892) G
t
K∗+(892) χ
2
1 rot. rot. 1.3 13.5 31.8 1.25
2 rot. rot. 1.3 13.5 -35.9 1.28
3 rot. cst. 1.3 -14.5 28.3 1.31
4 rot. cst. 1.3 -13.4 -36.1 1.27
model variant. The preference for model 2 was consolidated by comparing the model predictions
to electroproduction data [49].
For the K+Σ0 channel, resonance-region photoproduction data do not suffice for a disambiguation
between models 3 and 4 of Table 4.2. Unlike model 4, model 3 which features a positive tensor
coupling could stand the test of comparison with electroproduction data.
We will demonstrate that the Bayesian evidence Z , introduced in Section 3.1, is not only more
rigorous as a quantifier for model fitness than a χ2 value, but also more economical with respect to
experimental data, in the sense that less data is required to draw a conclusion. We will show that
the evidence Z can be used to distinguish among the twelve different models that result from the
possible sign and phase combinations, using only the W > 3 data set.
4.2.2 Prior information
The prior distribution pi(α) reflects our prior knowledge of the undetermined parameters. We opt
to use a uniform prior distribution, pi = U(αmin, αmax).
The choice of a uniform prior can be questioned. We stress that under conditions of highly concen-
trated likelihood, compared to which the prior distribution varies mildly, the likelihood dominates
the shape of the posterior distribution [7]. Accordingly, the evidence calculations will not be largely
affected by the choice with regard to the prior distribution. This means that a uniform distribution
will lead to results that are similar to those obtained with a Gaussian or any other well-behaved
distribution.
Prior information exists for the coupling constants of the K+Yp vertices. Indeed, these relations
follow from SU(3) flavour symmetry [34]
gK+Λp = −
1√
3
(3 − 2α) gpiNN (4.2)
gK+Σ0 p = (2α− 1) gpiNN (4.3)
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where α = F/(F + D) quantifies the ratio of F-type to D-type coupling and gpiNN is the pion-
nucleon coupling constant. F-type and D-type coupling stand for symmetric (
{
B¯, B
}
M) and anti-
symmetric ([B¯, B]M) coupling of the baryon fields with meson field. It is commonly assumed that
SU(3) symmetry is broken at the 20% level [136]. Inserting the experimentally determined values
α = 0.644 and g2piNN/
√
4pi = 14.3 in Eqns. (4.2)–(4.3) yields the following prior ranges for the
coupling constants of the K+Yp vertices [34, 136]
−4.5 ≤ gK+Λp√
4pi
≤ −3.0 (4.4)
0.9 ≤ gK+Σ0 p√
4pi
≤ 1.3. (4.5)
There are no reliable theoretical constraints for the K∗+Y0 p vertices [101]. We therefore choose a
uniform distribution between zero and a value much larger than the natural value of one. Initially,
we choose an upper limit of 100.
The model variants of Regge-2007 do not only originate from the possible phase combinations,
but are also due to the signs of the tensor and vector couplings of the K∗+(892). We reflect this
uncertainty with regard to the signs by considering the four quadrants of the
(
Gv, Gt
)
-plane as four
different model variants. The boundaries of the priors for the K∗+(892) couplings are therefore 0
and ±100, depending on which quadrant is evaluated.
We will show that the bulk of the likelihood is indeed concentrated at parameter values below 100
by means of a sensitivity analysis. This analysis is conducted by performing evidence calculations
for prior widths equal to 100 and much greater than 100, and verifying whether these calculations
yield consistent results.
4.2.3 Results
The results of the evidence calculations for the twelve Regge model variants for p(γ, K+)Λ and
p(γ, K+)Σ0 are displayed in Table 4.3 and 4.4. These tables list the computed values of ∆ lnZ =
lnZ − lnZmax, using a prior width of 100, 1000 and 10000. Zmax represents the highest evidence
value for each prior width. We list only the relative evidence values with respect to Zmax: the
absolute values depend strongly on factors such as the number of data points and are meaningless
in the context of model comparison.
Changing the prior width from 100 to 1000 results in a difference of less than 5% in the computed
values. For a prior width of 10000, the error increases significantly due to a reduced sampling effi-
ciency. More importantly, however, the ranking of the models is not significantly affected. Clearly,
the effect of the prior width on the relative probabilities of the models is negligible, provided that
it is large enough to contain the area where most of the likelihood is concentrated.
Furthermore, the comparison with Jeffreys’ scale (Table 3.1) indicates that the p(γ, K+)Λ data ex-
hibit decisive evidence for the model variant with a positive vector and a negative tensor coupling
constant, and a rotating phase for both trajectories. Indeed, the difference in lnZ with the second-
best model is around 10, amply exceeding the value of 5 required for a decisive statement. This
result resolves the sign and phase ambiguity for K+Λ photoproduction, which previously could
not be achieved using high-energy data alone [47]. Moreover, the result from this Bayesian anal-
ysis is consistent with the previous analysis of this particular model, but it did not require an
additional analysis with data from the resonance region (W < 2.5 GeV). In other words, with the
help of Bayesian inference, less experimental data is required to reach the same conclusion as the
χ2-analysis which used a much larger set of K+Λ photoproduction data.
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Table 4.3 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the twelve model variants
resulting from phase and Gv,tK∗+ sign combinations in the two-trajectory Regge model for γp → K+Λ.
The results are listed in order of decreasing probability for the lowest prior width, pi = U(0,±100).
GvK∗ G
t
K∗ K
+ / K∗+ phase pi = U(0,±100) pi = U(0,±1000) pi = U(0,±10000)
+ − rot. rot. 0 0 0
+ + rot. rot. −10.64 ± 0.50 −10.3 ± 1.2 −11.3 ± 5.3
− − rot. cst. −14.41 ± 0.53 −14.4 ± 1.3 −16.1 ± 7.2
− + rot. cst. −44.56 ± 0.48 −44.8 ± 1.6 −51 ± 26
+ + rot. cst. −105.88 ± 0.50 −105.9 ± 1.4 −112 ± 12
− − cst. rot. −132.92 ± 0.57 −132.8 ± 1.2 −133.2 ± 5.9
+ − cst. rot. −156.21 ± 0.53 −156.2 ± 1.2 −156.6 ± 5.4
− + cst. rot. −170.76 ± 0.61 −170.9 ± 2.7 −172.2 ± 7.0
+ + cst. rot. −218.31 ± 0.66 −218.7 ± 2.7 −220.1 ± 9.1
− + rot. rot. −246.02 ± 0.60 −246.9 ± 2.1 −255 ± 13
− − rot. rot. −260.65 ± 0.63 −261 ± 2.1 −267.4 ± 8.5
+ − rot. cst. −424.19 ± 0.56 −425 ± 2.4 −426.8 ± 6.7
Table 4.4 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the twelve model variants
resulting from phase and Gv,tK∗+ sign combinations in the two-trajectory Regge model for γp → K+Σ0.
The results are listed in order of decreasing probability for the lowest prior width, pi = U(0,±100).
GvK∗ G
t
K∗ K
+ / K∗+ phase pi = U(0,±100) pi = U(0,±1000) pi = U(0,±10000)
− − rot. cst. 0 0 0
+ − rot. cst. −0.61 ± 0.42 −0.65 ± 0.59 −0.57 ± 0.84
+ + cst. rot. −0.90 ± 0.44 −0.98 ± 0.56 −0.96 ± 0.93
+ + rot. rot. −0.93 ± 0.43 −0.91 ± 0.64 −0.76 ± 0.94
− + rot. rot. −1.02 ± 0.44 −1.27 ± 0.66 −0.89 ± 0.88
− − rot. rot. −1.12 ± 0.44 −1.11 ± 0.59 −1.08 ± 0.99
+ − rot. rot. −1.15 ± 0.43 −1.14 ± 0.61 −1.50 ± 0.99
− + cst. rot. −1.35 ± 0.41 −1.42 ± 0.60 −1.32 ± 0.90
− + rot. cst. −1.53 ± 0.46 −1.63 ± 0.59 −1.58 ± 0.97
+ − cst. rot. −1.60 ± 0.41 −1.75 ± 0.62 −1.51 ± 0.95
− − cst. rot. −2.20 ± 0.44 −2.20 ± 0.61 −2.2 ± 1.1
+ + rot. cst. −2.31 ± 0.42 −2.58 ± 0.60 −2.7 ± 1.1
Apart from the relative probability of the different models, the NS technique also provides us with
an expectation value of the different parameters. In our best p(γ, K+)Λ background model, these
values are
gK+Λp√
4pi
= −3.20± 0.08,
GvK∗+ = 11.9± 0.4,
GtK∗+ = −35.9± 0.9. (4.6)
Fig. 4.1 shows the log-likelihood of the parameter GvK∗+ , integrated over the remaining two parame-
ters, using a uniform prior between -100 and 100. The likelihood is determined by the high-energy
K+Λ photoproduction data only. The greater width and height of the peak of the rot./rot. (RR)
model variant reflect a greater evidence than the alternative rot./cst. (RC) model.
The results for K+Σ0 production, listed in Table 4.4, are not as clear-cut as those for p(γ, K+)Λ.
The difference in lnZ of the model variants is next to negligible. This was to be expected, as a
smaller data set provides fewer restraints on the models’ parameters. The expected values for the
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Figure 4.1 – The log-likelihood of |GvK∗+ | for the two best models of Table 4.3. The model with the
highest evidence is a rot./rot. (RR) model with a positive expected value for GvK∗+ . The second-best
model, rot./cst. (RC), has a negative expected value for GvK∗+ .
parameters of the first model in Table 4.4 are
gK+Σ0 p√
4pi
= 1.2± 0.2,
GvK∗+ = −12.3± 0.7,
GtK∗+ = −36± 5. (4.7)
The log-likelihood of the parameter GvK∗+ for K
+Σ0 production is shown in Fig. 4.2. Note that
despite boasting the highest maximum likelihood value, the rot./rot model has a lower evidence
than the rot./cst. model.
4.2.4 SU(3) symmetry breaking
In the above calculations, we have restricted the SU(3) breaking to 20%. To ascertain that this prior
does not have a significant influence on our results, we have repeated the calculations, this time
allowing gK+Yp to deviate up to 40% from SU(3) predictions. The results of these calculations are
presented in Table 4.5 for p(γ, K+)Λ and in Table 4.6 for p(γ, K+)Σ0.
From these results, it is clear that the effect of these limits did not influence our results in a signif-
icant way. For example, the values of ∆ lnZ for the second and third K+Λ production models are
−10.61± 0.52 and −14.41± 0.62 respectively, agreeing with the values found for 20% SU(3) sym-
metry breaking. Furthermore, the expectation values for the coupling constants are well within the
errors of those listed in Eqn. (4.6).
The ranking of the p(γ, K+)Λmodels is identical for the two adopted priors for gK+Λp. For p(γ, K+)Σ0,
however, the ranking is affected by modifying the prior for gK+Σ0 p. This was to be expected, since
the evidence ratios did not allow to distinguish between the different model variants to begin with.
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Figure 4.2 – The log-likelihood of |GtK∗+ | for the four best model variants of Table 4.4. In contrast with
Fig. 4.1, the model with the highest evidence value does not have the highest peak. Although the
rot./cst. (RC) models surpass the cst./rot. (CR) and rot./rot. (RR) variants, the difference between the
evidences is still too small to make a decisive statement.
Table 4.5 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the twelve model variants
resulting from phase and Gv,tK∗+ sign combinations in the two-trajectory Regge model for γp → K+Λ. A
deviation of up to 40% from the SU(3) prediction for gK+Λp is allowed. The results are listed in order of
decreasing probability for the lowest prior width, pi = U(0,±100).
GvK∗ G
t
K∗ K
+ / K∗+ phase pi = U(0,±100) pi = U(0,±1000) pi = U(0,±10000)
+ − rot. rot. 0 0 0
+ + rot. rot. −10.61 ± 0.52 −10.5 ± 1.3 −10 ± 17
− − rot. cst. −14.41 ± 0.62 −14.4 ± 1.4 −13 ± 17
− + rot. cst. −43.48 ± 0.51 −43.6 ± 1.4 −42 ± 16
+ + rot. cst. −105.90 ± 0.55 −106.3 ± 2.1 −113 ± 27
− − cst. rot. −132.87 ± 0.47 −132.9 ± 1.2 −133 ± 18
+ − cst. rot. −156.26 ± 0.45 −156.3 ± 1.5 −154 ± 16
− + cst. rot. −170.69 ± 0.51 −170.7 ± 1.9 −173 ± 21
+ + cst. rot. −218.13 ± 0.50 −218.3 ± 1.8 −217 ± 17
− + rot. rot. −246.04 ± 0.55 −246.7 ± 2.1 −254 ± 22
− − rot. rot. −260.66 ± 0.51 −261.1 ± 2.2 −268 ± 21
+ − rot. cst. −424.09 ± 0.52 −424.1 ± 1.7 −425 ± 18
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Table 4.6 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the twelve model variants
resulting from phase and Gv,tK∗+ sign combinations in the two-trajectory Regge model for γp→ K+Σ0. A
deviation of up to 40% from the SU(3) prediction for gK+Σ0 p is allowed. The results are listed in order of
decreasing probability for the lowest prior width, pi = U(0,±100).
GvK∗ G
t
K∗ K
+ / K∗+ phase pi = U(0,±100) pi = U(0,±1000) pi = U(0,±10000)
− − rot. cst. 0 0 0
+ − rot. cst. −0.33 ± 0.47 −0.38 ± 0.76 −0.5 ± 1.1
+ + rot. rot. −0.39 ± 0.48 −0.62 ± 0.72 −0.8 ± 1.1
− + rot. rot. −0.54 ± 0.44 −0.54 ± 0.81 −0.9 ± 1.2
− − rot. rot. −0.60 ± 0.50 −0.48 ± 0.76 −1.1 ± 1.2
+ + cst. rot. −0.62 ± 0.44 −0.66 ± 0.71 −0.6 ± 1.3
+ − rot. rot. −0.65 ± 0.46 −0.72 ± 0.76 −0.7 ± 1.1
− + rot. cst. −0.97 ± 0.46 −1.06 ± 0.77 −1.8 ± 1.3
− + cst. rot. −0.98 ± 0.44 −0.99 ± 0.85 −1.5 ± 1.2
+ − cst. rot. −1.15 ± 0.51 −1.15 ± 0.74 −1.6 ± 1.4
− − cst. rot. −1.71 ± 0.47 −1.75 ± 0.85 −1.8 ± 1.2
+ + rot. cst. −1.88 ± 0.48 −1.79 ± 0.80 −2.5 ± 1.3
With the adapted prior, the expectation value for gK+Λp reads
gK+Λp√
4pi
= −3.20± 0.05. (4.8)
We conclude that the high-energy p(γ, K+)Λ data support a coupling constant gK+Λp compatible
with a level of SU(3) symmetry breaking of at most 20%. The expectation value for gK+Λp deviates
15% from the SU(3) prediction.
By comparison, the expected value for gK+Σ0 p for the first model of Table 4.6 is
gK+Σ0 p√
4pi
= 1.4± 0.2, (4.9)
which is somewhat larger than result of Eqn. (4.7), but within the error.
4.3 Analysis of the region 2.6 GeV < W < 3 GeV
Recently, the CLAS collaboration published K+Λ [59] and K+Σ0 [60] photoproduction data, fea-
turing high-statistics differential cross-section and recoil polarisation measurements over a wide
kinematic range. The data covers nearly the full angular range of cos θ∗K and has centre-of-mass
energies W from 1.620 GeV (1.690 GeV for K+Σ0) up to 2.840 GeV.
The broad energy range of this data set makes it a great testing ground for both isobar, Regge and
hybrid models such as RPR. Indeed, it includes measurements taken at energies up to W = 2.840
GeV, which is well above the resonance region.
In Ref. [137] Sibirtsev demonstrated that the p(γ,pi+)n and n(γ,pi−)p reactions display Regge-like
behaviour for invariant mass energies as low as 2.6 GeV < W < 3 GeV. Furthermore, Schumacher
and Sargsian [138] pointed out that the forward-angle differential cross section for p(γ, K+)Λ ex-
hibits a scaling behaviour ∝ s−2 even down to an invariant mass of 2.3 GeV. This kind of behaviour
in the small-|t| limit is indicative of “Regge-scaling”.
Extrapolating the best Regge models from Section 4.2 to lower energies, however, does not yield
a good description of the CLAS data. This is attested by Figs. 4.3 and 4.4, which show the high-
energy K+Λ and K+Σ0 photoproduction data, as well as the Regge models optimised to the W > 3
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Figure 4.3 – The p(γ, K+)Λ differential cross sections as a function of W for various cos θ∗K. The dashed
lines represent the best model (+-RR) from Table 4.3, which follows from a Bayesian analysis of the
W > 3 GeV data. The full lines correspond to the best model (RR) from Table 4.7, optimised against the
2.6 GeV < W < 3 GeV CLAS data. The lines and the data are colour coded according to cos θ∗K: from
0.4 (blue) to 1.0 (red). The orange lines correspond to cos θ∗K = 0.95, the other lines have a value that
corresponds to the CLAS cos θ∗K bins, i.e. 0.865, 0.8, 0.7, 0.6, 0.5 and 0.4. Data are from Refs. [59] and [68].
GeV data (indicated by the dashed lines). The extrapolated Regge models overshoot the CLAS
data by at least a factor of 2.
From Figs. 4.3 and 4.4, one clearly observes a discontinuity in the W dependence between the
data from SLAC and CLAS. Indeed, the CLAS data show that the differential cross section declines
with increasing energy in the region 2.6 GeV < W < 3. The SLAC data indicate a sudden rise for
W & 3 GeV. This kind of behaviour cannot be described by a Regge model without some significant
modifications. Substantial structure due to s-channel resonances is also very unlikely at these high
energies.
This could imply that unlike the N(γ,pi)N′ reactions, high-energy K+Y production cannot be de-
scribed successfully by a Regge model down to energies of W ≈ 2.6 GeV. Alternatively, this ap-
parent inconsistency between the two data sets could lead one to question the validity of the high-
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Figure 4.4 – The p(γ, K+)Σ0 differential cross sections as a function of W for various cos θ∗K. The dashed
lines represent the best model (–RC) from Table 4.4, which follows from a Bayesian analysis of the W > 3
GeV data. The full lines correspond to the best model (RR) from Table 4.8, optimised against the 2.6 GeV
< W < 3 GeV CLAS data. The lines and the data are colour coded according to cos θ∗K: from 0.4 (blue)
to 1.0 (red). The orange lines correspond to cos θ∗K = 0.95; the other lines have a value that corresponds
to the CLAS cos θ∗K bins, i.e. 0.865, 0.8, 0.7, 0.6, 0.5 and 0.4. Data are from Refs. [60] and [68].
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energy data at W > 3 GeV, which was collected over forty years ago. Dey et al. [117] showed
that a small set of p(γ, K+)Λ data from CEA [139] displays not merely discontinuities, but actual
discrepancies with respect to the new data from CLAS, taken at the same kinematics. They find
similar discrepancies between new CLAS data and old high-energy data from SLAC, DESY and
CEA for other pseudoscalar meson production reactions. They conclude that there is a persistent
normalisation issue in the old high-energy differential cross-section data for a number of reactions,
including p(γ, K+)Λ and p(γ, K+)Σ0.
Note that an effort to consolidate the data from CLAS and SLAC with an adapted Regge model was
undertaken by Yu et al. [140]. They include the trajectory of the tensor meson K∗+2 (1430) to account
for the observed W dependence of the differential cross section. However, this trajectory is in fact
already included in the strongly degenerate K∗+(892) trajectory, as the K∗+2 (1430) is the second
materialisation of this degenerate trajectory. Moreover, the analysis used data from Ref. [64], but
the latest CLAS data [59] was not included.
Despite this alternative explanation, we follow the conclusion of Dey et al. [117] and opt to use the
data from CLAS, which is consistent with previous differential cross-section measurements [64,65]
in the resonance region. We will repeat the analysis as described in the previous section, this time
using the 2.6 GeV < W < 3 GeV data from CLAS to compute the likelihood function. The data is
limited to the region 2.6 GeV < W < 3 GeV. Below this region, resonance contributions become
more important, and a Regge model alone does not suffice to describe the dynamics [137]. Because
the validity of Regge theory is limited to small |t|, we only use forward-angle data, for which
cos θ∗K > 0.35.
Even when these criteria are taken into account, the data sets are significantly larger than the data
from SLAC and DESY that we have used to optimise our model in the Section 4.2. The high-energy
data for p(γ, K+)Λ consists of 132 differential cross sections and 130 recoil polarisations P. The set
for p(γ, K+)Σ0 features 132 differential cross-section data points, and has 45 measurements of P.
Interestingly, this increased amount of data causes the likelihood to be concentrated in only one
quadrant in (Gv, Gt). It no longer displays the multimodal behaviour that lead us to formulate
different model variants for the coupling constants’ signs in the previous section. In this case the
set of possible model variants collapses to the three possible combinations resulting from the choice
between rotating and constant trajectory phases. As the signs of the tensor and vector couplings
are no longer ambiguous, we choose a uniform distribution between -100 and +100 as the initial
prior for these parameters. To test the sensitivity of the results to the prior width, the calculations
are repeated for a prior width of 2000 and 20000.
4.3.1 Asymptotic behaviour
In the Regge limit, where s is very large and |t| small, one can approximate s by −u for fixed values
of t. This implies that the energy dependence of the cross section, which follows the power law sα(t)
in this region according to Regge theory, can be replaced by ( s−u2 )
α(t) [38,141]. In our previous anal-
ysis, for which W > 3 GeV, this difference was not relevant, but in the energy regime of the newer
CLAS data [59, 60], for which W < 3 GeV, the difference between the two asymptotic behaviours
becomes noticeable. Therefore, we have investigated both options using Bayesian inference, the
results of which are listed in Tables 4.7 and 4.8.
The data for K+Λ clearly favour the model featuring an s-dependence in the cross section and two
rotating trajectories. Indeed, the difference in lnZ with the second-best variant is 32.7± 1.4, which
exceeds the value of 5 required for a decisive statement.
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Table 4.7 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the six model variants resulting
from phase combinations and asymptotic behaviour in the two-trajectory Regge model for γp→ K+Λ.
The results are listed in order of decreasing probability for the lowest prior width, pi = U(−100, 100).
K+ / K∗+ phase asymp. pi = U(−100, 100) pi = U(−1000, 1000) pi = U(−10000, 10000)
rot. rot. s 0 0 0
rot. cst. s −32.7 ± 1.4 −33.5 ± 2.7 −31 ± 13
rot. rot. (s − u)/2 −359.7 ± 1.1 −360.8 ± 7.2 −389 ± 57
rot. cst. (s − u)/2 −432.9 ± 1.1 −435 ± 8.9 −472 ± 58
cst. rot. s −2257.2 ± 1.1 −2259.3 ± 6.4 −2282 ± 31
cst. rot. (s − u)/2 −2425.5 ± 1.1 −2426.3 ± 2.6 −2440 ± 27
Table 4.8 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the six model variants resulting
from phase combinations and asymptotic behaviour in the two-trajectory Regge model for γp→ K+Σ0.
The results are listed in order of decreasing probability for the lowest prior width, pi = U(−100, 100).
K+ / K∗+ phase asymp. pi = U(−100, 100) pi = U(−1000, 1000) pi = U(−10000, 10000)
rot. rot. s 0 0 0
cst. rot. s −168 ± 1.2 −169 ± 7.4 −170 ± 22
rot. cst. s −276.6 ± 1.6 −275.4 ± 5.6 −274 ± 20
cst. rot. (s − u)/2 −352.3 ± 1.5 −358 ± 12 −399 ± 57
rot. rot. (s − u)/2 −448.7 ± 1.1 −446.3 ± 4.7 −445 ± 16
rot. cst. (s − u)/2 −748.6 ± 1.1 −746.5 ± 4.8 −745 ± 17
The coupling constants from this analysis are
gK+Λp√
4pi
= −3.6± 0.3,
GvK∗+ = 9.0± 0.5,
GtK∗+ = 20.9± 0.4. (4.10)
The expectation value for gK+Λp is compatible with the SU(3) prediction of Eqn. (4.4). Its is larger
than the previous value of Eqn. (4.6), which was −3.20 ± 0.08. The tensor coupling GtK∗+ has
changed sign, and has decreased by about a factor of two. It was observed by Corthals [48] that the
sign of GtK∗+ was of less importance for a correct description of the W > 3 GeV asymmetries. The
only constraint was therefore the W > 3 GeV differential cross section. The difference in sign and
magnitude might therefore be due to the normalisation issue of the SLAC differential cross-section
data.
The results for K+Σ0, listed in Table 4.8, show an even stronger preference for the asymptotic s-
dependence: the three best models feature this behaviour. The best model, which again has two
rotating trajectories, boasts a difference in lnZ of 168.0± 1.2 with the second best model. Whereas
the W > 3 GeV p(γ, K+)Σ0 data did not lead to a decisive background model, the recent 2.6 GeV
< W < 3 GeV CLAS data [60] allow us to determine one.
The expectation values for the coupling constants for the K+Σ0 channel are
gK+Σ0 p√
4pi
= 1.29± 0.02,
GvK∗+ = 12.17± 0.05,
GtK∗+ = −7.5± 0.5. (4.11)
The value for gK+Σ0 p is close to the upper limit of Eqn (4.5), imposed by a maximum of 20% SU(3)
symmetry breaking. The absolute value for the tensor coupling, GtK∗+ has decreased significantly
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as compared to the results of Eqn. (4.7). This decrease in the tensor coupling was also observed for
the K+Λ channel.
The high-energy differential cross section as calculated by the best model variant for p(γ, K+)Λ is
represented by the full lines in Figs. 4.3. The results for p(γ, K+)Σ0 are displayed in Fig. 4.4. As
expected, the predictions of neither of these two models at higher energies are compatible with the
data by SLAC, which is accounted for by the normalisation discrepancy discussed in Ref. [117].
The polarisation observables Σ [68, 69] and P [74] are not sensitive to normalisation issues. Predic-
tions for Σ at ωlab = 16 GeV are shown in Fig. 4.5(a) for K+Λ and in Fig. 4.6 for K+Σ0. Fig. 4.5(b)
shows the K+Λ Regge model predictions for P at ωlab = 5 GeV.
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Figure 4.5 – Predictions of the best Regge model (RRs) from Table 4.7 (full red line) for the p(γ, K+)Λ
observables Σ and P at W > 3 GeV, as a function of −t. (a) Σ at ωlab = 16 GeV. Data are from Ref. [68].
(b) P at ωlab = 5 GeV. Data are from Ref. [74].
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Figure 4.6 – Predictions of the best Regge models for the p(γ, K+)Σ0 photon beam asymmetry Σ as a
function of −t, at ωlab = 16 GeV. The best result from Table 4.8, assuming 20% SU(3) symmetry breaking
is indicated with the full red line; the blue dashed line, which nearly coincides with the full red line,
corresponds to 40% SU(3) symmetry breaking (Table 4.10). The black dotted line corresponds to the
results of the unconstrained analysis from Table 4.11. Data are from Ref. [69]
The predictions for the polarisation observables at W > 3 GeV display an excellent agreement with
data. By constraining the reggeised background at 2.6 GeV < W < 3 GeV, we are able to predict
P and Σ at W > 3 GeV. This highlights the predictive power of a Regge model at high W, and
corroborates our assumption that this behaviour already dominates the observables at W < 3 GeV.
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Table 4.9 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the six model variants resulting
from phase combinations and asymptotic behaviour in the two-trajectory Regge model for γp→ K+Λ.
A deviation of up to 40% from the SU(3) prediction for gK+Λp is allowed. The results are listed in order
of decreasing probability for the lowest prior width, pi = U(−100, 100).
K+ / K∗+ phase asymp. pi = U(−100, 100) pi = U(−1000, 1000) pi = U(−10000, 10000)
rot. rot. s 0 0 0
rot. cst. s −17.8 ± 1.1 −17.4 ± 2.9 −15 ± 18
rot. rot. (s − u)/2 −359.49 ± 0.97 −364 ± 16 −387 ± 37
rot. cst. (s − u)/2 −432.7 ± 1.2 −434.9 ± 5.3 −474 ± 68
cst. rot. s −2257.1 ± 1.2 −2261.5 ± 7.7 −2272 ± 28
cst. rot. (s − u)/2 −2425.6 ± 1.1 −2426.3 ± 3.0 −2426 ± 22
Table 4.10 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the six model variants
resulting from phase combinations and asymptotic behaviour in the two-trajectory Regge model for
γp → K+Σ0. A deviation of up to 40% from the SU(3) prediction for gK+Σ0 p is allowed. The results are
listed in order of decreasing probability for the lowest prior width, pi = U(−100, 100).
K+ / K∗+ phase asymp. pi = U(−100, 100) pi = U(−1000, 1000) pi = U(−10000, 10000)
rot. rot. s 0 0 0
cst. rot. s −129 ± 1.2 −132.1 ± 8.1 −144 ± 38
cst. rot. (s − u)/2 −256.7 ± 1.0 −273 ± 29 −310 ± 81
rot. cst. s −284.6 ± 1.1 −283.4 ± 3.5 −280 ± 29
rot. rot. (s − u)/2 −470.09 ± 0.90 −470.1 ± 4.0 −467 ± 28
rot. cst. (s − u)/2 −768.78 ± 0.91 −767.9 ± 3.5 −763 ± 28
4.3.2 SU(3) symmetry breaking
The expectation value (4.10) for gK+Λp is close to its SU(3) value. The gK+Σ0 p = 1.29 of Eqn. (4.11)
is close to the upper value of 1.30 imposed by a 20% SU(3) violation. We have therefore repeated
the analyses for both channels with a broader prior for gK+Yp to test whether the resulting values
show a sign of stronger SU(3) flavour symmetry breaking.
The relative evidence values for the different model variants are listed in Table 4.9 for K+Λ and
4.10 for K+Σ0 photoproduction. The order of the models appears to be largely unaffected by the
operation of broadening the boundaries for the gK+Yp priors.
The value for K+Λ is not significantly affected by the broader limits on its prior distribution. Its
expectation value is
gK+Λp√
4pi
= −3.7± 0.3, (4.12)
which is compatible with the SU(3) value of −3.75. The gK+Σ0 p adopts values close to the upper
boundary even for 40% deviations of SU(3),
gK+Σ0 p√
4pi
= 1.52± 0.06. (4.13)
4.3.3 An improved description of p(γ, K+)Σ0
Two-trajectory model with SU(3) symmetry violation
For the K+Σ0 channel, the gK+Σ0 p coupling constant of the K+ trajectory tends to adopt values close
to the upper boundary of the prior dictated by SU(3) symmetry. Therefore, we have investigated
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Table 4.11 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the six model variants
resulting from phase combinations and asymptotic behaviour in the two-trajectory Regge model for
γp→ K+Σ0. The gK+Σ0 p coupling is assigned a uniform prior between 0 and 100. The results are listed
in order of decreasing probability for the lowest prior width for Gv,tK∗ , pi = U(−100, 100).
K+ / K∗+ phase asymp. pi = U(−100, 100) pi = U(−1000, 1000) pi = U(−10000, 10000)
rot. rot. s 0 0 0
cst. rot. s −115.47 ± 0.57 −115.4 ± 1.3 −108 ± 32
cst. rot. (s − u)/2 −141.71 ± 0.53 −142.4 ± 1.6 −151 ± 47
rot. rot. (s − u)/2 −230.00 ± 0.59 −230.2 ± 1.6 −310 ± 130
rot. cst. s −341.70 ± 0.56 −341.6 ± 1.4 −337 ± 32
rot. cst. (s − u)/2 −649.91 ± 0.59 −651 ± 1.8 −729 ± 85
the effect of removing the SU(3) constraint. To this end, the analysis of Section 4.3.2 was repeated,
but this time the parameter gK+Σ0 p was assigned a uniform prior between 0 and 100. We did not
adopt a prior between -100 and 100 because this would lead to a perfectly symmetrical likelihood
distribution, as the total amplitude is determined up to a phase. We opted for a positive gK+Σ0 p,
which corresponds to the sign of the SU(3) prediction. The results of this analysis are listed in Table
4.11.
The expectation value of gK+Σ0 p is
gK+Σ0 p√
4pi
= 3.69± 0.03, (4.14)
which overshoots the predicted SU(3) value by a factor of three. This should not immediately lead
us to conclude that SU(3) flavour symmetry is heavily broken. What is perhaps more likely, is that
the two-trajectory model simply does not suffice to describe the data in this channel, and some of
the missing dynamics is absorbed by the coupling constant of the K+(494) trajectory.
Although we have chosen not to optimise the model parameters to the high-energy data from
SLAC due to normalisation discrepancies [117], we can learn something from their general shape.
Fig. 4.7 compares the predictions of the “SU(3)-violating” model for differential cross sections at
ωlab = 5, 8, 11 and 16 GeV to the data from SLAC. It shows the full model, as well as the separate
contributions of the two trajectories.
Fig. 4.7 reveals that the large value of the K+(494) trajectory’s coupling gK+Σ0 p determines the
high-s, small-|t| limit of the differential cross section. The observed rise at forward angles or small
|t| is due to the gauge-restoring electric part of the s-channel Born diagram, which is included in
the K+(494) contribution, as explained in Appendix E.
Such a steep rise in dσ/dt for |t| → 0 is observed in pion production, where the ground state pion
trajectory dominates [58]. In K+Σ0 production, however, the differential cross section levels off in
the limit of high s and small, negative t. In order to reproduce this behaviour, the K+(494) should
indeed play a more modest role, as predicted by SU(3) symmetry.
The prediction of the SU(3)-violating model for Σ at ωlab = 16 GeV is displayed in Fig. 4.6. Despite
the large error bars of the SLAC data [69], this model fails to reproduce the observed trend. This
trend, Σ ≈ 1 for small −t, indicates a dominant role for natural parity exchange. Indeed, K∗+
exchange contributes mostly to dσ⊥, whereas the pseudoscalar K+ exchange contributes only to
dσ‖ [142, 143]. However, a dominant role for the vector meson trajectory is incompatible with the
large value of gK+Σ0 p.
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Figure 4.7 – Predictions of the SU(3)-violating two-trajectory model for the K+Σ0 photoproduction dif-
ferential cross section as a function of −t (full red line), compared to the contributions of the K+(494)
(blue dashed line) and that of the K∗+(892) (black dotted line). Data are from Ref. [68].
Three-trajectory model
Corthals [104] found that an isospin dictated conversion of the two-trajectory model for K+Σ0
into the K0Σ+ channel resulted in a gross overestimation of the cross sections. As mentioned in
Section 2.5.3, this hinted at the presence of a third trajectory: including the K∗0(1410) provides the
necessary destructive interference to bring the calculated cross section in line with the data.
This previous finding, together with the SU(3)-violating value of gK+Σ0 p and the discrepancy in the
shape of the high-energy differential cross section and Σ, suggests that a third K∗+(1410) trajectory
may also be required for a good description of the K+Σ0 channel.
Only two members of the proposed K∗+(1410) trajectory are known: the lowest materialisation
K∗(1410) and the unconfirmed K∗2(1980) [25]. Inserting the masses listed in the PDG gives rise
to the anomalously low slope of 0.53 GeV−2. As the properties of the K∗2(1980) are very ill-
determined, we follow the strategy of Ref. [104] and use the trajectory as calculated by the Bonn
covariant quark model [144]. The closest theoretical trajectory, calculated by the Bonn model-A
variant, has a slope of 0.83 GeV−2, which is in line with the K(494) and K∗(892) trajectory slopes,
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Table 4.12 – Logarithms of the evidence ratios (∆ lnZ ≡ ln (Z/Zmax)) for the fourteen model variants
resulting from phase combinations and asymptotic behaviour in the three-trajectory Regge model for
γp → K+Σ0. The results are listed in order of decreasing probability for the lowest prior width, pi =
U(−100, 100).
K+ / K∗+(892) / K∗+(1410) phase asymp. pi = U(−100, 100) pi = U(−1000, 1000)
rot. cst. rot. s 0 0
rot. rot. cst. s −0.82 ± 0.31 −0.80 ± 0.47
rot. rot. cst. (s − u)/2 −2.33 ± 0.29 −2.44 ± 0.48
rot. cst. rot. (s − u)/2 −3.66 ± 0.28 −3.85 ± 0.49
rot. rot. rot. (s − u)/2 −41.91 ± 0.72 −42.5 ± 1.5
rot. rot. rot. s −53.55 ± 0.72 −54 ± 1.6
cst. rot. rot. (s − u)/2 −140.57 ± 0.99 −141.9 ± 2.2
cst. rot. rot. s −153.10 ± 0.98 −136 ± 2.3
cst. rot. cst. s −169.74 ± 0.41 −170.15 ± 0.71
cst. rot. cst. (s − u)/2 −197.20 ± 0.53 −198 ± 1.3
cst. cst. rot. s −228.87 ± 0.58 −229.28 ± 0.67
rot. cst. cst. (s − u)/2 −287.80 ± 0.98 −291.2 ± 5.1
rot. cst. cst. s −314.39 ± 0.96 −315 ± 2.2
cst. cst. rot. (s − u)/2 −315.88 ± 0.56 −317.3 ± 1.2
given by 0.7 GeV−2 and 0.85 GeV−2. It reads
αK∗(1410)(t) = 1 + 0.83 GeV
−2
(
t − m2K∗(1410)
)
, (4.15)
where mK∗(1410) is the PDG mass of the K∗(1410), i.e. 1.414 GeV.
We have investigated the three-trajectory scenario, taking into account the two possible asymptotic
behaviours and excluding the model for which all phases are constant. A 20% deviation from the
SU(3) prediction for gK+Σ0 p is allowed. This gives rise to fourteen possible model variants, of which
the relative evidence values are listed in Table 4.12. The evidence values of the first four models
are close and do not allow one to single out a best model.
Jeffreys’ scale, listed in Table 3.1, indicates that the preference for the two models with an sα(t)-
dependence is significant. This suggests that the asymptotic behaviour of the Regge propagator is
the same for the K+Λ and K+Σ0 channels. The two most probable models both feature a rotating
K+(494), and a phase for the K∗+(892) that is different from that of the K∗+(1410). These two
models will be labelled RCR and RRC.
The coupling constants of the two vector meson trajectories are likely to be strongly correlated, as
they contribute to the amplitude in a similar fashion. These correlations are reflected by sizeable
errors on the coupling constants’ expectation values from NS. For the RCR model, these values are
gK+Σ0 p√
4pi
= 1.21± 0.06,
GvK∗+(892) = −6.9± 0.7,
GtK∗+(892) = 11± 2,
GvK∗+(1410) = −41± 5,
GtK∗+(1410) = 21± 9. (4.16)
The high-s differential cross sections as calculated by the RCR and RRC models are compared to
data in Fig. 4.8. It is clear that these three-trajectory models provide a very accurate description of
the CLAS data.
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Figure 4.8 – The p(γ, K+)Σ0 differential cross sections as a function of W for various cos θ∗K. The results
for the two best three-trajectory models from Table 4.12 are shown: RCR (full line) and RRC (dashed
line). These models were optimised against the 2.6 GeV < W < 3 GeV CLAS data. The lines and the
data are colour coded according to cos θ∗K: from 0.4 (blue) to 1.0 (red). The orange lines correspond to
cos θ∗K = 0.95; the other lines have a value that corresponds to the CLAS cos θ∗K bins, i.e. 0.865, 0.8, 0.7,
0.6, 0.5 and 0.4. Data are from Refs. [60] and [68].
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Figure 4.9 – Predictions of the two best three-trajectory models from Table 4.12 for the K+Σ0 photopro-
duction differential cross section as a function of −t (full red line), compared to the contributions of the
K+(494) (blue dashed line), the K∗+(892) (black dotted line) and the K∗+(1410) (orange dot-dashed
line). Data are from Ref. [68].
The high-energy differential cross sections for the two best models, RCR and RRC, are shown in
Fig. 4.9. The K∗+(892) trajectory is observed to dominate in the RRC variant. For both model
variants, the prediction appears to be scaled down with respect to the data from SLAC, which is
in accordance with the reported normalisation problem in this data set [117]. The t dependence at
fixed s, however, matches that of the data. Furthermore, both models feature a smooth oscillatory
behaviour in t, which is due to the interference between the two vector meson trajectories. The
expectation value of gK+Σ0 p is within 10% of the SU(3) prediction.
The three-trajectory predictions for the photon-beam asymmetry at ωlab = 16 GeV are shown in
Fig. 4.10 and agree well with the data.
Of course, the probability of a model is something one cannot judge by simply looking at plots
as the human eye is a notoriously biased model comparison tool. This was the reason we have
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Figure 4.10 – Predictions of the two best three-trajectory models from Table 4.12 for the K+Σ0 photon
beam asymmetry. The RCR model is represented by the full red line, the RRC model by the blue dashed
line. Data are from Ref. [69].
introduced the Bayesian evidence in the first place. To rigorously determine the best model for
K+Σ0 photoproduction, we must compare the evidence value of the best two-trajectory model (RR)
to that of the best three-trajectory model (RCR). We will assess the models with a value for gK+Σ0 p
within 20% of the SU(3) predictions, and an asymptotic sα(t)-dependence in the Regge propagator.
The following evidence values were computed using a prior width of 200 for the unconstrained
parameters of the vector mesons:
lnZRCR = −17.09± 0.20 (4.17)
lnZRR = −158.34± 0.84 (4.18)
which indicates an overwhelming preference for the three-trajectory model. A tenfold increase of
the prior widths to a range of 2000 does not affect this conclusion, as the results for this prior are
lnZRCR = −25.93± 0.25 (4.19)
lnZRR = −165.7± 4.4. (4.20)
To account for the larger number of variants of three-trajectory model, we should in fact compare
the evidence for a two-trajectory model to that for a three-trajectory model, by summing the evi-
dences of the different variants and dividing it by the number of models,
lnZ3tr = ln
7∑
i=1
Z3tr,i − ln 7 = −18.67± 0.30 (4.21)
lnZ2tr = ln
3∑
i=1
Z2tr,i − ln 3 = −159.44± 0.92. (4.22)
From our calculations, we can conclude with confidence that K+Σ0 photoproduction is best de-
scribed by a model which features three t-channel Regge trajectories. These are a K+(494) trajec-
tory with a rotating phase, and two vector meson trajectories, K∗+(892) and K∗+(1410), which
feature two different phases. The evidence values do not allow us to determine exactly which
one of these is rotating and which one is constant. Both background models should therefore be
considered.
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4.3.4 Predictions for n(γ, K+)Σ−
The Σ0, Σ+ and Σ− hyperons form an isospin triplet, while the K+ and K0 mesons form an isospin
doublet, just like the proton and neutron. Therefore, the strong coupling constants for p(γ, K+)Σ0
can be converted to those for the related reaction n(γ, K+)Σ− using the Clebsch-Gordan coefficients
from SU(2) symmetry. The strong couplings can be converted as follows [110]
gK+Σ−n =
√
2gK+Σ0 p, (4.23)
gv,tK∗+Σ−n =
√
2gv,tK∗+Σ0 p. (4.24)
Analogously to p(γ, K+)Σ0, which required the reggeised electric part of the s-channel Born dia-
gram, the gauge invariance of the amplitude for n(γ, K+)Σ− is restored by adding the reggeised
electric part of the u-channel Born diagram [99, 110].
These relations allow us to convert the amplitude of the Regge model for p(γ, K+)Σ0 to the reaction
n(γ, K+)Σ− without introducing any unknowns. In the past few years, a considerable amount
of experimental data has been published for the latter reaction, making this an ideal test for the
robustness of the RPR model across different channels.
Fig. 4.11 shows the predictions of the best three-trajectory models from Table 4.12, denoted RCR
and RRC, for the n(γ, K+)Σ− photon beam asymmetry Σ. The models show an excellent agreement
with the data from LEPS [67].
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Figure 4.11 – Predictions of the two best three-trajectory Regge models from Table 4.12 for the
n(γ, K+)Σ− photon beam asymmetry Σ as a function of W. The RCR model is represented by the
full red line, the RRC model by the blue dashed line. Data are from Ref. [67]
Differential cross sections for n(γ, K+)Σ− were recently measured using a deuteron target by CLAS
[145]. This data set spans a wide kinematic range, covering energies of up to ωlab = 3.6 GeV,
corresponding to an invariant mass W ≈ 2.75 GeV.
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Fig. 4.12 compares the predictions of the RCR and RRC models to these data for a few represen-
tative energy bins. Above the resonance region, the three-trajectory models constitute a significant
improvement over the Regge-2007 predictions. Both three-trajectory models fairly describe the
data in this region. At lower energies, the measured cross sections are overpredicted by the mod-
els.
This overprediction of the n(γ, K+)Σ− differential cross section in the resonance region was also
observed for the Regge-2007 model. Conversion of the full RPR-2007 amplitude from p(γ, K+)Σ0
to n(γ, K+)Σ− resulted in an improved description of the differential cross section in the resonance
region [29].
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Figure 4.12 – Predictions of the two best three-trajectory Regge models from Table 4.12 for the
n(γ, K+)Σ− differential cross section as a function of cos θ∗K. The RCR model is represented by the
full red line, the RRC model by the blue dashed line. Data are from Ref. [145]
4.4 Conclusions
Both the high-energy SLAC [68] and CLAS data [59] indicate that the reggeised background model
that best describes p(γ, K+)Λ features two trajectories with rotating phases. Due to the normali-
sation discrepancy of the SLAC data, we will henceforth use the results based on the high-energy
CLAS data. The best model (RRs-20) determined by this analysis will be referred to as the Regge-
2011 model for the reaction p(γ, K+)Λ. This model is very robust: the extracted gK+Λp is compatible
with SU(3), whilst the coupling constants are not affected when the SU(3)-constraints are relaxed.
The limited high-energy data from SLAC [68] do not allow for a distinction between the various
model variants for p(γ, K+)Σ0. The CLAS data [60], on the other hand, not only lets us determine
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the best two-trajectory model. It even allows us conclude that a two-trajectory model does not suf-
fice and a third K∗+(1410) trajectory is required for a proper description of the reaction p(γ, K+)Σ0.
The two best models of Table 4.12, labelled RRC and RCR, are on par with each other in describing
the high-energy data.
The predictions of the RRC and RCR models for the n(γ, K+)Σ− differential cross sections are in
agreement with the data above the resonance region. The beam asymmetry Σ is well reproduced,
even in the resonance region. These findings add to the confidence in a three-trajectory Regge
model for KΣ photoproduction.
For both channels, we obtain the same result for the asymptotic dependence of the Regge ampli-
tude: an sα(t)-dependence is consistently preferred over an ((s − u)/2)α(t)-dependence.
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It is a capital mistake to theorize before you
have all the evidence. It biases the judgement.
Sir Arthur Conan Doyle’s Sherlock Holmes
5
Exploring the resonance spectrum
5.1 The art of extracting resonance information
One of the prime motivations for many meson photoproduction experiments is to provide the
experimental data from which models can extract information about the nucleon resonance spec-
trum. Today, the increasing availability of experimental data for various K+Λ and K+Σ0 photo-
production observables brings us closer than ever to a complete experiment. Tables 2.1 and 2.2
list the experimental data for these two reactions published in the past decade, as well as older
data from the energy region W > 3 GeV, where no recent data is available. As illustrated by Fig.
1.4, the cross sections for these reactions are much lower than those for pion production. This
difference is more than made up for by the precise measurements of a multitude of p(γ, K+)Y
polarisation observables. The recent release of high-statistics cross-section and recoil polarisation
data by CLAS [59, 60, 145], has nearly doubled the available photoinduced kaon production data.
Today, over 12000 data points are published for the open strangeness channels. By comparison, for
pion photoproduction this number is around 26000 [146].
Today, an answer to the missing resonance problem might seem within reach. However, there is
no unique way to distill the information about the contributing resonances from the experimental
data, as there is no “hadrodynamical standard model”. We will therefore set off with an overview of
the different models that seek to extract information on the nucleon’s spectrum. This is by no means
a complete overview, but rather a sampling of the multitude of existing models for pseudoscalar
meson photoproduction. The single-channel isobar approaches discussed below are Saclay-Lyon
(S-L) [147, 148], MAID [149, 150], Kaon-MAID [151–153] and the Gent isobar model [37, 38, 154]. We
will also consider the multi-channel isobar models of Bonn-Gatchina [141, 155] and Giessen [156].
For the analyses of SAID [157–159], the Dubna-Mainz-Taipei (DMT) meson exchange model [160],
the K-matrix based coupled-channels models by Usov et al. (US) [40], Shyam et al. (SSL) [42] and
EBAC’s dynamical coupled-channels approach [41, 161, 162], we refer the reader to the literature.
Apart from the various theoretical approaches, there is another factor that strongly influences the
extracted information. That factor is the statistical method used to determine the resonance prop-
erties and to estimate whether a resonance contributes. These methods are known to vary wildly
between different analyses. In the forthcoming paragraphs, we will discuss some of the statistical
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methods used by other groups.
The models discussed in this section have their strengths and weaknesses. It will become clear
that a theoretically more rigorous model does not necessarily imply that the extracted information
is more reliable. The results often depend as much on the statistical methods and the number of
unknowns as on the details of the underlying theory.
5.1.1 Single-channel isobar models
Isobar models were among the first to describe kaon photoproduction in the resonance region [30–
33, 35, 36]. Initially, the objective of these models was to describe p(γ, K+)Λ in terms of the known
nucleon spectrum, rather than to search for missing resonances. A good model selection criterion
was therefore less of an issue, and the best model was selected by comparing χ2 values.
As discussed in Section 2.5.1, isobar models suffer from an ill-determined background. For these
early models, this was not considered a serious shortcoming. Their initial purpose was to provide
an elementary kaon photoproduction operator to be used in nuclear physics, as the title of the work
by Adelseck et al. [32] suggests. This mindset changed as the focus of hadrodynamical models
began to shift. Today, their objective is not only to describe a reaction, but also to improve our
understanding of the nucleon’s excitation spectrum. In particular, models for open strangeness
photoproduction serve as a testing ground in the search for missing resonances.
Saclay-Lyon
The first comprehensive description of both photo- and electroproduction of K+Λ, K+Σ0 and K0Σ+,
as well as radiative kaon capture reactions was given by the Saclay-Lyon (S-L) model developed by
David et al. [147, 148]. In addition to the Born terms, this isobar model incorporates the exchange
of hyperon u-channel resonances and vector and axial meson exchange in the t-channel. It is the
first model for open strangeness production to include N∗ and ∆∗ contributions up to spin-5/2.
As for the choice with respect to the included resonances, they choose to build upon the set found
by Adelseck and Saghai [34], and add higher-spin resonances. A large number of models (though
not every model) is evaluated, originating from the various combinations of about 30 possible res-
onances. They give a detailed account of the sensitivity of different observables on the inclusion
or omission of additional resonances. The degree of sensitivity is estimated from the relative de-
crease in the χ2 value upon addition of the resonance. They conclude that the following nucleon
resonances contribute to p(γ, K+)Λ: P11(1440), P13(1720) and D15(1675).
Mainz isobar models
MAID. The unitary isobar model developed in Mainz, coined MAID [149, 150], describes pion
photoproduction. In this model, the nonresonant contribution to the transition amplitude consists
of the Born terms as well as vector meson exchange. The piN rescattering effects are added to the
multipole decomposition of the background through the K-matrix formalism, which is described
in more detail in the following section. This yields a unitary background amplitude with 8 free
parameters that are common for the different multipoles. The partial waves of the four-star PDG
resonances are added to the background amplitude in their usual Breit-Wigner form, albeit with
an energy-dependent width and phase factor.
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Describing 20000 pion photoproduction data points with a total of 60 free parameters requires some
creativity in the fitting strategy. The MAID strategy consists of a two-step process. The first step
consists of a global fit of an energy-dependent solution. In a second stage, the data are divided into
energy bins of 10 or 20 MeV, and the single-energy solution is optimised by means of a modified
χ2 function, which is also employed by SAID [159]. This modified χ2 is the sum of the standard χ2
of Eqn. (3.16) and the squared distance between the multipoles of the local and global fits, divided
by an adjustable weight factor. A solution is obtained iteratively by optimising the global model so
as to minimise the difference with the local fits, and optimising the local multipoles to the data of
its energy bin. A matter that remains unaddressed in Ref. [149] is the effect of the bin widths and
centres on the solution.
Ref. [149] acknowledges that the separation of background and resonance contributions in the
MAID model is not unique. However, it is argued that the background is common to all the par-
tial waves, and therefore well-constrained. Moreover, in pion photoproduction the background
contribution is much smaller than in kaon photoproduction.
It should be stressed that the MAID model is not used as an exploratory tool for resonance dis-
covery (or refutation). Instead, it seeks to describe the world pion photoproduction data with the
established four-star resonances from PDG, and to extract their helicity amplitudes. Ref. [149] does
suggest that there might be a P11(1700) contribution. However, the exact criterion for observing a
resonance is not disclosed, and we assume it to be based largely on visual arguments.
Kaon-MAID. Bennhold and Mart [151, 152] developed an isobar model specific to kaon photo-
production named Kaon-MAID [153]. The underlying assumptions of Kaon-MAID differ in many
respects from those of MAID. The background is composed of the Born terms and vector and axial
meson exchange in the t-channel. Unlike MAID, the background is not determined via the K-matrix
formalism and is therefore not unitary by construction. Corrections for unitarity are included in
the nucleon resonance propagator through an energy-dependent width. Hadronic form factors are
employed to regularise the Born terms. This results in a strong suppression of the electric part of
the s-channel Born term, leading to a dip in the forward-angle, high-s differential cross section for
p(γ, K+)Λ.
In Ref. [151], the included resonances are S11(1650), P11(1710) and P13(1720). Ref. [152] show
that recent data support an additional “missing” D13(1900) resonance, predicted by the CQM of
Capstick [16]. The presence of this resonance is inferred through the decrease of the reduced χ2
from 4.5 to 3.0 [152]. An additional argument in favour of the presence of this resonance is the
agreement of the extracted partial width and couplings with quark model predictions.
The Gent isobar model
The model which strongly inspired the development of the RPR model is the isobar approach by
the Gent group [37, 38]. In this work, a great deal of attention is devoted to the determination of
the background amplitude, which consists of the Born terms and axial and vector meson exchange
in the t-channel. Three background model variants are investigated, each of which uses a different
strategy to balance the unrealistically large contribution of the Born terms, predicted by SU(3)
flavour symmetry. The effect of the used gauge restoration scheme for the hadronic form factors
is also examined. One of the strategies is to ignore the SU(3) constraints. A notable model which
does not feature SU(3) constraints and subsequently does not suffer from the excessive Born term
contributions is the model by Williams et al. [35, 36].
98 CHAPTER 5. EXPLORING THE RESONANCE SPECTRUM
The nucleon resonances included in the model are the same as for Kaon-MAID, but the P13(1900)
has been put forward as an alternative for the D13(1900) found in Ref. [152]. In Ref. [37], it is shown
that the uncertainties with respect to the background amplitude are reflected in the strong model
dependence of the extracted coupling constants. They acknowledge that this ambiguity compro-
mises the extraction of model-independent resonance couplings, as well as the determination of
missing resonances.
Ireland et al. [94] propose the use of genetic algorithms to obtain information about the resonances
in the Gent-Isobar framework. This analysis, for the first time, employs Bayesian inference, and
features a penalty for the number of free parameters by means of the Occam factor. The conclusion
of this analysis is that while the SAPHIR data favours the P11(1900), the two spin-3/2 resonances
P13(1900) and D13(1900) cannot be conclusively ruled out.
5.1.2 Multi-channel isobar models
The RPR and isobar models are single-channel models, which by construction consider only tree-
level diagrams. This means that they may miss some intermediate multistep processes between
the initial and final state. All higher-order structure that might be present in the KY production
process is absorbed into the effective couplings of the tree-level diagrams. This affects the coupling
constants extracted from a single-channel approach, as the contributions of piN rescattering are
estimated to be significant: effects of up to 20% are quoted [163]. Single-channel approaches are
nevertheless valuable by virtue of having a tractable number of unknowns.
A formalism that does take into account these intermediate processes is a so-called coupled-channels
(CC) approach [39–42, 164]. The channel couplings partially generate the widths of the contribut-
ing resonances, but do not eliminate the need to introduce artificial widths. Moreover, one should
not mistake a CC approach for the loop diagram calculations as we know them from QED and per-
turbative QCD. CC models use effective Lagrangians, which are known to be non-renormalisable.
The integrations over the intermediate channels are accounted for by means of effective phase
space factors, which have to be regularised at large energies [141].
Coupled-channels in the K-matrix formalism
The K-matrix formalism is a parametrisation of the scattering matrix that is unitary by construction,
and allows multiple two-body decay channels to be taken into account [165]. In this formalism, the
transition matrix T is defined in terms of the symmetric and real K-matrix,
T = K(I − iK)−1. (5.1)
T is related to the scattering matrix S, which connects the asymptotic states in a scattering process,
S = I + 2iT = (I + iK)(I − iK)−1. (5.2)
The Lorentz-invariant formulation for T is K(I − iρK)−1, where ρ is the two-body phase-space
factor [165]. The K-matrix accounts for the different channels. The definition for the K-matrix of a
single partial wave is [141]
Kab(s) =
NR∑
R=1
gRa gRb
m2R − s
+ fab(s), (5.3)
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where the information about the NR contributing resonances R of mass mR is contained in the
couplings gRa and gRb to the initial and final states a and b. The nonresonant contributions, such as
t- and u-channel diagrams, are included in fab(s). Eqn. (5.3) reflects the large number of unknowns
in a coupled-channels approach: n intermediate channels give rise to at least n(NR + n/2) free
parameters.
If either the initial or the final state x is determined, and if the couplings of this state are negligible
with respect to the couplings of the other states ( gRx  gRb ) , one can omit this state from the
K-matrix and explicitly include it in the P-vector (production vector)
Pb(s) =
NR∑
R=1
gRx gRb
m2R − s
+ fb(s). (5.4)
The transition matrix then becomes
T(P) = P(I − iK)−1. (5.5)
The P-vector approach is applicable, for instance, if x = γN and the states b are purely hadronic.
Bonn-Gatchina PWA
The Bonn-Gatchina (B-G) analysis of Ref. [141] uses a coupled-channels K-matrix / P-vector PWA
to determine the resonances that contribute to pion, η and kaon production off the nucleon in the
few-GeV regime.
Unlike some other groups, B-G details their statistical methods in their publications. In the B-G
PWA of Ref. [141], different observables are assigned different weights. This unequal treatment
of different types of data accounts for the fact that polarisation observables are highly significant,
yet often fewer in number and less accurate than differential cross section data. This scheme is
widely used, and intuitively seems justified. After all, a greater amount of data is needed to extract
a polarisation observable as compared to an unpolarised cross section. However, if polarisation
measurements really are more reliable, this should be reflected by the error on the data point.
There is no rigorous statistical motivation for not treating data equally once the error bars have
been taken into account.
A second strategy used by the B-G PWA is more arbitrary. It amounts to increasing the weight
factor of a newly introduced data set if the fit is “visually unacceptable”. If, on the other hand, the
new data is described well by the model, its weight factor is tuned down as low as possible while
still producing an acceptable description.
It is not entirely clear what criterion is used to decide that a specific resonance R contributes sig-
nificantly. The uncertainty with regard to the number of resonances and inelastic channels is taken
into account when evaluating the errors on the extracted resonance information. This gives a much
more reliable estimate of the errors on quantities such as the helicity amplitudes, as compared to
those stated by SAID [157, 159], MAID [149, 150] and Giessen [156, 166].
The nucleon resonances (I = 1/2) found to contribute most strongly in Ref. [141] are P11(1440),
D13(1520), S11(1535), S11(1650), P11(1710), P13(1720), F15(1680) and D15(1675).
Giessen coupled-channels model
The Giessen group developed a K-matrix coupled-channels model for pion and photon induced
reactions [166]. The nonresonant contribution to the K-matrix consists of the Born diagrams and
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the non-Born t- and u-channel diagrams. The quoted purpose of their analysis is to explain the
measurements with the existing resonances. The search for missing resonances is beyond the scope
of their analysis. In Ref. [156], which deals with p(pi, K+)Λ and p(γ, K+)Λ in particular, one finds
significant contributions from S11(1650), P13(1720) and P13(1900), as well as a small contribution
from P11(1710). The adopted criterion for including or excluding a particular resonance is not
specified in Ref. [156].
5.1.3 Summary
What lessons can be drawn about the adopted inference methods in the abovementioned models?
A first point of concern is the determination of the background amplitude of the isobar approach.
This results in a strong model dependence of the extracted coupling constants of the resonances.
Furthermore, it hampers a reliable assessment of the possible occurrence of missing resonances.
In RPR, the background issue is resolved by constraining the reggeised background to the high-
energy data.
A second observation is that none of the above models employs a consistent model selection crite-
rion for the inclusion or rejection of resonances, with the exception of the GA approach of Ref. [94].
Model selection is often guided by eye-fitting and ill-founded rules-of-thumb. Often, these rules
provide a mechanism to balance two opposing forces. On the one hand, there is the pressure to
introduce extra parameters, as this improves the model’s description of the data. Occam’s razor,
on the other hand, warns against a proliferation of free parameters. A rule-of-thumb that is often
implicitly used is that an extra parameter should not be introduced unless it decreases the χ2R with
a certain amount (e.g. 1). While this rule imposes the desired balance between simplicity and accu-
racy of description, it is ambiguous. Furthermore, the statistical basis for such a rule is precarious,
to say the least.
In this work, we wish to provide an analysis of the p(γ, K+)Λ data which is based on Bayesian
inference. We deem that this is a more rigorous method for model selection than common practices
in hadrodynamics analyses. For models with a limited amount of parameters (e.g. 20), such as the
RPR approach, the Bayesian evidence can be calculated directly. This upper limit on the number of
parameters is not set in stone, but depends on the computational cost of the likelihood evaluation.
Because our method is computationally demanding, models with a large number of free parame-
ters such as CC cannot implement it straightforwardly. Some approximations, based on assump-
tions with respect to the shape of the likelihood, will be necessary to reduce the dimensionality of
the evidence integral. Such a procedure is described by Ireland et al. [94].
5.2 Resonance analysis in the RPR framework
Our goal is to address the following two questions1:
• Which set of resonances best describes the world’s p(γ, K+)Λ data?
• What is the probability of resonance R, given the world’s p(γ, K+)Λ data?
Before addressing these questions, we will discuss some features of our analysis, such as the in-
cluded resonances, the considered data and the adopted prior distributions.
1Note that after each question is an implicit “within the RPR framework”.
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5.2.1 Preliminaries
Data sets
An overview of the available p(γ, K+)Λ data is listed in Table 2.1. We do not use all of the data of
Table 2.1. In particular, the high-energy data from SLAC [68] and DESY [74], taken in the sixties
and seventies, are not included for reasons addressed in Chapter 4. The data used to calculate our
models’ likelihood comprise 6148 data points.
We use the differential cross section data measured by the CLAS collaboration [59, 64] and LEPS
[66]. Due to the large, unresolved discrepancies with other data sets [167], the SAPHIR differential
cross-section data [62] is excluded. This decision is motivated by the fact that the different cross-
section measurements by CLAS are internally consistent2 [59] and consistent with the LEPS data
[66]. In contrast, there is no independent measurement which confirms the SAPHIR data.
The single polarisation data consists of two sets of recoil polarisation data published by the CLAS
collaboration [59, 63], as well as a set from GRAAL [71]. The beam asymmetry data used in our
optimisation includes results from LEPS [65,66,70] and GRAAL [71]. The included target asymme-
tries were determined by means of beam-recoil measurements by the GRAAL collaboration [73].
Double polarisation observables are currently limited to beam-recoil asymmetries, consisting of Cx
and Cz data by CLAS [75] and GRAAL’s measurements of Ox and Oz [73].
We have opted to exclude the electroproduction data from the presented analysis. Rather we will
use the p(e, e′K+)Λ data as a test of the model’s predictive power. This strategy was also adopted
in Ref. [147], where a set of single polarisation data was left out on purpose as a test of the model’s
predictive power.
Included resonances
By limiting our analysis to the K+Λ channel, we rule out all ∆∗ resonances which cannot decay to
K+Λ due to the isospin-conserving nature of the strong interaction.
We consider the established nucleon resonances, as well as a number of missing resonances. As
for their properties, such as quantum numbers, mass, width and transition form factors, we rely
on the values quoted by the PDG. If these are not available, we employ the values determined by
analyses based on CQM predictions [152]. This allows us to keep the number of free parameters as
small as possible. The included resonances and their properties are listed in Table 5.1.
The established four-star resonances listed by the PDG are S11(1650), D15(1675), F15(1680) and
P13(1720). The four-star S11(1535) lies below the kaon production threshold, but is included be-
cause of its large decay width and its strong predicted coupling to the open strangeness sector [168].
We also include the three-star D13(1700), whose contribution to p(γ, K+)Λ, to our knowledge, is
confirmed only by the Giessen group [156]. The P11(1710), which is found in some K+Λ analyses,
is evaluated as well. The existence of this resonance was questioned in the two most recent SAID
analyses [157, 159, 169].
Furthermore, we choose to include the two-star resonances P13(1900) and F15(2000)3. The first of
2Some discrepancies exist at extremely forward kaon angles.
3The latest Review of Particle Physics [25] lists this resonance with a lower mass than the 2008 Review [170]; the new
estimate is 1850 − 1950 MeV. Due to the prohibitive amount of computer time required for the evidence calculations, we
have not repeated the analysis with this corrected mass.
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Table 5.1 – The nucleon resonances evaluated in the analysis given in the notation L2I,2J(M), along with
their PDG status, spin (J) and parity (pi), Breit-Wigner mass (M), width (Γ), and the uncertainty on the
width (∆Γ).
Resonance PDG status Jpi M(MeV) Γ(MeV) ∆Γ(MeV)
S11(1535) ???? 1/2− 1535 150 ±25
S11(1650) ???? 1/2− 1650 150 ±20
D15(1675) ???? 5/2− 1675 150 −20/ + 15
F15(1680) ???? 5/2+ 1685 130 ±10
D13(1700) ??? 3/2− 1700 100 ±50
P11(1710) ??? 1/2+ 1710 100 −50/ + 150
P13(1720) ???? 3/2+ 1720 150 −50/ + 100
D13(1900) missing 3/2− 1895 200 −
P13(1900) ?? 3/2+ 1900 500 −360/ + 80
P11(1900) missing 1/2+ 1895 200 −
F15(2000) ?? 5/2+ 2000 140 −40/ + 30
these, P13(1900), was found to couple to K+Λ by the Giessen group [171], and may be sufficient
to account for the structure around W = 1900 MeV. Schumacher and Sargsian [138] show that the
2010 differential cross section data from CLAS [59] supports one or more resonances at W ≈ 2 GeV.
Therefore, the consideration of the F15(2000) seems justified.
We include the missing D13(1900) and P11(1900) resonances earlier introduced in the Gent isobar
model [37, 38], the RPR-2007 model [47, 48] and in Kaon-MAID [152].
We note that a conclusive statement with regard to the M ≈ 1900 MeV resonances is extremely
useful to improve our understanding of the nucleon’s structure. Indeed, quark-diquark models
do not predict a resonance at this energy [19, 21], as seen in Fig. 1.3. By contrast, a number of
resonances with a mass of around 1900 MeV is predicted by CQMs [15, 16]. The outcome of the
P11(1710), whose existence was called into question by the latest SAID analyses, is also of great
interest.
In summary, we consider the eleven nucleon resonances listed in Table 5.1. We evaluate all models
that result from the possible combinations of these resonances, which amounts to 2048 models.
The models are evaluated by means of the Bayesian evidence Z , which is calculated as described
in Section 3.3. Each spin-1/2 resonance introduces one free parameter: the product of the strong
and electromagnetic couplings. For J = 3/2 and J = 5/2 resonances one has two free parameters,
one for each of the two terms in the EM interaction Lagrangians LγpR( 32 ) and LγpR( 52 ). The vertex
functions for these Lagrangians are given by Eqns. (D.7)–(D.8) and Eqns. (D.9)–(D.10). Again, each
free parameter is the product of an EM and a strong coupling constant.
Prior distribution
When selecting a prior distribution, one should use the data which determines the likelihood as a
guideline. Indeed, using the same data to determine both the likelihood and the prior would cause
the data to effectively be used twice. This could lead to an overestimation of the model’s evidence.
The ranges of the prior distributions of the resonance parameters are therefore selected on the basis
of naturalness arguments. How likely is it that the contribution of a single resonance exceeds the
total cross section for the K+Λ channel (≈ 5µb)? Such a scenario would require an unrealistic fine-
tuning of the parameters involved. Therefore, it is very unlikely to be a correct representation of
the actual dynamics. To err on the safe side, this upper bound is increased by a factor of five.
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By evaluating the cross section for a single resonance R combined with the reggeised background,
and varying the coupling constants, we determined the upper limit for each coupling. We conclude
that the very tolerant criterion of σR < 25µb leads to absolute coupling constants that are not larger
than 100 in the adopted units convention. We therefore take this as the upper limit of our prior
distribution.
Likelihood function
As discussed in Section 3.1.1, our likelihood function is the chi-square distribution of Eqn. (3.15),
where χ2 has the standard definition (3.16). In many analyses, different weight factors are assigned
to polarisation observables, or even to specific data sets [141]. We do not employ different weight
factors, as there are no firm statistical grounds for such a procedure. The weights of all included
data are considered equal, once the error bars are taken into account.
We consider the total squared error as the sum of the squared statistical and systematic errors,
σ2tot = σ
2
stat + σ
2
sys. (5.6)
One could question the validity of this, because systematic errors are generally strongly correlated
and not normally distributed. When fitting to a single data set, the definition of Eqn. (5.6) is likely
an overestimate of the error. When optimising a model against the data set, this overestimation
would be reflected by a χ2 smaller than 1. Our analysis uses multiple subsets, which eliminates
the possibility of “overfitting” the models. Eqn. (5.6) is more likely to underestimate σtot, as the
systematic errors of different subsets might have opposite trends.
While the systematic errors are correlated within one data set, the correlation vanishes across many
independent subsets. Therefore, the systematic errors of a collection of subsets are expected to
approach a Gaussian distribution as more different data subsets are added. Our analysis uses a
data set of 6148 points which consists of 15 subsets. For such a small number of subsets, Eqn. (5.6)
is a very crude approximation. Nonetheless, we will use it, as the development of a likelihood
function that takes into account the effect of correlated errors is extremely challenging and falls
beyond the scope of this work.
Computational method
The employed method to determine the evidence values is detailed in Section 3.3.3. In summary,
we use a GA followed by a MINUIT procedure to optimise the parameters of the 2048 models
originating from all possible combinations of the resonances listed in Table 5.1. We subsequently
determine the evidence of each model by performing a log-VEGAS integration within the area de-
termined by the errors from the MINOS subroutine of MINUIT.
5.2.2 Two questions
The best model
In line with the methodology adopted for the background selection in Chapter 4, we rank the 2048
models in order of their evidence lnZ . A model which features a value of lnZ that is significantly
larger (∆ lnZ > 5) than that of the other models can be regarded as “the best” or “most probable”
model, given the data.
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The evidence calculations are computationally demanding, even for the small number of parame-
ters (typically no more than 20) that the RPR model features. Therefore, a sensitivity analysis as in
Chapter 4 is computationally prohibitive. A rough estimate indicates that it would consume over
40 processor years using the infrastructure detailed in Appendix H. Due to the very broad bound-
aries of our prior, we can be quite confident that the bulk of the likelihood lies within the evaluated
region of parameter space. It would be a very unphysical model indeed that includes resonances
whose individual contributions give rise to σ > 5µb.
Nevertheless, the prior affects the computed evidence, even if it is guaranteed to contain the bulk
of the likelihood. Indeed, the prior width is directly related to the Occam factor, which determines
the penalty for a model’s dimensionality. The comparison of models with the same number of
free parameters is not prone to the choices made with regard to the prior’s boundaries. While this
approach does not allow for the determination of a single best model, it does enable us to draw a
prior-independent conclusion for a given number of parameters.
Probability of a resonance
In order to address the issue of a resonance’s existence, the question that should be posed is: “What
is the probability of resonance R, given the data?” To our knowledge, the only analysis that tackles
this question by means of Bayesian inference is the work by Ireland et al. [78, 94].
Bayesian inference provides a statistically rigorous way of selecting the proper resonances. In
section 3.1.3, we have proposed a method to calculate probabilities of individual resonances, based
on Bayesian inference. There, it was shown that the probability of a resonance can be calculated by
marginalising over the model space:
P (R | {dk}) =
∑
Mi |R∈Si
P ({dk} |Mi)
P (Mi)
P ({dk})
. (5.7)
∑
Mi |R∈Si stands for the summation over all model variants Mi which include R. The first factor on
the right hand side, P ({dk} |Mi), is the evidence Zi of the model Mi, defined in (3.11). The second
factor P(Mi)/P({dk}) is an unknown constant; it depends on the prior probability P(Mi) of the
model, which we take to be equal for all models, and the probability of the data P({dk}). As we
consider only probability ratios, this factor drops out, and we get the following expression for the
logarithm of the probability ratio of resonances RA and RB
ln
(
P (RA | {dk})
P (RB | {dk})
)
= ln
 ∑
Mi |RA∈Si
Zi
− ln
 ∑
Mj |RB∈Sj
Zj
 . (5.8)
It is important to realise that the question “What is the probability of resonance R, given the data?”
should be considered separate from the question “What is the best model for p(γ, K+)Λ, given
the data?”. The most likely resonances are not necessarily those that feature in the best model.
Conversely, the best model is not simply the sum of the most probable resonances. Consider the
example of two resonances RA and RB with similar properties, each of which gives rise to a high
evidence value, combined with a fixed set SR. This does not necessarily mean that the best model
will feature the set SR + RA + RB. Nevertheless, it is perfectly possible that RA and RB have a high
probability of contributing to the reaction.
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Figure 5.1 – The evidence values of the 2048 model variants in the RPR model space (blue circles), as a
function of the number of free N∗ parameters. The smaller the value of − lnZ the higher the evidence.
The best model for a fixed number of parameters is indicated with a red square.
5.3 Results of the Bayesian analysis for p(γ, K+)Λ
5.3.1 Evidence map
We have computed the Bayesian evidence Z = P ({dk} |M) for each of the 2048 model variants
included in this analysis. This was achieved by calculating the integral of Eqn. (3.11)
Z =
∫
L(αM)pi(αM) dαM (5.9)
for each model variant M. The result of these involved calculations is a map of the RPR model
space, shown in Fig. 5.1.
Note that the parameters of the reggeised background are assigned localised priors of 20% around
the values determined in Section 4.3. Therefore, the total number of free parameters is the number
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of N∗ couplings plus the three background parameters. The number of free resonance parameters
extends from 2 (one spin-1/2 coupling and the cut-off value for the hadronic form-factor) to 19
(4× 1 spin-1/2 parameters, 4× 2 spin-3/2 parameters, 3× 2 spin-5/2 parameters, and the hadronic
cut-off value). There is no model with 1 N∗ parameter, as the inclusion of a spin-1/2 resonance also
introduces a hadronic cut-off value.
5.3.2 Two answers
The best model
From the computed evidences of Fig. 5.1 one may be tempted to conclude that the best model is the
one which contains all of the resonances, and has 22 free parameters (19 from the N∗s and 3 from
the background). The difference with the second best model, which has 17 N∗ parameters because
it does not feature the D13(1700), is ∆ lnZ = 41.0 ± 1.2. This preference for the most complex
model suggests that the computed evidences Z are dominated by the likelihood function, and are
only marginally influenced by the Occam factor that originates from the prior distribution.
Remember that we have employed an approximation of the likelihood function which treats the
systematic errors as if they were uncorrelated statistical errors. This approximation results in a
total error that is underestimated, as we will illustrate below. As discussed at the end of Section
3.1.1, an underestimate of the errors leads to a very steep likelihood: a small decrease in χ2 leads
to a disproportionately large increase in the evidence. Conversely, adding parameters becomes
very “cheap”, as the likelihood dominates the evidence. This might be the cause of the observed
preference for the maximum number of parameters.
We deem that the underestimation of the error can be attributed to the estimate of the total error of
Eqn. (5.6). The total error was determined by adding the systematic and statistical contributions in
quadrature. This requires that the systematic errors are independent and normally distributed, an
assumption which is questionable, to say the least. A more conservative approximation is to add
the systematic and statistical errors linearly.
The systematic errors σsys are generally also determined by taking the squared sum of a number of
partial systematic errors σisys from different sources. This approach is likely to underestimate the
total systematic error, as the different sources of systematic errors are neither normally distributed,
nor independent. Again, a more conservative approach would be to take the linear instead of the
squared sum of the partial errors. If one uses the conservative approximation that the systematic
error is dominated by two errors with a similar magnitude σ1sys ≈ σ2sys ≡ σpartsys , one obtains the
value
σ′sys =
∑
i
σisys ≈ 2σpartsys ≈
√
2σsys. (5.10)
In a worst-case scenario, the systematic and statistical errors have about the same magnitude,
σstat ≈ σsys, which according to our old estimate (5.6) would lead to σtot ≈
√
2σstat. This scenario
leads to the following value for a more conservative σ′tot
σ′tot = σstat + σ′sys ≈ σstat +
√
2σsys
≈ 1 +
√
2√
2
σtot. (5.11)
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Figure 5.2 – The integral over the likelihood function (black curve) can be approximated by the contri-
bution for which L(α) ≈ Lmax, or conversely, for which χ2(α) = χ2min (grey box).
Given that the computation of the evidences Z is very expensive, we wish to establish a transfor-
mation to convert the computed Z values into the corrected Z ′ which take the more conservative
estimate of σ′tot into account. Unfortunately, an exact determination of Z ′ requires a re-evaluation
of the evidence integrals. The effect of the redefined σ′tot of Eqn. (5.11) on the evidence can, how-
ever, be approximated as follows. If the errors are multiplied by a factor of c, the log-chi-square
distribution lnL(αM) of Eqn. (3.17) can be shown to scale as
S(Nd, n,χ2R(αM), c) ≡ ln
( L(αM)
L′c(αM)
)
= (Nd − n − 2) ln c − χ2R
Nd − n
2
c2 − 1
c2
. (5.12)
Here, Nd is the number of data points, n is the number of free parameters and k = Nd − n denotes
the number of degrees of freedom. χ2R ≡ χ2/k is the reduced chi-squared as computed with the
original values of σtot.
One can estimate the evidence resulting from the scaled likelihood function L′c(αM) as follows.
Inserting a uniform prior into the definition of the evidence of Eqn (3.11) yields the following
expression for Z
Z = 1
∆
∫αmax
αmin
L(α)dα, (5.13)
where ∆ ≡ ∏i (∆αi) is the volume of the prior hypercube. The dependence on the model M has
been omitted for brevity. If L(α) is the chi-square distribution with χ2R(α) far from its optimal value
of 1 (e.g. χ2R = 4), it falls rapidly with increasing χ
2(α), and the bulk of the likelihood originates
from a volume D where L(α) ≈ Lmax, as illustrated in Fig. 5.2. The evidence can therefore be
approximated as follows
Z ≈ 1
∆
∫
D
L(αmax)dα. (5.14)
This approximation is useful for the estimation of the evidence Z ′, for which the errors are mul-
tiplied by a factor c ≡ σ′totσtot = 1+
√
2√
2
. By expressing the corrected likelihood L′c(α) in terms of the
original likelihood L(α) and the scaling factor S of Eqn. (5.12), the expression for Z ′ becomes
Z ′ = 1
∆
∫αmax
αmin
L′c(α)dα
=
1
∆
∫αmax
αmin
L(α)e−S(Nd,n,χ2R(α),c) dα. (5.15)
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Figure 5.3 – The scaled evidences − lnZ ′ of Eqn. (5.17) for the 2048 model variants in the RPR model
space (blue circles) versus the number of free N∗ parameters. The smaller the value of − lnZ the higher
the evidence. The best model per number of parameters is indicated with a red square.
Since the bulk of the likelihood stems from the area where L(α) ≈ Lmax, or χ2R(α) ≈ χ2R,min, the
scale factor can be approximated by e−S(Nd,n,χ
2
R,min,c) which no longer depends on α,
Z ′ ≈ 1
∆
∫αmax
αmin
L(α) dα e−S(Nd,n,χ2R,min,c)
≈ Z e−S(Nd,n,χ2R,min,c), (5.16)
which yields
lnZ ′ ≈ lnZ − S
(
Nd, n,χ2R,min, c
)
. (5.17)
The evidence map for Z ′ is displayed in Fig. 5.3. The model which features the highest evidence
(lowest − lnZ ′) contains the following set of resonances,
S11(1535), S11(1650), F15(1680), P13(1720), D13(1900), P13(1900), P11(1900), F15(2000),
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which corresponds with 14 parameters (13 couplings and one cut-off value).
The three resonances with a mass of 1900 MeV are included in this model. These are the three
resonances which are not predicted by quark-diquark models [21], but do feature in the CQM
spectrum [15]. Furthermore, the P11(1710), whose existence was questioned by the two most recent
SAID analyses [157, 169], is absent.
Fig. 5.4 shows the scaled evidences lnZ ′ of the best models and the resonances they include. A
remarkable observation is that the evidence of the best 8-parameter model is higher than that of
the best 9-parameter model. The best 8-parameter model corresponds with a local optimum in the
evidence map and considers the following N∗s:
S11(1535), S11(1650), P11(1710), P13(1720), D13(1900).
This set corresponds to the set found by Kaon-MAID [152] with an additional S11(1535) below
threshold. In addition, Janssen et al. [37] found the same set of resonances apart from the sub-
threshold S11(1535) which was not considered in the analysis.
We will refer to the global minimum of the scaled evidences − lnZ as the RPR-2011A model. We
will also evaluate the local optimum at 8 parameters, which will be denoted as RPR-2011B. As
discussed in Section 3.3, the first local optimum in the evidences was sometimes observed to cor-
respond with the correct model for the proof-of-principle calculations.
Probability of a resonance
If we attempt to estimate the relative probability of a single resonance from the uncorrected Z
values using Eqn. (5.8), we find that the (19+3)-parameter model outweighs all of the other models
in the sum (5.7). This implies that all eleven resonances have an equal probability of contributing
to p(γ, K+)Λ.
Using the scaled evidences Z ′, the results are dominated by three models, notably the best models
for 14, 15 and 19 N∗ parameters. The results of P (R | {dk}) of Eqn. (5.7), with P(M) = P({dk}) = 1,
are displayed in Fig. 5.5. Note that it is only meaningful to compare the relative probabilities of two
resonances, given by the evidence ratio. Because RPR-2011A has a much better evidence than the
other models, the resonances that feature in this set are the ones which have the highest probability.
As a result, the P11(1710), D15(1675) and D13(1700) have significantly lower probabilities.
The differences between the Z ′ values are very large and most of the models do not contribute
significantly to the sum of Eqn. (5.7). Nevertheless, it is instructive to visualise the effect of a
resonance R by superimposing on the evidence map the subset of models that contain R. The
resulting maps, shown in Fig. 5.6, suggest that the inclusion of the P13(1900) and to some extent the
D13(1900) resonance improves the evidence. By contrast, the inclusion of D13(1700) or D15(1675)
appears to worsen the evidence. This is in agreement with the calculated resonance probabilities
shown in Fig. 5.5.
It is also instructive to consider the models which do not include a given resonance. These are
shown in Fig. 5.7. The map for P13(1720) seems to suggest that this resonance is required for an
adequate description for the models with 10 or more parameters.
5.3.3 Comparison with resonances found by other models
The comprehensive nature of our analysis allows us to evaluate the resonance sets found by other
models within the RPR framework. The specific resonance content of the models discussed in
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Figure 5.4 – The scaled evidences − lnZ ′ (red squares) and resonance content of the best RPR model
variants per number of free parameters. The model named “BG” without N∗ parameters is the Regge-
2011 background from Section 4.3.
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These values are dominated by the three models which were identified as the best.
Table 5.2 – The sets of nucleon resonances (I=1/2) included in analyses of pseudoscalar meson photo-
production, compared to the resonances listed by PDG and SAID∗. PDG3+4∗ represents the three- and
four-star resonances, PDG4∗ only the four-star resonances. Note that for some of these models, only a
partial set of resonances was evaluated. The resonance sets of SAID∗, B-G, S-L and US/SSL also include
the Roper resonance P11(1440), which we have not evaluated. SAID, B-G, EBAC and US/SSL include
the D13(1520), which we did not consider, as it lies even further below threshold and has a smaller
width than the S11(1535). An asterisk indicates that resonances with JR > 5/2 were omitted.
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PDG3+4* [25] X X X X X X X
PDG4* [25] X X X X X
B-G [141] X X X X X X
SAID* [157, 159] X X X X X X
RPR-2007 [47] X X X X X
S-L [147] X X
Gent-Isobar [94] X X X X
EBAC [41] X X X X
KaonMAID [152] X X X X
Giessen [156] X X X X
US/SSL [40, 42] X X X X X
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Figure 5.6 – The scaled evidences − lnZ ′ of the 2048 model variants in the RPR model space (blue
circles). The purple diamonds correspond with the subset of models which contain the resonance indi-
cated in the top right corner of each figure.
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Figure 5.7 – The scaled evidences − lnZ ′ of the 2048 model variants in the RPR model space (blue
circles). The orange diamonds correspond with the subset of models which do not contain the resonance
indicated in the top right corner of each figure.
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Section 5.1 is compared to that of the RPR-2011A and B models in Table 5.2. The evidence values
of these sets are charted on our map of models in Fig. 5.8.
The resonance sets of PDG4∗, PDG3+4∗ and SAID ∗ were not inferred from K+Λ photoproduction
data. As expected, the models that employ these sets have low evidence values. Of all three- and
four-star resonances our analysis indicates that the D15(1675), D13(1700) and P11(1710) have a
very small decay width in the K+Λ channel.
The sets used in the models of S-L and Gent-Isobar (results from the latest analysis, Ref. [94]) and
the common set of Usov-Scholten (US) and Shyam, Scholten and Lenske (SSL) are not among the
best. By contrast, the sets used by EBAC’s dynamical coupled-channels model and, even more so,
those by Giessen, RPR-2007 and Kaon-MAID have very high evidence values, considering their
number of parameters. The Kaon-MAID resonance set is the best model with 7 parameters, fol-
lowed by Giessen with a difference ∆ lnZ ′ = 37.7. The similarity between the two models should
not surprise, as the choice of the resonance set for Kaon-MAID is motivated by CC calculations by
the Giessen group [172, 173].
The set of resonances employed by RPR-2007 gives rise to the second-best 9-parameter model,
differing from the best 9-parameter model (see Fig. 5.4) by an insignificant ∆ lnZ ′ = 0.18. This is
somewhat surprising, as the RPR formalism employed for this analysis has undergone significant
changes since RPR-2007. We stress that this is a re-analysis of the resonance set of RPR-2007. It
differs in many aspects from the original model by Corthals [48], which used a different formalism
for spin-3/2 interactions and was optimised only to forward-angle data.
5.4 Photoproduction observables
In this section, the photoproduction observables calculated by RPR-2011 are presented. The model
parameters are fixed at their maximum likelihood values, listed in Appendix F, which do not nec-
essarily coincide exactly with the expectation values. The difference between the two is expected
to be small, as the likelihood function is sharply peaked.
We present results for the p(γ, K+)Λ observables with the RPR-2011A and RPR-2011B models
which were identified as optimum in the previous section. The results of these two model vari-
ants will be compared to those of the reggeised background Regge-2011 that was determined in
Section 4.3. Remind that for RPR-2011A, RPR-2011B and Regge-2011 we optimised 17, 11 and 3
parameters.
5.4.1 Differential cross section
The p(γ, K+)Λ differential cross section in the resonance region is displayed as a function of the
invariant mass W in Figs. 5.9 and 5.10.
Fig. 5.9 shows that both RPR-2011 models displays a fair agreement with the forward-angle dif-
ferential cross section data. The cross section close to threshold is observed to rise faster than the
RPR-2011 calculations. At backward angles, shown in Fig. 5.10, the CLAS data exhibits structure
which is not reproduced. The RPR-2011B model appears to underpredict the cos θ∗K < −0.7, W & 2
GeV more than the RPR-2011A model.
Above the resonance region, W & 2.5 GeV, the RPR-2011 models provide a good description of the
differential cross section over the entire angular range.
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Figure 5.8 – The position of some resonance sets found in other analyses (black diamonds) in the RPR
model space (blue circles). The smaller the value of − lnZ the higher the evidence.
The reggeised background is observed to overpredict the differential cross section. At the most
forward angles, this overprediction persists up to W ≈ 2.5 GeV, but for cos θ∗K . 0.7 it remains
limited to the first 300 MeV above threshold.
The description of the angular dependence of the differential cross section, shown in Fig. 5.11,
constitutes a significant improvement over the RPR-2007 model prediction, displayed in Fig. 2.8.
The RPR-2011 and Regge-2011 models do exhibit a steep rise at extremely forward angles, which is
not observed. As discussed in Section 4.3 and Appendix E, this sharp rise is due to the contribution
of the electric s-channel Born diagram, which is included in order to impose gauge invariance.
5.4.2 Single polarisation observables
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Figure 5.9 – The energy dependence of the p(γ, K+)Λ differential cross section for cos θ∗K > 0. The full
red line represents the RPR-2011A model, the blue dashed line corresponds to the RPR-2011B model
and the black dotted line represents the reggeised background Regge-2011. Data are from Refs. [59, 64].
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Figure 5.10 – The energy dependence of the p(γ, K+)Λ differential cross section for cos θ∗K ≤ 0. Line
conventions as in Fig. 5.9. Data are from Refs. [59, 64].
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Figure 5.11 – The angular dependence of the p(γ, K+)Λ differential cross section at varous ωlab. Line
conventions as in Fig. 5.9. Data are from Refs. [59, 62, 64, 66].
Photon-beam asymmetry
Fig. 5.12 shows that Σ, which progresses from around zero near threshold towards small positive
values at ωlab . 1500 MeV, is reproduced fairly by both RPR-2011 models. Especially at forward
angles, Σ is best described by the reggeised background, even though these energies are far from
the Regge limit. The influence of resonance contributions on Σ is modest.
The data at photon energies ωlab > 1500 MeV, shown in Fig. 5.13, is limited to extremely forward
and backward angles. The data is very slightly, though systematically overpredicted by all three
models at cos θ∗K ≈ 0.7.
Recoil polarisation
The recoil polarisation data published in the last decade comprises 2013 data points, which is far
more than the 178 data points for Σ. Nevertheless, both observables are described adequately,
which illustrates the redundancy of assigning different weight factors to different data sets or ob-
servables.
The energy dependence of P, which is presented in Fig. 5.14, agrees well with the data for both
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Figure 5.12 – The angular dependence of the p(~γ, K+)Λ photon-beam asymmetry Σ at various ωlab ≤
1.5 GeV. Line conventions as in Fig. 5.9. Data are from Ref. [71].
RPR-2011 models. The sensitivity of this observable to resonances is apparent from the significant
structure at backward angles. The structure at cos θ∗K < 0.3 is not reproduced by the reggeised
background alone.
At backward angles and W > 2.5 GeV, both the data and the RPR-2011 models exhibit significant
structure. One might be tempted to attribute these bumps to resonances. However, the included
resonances have masses far below this energy. The apparent oscillatory behaviour might be due to
the interference with the imaginary part of the rotating K∗+(892) trajectory.
Fig. 5.15 shows the angular dependence of P , which also exhibits a good agreement with data for
both RPR-2011 models.
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Figure 5.13 – The angular dependence of the p(~γ, K+)Λ photon-beam asymmetry Σ at various ωlab ≥
1.5 GeV. Line conventions as in Fig. 5.9. Data are from Refs. [66, 70].
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Figure 5.14 – The energy dependence of the p(γ, K+)~Λ recoil polarisation P at various cos θ∗K. Line
conventions as in Fig. 5.9. Data are from Refs. [59, 63].
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Figure 5.15 – The angular dependence of the p(γ, K+)~Λ recoil polarisation P at various ωlab. Line
conventions as in Fig. 5.9. Data are from Refs. [59, 63].
Target polarisation
The results for the target polarisation T are shown in Fig. 5.16. The data is described well by
the RPR-2011 models, with the exception of the Bonn data [72], which are incompatible with the
more recent GRAAL data [73]. Close to threshold, the RPR-2011 models tend to overpredict the T,
although this difference is within the errors. The reggeised background does not provide a good
description of this observable, which is extremely sensitive to resonance contributions.
5.4.3 Double polarisation observables
The circular beam-recoil polarisations Cx and Cz for p(~γ, K+)~Λ are presented in Figs. 5.17 and 5.18.
As discussed in Refs. [174,175], the relation Cz ≈ Cx + 1 appears to hold. Furthermore, the data for
5.4. PHOTOPRODUCTION OBSERVABLES 123
-1.0 -0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 980 MeVlabω
-1.0 -0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1100 MeVlabω
-1.0 -0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1200 MeVlabω
-1.0 -0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1300 MeVlabω
-1.0 -0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
 = 1421 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1027 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1122 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1222 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1321 MeVlabω
-0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
 = 1466 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1074 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1171 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1272 MeVlabω
-0.5 0.0 0.5 1.0
-0.5
0.0
0.5
1.0
 = 1372 MeVlabω
RPR-2011A
RPR-2011B
Regge-2011
GRAAL - Lleres 2008
Bonn - Althoff 1978
*
Kθcos
T
Figure 5.16 – The angular dependence of the ~p(γ, K+)Λ target polarisation T at various ωlab. Line
conventions as in Fig. 5.9. Data are from Refs. [72, 73].
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Figure 5.17 – The energy dependence of the p(~γ, K+)~Λ beam-recoil asymmetry Cx at various cos θ∗K.
Line conventions as in Fig. 5.9. Data are from Ref. [75].
Cx, Cz and P yield the following magnitude for the Λ hyperon polarisation vector
|RΛ| =
√
C2x + C2z + P2 ≈ 1. (5.18)
This suggests that if the photon has a circular polarisation, theΛ hyperon is 100% polarised, and the
final KΛ state has zero orbital angular momentum. As a consequence, only S11-resonances would
contribute to p(~γ, K+)~Λ. Nevertheless, the three observables Cz, Cx and P can be reproduced by
models which include P11-resonances as well as resonances with J > 1/2 [175].
The observed trend that Cz is large and positive, as well as the structure at backward angles are
well reproduced by the RPR-2011 models. Cz seems to be reproduced better than Cx. The reggeised
background already provides an acceptable prediction for the trend of these observables.
The RPR-2011A and RPR-2011B calculations for the linear beam-recoil polarisation observables
Ox′ and Oz′ , shown in Fig. 5.19 and 5.20, reproduce the data acceptably. For Oz′ , like for T, the
data indicate slightly more negative values near threshold. In the two highest energy bins, the
RPR-2011A model provides a slightly better description than the RPR-2011B model, although at
cos θ∗K ≈ 0 both seem to slightly underpredict the data. The reggeised background predicts smaller
absolute values for Ox′ and Oz′ than the observed trend.
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Figure 5.18 – The energy dependence of the p(~γ, K+)~Λ beam-recoil asymmetry Cz at various cos θ∗K.
Line conventions as in Fig. 5.9. Data are from Ref. [75].
5.5 Predictions for electroproduction
In this section, we will test the predictive power of the RPR-2011 models by means of a comparison
to electroproduction data. The models were not optimised with respect to these data. In the past, a
comparison with electroproduction data has proven to be a useful method to determine the optimal
model variant by eliminating those models that fail to make adequate predictions [48, 50].
In electroinduced reactions, the exchanged photon has a non-zero virtuality and is more sensitive
to the substructure of the probed hadron. This substructure can be parametrised by introducing a
Q2 dependence in the electromagnetic coupling constants through an EM form factor. This proce-
dure entails some approximations. Longitudinal couplings, which vanish in the photoproduction
case, are neglected in the RPR model as these require knowledge of the individual electromagnetic
couplings. Since the RPR model is optimised to photoproduction data, only the product of elec-
tromagnetic and strong coupling strengths can be determined. Despite these approximations, the
relatively simple extrapolation of the p(γ, K+)Λ amplitude to p(e, e′K+)Λ by means of EM form
factors has been shown to be successful [49].
As in Ref. [100], the EM form factors for the kaon trajectories are parametrised by means of a
monopole form factor
FK(Q2) =
1
1 +
Q2
Λ2K
, (5.19)
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Figure 5.19 – The angular dependence of the p(~γ, K+)~Λ beam-recoil asymmetry Ox′ at various ωlab.
Line conventions as in Fig. 5.9. Data are from Ref. [73].
with a common cut-off value ΛK = 1.3 GeV. The electric s-channel Born-diagram is assigned the
same EM form factor as the K+(494) trajectory. In Ref. [100], this procedure was found to be crucial
for an adequate description of the ratio σL/σT.
For the nucleon resonances, the RPR model employs EM transition form factors as calculated by
the Bonn CQM [176]. The Bonn CQM predictions for EM form factors exhibit a good agreement
with data. However, one should note that experimental data is only available for the EM form
factors of the lightest resonances of the N∗ and ∆∗ spectra, which have M . 1600 MeV [176, 177].
The Bonn CQM provides helicity amplitudes, which are the matrix elements of the EM current
operator for the proton (p,λ) and resonance (q,λR) helicity states,
MµλR,λ = 〈q,λR | Jµ(0) | p,λ〉, (5.20)
from which the EM form factors are calculated. The helicity amplitudes can be converted to the
form factors associated with the EM couplings κ(i) of Section D.1.1 using the relation
〈q,λR |Lγ∗pR(x) | p,λ〉 = ei(q−p)·x〈q,λR | Jµ(0)Aµ(x) | p,λ〉. (5.21)
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Figure 5.20 – The angular dependence of the p(~γ, K+)~Λ beam-recoil asymmetry Oz′ at various ωlab.
Line conventions as in Fig. 5.9. Data are from Ref. [73].
Of these helicity amplitudes, only three are independent. One possible set of independent helicity
amplitudes is
M+1
2 ,−
1
2
, M01
2 ,
1
2
, M+3
2 ,
1
2
, (5.22)
with J+(0) = J1(0) + i J2(0). TheM+3
2 ,
1
2
vanishes if the resonance has spin 1/2.
The non-longitudinal form factor f±2 (Q
2) for spin-1/2 resonances has the following dependence
on the two non-vanishing helicity amplitudes [48]
f±2 (Q
2) =
∓1
Q3±
[
Q2
|p|
M01
2 ,
1
2
∓ mR ±mp
2
M+1
2 ,−
1
2
]
. (5.23)
Using the consistent interactions of Ref. [53], the following relation can be established between
the unnormalised form factors f±i (Q
2) and the helicity amplitudes for nucleon resonances with
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Jpi = 3/2± [50]
f±1 (Q
2) =
m5/2p
|p|Q±
[√
3M+1
2 ,−
1
2
±M+3
2 ,
1
2
]
,
f±2 (Q
2) =
m5/2p
|p|3Q∓
[
6Q2M01
2 ,
1
2
+ 3(mp ∓mR)|p|M+1
2 ,−
1
2
−
√
3
(
Q2 + m2p ∓mpmR
mR
)
|p|M+3
2 ,
1
2
]
,
(5.24)
where Q± =
√
2mR(Ep ±mp) =
√
Q2 + (mR ±mp)2, and
|p| =
√
E2p − m2p =
√√√√(m2p + m2R + Q2
2mR
)2
− m2p (5.25)
is the norm of the proton three-momentum in the resonance’s rest frame. For the consistent spin-
5/2 interaction, these relations are [50]
f±1 (Q
2) =
m7/2p
|p|2Q∓
[√
2M+1
2 ,−
1
2
∓M+3
2 ,
1
2
]
,
f±2 (Q
2) =
m7/2p
|p|4Q±
[
4Q2M01
2 ,
1
2
+ 2(mp ±mR)|p|M+1
2 ,−
1
2
−
√
2
(
Q2 + m2p ±mpmR
mR
)
|p|M+3
2 ,
1
2
]
.
(5.26)
The normalised EM form factors Fi(Q2) which are multiplied with the electromagnetic coupling
constants κ(i) of Eqns. (D.5)–(D.10) are defined as
F±i (Q
2) =
f±i (Q
2)
f±i (0)
. (5.27)
The conversion of the helicity amplitudes calculated by the Bonn CQM using Eqns. (5.24)–(5.26)
yields the normalised form factors presented in Fig. 5.21. The Bonn helicity amplitudes for the
P13(1900) resonance are very small and the extracted EM amplitudes exhibit an unphysical Q2
dependence. Therefore, a standard dipole EM form factor is employed for this resonance,
FK(Q2) =
1(
1 +
Q2
Λ2N
)2 , (5.28)
with a cut-off value ΛN = 840 MeV [154]. The same EM form factor was employed for the
D13(1900) resonance.
The two lightest spin-5/2 states, D15(1675) and F15(1680), correspond to the first excitations with
Jpi = 5/2− and Jpi = 5/2+ predicted by the Bonn CQM. In the mass region of the F15(2000),
however, several Jpi = 5/2+ resonances are predicted [178]. The second, third and fourth excita-
tions with these quantum numbers have masses of 1950, 1970 and 2100 MeV. As the latest SAID
analyses [157, 159, 169] as well as the PDG [25] report a mass of 1850–1950 MeV rather than 2000
MeV for this resonance, we use the EM form factors calculated for the second excitation, which has
M = 1950 MeV.
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Figure 5.21 – The EM transition form factors F1(Q2) (left panels) and F2(Q2) (right panels) derived from
helicity amplitudes calculated by the Bonn CQM [176]. The top panels show the results for the spin-
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Figure 5.22 – The unseparated structure functions σT + ε σL for p(e, e′K+)Λ at cos θ∗K ≈ 1 as a function
of W, at Q2 = 2.9 GeV2 (left panel) and as a function of Q2, at W = 2160 MeV (right panel). Line
conventions as in Fig. 5.9. Data are from Ref. [179–181].
5.5.1 Structure functions of the unpolarised cross section
The unseparated structure functions σT + ε σL are shown as a function of W and Q2 in Fig. 5.22.
Both RPR-2011 models provide a fair description of the data.
Fig. 5.23 shows the energy dependence of the separated structure functions σL and σT. The σT
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Figure 5.24 – The separated structure functions for p(e, e′K+)Λ at cos θ∗K ≈ 1 as a function of Q2 at
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appears to be systematically underpredicted while σL is overpredicted. This trend is confirmed in
the Q2 dependence of these observables, as well as the σL/σT ratio, presented in Fig. 5.24. The σL
and σT predictions of RPR-2011A have a steeper Q2 dependence than the RPR-2011B model. Note
that new low-Q2 data from MAMI C [182] at small kaon angles suggests a Q2 dependence that is
milder than the RPR-2011 model predictions.
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Figure 5.25 – Angular dependence of the structure functions for p(e, e′K+)Λ at Q2 = 1.00 GeV2 and
with an electron beam energy of 2.567 GeV: the unseparated structure function σT + ε σL (top panels),
σTT (middle row) and σTL (bottom panels). Line conventions as in Fig. 5.9. Data are from Ref. [86].
Figs. 5.25 and 5.26 show the angular dependence at fixed Q2 of the unseparated structure functions
σT + ε σL, as well as the structure functions σTT and σTL. The predictions of the RPR-2011A and
RPR-2011B models fairly reproduce the data, which has very small error bars. The trends are
described reasonably by the reggeised background.
5.5.2 Polarisation observables
Figs. 5.27 and 5.28 show the angular dependence of σLT′ at Q2 = 0.65 GeV2 and Q2 = 1.00 GeV2.
The RPR-2011 models fairly predict the magnitude of this observable for Q2 = 0.65 GeV2, but
predict an opposite sign as compared to data. At Q2 = 1.00 GeV2, the data displays significant
structure near threshold and around 1900 MeV, which is not predicted by any of the models. This
structure might be due to the longitudinal part of the interaction Lagrangians, which are not in-
cluded in the RPR model.
The transferred polarisation is presented in Fig. 5.29. The agreement with data is better for P′x than
for P′z. For P′z, the introduction of resonances seems to worsen the fair prediction by the reggeised
background.
Overall, the predictions of the electroproduction observables by the two RPR-2011 models are ad-
equate.
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Figure 5.26 – Angular dependence of the structure functions for p(e, e′K+)Λ at Q2 = 2.55 GeV2 and
with an electron beam energy of 4.056 GeV: the unseparated structure functions σT + ε σL (top panels),
σTT (middle row) and σTL (bottom panels). Line conventions as in Fig. 5.9. Data are from Ref. [86].
5.6 Discussion
The Bayesian evidence was proven to be a solid model selection criterion. In this approach, a
correct parametrisation of the likelihood function is key to obtain the correct evidence. The chi-
square distribution does not account for the non-Gaussian, correlated nature of the errors in the
various data subsets. An evaluation of the likelihood for any set of parameters will therefore end up
somewhere in the tail of the distribution, which is very steep for χ2R > 3. As a result, a model which
marginally improves the description of the data receives an enormous increase in the evidence.
This increase does not counterbalance the Occam penalty for an extra parameter. As a consequence,
the computed evidence values exhibit an outspoken preference for the model with the maximum
number of parameters. This implies that any added N∗ improves the description of the data.
We have determined an estimate of the correction factor for the total errors σtot of the analysed data.
This correction factor takes into account the difference between the two sources of uncertainty:
the statistical errors, which are normally distributed and independent, and the systematic errors,
which do not have these properties. Applying the correction to the computed evidence values
yields a different picture: the 14-parameter RPR model, dubbed RPR-2011A, emerges with the
highest evidence. A local optimum in the evidence is also observed for the best 8-parameter model,
which we refer to as RPR-2011B. An interesting observation from Fig. 5.4 is the presence of at least
one of the missing resonances with a mass of 1900 MeV in all of the best models which feature
more than two parameters.
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Figure 5.27 – Angular dependence of the polarised structure function σLT′ for p(~e, e′K+)Λ at Q2 = 0.65
GeV2. Line conventions as in Fig. 5.9. Data are from Ref. [88].
Both RPR-2011A and RPR-2011B provide a fair description of the p(γ, K+)Λ observables over a
broad kinematic range. The two descriptions appear to be nearly equivalent. Intuitively, RPR-
2011B seems the model of choice because it is more economical. However, the evidence for RPR-
2011A is decisively higher. An evaluation of the electroproduction predictions reveal that both
models adequately describe the data.
The evidence values of the individual resonances as defined in Eqn. (5.8) indicate that the reso-
nances which have the highest probability of contributing to p(γ, K+)Λ are S11(1535), S11(1650),
F15(1680), P13(1720), D13(1900), P13(1900), P11(1900) and F15(2000). This set includes the three
resonances at W ≈ 1900 MeV that are predicted by CQMs, but not by quark-diquark models.
Moreover, it does not include the P11(1710), which was not found in the two most recent SAID
analyses [157, 169].
With the current evidences, only three models outweigh the expression for the probability of a
resonance. A more accurate likelihood parametrisation might lead to smaller differences in lnZ ,
which could allow us to better differentiate between the resulting resonance probabilities.
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Figure 5.28 – Angular dependence of the polarised structure function σLT′ for p(~e, e′K+)Λ at Q2 = 1.00
GeV2. Line conventions as in Fig. 5.9. Data are from Ref. [88].
There is an additional factor that may affect the extracted evidence values, which we have not yet
discussed so far. This factor is the effect of channel couplings, which are absorbed into the effective
coupling constants of the RPR model. However, we deem that a more accurate parametrisation
of the likelihood is required before the consequences of the single-channel approximation for the
evidence can be estimated.
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Figure 5.29 – Transferred polarisation P′z (top panels) and P′x (bottom panels) for p(~e, e′K+)~Λ at Q2 =
1.56 GeV2 with an electron beam energy of 4.261 GeV (a) and at Q2 = 2.54 GeV2 with an electron beam
energy of 5.754 GeV (b). cos θ∗K is a function of W, given by cos θ∗K = −4.1 + 3.92W − 0.84W2 in (a) and
cos θ∗K = −3.74 + 3.48W − 0.69W2 in (b). Line conventions as in Fig. 5.9. Data are from Ref. [89].
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We can only see a short distance ahead,
but we can see plenty there that needs
to be done.
Alan Turing
6
Conclusion
The Regge-plus-resonance model combines Regge theory and elements from the isobar approach
into an economical model for kaon photo- and electroproduction in and above the resonance re-
gion. The key ingredients of RPR are the reggeised background, constrained to high-energy data,
to which the s-channel nucleon resonance diagrams are coherently added. One advantage of this
approach is that the high-energy behaviour, which is described by Regge theory, obeys the Frois-
sart bound by construction. By contrast, isobar models commonly describe the reaction within a
limited energy scale. Beyond this scale, they overpredict the cross-section data by serveral orders
of magnitude, and have to be regularised by means of a hadronic form factor.
An other asset of the RPR approach is especially important in the context of the search for missing
resonances. The RPR model has a more clear separation between the background and resonances
than most isobar models. This approach makes it the ideal testing ground to search for contribu-
tions from missing resonances.
The improvements of this revised version, RPR-2011, over the previous version, RPR-2007, include
the addition of spin-5/2 resonances and the consistent description of J ≤ 3/2 resonances. Further-
more, RPR-2011 is not limited to forward-angle data, but is optimised to the world’s p(γ, K+)Λ
data without any kinematical restrictions. The numerical implementation of RPR-2011 in terms of
invariant amplitudes has resulted in model calculations that are up to 300 times faster. This has
enabled the possibility of a broad analysis of the RPR model space.
Tools for Bayesian inference
Bayesian inference provides a statistically solid criterion for model selection, the Bayesian evidence
Z . It is the integral of the product of the model parameters’ prior distribution and the likelihood
function, over the entire parameter space. From the evidence Z , we have derived an expression
for the relative probability of a resonance, which takes into account different model variants.
We have developed the computational tools to perform the multidimensional integrations required
to evaluate the Bayesian evidence. One of these is the nested sampling (NS) algorithm by Skilling,
which also calculates the parameters’ expectation values. We have developed a version of the
VEGAS algorithm [57] dubbed log-VEGAS which is adapted for the integration of very small or
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large positive quantities with minimal loss of accuracy. By very small or large, we mean that the
integrand is computed by means of its logarithm, and exponentiation of this quantity would result
in a significant loss of information or even a numerical under- or overflow. We have shown that
for a very large number of dimensions ( > 10), the evidence can be calculated more efficiently
by locating the optimum by means of a genetic algorithm and limiting the integration to the area
around the model optimum.
Reggeised background for kaon photoproduction
In the two-trajectory version of the RPR model, the background can be implemented by means of a
mere three parameters. We have determined the reggeised background for RPR using Bayesian in-
ference. A first analysis, which was limited to W & 3 GeV data from the sixties and seventies from
SLAC [68, 69] and DESY [74], allowed us to determine the best background model for p(γ, K+)Λ,
but provided no decisive evidence for a single p(γ, K+)Σ0 background model. A Bayesian analysis
of the recent 2.6 GeV . W . 3 GeV data by CLAS [59] provided an improved background model
for p(γ, K+)Λ, dubbed Regge-2011.
Moreover, recent CLAS data [60] has enabled us to identify a shortcoming in the two-trajectory de-
scription for p(γ, K+)Σ0. For this channel, a three-trajectory model is required to describe the W >
2.6 GeV data. Two model variants prevail, both of which feature a rotating K+(494), and K∗+(892)
and K∗+(1410) trajectories which have different phases. Converting these three-trajectory models
to the isospin-related channel n(γ, K+)Σ− yields a fair prediction for the differential cross section.
Furthermore, the analysis of the 2.6 GeV . W . 3 GeV data has established that an asymptotic
sα(t) dependence in the Regge amplitude is strongly supported by data, and that the ( s−u2 )
α(t) de-
scription, which is sometimes put forward as a valid alternative, can be rejected.
Missing resonances in the RPR framework
The search for missing resonances is often cited as a primary motivation for kaon photoproduction
studies. The experimental efforts are met with a multitude of hadrodynamical models on the theory
side. Some of these models aim at identifying new resonances, whereas others seek to accurately
determine the values of the established resonances’ properties. None of the models, however,
has presented an exhaustive evaluation of the possible combinations of established and missing
resonances. Moreover, a Bayesian analysis of the missing resonances has not yet been conducted.
In this work, we have presented the results of a Bayesian analysis of a set of eleven nucleon res-
onances. The likelihood function was evaluated using the world’s p(γ, K+)Λ data of the past
decade, comprising 6148 data points. The goal of this analysis was to assess which of the eleven
resonances have the highest probability of contributing to p(γ, K+)Λ, as well as to determine the
best model for this reaction. The set consists of the four-star resonances S11(1535), S11(1650),
D15(1675), F15(1680) and P13(1720), as well as the D13(1700), P11(1710), P13(1900) and F15(2000)
resonances listed by the PDG. We have also evaluated the missing resonances D13(1900) and
P11(1900). The model which includes all these resonances has 19 free N∗ parameters: 18 coupling
constants and one hadronic cut-off value.
We have calculated the Bayesian evidence for all 2048 model variants resulting from the combi-
nations of these resonances. The results at first seem to indicate that the best model is the one
that takes into account all eleven resonances. For this analysis we added the quoted systematic
and statistical errors in quadrature. We have repeated the analysis with a more conservative eval-
uation of the total error. In this analysis, the 14-parameter model surfaces as the best candidate.
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This model is dubbed RPR-2011A and features the S11(1535), S11(1650), F15(1680), P13(1720),
P11(1900), F15(2000) as well as the missing D13(1900) and P13(1900) resonances. Because of the
much higher evidence of RPR-2011A as compared to the other model variants, these resonances
also turn out to have the highest probability to contribute to p(γ, K+)Λ. A second, local opti-
mum was observed for the 8-parameter model which features the S11(1535), S11(1650), P11(1710),
P13(1720) and missing D13(1900) resonances. This model is dubbed RPR-2011B.
Both RPR-2011A and RPR-2011B make predictions which agree well with the p(γ, K+)Λ data, and
make fair predictions for p(e, e′K+)Λ. The much higher evidence for the RPR-2011A model indi-
cates that we should reject RPR-2011B. However, we do not observe this in the models’ predictions
for electroproduction observables, which seem nearly equivalent.
A final remark is that it is extremely challenging to incorporate the correlations between systematic
errors in a likelihood function. The large-χ2 behaviour of the chi-square distribution is unrealisti-
cally steep, which results in very large differences between the computed evidences. As a result,
the calculated resonance probabilities P (R | {dk}) are determined to a large extent by a few model
variants, which dominate the sum of Eqn. (5.7). One could expect a likelihood which accounts for
the correlated errors to yield smaller differences in lnZ . This would lead to more different models
contributing to P (R | {dk}), which might give a more balanced picture of the probabilities of the
various resonances.
Outlook
A possible improvement of the RPR formalism is to include resonances with spin 7/2 or higher.
This can be done in a consistent fashion, using the interaction structure and hadronic form factor
for fermions of arbitrary spin proposed by Vrancx. Resonances that lie further below threshold,
such as the wide P11(1440), could also be included in a future analysis. However, one should
remember that the inclusion of additional resonances complicates a comprehensive analysis as the
one presented in this work, as every additional resonance doubles the amount of evaluated models.
Although it may seem that the next logical step is to embed the RPR model into a coupled-channels
framework, much of the qualities of this model would be lost in the process. The large number of
unknowns in a coupled-channels approach makes it less suitable for an exhaustive analysis as the
one presented in this work. On the other hand, if the goal is to precisely determine the resonances’
parameters, the effects of channel couplings should be taken into account.
In this analysis, we have not attempted to determine the properties of resonances. Instead, we
have focussed on estimating which resonances are required to describe kaon photoproduction. The
resonance masses and widths were fixed at the values listed by the PDG or calculated by CQMs. In
a future analysis, one could allow the widths and masses of the nucleon resonances to vary within
the uncertainties on these properties. On the downside, this drives up the number of dimensions
of the evidence integrals.
We have not yet tackled the problem of untangling the plethora of N∗ and ∆∗ resonances that can
contribute to the K+Σ0 channel. The combinatorial complexity of our analysis makes it less suitable
for the analysis of a large number of resonances. The evaluation of all model variants for the K+Σ0
channel would require a prohibitive amount of computer time.
A solution could be to first sample the model space using a genetic algorithm. The genetic algo-
rithm could be adapted so as to allow for a variable number of resonances. This can be done by
introducing a new kind of mutation operator which adds or removes a resonance, akin to the gene
duplications that occur in biological evolution. An ad-hoc Occam factor could be included in the
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fitness function, based on the parameters’ prior distributions. The population of models that re-
mains after a number of generations could be taken as a starting point for the evidence calculations.
Furthermore, the derivation of an expression for the likelihood of a composite data set is essential
to obtain accurate evidence values, that are not biased towards highly complex models. There are
approaches that take into account these correlations by means of a redefinition of χ2. In a future
analysis, such an approach could be employed to take into account the correlations between the
systematic errors.
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Inleiding
Het standaardmodel van de deeltjesfysica wordt vaak de theorie van bijna alles genoemd. Ze
beschrijft op een hoogst getrouwe manier de ons bekende fysica op de allerkleinste schaal, en dat
in termen van vier krachten en slechts twaalf fundamentele bouwstenen.
De successen van deze theorie worden vaak in de verf gezet. De theorie van de kwantumelek-
trodynamica (QED) laat ons toe om grootheden nagenoeg tot op willekeurige precisie te bepalen.
De berekening van de spin-g-factor van het elektron, bijvoorbeeld, is tot op 11 decimalen expe-
rimenteel geverifieerd. Een ander vlaggenschip van het standaardmodel is de unificatie van de
elektromagnetische en zwakke tot de elektrozwakke interactie. Dit leidde tot de voorspelling van
de zware W- en Z-bosonen, die later ook experimenteel werden waargenomen in CERN.
Verder beschrijft het standaardmodel ook de sterke interactie met de theorie van de kwantumchro-
modynamica (QCD). Deze theorie beschrijft de interacties van quarks en gluonen. In het dagelijkse
leven kennen we ze echter vooral als de kracht die de atoomkernen bijeen houdt. Hoewel we de
sterke interactie erg goed kennen bij zeer hoge energiee¨n, komen we in de problemen zodra we
een proces trachten door te rekenen bij een meer bescheiden energie. Het berekenen van de ei-
genschappen van gebonden toestanden, zoals het welbekende nucleon, is al even problematisch.
De reden waarom we niet in staat zijn om deze eigenschappen te berekenen, ligt bij de energie-
afhankelijkheid van de sterke koppelingsconstante αs. Door het fenomeen genaamd asymptotische
vrijheid is αs heel klein bij hoge energiee¨n, en kunnen we processen daar perturbatief doorrekenen.
Bij lagere energiee¨n wordt αs juist erg groot, wat ons verhindert om perturbatieve methoden toe te
passen.
Het mag niet verbazen dat we de eigenschappen van een complexe structuur niet kunnen bereke-
nen, ondanks een zeer goede kennis van de fundamentele krachten die er aan het werk zijn. Het is
vooral een kwestie van het proces te beschrijven met een model dat aangepast is aan de schaal: zo
is deeltjesfysica ook niet in staat om de uitslag van het WK te voorspellen. Helaas moeten we niet
eens zo ver kijken voordat we tegen de beperkingen van QCD aanbotsen. De moeilijkheden bij het
bepalen van eigenschappen zoals de massa en de gee¨xciteerde toestanden van het nucleon wijzen
erop dat quarks en gluonen niet de optimale vrijheidsgraden zijn om dit systeem te beschrijven.
Hadrodynamica en constituentenquarks
Hoe kunnen we de sterke interactie dan wel beschrijven bij lage energiee¨n? Om die vraag te beant-
woorden, moeten we ons eerst en vooral afvragen wat de vrijheidsgraden zijn in het energieregime
van het nucleon. Het zijn niet de quarks en gluonen van QCD, maar de verschillende hadronen:
de mesonen en de baryonen. Bij laagenergetische interacties dienen hadronen zich niet aan als
complexe systemen van quarks en gluonen, maar als deeltjes met welbepaalde kwantumgetallen,
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massa’s en vervalbreedtes. Modellen die de interacties tussen hadronen op dit niveau beschrijven,
worden hadrodynamische modellen genoemd.
Naast de hadrodynamische modellen is er een intermediair beeld van de gebonden toestanden
van QCD, dat hadronen beschrijft als systemen van zogenoemde constituentenquarks in een effec-
tieve potentiaal. Dit zijn niet de lichte puntdeeltjes van QCD, maar effectieve quarks die “gekleed”
worden door de wolk van gluonen en quark-antiquarkparen in hun kielzog. Constituentenquark-
modellen (CQMs) kunnen met deze vrijheidsgraden het excitatiespectrum van hadronen bereke-
nen. Hadrodynamische modellen halen anderzijds informatie over resonanties uit experimentele
waarnemingen, en vormen op deze manier een toetssteen voor de voorspellingen van CQMs.
De voorspellingen van CQMs voor het rijke excitatiespectrum van mesonen werden reeds groten-
deels experimenteel geverifieerd. Het succes van CQMs is evenwel onduidelijker wat het spectrum
van baryonen betreft. Vele nucleonresonanties voorspeld door CQMs zijn immers nog niet experi-
menteel waargenomen.
Als twee van de drie quarks een dieper gebonden toestand vormen, verlaagt het effectieve aantal
vrijheidsgraden. De zogenoemde quark-diquarkmodellen die beroep doen op dit beeld, voorspel-
len veel minder resonanties en benaderen beter het waargenomen nucleonspectrum.
Een andere mogelijke oorzaak van de discrepantie tussen het aantal waargenomen en voorspelde
nucleonresonanties ligt bij de aard van de experimenten waaruit de informatie gehaald wordt.
Ons beeld van het nucleonspectrum [25] is voor een stuk nog gebaseerd op twee publicaties van
rond 1980 die gebruik maken van pionnucleonverstrooiing [26,27]. Ee´n van de voorspellingen van
CQMs is net dat vele van de hogere nucleonresonanties zwak koppelen aan het pionnucleonkanaal.
Enkel een grondige analyse van reacties zonder pionen kan dus uitsluitsel geven over het al dan
niet bestaan van deze resonanties.
Elektromagnetische vreemdheidsproductie
Er is maar een beperkt aantal praktisch haalbare methoden om het nucleon exciteren, en de hoogste
werkzame doorsnede wordt bereikt met een hadronische sonde, namelijk het pion. Foto- en elek-
trogeı¨nduceerde reacties hebben ondanks hun lagere werkzame doorsnede echter ook belangrijke
voordelen. Ten eerste biedt het de mogelijkheid om nucleonresonanties te cree¨ren die zwak koppe-
len aan het pionnucleonkanaal. Een tweede voordeel is dat het elektromagnetische gedeelte van de
interactie essentieel gekend is van QED, wat de beschrijving van het proces sterk vereenvoudigt.
Dit werk behandelt de foto- en elektroproductie van open vreemdheid aan het nucleon. In zo’n
reactie bestaat de finale toestand uit twee vreemde deeltjes: een kaon (K) en een hyperon (Y). Bij de
interactie van het foton met het nucleon wordt een vreemd quark-antiquarkpaar gecree¨erd, zoals
weergegeven in figuur 1.5, waarvan elk van de partners in een ander finaal deeltje belanden.
Hadrodynamische modellen beschouwen deze reactie evenwel niet op het niveau van quarks,
maar beschrijven de deelnemende hadronen als effectieve velden. In een effectieve veldentheorie
worden de interacties beschreven door effectieve interactielagrangianen. Net zoals bij fundamen-
tele Lagrangianen kunnen de observabelen berekend worden aan de hand van Feynmandiagram-
men. De substructuur van de hadronen wordt geparametriseerd aan de hand van een vormfactor.
Een isobaar model is een hadrodynamisch model waarin enkel de zogenoemde “tree-level”- dia-
grammen beschouwd worden, waarin geen lussen aanwezig zijn. Met deze restrictie blijven er drie
mogelijke diagrammen over, waarbij de interne lijn ofwel een nucleon(resonantie), ofwel een kaon,
of tenslotte en hyperon kan zijn.
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Deze modellen slagen er goed in om de werkzame doorsnede te beschrijven in het resonantie-
gebied. Dit is het energiegebied waarin de nucleonresonanties een prominente rol spelen. Deze
zijn zichtbaar als energie-afhankelijke pieken in de differentie¨le werkzame doorsnede. Enkel de
diagrammen waarin de interne lijn een nucleonresonantie vertegenwoordigt, geven aanleiding tot
dergelijke pieken. De andere diagrammen worden achtergronddiagrammen genoemd. Het ont-
warren van de twee bijdragen – achtergrond en resonanties – is e´e´n van de grote uitdagingen van
isobare modellen.
Isobare modellen zijn afhankelijk van hadronische vormfactoren om het hoge-energiegedrag van
de achtergronddiagrammen onder controle te houden. Ze zijn gericht op het beschrijven van de
interactie op een beperkte energieschaal en rekenen eens daarbuiten sterk op de regularisatie door
een vormfactor. Dit maakt de methode inherent minder geschikt voor het modelleren van hoog-
energetische reacties. Zonder aanpassingen voldoen isobare modellen ook niet aan de Froissart-
grens. Deze theoretische bovenlimiet op de totale werkzame doorsnede is een negenproef voor
theoriee¨n die hoogenergetische reacties trachten te beschrijven.
Een model dat deze bovengrens wel respecteert is Regge-fenomenologie, een theorie ontwikkeld in
de jaren ’50 om hoogenergetische reacties te beschrijven bij extreem voorwaartse of achterwaartse
hoeken. In Regge-fenomenologie wordt de interactie beschreven als een uitwisseling van hele
families van deeltjes, de zogenaamde Regge-trajecten. De leden van een Regge-traject hebben alle
dezelfde interne kwantumgetallen, behalve spin. De spin van ieder deeltje op een Regge-traject is
recht evenredig met zijn massa-kwadraat. Figuur 2.6 geeft de Regge-trajecten voor kaonen weer.
Isobare modellen slagen er niet in om een ondubbelzinnige opdeling te maken van de achtergrond
en de resonantiebijdragen. De eigenschappen van resonanties die berekend worden door zulke
modellen zijn daarom sterk modelafhankelijk. Dit vormt een nog groter probleem wanneer we
isobare modellen willen gebruiken om te bepalen welke resonanties er juist bijdragen. Een isobaar
model lijkt dus niet het ideale middel om op zoek te gaan naar de ontbrekende resonanties, voor-
speld door symmetrische CQMs.
Het Regge-plus-resonantiemodel
Een antwoord op de vele tekortkomingen van isobare modellen werd gegeven het Regge-plus-
resonantiemodel (RPR-2007) ontwikkeld door de onderzoeksgroep theoretische medium-energie
fysica te Gent [47, 48]. Dit is een hybride model dat elektromagnetische kaonproductie bij zowel
hoge als bij lage energiee¨n beschrijft. In dit model wordt de transitie-amplitude samengesteld
uit de Regge-amplitude enerzijds, en de individuele bijdragen van nucleonresonantiediagrammen
anderzijds.
Door de parameters van het Regge-model te bepalen aan de hand van hoge-energiedata, verkrij-
gen we een amplitude die de achtergrond in het resonantiegebied ook goed beschrijft. Zo wordt
de achtergrond op een ondubbelzinnige manier vastgelegd, en kan informatie over de nucleonre-
sonanties op een meer betrouwbare manier afgeleid worden.
Het RPR-model beschrijft niet enkel fotoproductie, maar kan ook uitgebreid worden naar elek-
troproductie [49]. Bij elektroproductie wordt een foton uitgewisseld met een zekere virtualiteit,
of overgedragen viermomentum Q2 > 0. Hoe groter deze virtualiteit, hoe gevoeliger de reactie
wordt aan de diepere structuur van het hadron. Bij waarden van Q2 van de orde 1 GeV2 wordt
deze substructuur bepaald door de constituentenquarks. Om deze in rekening te brengen, worden
de elektromagnetische koppelingsconstanten functie van Q2: dit zijn de elektromagnetische vorm-
factoren. De vormfactoren gebruikt in het RPR-model werden berekend door het covariante CQM
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van Bonn [15]. Bij veel hogere Q2 begint het foton aan de naakte quarks te verstrooien, en volstaat
een elektromagnetische vormfactor niet om het proces te beschrijven.
RPR-2011
In dit werk wordt het RPR-2011-model voorgesteld, dat enkele belangrijke verbeteringen inhoudt
ten opzichte van het RPR-2007-model.
In het RPR-2007-model werden de interacties van spin-3/2-resonanties beschreven aan de hand
van een niet-consistente interactielagrangiaan, die aanleiding gaf tot de propagatie van onfysische
componenten met spin 1/2 [51]. Daarnaast vergde deze formulering van de interactie vijf vrije
parameters, waarvan drie voor de off-shell-componenten van het spin-3/2-veld. RPR-2011 maakt
gebruik van de consistente interactiestructuur van Pascalutsa [52]. Zo verdwijnen de onfysische
componenten, en zijn er ook slechts 2 parameters nodig om de spin-3/2-interacties te beschrijven.
In RPR-2011 worden spin-5/2-resonanties in rekening gebracht. Deze worden eveneens op een
consistente wijze beschreven, volgens het formalisme van Vrancx [53]. Ook deze deeltjes introdu-
ceren elk twee vrije parameters. Met een uitbreiding van de oude interactiestructuur zouden deze
deeltjes maar liefst acht vrije parameters introduceren. De consistente beschrijving van hogere-
spindeeltjes is dus niet enkel fysisch nauwkeuriger, maar ook economischer. Om het onfysische
hoge-energiegedrag van spin-3/2- en spin-5/2-resonanties te regulariseren, wordt in RPR-2011 de
multidipool-Gauss-vormfactor van Vrancx [53] gebruikt.
De implementatie van RPR-2011 verschilt sterk van RPR-2007. Een belangrijk verschil is dat de
amplitude nu berekend wordt aan de hand van de ontbinding in zes Lorentz- en ijkinvariante am-
plitudes. Hierdoor wordt de berekening van de volledige amplitude gescheiden in enerzijds de
kinematische factoren, en anderzijds de complexe coe¨fficie¨nten, die afhankelijk zijn van de koppe-
lingssterktes. De coe¨fficienten zijn het resultaat van ingewikkelde tensoroperaties, die op voorhand
worden vereenvoudigd met een symbolisch algebrapakket.
Op deze manier wordt de berekening van hogere-spindiagrammen tot wel 300 keer sneller dan de
vorige implementatie. Deze formulering heeft nog een bijkomend voordeel bij het optimaliseren
van parameters aan experimentele data. De invariante amplitudes hoeven namelijk slechts een-
maal berekend te worden voor elk datapunt, omdat deze niet veranderen tijdens de fitprocedure.
Enkel de coe¨fficie¨nten moeten opnieuw berekend worden bij een wijziging van de parameters.
Bayesiaanse inferentie
In de fysica wordt vaak de minimale waarde van χ2 gebruikt als een criterium voor modelselectie.
Binnen e´e´n model is het inderdaad zo dat de set parameters met de laagste χ2 de maximale likeli-
hood1 heeft. Het is evenwel een stap te ver om deze waarde ook te gebruiken om de geschiktheid
van verschillende modellen mee af te wegen. Het toevoegen van vrije parameters aan een model
zal immers steeds een verlaging in de χ2 teweegbrengen.
Occams mes is het principe dat ons waarschuwt voor deze wildgroei aan vrije parameters. Dit
principe zegt dat als twee theoriee¨n eenzelfde fenomeen even goed beschrijven, de meer eenvou-
dige theorie te verkiezen is. Occams mes is niet alleen nuttig uit praktische overwegingen, het is
ook een drijvende kracht achter wetenschappelijke revoluties.
1Dit betekent evenwel niet dat het de maximale probabiliteit heeft; waarom is te lezen in Hoofdstuk 3.
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Het is dit principe dat uiteindelijk leidde tot de acceptatie van het Copernicaanse wereldbeeld in
plaats van het ingewikkelde Ptolemaische wereldbeeld. Volgens het Ptolemaische beeld bevond
de aarde zich in het centrum van het universum. Om de soms onregelmatige beweging van de
planeten aan de hemel te beschrijven, stelde Ptolemaeus voor dat de planeten bovenop hun cirkel-
beweging rond de aarde nog een kleinere cirkel beschreven, de zogenaamde epicycli. Hoewel het
Ptolemaische model de beweging van de planeten goed kon beschrijven, was Copernicus’ helio-
centrische model veel eenvoudiger. Dat dit model ook accurater was, kon ten tijde van Copernicus
nog niet geverifieerd worden. De acceptatie van het nieuwe model was dus zuiver toe te schrijven
aan de toepassing van Occams mes.
Ook in de hedendaagse fysica wordt er enigszins rekening gehouden met dit principe. Impliciet
wordt vaak de vuistregel toegepast dat een extra parameter slechts geı¨ntroduceerd mag worden,
als die de minimale χ2 met een bepaalde hoeveelheid vermindert. Een dergelijke vuistregel is
evenwel nog geen statistisch verantwoorde manier om aan modelselectie te doen.
Hoofdstuk 3 is gewijd aan de oplossing voor dit probleem, die wordt gegeven door Bayesiaanse
inferentie. Met enkel het theorema van Bayes en de basisprincipes van de probabiliteit als uit-
gangspunt, kan er een grootheid afgeleid worden die overeenkomt met de probabiliteit van een
model, gegeven de data. Deze grootheid is de Bayesiaanse evidentie, Z , en ze wordt bekomen
door “marginalisatie” of integratie over alle parameters van het model.
De berekening van Z komt neer op een multidimensionale integratie, wat computationeel geen
sinecure is. Er bestaan verschillende technieken die zeer geschikt zijn voor het berekenen van Bay-
esiaanse evidentie. De eerste hiervan is nested sampling [55], een Monte Carlo-algoritme dat naast
de evidentie ook de verwachtingswaarden van de parameters berekent. Als de verwachtingswaar-
den van de parameters van minder belang zijn, kan ook het VEGAS-algoritme [56, 57] gebruikt
worden. Voor deze analyse werd een aangepast algoritme genaamd log-VEGAS ontwikkeld. Dit
algoritme is geoptimaliseerd voor de integratie van de zeer kleine waarden die de likelihood over
het algemeen heeft, met een minimaal verlies aan numerieke nauwkeurigheid.
Omdat de likelihoodfunctie vaak erg sterk gepiekt is, heeft zelfs het log-VEGAS-algoritme moeilijk-
heden om het optimum in de multidimensionele parameterruimte te vinden. In dat geval blijkt
het efficie¨nter om eerst een optimalisatie-algoritme toe te passen. In dit werk wordt een gene-
tisch algoritme gecombineerd met een MINUIT-optimalisatie. Door het specifieke karakter van
de likelihoodfunctie blijkt een integratie in een klein gebied rond het optimum al een zeer goede
benadering te geven van de volledige integraal. De toepassing van deze techniek op een voor-
beeldprobleem geeft aan dat ze tot op 20 dimensies betrouwbare resultaten geeft.
Bepaling van de Regge-achtergrond
De Regge-achtergrond van het RPR-model zorgt voor een ondubbelzinnige opdeling van achter-
grond en resonantiebijdragen. De parameters van dit model liggen evenwel niet allemaal theore-
tisch vast, en moeten aan de hand van hoge-energiedata bepaald worden. In het RPR-2007-model
bleek men niet in staat om het model volledig vast te leggen aan de hand van deze kleine data-
set. De χ2-waarden van verschillende modelvarianten lagen te dicht bij elkaar om e´e´n geschikt
model te kiezen, en een vergelijking met data uit het resonantiegebied bleek noodzakelijk om het
achtergrondmodel te bepalen.
In Hoofdstuk 4 passen we Bayesiaanse inferentie toe om de meest geschikte variant van het ach-
tergrondmodel te bepalen. In eerste instantie gebruiken we de oude data van SLAC en DESY, die
ook in RPR-2007 werden aangewend. In tegenstelling tot de kleinstekwadratenmethode, toegepast
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in RPR-2007, slaagt de Bayesiaanse evidentie er wel in om meteen het beste model te bepalen. Een
vergelijking met data uit het resonantiegebied is hiermee overbodig. Dit toont aan dat de Bayesi-
aanse methode veel zuiniger is met experimentele data.
Onlangs publiceerde CLAS een grote hoeveelheid metingen van differentie¨le werkzame doorsne-
den en recoil-asymmetriee¨n voor p(γ, K+)Λ [59] en p(γ, K+)Σ0 [60]. Deze en andere recente data
wijst op een mogelijk normalisatieprobleem in de hoge-energiedata van SLAC uit de jaren ’60 [117].
Het gebruik van deze oude data voor de optimalisatie van het Regge-model valt daarom in vraag
te stellen.
Het kinematische bereik van de data van CLAS is erg groot, en de energiee¨n gaan tot een invariante
massa van 2.84 GeV. Bij energiee¨n rond 2.6 GeV werd reeds aangetoond dat nucleonresonanties
geen prominente rol meer spelen en het Regge-gedrag de bovenhand neemt. Daarom gebruiken
we de data van CLAS met een invariante massa hoger dan 2.6 GeV om het achtegrondmodel voor
RPR-2011, genaamd Regge-2011, te bepalen.
Dit levert een interessante observatie op voor het K+Σ0-kanaal. Het Regge-model met twee trajec-
ten dat we tot nu toe aangenomen hadden, blijkt dit proces niet goed te kunnen beschrijven. Het
invoeren van een derde traject verbetert de overeenkomst tussen model en data aanzienlijk, en leidt
tevens tot een doorslaggevende toename van de Bayesiaanse evidentie. De succesvolle voorspel-
lingen van het drietrajectenmodel voor de isospin-gerelateerde reactie n(γ, K+)Σ− ondersteunen
de geldigheid van dit model.
De verkenning van het nucleonspectrum
Het probleem van de ontbrekende nucleonresonanties is een belangrijke motivatie voor nieuwe
experimenten in pseudoscalaire mesonfotoproductie. Het zijn deze experimenten die hadrody-
namische modellen in staat stellen om mogelijke ontbrekende resonanties te identificeren. Vele
modellen voor kaonfotoproductie leggen zich echter niet toe op het zoeken naar nieuwe resonan-
ties, maar trachten de waarnemingen zo goed mogelijk te beschrijven in termen van de bestaande
resonanties. Er is nog geen analyse uitgevoerd die alle verschillende combinaties van een set van
bekende en ontbrekende nucleonresonanties evalueert.
In Hoofdstuk 5 trachten we op een statistisch correcte manier de ontbrekende resonanties te evalu-
eren. Hiertoe gebruiken we de Bayesiaanse evidentie als criterium voor modelselectie. In deze
analyse wordt een selectie van elf gekende en “ontbrekende” resonanties onderzocht. De ge-
kende resonanties zijn de S11(1535), S11(1650), D15(1675), F15(1680) en P13(1720), die de hoogste
status van vier sterren hebben volgens de PDG. Verder beschouwen we ook de minder geves-
tigde resonanties D13(1700), P11(1710), P13(1900) en F15(2000), evenals de door CQMs voorspelde
D13(1900) en P11(1900). Deze elf resonanties kunnen gecombineerd worden tot 2048 modellen.
Het berekenen van de evidentie voor elk van deze modellen levert een “evidentiekaart” op voor
de modellenruimte van RPR.
In principe laat dit toe een antwoord te bieden op twee belangrijke vragen. De eerste, en meest
voor de hand liggende vraag is: “Wat is het beste model voor kaonfotoproductie, gegeven alle
p(γ, K+)Λ-data?” De tweede vraag is van belang in de zoektocht naar de ontbrekende resonanties,
en luidt: “Met welke probabiliteit draagt resonantie R bij tot p(γ, K+)Λ?”
Een eerste interpretatie van de berekende evidenties wijst erop dat het meest complexe model, dat
alle in beschouwing genomen resonanties bevat, het beste model is. Dit zou erop wijzen dat alle
beschouwde resonanties noodzakelijk zijn om p(γ, K+)Λ te beschrijven. Anderzijds is dit resul-
taat ook te verklaren door de manier waarop de totale standaardafwijking van elk datapunt wordt
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geschat, alsook door de parametrisatie van de likelihoodfunctie. Op basis van het schalingsge-
drag van de chi-kwadraatverdeling kan gecorrigeerd worden voor de onderschatting van de totale
standaardafwijking.
De toepassing van deze correctiefactor op de evidenties leidt tot een ander resultaat: het 14-
parametermodel blijkt het meest waarschijnlijke te zijn. Dit model, dat we RPR-2011A noemen,
bevat de resonanties S11(1535), S11(1650), F15(1680), P13(1720), D13(1900), P13(1900), P11(1900)
en F15(2000). Naast dit globale optimum in de RPR-modellenruimte is er een lokaal optimum bij 8
parameters. Dit model, dat RPR-2011B genoemd wordt, bevat de resonanties S11(1535), S11(1650),
P11(1710), P13(1720), en D13(1900).
Ondanks de veel hogere evidentie voor RPR-2011A, blijken beide modellen een goede beschrijving
te geven van de data voor p(γ, K+)Λ. Ook de voorspellingen voor elektroproductie zijn redelijk
voor beide modellen. Dit hoeft niet te verbazen, want de evidentie is een geı¨ntegreerde grootheid,
die niet zomaar afgelezen kan worden van modelvoorspellingen.
Door de veel grotere evidentie, weegt RPR-2011A zwaar door in de bepaling van de probabili-
teiten van de resonanties. De resonanties die deel uitmaken van dit model blijken ook de meest
waarschijnlijke.
Voor de nauwkeurige bepaling van de probabiliteiten van de resonanties is een correcte parame-
trisatie van de likelihood van kapitaal belang. Bij het gebruik van de chi-kwadraatverdeling wordt
er echter verondersteld dat de fouten een normale verdeling volgen en ongecorreleerd zijn. Voor
systematische fouten zijn deze eigenschappen evenwel niet van toepassing. Een uitdrukking voor
een likelihoodfunctie die gecorreleerde fouten in rekening brengt is niet voor de hand liggend. In
een analyse van een samengestelde dataset, zoals deze, kan het gebruik van een aangepaste likeli-
hood misschien meer genuanceerde resultaten opleveren, bijvoorbeeld voor de probabiliteiten van
de nucleonresonanties.
Conclusies en vooruitzichten
Een uitbreiding van het RPR-formalisme zou kunnen bestaan in het toevoegen van resonanties met
spin 7/2 en hoger. Dit is mogelijk dankzij de consistente formulering van hogere-spin fermionen
van Vrancx. In principe kan RPR ook uitgebreid worden naar een gekoppelde-kanalen-theorie,
waarin de tussenliggende processen zoals γp → piN → KY in rekening worden gebracht. Dit zou
het model evenwel veel complexer maken en het aantal vrije parameters de hoogte in jagen, wat
een analyse als deze sterk bemoeilijkt.
De aandacht van dit werk ging eerder naar de identificatie van resonanties dan naar het bepa-
len van hun parameters. Om het aantal vrije parameters te beperken, werden eigenschappen als
massa’s en breedtes vastgepind op de waarden van de PDG of CQMs. Er kan ook voor gekozen
worden om deze eigenschappen te laten varie¨ren binnen hun fout, hoewel dit het aantal dimensies
van de evidentie-integraal aanzienlijk verhoogt.
In dit werk werd geen analyse uitgevoerd van de resonanties die koppelen aan K+Σ0, wegens de
vele bijkomende ∆-resonanties in dit kanaal. Elke bijkomende resonantie verdubbelt immers het
aantal modellen dat gee¨valueerd moet worden. Er is een fenomenale hoeveelheid rekentijd nodig
om bovenop de nucleonresonanties ook de ∆-resonanties in rekening te brengen.
Dit probleem kan eventueel aangepakt worden door de modellenruimte vooraf af te toetsen met
een genetisch algoritme. Het genetisch algoritme kan aangevuld worden met een extra mutatie-
operator: de toevoeging of verwijdering van een resonantie. Dit kan vergeleken worden met feno-
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meen van genduplicatie in biologische evolutie. De fitness-functie kan aangevuld worden met een
ad-hoc Occamfactor. De populatie van modellen na een aantal generaties kan een eerste richtlijn
zijn om te bepalen voor welke modellen de evidentie berekend moet worden.
Het zou leerrijk zijn om deze analyse uit te voeren met een meer getrouwe parametrisatie van de
likelihood voor een samengestelde dataset. De correlaties tussen de data en hun fouten worden
soms in rekening gebracht aan de hand van een herdefinitie van χ2. Een dergelijke aanpak kan
gebruikt worden in een toekomstige analyse.
A
Conventions and notations
A.1 Notation
Throughout this work, four-vectors will be written in lowercase italics, e.g. p, and three-vectors
in bold italics, e.g. p, so that p = (E,−p). We will refer to Lorentz indices with Greek lowercase
letters, e.g. pµ(µ = 0, 1, 2, 3), and to spatial indices with Latin lowercase letters starting from i,
e.g. σi(i = 1, 2, 3). Dirac or spinor indices are not stated explicitly, but can be inferred from the
presence of gamma matrices or spinors. In the rare situations that they are written explicitly, we
have chosen Latin lowercase letters starting from a, e.g. γ0ab (a, b = 1, 2, 3, 4).
When applicable, the Einstein notation is implied. In the specific case of a contraction of a four-
vector with the gamma matrices (defined below), we use the Feynman slash notation:
pµγµ =
4∑
µ=0
pµγµ = /p. (A.1)
We use the following notation for conjugate fields:
ψ = ψ†γ0. (A.2)
A.2 Metric and Dirac matrices
We adhere to the following convention for the Minkovski metric gµν:
gµν = gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (A.3)
The Dirac gamma matrices γi are defined to satisfy the anticommutation relations
{γµ,γν} = 2gµν. (A.4)
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One specific representation of these matrices is the Dirac representation
γ0 =
(
I2 0
0 −I2
)
γi =
(
0 σi
−σi 0
)
, (A.5)
where σi are the Pauli matrices
σ1 =
(
0 1
−1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
(A.6)
and I2 is the two-dimensional unity matrix. The following relations hold for the hermitian conju-
gates of the gamma matrices,
γi† = −γi = γ0γiγ0, (A.7)
γ0† = γ0. (A.8)
Two frequently used entities are γ5
γ5 ≡ iγ0γ1γ2γ3 =
(
0 I2
I2 0
)
, (A.9)
and the tensor σµν
σµν =
i
2
[γµ,γν] . (A.10)
Alternatively, the γ5 can be written as
γ5 = −
i
4!
eµναβγµγνγαγβ , (A.11)
and has the following properties
γ5† = γ5, (A.12){
γ5,γµ
}
= 0 , (A.13)
ieµναβγ5γβ = γµγνγα − gµνγα − gναγµ + gµαγν. (A.14)
The complete antisymmetric tensor eµναβ is defined to be +1 if (µναβ) is an even permutation of
(0123), −1 if it is an odd permutation, and 0 if two or more indices are identical.
A.3 Spinors
The Dirac equation for spin-1/2 particles,{
(/p − m)ψ(x) = 0
(/p + m)ψ(x) = 0
(A.15)
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has two solutions, the four-component spinors or bispinors u and v, with the following properties:
u(p) ∝
 I2σ · p
Ep + m
 χ (A.16)
v(p) ∝
 σ · pEp + m
I2
 χ′, (A.17)
where χ is the two-component spinor that represents the state in spin space. By choosing a nor-
malisation for the bispinors,
ums(p) um′s(p) = +2mδms,m′s (A.18)
vms(p) vm′s(p) = −2mδms,m′s , (A.19)
their complete expression is determined as follows:
ums(p) =
√
Ep + m
 I2σ · p
Ep + m
 χ(ms) (A.20)
vms(p) =
√
Ep + m
 σ · pEp + m
I2
 χ(−ms). (A.21)
We choose
χ(+
1
2
) =
(
1
0
)
, and χ(−
1
2
) =
(
0
1
)
. (A.22)
A.4 Axis conventions
We employ the centre-of-momentum (COM) frame for the calculations in the hadronic system. In
this frame, the axes for the initial and final states are defined as in Fig. A.1.
Figure A.1 – Definition of the initial (unprimed, black) and final (primed, red) coordinate systems for
KY photoproduction in the centre-of-momentum frame.
For the initial state, the z-axis is defined by the photon momentum vector, and the x-axis lies in the
scattering plane, in the direction of the outgoing kaon. The y-axis is perpendicular to the scattering
plane.
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Various conventions exist with regard to the choice of the “primed” final-state frame; we choose
to align the z′ axis along the outgoing kaon momentum. The angle θ∗K is therefore defined as the
angle between the z and z′ axes. The y′-axis and y-axis coincide.
Some double-polarisation quantities are reported in the (xyz) rather than the primed frame. Brad-
ford et al. report on Cx and Cz instead of Cx′ and Cz′ [75]. These two sets of observables are related
through a rotation of the reference frame over the y-axis,(
Cx
Cz
)
=
(
cos θ∗K sin θ
∗
K
− sin θ∗K cos θ
∗
K
)(
Cx′
Cz′
)
. (A.23)
B
Special functions
B.1 Legendre polynomials
B.1.1 Definition
The Legendre polynomials Pl(x) are the solutions to the differential equations
(1 − x2)
d2y
dx2
− 2x
dy
dx
+ l(l + 1)y = 0 , (B.1)
where l is a positive integer. For l = 0, 1 the Pl(x) are given by
P0(x) = 1 , P1(x) = x. (B.2)
The other Pl(x) can be derived using the recurrence relation
(l + 1)Pl+1(x) = (2l + 1)xPl(x)− lPl−1(x). (B.3)
These polynomials form a complete, orthogonal, normalised set for the domain [−1, 1]. Outside
this domain, they are defined but do not form a complete set.
B.1.2 Asymptotic behaviour
For large x, the leading order of the polynomial determines its asymptotic behaviour:
Pl(x)
x→∞→ 1√
pi
Γ(l + 12 )
Γ(l + 1)
(2x)l . (B.4)
B.2 Legendre functions of the first kind
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B.2.1 Definition
The Legendre polynomials Pl(x) can be generalised to the orthogonal Legendre functions Pλ(z) for
a complex value of l, which will be renamed to λ to distinguish it from the integer-valued case.
This defines the (unassociated) Legendre function of the first kind, can be defined in terms of the
hypergeometric function 2F1(a, b; c; z) [183]:
Pλ(z) = 2F1(−λ,λ+ 1; 1;
1 − z
2
), |1 − z| < 2 (B.5)
An integral representation of Pλ(z) is [184]
Pλ(z) =
1
2pii
∮
C
(1 − 2tz + t2)−
1
2 t−(λ+1) dt (B.6)
where the contour C contains the origin. The behaviour under a sign change of z is analogous to
that for Legendre polynomials:
Pλ(−z) = (−1)λPλ(z). (B.7)
B.2.2 Asymptotic behaviour
For large λ and |z| ≤ 1 so that z ≡ cos θ, the expression for Pλ(z) becomes [95]:
Pλ(z)
l→∞→ √ 2
piλ sin θ
cos
(
(λ+
1
2
)θ +
pi
4
)(
1 +O(λ−1)
)
. (B.8)
The definition (B.5) can be extended to arbitrary z. For z → ∞, the Legendre functions of the first
kind display the following asymptotic behaviour [95]:
Pλ(z)
z→∞→

1√
pi
Γ(λ+ 12 )
Γ(λ+ 1)
(2z)λ, <(λ) ≥ − 12
1√
pi
Γ(−λ− 12 )
Γ(−λ)
(2z)−(λ+1), <(λ) ≤ − 12 .
(B.9)
B.3 Legendre functions of the second kind
B.3.1 Definition
The Legendre functions of the second kind Qλ(z) have the following integral representation:
Qλ(z) =
1
2
∫ 1
−1
Pλ(z′)
dz′
z′ − z
(B.10)
which has singularities at z = ±1. Under a sign change in z, Qλ becomes [95]
Qλ(−z) = (−1)λQλ(z). (B.11)
Pλ(−z) can be written in terms of Pλ(z) and Qλ(z) as follows:
Pλ(−z) = e±ipiλPλ(z)−
2
pi
sin(piλ)Qλ(z) (B.12)
where the sign in the exponent is + for =(z) > 0 and − for =(z) < 0 [183].
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B.3.2 Asymptotic behaviour
For large values of z, the Legendre functions of the second kind behave as [48]
Qλ(z)
z→∞→ √pi Γ(λ+ 1)
Γ(λ+ 32 )
(2z)−(λ+1), <(λ) ≥ −1
2
. (B.13)
Furthermore, the asymptotic behaviour for large λ is [95]
Qλ(z)
λ→∞→ 1
λ
1
2 (z2 − 1)
1
4
e−(λ+
1
2 ln(z+
√
z2−1)), z > 1. (B.14)
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- ”What’re quantum mechanics?”
- ”I don’t know. People who repair quantums,
I suppose.”
Terry Pratchett
C
Feynman rules
Diagrammatic methods are an important tool in physics. The most famous of these are the Feyn-
man diagrams, proposed by Richard Feynman to perform QFT calculations in an intuitive way.
+
Figure C.1 – The two lowest-order Feynman diagrams for Compton scattering.
Feynman diagrams, such as the one displayed in Fig. C.1 allow us to keep track of the different
processes involved in a reaction, and can be translated into an actual expression for the invariant
amplitude using the following simple rules.
• External lines translate into the following factors:
– scalar particle: 1
– initial photon: εµ(p)
– final photon: ε∗µ(p)
– initial fermion: us(p)
– final fermion: us(p)
– initial antifermion: vs(p)
– final antifermion: vs(p)
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• Each internal line represents a virtual particle propagator:
– scalar:
– photon propagator:
– spin-1/2 fermion propagator:
– spin-3/2 fermion propagator:
The mathematical expressions for these propagators are listed in D.2.
• Each vertex receives a factor iΓ. The exact form of Γ is determined by the structure of the
interaction LagrangianLint. For example, in QED one has iΓµ = i e γµ for an electron coupling
to a photon. In general, Γ depends on the four-momenta of the particles involved.
• Undetermined loop momenta are integrated over:
∫ d4 p
(2pi)4
. Note that we shall not need this
as we employ only tree-level diagrams.
• Each fermion loop receives a factor (−1).
• Finally, the total amplitude receives a factor i.
The total amplitude can be determined by calculating the coherent sum of the amplitudes for each
diagram, as determined above.
D
Effective Lagrangians
We choose to list the vertices and propagators we have employed, as this is the level at which the
actual computations are performed. This allows for easy comparison with other models which may
adopt other conventions. The Lagrangians from which the vertices and propagators are derived
can be found in Refs. [48] and [53].
D.1 Vertices
The four-momenta used below are
k : incoming photon
p : incoming nucleon
q : exchanged nucleon (resonance)
pY : outgoing hyperon.
The outgoing kaon momentum pK has been eliminated in favour of pY. Furthermore, the normali-
sation scale M is set to 1 GeV and mp is the proton mass, mK is the kaon mass and mΛ is the mass
of the Λ hyperon.
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D.1.1 Electromagnetic vertices
ΓµγKK = i e
(
2(pµY − p
µ)− kµ
)
(D.1)
Γµλ
γKK∗1+
=
i e
M
κKK∗
(
gλµ k · (pY − p)− kλ
(
pµY − p
µ
))
(D.2)
Γµλ
γKK∗1−
= −
i e
M
κKK∗ e
λµνρkν(pYρ − pρ) (D.3)
Γµγpp = −i e
(
γµ −
κp (γµ/k − kµ)
2mp
)
(D.4)
ΓµγpR 1
2
+
=
i e κpR
2mp
(γµ/k − kµ) (D.5)
ΓµγpR 1
2
−
=
i e κpR
2mp
(γµ/k − kµ) γ5 (D.6)
ΓµλγpR 3
2
+
=
i e
(2mp)2
/q
(
−κ
(1)
pR
(
gµλ/k − kµγλ
)
+ κ
(2)
pR
(
gµλk · p − kµpλ)
2mp
)
γ5 (D.7)
ΓµλγpR 3
2
−
=
i e
(2mp)2
/q
(
κ
(1)
pR
(
gµλ/k − kµγλ
)
+ κ
(2)
pR
(
gµλk · p − kµpλ)
2mp
)
(D.8)
ΓµνλγpR 5
2
+
=
i e
(2mp)4
q2 pµ
(
κ
(1)
pR
(
gνλ/k − kνγλ
)
+ κ
(2)
pR
(
gνλk · p − kνpλ)
2mp
)
(D.9)
ΓµνλγpR 5
2
−
=
i e
(2mp)4
q2 pµ
(
−κ
(1)
pR
(
gνλ/k − kνγλ
)
+ κ
(2)
pR
(
gνλk · p − kνpλ)
2mp
)
γ5. (D.10)
D.1.2 Hadronic vertices
ΓKYp = gKYpγ5 (D.11)
ΓKYR 1
2
+ = gKYRγ
5 (D.12)
ΓKYR 1
2
− = gKYR (D.13)
ΓµK∗
1−
Yp = i
(
gtK∗Yp
(
(/pY − /p)γ
µ −
(
pµY − p
µ
))
mΛ + mp
+ gvK∗Ypγ
µ
)
(D.14)
ΓµK∗
1+
Yp = i
(
gtK∗Yp
(
(/pY − /p)γ
µ −
(
pµY − p
µ
))
mΛ + mp
+ gvK∗Ypγ
µ
)
γ5 (D.15)
ΓµKYR 3
2
+
=
i fKYR
m2K
/q
(
kµ + pµ − pµY
)
(D.16)
ΓµKYR 3
2
−
= γ5
i fKYR
m2K
/q
(
kµ + pµ − pµY
)
(D.17)
ΓµKYR 5
2
+
= γ5
i fKYR
m4K
q2 pµY p
ν
Y (D.18)
ΓµKYR 5
2
−
=
i fKYR
m4K
q2 pµY p
ν
Y. (D.19)
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D.2 Propagators
P0 = it − m2 (D.20)
P1 = i
(
qµqν
m2 − g
µν
)
t − m2
(D.21)
P 1
2
=
i(/q + m)
s − m2
. (D.22)
The spin-3/2 and spin-5/2 propagators can be derived from the projection operators [53]:
Pµν3
2
=
i(/q + m)
3 (s − m2)
(
3gµν − /
q (qνγµ − qµγν)
q2
−
2qµqν
q2
− γµγν
)
(D.23)
Pµν;ρλ5
2
=
i(/q + m)
s − m2
×
{
1
10
[(
qνqρ
q2
− gνρ
)(
qµ/q
q2
− γµ
)(
qλ/q
q2
− γλ
)
+
(
qλqν
q2
− gνλ
)(
qµ/q
q2
− γµ
)(
qρ/q
q2
− γρ
)
+
(
qµqρ
q2
− gµρ
)(
qν/q
q2
− γν
)(
qλ/q
q2
− γλ
)
+
(
qλqµ
q2
− gµλ
)(
qν/q
q2
− γν
)(
qρ/q
q2
− γρ
)]
+
1
2
[(
qλqν
q2
− gνλ
)(
qµqρ
q2
− gµρ
)
+
(
qλqµ
q2
− gµλ
)(
qνqρ
q2
− gνρ
)]
−
1
5
(
qλqρ
q2
− gλρ
)(
qµqν
q2
− gµν
)}
. (D.24)
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E
Expansion in invariant amplitudes
E.1 Implementation of the invariant amplitudes
In our implementation, we deviate slightly from the definitions of the amplitudes given in Section
2.4. We choose to express our invariant amplitudes in the set of four-vectors {k, p, pY} instead of the
set {k, P, q} in which the invariant amplitudes were first formulated [93]. This conversion amounts
to substituting P by the nucleon four-momentum p, and q by the hyperon four-momentum pY in
Eqns. (2.48)-(2.53). The result is an equivalent set of amplitudes in which the transition amplitude
can be expressed.
More importantly, however, the amplitude M5 of Eqn. (2.52) is substituted by the alternative am-
plitude M′5
M′5 = γ5 (pY · ε) . (E.1)
Unlike the amplitude M5, M′5 is not proportional to −k
2 ≡ Q2 and therefore does not vanish
in the photoproduction case. In addition, it is not explicitly gauge invariant. In the following
section, we will show that this alternative formulation allows us to expand the diagrams which
are not explicitly gauge invariant into the six amplitudes. These gauge-breaking diagrams are the
t-channel Born diagram as well as the electric parts of the s- and u-channel Born diagrams.
The decomposition of the other diagrams, which are gauge invariant, is not affected except for an
additional factor k2 in the coefficient A5, in the case of electroproduction. For photoproduction,
an expansion of a gauge invariant amplitude in the six invariant amplitudes (2.48)-(2.53) yields
coefficients A5 and A6 that are zero.
E.2 Gauge breaking diagrams
The introduction of the alternative CGLN amplitude M′5 (E.1) allows us to expose the gauge-
breaking nature of the t-channel Born diagram. Its contribution to the transition amplitude for
p(γ∗, K+)Y can be written explicitly in terms of the invariant amplitudes
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MBornt =− i e gKYp u f (pY) γ5 2 (ε · (pY − p))
1
t − m2K
ui(p)
=− 2i e gKYp u f (pY) γ5
(ε · pY)− (ε · pY)(k · p)(k · pY)︸ ︷︷ ︸
(5)
−
(ε · p)(k · pY)
(k · pY) +
(ε · pY)(k · p)
(k · pY)︸ ︷︷ ︸
(2)
 1t − m2K ui(p). (E.2)
In the above expression, we have labelled each term with the index of the invariant amplitude to
which it is proportional. This yields the expansion −iMBornt = A2Mˆ2 +A′5Mˆ′5, with the “ampu-
tated amplitudes” Mˆj as defined in Eqn. (2.57), and the coefficients Aj given by
A2 = 1
(k · pY)
e gKYp
t − m2K
(E.3)
A′5 = 2
(
(k · p)
(k · pY) − 1
)
e gKYp
t − m2K
, (E.4)
A1 = A3 = A4 = A6 = 0 . (E.5)
The gauge breaking of the t-channel Born contribution is apparent from the fact that A′5 is neither
zero, nor proportional to k2. As for the s- and u-channel diagrams, these can also be shown to con-
tribute to A′5. The electric part of the Born s-channel contribution, for example, has the following
expression
MBorns, el. =i e gKYp u f (pY) γ5
(
γ · (k + p) + mp
)
( γ · ε) 1
s − m2p
ui(p) (E.6)
After applying relation (A.4) and eliminating the /p and mp using the Dirac equation (A.15), one
can write this as
MBorns, el. = i e gKYp u f (pY) γ5 (2p · ε+ ( γ · k)( γ · ε))
1
s − m2p
ui(p) (E.7)
= i e gKYp u f (pY) γ5
2 (p · ε)(k · pY)(k · pY) − 2 (ε · pY)(k · p)(k · pY)︸ ︷︷ ︸
(2)
+ 2
(ε · pY)(k · p)
(k · pY)︸ ︷︷ ︸
(5)
+ ( γ · k) ( γ · ε)︸ ︷︷ ︸
(1)
 1s − m2p ui(p). (E.8)
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This gives rise to the coefficients
A1 =
e gKYp
s − m2p
, (E.9)
A2 = 1
(k · pY)
e gKYp
s − m2p
, (E.10)
A′5 = 2
(k · p)
(k · pY)
e gKYp
s − m2p
, (E.11)
A3 = A4 = A6 = 0 . (E.12)
Using the relations s − m2p = k2 + 2k · p and t − m2K = −k2 − 2k · (p − pY), it can be shown that
adding up Eqns. (E.4) and (E.11) results in an exact cancellation of the gauge-breaking terms,
A′(Born,s el.)5 +A′(Born,t)5 = −2k2
e gKYp
(s − m2p)(t − m2K)
. (E.13)
The resulting sum is proportional to k2 and therefore gives rise to a gauge invariant amplitude,
since k2 M′5 = M5 is gauge invariant by construction.
Note that in the photoproduction case, the gauge-invariant part ofMBornt contributes only to M2.
M2 only has terms proportional to p · ε and pY · ε, and vanishes for cos θ∗K = 1. The gauge-restoring
amplitude MBorns, el. , on the other hand, has a term proportional to M1, which does not vanish at
forward kaon angles.
Therefore, the observed plateau (instead of an expected dip) in the p(γ, K+)Λ cross section at high s
and cos θ∗K = 1 can be attributed to the gauge-restoring Born s-channel contribution. In high-energy
pion photoproduction, where the pion trajectory dominates, this effect is even more pronounced:
the differential cross section exhibits a sharp rise at forward angles.
E.3 Non-Born diagrams
E.3.1 Spin-1 t-channel diagram
Expanding the amplitude for vector meson exchange (Jpi = 1−) in the t-channel yields the follow-
ing coefficients
A1 = −e κKK∗
(t − m2K)M
(
gvK∗Yp(mY + mp) + g
t
K∗Yp
t
mΛ + mp
)
, (E.14)
A2 = −e κKK∗
(t − m2K)M
gtK∗Yp
mΛ + mp
, (E.15)
A3 = −e κKK∗
(t − m2K)M
(
gvK∗Yp + g
t
K∗Yp
mp − mY
mΛ + mp
)
, (E.16)
A4 = −e κKK∗
(t − m2K)M
(
gvK∗Yp − g
t
K∗Yp
mp − mY
mΛ + mp
)
, (E.17)
A5 = A6 = 0. (E.18)
Unlike the Born t-channel diagram, the behaviour of the vector meson exchange amplitude at for-
ward kaon angles is not immediately apparent from this expansion.
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E.3.2 Spin-1/2 s-channel diagram
The expansion of the resonant JpiR =
1
2
+
diagrams reads
A1 =
e gKYR κpR
s − m2R + iΓRmR
mp + mR
2mp
, (E.19)
A3 =
e gKYR κpR
s − m2R + iΓRmR
1
mp
, (E.20)
A6 =
e gKYR κpR
s − m2R + iΓRmR
k2
2mp
, (E.21)
A2 = A4 = A5 = 0. (E.22)
Conversely, the negative parity diagrams give rise to the following coefficients
A1 =
e gKYR κpR
s − m2R + iΓRmR
mp − mR
2mp
, (E.23)
A3 = −
e gKYR κpR
s − m2R + iΓRmR
1
mp
, (E.24)
A6 = −
e gKYR κpR
s − m2R + iΓRmR
k2
2mp
, (E.25)
A2 = A4 = A5 = 0. (E.26)
F
Parameters of the RPR-2011 models
The optimal parameter values for the models RPR-2011A and RPR-2011B from Section 5.3 were
determined using the combined optimisation method GA + MINUIT. This method is described in
Ref. [94] and in Section 3.3.3 of this work. The results of this optimisation are listed in Tables F.1 and
F.2. A coupling GR represents the product of the electromagnetic and strong coupling strengths,
GR( 12 ) = κpR( 12 ) gKΛR( 12 ), (F.1)
G(i)
R( 32 )
= κ
(i)
pR( 32 )
fKΛR( 32 ), (F.2)
G(i)
R( 52 )
= κ
(i)
pR( 52 )
fKΛR( 52 ), (F.3)
where i = 1, 2. Λh.f.f. is the cut-off value for the multidipole-Gauss hadronic form factor [53].
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Particle Parameter Optimal value
K+(494) gK+Λp/
√
4pi -3.00
K∗+(892) GvK∗+(892)Λp 9.17
GtK∗+(892)Λp 2.48 ×10+1
S11(1535) GR( 12 ) 2.94 ×10
−1
S11(1650) GR( 12 ) -2.21 ×10
−1
F15(1680) G
(1)
R( 52 )
1.52 ×10+1
G(2)
R( 52 )
-1.42 ×10+1
P13(1720) G
(1)
R( 32 )
2.57 ×10−1
G(2)
R( 32 )
-5.08 ×10−1
P11(1900) GR( 12 ) -2.07 ×10
−1
P13(1900) G
(1)
R( 32 )
6.99 ×10−2
G(2)
R( 32 )
-6.96 ×10−3
D13(1900) G
(1)
R( 32 )
-5.54 ×10−1
G(2)
R( 32 )
6.14 ×10−1
F15(2000) G
(1)
R( 52 )
2.85 ×10−1
G(2)
R( 52 )
-7.18 ×10−2
all N∗ Λh.f.f. 2.30 GeV
Table F.1 – The optimal coupling strengths and cut-off value of the hadronic form factor for the RPR-
2011A model for p(γ(∗), K+)Λ.
Particle Parameter Optimal value
K+(494) gK+Λp/
√
4pi -3.00
K∗+(892) GvK∗+(892)Λp 1.03 ×10+1
GtK∗+(892)Λp 2.51 ×10+1
S11(1535) GR( 12 ) 2.76 ×10
−1
S11(1650) GR( 12 ) -2.29 ×10
−1
P11(1710) GR( 12 ) -2.45 ×10
−1
P13(1720) G
(1)
R( 32 )
2.35 ×10−1
G(2)
R( 32 )
-3.44 ×10−1
D13(1900) G
(1)
R( 32 )
-1.31
G(2)
R( 32 )
1.22
all N∗ Λh.f.f. 2.99 GeV
Table F.2 – The optimal coupling strengths and cut-off value of the hadronic form factor for the RPR-
2011B model for p(γ(∗), K+)Λ.
Go on, prove me wrong. Destroy the fabric of
the universe. See if I care.
Terry Pratchett, defending his solution to the
Monty Hall problem.
G
Bayes’ theorem
The simple yet powerful relation known as Bayes’ theorem,
P(A|B) =
P(B|A)P(A)
P(B)
(G.1)
is one of the fundamental principles of probability theory. Nevertheless, is often not given its due
consideration, with potentially disastrous consequences.
One such example is the famous experiment proving the effect of cognitive dissonance in monkeys,
which later turned out to be explicable just as well by Bayes’ theorem alone [185,186]. Psychological
experiments are especially sensitive to the effects of conditional probabilities, and failure to take
these effects into account might have tainted some of the scientific literature on this matter [186].
Another notable application of this theorem is in the assessment of false positives when conducting
medical tests, especially in the context of regular screening [187].
G.1 Application of Bayes’ theorem and marginalisation
As an illustration of a question that requires the combination of Bayes’ theorem and the concept
of marginalisation, we have chosen the following real-world problem that will be familiar to most
readers. It is adapted from the modified “problem of the three prisoners” [188].
G.1.1 The academic grant riddle
You (researcher A) and two of your colleagues (researchers B and C) have applied for a grant at
a prestigious research foundation. Only one of you can receive this grant. You know that your
odds are comparable to those of B, given your comparable background. Researcher C, on the other
hand, has an impressive track record, with a plethora of publications in high-profile journals. C
has a 50% chance of receiving the grant, whereas the odds of you and B are at 25%.
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Several days after the meeting where the recipient of the grant was decided, you run into one of
the members of the jury. As you are anxious to know the outcome of the meeting, you boldly ask
him: “I know you are not yet allowed to say whether I will receive the grant or not, but could you
please tell me whom of my colleagues will not get it? ” After much hesitation, the jury member
confides in you that B will not receive the grant. Your first reaction is one of relief: your odds seem
to have just risen from 25% to 33%! However, remembering Bayes’ theorem, your mood soon shifts
as you realise that your chance has in fact decreased to 1 out of 5. Why?
G.1.2 Solution
The initial probability of A, B and C of each receiving the grant (“+”) are as follows:
P(A+) =
1
4
(G.2)
P(B+) =
1
4
(G.3)
P(C+) =
1
2
. (G.4)
Note that the probabilities are disjunct,
P(A + ∩ B+) = P(A + | B+)P(B+) = 0. (G.5)
As soon as the jury member discloses one of the researchers who will not receive the grant, the
situation changes. The expression for the probability of you receiving the grant can be rewritten as
follows using Bayes’ theorem:
P(A + | jury member says B−) =
P(jury member says B − | A+)P(A+)
P(jury member says B−)
. (G.6)
Let us evaluate each of the factors in the right hand side of Eqn. (G.6). The first factor in the numer-
ator is the probability that the jury member says that B will not get the grant, in the scenario that
you were indeed chosen to receive it. This chance is 1/2, as the jury member can choose at random
from the two rejected candidates B and C. The second factor in the numerator is simply your initial
probability 1/4. The denominator can be calculated as the sum over all possible scenarios that lead
to the jury member saying that B did not receive the grant. This is an application of the principle
of marginalisation:
P(jury member says B−) = P(jury member says B −∩ A+)
+ P(jury member says B −∩ B+)
+ P(jury member says B −∩ C+)
= P(jury member says B − | A+)× P(A+)
+ P(jury member says B − | B+)× P(B+)
+ P(jury member says B − | C+)× P(C+)
=
1
2
× 1
4
+ 0× 1
4
+ 1× 1
2
(G.7)
=
5
8
. (G.8)
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Note P(jury member says B − | C+) evaluates to 1: if candidate C will receive the grant, the jury
member has no choice but to tell you that B will not receive it, as he is not allowed to disclose your
outcome. Filling in these values in Eqn. (G.6) yields
P(A + | jury member says B−) =
1
2
× 1
4
5
8
=
1
5
, (G.9)
which confirms our unfortunate conclusion.
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I do not fear computers. I fear the lack of them.
Isaac Asimov
H
Computational aspects
H.1 Hardware
The calculations of Chapters 3 and 4 were performed on quad-core Intel Xeon 5130 (2.00GHz) and
dual-socket quad-core Intel Xeon E5420 (2.50GHz) CPUs. For all other calculations, we used the
STEVIN Supercomputer Infrastructure at Ghent University, which consists of 192 dual-socket quad-
core Intel Xeon L5420 (2.50 GHz) and 54+167 dual-socket quad-core Intel Xeon L5520 (2.27 GHz)
CPUs.
H.2 Software
The software that implements the RPR model, named strangecalc, is a collaborative effort by
Vancraeyveld, Vrancx and the author. It builds upon earlier work by Corthals [48] and Janssen [38].
The framework for model optimisation and evaluation, stangesuite, was developed by Ire-
land and the author. All ROOT figures were made using the strangeviewer interface by Van-
craeyveld.
H.3 Parallelisation
The strangesuite code was adapted for parallel computation using Message Passing Interface
(MPI). The parallelisation was performed at the level of the χ2 calculation. As long as the number
of data points exceeds the number of cores, the data can be split into subsets, for which a partial χ2
value can be computed. However, the total data set cannot simply be divided into subsets of equal
size, as the computational load for different data points is not necessarily equal. To circumvent this
problem, each data point is assigned a computational “weight” at the start of the procedure. The
weight assigned to a certain observable depends on the required amount of matrix-element eval-
uations. Subsequently, the data is partitioned among the different cores using a greedy algorithm.
185
186 APPENDIX H. COMPUTATIONAL ASPECTS
The greedy algorithm iterates over the sorted master set, starting from the largest element, and
assigns each element to the subset which has so far accumulated the least, as illustrated below.
t a b l e . s o r t ( dataset , function ( a , b ) return a . weight > b . weight end )
subsets ={}
for i =1 , nprocs do
subsets [ i ]={}
subsets [ i ] . weight=0
end
for i =1 ,# d a t a s e t do
t a b l e . s o r t ( subsets , function ( a , b ) return a . weight < b . weight end )
subsets [ 1 ] . weight = subsets [ 1 ] . weight + d a t a s e t [ i ] . weight
t a b l e . i n s e r t ( subsets [ 1 ] , d a t a s e t [ i ] )
end
An iteration consists of a broadcast of the parameter vector (MPI Bcast) by the master node, and
the summing of the partial χ2 values (MPI Reduce). The determination of the new parameter
vector is done by the master node. When implemented properly, the overhead of this process is
negligible compared to the χ2 evaluation.
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