ABSTRACT Fog radio access networks (F-RANs) are becoming an emerging and promising paradigm for fifth generation cellular communication systems. In F-RANs, distributed edge caching techniques among remote radio heads (RRHs) and user equipment (UE) can effectively alleviate the burdens on the fronthaul toward the base band unit pool and the bandwidth of the RANs. However, it is still not clear as to how social relationships affect the performance of edge caching schemes. This paper attempts to analyze the impact of mobile social networks (MSNs) on the performance of edge caching in F-RANs. We propose a Markovchain-based model to analyze edge caching among edge nodes (i.e., RRHs and MSNs), as well as data sharing among the potential MSNs from the viewpoint of content diffusion in the F-RANs. Moreover, we analyze the edge caching schemes among UE to minimize the bandwidth consumption in the RANs. Finally, the optimal edge caching strategies among RRHs in terms of caching locations and time are introduced to minimize the bandwidth consumption of fronthaul and storage costs in the F-RANs. Simulation results show that the proposed edge caching schemes among UE and RRHs are able to reduce the bandwidth consumption of RANs and fronthaul effectively.
I. INTRODUCTION
With the rapid advancement of wireless network technologies and the wide use of mobile phones, many efforts have been made in both industry and academia to design 5th-generation cellular communication systems. Among these research activities, F-RANs have been proposed as a promising paradigm for improving spectral efficiency (SE) for 5G systems by fully utilizing fog computing and cloud radio access networks (C-RANs) [1] . In F-RANs, the edge nodes, such as remote radio heads (RRHs) and user equipments (UEs), are capable of local signal processing, cooperative radio resource management, and distributed caching. It is observed that the emergence of distributed edge caching and delivery techniques through the edge nodes can effectively alleviate the burdens on the fronthaul toward the BBU pool and the bandwidth of the radio access networks [2] . Since a large amount of mobile media traffic is caused by the sharing of popular content (e.g., popular music and videos) through the social socialities or among the same interest groups [3] - [5] , it is essential to analyze mobile user behaviors in terms of data sharing from social perspectives. The interests and the social ties of mobile users can be used to predict the data sharing among them [6] - [8] , which is helpful in determining the optimal edge caching schemes among UEs. In addition, the user clustering characteristics in certain popular locations [9] - [11] , such as shopping centers, public transportation hubs, and workplaces, can be utilized to decide the caching locations among RRHs, from which most UEs tend to download popular content. More specifically, as shown in Fig. 1 , if popular content is cached in the edge nodes (e.g., UEs and RRHs), the demands from different users for the same content can be satisfied easily without duplicate transmissions from the remote content center (RCC) in the cloud. According to the interests and the social ties of mobile users, the content can be stored in proper UEs and shared to their neighbors in a proactive or reactive manner. In addition, the content can be stored among the RRHs in certain popular locations where users tend to cluster.
However, existing research works ignore the impact of social relationships on the performance of edge caching schemes in terms of content diffusion. We lack a model to analyze the content diffusion characteristics using edge caching in a 5G-based MSN. Moreover, network operators usually determine their edge caching scheme according to the popularity of the content. Nonetheless, the potential content sharing can actually be conducted in the potential MSNs. For instance, users are usually willing to share content with their friends via inexpensive wireless links (e.g., Wi-Fi and Bluetooth), which reduces the traffic over cellular networks. Consequently, the impacts of social ties and behaviors of UEs are considered in the design of edge caching schemes for efficient content diffusion in an F-RAN.
This paper attempts to model the behaviors of mobile users and content sharing patterns in an F-RAN. We study the impact of social relationships on the performance of edge caching schemes for the diffusion of popular content. In addition, with the cooperation of UEs in content sharing and caching, an edge caching scheme among UEs is proposed to minimize the bandwidth consumption in an F-RAN. Moreover, considering the content sharing in the potential MSNs, an edge caching scheme among RRHs is proposed to determine the optimal edge caching location and time for each RRH. The main contributions of this paper can be summarized as follows.
1) By modeling the process of content diffusion, we analyze the impact of edge caching among edge nodes (i.e., RRHs and UEs) and MSN-based data sharing on the performance of content diffusion in an F-RAN. In contrast to existing work, the proposed model can be used to compute the expectation of bandwidth consumption of an RAN and fronthaul with edge caching, as well as the corresponding content diffusion ratio in complicated scenarios in social-aware F-RANs. 2) Based on the proposed model, we formulate the optimal edge caching scheme among UEs to minimize the bandwidth consumption in an RAN. Suboptimal solutions with low complexity are proposed to address the optimization problem, and they are verified through simulation experiments. 3) Considering content sharing among UEs with social ties and the storage cost induced by edge caching among RRHs, the edge caching strategies among RRHs in terms of caching locations and time are introduced to minimize the bandwidth consumption of fronthaul induced by content diffusion in an F-RAN. The remainder of this paper is organized as follows. Section 2 reviews some related works about edge caching. Section 3 presents an analysis model for edge caching in a 5G network. Section 4 presents the edge caching schemes among UEs to minimize the bandwidth consumption of an RAN. Section 5 provides an edge caching scheme among RRHs to minimize the bandwidth consumption of fronthaul and the storage cost. In section 6, the simulation results demonstrate the performance of the proposed solutions. Finally, Section 7 concludes the paper.
Notations: All uppercase boldface letters represent sets and matrices. Let tr(X), det(X), X −1 and X H denote the trace, determinant, inverse and hermitian of a symmetric matrix X, respectively. Let C denote the set of complex and real matrices of size x × 1. All letters at the right of different variables can be explained as follows: k represents the k-th slot, and m represents the different users.
II. RELATED WORKS
The core idea of F-RANs is to fully utilize local radio signal processing, data sharing, and storing capabilities in edge devices, in which the edge caching among edge nodes (such as UEs and RRHs) in radio access networks can efficiently decrease the heavy burden on RANs and fronthaul.
There are certain works focusing on designing edge caching schemes or algorithms to enhance the performance of F-RANs, in terms of the bandwidth consumption in content diffusion, the power consumption and energy efficiency of the network, and the security of transmission. In this paper, we focus on analyzing the bandwidth consumption of content diffusion in F-RANs from social perspectives. The paper in [2] summarized the recent advances in the performance analysis of F-RANs, where advanced edge cache and model selection schemes were introduced to improve the spectral efficiency and energy efficiency of the F-RANs. The scheme in [12] utilized social information and edge computing to efficiently decrease the end-to-end latency, where the cache of Internet contents, mobility management, and radio access control were studied. The work in [13] presented an information-theoretic framework to character the main tradeoffs between the performance of F-RANs, in terms of delivery latency, and its resources, including caching and fronthaul capacities. The paper in [14] studied the joint design of cloud and edge processing for the downlink of F-RANs, where popular content caching strategies among RRHs were designed to maximize the delivery rate under fronthaul capacity and VOLUME 5, 2017 RRH power constraints. In addition, the work in [15] proposed a collaborative strategy to implement caching in infrastructure and in mobile devices with D2D communication simultaneously. The paper [16] investigated the techniques related to caching in current mobile networks and discussed potential techniques for caching in 5G mobile networks, including RAN caching and evolved packet core (EPC) network caching. A novel edge caching scheme based on content-centric networking for information-centric networking has been proposed. The paper in [18] presented a contentcentric-based network architecture consisting of UEs, communities, content centric nodes, small cells, and macro cells, and a caching scheme was presented to store replicas of mobile content.
However, to the best of our knowledge, none of the existing works provides an analysis model for edge caching in social-aware F-RANs. In addition, the advantage and interference of MSNs on the edge caching protocol design are usually neglected when reducing the bandwidth consumption of RANs and fronthaul in an F-RAN.
III. SYSTEM MODEL
In this section, we attempt to model the total content diffusion process by integrating edge caching and content sharing in social-aware F-RANs. With the proposed model, we are able to compute the expectation of the bandwidth consumption of RANs and fronthaul with edge caching in an F-RAN, as well as the corresponding content diffusion ratio prior to a previously defined deadline.
We consider an F-RAN that is composed of n UEs, U = {1, 2, . . . , n}, and L RRHs, R = {1, 2, . . . , L}. In the F-RAN, the popular content can be cached in the edge nodes (i.e., UEs and RRHs) or the remote cloud content center, as shown in Fig. 1 . Each UE caching popular content will share the content with its neighbors who are interested in the content. In addition, the UEs can also access the content from the RRHs or the RCC.
In the system model, as in previous works, we assume that the arrival time t r of the content access request follows an independent exponential distribution for each UE i (i ∈ U ) [19] , [20] , denoted by t r ∼ Exp (λ iR ), where λ iR indicates the frequency that the user i accesses the popular content. This can be calculated as the reciprocal of the statistic average time interval between two continuous accesses to the same type of content in history. In addition, we assume that encounters between node pairs follow the Poisson process according to the social tie strength between the nodes. In other words, the inter-contact time t c between each pair of UEs follows an exponential distribution, denoted by t c ∼ Exp λ ij , where i = j and i, j ∈ U .
Based on those assumptions, we model the process of content diffusion in social-aware F-RANs as a continuous Markov chain. A simple example of the state transition graph is shown in Fig. 2 The state space is denoted by S, the size of which can be calculated by |S| = 2 n . State transitions are caused by the increase in the number of UEs who have already received the content. Then, the one-step state transition matrix A can be denoted by
where element p s m s n is the probability that user i transmits from the state s m to its next state s n and can be calculated by Theorem 1. 
where 
where
Consequently, according to Eq. (2), Eq. (7), and Eq. (8), the function f s m s n (t) in Eq. (6) can be expressed by
There are three possible paths for each UE to access content: UE-UE, RRH-UE, and RCC-RRH-UE. As shown in Fig. 1 , the path UE-UE indicates that the UE can receive the content from its neighbors in a proactive content sharing or reactive content sharing manner, RRH-UE indicates that the UE can receive the content from RRHs with RAN, and RCC-RRH-UE indicates that the UE can access the content stored in the remote content center. It is assumed that there exist priorities among the three possible paths, the relationship characterizing their priorities is UE-UE>RRH-UE>RCC-RRH-UE. In other words, to access the content, the UE will select the UE-UE path with the highest priority if there exists at least one UE caching the content among its neighbors; otherwise, it will select the RRH-UE path if at least one of its neighbor RRHs are caching the content. If none of its neighbor edge nodes, i.e., UEs and RRHs, are caching the content, the UE will select the RCC-RRH-UE path to access to the remote content center.
Then, we derive the probability of each possible path that the UE will select to receive the content. 
where D denotes the size of the popular content (in bytes) and u D2D , u r and u f denote the unit bandwidth consumption for transmitting one byte of data over D2D, RANs and backhaul (in Hz per byte).
After the derivation of the bandwidth consumptions of each state transition, we attempt to calculate the expectation of the bandwidth consumption for the overall content diffusion process. We first derive the probability of the possible sequence of the Markov chain, the corresponding bandwidth consumption and the probability density function of delay in Lemma 2. 
Proof: See Appendix B. Consequently, the expectation of the bandwidth consumption of RANs and fronthaul for the overall content diffusion process as well as the diffusion ratio before a previously specified deadline T th can be derived using Theorem 3. Consequently, based on the proposed model, given an arbitrary initial state and an arbitrary destination state of content diffusion in an F-RAN, we can compute the expectation of the bandwidth consumption of RANs and fronthaul with edge caching as well as the corresponding content diffusion ratio before a deadline. In the following two sections, the edge caching schemes among edge nodes (i.e., UEs and RRHs) are proposed based on the above proposed model.
IV. EDGE CACHING AMONG UEs
In this section, we analyze the edge caching among UEs with their cooperation for content caching and sharing to minimize the bandwidth consumption of RANs. Note that the bandwidth consumption of an RAN is only related to the edge caching scheme among UEs, while the bandwidth consumption of fronthaul is related to the edge caching scheme among UEs and RRHs. Consequently, in the remainder of this section, we first analyze the optimal edge caching schemes among UEs, based on which the optimal edge caching among RRHs will be analyzed later.
The cellular network operator usually takes advantage of the edge caching among UEs to reduce the bandwidth consumption of RANs by initially transmitting the content to a set of UEs and entrusting them to cache and share the content to the other UEs. However, the initial edge caching among UEs can also increase the bandwidth consumption of the RANs. Consider the following two extreme cases:
Case 1: The cellular network directly sends and caches the content to only one UE and entrusts him to disseminate the content to the other UEs. In this case, the initial bandwidth consumption for edge caching among UEs can be minimized, but the performance in terms of the delivery ratio and bandwidth reduction is poor.
Case 2: The cellular network directly sends and caches the content to all the UEs who are interested in the content. In this case, the bandwidth consumption is the highest, even though the performance can be ensured. Both of the above cases are sub-optimal in terms of minimizing the RAN's bandwidth consumption and ensuring the performance of content diffusion. Consequently, we seek a tradeoff between the bandwidth consumption of RANs and the performance of content diffusion in an F-RAN. Based on the above proposed model in Section 3, we formulate an optimization problem to determine the optimal initial state s * t in the proposed model (i.e., the operator's best strategy for edge caching among UEs) to minimize the bandwidth consumption of an RAN during content diffusion under the constraint that the content diffusion ratio before the deadline T th is larger than a previously defined threshold p th . The optimization problem can be expressed as (20) where s e = (1, 1, . . . , 1) indicates that all UEs have successfully received the content. However, the time complexity and space complexity of traversing all the paths from s t to s m in graph g are tremendous. Consequently, we attempt to derive the suboptimal solution of Eq. (20) . We partition the optimization problem in Eq. (20) into two sub-problems to find its suboptimal solution (as shown in Algorithm 1). In the first sub-problem, given an initial bandwidth consumption of an RAN, we attempt to determine the optimal edge caching among UEs with the highest summation of their capacities for content diffusion. In the second sub-problem, we derive the optimal initial bandwidth consumption of an RAN. Since the capacities for content diffusion of each UE are different, to minimize the bandwidth consumption of an RAN, the network operator tends to select the UEs with the highest capacity for content diffusion when the initial bandwidth consumption is limited. To solve the first subproblem, we first define the capacity for content diffusion for each UE, as shown in Definition 2.
s.t. p s t s e (T th ) > p th

Definition 2: Given the deadline of the content T th , the capacity for content diffusion for each UE i is defined by
8496 VOLUME 5, 2017 Then, the edge caching rule among UEs can be defined as follows: given the initial bandwidth consumption of RAN B, B ∈ {0, Du r , 2Du r , . . . , nDu r }, the suboptimal edge caching among UEs with the minimum bandwidth consumption of an RAN in the overall content diffusion process can be denoted by s * t and calculated as follows:
where |U 1 (s t )| in the restrictive condition indicates the number of UEs that the network operator can initially transmit to with the given initial bandwidth consumption of the RAN. Next, we attempt to determine the optimal initial bandwidth consumption of RAN B by solving the second subproblem, which can be derived as
where D indicates the size of the popular content (in bytes) and u r indicates the unit bandwidth consumption for transmitting one byte of data in an RAN (in Hz per byte). Consequently, the suboptimal solution s * t for the problem in Eq. (20) can be derived as
Complexity Analysis: In Algorithm 1, the computational complexity is limited by the number of UEs n, the size of the state space |S|, and the number of edges in the state transition graph. Then, the computational complexity of Algorithm 1 is O n 2 + nVE , where V = 2 n and E = 4 n . The computational complexity of the traversal global optimal algorithm is O (2 n VE), which is much higher than that of our proposed algorithm. This is mainly because the optimization problem is partitioned into two sub-problem with lower computational complexity in our proposed algorithm 1.
V. EDGE CACHING AMONG RRHs
As mentioned in Section 3, there are three possible paths with different priorities for UE to access the content. The UE attempt to select the RRH-UE path to access to the content stored in the RRHs, if none of its neighbor UEs are caching the content. Although the edge caching among RRHs can reduce the bandwidth consumption of fronthaul, the content caching also results in storage resource consumption among RRHs. In this section, we analyze the edge caching among RRHs to minimize the bandwidth consumption of fronthaul and the storage cost of edge caching among RRHs.
To calculate the caching cost of each RRH, we need to first investigate how long the content should be cached in each RRH. We first define a utility function to calculate the difference between the reduced bandwidth by edge caching and the storage cost for each RRH l during unit time, which is defined in Definition 3.
Definition 3: Given an arbitrary state s m , the edge caching utility at the RRH l during time [t, t + T ] can be defined by
(28) The right part of Eq. (25) indicates the expectation of the reduced bandwidth of fronthaul by edge caching at RRH l during a time T . The left part indicates the storage cost during T , and α (0 < α < 1) is a factor used to normalize the utility of the reduced fronthaul bandwidth consumption and the storage cost. P l is the probability that UE i receives the content from RRH l instead of the other UEs during [t, t + T ], the pdf of which is denoted by f i (t). T is the summation of the content transmission time of D2D and RRH-UE. In addition, it is assumed that the network operator can dynamically observe the state transition during the overall content diffusion process.
Next, we prove that Y l s m ( T , t) is a strictly decreasing function with time and over a state transition, as proved in Corollary 1. Consequently, since the caching rule for each RRH was determined and the suboptimal initial edge caching among UEs (i.e., s * t ) was derived in Section 4, the edge caching locations among RRHs can be determined based on Definition 5. 
VI. PERFORMANCE EVALUATION
In this section, MATLAB-based simulations are conducted to study the performance of edge caching for content diffusion in an F-RAN. Moreover, simulation results are analyzed in terms of the bandwidth consumption of an RAN and the fronthaul toward the BBU pool, as well as the impact of edge caching on the performance of content diffusion, i.e., the average content diffusion ratio and delay.
We consider a scenario with 14 mobile users and 4 RRHs. According to their mutual contact frequencies, the average inter-contact time between any two users follows a uniform distribution. We consider the edge caching of one popular piece of content, which can be stored in the edge nodes among UEs and RRHs. Each UE can either access the content with an RAN or receive it from the other UEs via data sharing. The main parameter settings are listed in Table I . 
A. AVERAGE CONTENT DIFFUSION DELAY
In this part, we investigate the impact of the bandwidth consumption in an RAN on the average content diffusion delay. Since each UE can access the content from an RAN or receive it from the other UEs via data sharing, the network operator can control the edge caching among UEs. A large value of the traffic cost in an RAN indicates that the network operator transmits and stores content in a greater number of UEs. It also means that the content will be rapidly diffused via the data sharing among UEs, which can result in a lower content diffusion delay.
Indeed, as shown in Fig. 3 , the average content diffusion delay can be decreased with increasing traffic cost in an RAN. In addition, our proposed suboptimal solution, i.e., the UE's capacity-based edge caching among UEs, can approach the traversal global optimal solution while achieving lower complexity in the complexity analysis in Section 4. This is mainly because we partition the optimization problem in Section 4 into two sub-problems. In the edge caching among UEs, each UE's capacity for content diffusion is derived from our proposed suboptimal solution, thereby achieving low complexity.
B. AVERAGE DELIVERY RATIO
In this part, we review the relationship between the bandwidth consumption in an RAN and the content diffusion ratio. Considering the deadline of the popular content, the delivery ratio can be increased with increasing bandwidth consumption of direct transmission from RRHs to UEs. In addition, the data sharing among UEs depends on the mobility of UEs. This means that the network operator should select the optimal set of UEs to deliver the content according to their capacity for content diffusion. Indeed, as shown in Fig. 4 , the performance of content diffusion in terms of delivery ratio can be improved with increased traffic cost in an RAN. In addition, it also shows that our proposed suboptimal solution can approach the traversal global optimal solution in terms of delivery ratio while achieving lower complexity in the complexity analysis in Section 4. 
C. DELIVERY RATIO VERSUS BANDWIDTH CONSUMPTION
In this part, we attempt to characterize the efficiency of edge caching among UEs in terms of the ratio of delivery ratio to the RAN bandwidth consumption. There are two extreme cases. One case is where the cellular network directly sends the content to all the UEs, i.e., the traffic cost equals 1400 bytes in Fig. 5 . In this case, the delivery ratio is the highest, while the corresponding bandwidth consumption is also the highest. Another case is where the network operator only directly sends to one UE, which can minimize the bandwidth consumption, but the delivery ratio cannot be ensured. Consequently, we attempt to find a tradeoff between the bandwidth consumption of an RAN and the performance of edge caching among UEs. As shown in Fig. 4 , the ratio of the delivery ratio to the RAN's bandwidth consumption can be maximized when the traffic cost in an RAN equals 800 bytes.
D. TRAFFIC LOAD IN AN RAN
In this part, the traffic load of an RAN is analyzed under the constraint of the content's deadline. To ensure that the content can be delivered to the UEs before the deadline, the network operator should determine the minimal traffic load with edge caching among UEs. For instance, when the value of the deadline is small, such as T th = 5, then the network operator should directly transmit the content to all the UEs. With increase deadline, edge caching among UEs can be employed to reduce the bandwidth consumption in an RAN by diffusing the content among the potential MSNs. As shown in Fig. 6 , the traffic load in an RAN can be decreased with increasing deadline requirement by caching the data among the UEs in the MSNs.
E. THE INCOME OF EDGE CACHING AMONG RRHs:
This part determines the utilities of edge caching among RRHs by integrating the bandwidth reducing of the fronthaul and the storage cost of edge caching. Despite reducing the fronthaul's bandwidth, the edge caching among RRHs can also increase storage costs. Consequently, the network should find a tradeoff between edge caching among RRHs and the corresponding storage cost. We investigate the network operator's incomes, i.e., the utility of the reduced fronthaul bandwidth minus the storage cost with and without considering data sharing among UEs. As shown in Fig. 7 , the utility of edge caching among RRHs increases with time. This is mainly because the UEs can download the content from the RRHs instead of the remote content center. However, the utility will be decreased when the time becomes excessive. This is mainly because the remaining UEs decrease in number over time, while the storage cost continually increases. In addition, the result in Fig. 7 also shows that our proposed solution can achieve high utility while considering data sharing. This is because the rules for edge caching among RRHs in terms of caching locations and time have been introduced. With the proposed edge caching rules among RRHs, the network can dynamically determine where the content should be cached and when the contend should be drop, which can avoid unnecessary storage costs induced by edge caching among RRHs. needed in second column of first page if using
VII. CONCLUSION
This paper studied the social-aware edge caching techniques in F-RANs. We attempted to model the impact of edge caching schemes on the performance of content diffusion and sharing in a social-aware F-RAN. Based on the proposed analysis model, the edge caching schemes among UEs and RRHs were proposed to minimize the bandwidth consumption of RANs and the fronthaul toward BBU pools, as well as the storage cost of edge caching among RRHs. Simulation results validated by our theoretical model indicated that the proposed schemes can reduce the bandwidth consumption within the F-RANs effectively. Thus, the proposed socialaware edge caching schemes in F-RANs are helpful in accommodating the rapidly increasing mobile content traffic in the era of 5G networks.
APPENDIX A PROOF OF THEOREM 1
We first prove the probability of a one-step state transition is zero when O s m s n = 1. The transition probability is zero if more than two components of s m , s n are different, i.e., O s m s n > 1, because the probability that two UEs receive the content simultaneously is zero. In addition, if O s m s n = 0, then there is no state transition.
Then, we prove Eq.(2) on the condition that O s m s n = 1. Assume that UE i receives the content at time t and results in the state transition from s m to s n , i.e., O s m s n = {i}. We first calculate the probability that the other UEs, except UE i (j ∈ {U 2 (s m ) − i}), have not received the content from the UEs or RRHs before the time t as follows: In addition, because the state transitions in the sequence are independent of each other, only being dependent on the current state, the probability of a possible sequence of the Markov chain can be derived as the product of each state transition in the sequence. Moreover, the total time from s t to s e can be expressed as T = (t i+1 − t t ), where t i+1 − t i indicates the time that the state will dwell at the state s i , which is an exponential distribution for all i ∈ [1, . . . , k]. Then, the total time from s t to s e is a random variable T that equals the summation of k − 1 independent exponentials, which can be calculated according to Lemma 1 in [22] .
APPENDIX C PROOF OF THEOREM 3
There is a set of consequences of a Markov chain, denoted by M , in which the state transmits from s t to s e . Thus, to calculate the expectation of the bandwidth consumption of an RAN and fronthaul, we need to calculate this as the summation of the product of each possible consequence's (s ∈ M ) probability and its corresponding bandwidth consumption of the RAN and fronthaul. In addition, given a content deadline T th > 0, we need to derive the probability of each Markov chain's consequence occurring and its corresponding probability that the state will transmit from s t to s e before the deadline T t h. 
