We develop the analytical results on the second-order bias and mean squared error (MSE) of estimators in time series. These results provide a unified approach to developing the properties of a large class of estimators in the linear and nonlinear time series models and they are valid for both the normal and non-normal sample of observations, and where the regressors are stochastic. The estimators included are the generalized method of moments, maximum likelihood, least squares, and other extremum estimators. Our general results are applied to a wide variety of econometric models. Numerical results for some of these models are presented.
Introduction
There is an extensive literature on the analytical finite sample properties of econometric estimators and test statistics in linear models, see Nagar (1959) , Sawa (1973, 1979) , Basmann (1974) , Sargan (1974 Sargan ( , 1976 , Phillips (1977) , Rothenberg (1984) , Ullah and Srivastava (1994) , and Ullah (2002) , among others. In contrast, not much work has been done on the finite sample properties of the nonlinear statistics, although see Roberston and Fryer (1970) , Amemiya (1980) , Chesher and Spady (1989) , Cordeiro and McCullagh (1991) , Koenker et al. (1992) , and Newy and Smith (2001) . However, most of these works are for some specific estimators and there is little with the dependent observations for nonlinear cases, although see Cordeiro and Klein (1994) and Linton (1997) . Recently, Rilstone et al. (1996) developed the large-n second-order bias and mean squared error (MSE) of a class of nonlinear estimators. Nevertheless, their results are for the i.i.d. sample so they are not applicable to the models with dependent observations, for example, the time series models.
In this paper, we extend the second-order bias and MSE results of Rilstone et al. (1996) for the time series dependent observations. These results provide a unified way of developing the properties of a given class of estimators in the linear and nonlinear time series models.
The estimators included are the generalized method of moments (GMM), maximum likelihood (ML), least squares (LS) and other extremum estimators, and the two step estimators which involve a nuisance parameter. Our results are also valid for both the normal and nonnormal sample of observations, and where the regressors are stochastic. Next, in a special case of the ML estimators (MLE) we also show that our bias result reduces to that of the bias of MLE in Cox and Snell (1968) for the i.i.d. case and its extension in Cordeiro and Klein (1994) for the dependent observations. However, we note that our bias result is for a general class of estimators including the ML as a special case and that Cox and Snell's (1968) approach does not provide the MSE of estimators. Furthermore, as an application of our general results, we develop the second-order bias and MSE for some time series models.
These include the AR(1) model, structural model with AR(1) errors, VAR model, MA (1) model, partial adjustment model, and absolute regression model. The plan of the paper is as follows. In Section 2, we present the estimators identified by some moment condition and their bias and MSE results. Then in Section 3 we develop the results on the moments of estimators in six time series models. Section 4 concludes. Some useful results on the expectations of quadratic forms in a normal vector and proofs are given in the appendix.
Second-Order Bias and MSE
Consider a class of estimators in a time series model aŝ β = arg {ψ T (β) = 0} = arg
where q t (β) = q t (Z t ; β) is a known k × 1 vector-valued function of the observable data Z t and a parameter vector β of k elements such that E [q t (β)] = 0. We consider Z t in (2.1) to be a sequence of m-dimensional non-i.i.d. random vectors. Rilstone et al. (1996) considered the case where Z t are i.i.d. random vectors. The class of estimators in (2.1) include many estimators based on nonlinear and linear time series models, which include the ML, LS, and GMM estimators. For example, the ML estimator of the parameters of an ARMA process.
To obtain the second-order bias and MSE ofβ, the assumption of A to C in Rilstone et al. (1996) are assumed to hold along with the consistency ofβ and we follow their notations.
Then the stochastic expansion ofβ, up to O P ¡ T −3/2 ¢ , in Rilstone et al. (1996) in which X = E (X) denotes the expectation of a random vector X, H i = ∇ i ψ T , i = 1, 2, 3, 
where
Using (2.3) in (2.4) and denoting d = Qψ T , one can write (2.4) as
and
When the observations are i.i.d. the bias and MSE results in (2.4) or (2.5) and (2.6) reduce to the following results: 8) where
The result in (2.7) is the same as in Rilstone et al. (1996) . The result in (2.8) is the corrected version of Rilstone et al. (1996) et al. (1996) second-order bias for the i.i.d. case in (2.7) and our bias result for dependent observations in (2.5) will be essentially the same as the Cox and Snell (1968) result, since both use a Taylor series expansion of the score function. Cordeiro and Klein (1994) rewrote conveniently the bias vector from the Cox and Snell (1968) expansion of the p × 1 MLEβ as 9) and for a single parameter estimatorβ
is the inverse of the information matrix, which is equal to −Q in
and L is the log likelihood function. Apparently, k ijl corresponds to the element of H 2 . The Taylor series expansion in Rilstone et al. (1996) is carried out with respect to the whole parameter vector β whereas in Cox and Snell (1968) the expansion is carried out with respect to each element of β and then a set of simultaneous equations are solved to arrive at E ³β − β´. Following Rilstone et al. (1996) , the expansion of ψ T , up to order T −1/2 and T −1 , respectively,
whereβ lies betweenβ and β. From (2.10) and (2.11) we can get equation (18) and (20) of Cox and Snell (1968) by taking expectation on both sides of (2.10) and (2.11), and utilizing the relation, 12) for the single parameter estimatorβ s , 1 ≤ s ≤ p, where we use the information equal-
This establishes the equality of (2.9) and (2.5). However, we should point out that (2.5) is more general since it includes the MLE as a special case. Furthermore, Cox and Snell (1968) did not give us the second-order MSE by using their approach, but we develop this for the dependent observations here and Rilstone et al. (1996) for the i.i.d. case.
Of course, we should bear in mind that all the expectations involved in (2.4) or (2.5) and (2.6) are in general much complicated. However, it is observed that a lot of econometric estimators are derived from some quadratic moment conditions. Then some well known results on the expectations of quadratic forms in a normal or nonnormal vector can be used for our purpose. In the following section, we use these results extensively for most of the examples.
Illustrations
In this section, we give the application of our second-order bias and MSE results to some time series models. These include the AR(1) model, structural model with AR (1) 
AR Model
Consider an AR(1) model
1 We find that the second-order bias for ML estimator in ARCH(1) model is Q n
, which is of course equivalent to the result using (2.9). Phillips (2001, 2002 ) derived the result using (2.9) directly. We got the same result in an early version of this paper. To save space, we do not repeat the result in this paper. The MSE result is more involved and is in our future research agenda.
It is well known that the OLS estimator of β is equivalent to the (conditional) ML estimator. That is, to estimate, we use the following moment condition
where C = {c tt 0 } is a T × T matrix with c tt 0 = −β for t = t 0 = 1, 2, · · · , T − 1, c tt 0 = 1/2 if t = t 0 + 1 or t = t 0 − 1 and it is 0 otherwise. Therefore, we have
where C 1 = ∇C = {∇c tt 0 } with ∇c tt 0 = −1 for t = t 0 = 1, 2, · · · , T − 1 and otherwise it is 0. Using (3.3) in (2.4) or (2.5) and (2.6) and noting that tr (CΣ) = 0 we obtain the second-order bias ofβ, up to O (T −1 ) , and MSE, up to
which is consistent with Phillips (1977) , for instance.
Remark 1: If we include some nonstochastic exogenous regressors, for example, X, in the AR(1) model, then the extension is straightforward. Also, we can generalize the case to an AR(p) model with some exogenous regressors, as long as we can rewrite
See, for example, Kiviet and Phillips (1993) .
Remark 2:
The exact log likelihood function (excluding a constant term) when we normalize
and the score function is
. Then we can rewrite the score function as
where C * = βD + C. Then immediately we have
Then it is straightforward to follow the procedure as in the conditional ML estimator case.
This can be easily generalized to AR(p) model with some nonstochastic exogenous regressors.
Simultaneous Equation Model
Consider the model
where ε t = ρε t−1 + u t , x t is a scalar of nonstochastic regressor, y 1t and y 2t are endogenous variables, |ρ| < 1, and ε t , u t and v 2t are the disturbances. The reduced form for y 1t is
We assume that Eu t = Ev 2t = 0, Ev
, and all the third (cross) moments are zero. Also we assume u and v 2 are independent at all lags and leads so that E (ε t v 2t 0 ) = ω u2 ρ t−t 0 . Then, assuming joint normality of v t = (v 1t , v 2t ) 0 and denoting y t = (y 1t , y 2t ) 0 , we note that
where y is a 2T × 1 vector,
(3.14)
The moment condition for estimating β neglecting the dependence structure in the disturbances is
where C = ¡ 1 −β ¢ ⊗ I T and Ex 0 Cy = 0. Thus
Given all these conditions, we have Theorem 1 on the second-order bias and MSE ofβ estimated from (3.15).
Theorem 1: Under normality assumption of v t , the bias, up to O (T −1 ) , and the MSE, up
to O (T −2 ), respectively, ofβ estimated from (3.15) when x t is nonstochastic, are
Proof: See Appendix A.3. ¥ Nagar's (1959) result apparently follows from Theorem 1 by setting ρ = 0, which is given in Corollary 1.
Corollary 1: When ρ = 0, that is, ε t is i.i.d., then the bias result in (3.17) reduces to
If x is a stochastic variable with Ex = µ x and V (x) = Σ x but independent of v 1 and v 2 , then the bias and MSE can again be derived from (2.4).
For this, we write
where we redefine 20) and
and Ω x * is a 2T × 2T block matrix with each block element being Σ x , Ω x * y = Ω 0 yx * , and
Then H 2 = H 3 = 0, W = 0, and
where C * 1 is C * with C replaced by
Note that both C * and C * 1 are symmetric.
Theorem 2: Under normality assumption of v t , the bias, up to O (T −1 ) , and the MSE, up
to O (T −2 ), respectively, ofβ estimated from (3.15) when x t is stochastic, are 25) where
Proof: See Appendix A.3. ¥ Note that (3.17) is just a special case of (3.25). Corollary 2 and 3 given below give the second-order bias results for some specific cases of x t .
Corollary 2: If x t follows an AR(1) process as
, then the bias result in (3.25) reduces to
Corollary 3: If x t or ε t is i.i.d. with mean zero, then the bias result in (3.26) reduces to
(3.27) Note that (3.27) encompasses the result in Rilstone et al. (1996) in that even though ε t is an AR(1) process the bias result in Rilstone et al. (1996) will hold as long as x t is i.i.d.
with mean zero.
VAR Model
Consider the following VAR(1) model
where Ω = {ω ij }, i, j = 1, 2.
, then we can compactly write
We assume that the process is covariance stationary, that is, for all λ satisfying |I 2 λ − B| = 0, |λ| < 1. For nonstationary VAR models, see Phillips (1987) . In particular, this implies
be a column vector of all the columns of A stacked from the first one to the last one. We know that vec
where Σ is the 2T ×2T variance-variance matrix with the tt 0 th element being
It is well known that the maximum likelihood estimators of each single equation is the same as the OLS estimators. As in Section 3.1, if we properly define C ij , i, j = 1, 2, then we have the following moment condition for β ≡ vec (B)
where the 2 (T − 1) × 2 (T − 1) matrices AA, BB, CC, and DD are block diagonal with
11 − β 12 C
11 , where C
11 , l = 1, 2, 3, represents the lth matrix part in the definition of C 11 in (3.30). Similar definitions are used for C 21 , C 12 , and C 22 .
Note that y 0 C
11 y = y 0 C
12 y, y 0 C
21 y = y 0 C
22 y.
Immediately we have
11 y 0 y 0 C
11 y 0 0 y 0 C
21 y 0 y 0 C
21 y y 0 C
12 y 0 y 0 C
12 y 0 0
The results on quadratic forms in Appendix A.1 then can be used here to evaluate the second-order bias and MSE of β. Denote E
ijmn for i, j, m, n = 1, 2 and λ
then it is easy to verify the bias result as given in Theorem 3. where
i1´2 .
Proof: Substitute (3.30) and (3.31) into (2.5) and use the results on quadratic forms in Appendix A.1. ¥
Here we do not give explicitly expressions for the second-order MSE. However, it is straightforward to write a computer program to do the evaluation numerically. of sample size will significantly reduce the second-order bias and MSE; ii) the higher ρ, the larger the second-order MSE, which implies that even though the OLS estimators are consistent, the correlation between disturbance terms across equations will cause imprecision of the OLS estimators; iii) the difference between the second-order and first-order results is not insignificant for small samples we have considered, and it seems that the first-order variance, which is equal to the first-order MSE, usually underestimates the second-order variance,
³β´2 ¶ , as well as the seond-order MSE. Of course, the first-order variance can be calculated from Ω ⊗ Γ 0 (see Hamilton, 1994, p. 299) , which is equal to A −1 is our expression. Since we normalize Ω = ¡ (1, ρ) 0 , (ρ, 1) 0 ¢ 0 , the first-order variance is the same for the parameter estimators in the same row of the variance matrix of vec
³B´.
Also, we should emphasize that our results are only approximations. For high |ρ| around 0.9, we do encounter some second-order MSE with negative values (represented by "/" in Table 1 ) or very large unrealistic values around two hundred in small samples, which though is consistent with the fact that our results are asymptotic second-order results.
Remark 3: We can easily generalize to VAR(p) model of n variables, as long as we can
(3.33)
MA Model
Consider the simplest case
where we normalize
Hamilton (1994), we have the averaged sample (conditional) log likelihood function, exclud-
, where ε t = y t + βy t−1 + · · · + β t−1 y 1 = P t−1 i=0 a i y t−i ≡ y 0 A t with a i = β i and
Then we have
In matrix notation, we have 2, 3, (3.39) where
and similarly for B, C, U, V. Note that y is normally distributed with mean 0 and variance-covariance matrix Σ such that it has tt 0 th element 1 + β 2 when t = t 0 , −β when |t − t 0 | = 1, and 0 elsewhere, for t, t 0 = 1, 2, · · · , T. With these notations, we use the results on quadratic forms in Appendix A.1 to derive the second-order bias and MSE of β. However, we should bear in mind that if we write ε t = y 0 A t in stead of ε t = P ∞ i=0 a i y t−i , then it is not necessary that E ¡ a −1/2 ¢ = 0 in (2.4), but plima −1/2 = 0. The asymptotic expansion in Rilstone et al. (1996) is nevertheless valid as long as we have √ T -consistency of the estimatorβ, together with their assumptions A to C. 2 Therefore, instead of (2.5), we use the bias expression in (2.4) directly with E ¡ a −1/2 ¢ 6 = 0. The MSE expression given by (2.6), on the other hand, is still valid here. Theorem 4 gives a closed-form formula for the bias based on the above observation.
Theorem 4: The bias, up to O (T −1 ), of the conditional ML estimatorβ for model (3.34) 40) where
Proof: Substitute (3.39) into (2.4) and use the results on quadratic forms in Appendix A.1.
¥
2 We can of course generalize for any g √ T -consistent estimator, g > 0. But (2.3), (2.5) and (2.6) then have to be modified accordingly.
As for M ³β´,
we do not report the explicit result here. But it is very easy to write a computer program to evaluate it. Figure 1 Of course, we should point out that as |β| approaches one, the initial values of y for the conditional ML estimator are not negligible in small samples and hence we may cast some doubt on the second-order results built upon the conditional ML condition when |β| is close to one.
Remark 4: In principle, this can be generalized to an MA(q) model. Instead of using quadratic forms in y, we use the normal vector ε directly. For simplicity, consider, for example, an MA(2) model, y t = ε t +θ 1 ε t−1 +θ 2 ε t−2 . Again, we have the log likelihood function
, with ε t = y t −θ 1 ε t−1 −θ 2 ε t−2 . Here we set initial values ε 0 = ε −1 = 0. Note that q t is 2×1, ∇q t is 2×2, ∇ 2 q t is 2×4, and ∇ 3 q t is 2×8. All the expectations of cross products will boil down to the form of cross products of
of lower order. For example, consider E ¡ ∂ 4 ε/∂θ 4 1 ¢ . From ε t = y t − θ 1 ε t−1 − θ 2 ε t−2 we have ∂ε t /∂θ 1 = −ε t−1 −θ 1 ∂ε t−1 /∂θ 1 −θ 2 ∂ε t−2 /∂θ 1 . Rewrite it as ε t−1 = −∂ε t /∂θ 1 −θ 1 ∂ε t−1 /∂θ 1 − θ 2 ∂ε t−2 /∂θ 1 . Therefore, we have ε = A 1 ∂ε/∂θ 1 , where A 1 is T × T such that its tt 0 th element is equal to −θ 1 if t = t 0 , −1 if t 0 = t + 1, −θ 2 if t = t 0 + 1, and 0 elsewhere, for t,
1 . Invertibility will guarantee that A 1 is nonsingular. Next, from ε t−1 = −∂ε t /∂θ 1 − θ 1 ∂ε t−1 /∂θ 1 − θ 2 ∂ε t−2 /∂θ 1 we have
¢ . Then we can find some matrix C 2 such that
Carrying on this step we can get ∂ 3 ε/∂θ
Therefore, all the expectations of cross products of E (∂ 4 ε/∂θ i ∂θ j ∂θ k ∂θ l ) will essentially take some quadratic form in the normal vector ε. As a result, the standard procedure in Section 3.1 is applicable here.
Remark 5: We can easily extend to the case of an MA(q) with mean µ y = x 0 t β. If we combine with Section 3.1, we can generally evaluate a general ARMA process with mean
In essence, we can express the relevant expectations of quadratic forms in the normal vector (y 0 , ε 0 ) 0 .
Remark 6: We restrict |β| < 1 because our exercise is for the conditional ML estimator. It would be more interesting to extend the exercise to unconditional ML estimator, regardless of whether β is associated with an invertible representation or not. The difficulty of this exercise is that there is no appropriate way to handle the expectations of the score function and its derivatives up to third order. We defer this to our future research.
Partial Adjustment Model
Let y * t = x t β + ε t be the desired level of some economic variable. The partial adjustment model describes an adjustment equation y t − y t−1 = (1 − γ) (y * t − y t−1 ). See Brown (1952) and Lovell (1961) for consumption model of habit persistence. The econometric regression equation is obtained by substituting the first equation into the adjustment equation and solving for y t y t = γy t−1 + (1 − γ) βx t + ε t = γy t−1 + δx t + ε t , (3.41) where δ = β (1 − γ) . For simplicity we assume x t to be an i.i.d. normal scalar and ε t ∼
, and x is uncorrelated with ε. Note that even though γ and δ can be estimated consistently and efficiently by OLS as this model is intrinsically linear, the inference about β = δ/ (1 − γ) is not so straightforward. Here we try to derive B ³β´a nd M ³β´.
The OLS estimator needs the following moment condition
where A is T × T with tt 0 th element equal to 1 if t − t 0 = 1 and 0 elsewhere, B is T × T with tt 0 th element equal to 1 if t = t 0 ≥ 2 and 0 elsewhere, C is T × T with tt 0 th element equal to −γ if t = t 0 ≤ T − 1, 1/2 if |t − t 0 | = 1, and 0 elsewhere, for t, t 0 = 1, 2, · · · , T, and
where C 1 is T × T with tt 0 th element equal to 1 if t = t 0 = 1, 2, · · · , T − 1, and 0 elsewhere Therefore, we can follow the same procedure as in Section 3.1. The only difference is that we will encounter some bilinear forms like x 0 Ay. For this we can define y * = (x 0 , y 0 ) 0 , then (3.42) and (3.43) can be rewritten as
and where
and y * ∼ N (µ, Σ) , where
where τ T is a T × 1 vector of ones, Σ y is the T × T variance-covariance matrix of y with tt 0 th element equal to γ
matrix between x and y with tt 0 th element equal to
With these notations, we have Theorem 5 for the second-order bias ofβ.
Theorem 5: The bias, up to O (T −1 ), of the estimatorβ from (3.42) for model (3.41) is
Proof: Substitute (3.42 0 ) and (3.43 0 ) into (2.5) and use the results on quadratic forms in Appendix A.1. ¥
As for the bias of γ, it is clear that we can use the results in Section 3.1 (including the exogenous variable x t ) instead. We do not give explicitly the expression for the second-order MSE. However, again it is easy to write a computer program to do the calculations numerically.
Absolute Regression Model
Consider the "absolute" regression model
where 0 < β < 1, ε t is i.i.d. N(0, 1) and t = 1, 2, ..., T. Note that (3.47) is a very special case of the self-exciting autoregressive (SETAR) model of Tong (1990) and it is in nature a nonlinear regression model. Tong (1990, p. 141) showed that the density function of y t is
where Φ (·) is the cumulative distribution function of a standard normal variable. Andel et al. (1984) showed that the nth moments (about 0) of y t are 49) where Tong, 1990, p. 209) . In particular,
we have
(3.50)
Note that for an AR(1) model (3.1), the even moments of y t are the same as those for model (3.47) while all the odd moments are zero.
In most applications, β is estimated by LS. That is, the moment condition is
(3.51)
Then following the notations as before, we have
Further, Q = 1/m 2 . Since we have a scalar case and higher derivatives of the moment condition are all zero, this will simplify our results a lot. From (2.5), the bias expression reduces to
Note that y here is no longer a normal vector so we can not use the expectation results in
The intuition here is that the nonlinearity imposed on the original AR(1) model will distort only the odd moments of the process and preserve all the even moments, but all the second-order bias and MSE results under LS estimation take the same functional form and involve only the even momets, and hence we have the same second-order bias and MSE. Of course, equality of the first two moments ofβ does not suggest the same distribution ofβ for model (3.47) and (3.1).
Conclusions
We have developed the analytical results on the properties of estimators in time series framework. General results on the second-order bias and MSE are given. The applications of these results to a wide variety of econometric models are also analyzed. We indicate that our general results are valid for both normal and non-normal observations. It would be desirable if we could approximate the distributions of the estimators since we may often need to know about the skewness and kurtosis of the estimators, construct confidence intervals, and investigate the power or size of tests. This will be the subject of a future study.
Appendix

A.1. Expectations of Quadratic Forms in a Normal Vector
Let trA be trace of any matrix A. For any symmetric matrix N i , Magnus (1978 Magnus ( , 1979 , among others, derived the following results on the expectations of products of quadratic forms in a normal vector y ∼ N (0, I) , is always symmetric. In the following we assume that the matrices involved are symmetric.
The above results also follow from Ullah (1990 Ullah ( , 2002 and Mathai and Provost (1992) , where a nonstochatic operator d and the moment generating function are used respectively to derive them.
A.2. AR(1) Model
First note that tr (
and tr (CΣ) = 0. Then
Also, we write .6) and partition
where Σ * i is the ith row of
, Ω 1 is the 1st to (T − 1)th rows of Σ * and Ω 2 is the 2nd to T th rows of Σ * , then
Next, by using the results in Appendix A.1, it is straightforward to verify
A.3. Simultaneous Equation Model
From (2.5) we have
By symmetry, it is straightforward to prove that A −3/2 = 0. Furthermore, we can write
where N 1 = C 0 1 xx 0 C 1 , N 2 = C 0 xx 0 C, and both are symmetric. Then we can use the results on quadratic forms to derive the expectation. Specifically,
Therefore, by substitution we have
Then the expression for M ³β´f ollows immediately.
When x is stochastic, we have .14) and
A −3/2 = 0,
The exact expression for λ 11 can be derived using the results on quadratic forms. Note that if x is nonstochastic (Σ x = 0) , then (A.14) or (A.15) will degenerate to (A.10) or (A.11) and (A.13).
A.4. Absoulte Regression Model
First note that where E ¡ |y t 0 −1 | 4 |y t 00 −1 | ε t 00 |y t 000 −1 | ε t 000 ¢ follows from v) and E ¡ |y t 0 −1 | 2 |y t 00 −1 | ε t 00 |y t 000 −1 | ε t 000 ¢ follows from (A.25). Hence it is straightforward to evaluate W numerically for t > t 0 > t 00 > t 000 .
Therefore, E ¡ H 1 ψ 2 T ¢ = 1 (T −1) 3 P P P V tt 0 t 00 and E ¡ H 2 1 ψ 2 T ¢ = 1 (T −1) 4 P P P P W tt 0 t 00 t 000
can easily be evaluated numerically. 1, 0.4)', (0.4, 0. 3)')'
