Introduction
During the last decade, models have emerged ͓1-5͔ to estimate and predict the power produced by wind farms. To maximize the use of wind generated electricity when connected to the electric grid, it is necessary to be able to estimate and predict the power production of a wind turbine. However, this power production can be influenced by many factors and usually fluctuates rapidly, imposing considerable difficulties on the management of combined electric power systems. Several different techniques have been presented to estimate and predict the highly variable energy production. Two typical models are regression models ͓1,2͔ and artificial neural networks ͓3-5͔. In this paper, we compare regression and artificial neural network models for wind turbine power curve estimation using data from the Central and South West wind farm near Fort Davis, Texas.
The Wind Farm and the Wind Power Generation
The Fort Davis wind farm consists of 12 turbines and two meteorological towers ͑met. tower͒ ͑Fig. 1͒. Data received from the wind farm can be divided into two categories. The first contains data from the two met. towers such as wind velocities and directions measured at three elevations ͑10, 30, and 40m͒. The second contains information about turbine power generation, such as average power outputs, voltages, and currents. The two met. towers, indicated with , are the sites for measurement of wind speed and direction. Each dotted circle is the location of a wind turbine.
Turbine power production depends on the energy contained in the wind. The basic measuring unit of the energy contained in the wind is wind power density ͓6͔, or power per unit of area normal to the wind azimuth, calculated as Eq. ͑1͒, where P W is wind power density ͑W/m 2 ͒, is air density ͑kg/m 3 ͒, and V is horizontal component of the mean free-stream wind velocity ͑m/s͒.
However, both wind velocity and air density are generally not constant. The hub height of the turbine is 40m above the ground. The industry standard is to relate the power to the hub height wind velocity ͓7͔. Such a relationship implies that the velocity at the hub height and the velocity profile are known, and that the velocity profile does not change. The velocity profile is defined as the difference in velocity as a function of height from the bottom to the top of the turbine blade and is another factor which can influence turbine power production ͓8,9͔. The hub height velocity and the velocity profile are measured by the met. towers. However, due to the limited number of the met. towers, the variable terrain, the turbines distributed over a wide range on the wind farm, and wind dynamics, the actual wind velocity and profile for each turbine are usually quite different from those obtained from the met. towers. These are some of the main reasons that the measured turbine power production versus meteorological tower wind speed does not fall on the manufacturer's power curve as shown by Fig.  2 . In the figure, the line represents the manufacturer's warranted estimated output power curve for the wind turbine with 500 kW rated power, which has been adjusted especially for the Fort Davis wind farm to account for the difference in attitude with respect to sea level. The dots represent the measured wind turbine power output for a met. tower 10-minute average wind velocity. Which met. tower velocity to use is selected based on which direction the wind comes from, i.e., if the wind comes from the east, the measured wind speed from the east tower is used; if the wind comes from the west, the measured wind from the west tower is chosen. In Fig. 2 , the large difference of turbine power production at the same wind speed, as well as high power productions at low wind speeds and low power productions at high wind speeds, implies that the wind at the turbine can be quite different from the wind at the met. towers.
The air density in Eq. ͑1͒ also influences the energy contained in the wind and therefore turbine power production. However, has less influence on turbine power production than the wind speed because the dynamic range of is usually small and wind power is proportional to the cube of wind speed. In addition to the above factors, wind power production is also affected by other factors such as seasons of a year, time of day ͓1͔, and wind fluctuation within a certain time period. In the following comparison between neural networks and regression models, the only factors considered are the 40m wind speeds and wind directions from the two met. towers. Introducing other factors would make the specification of a function for a regression model quite difficult.
Regression Model for Wind Turbine Power Estimation

Prediction by Regression
Model. Regression models quantitatively describe the variability among the observations by partitioning an observation into two parts ͓10͔. The first part of this decomposition is the predicted portion having the characteristic that can be ascribed to all the observations considered as a group in a parametric framework. The remaining portion, called the residual, is the difference between the observed and the predicted values and must be ascribed to unknown sources. This can be expressed as
where n is the number of the observations, y i is ith observation, x i ϭ(x 1i ,x 2i , . . . ,x ki ) is the predictor variable vector related to observation y i , ␤ϭ(␤ 0 ,␤ 1 , . . . ,␤ p ) is the parameter vector, and i is the error associated with ith observation. The function f is estimated by fitting a polynomial or other type of function. Fitting refers to calculating values of the parameters from a set of data. Usually, the estimate ␤ , a least squares estimate of ␤, tries to minimize the error sum of squares shown by Eq. ͑3͒.
is linear, the regression model can be expressed as Eq. ͑4͒. This can be written as a matrix Eq. ͑5͒, where Y is a n-dimensional vector and X is a n ϫ ͑p ϩ 1͒ matrix. In case of the estimated regression coefficient ␤ , the predicted values are then calculated by multiplying each row in the X matrix by the ␤ column, that is Ŷ ϭX␤ . The least squares estimate of ␤ is the solution to Eq. ͑6͒, and only one function solving step is needed to get the solution. When f in Eq. ͑2͒ is a polynomial, a linear representation of Eq. ͑4͒ can still be obtained, but the number of the columns of X will be larger than the number of the predictor variables x ji ( jϭ1,2, . . . ,k).
When f is a nonlinear function, linearization ͑Taylor extension͒ of f with respect to parameters ␤ ͓10,11͔ is required for Eq. ͑7͒, where ␤ 0 ϭ(␤ 00 ,␤ 01 , . . . ,␤ 0 p ) are initial values for parameter ␤, so that techniques for Eqs. ͑3͒-͑6͒ can be used. These initial values may be intelligent guesses or preliminary estimates based on whatever information is available; they will be iteratively improved.
3.2 Regression Model for Wind Turbine Power Estimation. As stated in Section 2, there are many factors which can affect wind turbine power generation. However, we will only include 40m wind velocity and direction measurements from the two met. towers in our modeling and comparative analysis.
The following rules have been used for the regression model: ͑a͒ A polynomial f i (•) is chosen as the main representation of the regression model; ͑b͒ Wind speeds are taken as the most important Transactions of the ASME predictor variables in the polynomial; ͑c͒ The wind direction influence on turbine power production is introduced as a product with wind speed; and ͑d͒ Topographic influence on turbine power production is obtained by fitting different regression models for different turbines. The overall regression model for each turbine is shown by Eq. ͑8͒, where i is related to a specific turbine, and V 1 , V 2 , d 1 , and d 2 are 40m wind speed and wind direction measurements from the two met. towers. Function g(•) in Eq. ͑8͒ is a transform function for wind directions ͑Eq. ͑9͒͒ to reflect high wind directions. The M 1 and M 2 in Eq. ͑9͒ are means corresponding to two high wind directions computed for a year for wind coming from the northwest and east, respectively ͑Fig. 3͒. The product of wind speed with a transformed wind direction ͑Eq. ͑9͒͒ in the regression model implies that high wind mainly comes from certain directions and also high power generation requires high wind speed.
g͑x ͒ϭ͑ 0.6e
4 Neural Network Model for Wind Turbine Power Estimation 4.1 Multilayer Perceptron "MLP… Network. A multilayer perceptron network ͑Fig. 4͒ has three distinctive characteristics ͓12͔. First, the network consists of a set of source nodes that constitute the input layer, one or more layers of hidden neurons, and the output layer. Second, the model of each neuron in the MLP network includes a differentiable nonlinearity at the output end. A commonly used form of nonlinearity that satisfies this requirement is a sigmoidal nonlinearity defined by the logistic function of Eq. ͑10͒, where j is the net internal activity level of neuron j, and y j is the output of the neuron. Third, The network exhibits a high degree of connectivity determined by the weights of the network. A change in the connectivity of the network requires a change in the population of network weights.
MLPs have been applied successfully to solve many difficult and diverse problems by training them in a supervised manner. Experiential knowledge for a MLP network is acquired by the network through the training process and stored in the network weights after it is trained ͓12,13͔. It is through the combination of the characteristics of the MLP network together with the ability to learn from experience through training that the MLP derives its computing power.
A MPL network can be used for a function approximation problem in which the inputs to the network are equivalent to the predictor variables in the regression model of Eq. ͑2͒ and the output of the network is equivalent to the predicted value. For a given problem, there is a cost function T ͓12͔, which is similar to the error sum of squares of Eq. ͑3͒ for the regression model, as the measure of training set learning performance. The objective of the learning process is to adjust the weights of the network so as to minimize T . A highly popular training algorithm known as the backpropagation algorithm ͓13͔ is generally used to adjust the network weights until a stop criterion is reached.
Neural Network Model for Wind Turbine Power
Estimation. We configure a neural network for each turbine. The input patterns to the network are 40m wind velocities and directions obtained from the two met, towers. The network output is the estimated power generated corresponding to each individual input pattern. Three additional steps are introduced to improve learning. First, the wind velocity ͑usually from 0 mph to 50 mph͒ is normalized into a range from 0 to 4 through a transformation function. This transform function can also reflect the effect of the power output limitation applied on a wind turbine when the wind is high ͓5͔. Second, Eq. ͑8͒ is used to preprocess the wind direction ͑0°to 360°͒ into a more limited range and to increase the influence of high wind directions on turbine power production. This preprocessing for the input patterns enables the neural network to learn faster ͑i.e., less learning iterations͒ and produce a smaller difference between the predicted and the measured outputs for each turbine ͓5͔. Third, for comparison, we also considered the case that the total inputs to a node are not only a linear combination of the components x j , but also include high-order interactions represented by their products x j x k , triplets x j x k x l , quadruplets, etc., which forms a feedforward high-order neural network ͓14,15͔. To facilitate the comparison of the high-order neural network with the regression model of Eq. ͑8͒, the inputs presented to the high-order network used in this paper contain all the items represented by Eq. ͑8͒. For example, for the comparison of the high-order neural network with nth order regression model, the network inputs include 1st, 2nd, . . . , nth order wind speeds, and two products of wind speeds with preprocessed wind directions. 
Comparative Analysis of Regression Model to Neural Network Model
The parameter estimates of ␤ for the regression and the weight adjustments for the neural network training try to minimize the error sum of squares. However, the regression model requires the form of the function f in Eq. ͑2͒ to be predefined explicitly, making the model function dependent ͑but easy to evaluate͒. On the other hand, the neural network achieves the ability of function approximation through learning from data, making it data dependent.
There are also differences in obtaining parameter estimates of ␤ for the regression model and weight adjustments for the neural network. For the regression model, a matrix representation of Eq. ͑5͒ is usually obtained, and then one function solving step is needed to get the least squares estimate ␤ ͑section 3.1͒. For the neural network, the network weights are usually adjusted many times ͑perhaps thousands of times͒ until a stop criterion is reached.
Some evident relationships can also be seen between regression models and neural networks when the sigmoid nonlinear activation functions of neurons are reduced to linear functions. A general first-order neural network will be equivalent to a multivariable linear regression model, and a high-order neural network will be equivalent to a multi-variable polynomial regression model. Thus, the nonlinear activation function is an important factor in a neural network for complicated function approximation problems.
Figures 5 and 6 compare some of the properties between regression and neural network models. This example uses measured wind speeds from the west met. tower to predict the wind speeds of the east met. tower using regression and neural network models. A data set of 1500 patterns in March 1996 is used for both the parameter estimates of the regression model and the training of the neural network model. For the regression model, the relation obtained between input and output ͑predicted value͒ is a straight line when a linear function is predefined ͑Fig. 5͒, reflecting the function dependent characteristics of the model. However, the neural network achieves the input-output relationship through learning. From the regression point of view, this relationship or equivalent function is more complicated ͑Fig. 5͒.
But the neural network model is more data dependent. In Fig. 5 , the parameter estimates and the training of the network weights are based on the first 1500 patterns of data from March 1996. This selection of patterns has much higher data density in low wind than in high wind, making the neural network bias its weights more toward the low wind data ͓16͔. However, when training data are selected equally from different wind speed sections, the neural network model gets better performance for both low and high wind speeds even for test data from April 1996 as shown by Fig. 6. 
Comparisons of Wind Turbine Power Estimation using Regression and Neural Network Models
For wind turbine power estimation, data for 40m wind speeds and wind directions from both of the met. towers are used. For each turbine, 1500 data sets of 10-minute averages, which can represent typical wind turbine power productions, are selected from March 1996 and are then used to do both the parameter estimates for the regression model and the training of the neural network model. The selection of the training data is mainly based on the considerations of: 1͒ trying to make training data distribute equally in different wind speed sections, and 2͒ trying to make the training data cover, equally, the wind coming from different directions.
The regression model for the power estimation is based on Eq. ͑8͒ which contains a polynomial with two wind speed variables and two products of wind speeds with transformed wind directions. Figure 7 shows the comparison among the 2nd, 3rd, and 4th order polynomial regression models for turbine power estimation for test data for April 1996. It can be seen that the 3rd order regression model provides the best prediction results, and that either the lower or the higher order will degenerate the results. This indicates that the low order polynomial is not suitable for this application; and the high order polynomial can introduce noise at high wind speed even though the parameters for high order items are very small. The products of wind speeds with transformed wind directions have been found to improve the prediction accuracy. By introducing the products, the estimation of turbine power production can be adjusted for wind coming from different directions.
The neural network is built and trained for each turbine. Each network has three layers. The nodes chosen in the three layers are 4, 8, and 1 ͑excluding bias͒. The input patterns are preprocessed measured wind velocities and directions, and the desired network outputs correspond to the normalized measured turbine power ͓5͔.
The performance of the trained network is compared with that of the 3rd order regression model for the same test data for April 1996 in Fig. 8 . Table 1 gives the absolute average power difference in kW of turbine No. 6 between the measured and estimated power of various models for four months of test data. Both the figure and the table show that the neural network has better performance. The comparison does not show much difference between the high-order and general first-order neural networks. Even though all the items in Eq. ͑8͒ are taken as inputs to the "April 1996… "shows the scatter plot of the measured wind speeds, the prediction by a linear regression model, and the prediction by neural network model… high-order neural network, the RMS errors used to reflect the learning process of the first-order and high-order neural networks are very close ͑Fig. 9͒. Actually, for a general first-order neural network, the effect of the equivalent high-order interactions is obtained through the weighted sum of inputs and the nonlinear activation function of the neuron model. The regression model, on the other hand, must explicitly include those high-order interactions. Fig. 9 Comparison of RMS errors for training a high-order and the first-order neural networks. For the high-order network, the network inputs includes 1st, 2nd, and 3rd orders of wind speeds, and two products of wind speeds with transformed wind directions, i.e., the same items as those in Eq. "8…. In actual practice, the power output comparisons for one month for a neural network model would then be used to predict power output for that same month and the next month. In addition, in complex terrain like that of the Fort Davis wind farm, it can be expected that each turbine will require its own model. We have not established the number of months of data that should be used in the training/development of the model, but the national weather service usually uses three-month periods of data in developing their models for weather forecasting. However, training of the neural network with more data may be needed for better network performance for different seasons of the year.
To handle more advanced problems, a wind power neural network with extended Kalman filter ͑EKF͒ ͓17͔ training on a SIMD parallel machine ͓18,19͔ is under investigation. The extended Kalman filter training has been shown to be advantageous both in training speed and network performance in many applications ͓17,20͔.
Conclusions
We have compared regression and neural network models to estimate wind turbine power curves. Both methods attempt to minimize the error sum of squares between observations and predicted values. Regression requires an explicit function to be defined before the least squares parameter estimates, while a neural network depends more on training data and the learning algorithm.
Input variables to the models have been restricted to the wind speed at 40m and the wind direction, as measured by a met tower.
Comparison of model prediction with measurements not used in the model development show that the neural network model performs better than the regression models.
Wind power generation can also be affected by other factors such as air density, vertical wind profile, season, and time of day. Under the complicated influence of numerous factors such as these, selection of an appropriate function for a regression model is extremely difficult, and this can give neural networks an added advantage.
