Abstract: Optimization of low-thrust trajectories that involve a larger number of orbit revolutions is considered a challenging problem. This paper describes a high-precision symplectic method and optimization techniques to solve the minimum-energy low-thrust multi-revolution orbit transfer problem. First, the optimal orbit transfer problem is posed as a constrained nonlinear optimal control problem. Then, the constrained nonlinear optimal control problem is converted into an equivalent linear quadratic form near a reference solution.
4 addition, the solutions that are obtained from direct methods do not generally satisfy the firstorder necessary conditions for optimality. Therefore, the converged solutions are not ensured to be locally optimal. In recent years, utilizing convex optimization to solve low-thrust orbit transfer problems has attracted a significant amount of research interest (Tang et al. 2018; Yang et al. 2017a ), since it is more computationally tractable compared to nonlinear programming (Liu et al. 2017) . It is proved that, convex optimization is highly efficient for solving shortduration trajectory optimization (Yang et al. 2017b) . Nevertheless, when it comes to longduration missions with multiple revolutions, there are no significant advantages from convex optimization. Hybrid methods exhibit both indirect and direct method good properties. The thrust profile is usually assumed a priori, and the optimal control is determined through the optimality conditions that define indirect methods. However, the thrust profile for orbit transfers with multi-revolutions is difficult to be guessed, and therefore, it is difficult to find optimal multi-revolutions solutions with hybrid methods.
Adding to the numerical methods mentioned above, symplectic methods exhibit promising performance in optimal control problems (Peng et al. 2011) , owing to the preservation of the symplectic structure of the original problem (Zhong 2006) . The symplectic method first convert the nonlinear optimal control problem into a TPBVP using Hamiltonian formulation. Then, based on the dual variational principle, a symplectic form is applied to discretize the TPBVP.
After discretization, the optimization problem is described by a set of nonlinear algebraic equations with sparse and symmetric coefficient matrices. Accordingly, solving such type of algebraic equations requires less computational resources. Since the symplectic method is based on the variational principle, it satisfies the first necessary conditions for optimality, which 5 means that the solutions are at least locally optimal. Furthermore, owing to the preservation of the symplectic structure, the symplectic method can yield a reasonable approximation of the continuous solution with fewer discretization points. Peng et al. present a series of symplectic algorithms and utilize them to solve optimal orbit rendezvous problems (Peng et al. 2012) , orbit transfer problems between halo orbits (Peng et al. 2014a) , optimal nonlinear feedback control for spacecraft rendezvous between libration point orbits (Peng et al. 2014b) , bound evaluation for spacecraft swarm reconfiguration on libration point orbits (Peng and Li 2017) . Li et al. (2015) introduce the symplectic algorithm with quasi-linearization techniques to solve nonlinear optimal control problems with inequality path constrains, and prove its efficiency for designing spacecraft rendezvous between halo orbits. However, symplectic methods that are presented in existing studies only utilize orbit transfers with one revolution as supporting examples. In addition, the spacecraft mass variation is not taken into consideration in those studies, and should be considered in further research.
The convergence of indirect methods depend on the initial guess for the costates. Compared to indirect methods, the convergence of the symplectic methods mainly depends on the initial guess for the states. Compared to direct methods, symplectic methods require less computational resources, because the final problem formulation incorporates sparse and symmetric coefficient matrices. Consequently, symplectic methods may have large potential for solving optimal control problem with long-duration and multiple revolutions. However, to the authors' best knowledge, no literature has explored the utilization of symplectic algorithms to solve low-thrust orbit transfer problems with many revolutions. That is mainly because, multi-revolution orbit transfers result in oscillation of the state variables through time, which 6 makes difficult for symplectic methods to find convergent solutions. Another reason lies on the fact that, the supporting examples in previous references arbitrarily set the initial guess for the states variables to zero or to a constant value, without providing any reference trajectory. It is proved that, immediately supplying proper reference trajectories can accelerate the convergence of the optimal control problem (Yang et al. 2017c ). For those reasons, low-thrust multi-revolution orbit transfers are difficult to optimize via the symplectic method.
In this paper, the application of symplectic algorithms for the optimization of low-thrust orbit transfers with multiple revolutions is investigated in details. An efficient symplectic algorithm is developed to solve the optimal control problem which arises from the original orbit transfer problem. The modified equinoctial elements are applied to describe the motion of the spacecraft. Compared to Cartesian coordinates, the modified equinoctial elements display smaller value oscillations along the final trajectory. A nominal trajectory is given to accelerate the convergence rate of the symplectic method. Three representative low-thrust multi-revolution orbit transfer problems are selected to demonstrate the high accuracy and efficiency of the symplectic algorithm. This paper is organized as follows. In Section 2, spacecraft dynamics are expressed in modified equinoctial elements, and the model for low-thrust orbit transfer problem is built. The quasi-linearization method is utilized to transcribe the original nonlinear optimal control problem into a sequence of constraint linear-quadratic optimal control sub-problems. In Section 3, a symplectic method is introduced to iteratively solve the sequence of constrained linearquadratic optimal control sub-problems. To validate the accuracy and efficiency of the symplectic method, three examples of multi-revolution orbit transfer problems are given in 7 Section 4. Concluding remarks are made in Section 5.
Low-Thrust Orbit Transfer Optimal Control Problem
Consider a transfer problem where the spacecraft is subjected only to gravity of the central body and the thrust of its own electric propulsion system. The objective is to determine the minimum-energy trajectory and thrust vector that transfer the spacecraft from the specified initial states to the specified terminal states. The low-thrust orbit transfer optimal control problem is described next.
Equations of Motion
The state vector consists of the spacecraft position and velocity vectors, which are generally expressed in Cartesian coordinates. However, for low-thrust transfers with a large number of orbit revolutions, Cartesian coordinate values may display strong natural oscillations along the trajectory, which hinder the convergence to an optimal solution. In order to get better convergence performance, this work employs modified equinoctial elements [ , , , , , ] 
to describe the motion of the spacecraft, where p is the semi-latus rectum of the orbit, and L is the true longitude; the remaining four elements do not have any intuitive physical meaning, however, f together with g can describe the eccentricity of the orbit, and h together with k can describe the inclination of the orbit. Compared to Keplerian orbital elements or Cartesian coordinates, the equinoctial elements are non-singular for most eccentricities and inclinations, except for absolutely retrograde orbit. In addition, equinoctial elements conveniently describe the time variation of the true longitude, which acts as a phase angle. Most important for this work, when the equinoctial elements are chosen to describe the 8 spacecraft motion with multiple revolutions, the natural oscillations of the state variable value can be reduced, and the optimal control problem is easier to solve. The equinoctial elements can be obtained from the Keplerian elements as: (1 ) cos sin tan 2 cos tan 2 sin
where a is the semi-major axis, e is the eccentricity of the orbit, i is the inclination of the orbit, Ω is the longitude of the ascending node, ω is the argument of perigee, and θ is the true anomaly.
We express the three-dimensional control vector in local vertical/local horizontal (LVLH) coordinates, which are attached to the spacecraft. Then, the spacecraft dynamics can be formulated as follows: 
max T is the maximum thrust magnitude, m is the instantaneous mass of the spacecraft, 0 g is the standard gravitational acceleration at sea level, sp I is the specific impulse of the thruster.
The control vector is expressed by a three-dimensional vector u , with norm between 0 and 1. 
where e R represents the Earth radius.
In order to facilitate numerical propagation of spacecraft dynamics, the equations of motion are normalized by appropriate characteristic length, time and mass that will be described in Section 4, as they vary with each application. Finally, reference physical constants which will be used in all simulations for this paper, are given in Table 1 . 
Energy-Optimal Control Problem
An optimal trajectory and control input to transfer the spacecraft from a given orbit state to a target orbit state can be obtained by minimization of energy consumption with appropriate constraint conditions:
where 0 t and f t denote the initial and final times, respectively, and they are both fixed. In this paper, both rendezvous and orbit transfer problems will be considered. Correspondingly, the boundary conditions for the two scenarios are described as follows:
1. Boundary conditions for rendezvous problems
In rendezvous problems, the initial mass, initial states, and final states are all fixed, while the final mass is free. Thus, the following boundary constraints must be satisfied:
According to the transversality conditions, the boundary costates are free when the corresponding boundary states are fixed. Thus, the initial costates and the final costates should
Since the final mass is free, the final costate of mass should be zero as:
Boundary conditions for orbit transfer problems
In orbit transfer problems, the initial mass and initial orbit states, are both fixed. In contrast, the final mass is free. In addition, which final states are free or fixed depends on the geometry of the final orbit. If the destination orbit is circular, the following boundary constrains need to be satisfied:
According to the transversality conditions, the initial costates and the final costates should be free or zero as follows:
To maintain the thrust magnitude below its maximum value during the transfer process, the following inequality path constraint is enforced throughout the trajectory:
The slack variable  is introduced to transform the inequality constraint to an equality form:
Thus, by introducing the costate vector
, which is also known as the functional Lagrange multiplier, and the parameter variable  , the Hamilton function can be defined as follows:
Moreover, an augmented cost function can be obtained:
After computing the variations of the augmented cost function, the optimal solutions should satisfy the following Hamiltonian canonical equations:
The first order necessary conditions of the optimal control problem can be obtained by the following equations:
According to the Pontryagin's minimum principle, the following complementary conditions can be derived:
, ,
Thus, the optimal solution can be obtained by solving Eqs. (19)- (23) with boundary conditions Eqs. (8)- (11) or Eqs. (12)- (14).
Quasilinearizaiton Method
In order to construct symplectic-preserving condition, quasilinearization techniques are applied in this paper. The state and constraint equations are linearized, while the cost function is expanded up to second order around a reference solution. The solution to the quasilinear problem is, then, utilized as new reference, and this process is iterated until convergence. Each time the reference is updated, the algorithm advances by one iteration. Thus, the original nonlinear optimal control problem is transformed into a sequence of constrained linear quadratic optimal control sub-problems that can be solved individually via a symplectic method.
Denoting the state vector ( , , , , , , ) p f g h k L m  x and the control vector ( , , ) x y z u u u  u , the constrained linear quadratic optimal control sub-problem at the ( 1) k  iteration can be described by the following state equations:
where
Subject to the path constraints:
The cost function is also transformed into:
where Therefore, the original nonlinear optimal control problem is transformed into a sequence of constrained linear quadratic control sub-problems. The iteration process ends when the variation of the orbit states is smaller than a given tolerance. The convergence criteria is defined 15 as:
where  is a small quantity which denotes the selected tolerance. Next, a symplectic method is proposed to obtain the solution of the linear quadratic control sub-problem at each iteration.
Symplectic Approach for Constrained Linear Quadratic Optimal Control
A symplectic method based on dual variational principle is proposed to obtain the solution of the linear quadratic optimal control sub-problems. First, the linear quadratic optimal control problem is converted into a series of nonlinear algebraic equations by using a symplectic method in discrete form. Then, based on complementary conditions in Eq. (23), the explicit linear complementary problem can be derived. For brevity, the iteration index will be omitted in the following derivations.
Construction of the Symplectic Approach
First, the construction of the symplectic approach is introduced. The derivation follows that in (Peng et al. 2011 ). The Hamilton function for each constrained linear quadratic optimal control sub-problem can be obtained as follows:
Where the subscript d represents the initial reference for the current iteration. Substituting
Eq. (35) 
In addition, by substituting Eq. (36) back into Eq. (29), the Eq. (16) can be rewritten as
Therefore, the Hamilton function is independent from the control variable. We define an action S in a generic time interval ( , ) ab as
Based on the action S, the fourth kind of generating function is produced:
Variation of the fourth generating function yields: 
In this formulation, the costate variables at the extremes of the time interval ( , ) ab are the free variables, also called independent variables. It can be demonstrated that, numerical method which satisfied Eq. (42) can be symplectic-preserving referring to .
Next, the trajectory is divided into N arcs with equal time intervals and costate variables at the internal interpolation points are not considered independent variables. The parameter variables  and  are assumed to be constant. The resulting system of expressions is
where j x comprises all the state variables at both the extreme and interpolation points within 
Hence, based on Eq. (42), the following equations must be satisfied at each arc:
where   T 1 11 1 12 13 14 1 1 (56)- (59) can be found in (Peng et al. 2014b ).
Formulation of the Complementary Problem
The 
Refer to (Li et al. 2015 
That allows to express the state and costate vectors at the discretization points along the trajectory through the parameter variable β . By discretization points we refer to the collection that comprises both interpolation and independent points. Moreover, the complementary conditions in Eq. and derivation process follows that in (Li et al. 2015 
Treatment of the boundary conditions
As it is described in Section 2.2, boundary conditions for rendezvous problems and orbit transfer problems are considered in this paper. In the case of boundary conditions for rendezvous problems, the costate for the final mass equals zero. Thus, the last row of vector Similarly, the last four rows of β , Eq. (67), Eq. (69) should be deleted.
Numerical Examples and Discussions
This section presents three examples of energy-optimal transfers with multiple revolutions to illustrate the accuracy and efficiency of the techniques and methods presented in last two sections. To capture the oscillation of the state variables well, the number of the interpolation points for the state variables in a sub-interval is set to be 4, and that for the costate variables is 22 set to be 5. All computations are performed in MATLAB (R2016b) on a desktop computer with a CPU of 4.00 GHz. The heliocentric position and velocity vectors of the planets, when needed, are computed online using the Jet Propulsion Laboratory Horizons system. 3 The value of convergence tolerance in Eq. (34) is set to be 1.0e-6.
Generation of Nominal Trajectories
Since the state equations of spacecraft are linearized around a sequence of reference trajectories, the iteration process for achieving an acceptable error is impacted by the quality of the initial guess, especially for orbit transfer problems with multiple revolutions. If the initial nominal trajectory is too far from the true optimal trajectory, the symplectic method presented in this paper may not converge to the optimal solution. In contrast to other studies, the initial reference trajectory is generated by linear interpolation of the state variables, which are the non-singular equinoctial orbital elements and the mass of the spacecraft between the initial and final trajectory points. Empirically, that results in an effective strategy for multi-revolution transfers. Initially, the control variable value at every discretization point is identically set to 0.005N. Although the initial nominal trajectory may be neither optimal nor feasible, an optimal, feasible trajectory can be generally obtained after a small number of iterations with the symplectic method.
Rendezvous from Earth to Venus
A low-thrust rendezvous problem from Earth to Venus is considered in this section. Namely, the spacecraft starts at the instantaneous Earth heliocentric position and velocity and arrives at 3 Data available online at http://ssd.jpl.nasa.gov/?horizons
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Venus with its same instantaneous heliocentric position and velocity. This example exactly replicates that in (Jiang et al. 2012) , and is presented to illustrate the accuracy of results that are obtained by our optimization strategy. In (Jiang et al. 2012 ) the optimal trajectory is obtained via an indirect method and will serve as comparison. The method in (Jiang et al. 2012) include an homotopic transformation of the solution. Since we search for the energy-optimal trajectory we only consider the solution for an homotopic parameter equals to one. All the input parameters are listed in Table 2 Table 3 . It can be seen in Table 3 that, the number of iterations to converge to the optimal solution is not influenced by the number of arcs. In contrast, a dozen of grams may add to the final mass if the number of arcs is increased. We also note from Table 3 that, the third decimal place of the final mass value is converged when the number of arcs equals 20, while the fourth decimal place of the final mass value is converged when the number of arcs equal 30. The indirect method predicts a final mass of 1274.956883kg, with a variation of 0.0304kg when the number of arcs equals 10, and a variation of 0.00043kg when the number of arcs equals 35. Thus, the relationship between the number of arcs and the accuracy of the optimal solution can be inferred. That is, if one revolution contains 3 or 4 arcs, the symplectic method can produce the optimal solution with relatively high accuracy. When the number of arcs equal to 9 or 10 in a revolution, the symplectic method can achieve the same precision of the indirect method. This fact is also demonstrated in other numerical examples. Furthermore, it is concluded that the accuracy of the proposed method can be improved by increasing the number of discretization points. Since solutions via the indirect method are guaranteed to be at least locally optimal, the optimality of the trajectories produced by the symplectic method is also demonstrated in this example. A comparison of the optimal low-thrust multi-revolution trajectories solved by the symplectic method and indirect method is displayed in Figure 2 The optimal thrust profile is displayed in Figure 4 . Both, the symplectic and indirect method converge on nearly identical optimal thrust profiles. In addition, the thrust magnitude is below one during the entire transfer, and the path constraint in Eq. (15) is satisfied.
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Fig. 4 Optimal thrust profile of the rendezvous from Earth to Venus
Thus, for this problem, since the solution from the two methods are in close agreement, we can conclude that the symplectic method converges on the locally optimal solution with high accuracy.
Orbital Transfer between Two Circular Orbits
In this section, a low-thrust orbit transfer problem between two circular orbits around the Sun is considered: the spacecraft starts from the instantaneous Earth heliocentric position and velocity and arrives at a final, given circular orbit. This example replicates that in (Lantoine and Russell 2012) , and is presented to illustrate the efficiency of the symplectic method. The 
To facilitate numerical computations, length, time, and mass are nondimensionalized as in the last section. Since in both the current and previous example, the central body is the Sun, both problems can be nondimensionalized by the same characteristic quantities.
To better understand the influence of the number of revolutions on the optimization process, the optimal transfer is solved for a set of four different times of flight (which correspond to a different number of revolutions). For each given time of flight, the maximum thrust magnitude is adjusted to ensure that there exists a feasible low-thrust transfer. Resulting parameters for the four time of flight cases are listed in Table 4 . The results produced by the optimal control software GPOPS are chosen for comparison to illustrate the efficiency of the symplectic method. GPOPS is an open source MATLAB software developed by Rao et al. for solving complex optimal control problems using the nonlinear programming solver SNOPT, which is developed by Gill. To make a legit comparison of the algorithm efficiency, the initial guess of state variables and control variables are set the same for both the symplectic method and the GPOPS. As for the other parameters of GPOPS, they are listed in the Table 5 . The results for different time of flight cases are listed in Table 6 . From Table 6 , it can be found that, the final mass obtained by symplectic methods is nearly the same as that of GPOPS, which means the solution produced by symplectic methods can have the same accuracy as that of GPOPS. Moreover, it should be noted that, the symplectic method converges to the optimal solution with fewer discretization points when compared to GPOPS. Thus, it can be concluded that the symplectic method can preserve the continuous nature of the original dynamics with fewer discretization points when compared to GPOPS. Besides, the symplectic method is significantly faster than GPOPS in terms of total computational time. Thus, for this example, the efficiency and optimality of the symplectic method can be demonstrated. Figure 5 shows the optimal spacecraft trajectory obtained from the symplectic method and SNOPT solver. The complete orbit transfer contains nearly 9
revolutions. The thrust profiles are portrayed in Figure 6 . From Figure 5 and Figure 6 , it can be noticed that, the optimal transfers obtained from the two methods are in close agreement.
The evolution of the final mass and final true anomaly with the number of iterations during the optimization process for the symplectic method is depicted in Figure 7 and Figure 8 . The final mass approximately converges after 3 iterations. During the remaining iterations, the solution slowly updates its final true longitude. As a consequence, the efficiency of the symplectic method can be further improved by giving better initial guesses for the true longitude. 
Low Earth Orbit Spacecraft Rendezvous
Consider a spacecraft rendezvous mission in Low Earth Orbit (LEO): the chaser satellite starts from a sun-synchronous orbit and transfer to another sun-synchronous orbit to rendezvous with the target satellite. Unlike the last two numerical examples, the spacecraft dynamics around Earth include the J2 perturbation, which makes the optimal control problem much challenging to solve (Zhao et al. 2017 ). This example illustrates that, the symplectic method can also be applied to optimize low-thrust trajectories with a very large number of revolutions within perturbed dynamics. The specific impulse sp I fixed to 3800 s and the initial mass of the chaser spacecraft is equal to 1500 kg. The maximum thrust magnitude is 0.33N.
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The initial state vector of the chaser spacecraft is specified in terms of equinoctial orbit elements as: 
The initial state of the target spacecraft is also specified in terms of equinoctial orbit elements as: 
It should be noted that, the target spacecraft is subject only to the Earth's gravity, while the chaser spacecraft is subject both Earth's gravity and the thrust of its own electric propulsion system.
The characteristics quantities that normalize the problem are changed to reflect the fact that the Earth is, now, the central body (in contrast to the previous examples). The characteristic length is set to 6878.137 L  km. Then, the characteristic time can be defined as Table 7 . Observations from section 4.2 are still valid in Table 7 . That is, the symplectic method may reach relatively high accuracy with 3 or 4 arcs, and the accuracy of the symplectic method can further improve when more arcs are added. As a reference, the optimal solution for 100 intervals is portrayed through Figures. 9, 10 and 11. Next, we consider a longer time of flight, i.e., 15 days which corresponds to a 228-revolutions trajectory. Solving low-thrust trajectory with such a large number of revolutions is considered a challenging problem. The optimal solution can be successfully obtained by the symplectic method, when a good initial guess is supplied. The converged optimal solutions are listed in Table 8 . The CPU cost could be further reduced by improving code quality. For completeness, the trajectory, the costate variables and the thrust profile are depicted in Figures   12 , 13 and 14. This example supplies preliminary evidence that the proposed symplectic method is a promising tool to optimize low-thrust transfers with a large number of revolutions. 
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Conclusion
A symplectic method is presented in this paper to optimize multi-revolution low-thrust orbit transfer trajectories. To reduce the oscillatory nature of the Cartesian coordinates along spiraling trajectories with multiple revolutions, osculating equinoctial elements are chosen to describe the motion of the spacecraft. In addition, an initial reference solution is given to accelerate the optimization process. These two techniques may enable the symplectic method to converge rapidly, when it is applied to the optimization of orbit transfer with multiple revolutions.
A representative renhdezvous problem from the Earth to Venus is successfully solved by the proposed method. The accuracy and optimality of the symplectic method are demonstrated by comparison with known results obtained from an indirect method. In addition, the relationship between the number of intervals and the accuracy attainable with the symplectic method is discussed, and may be a reference for future research. The symplectic method is also compared to the well-known SNPOT solver. In optimizing an orbit transfer between two circular orbits, which serves as a benchmark problem, the symplectic method is significantly faster than SNOPT in terms of computational time. In addition, compared to SNOPT, the proposed method can produce a reasonable approximation of the continuous solution with fewer discretization points. Finally, low Earth orbit spacecraft rendezvous with a very large number of revolutions are successfully solved by the proposed symplectic method, within J2-perurbed orbit dynamics.
In conclusion, the symplectic methods prove valid in solving known problems and seem to behave well when applied to more complex dynamics. In future work, we envision the application of symplectic methods to optimize more complex transfers within higher fidelity 42 environments.
