Rapid advances in ICT and collection of large amount of mobile health data are giving room to new ways of treating patients. Studies suggest that telemonitoring systems and predictive models for clinical support and patient empowerment may improve several pathologies, such as heart failure, which admissions rate is high. In the current medical practice, clinicians make use of simple rules that generate large number of false alerts. In order to reduce the false alerts, in this study, the predictive models to prevent decompensations that may lead into admissions are presented. ey are based on mobile clinical data of 242 heart failure (HF) patients collected for a period of 44 months in the public health service of Basque Country (Osakidetza). e best predictive model obtained is a combination of alerts based on monitoring data and a questionnaire with a Naive Bayes classifier using Bernoulli distribution. is predictive model performs with an AUC � 67% and reduces the false alerts per patient per year from 28.64 to 7.8. is way, the system predicts the risk of admission of ambulatory patients with higher reliability than current alerts.
Introduction
Since these early days, the advances on ICT have given a huge opportunity to telemedicine applications and new e-Health services [1] . Along with this phenomenon are the large quantities of mobile data that are being collected and processed these days. e growth in these two areas are leading in advanced health-care systems that not only provide continuous support to clinicians or informal care givers (e.g., family members), but also to patients. In this context, telemedicine systems that monitor ambulatory patients and guide them in their daily routine are emerging. Nevertheless, often all the potential of the mobile-health data used to support clinical professionals and patients is not sufficiently exploited. Other times, the exploited clinical data, in the form of, for example, predictive models to identify patients at high risk, are not applied in a real setting to support clinicians and patients.
Studies suggest that artificial intelligence by means of predictive models and telemonitoring systems for clinical support and patient empowerment may improve several pathologies [2] , such as heart failure.
Heart failure (HF) is a clinical syndrome caused by a structural and/or functional cardiac abnormality. HF patients suffer decompensations, which is defined by Mangini et al. [3] as a clinical syndrome in which a structural or functional change in the heart leads to its inability to eject and/or accommodate blood within physiological pressure levels, thus causing a functional limitation and requiring immediate therapeutic intervention [3] . Hence, decompensations may lead in hospital admissions, which in this study are defined as emergency admissions and hospital admissions, and home interventions. As Ponikowski et al. presented in [4] , the prevalence of HF depends on the definition applied, but it is approximately 1-2% of the adults in developed countries, rising to more than 10% among people >70 years of age. Hence, due to the aging population, an increase in the number of HF patients is expected in the future. erefore, predicting the risk of a patient to suffer a decompensation may prevent admissions and readmissions, improving both patient care and hospital management, which has a high impact on costs and clinical professionals time. e first step to predict the risk of decompensation is to telemonitor ambulatory patients. Next, we need reliable systems to assess the risk. Most telemedicine systems apply alerts or rule-based systems to detect potential complications of ambulatory patients [5] [6] [7] [8] . But these usually contain large number of false alerts, and hence, these systems are not trustworthy ( Table 1 ).
Our hypothesis is that with the usage of artificial intelligence (AI) by means of, for instance, predictive models, it is possible to detect decompensations of ambulatory patients and reduce false alerts. In this context, this research extends the study for readmissions detection [9] and presents predictive models of a telemedicine system for heart failure patients, called INCAR. INCAR has been developed to (i) be generally applicable in HF patients, (ii) improve the clinical practice by developing an accurate system that detects the risk of decompensation and suggest actions to prevent them on time, (iii) allow professionals to maintain an efficient and personalized support and follow-up of patient, (iv) give patients support when required and guide them in risk situations, informing clinicians accordingly, and (v) reduce HF patients admission and readmission rate, which have a high economic impact.
is paper focuses on the development of predictive models to detect decompensations, and it is structured as follows: First, the Related Work section summarizes the state of the art on telemedicine systems for heart failure and the role of predictive models on telemedicine systems. Materials section presents the database used in this study and the characteristics of the dataset. Methods presents the applied methods to assess the risk of an ambulatory HF patient to suffer a decompensation that may lead into admission. In Results, the outcomes obtained for each of the developed predictive models is presented. Finally, Discussion presents the results and limitations of the study, and Conclusion gives a summary of the contributions and future work.
Related Work

Telemedicine Systems for HF Patients.
Being HF a disease with high prevalence and high readmission rate, the usage of telemedicine systems in this area is common [7] . Chaudhry et al. [2] telemonitored patients by means of telephone-based interactive voice-response system and concluded that the simple phone-based telemonitorization does not improve the outcomes (i.e., readmission, death). Nevertheless, most of current telemonitoring systems do not simply implement telephone-based monitorization, but also the transmission of mobile health data, such as bodyweight, heart rate, and blood pressure [7] . Besides, more advanced noninvasive systems transfer electrocardiograph (ECG) tracings, oxygen saturation, and physical activity (e.g., pedometer) data. Apart from noninvasive telemedicine systems, invasive systems enable the transfer of variables measured invasively, such as transthoracic impedance and pulmonary and left atrial pressures. But literature studies do not present significantly better results when implementing invasive measurements into their telemedicine systems in terms of HF decompensation prevention. Nonetheless, some benefits have been presented when applying impedance instead of weight for detecting HF patients early decompensation, as presented by Abraham et al. [5] and Gyllensten et al. [6] .
Alerts for HF Patients.
Most studies implement "simple" alerts to prevent decompensations based on these data. One of the implemented techniques is Rule of umb (RoT) based on simple rules (i.e., when a measurement goes beyond or below a given threshold or when they are based on simple difference between the current value of an attribute and a previous measurement that occurs a predefined number of days in the past) [5] [6] [7] [8] . Other studies, such as Zhang et al. [7] , Gyllensten et al. [6] , and Ledwidge et al. [8] , make also use of more sophisticated techniques, such as the Moving Average (MA) or similar techniques that calculate the variations applied to usually weight.
e Cumulative Sum (CUMSUM), applied by Adamson et al. [10] , is typically used for detecting changes and implies that when a continuous variation of a measurement is produced over time, that tendency will result in an alert. Additionally, Gilliam et al. [11] , apply the multivariate method, which consists on the usage of several data elements that are incorporated into a multivariate logistic regression model to form the probability of an event occurring. From the studied papers, we could conclude that each type of alert may work best depending on the applied attribute. For instance, techniques related with MA work best when applied to weight. On the other hand, CUMSUM is one of the best methods when applied to transthoracic or intrathoracic impedance. Table 1 presents the results of different studies that determine whether a monitored HF patient will have a decompensation, usually implementing alerts. Due to the large number of days that do not end in an admission, even when the computed specificity values are high, the number of false positives could remain too high for the clinical practice, so it is not an optimal testing value in this scope. Taken into account this limitation, based on the literature studies, we could consider the number of false alerts per patient per year (FA/pt-y) as de facto standard to determine the number of false positives. However, as shown in Table 1 , some of the studies present the specificity value for determining how well the no admissions are detected using own techniques to compute it.
Predictive Models on Telemedicine
Systems. As shown above, most telemedicine systems apply alerts or rule-based systems to detect potential complications of ambulatory patients. is is not only present in the context of HF, but also in diabetes, atrial fibrillation, and other clinical domains [12, 13] . Hence, there is a lack of the usage of collected data that could lead in more accurate solutions by means of, for instance, predictive models.
Mobile Information Systems
Several studies in the context of HF develop predictive models to determine whether a patient will be readmitted within 30 days after discharge [14] [15] [16] [17] [18] [19] [20] . ese predicting models make use of baseline information of patients, such as age, sex, or left ventricular injection fraction, but not daily (or weekly) telemonitored patient mobile data, such as weight, heart rate, or blood pressure, which could be crucial for detecting and preventing an ambulatory patient admission. In several telemedicine studies applied in diverse pathologies, such as chronic obstructive pulmonary disease [21, 22] and preeclampsia [23] , predictive models have been successfully applied. However, in the context of HF, limited studies apply predictive models. Lafta et al. [24] is one of these studies that using several telemonitored attributes (i.e., heart rate, systolic blood pressure, diastolic blood pressure, mean arterial pressure, and oxygen saturation) applied basic time series prediction algorithm, regression-based time series prediction algorithm, and hybrid time series prediction algorithm. e obtained results showed that up to 75% and 98% of accuracy values could be obtained across different patients under three algorithms, but still the accuracy value is not objective enough to determine how well the system performs. e presented study goes beyond the state of the art and applies classifiers based on alerts applied in current medical practice and state-of-the-art studies. Additionally, this study makes use of baseline information and ambulatory telemonitored information to build an integral telemedicine system that applies predictive models with double goal: assess ambulatory patients' admission risk to provide both patients and clinicians the appropriate guidance to prevent potential decompensations that may lead to hospital admissions.
Materials
Database.
e public hospital OSI Bilbao-Basurto (Osakidetza), located in Basque Country (Spain), has been gathering HF patients' information from June 2014 until February 2018 (44 months) to closely monitor HF patients. For the present study, the dataset contained a cohort of 242 HF patients. Clinicians have collected baseline data (i.e., information collected by a clinician when the patient is diagnosed, Table 2 ), ambulatory patient monitored data (i.e., information collect from three to seven times per week, Tables 3 and 4 ), and patients admissions information (i.e., emergency admissions, hospital admissions, and home care interventions that are associated to HF associated with a patient decompensation).
Besides vital signs, a questionnaire is also included into the telemonitoring system to ask patients about their condition, with potential impact on decompensation prediction (Table 4 ).
Characteristics of Ambulatory Patients Dataset.
In the whole study, 242 patients have been enrolled from June 2014 until February 2018. Of these 242 patients, one patient has been excluded as it is a cirrhotic man who often has interventions of evacuational paracentesis due to a liver pathology not related to HF. ere is an average follow-up of 13.5 ± 9.11 months. In this time period, there have been 254 decompensations of which 202 are considered as predictable, since 52 decompensations do not have previous telemonitoring information (i.e., less than 3 times in the last week before the decompensation).
Methods
Following the methodology applied for the generation of the predictive models is presented: (i) training and testing dataset construction, (ii) application of alerts implemented in current clinical setting, (iii) selection of the alerts for the study, (iv) generation of the dataset to apply the machine learning classifiers, and (v) the application and comparison of different classifiers. 
Applied Alerts for Ambulatory Patients Admission.
e alerts implemented in current medical practice are used as a filtering method to obtain the instances for training and building the classifiers. is way, we discard the days when there is no sign of destabilization of any attribute, leading into a more balanced dataset. erefore, this section presents the different types of alerts that are implemented in medical practice and their performance to select the optimal ones to be applied in our study.
Generic Alerts.
e following tables describe the alerts that are being implemented in OSI Bilbao-Basurto Hospital and their sensitivity (Se) and false alerts per patient per year (FA/pt-y) when applied to the training dataset.
ey are differentiated into "yellow" and "red" alerts, being these last ones more restrictive and, therefore, more critical.
Simple Rules. Table 5 presents the rules based on each parameter individually. e alerts' thresholds presented in Table 5 are the generic ones. But based on personalized clinical cases, clinicians modified some patients' alerts thresholds. For example, if a patient's O2Sat values are always lower than 90, but the patient is stable, the O2Sat alerts are adapted. is study uses the adapted alerts.
Weight Tendency. Besides simple rules, OSI Bilbao-Basurto Hospital also checks the tendency of weight values in order to trigger an alarm ( Table 6 ). is weight change "red" ("yellow") alert performs with a Se value of 0.52 (0.64) and a FA/pt-y of 9.55 (16.38) .
Questionnaire. Additionally, OSI Bilbao-Basurto Hospital clinicians make use of the questionnaire (Table 4 ) and apply the following alert based on the answers from the questionnaire: if three or more answers are the wrong ones, the questionnaire alert would trigger. is alert achieves Table 7 presents the Se and FA/pt-y for each of them based on each possible answer. e answers of "Worse" in the questions of n1 and n5 (Table 4 ) result in very good predictors of the decompensations considering Se and FA/pt-y values. Questions n3, n4, n6, and n7 also have predictive power, but not as good as n1 and n5. e other questions cannot be considered as alerts, because of their low/null prediction capacity ( Table 7) .
Implemented Alerts Based on Moving
Average. As presented in the Related Work section, weight-associated alerts have been improved, and hence, tendency rules for weight have been substituted for a more advanced method, based on moving average. Moving Average Convergence Divergence (MACD) algorithm calculates the difference between the average value taken from two windows and generates an alert when this difference exceeds a prespecified threshold. Following the same moving average (MA) concept, a similar method is implemented which consists on the following (Figure 1 After representing all the results of the MA algorithm and applying the Youden index [26] , the optimal value of these combinations is the one obtained with a � 2, b � 3, d � 0, and THR � 0.75 (green dot in Figure 2 ). is alert achieves Se value of 0.56 and FA/pt-y of 11.06 in the training set, similar to the results of the already alert-implemented weight alert. But based on the literature [6] [7] [8] , this latest one is best.
Selection of Alerts for Instances Generation.
To obtain the right dataset of instances, the best combination of alerts is sought. Once the alerts are selected, when at least one of these alerts is triggered, the patient data of that day are used to build the dataset for machine learning model building (see Built Dataset for Machine Learning Classifiers). In Table 8 , the results of the combinations of different alerts are presented.
R1 refers to the sum of MA weight alert and the two best alerts from the questionnaire related to ankle (n5) and 4 and 7 ). If some of these alerts are triggered, R1 is also triggered. R2 refers to the R1 plus the yellow alerts of SBP, DBP, O2Sat, and HR (Table 5 ). Finally, R3 refers to R2 plus the questions n3, n4, n6, and n7 from Table 4 . Since R2 (Table 8 ) detects almost all decompensations (95%), though FA/pt-y is quite high (FA/pt-y � 51.12), this is the one used to generate the instances for the machine-learning classifiers.
Built Dataset for Machine-Learning Classifiers.
Next, the attributes that are considered for each of the instances and that are applied in the classifiers are presented. Note that the applied attributes come from (i) the telemonitoring dataset, (ii) the baseline dataset, and (iii) the readmission dataset.
(i) Telemonitoring dataset:
(a) e value of SBP, DBP, HR, O2Sat attributes, and, in the case of the weight, the values of the MA algorithm (b) e number of consecutive alerts for each type of alert:
(1) Yellow alerts: the number of yellow alerts that have been triggered in the previous consecutive days related to SBP, DBP, HR, and O2Sat (4 attributes) (2) Red alerts: the number of red alerts that have been triggered in the previous consecutive days related to SBP, DBP, HR, and O2Sat (4 attributes) (3) MA: the number of alerts that have been triggered in the previous consecutive days for the MA algorithm (1 attribute) (c) Questionnaires: the answers of the 8 questions of the questionnaire, shown in 
Applied Machine-Learning Classifiers.
In this section, we briefly describe the main classification algorithms that were used during the experiments carried out in this work. Since classifier definitions are well known in the literature, we will provide just a summary overview about them.
Naïve
Bayes. Naive Bayes methods follow the "naive" assumption that the components of the feature vectors are statistically independent, so that the posterior probability of the class can be approximated as
where p(x i ) is the likelihood of the i-th feature, and p(y) the a priori probability of the class. e Gaussian Naive Bayes assumes that the likelihood follows a Gaussian distribution, where the mean and standard deviation of each feature are estimated from the sample. On the other hand, the Bernoulli Naive Bayes assumes Bernoulli's distribution in the parameters, and hence, it estimates the probability of p(x i | y) following this last distribution. [27, 28] are built by recursive partitioning of the data space using a quantitative criterion (e.g., mutual information, gain-ratio, gini index), maybe followed by a pruning process to reduce overfitting. Tree leaves correspond to the probabilistic assignment of data samples to classes. One of the most popular implementations of the algorithm is C4.5 [27] , which is an extension of the previous ID3 [29] algorithm. At each node, the algorithm selects the feature that best splits the samples according to the normalized information gain.
Decision Tree. Decision Trees (DTs)
Random Forest.
Random forest [30] is an ensemble classifier consisting of multiple decision trees trained using randomly selected feature subspaces. is method builds multiple decision trees at the training phase. Often, a pruning process is applied to reduce both tree complexity and training data overfitting. In order to predict the class of a new instance, it is put down to each of these trees. Each tree gives a prediction (votes) and the class having most votes over all the trees of the forest will be selected (majority voting). e algorithm uses the bagging method [31] , where each tree is trained using a random subset (with replacement) of the original dataset. In addition, each split uses a random subset of features.
Support Vector Machine. Support vector machines
(SVMs) [32, 33] look for the set of support vectors that allow to build the optimal discriminating surface in the sense of providing the greatest margin between classes. In this way, the decision function can be expressed in terms of the support vectors only:
where K(x i , x j ) ≡ �(x i )T�(x j ) is a kernel function, α i is a weight constant derived from the SVM process, and the s i is the support vector [33] . Nonlinear kernel functions filling some conditions allow to map a nonlinearly separable discrimination problem into a linearly separable equivalent problem in higher dimensional space.
Neural Network. Multilayer Perceptron (MLP)
is a neural network that consists of at least three layers of nodes, namely: (i) an input layer, (ii) one or more hidden layers, and (iii) an output layer. e input layer consists of a set of neurons that represents input features. e hidden layer transforms the outputs of the input layer by means of nonlinear activation functions. e output layer collects the values of the hidden layer and builds the output value. e model is trained using backpropagation, and it can classify data that is not linearly separable.
4.5.6. Class Balancing. In this work, like in many other supervised classification problems, imbalanced class distribution leads to important performance evaluation issues and problems to achieve desired results. e underlying problem with imbalanced datasets is that classification algorithms are often biased towards the majority class and hence, there is a higher misclassification rate of the minority class instances.
Although there are several methods that can be used to tackle the class imbalance problem, we have followed an oversampling approach. Random oversampling is the simplest oversampling method, which consists of randomly replicating minority class samples. Despite its simplicity, this method leads easily to overfitting, since it generates exact copies of existing instances [34] . In order to deal with such problems, we have used a more sophisticated technique, namely, synthetic minority oversampling technique (SMOTE). is method over samples the minority class by creating synthetic instances based on its nearest neighbours [35] .
Depending on the percentage of synthetic samples that want to be generated (in respect to the original minority class instances), some, or all, minority samples are selected. Having specified beforehand the number of nearest neighbours k, for each sample, the k nearest neighbours are found using the Euclidean distance. Once the nearest samples are selected, a random value between 0 and 1 is generated and multiplied to the distance of each feature between the actual instance and the neighbour. In other words, the vector of coefficients of a random convex linear combination is generated and applied to the k nearest neighbours to create a new sample.
Results
is section presents the results obtained after the development of the machine learning classifiers presented in Applied Machine-Learning Classifiers and the final results of the selected classifier in the testing dataset.
Validation Method.
Although there are many ways to assess the generalization ability of a ML model, such as cross-validation, time series can be problematic for such validation techniques, as there is an ordered timeline factor to be considered. Henceforth, we use cross-validation on a rolling basis [36] , as it is explained in Figure 3 . e training set is separated in the five sets shown in Figure 3 . e number written inside the blocks is the number of decompensations corresponding to that period, which is the reason why the dates (on top) are chosen. e splits are not exactly equitable, since all the predecessors of a decompensation must fit within the same block. In Step 1, the classifier is trained in the first block (55 decompensations) and tested in the next block (17 decompensations) getting the score for Step 1. Following, in Step 2, the classifier is trained in Step 1 and tested in the new one (19 decompensations) , getting the score for Step 2. Repeating the same with Step 3 and Step 4, we get four scores. It is supposed that the first step is the more unstable, as there are less data to train the classifiers, but, while the training set increases, it is believed that the results will become stable, and the score will converge to its real testing value. e score value used to test the classifiers is the area under the ROC curve (AUC) [37] , a measure that evaluates the balance between sensitivity and specificity and that gets an accurate estimation even in moderately imbalanced datasets, which is our case. e AUC value is used to check how well the classifiers perform and consequently select the best one. To test the global predictive model, we use Se and FA/pt-y which are the ones used in the literature.
Classifiers Comparison.
In this section, the results of the classifiers explained in Applied Machine-Learning Classifiers are presented applied for the training dataset. Additionally, the rolling cross-validation method, presented above, is applied to avoid the overfitting. is way, the classifier(s) with best outcomes and generalizable (and therefore, stable) can be selected for the predictive model.
In Figure 4 , the AUC values of each classifier are illustrated for each of the steps defined in the rolling crossvalidation method. e points are the mean of the AUCs achieved in each case, with its standard deviation drawn with whiskers. High standard deviation value indicates that the classifier is less generalizable, while low standard deviation hints a stable classifier.
It is expected that the AUCs values converge as the number of steps grow, although with the available dataset, there are a trend of significative improvement in the second step and a worsening trend in the third one. However, Figure 4 clearly shows that the best classifiers are Naïve Bayes (NB) with Bernoulli method and the random forest (RF). NB classifier has lower AUC value than RF, but the standard derivation is almost negligible, and the trend through the steps is more stable. Hence, it is expected that its performance will not vary significantly over time with new data. RF gets the best scores, but is unstable, and it has high standard derivations. Henceforth, NB with Bernoulli method and RF classifiers are selected to validate the models.
Decision tree and SGD classifiers give the lowest results. e other three classifiers (NB with Gaussian distribution, SVM, and MLP classifiers) perform better, but not as good as the selected two.
Final Results
Alerts Performance.
Since the alerts are used to generate the instances for the machine-learning classifiers (see Selection of Alerts for Instances Generation), first, the performance of these in the testing dataset is presented (Table 9 ).
Comparing these results (Table 9 ) with the obtained in the training set (Table 5 ), the weight-associated alerts get worse result. In the case of the questionnaire alerts (Table 10), there is a general worsening comparing with the training set (Table 7 ). Hence, it is possible to get worse results than the expected when testing the predictive model in the testing set.
Validation
Results. In the current medical practice, their alerts all together obtain the following results: Se � 0.76 and FA/pt-y � 28.64 with the red alerts plus the questionnaire alert, and Se � 1 and FA/pt-y � 88.41 with the yellow alerts plus the questionnaire alert.
After applying the R2 alerts in the testing dataset (see Selection of Alerts for Instances Generation section), the selected machine learning classifiers achieved the following AUC values: NB with Bernoulli, AUC � 0.67 and RF, AUC � 0.62. As it was expected, NB with Bernoulli maintains the AUC value in accordance with the results obtained in the training dataset, and in the case of RF, due to the classifier instability, the score deteriorates (Figure 4) .
Once the classifier is selected and trained, the results are given depending on the probability of the patient to suffer a decompensation. For that, the probability given by the classifier (0 if none of the alerts of the inclusion criterion is triggered) is split in terciles. Each tercile is associated with a colour: if the probability is less than 0.33, "green" group; if the probability is between 0.33 and 0.66, "yellow" group; and if it is upper than 0.66, "red" group. is way, the clinicians can base their decisions on the risk group. Setting the probabilities of the classifiers to the risk groups, the results achieved are the next (Table 11 ).
As presented in Table 11 , the RF classifier results in a poor predictive model. However, NB reaches acceptable scores comparing with literature studies that have similar attributes (see section Alerts for HF Patients). Comparing the obtained results in the "red" group to the current medical practice, though NB (in the red group) gets 38% less of Se (0.76 ⟶ 0.47) value, it achieves 72% less of FA/pt-y (28.64 ⟶ 7.8) value. Henceforth, this predictive model improves the results of the actual alerts method and it is more reliable.
Discussion
Current medical practice may use sensitive alerts, that although they detect most of the decompensations due to their high sensitivity, they also have too many false alerts. erefore, the main goal of this study is the reduction of these false alerts.
is study has shown an improvement from current alerts system implemented in the hospital. e system reduces the number of false alerts notably, from 28.64 FA/pt-y of the current medical practice to even 7.8 FA/pt-y for the "red" group, which is denoted as the most restrictive group. is last result is achieved with the predictive model built by applying NB with Bernoulli to the combination of telemonitoring alerts and questionnaire alerts (R2). However, as expected, the application of machine learning techniques entails a decrement on sensitivity values. e result obtained in this study for the "red" group is Se � 0.47, while the alerts used in the current medical practice applied to the same testing dataset achieve Se � 0.76. Despite this Se worsening, it is notorious that the FA/pt-y has much higher decrement, with which we conclude that this new predictive model improves the current medical practice. Moreover, when comparing the obtained results with the state of the Step 1 Step 2
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Step 4 Figure 3 : Cross-validation on a rolling basis applied in the study. art, the Se values are similar or better to these studies that do not consider transthoracic impedance (Table 1) . Especially considering that in the SoA, most of the studies reduce the real FA/pt-y concatenating the neighbour alerts, since they assume that once an alert has been triggered, the clinician will take action, and hence, next consecutive alerts will not be triggered. e current study also presents some limitations. Firstly, as presented in Characteristics of Ambulatory Patients Dataset, there are patients that did not monitor regularly. As a consequence, from 254 decompensations during this telemonitored period, only 202 of them had 3 or more measurements during the last week previous to the admission, and hence, could be used in our study. e rest did not have even 3 measurements, and hence, they were not predictable.
Secondly, as the clinical data used in the study are from Caucasian patients, the model may perform differently in different settings, such as in non-Caucasian population. Finally, we must stress that heart failure is a very complex disease with multiple factors, and its predictiveness is complex. Nevertheless, larger amount of data and the registration of all type of decompensations is key to improve the current model.
Conclusion and Future Work
is article presents the methodology to develop predictive models for HF decompensations prediction based on ambulatory patients' telemonitored data, extending the study for readmissions detection [9] . e results on these studies have been successfully implemented in a telemedicine system, called INCAR. is way INCAR provides the patient with the confidence of being monitored and guided with an advanced technology and clinical professionals' supervision.
Currently, new devices that monitor physical activity and sleeping quality are incorporated in the telemonitoring program in order to determine whether these features could have an impact in the results and improve the outcome. To finish, we will study the possibility of including in the telemonitoring plan a new device that monitors transthoracic impedance, and explore raising deep learning techniques, which have demonstrated their good performance and may improve the presented results.
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