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I. INTRODUCTION
One of the key tasks in physical chemistry is to predict whether dispersions are stable, meta-stable or unstable so,
in other words, to predict the phase diagram. The factors that determine the stability are the interaction between
the particles that constitute the dispersion and their shape. The beauty of colloid science is that colloidal chemistry
can be used to exactly program the interaction between particles and their shape: particles with all kind of shapes
can be made attractive, repulsive or hard core-like. In addition, colloids are experimentally easily accessible since
their size is typical of the order of visible light, so that the light scattering and microscopic techniques can be used
to probe the systems. Thus thermodynamic theories based on particle-particle interactions can be used to calculate
phase diagrams, which can be readily tested experimentally. While this explains why colloidal dispersions are popular
in fundamental research, they are also of huge practical interest, since many examples can be found in daily life.
Standard examples are blood, paints, and dairy products, but the list is inexhaustible. Colloidal dispersion thus are
a core class of Soft Matter materials.
The main characteristic of soft matter systems is the ease with which they can be perturbed, since the interactions
are of the order of 1 kT . As a consequence, when studying phase behavior extreme care needs to be taken that the
systems are not perturbed by for example tumbling, vibrations, temperature gradients, EM fields, gravity etc. In
the real world of industrial processing, cosmetic and food industry, biology, etc. soft matter systems will often be
exposed to external fields. The question is whether the stability and structure of the colloidal dispersions change, and
therefore phase diagrams, when systems are subjected to an external field. The most prominent external field is shear
flow, because any motion of the sample will most likely induce shear flow. Flow can be desirable when material is
transported from A to B. A good example here is blood circulation, where highly concentrated dispersions of more or
less deformable cells are pushed through narrow channels [1]. Flow can be partly wanted and partly unwanted as is
the case for paints for which the flow behavior sets the final product as well as the pathway to get there [2]. Sometimes
there is no control as can be the case when putting tomato ketchup on a hamburger. Sheared colloidal dispersion are
also of fundamental interest. First, the interplay between thermodynamic instabilities and hydrodynamic instabilities
guaranties a plethora of novel effects, see Ref. [3] for an extensive introduction. Second, shear flow perturbs the
interaction between the particles and with that also the phase behavior. Understanding both aspects on a fundamental
level will in return give insights in practical questions regarding the force that is needed to shear a sample and the
stability of the resulting flow.
The goal of this chapter is to give the reader a flavor of the complexity of sheared colloidal dispersions. We will
do this on the hand of a few examples for which it is at least to some extend possible to do theory so that theory
and experiments can be compared. For each example we will first describe the equilibrium phase behavior, and then
show how this phase behavior is affected by shear flow. Thus, non-equilibrium phase diagrams will be constructed
indicating where the different phases are located as a function of the relevant parameter like the colloid concentration
or interaction and the shear rate. We will also discuss how this non-equilibrium phase behavior perturbs the flow
behavior of the system including flow instabilities.
We will discuss systems with increasing degree of complexity. We will start with dispersions of colloidal hard
spheres, which form the benchmark of colloidal science. This system undergoes a phase transition from the liquid
phase, where the Brownian particles are disordered, to a crystalline state, which takes place at a volume fraction of
49 %. At even higher concentrations, for volume fractions larger than 0.58, the system will be structuraly arrested
and form a glass, which will be discussed in Chapters 12 and 13. When the liquid phase is subjected to shear flow
already many interesting features are observed such as the divergent viscosity with increasing concentration [4], which
is relevant for blood rheology[5], and extreme shear thickening [6], as used for body armor [7]. We will focus however
on the effect of shear flow on the crystallization of colloidal spheres, that will be discussed in III. We will exploit here
the fact that colloidal spheres can be charged and therefore repulsive, so that the crystallization takes place at lower
concentrations.
Colloidal spheres can also be made attractive, either by grafting them with a small polymer layer for which the
solvent conditions can be tuned by temperature or pressure, or by adding small polymers in the solution which push
the colloids together due to an osmotic pressure imbalance, the depletion force, see Chapter ???. Attractive colloids
can undergo a gas-liquid phase separation, just as a van der Waals gas, resulting in a top phase with a colloid poor
top phase and a colloid rich bottom phase. The critical fluctuations just before phase separation sets in are slow and
2Figure 1: Definition of the shear directions: 1, flow direction; 2, gradient direction; 3, vorticity or neutral direction.
very long-ranged and therefore highly susceptible to shear flow. In section IV we will discuss how this interaction
affects the gas-liquid phase boundaries.
The phase behavior of non-spherical particles, in particular rod-like colloids, in shear flow is more complex. The
phase behavior of colloidal rods in equilibrium is already very rich because two degrees of freedom play a role, namely
positional and orientational ordering, while the anisotropy in the shape results in a cascade of positionally ordered
states, as described in chapter ?? on liquid crystals. The effect of shear flow is most apparent in the orientational
and positional disordered isotropic phase. Here, shear flow will perturb the orientation ordering of the system and will
induce the formation of the orientational ordered but positional disordered nematic phase. The interaction between
shear flow and the nematic phase, on the other hand, is very complex. In the last section V we will discuss how
the different dynamic responses of the isotropic and nematic phase to shear flow affect the non-equilibrium phase
behavior. We will start, however, by introducing the basic concepts of rheology, which are needed to understand the
non-equilibrium phase behavior.
II. BASIC CONCEPTS OF RHEOLOGY
A. Definition of shear flow
The science of flowing materials is called rheology. In classical rheological experiments the force is measured that is
required to strain a sample or,vice versa, the strain is measured which results from applying a force. The simplest and
most applied deformation is the shear strain γ = Lh , when sample between two parallel walls is deformed by moving
one wall relative to the other over a distance L in the x direction while both walls are a distance h apart in the y
direction. For a small volume element this can be written as the gradient in the deformation field ux, so that γ =
∂ux
∂y .
A flow v = vxˆ will be induced when the sample is continuously strained. The flow rate depends on the distance from
the moving wall y so that a shear rate can be defined as γ˙ = ∂vx∂y . Thus the y-direction is called the gradient direction.
The third direction is unperturbed and is called the neutral direction, or also the vorticity direction since it is set by
∇× v. The different directions are schematically shown in Fig. 1.
The deformation rate tensor Γ describes the rate of deformation in 3 dimensions. For simple shear flow it reads
Γ = γ˙Γˆ = = γ˙
 0 1 00 0 0
0 0 0
 . (1)
The most easily measurable force in rheology is generally the force that is exerted by the sample on the plane of the
moving wall that is moving in the 1 (= x) direction, which has the normal parallel to the gradient in the flow which
is the 2 (= y) direction. This stress is called the shear stress and is denoted by σ12, where the indices refer to the
plane on which the force is exerted (1) and the direction in which the force acts (2). σ12 is mostly referred to as the
stress σ (or also often τ). Stresses in other directions are also important, especially for complex systems, but are often
difficult to measure.
When the shear stress is proportional to the strain γ then the sample behaves like a solid and the proportionality
constant G is the modulus, as introduced by Hooke:
σ12 = Gγ. (2)
When the shear stress is proportional to the rate of deformation γ˙ then the sample behaves like a fluid and the
proportionality constant η is the viscosity, as introduced by Newton:
σ12 = ηγ˙. (3)
3Figure 2: Shear geometries.
Often a material is not a solid and not a liquid, but something in between. These so called visco-elastic materials are
best characterized by subjecting them to an oscillatory shear flow given by a time-dependent strain of
γ(t) = γ0 sin(ωt). (4)
This is the so called dynamic test. When the strain amplitude γ0 is not too high so the sample does not change its
character, then the response can be written as
σ12(t) = G
∗γ0 sin(ωt+ δ) = [G′ sin(ωt) +G′′ cos(ωt)]γ0. (5)
The sample can thus be characterized by the modulus G∗ and the phase angle, or by the storage modulus G′ and
loss modulus G′′see chapter .... The system behaves like a solid when G′  G′′ and δ = 0o, and like a fluid when
G′  G′′ and δ = 90o. The system is visco-elastic when G′ ≈ G′′ or 0 < δ < 90o. Thus, rheology is an often used to
probe the state of a material.
Standard geometries that are used to impose shear flow are depicted in Figure 2. The geometries can be categorized
in pressure flow, where shear is generated by pushing sample through a channel, and drag flows, where shear is
generated between a moving and a fixed wall. The choice of the geometry depends on many different aspects. For
details on the advantages and disadvantages of the different shear geometries from a pure rheological point of few,
please refer to Chapter 5 of Ref. [8].
Pressure-drop flow is often used for imaging, basically because it is very easy to set up. As can be appreciated from
Fig. 2a-b, shear flow is parabolic throughout the cell, but will be linear close to the wall. In general, however, drag
geometries allow for a better control over the shear and the shear rate is more (or less, see Ref. [8]) homogeneous. In
the coming paragraphs we will refer to these geometries when discussing experiments.
While for a decent dynamic test care needs to be taken that the material is not influenced by shear flow, in
this chapter we are interested in exactly that: how is phase behavior influenced by shear flow? Although there
are rheological signatures for shear induced phase transitions, the interpretation is often ambiguous. Therefore it is
important that the structure of the suspensions can be probed while shearing. This is an important factor that also
determines the choice of the shear geometry, since in practice it is difficult to obtain reliable rheological and structural
data simultaneously.
B. Scaling the shear rate
The implicit assumption in Newton’s law for fluids is that the fluid behaves like a continuum which can be described
by a single friction coefficient, namely the viscosity η. The continuum does not change its properties when subjected
to shear flow because shear flow does not effect the particles constituting the fluid. To satisfy this condition, the
memory of the fluid should be very short compared to the applied deformation rate. Thus, the relevant relaxation
time of the system τ needs to be defined in order to estimate the effect of shear flow. This is expressed by the Pe´clet
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Newtonian (black); shear thinning (red); shear thickening (blue).
number, which measures the shear rate relative to the respective relaxation process. This resulting scaled shear rate
is called the Pe´clet number and is defined as Pe = γ˙τ . Similarly, the frequency in case of a dynamic test can be
scaled, which is then called the Deborah number De = ωτ . Changes in the intermolecular structure of the solvent
molecules are very quickly lost for simple fluids due to the diffusion of the molecules so that the relaxation time is
very fast and Pe << 1. The diffusion rate D for colloidal spheres is
D0 = kBT/6piηR , (6)
where kB is Boltzmann’s constant, R is the radius of the particle and η is the viscosity. Thus the time for a particle
to diffuse its own diameter is τ = 1/R2D = 6piηR3/kBT . In order for the shear rate to take effect it has to be of
the same time scale so Pe = τ γ˙ = (6ηγ˙)/〈kBT/R3〉 ≈ 1. For a colloid of R = 500 nm in water this means that a
shear rate of 0.6 s−1 is sufficient to compete with Brownian motion. When considering colloidal rods, shear flow will
compete with the rotational motion of the rods. For slender rods of 1 µm the rotational diffusion in water at room
temperature is DR = 0.062 s
−1. So in order to have an appreciable alignment a shear rate of γ˙ > O(10 s−1) needs to
be applied.
So far we considered the shear rate needed to compete with Brownian motion. Often, however, particles interact
with each other and form structures. Interactions generally slow down the dynamics, so that shear rate now needs
to be scaled by the dynamics of the structure in order to appreciate the effect of shear on the structure and as a
result on the phase behavior. In the remaining of this chapter we give a few insightful examples of how shear flow
and structure are coupled.
C. Flow instabilities
As we mentioned earlier, for simple fluids the stress is proportional to the applied shear rate. But the colloidal
dispersions that are discussed in this chapter, as well as many other materials, are not simple fluids and behave
”‘non-Newtonian”’. The reason for this was just discussed above: if the shear rate is faster than the dynamics in the
system then the system will be perturbed by the shear rate and change its properties. The direct consequence will
be that the viscosity of the sample will change with the shear rate that is applied. This will be apparent when taking
a flow curve where the stress, and hence the viscosity, is measured as a function of shear rate.
The simplest flow curve is a straight line where the viscosity does not change with shear rate or the stress increases
linearly. The main other examples are a shear thinning flow behavior, where the viscosity decreases with increasing
shear rate, and a shear thickening flow behavior where the viscosity increases with increasing shear rate, as shown in
Fig. 3. Strong shear thinning is a very desirable feature for industrial applications. The flow behavior of shampoo, for
example, is mainly engineered by using surfactant wormlike micelles: at low shear it behaves like a gel, at high shear
it flows very easily. The same features are also very useful in, e.g. the oil industry [9]. Shear thickening is used for
dampening materials like body armour. When a bullet enters a jacket with shear thickening material at high speed
then this material stiffens and the bullet is slowed down [10].
When the flow behavior is extremely non-Newtonian then the stress behavior can cause mechanical instabilities in
the shear cell. This means that instead of a smooth linear flow profile between the moving wall and the standing
wall, as is required for Newtonian flow, the flow will be structured: regular or irregular (turbulent) flow profiles will
develop in either the vorticity direction, the gradient direction or both.
Flow instabilities can be predicted on the base of constitutive models that describe shear thickening and thinning
behavior. Constitutive models that describe extreme shear thickening assume a functional form as depicted in Fig. 4a,
where the dashed line represents meta- or unstable states. A stable state, assuming laminar flow, would be achieved
5Figure 4: Two types of shear banding: in the vorticity direction (a) and in the gradient direction (b). The flow profiles are
indicated in the middle by the different lengths of the arrows. To the right flow curves underlying the shear band formation at
the right.
when alternating bands are formed with different viscosity, stacked along the vorticity direction [11]. The bands have
a different stress since they are subjected to the same shear rate, as indicated by the dotted lines in the right panel
of Fig. 4a. This ”classical” picture of vorticity banding is shown schematically on the right of Fig. 4a. The question
is, however, what mechanism drives the formation of these bands and whether the flow within the bands is laminar
with equal shear rates.
Constitutive models that describe extreme shear thinning again assume a functional form as given in Fig. 4b, where
again the dashed line represents meta- or unstable states: the part where the stress decreases with increasing shear
rate renders the system mechanically unstable. ”Unstable” means in this case that small deviations from the linear
velocity profile will grow. From a theoretical point of view this is very similar to an equilibrium gas-liquid phase
separation [12, 13], as will be discussed in section IV. In the ’classical’ picture of gradient band formation, at the end
of the shear driven phase separation, the system splits up into a region of a low viscosity and high shear rate close to
the moving wall and a region with a high viscosity and low shear rate close to the static wall such that the stress in
both bands is constant, see the left of Fig. 4b.
Gradient banding in shear flow is far better documented [14] and understood [15, 16] than vorticity banding. In
principle its occurrence is independent of the structural changes in the fluid underlying the shear thinning behavior,
as long as the shear thinning is substantial. Thus gradient banding has been observed for systems ranging from hard
sphere colloidal crystals [17] and soft colloidal glasses [18] to associative polymer networks [19], entangled polymer
solutions [20, 21] and DNA solutions [22, 23]. Shear thinning behavior is far more pronounced for dispersions of
living polymers, which consist of monomers that continuously break and recombine. This class of polymers has two
mechanisms to release stress: reptation and the break up and recombination of the polymers. For the case where
the average breaking time is much faster than the reptation time it can be shown that this results in a unique
relaxation mechanism and strong shear thinning [24, 25]. Surfactant wormlike micelles are self-assembled particles,
and display strong shear thinning, which is easily tunable [26, 27]. Therefore wormlike micelles are the ’working
horse’ for experimentalists in the field of flow instabilities. The first experimental proof for the occurrence of structure
formation in the fluid were birefringence measurements showing the split up of fluid into regions with low and high
birefringence, i.e. probably into regions with high and low viscosity respectively [28]. This strongly suggests that the
shear rate in the two regions is different. The existence of shear banding in this class of systems has first been shown
by Callaghan et al. in a pipe-flow geometry using Nuclear Magnetic Resonance Microscopy [29]. Using Heterodyne
Dynamic Light Scattering Salmon et al [30] demonstrated for the first time that indeed a scenario is at hand where
the systems splits up in two bands with shear rates of γ˙1 and γ˙2 using the couette geometry. The contribution of
both bands is set by the lever rule, similar to the lever rule for gas-liquid phase separation. The mechanisms of shear
band formation and the relation with the birefringent structures was nicely demonstrated both by Hu and Lips [31]
and Miller and Rothstein [32]. Both groups used Particle Imaging Velocimetry (PIV) in combination with small angle
light scattering and birefringence imaging. Even more structural insight was supplied by using a combination of small
6angle neutron scattering and shear flow [33].
Vorticity banding is less common than gradient banding. A detailed recent discussion of elastic instabilities that
drive the formation of vorticity bands can be found in Ref. [34]. The classical picture of vorticity banding due to shear
thickening is more the exception than the rule, although again for wormlike micelles the predicted behavior has been
found [35]. Another, more common, mechanism is that normal stresses are generated through the non-linear elastic
deformation of the dispersed mesoscopic entities, similar to the Weissenberg effect in polymeric systems [36]. The role
of the polymer chains in the classic Weissenberg effect is now played by large scale networks, such as carbon nanotube
dispersion [37] and clay gels[38], or inhomogeneities formed during the initial stages of phase separation as found for
polymer-protein mixtures [39] and coexisting colloidal [40]. These structures will be non-uniformly stretched due to
the curved streamlines that are present in most rheological devices, thus generating hoop-stresses that give rise to
elastic normal forces [41]. Another mechanism for the formation of vorticity bands shear bands connects gradient and
vorticity banding. There is experimental evidence [42, 43] and theoretical justification [44] that vorticity bands are
formed due to instabilities in the interface between two gradient bands. All of these scenarios lead to rolling motion
within the bands, superimposed on the laminar flow. This rolling motion is absent in the classic picture, depicted in
Fig. 4a. Note also that these are a pure elastic instabilities and that inertia does not play a role as is the case for
well known Taylor instability [45].
III. EFFECT OF SHEAR FLOW ON CRYSTALLIZATION OF COLLOIDAL SPHERES
Colloidal particles with the simples interaction potential and the simplest shape are colloidal hard spheres. Despite
of this conceptual simplicity it is impossible to calculate the phase diagram with analytic theories. It was only in
1957 that one of the first computer simulations were used to show that hard spheres undergo a transition from a
liquid phase, where particles can be at any position in space, to a solid phase, where the particles are bound to their
crystal lattice positions [46]. Since hard spheres have no potential energy, their phase behavior is determined entirely
by entropy and depends only on volume fraction ϕ [47]. These system can still order, and thus reduce the entropy,
because locally the particles will have more free volume, thus increasing the entropy. Fluid and crystal coexist between
the freezing point ϕf = 0.494 and the melting point ϕm = 0.545, while pure crystal is stable for ϕ > ϕm, as shown
again by simulations [48]. The volume fractions that boarder the phase coexisting region areϕf and ϕm are called the
binodal points. Colloidal systems proved to be ideal to study these most fundamental transitions, once chemist were
able to synthesize particles that behave almost like billiard balls. The complete phase diagram was experimentally
determined using dispersions of polymer coated polymethylmethacrylate particles, including a transition to a glassy
state of random close packed spheres at even higher concentrations [49]. Nonetheless, colloids will always have some
softness, albeit due to the repulsive polymer layer that is grafted on their surface or due to the surface charge. For
extremely charged colloids it was even possible to make crystals with up to 1 % of the volume occupied by particles [50].
Scaling of the volume fraction is thus performed by using an effective diameter. The other appeal of colloidal spheres
is that they allow for direct visualization of one of the most fundamental processes of structure formation [51] which
allows comparison with simulations [52]. A nice overview on crystallizing colloids is given in Ref. [53].
We will discuss here the effect that shear flow has on the liquid-crystal phase transition. The flow behavior of colloid
hard sphere dispersions in the liquid phase is a very extended field of research, both for practical and fundamental
reasons.While at low concentrations the viscosity is merely increasing [54], colloidal dispersions attain a highly non-
linear visco-elastic behavior at high concentrations, approaching the liquid-crystal transition. This is due to the fact
that the shear induced distortion on the particle level, leading to extreme shear thickening behavior [55]. Shear flow
per definition affects the crystal structure because particles are displaced from their fixed lattice positions. Thus the
rate of deformation competes with the rate that crystals are formed. In this way the effect of shear flow is connected
to the kinetics of the phase transition, so how do the crystals form without flow. As we will see, there is a cascade
of different states into which the quiescent crystal can be transformed, while crystallization of a quiescent amorphous
dispersion can also be induced by shear flow. We will discuss two types of non-equilibrium phase diagrams. First the
effect of oscillatory shear flow on the structure and phase behavior is discussed and then the effect of steady shear
flow. The transition between the different states will show to have a pronounced influence on the flow behavior of
these highly structures dispersions. The sequence of transitions and the phase which will be described below are
neither complete nor universal. Subtle changes in the particle interaction can already alter the shear response. The
aim is, however, to convey an idea about the physical processes at hand. For an overview on the structure of colloidal
spheres in shear flow we refer to Ref. [56].
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Figure 5: Sheared colloidal crystal: positive effects due (a) to convection of particles to nucleus, (b) cage braking, and (c)
alignment of spheres; negative effects due to erosion (d) and registered motion (e).
A. Equilibrium phase behavior
According to Classical Nucleation Theory (CNT, see [57] for a review) the kinetics of crystallization is determined
by two processes. First a crystal nucleus needs to be formed out of the isotropic background. This is a process with
an activation energy barrier and therefore it has an induction time τind. The activation barrier is due to the balance
between the energy penalty for the formation of a sharp interface and the energy gain due to the formation of the new
phase with lower free energy. The decrease in the bulk energy depends on the difference between the solid and liquid
chemical potentials ∆µ times the volume of the newly formed nucleus, while the increase in surface energy depends
on the solid-liquid interfacial tension γ times surface of the nucleus. Both contributions result in a free energy barrier






where ρs is the number-density of the solid.
The rate I at which nuclei are formed depends exponentially on ∆Gcrit and on the second process of crystallization,
namely the rate at which particles diffuse to the formed nucleus, given by the kinetic factor κ, which is connected to
the short-time self-diffusion constant of the colloids. I can now be written as
Igrowth = κ exp−∆Gcrit/kBT , (8)
where T is the absolute temperature, kB is Boltzmann’s constant. Eq. (8) contains the functional dependence of the
nucleation rate on the relevant physical quantities ∆µ, κ and γ. A priori knowledge of these quantities is needed to
make quantitative predictions of the nucleation rate. Since to date there is no theory that provides ’first principles’
predictions of these parameters, estimates need to be made depending on the exact system. For hard spheres it is
predicted that the nucleation rate displays a maximum as a function of the volume fraction: while the driving force
∆µ increases with increasing concentration, the diffusion slows down until it is arrested at the glass transition [58].
The slowing down is less dramatic for charged spheres and therefore no maximum is expected. The general trend was
confirmed by a vast amount of light scattering experiments [59–61]. Experiments and simulations can be compared
after performing a careful scaling of the experimental volume fraction, as described above. A reasonable agreement
is found at high concentrations, but the nucleation rate found in simulations at low volume fractions approaching the
freezing point ϕf are several orders of magnitude slower. The exact reason for this discrepancy is not yet known.
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There are many ways how shear flow can perturb the crystallization process, as depicted in Fig. 5. Shear flow can
enhance the growth rate by convecting particles to the crystal nucleus, as shown in Fig. 5a. Another way how shear
flow enhances mobility is by braking cages which form at high concentrations, as shown in Fig. 5b. This is specially
of importance for hard spheres, which have the tendency to jam into a glassy state. In both cases the diffusion of
the constituents is enhanced so that the diffusive term κ in Eq. (8) is replaced by a convective shear dependant
term. Finally, shear flow can also induce ordering by aligning spheres into strings. This potentially plays a role in
decreasing the energy barrier ∆Gcrit since it creates already an interface, as shown in Fig. 5c. On the other hand
shear flow can also frustrate crystallization and/or destroy crystals. First, when a sample is crystallizing but not yet
fully crystalline then the surface of the crystal nuclei can be eroded by the shear flow, as shown in Fig. 5d. Second,
when fully crystalline samples are subjected to shear flow then the crystal will have to deform by the shear and finally
yield. This effect is dramatic when the crystallite has the wrong orientation with respect to the shear flow which will
readily cause the destruction of the crystallite by shear. Sheared crystals will therefore only grow when they have
the right orientation to accommodate deformations. In Fig. 5e there ae two mechanisms depicted that might take
place. At low shear rates, when the system is given sufficient time, layers of crystals may slide over each other by
a registered motion. Here the spheres jump between the points in the crystal lattice in a zig-zag motion. At high
shear rates layers will slip over each other. This motion can only be accommodated when the crystal is somewhat
deformable, so when the interaction potential between the particles is soft, or when the concentration is not too high.
The experimental signature of crystals is very clear when using scattering techniques, since Bragg diffraction
from crystals cause strong scattering peaks. These peaks emerge out of a background diffuse ”Debye-Scherrer”
ring, characterizing the liquid structure factor. A hexagonal pattern will be observed when a sample consists of a
single crystal. Samples will often be poly-crystalline so that scattering will take place from crystallites with many
different orientations, resulting in a diffuse ring. Since the emergence of fluorescently labeled colloids in combination
with confocal microscopy, real space measurements reveal details that are lost in ensemble averaged techniques like
scattering. Very important are also macroscopic measurements, in particular rheological measurements, where for
example the viscosity is measured as a function of shear rate. The above mentioned processes can thus be studied
with this set of experimental tools.
Pioneering work on crystallization of colloidal hard spheres in shear flow is due to Bruce Ackerson and co-workers,
employing the same grafted PMMA spheres as was used to determine the equilibrium phase diagram [49]. The main
experimental technique that was applied was light and neutron scattering in combination with steady and oscillatory
shear flow, as schematically shown in Fig. 6. Here, the incident radiation propagates along the centreline of the shear
cell or along the tangent, probing the flow-vorticity and flow-gradient plane, respectively. In principle all possible
effects that shear flow has on crystallization have been found by him and his co-workers. Their findings are summarized
in a seminal paper in 1990 [62] and they will be discussed below.
The most subtle method of probing the effect of shear flow on crystallization is by applying oscillatory shear, see Eq.
(4). In this way the effect of the strain deformation that is needed to aid (Fig. 5a-c) or frustrate crystallization (Fig.
5d,e) and time needed to take effect can be varied independently, although the frequency was fixed in the experiments
discussed below. Oscillatory shear flow will induce crystallization at volume fractions as low as (ϕ = 0.47), for which
the equilibrium sample is liquid-like (ϕ < ϕf ), but only at sufficiently high strain amplitudes of γ0 > 1. This means
that both the Pe´clet number and the deformation need to be high enough. At strain amplitudes of γ0 > 2 layer
structure is observed and at even higher strain amplitudes the structure melts. For a volume fraction of ϕ = 0.50
phase coexistence is observed in equilibrium (ϕf < ϕ < ϕm) and the same transitions as described before, just at lower
strain amplitudes. For (ϕ = 0.553) the sample is fully crystalline at equilibrium (ϕ > ϕm), while already small strain
amplitudes force the system into a oriented Face Centered Cubic (fcc) crystal structure. At higher strain amplitudes
the sample yields by forming layers that slide over each other. For a volume fraction of ϕ = 0.595 the equilibrium
spheres are randomly closed packed in a glassy state. The glassy state and the liquid state as found for ϕ = 0.47
are structurally the same. Also for ϕ = 0.595 crystal formation is induced by shear. In this case shear induced
crystallization is due to cage breaking as schematically shown in Fig. 5b, and not due to alignment of the spheres as
in Fig. 5c, which is the mechanism expected for the concentrated liquid phase. At high strain amplitudes the system
yields by forming layers that zig-zag over each other, since there is not enough space for sliding. A non-equilibrium
phase diagram was thus obtained by varying the volume fraction of the colloids and the amplitude of the applied
shear γ0, as depicted in Fig. 7a.
Ackerson et al realized that different transitions between dynamical states are accompanied by different crystal
structures. The transitions were interpreted by using models that describe what strain can be accommodated before
particles bump into each other, which depends on the crystal structure [62]. These models can be best validated
by observing the structures in real space. First attempts showed an intriguing shear-induced buckled state for an
equilibrium fcc structure in confinement [64]. Later studies use a counter-rotating shear cell in combination with
9Figure 6: Geometries where sheared structures can be probed in situ using scattering (a) and confocal microscopy (b).











Figure 7: Non-equilibrium phase diagrams for crystallizing colloidal spheres. (a) Oscillatory shear phase diagram as a function
of volume fraction of hard spheres and strain amplitude at 3.5 Hz. Reprinted with permission from Ref. [62]. Copyright 1990,
The Society of Rheology. The symbols correspond to crystalline order (C), layer ordering (S), and amorphous order (A). The
first symbol in a grouping indicates the predominant ordering observed. (b) Steady shear phase diagram as a function of volume
fraction of charged spheres and shear rate. The symbols are the same as for (a). Adapted with permission from Ref. [63].
Copyright 2005 American Chemical Society.
confocal microscopy, as depicted in Fig. 6b, in which a stationary layer can be positioned away from the glass wall
so that the particles stay in the field of view [65, 66]. With this technique the existence of the oscillating twinned
fcc phase, the sliding layer phase and the shear induced strings have been confirmed. In addition, a state where
the crystal makes an angle with the flow direction was found, while non-equilibrium Brownian dynamics simulations
complied with the experimental findings [66].
Ackerson et al also studied the effect of steady shear flow on crystallization of colloidal spheres. They observed
that layering is present at high concentrations and shear flow, but there is always evidence for the existence of an
amorphous distorted structure. Only at low shear rates a transition is observed from a random close packed crystal
to a flow oriented fcc. The same sequence of transitions was observed for crystals consisting of micelles of block-
copolymers using Small Angle X-ray and Neutron scattering [67]. These systems are basically small colloidal spheres
(radius of 12 nm) with soft interactions. The transitions were located at much higher shear rates, which is related to
the small size and fast relaxation of the particles, see Eq. (6). The zig-zag motion was observed in real space using
the counter-rotating shear cell in combination with a fast confocal microscope. This technique has the advantage
that the local motion of the particles can be followed. As a consequence, it could be shown how the crystal shear
melts when the particles have random displacements of more than 12% of the particle separation, reminiscent of the
Lindemann criterion for melting in equilibrium systems [65].
These dynamic transitions underlay the non-equilibrium phase behavior of colloidal crystals in shear flow. To obtain
the full phase diagram one needs to determine the shear rate dependence of the non-equilibrium binodal points ϕf (γ˙)
and ϕm(γ˙). The best way to obtain these points is by monitoring the kinetics of the crystallization. In Ref. [63] the
crystallization kinetics of charged silica spheres in shear flow was studied. This system freezes at a volume fraction
as low as ϕf = 0.25 while at ϕ = 0.29 it forms an amorphous glass [68]. The advantage of charged systems is that
the crystals are much softer and form faster. Shear flow can be conveniently used to create a melted initial state
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Figure 8: Crystallization kinetics of charged colloidal spheres after a quench from a high shear rate where the crystal structure
is melted to a final shear rate. (a) Light scattering pattern using a geometry as in Fig. 6a, probing the flow-vorticity plane.
The pattern is taken 1500 seconds after a quench to a shear rate of 0.05 s−1. (b) Azimuthal profiles taken at the scatter angle
of the first order Bragg peaks, dashed lines in (a), as a function of time after the quench to γ˙ = 0.05 s−1. The growth rate
Igrowth is obtained from the slope of the red line and and induction time τind is obtained from the start of growth. τind and
Igrowth are plotted in (c) and (d), respectively, as a function shear rate ϕ for various volume fractions. The figures are adapted
with permission from Ref. [63]. Copyright 2005 American Chemical Society.
using a high shear rate, followed by a quench at t = 0 to the shear rate for which the crystallization will be studied.
Fig. 8a displays a typical scatter pattern as formed 1500 seconds after a quench to a shear rate of 0.05 s−1, showing
clear Bragg peaks of an oriented crystal. The kinetics of the formation of this structure is most conveniently followed
when plotting the azimuthal profile taken at the peak position, see Fig. 8b. The nucleation time τind and growth rate
Igrowth can be obtained from the evolution of the azimuthal profile: the growth rate relates to the slope of the total
intensity as a function of time and the induction time is obtained from the crossing of this slope with the background,
see Fig. 8b. The thus obtained induction times τind and growth rates are plotted in Fig. 8c and d, respectively, as a
function of shear rate for various concentrations. The phase boundary at low concentration is determined from these
plots by extrapolation to the concentration where where the inverse of induction time τind goes to zero (1/τind → 0),
while the boundary at high concentration and shear rate is found by extrapolation to the point where the growth rate
goes to zero (Igrowth → 0).
The resulting non-equilibrium phase diagram of sheared charged colloids, as plotted in Fig.7b, is strongly peaked
due the competing effects of shear flow. The phase boundary at low concentration is almost vertical and therefore
independent of the shear rate. This implies that at low concentrations the chemical potential difference ∆µ and
interfacial tension γ between the liquid and crystal, see Eq. (7), are almost independent of the shear rate. Indeed
at low concentration the induction time τind is not very sensitive to changes in the shear rate, see red curve in Fig.
8. For higher concentrations the induction time exhibits a maximum as a function of the shear rate. The increase
in τind with increasing shear rate for the lower rates is probably connected to the suppression of nuclei formation, as
found in simulations [69]. The decrease of τind at higher shear rates is probably related to shear induced alignment of
the spheres, lowering the surface tension γ. Without shear flow τind decreases with increasing concentration, which
complies with a decrease in the energy barrier. The growth rate without shear flow increases monotonically as a
function of concentration, which complies with an increased concentration of spheres and therefore of ∆mu, see Eq.
(8). The fact that the growth rate displays a maximum at low concentrations as a function of shear rate nicely
illustrates the competing effects of shear flow. Low shear rates enhance transport of particles towards the nucleus,
as illustrated in Fig. 5a, and therefore the kinetic factor κ, while at high shear rates erosion takes place, as in Fig.
5d. For higher concentrations there are more particles available for the crystallite so that shear flow only erodes the
crystallites, as illustrated by the monotonous decay of the growth rate as a function of shear rate.
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Figure 9: (a) Flow curves for charged silica spheres at different volume fractions showing strong shear thinning when increasing
the shear rate. Reprinted (adapted) with permission from Ref. [17]. Copyright 1994 American Chemical Society. (b,c) Shear
banding in colloidal crystals observed with In situ confocal microscopy measurements, using a cone-plate shear cell as depicted
in Fig. 6b. Reprinted from Ref. [74]. (b) Flow profiles of a ϕ = 0.50 dispersion of silica particles measured for various applied
shear rates. The local shear rate was significantly higher at both the top and bottom plate. (c) Confocal microscopy image of
the velocity-gradient plane taken immediately after cessation of the flow, using a cone-plate geometry as shown in Fig.6b. At
both walls, the particles arranged in crystalline layers, but in the middle, the structure was liquid like. Horizontal dashed lines
indicate these boundaries and show the correspondence with the flow profiles.
C. The effect on flow behavior
We have so far described a number of structural changes that can be induced by shear flow, either creating or
destroying crystals. These changes are accompanied by changes in the mechanical properties of the systems. Indeed
dynamic rheological tests show that the modulus G∗ around the crystallization point is lower in the crystal phase
than in the liquid phase, while in both phases storage modulus G′ is higher than the loss modulus G′′ [70], indicating
a transition between two solid states.
Steady shear experiments show that the softening of the material is also apparent from the strong shear thinning
which has been seen for a variety of systems [17, 71, 72]. Example of a flow curve which exhibits shear thinning
is shown in Fig. 9a for a system of charged spheres at various concentrations. For all of these systems the shear
thinning is accompanied by the formation of regions where the sample is crystalline and regions where the sample is
amorphous. As explained in section II C, it is expected that a strong shear thinning system will form shear bands with
different shear rates. With the development of in situ confocal microscopy it is possible to determine the structure at
the same time as the flow profile. For both oscillatory [73] and steady shear flow it was observed that the high shear
rate and low viscosity region is the crystalline region; the low shear rate and high viscosity region has an amorphous
structure [74], see Fig. 9b,c.
The occurrence of such a pronounced flow behavior depends on many factors. If the spheres are very charged, as the
system used in section III B, then the interaction between the spheres is so soft that the stress barrier for the formation
of structurally different sample is low. The history of the sample is important as can be deduced from the fact that
the flow curve obtained by increasing the shear rate is different from the flow curve obtained by decreasing the shear
rate, see Fig. 9a. This also shows that the flow behavior depends on the initial condition of the sample, which could
be a poly-domain crystal, amorphous or pure crystal etc. Although all these subtleties are very important, for now it
is sufficient to realize that indeed the macroscopic flow behavior is set by the formation and destruction of crystalline
microstructure.
IV. EFFECT OF SHEAR FLOW ON GAS-LIQUID PHASE SEPARATING COLLOIDAL SPHERES
The phase behavior of particles with an attractive interaction potential is very different from repulsive or hard
spheres and therefore also the effect of shear flow is expected to be very different. Chapter ... describes the different
effects that attraction can have, focusing on gelation, which typically occurs when particles have a short ranged and
deep interaction potential. Moderate attractions cause the system to separate in a phase with low density, the gas
phase, and a phase with high density, the liquid phase. The gas-liquid phase separation of colloids is very similar to
the molecular gas-liquid phase separation, but also to binary liquids and polymer solutions. All of these classes of
systems have a critical point, where the binodal and spinodal lines meet.
The spinodal line separates the meta-stable region from the unstable region in the phase diagram. Within the
unstable region, an initially homogeneous system evolves continuously towards the demixed state. In contrast, the
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binodal separates the stable from the meta-stable region of the phase diagram. Demixing from the meta-stable region
evolves through nucleation-and-growth, where on formation of the nucleus a discontinuous jump to a locally relatively
high concentration occurs, as we saw for crystallization. At the spinodal, the (effective) diffusion coefficient Deff
vanishes, which is commonly referred to as ”critical slowing down”. Slowing down of dynamics at the spinodal is
due to a cancellation of the Brownian forces (which tend to homogenize the system) and the attractive interactions
between the colloidal particles (which favor demixing). The driving net force for colloidal-particle displacements is
thus very small, leading to very slow dynamics. In addition, the range of interactions between two colloidal particles
as mediated through many intermediate colloids diverges at the spinodal. The divergence of this interaction range, the
so-called correlation length ξ, was first described by Ornstein and Zernike [75]. Both of these effects are quantified by
a vanishing concentration derivative of the osmotic pressure, as will be discussed later. Whereas the effective diffusion
coefficient is zero at the spinodal, it becomes negative on crossing the spinodal into the unstable region, which
mathematically describes the continuous growth of inhomogeneities. The initial stage of spinodal decomposition is
thermo-dynamically described for the first time in Ref. [76], which theory is now known as the Cahn-Hilliard theory.
Due to the very slow dynamics near the spinodal, unusually small shear rates are sufficient to significantly distort
microstructural order. This is mathematically quantified by an effective Peclet number which contains both the
effective diffusion coefficient and the correlation length, as will be seen later. Onuki discussed a description of the
effect of shear on critical systems, using a renormalization group approach. It was shown that phase separation is
suppressed by the effect that shear flow has on the life time of concentration fluctuations [77]. Experiments on
semi-dilute polymers solutions revealed that shear flow can also enhance concentration fluctuations, which induces
phase separation [78]. This is in accordance with dynamic theories where shear-induced stresses generated by internal
degrees of freedom and entanglements of the polymers were implicitly included. It was shown that the spinodal is
suppressed in the vorticity direction and enhanced in the gradient direction [79, 80]. These theories are to some extend
applicable to colloidal dispersions [81]. A nice review of the critical behavior in shear flow is given by Ref. [82].
We focus in this chapter on the phase behavior of colloids in shear flow, so that the interest here is in the development
of a non-equilibrium theory for concentrated colloidal systems with attractive inter-colloidal interactions. The way
to progress is by using microscopic theories that describe the distribution of positions for individual particles and
how this distribution evolves in time. In other words, an equation of motion for the probability density function
of the particle positions needs to be developed. This type of theory has the advantage that it is straightforward
to incorporate shear flow, which is (at least in principle) not possible through a quasi-thermodynamic approach as
shear flow is a non-conservative external field. The equation of motion for the position coordinates of an assembly
of many colloidal particles is the so-called Smoluchowski equation. In the following we will first describe how critical
slowing down (quantified through the effective diffusion coefficient Deff ) and the divergent correlation length ξ can
be obtained from the Smoluchowski equation for attractive colloidal spheres without shear flow and then how these
parameters are affected by shear flow. Details of this theory can be found in Refs. [54, 83–85]. This theory will be
contrasted to light scattering experiments. We will finish this section, describing the effect of shear flow on demixing
systems and see how this affects the stability of the system.
A. Equilibrium phase behavior
The Smoluchowski equation of motion for the probability density function P ≡ P (r1, r2, · · · , rN , t) of the position
coordinates rj , j = 1, 2, · · · , N , of all N colloidal particles in the system reads, with the neglect of hydrodynamic











Eq. (9) relates the probability of finding a particle in a certain volume to the forces acting on it, either mediated
by the other particles, fist term on the right, or by the randomizing Brownian diffusive forces, second term on the
right. Here D0 is the Stokes-Einstein diffusion coefficient, β = 1/kBT (with kB Boltzmann’s constant and T the
temperature). Φ ≡ Φ(r1, r2, · · · , rN ) the potential energy of the assembly of colloidal particles.
In order to predict if a system is stable one needs to check if the average distance between the particles is stable.
The correlation between the relative position of two particles is described by the pair-correlation function g(t) which
is defined as
P2(r1, r2, t) ≡
∫
dr3 · · ·
∫
drN P (r1, r2, r3, · · · , rN , t)
≡ P1(r1, t)P1(r2, t) g(r1, r2, t) . (10)
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Note that the reduced pdf for a single particle P1 is per definition P1 = 1/V = ρ/N (where V is the volume of the
system, N the total number of spherical colloids, and ρ = N/V the number density). The potential is taken equal as
a pairwise of so called pair-interaction potentials V (rij , that is (with rij =|ri − rj |),
Φ(r1, r2, · · · , rN ) =
N∑
i, j = 1 , i < j
V (rij) . (11)
This is the point where the attraction between particles comes into play. Integration of the Smoluchowski equation




g(R) = 2D0∇ ·
{∇g(R) + β g(R) [∇V (R)− Find(R) ] } . (12)
Here, Find is the ”indirect force” between two particles, which is mediated via a third particle, and is equal to
Find(R) = −ρ
∫
dr [∇V (r)] g3(r,R)
g(R)
, (13)
where ρ = N/V is the particle number density and g3(r,R) is the three-particle correlation function; r is the distance
between particle 1 and a third particle, r = r1 − r3 .
For critical phenomena the indirect force is essential, being responsible for the long ranged interactions between
two spheres as mediated through the remaining spheres. Thus, we want to find a solution for Eq. (12) for distances
R  RV , where RV is the range of the pair-interaction. Eq. (12) can only be solved, however, when g3 can be
expressed in terms of g(R).
The simplest closure is the well known superposition approximation
g3(r,R) = g(r)g(R)g(r−R). (14)
The problem with this closure is that it does not lead to the Ornstein-Zernike form for the pair-correlation function
with a correlation length that diverges at the critical point, because the influence of a third particle on the correlation
between the other two particles is neglected. To fix this, we note that the pair-correlation function in the integral in
Eq. (13) is multiplied by the pair-force ∇V (r). Since the range of ∇V (r) is given by RV , we need a closure relation
only for this small distances r ≤ RV . The effect of the presence of the third particle at position r2 is that it enhances
the local density around the two neighboring particles at r1 and r3. This density enhancement is equal to
∆ρ ≈ ρ[ g(R− 1
2
r)− 1] = ρ h(R− 1
2
r), (15)
where h = g−1 is the total-correlation function. R− 12r is the point in between the positions of particles 1 and 3, so of
order ≈ RV , relative to the position of particle 2 at a distance R RV . The total-correlation function at these large
separations is a very smooth function around zero. Close to the critical point the total-correlation function becomes
very long-ranged and decays monotonically, for distances much larger than RV , to zero. This will be confirmed later.
As a consequence, we evaluate the g(r) in Eq. (14) at a density ρ + ∆ρ ≈ ρ(R− 12r) at the position in between the











g(R− r) g(R) . (16)
This is exactly the relation which was first proposed by Fixman [85].
The final Smoluchowski equation can now be obtained i) by substituting the closure relation Eq. (16) in to Eq.
(13); ii) applying a Taylor expansion of h(R) to within linear order, since, as we mentioned before, h(R) is very small
for the large separations of interest. This leads to
∂
∂t










We introduced here two new quantities. From the above derivation we find that Π is given by









This is precisely the equilibrium statistcal mechanical well known expression for the osmotic pressure. The second



















This is a microscopic expression for the famous Cahn-Hilliard theory free energy square-gradient coefficient.
Equation (17) is the fundamental equation of motion that we will use to analyze the effect of shear flow on long











According to Eq. (20) for the total-correlation function, the correlation length is a measure for the range over
which two spheres interact with each other, via intermediate spheres. Hence it is one of the parameters we set out
to determine. Since dΠ/dρ vanishes at the critical point, the correlation length diverges as expected. Eq. (21) thus
confirms our earlier assumption that at large distances h(R) monotonically decreases smoothly to zero.
In principle h(R) can be measured microscopically. In the case where collective behavior is of interest, however,
it is better to chose a scattering approach for experiments, where a full ensemble of particles is probed in reciprocal






〈exp{k · (ri − rj)}〉 = 1 + ρh(k) , (22)












This well-known form for the small-wave vector dependence of the structure factor near the critical point is commonly
referred to as the Ornstein-Zernike structure factor. The Ornstein-Zernike structure factor implies that a plot of
1/S(k) versus k2 is linear, with a slope equal to β Σ and an intercept at k = 0 equal to β Σ ξ−2. The above analysis
is only valid when the correlation length ξ is much larger than the range of the pair-interaction potential RV . This
imposes, through Eq. (21), in which part of the phase diagram the above theory can be applied, namely where dΠ/dρ
is very small.
Having derived a microscopic expression for the diverging density fluctuations close to the critical point, we are left
with the question about the relaxation dynamics of micro-structural order close to the critical point. This is most




= −2Deff (k) k2 [S(k)− Seq(k) ] , (25)
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where Seq is the equilibrium structure factor in eq.(24), and the ”effective diffusion coefficient” Deff is given by,











The solution of Eq. (25) is ∼ exp{−2Deff (k) k2 t}. The effective diffusion coefficient characterizes the relaxation
rate of microstructural order with a wavelength equal to 2pi/k. The effective diffusion coefficient becomes very small
as compared to the single-particle diffusion coefficient D0 on approach of the critical point, since the correlation
length diverges and Σ is well-behaved near the critical point. The dynamics of long wavelength structures (density
fluctuations) therefore slows down, which is commonly referred to as critical slowing down.
Dispersions of colloidal spheres are ideal to experimentally test the relations Eq. (25) and (26), because attractions
between the colloids can be easily induced. In general there are two ways to achieve attractions. The first way is
by grafting a small polymer layer on the surface of the colloids so that the particles become attractive when the
solvent quality of the polymers is reduced, generally by reducing the temperature. The second way is by adding
small polymers to the dispersion that act as depletion agents [86]. Changes in the amount and size of the polymers
lead to changes in the range and depth of the interaction potential. It thus has the same effect as that of changing
the temperature for most critical systems, such as critical fluid mixtures [87] and polymer dispersions [88]. The
phenomena that are described in this section for colloids can also be observed for these systems, which have however
a different molecular origin of the critical behavior.
Experiments on mixtures of silica spheres grafted with stearyl-alcohol and Polydimethylsiloxane dispersed in cy-
clohexane are shown in Fig. 10. These spheres behave as almost perfect hard spheres, while depletion attraction
is induced by adding the polymer. The critical point of such systems can be found in two steps. In the first step
polymer and colloid concentration are tuned such that the mixture phase separates exactly in an equal amount of
the gas phase and the liquid phase. In the second step the system is diluted up to the point that the system does
not phase separate any more, which is the critical point. The equilibrium phase diagram is plotted in Fig. 10a. The
distance to the critical point can be tuned by first preparing a critical composition ratio of silica to polymer, that
phase separates in equal parts of the liquid and fluid phase as indicated by the arrow in Fig. 10. Sequentially, this
dispersion can be diluted until the critical point is crossed and concentrated again, approaching the critical point. A
schematic Small-angle light scattering (SALS) set-up with which the distance to the critical point can be probed is
shown in Fig. 10b. The intensity I(k) measured with SALS is directly proportional to the structure factor Seq(k),
as plotted in Fig. 10c, together with a calculated structure factor using Eq. (24) in Fig. 10d. The correlation length
ξ, which characterizes the distance to the critical point, can be exactly determined by plotting the reciprocal of the
azimuthal averaged intensity 1/I(k) vs. k2, see Eq. (24), as shown in 10e.
B. Non-equilibrium phase behavior
Let us recall that the Pe´clet number describes the rate of deformation relative to the relaxation rate of the relevant
length scale. For individual spherical particles these are the diffusion time D0 and the radius of the spheres a. For
interacting particles the relevant length scale is the range of interaction RV . Thus, to calculate the relevant bare





For critical systems the situation changes dramatically. The relevant length scale is now given by the correlation
length ξ, while the relaxation rate is given by Deff . When approaching the critical point, these parameters diverge
and approach zero, respectively. Hence a new definition of the Pe´clet number is required that is given by an effective





The question now arises as to how large the actual shear rate γ˙ should be to significantly affect the location phase
transition lines. First, we note that close to the critical point the dressed Peclet number is very large for shear rates
where the bare Peclet number is still small, since Deff  D0 and ξ  RV . We therefore assume that g(r) for r ≤ RV ,









Figure 10: (a) The equilibrium phase diagram of mixtures of silica spheres (102 nm diameter, the x-axis gives the volume
fraction ϕcol) and Polydimethylsiloxane (molecular weight of 206 kg/mol, concentration is given on the y-axis in mg/ml. The
range of the interaction potential RV ≈ 25nm, since the radius of gyration is 23 nm. The figure is adapted with permission
from Ref. [89]. (b) Schematic small-angle light scattering set-up to determine the critical structure (c), which can also be
calculated using Eq. (24) (d). The correlation lengths are calculated from the angular averaged structure factors (d), which
are schematically shown in (e). The figures (c,d,e) are adapted from Ref. [90] c© IOP Publishing. Reproduced by permission
of IOP Publishing. All rights reserved.
g(r) = geq(r) , (29)
where geq is the equilibrium pair-correlation function, that is, the correlation function of the quiescent, unsheared
system. Next, a term needs to be added in the original Smoluchowski equation for the probability density function
of the ensemble of particles, Eq. (9), which describes the convection of particles in and out of a volume by shear
flow. This term is given by γ˙
∑N
j=1∇j · [P Γˆ · rj ], where Γˆ is the deformation tensor as introduced earlier (Eq. (1)).




, following the procedure described in the previous section, so that the
Smoluchowski equation for h(R) now reads
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∂t













which equation of motion is quite similar to that proposed by Onuki [77]. With this equation the coupling between
thermodynamics and shear flow is made, within the limits that shear flow is not allowed to be so high that it affects
the short-ranged correlations.
Again, Fourier transformation of eq.(30) leads to an expression that can be easily experimentally tested. In steady




−K2(1 +K2) [S(K)− Seq(K) ] , (31)
where K = k ξ is the dimensionless wave vector and the index 1 indicates the flow direction, using the convention












exp{−F (K |X)/λK1} , (32)
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Figure 11: (a) Geometrical set-up of a sheared critical system. The same experimental system is used as in Fig. 6. Experimental
(b) and theoretically calculated (c) sheared critical structure factor detected in the flow (1,v) and vorticity (3, ∇× v) scattering
plane. The equilibrium correlation length is 750 nm and the dressed Pe´clet number is λ = 4. The shaded surfaces show the
difference with the equilibrium structure factor. (d) The difference between the equilibrium and sheared structure factor for
different shear rates, taken at the axis where no distortion is expected (k1 = 0). The solid lines are fits to the theory, using Eq.
(38). The dashed line indicates the theoretically predicted absence of distortion in this direction. Figure adapted from Ref.
[90] c© IOP Publishing. Reproduced by permission of IOP Publishing. All rights reserved. (e) Sketch of the effect of shear flow
on the phase boundary, adapted with permission from Ref. [89].
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where eq.(24) for the equilibrium structure factor has been used. The integration limit in eq.(32) is +∞ when λK1 > 0,
and −∞ when λK1 < 0. In order to appreciate the effect of shear flow we plot in Fig. 11 the distortion of the structure
factor in terms of
∆S(K) = Seq(K)− S(K) (34)
for experiment, where the system was used as described in Fig. 10, as well as theory.
The distortion of the critical structure factor can be interpreted as suppression of critical fluctuations by convection
due to the shear. This distortion only takes place in flow and gradient direction, while the structures in the vorticity
direction, where k1, 2 = 0 , remain unaltered. The distortion of the critical fluctuations in the flow direction are
directly experimentally accessible from the distorted structure factor. This can be seen in Fig. 11b and c, where the
shaded areas indicate the difference between the equilibrium and sheared structure factor. The distorted structure
factor leads to a diminished correlation length, which, according to the interpretation in the equilibrium phase, reflects
an increase in the distance to the critical point. The question is if a system can be further away from the critical
point only in specified directions.
Careful inspection of Fig. 11b shows, however, that along the cut k1 = 0 ∆S 6= 0. Fig. 11d clearly shows that ∆S
increases with increasing shear rate. This means that there is an overall shear induced shift of the critical point, as
schematically shown in Fig. 11e, contrary to the theoretical prediction. Thus, with increasing shear rate the system
moves away from the critical point. We now give an argument about the origin of this shear induced shift of the phase
boundary.
The core of the argument lies in the assumption we made earlier that the pair correlation function is not affected
by shear flow. This assumption is false when the bare Pe´clet number given by Eq. (27) is around one. To incorporate
short ranged distortions, instead of Eq. (29), we expand the correlation function to first order in the bare Pe´clet
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number as,
g(r ′) = geq(r ′)
{
1+ |Pe | f0(r ′)− Pe r





, for r ′ ≤ RV , (35)







is the symmetric part of the dimensionless velocity gradient tensor. The functions f0 and f1 describe the isotropic and
anisotropic response of the short ranged part of the pair-correlation function to shear flow, respectively. The functional











. The second term describes a rotational flow, which has no effect on the anisotropy
of the structure factor. The first term describes an extensional flow, which gives rise to an increased concentration
along the x = y direction and a decrease along the x = −y direction. This is precisely what is described by the
anisotropic contribution in eq.(35).
For symmetry reasons, such a linear isotropic distortion must be proportional to the absolute value of the shear
rate. This in turn implies that the pair-correlation function for short distances is a non-analytic function of the shear
rate. The probable reason for this is that in the equation of motion for g for short distances, integrals containing
triplet and four-point correlation functions appear, and these integrals extend over all space. Such integrals also
probe the long ranged behavior of g, which is non-analytic in the shear rate. Since close to the critical point such
long-range correlations are significant, it might be that these terms give rise to the non-analytic behaviour of g for
small distances. The non-analytic form in Eq. (35) is thus probably due to coupling of singularly distorted long
ranged correlations to short ranged correlations.
Repeating the analysis leading to Eq. (32), but now using the Ansatz in Eq. (35) instead of assumption (iii) (see




−K2(1 + αiso +K2)S(K) +K2(1 +K2)Seq(K) + αanisoK1K2 [S(K− 1 ] , (37)
where, as before, K = k ξ is the dimensionless wave number, and λ is the dressed Pe´clet number as defined in Eq.
(28). There are two new parameters, αiso and αaniso, which can be expressed in terms of integrals of the equilibrium
pair-correlation function [90]. αiso measures the susceptibility of isotropic short ranged distortions, and αaniso of the
anisotropic distortions.
The solution of eq.(37) is (we use for convenience the same notation for S and F as in subsection IV A, where






dX { (K2 −K22 +X2) (1 +K2 −K22 +X2)Seq(√K21+X2+K23)
−αanisoK1X } exp{−F (K |X)/λK1} , (38)
with,





















)− αanisoK1 (X2 −K22) . (39)
The integration limits are the same as in eq.(32). Eq. (38) can be used to fit ∆S as is shown by the solid lines in Fig.
11e. The resulting shear rate dependence of αiso is indeed linear. The original equation Eq. (37) is recovered when
the short ranged distortions are neglected, so αiso = 0 = αaniso. The finite distortions of long ranged microstructural
order for K1 = 0 is solely due to the coupling to short ranged distortions. The structure factor for wave vectors with








, (K1 = 0) , (40)
but with a shear-rate dependent ”effective correlation length”,
ξeff = ξ/
√
1 + αiso . (41)
This result confirms the experimental result presented earlier that the overall structure factor is isotropically distorted.
We now learn that this is due to local distortions of the local structure, with the effect that the location of the critical
point is shifted on applying shear flow, as illustrated in Fig. 11e.
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Figure 12: Confocal images of fluorescently labeled PMMA spheres with polystyrene polymers of: (a) an equilibrium phase
separating system; (b) the same system under a shear flow of 1.4 s−1. The figures are taken from Ref. [91] c© IOP Publishing.
Reproduced by permission of IOP Publishing. All rights reserved. (c) 3-D image of a demixing system of a dextran-gelatin
dispersion under a shear flow of 9 s−1. Images taken from Ref. [39]. All images were taken using a cone-plate set-up as shown
in Fig.6b.
C. The effect on flow behavior
When discussing the effect that dispersions of sticky spheres have on the stability of the flow, one should distinguish
between the regime above and below the spinodal line. In other words one needs to know if the system is still mixed
but in a state where it is critically slowing down or if the system undergoes spinodal decomposition. For the flow
behavior of critical mixtures the main results are based on the work discussed above. Theoretically the viscosity of
such dispersions can be calculated as a function of the distance to the critical point. This calculation is involved [84]
and will not be presented here. The prediction is, however, that the viscosity more strongly diverges as compared to
molecular systems due to long-ranged hydrodynamic interactions between the colloidal particles. Such a strong critical
enhancement of the shear viscosity of critical colloidal suspensions has been confirmed in experiments [92]. Flow curves
at different points towards the critical point have however not been obtained, although it is very conceivable that
such samples are extremely shear thinning, which might result in flow instabilities.
In contrast, there is a vast amount of work done on systems that phase separate in shear flow. The morphology of
the structures that are formed during phase separation and the way this morphology is affected by shear flow strongly
depends on the composition of the sample and the depth of the quench, which determines the final composition of the
two phases [93]. We consider here the simplest case, namely gas-liquid phase separating systems in shear flow, where
both phases dynamically behave the same. When a system is quenched just beyond the critical point then initially a
bi-continuous structure will be formed: any fluctuation of arbitrary small amplitude and sufficiently long wavelength
will continuously grow resulting in spinodal decomposition. The length scale of the fast growing fluctuation is set by
the competition between the diffusion which favours small length scales and minimization of density gradient, which
favours large length scales. At the moment the interfaces are so sharp that they reach their thermodynamic interfacial
tension, capillary forces will drive further coarsening, lowering the free energy by reduction of the total interfacial
area [94].
Shear flow will compete with this coarsening process. While the growth rate in the neutral vorticity direction
is unhindered, the growth rate in the flow direction coarsening is enhanced by the shear flow. At later times and
sufficiently high shear rates the spinodal structure loses its continuous character and no interconnected structures are
anymore observed in the gradient and vorticity direction, leading to an anisotropic domain structure. Such stringlike
structures have been observed for various systems like binary fluids [95], polymer solutions [96], mixtures of poly-
saccharides (dextran) and proteins (gelatin) [39], and colloidal sphere-polymer mixture [91] for which we described in
section IV C the flow behavior at the stable side of the critical point. For the latter two systems the structures are
shown in Fig. 12. The stringlike structures could be considered as small local shear bands, but they do not merge in
the gradient nor the vorticity direction. The bands represent a true stable state that is uniquely defined because the
same state is reached when quenching from different initial shear rates, both above and below the final shear rate.
The origin of the stability of these structures as well as the shear rate dependence of the diameter of the strings L,
given by L ∝ (γ˙ · τ)−α, is still under debate, where τ is related to the growth rate. It is expected that α = 1 [91], by
balancing the capillary force driven coarsening rate with the shear deformation rate, but for the polymer solution [96]
as well as the colloid mixture [91] a much weaker dependence was found of α ≈ 1/3. In the absence of shear, a long
cylinder is unstable against long wavelength undulations and would immediately break up into small droplets [97].
This suggests that the strings can be stable only when undulations of the surfaces, which are prominent due to the
low interfacial tension of the systems close the critical point, of the strings are strongly prohibited by shear. The
strings are therefore the result of the interplay between hydrodynamic and thermodynamic forces.
At very high shear rates the strings can become as thin as the interface so that the two phases will finally merge.
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This has been observed for the polymer solutions [96] as well as liquid mixtures [87, 98]. Thus a homogeneous system
is obtained where in quiescent conditions the system would phase separate, so that one can say that the critical
point has shifted, as predicted by Onuki [77]. For colloidal systems we discussed this shear induced shift in the
previous section, approaching the critical point from the one phase region and not the two phase region as discussed
here. Disappearance of the string structure for colloidal systems at high shear rates has not been observed probably
because the required shear rates were so high that no stable flow could anymore be guaranteed.
V. EFFECT OF SHEAR FLOW ON THE ISOTROPIC-NEMATIC PHASE TRANSITION OF
COLLOIDAL RODS
Almost all molecules, proteins and other types of particles that are present in nature are not spherical. It is
therefore appropriate to increase the level of complexity, and move from spherical colloids, as discussed in the last
two sections, to rods, which are the simplest non-spherical particles. Compared to spheres, rods have a far more
rich phase behavior since rods have both positional and orientational degrees of freedom of the rods. The simplest
transition of rod-like particles is the transition from the isotropic phase (I), displaying orientational and positional
disorder, to the nematic phase (N), displaying a mean averaged orientation, but still no long-ranged positional order.
Orientational order manifests itself when the dispersion is birefringent due to the difference in the refractive index
parallel and perpendicular to the average orientation of the rods. Observations of birefringent structures have been
first described by Zocher [99] who studied dispersions of V2O5 and FeOOH. These systems consist of inorganic needle
shaped particles, as was found by ultramicroscopy, introduced by Zsigmondy in the early 20th century [100]. Not
much later, in 1936, similar observations were made on dispersions of Tobacco Mosaic Virus by Bawden et al. [101].
At that time it was surprising that dilute low viscous dispersions of colloidal particles could show birefringence,
since birefringence was associated with mineral crystals or thermotropic liquid crystals, as discussed already in
Chapter....
It was Onsager who reasoned on the basis of purely geometrical considerations that dispersions of hard rods should
also undergo a phase transition from the isotropic phase to the nematic phase [102]. At this phase transition the
system will gain positional entropy, since the accessible volume is higher when rods are aligned in the nematic phase,
at the cost of orientational entropy. He predicted that this is a first order phase transition with a discontinuity in
orientation as well as concentration. As a result there is a concentration range where the isotropic and nematic
phases coexist. The concentration and orientational order parameter of the coexisting phases characterize the binodal
points. These are also the points after which the dispersion becomes metastable to fluctuations in the orientation,
when increasing the concentration from an initially isotropic phase or decreasing the concentration from an initially
nematic phase. Similarly, spinodal points can be defined and calculated, which mark the concentration where the
dispersion becomes unstable and each fluctuation in orientation will result in phase separation.
For dispersions of rods one expects that external fields will affect the behavior even on a single particle level. Where
so far we scaled the shear rate with translational diffusion, now the applied field, and therefore the applied torque
on the rod, is competing with the rotational diffusion of the rod, orientating the rod when the field is sufficiently
strong. This has already been shown in 1902 by Majorana who observed that dispersions of colloidal ferroxides become
birefringent when subjected to a magnetic field [103]. Not much later, in 1912, Zocher found that flow could also induce
birefringence [104], while Bawden et al. demonstrated the peculiarity of the fact that fluids can show birefringence by
publishing a photo of a goldfish in a bowl with tobacco mosaic viruses between crossed polarizers [101]. The obvious
question is how alignment induced by an external field influences the location of the I-N transition, since random
fluctuations in the orientation are not needed anymore to form a nematic phase from the isotropic phase. In other
words, the phase diagram of colloidal rods might change when rods are subjected to an external field. Indeed, studies
on rod-like viruses, in this case fd virus which we will further introduce later, in a magnetic field showed that the I-N
spinodal point shifts to lower concentrations [105]. This means that the external field stabilizes the nematic phase.
In this section we discuss how the isotropic-nematic phase transition is influenced by shear flow. As in the previous
sections we start off with a theoretical treatment of the isotropic phase behavior. Again, we use a dynamical approach
based on the Smoluchowski equation, which now describes the equation of motion of the orientational probability
density distribution. This equation will first be used to determine the I-N and the N-I spinodal points. Next, we will
show how the non-equilibrium spinodal lines can be calculated using the same approach, but now including the effect
of shear flow on the orientation of the rods. This part is based on Refs. [106, 107] and follows an approach similar to
Refs. [108], while similar results were found for thermotropic liquid crystals in shear flow [109].
In order to calculate the binodal lines one has to take the gradients of concentration and orientation at the interfaces
into account, as well as the fact that both phase have a different dynamical behavior. Whilst rods in the isotropic phase
simply display alignment with increasing shear rate, the flow behavior of the nematic phase is very rich and involves
several dynamical transitions [110, 111]. It is predicted that the coexistence of these phases leads to flow-instabilities
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Figure 13: (a) Definition of the unit vector uˆ. The arrows out of the little surface area indicate the rotational Brownian
diffusion given by the first term in Eq. (42) and Eq. (50). In concentrated solutions (b) neighboring rods exert a torque on
the rod, influencing the rotational diffusion given by the second term in Eq. (42) and Eq. (50). Shear flow (c) adds another
torque term given by the third term in Eq. (50).
where shear bands can form either in the flow or in the vorticity direction, while the bands consist of the flow-aligning
isotropic phase or the nematic phase [11]. As mentioned in section II C, flow instabilities have been observed for
many different systems. We choose to restrict our discussion to experiments on almost ideal colloidal rods, the above
mentioned fd virus, which are extremely slender and relatively stiff. Other systems, especially worm-like micelles,
do have features similar to colloidal rods but the origin of flow instabilities can be manyfold and are not necessarily
related to the proximity of the I-N transition. We will show how experiments and simulations on colloidal rods can
be used to determine the Nematic-Isotropic non-equilibrium spinodal as well as the binodal line that separates the
phase coexistence region from the homogeneous mixed phase. It will be shown that the phase coexistence persists as
long as the nematic phase is in a tumbling state. Moreover, a flow instability does exist related to the I-N coexistence,
but it is different from the theoretically predicted gradient shear bands due to the strong shear thinning close to the
non-equilibrium point [11, 107].
A. Equilibrium phase behavior: Isotropic-Nematic phase transition from a dynamical viewpoint
To predict the equilibrium phase behavior we first derive an equation of motion of the relevant order parameter,
which we then extend to incorporate the effect of shear flow, as we did for critical colloid-polymer mixtures. In this
case we will derive an equation of motion that describes the fluctuations in the orientational distribution function
(ODF) of the rods, given by P (uˆ, t), since the orientational order parameter changes at the I-N transition. uˆ is the
vector that describes the orientation of the long axis of the rod, see Fig. 13a.
Similar to the equation of motion for the probability density function that was used to derive the critical slowing
down of attractive colloids, Eq. (9) the Smoluchowski approach will be used to derive the equation of motion of the
orientation of the rods:
∂
∂t
P (uˆ, t) = DrRˆ ·
{
RˆP (uˆ, t)− β P (uˆ, t) T¯(uˆ, t)
}
. (42)
This equation describes the change in the orientation of the rods along the surface of the unit sphere, which depends
on the rotational diffusion of the rods, first term on the right, and the torque exerted on the rods, second term on the
right, see Fig. 13b. Rˆj is the rotation operator given by Rˆj (· · · ) = uˆj × ∇uˆj (· · · ), Dr is the rotational diffusion
of the rods at infinite dilution. Similar to the attractive spheres discussed earlier, the torque in equilibrium is due to
the interaction with the other rods by (with R = r1 − r2 and uˆ′ = uˆ2)




duˆ′ P (uˆ′, t) g(R, uˆ, uˆ′, t)RˆV (R, uˆ, uˆ′) , (43)
where ρ¯ = N/V is the number density of rods, g(R, uˆ, uˆ′, t) is the pair correlation function, and V (R, uˆ, uˆ′) is the
interaction potential between two rods at distance R and orientations uˆ and uˆ′.
The crucial difference with the attractive spheres treated earlier is that the rods have pure hard core interactions.
This means that the interaction energy is infinite when the rods overlap and zero when they do not overlap. If the
rods are in addition also very long and thin, then it is sufficient to consider only pair interactions. The condition is
that the aspect ratio Ld > 100, where L is the length of the rod and d its thickness. This consideration is the same
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Figure 14: Cartoon of the excluded volume effect in the isotropic phase (which is given by Vexc = sin(θ) dL
2.
one that lead to Onsagers prediction for the I-N phase transition. So at this point no closure relation is needed, as it
was for the attractive spheres. The integral in Eq. (43) now reduces to
T¯(uˆ, t) = −RˆV eff (uˆ, t) = −Rˆ 2dL2β−1ρ¯
∮
duˆ′ P (uˆ′, t) | uˆ× uˆ′ | , (44)
where the term | uˆ× uˆ′ | is a general expression for the volume that is excluded by two rods, see Fig. 14. The effective
potential V eff is commonly referred to as the Doi-Edwards potential, but goes back to Onsager.
The ODF can generally not be measured directly. Therefore we need to relate it to a measurable quantity. Moreover,
later on we want to relate the degree of ordering with the stress in the system when it is sheared. Both the ordering




duˆ uˆuˆP (uˆ, t). (45)
In experiments often a scalar is measured, for example the birefringence of a sample which gives the scalar S as




cos(θ)2P (θ) sin(θ)dθ. For perfectly parallel rods λ = 1, while in the isotropic phase λ = 13 . Instead of λ, the
scalar order parameter S = 32 (λ− 13 ) is often used, which is 0 in the istropic state and 1 for perfect alignment. Note
that S is the same as the average over the second Legendre polynomial P2.
An equation of motion for the ordering tensor S can now be found using Eq. (44) in Eq. (42) with a proper












S(4) : S− S · S
)}
, (46)
As in the equation of motion of the pair correlation function of attractive spheres, Eq. (12), there is an unknown
parameter on the right side, in this case S(4) =
∮
duˆ uˆuˆuˆuˆP (uˆ, t). Hence, at this point a closure relation is needed.
The simplest closure relation is S(4) = SS. As we will discuss later, this closure can lead to wrong results, when
applying shear. In equilibrium, however, it works fine. To find the I-N transition we seek for a small fluctuation δλ
in the ordering around homogeneous isotropic state, where λ = 13 . Only considering first order terms in δλ results in











δλ = −6Deffr δλ . (47)
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The solution of this equation of motion for the orientational order parameter is now simply given by
δλ(t) = δλ(t = 0) exp {−6Deffr t} . (49)
This equation shows how fast a fluctuation in the local ordering will be randomized by the rotational diffusion of the
rods. Eq. (49) contains important information about the phase behavior of the rods. It shows namely that Deffr → 0
when ϕLd → 4. Hence, this system shows critical slowing down of the collective rotational diffusion. Fluctuations will
grow and the aligned nematic phase is formed into the isotropic phase when Deffr > 0. Note the similarities between
the attractive spheres and the hard rods. For both systems an effective diffusion coefficient can be defined (compare
Eq. (48) with Eq. (26)), which approaches zero at the phase transition.
The isotropic-nematic spinodal point where Deffr = 0 is found at the scaled concentration ϕ
L
d = 4. The results agree
with the original thermodynamic approach of Onsager [102]. This is not surprising given that the same assumptions
were made for the interaction potential between the particles. The equilibrium bifurcation diagram is calculated and
plotted as thick lines in Fig. 15a. It is given by the highest eigenvalue λ of stable stationary solutions S0 versus the
concentration, similar to Ref. [113]. Interestingly, the isotropic-nematic spinodal point is located at a higher volume
fraction than the nematic-isotropic spinodal point, which is the volume fraction where the homogeneous nematic
phase becomes unstable upon diluting concentration. The binodal points could in principle be calculated from a
similar Smoluchowski approach for inhomogeneous systems, but this has so far not been done. The reason is that
this approach considers fluctuations in a homogeneous background phase, whereas the binodal points describe phase
coexistence between phases with different concentration and orientation.
B. Non-equilibrium phase behavior of sheared rods: theory
In order to calculate the non-equilibrium phase behavior of dispersions of colloidal rods, different aspects need to
be taken into consideration. First, shear induced alignment is expected to enhance the I-N phase transition. Second,
the different dynamical behavior of the isotropic and nematic phase needs to be considered. To start off, the shear
term needs to be introduced in the equation of motion of the ODF, giving
∂P (uˆ, t)
∂t
= Dr Rˆ ·{RˆP (uˆ, t) + DL2ρ¯P (uˆ, t)Rˆ ∮ duˆ′P (uˆ′, t)|uˆ′ × uˆ|}− γ˙Rˆ · P (uˆ, t)uˆ× (Γˆ · uˆ) . (50)
The last term in Eq. (50), the shear term, describes the rotation of the rods out of the small surface area due to the
applied torque, as indicated in Fig. 13c. This equation again forms the basis for the prediction of the non-equilibrium
phase diagram.
The spinodal lines can now be calculated in a similar way as the derivation of the spinodal points in equilibrium,
using a range of fixed shear rates γ˙. Again both sides of Eq. (50) are multiplied with uˆuˆ and the integral is taken to















Γˆ · S + S · ΓˆT− 2S(4) : Eˆ
}
. (51)
This equation was first put forward by Hess [114]. To proceed from this equation, again a closure relation is needed,
expressing S(4) in terms of S. Compared to the equilibrium case, the final result depends much more on the chosen
closure.
The following closure proved to be quite accurate [107],
S(4) : M = 〈uˆuˆuˆuˆ〉 : M = 1
5
{S · M¯ + M¯ · S− S · S · M¯− M¯ · S · S + 2S · M¯ · S + 3SS : M¯} . (52)
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Here it is used that S(4) occurs in Eq. ( 51) in the doubly contracted form,
A ≡ S(4) : M , (53)
where the second order tensor M is either equal to S or Eˆ and M¯ is the symmetric part of M,
M¯ ≡ 1
2
(M + MT ) . (54)
The stress tensor ΣD, describing the macroscopic response to shear flow, can be calculated once the orientational
ordering tensor S, describing the microscopic state of the rods, is known. This relation is given by the Doi-Edwards
relation



















The first term gives the solvent contribution to the stress, the second term the contribution of the individual rods, the
third term the contribution of the interaction between the rods, while the last term is the extra stress as caused by the
deformation of the flow field. Since a tensor cannot be measured, measurable scalar numbers need to be extracted,
as was the case with the orientational ordering tensor. The most prominent scalar is the shear stress σ12, as was
introduced in section II A, because it is the easiest to measure.
To obtain the spinodal points in shear flow, first the stationary solution S0 of Eqs. (51) and (52) needs to be
calculated for a finite value of γ˙, which is done numerically. The reason is that the highest eigenvalue of S, λ, is higher
than its isotropic value because shear flow will induce some alignment, so λ > 13 . Therefore the sheared isotropic
phase is called the para-nematic phase. Of course also the ordering of the nematic phase will be influenced by shear
flow. Next, the stability of the solution is tested by analyzing if fluctuations around S0 grow or vanish, as in Eq. 47,
while approaching a spinodal line Deffr → 0. Non-equilibrium bifurcation diagrams can be calculated following this
procedure, as shown in Fig. 15a, for various values of the bare Pe´clet number Per, which is the shear rate scaled by
the rotational diffusion of the rods Dr:
Per = γ˙/Dr . (56)
The non-equilibrium spinodal lines, depicted in Fig. 15b, are obtained by plotting the end points of the nematic
and para-nematic branches. The para-nematic - nematic and the nematic - para-nematic spinodal lines meet at a
shear rate of Pecritr = 0.159 and a scaled volume fraction
L
dϕcrit = 4.281. At this point the para-nematic phase can,
in principle, be continuously transformed into the nematic phase, and vice versa, by simultaneously changing the
concentration and shear rate. Therefore this point defines the non-equilibrium critical point. This is a very important
concept for sheared dispersions. At this point the shear forces are so large that rod-rod interactions are not able





The fact that Deffr → 0 close to non-equilibrium critical point indeed suggest dramatic changes in the sample when
subjected to shear flow. This is supported by the flow curve that is calculated using Eq. 55, which displays a region
where the slope of the stress versus the shear rate is negative (∂σ12∂γ˙ < 0), see Fig. 15c suggesting that the flow is
unstable. Another important conclusion from Fig. 15b is that the homogeneous nematic phase remains stable up to
lower volume fractions when applying a shear flow, while the homogeneous isotropic phase turns unstable at lower
volume fractions. Thus we reach the important conclusion that shear flow acts to stabilize the homogeneous nematic
phase, shifting the I-N phase transition.
Having defined the non-equilibrium spinodal lines, the question rises how to determine the non-equilibrium binodal
lines. The Smoluchowski approach is not applicable because two phases with different orientation and concentration
coexist and therefore gradients in these parameters are very high. A free energy approach has been used to calculate
sheared phase coexisting states [11], similar to Onsagers approach to calculate equilibrium binodal points [102]. It is








Figure 15: (a) Bifurcation diagram of the nematic order parameter λ, the highest eigen value of stationary solutions of S, vs.
the scaled volume fraction L
d
ϕ, as obtained from the equation of motion Eq. (51) hard rods in shear flow. The numbers refer
to values of the bare rotational Pe´clet number. (b) The non-equilibrium spinodal lines as obtained from (a) by taking the non
equilibrium spinodal points. The critical concentration is defined by the point where both spinodal lines meet and given by a
critical concentration of L
d crit
ϕ = 4.281 and critical Pe´clet number of Pecritr = 0.159. The circles indicate the equilibrium I-N
(red) and N-I (blue) spinodal points and are per definition the end of the isotropic and nematic branch as calculated by Kayser
and Raveche´ [113]. (c) Theoretical flow curves plotting the shear stress σ12 vs the bare Pe´clet number Per. At the critical
concentration of L
d
ϕr the flow curve contains an unstable part where the slope in σ12. Reprinted and adapted from Ref. [107]
Copyright 2003, with permission from Elsevier.
problem is that two phases coexist with very different dynamic behavior [11]. While we treated the flow response of
the isotropic phase above, the flow behavior of the nematic is very complex and deserves extra attention.
Hess was the first to theoretically show that the nematic director, which defines the average orientation of the rods,
undergoes a tumbling motion when a nematic sample is subjected to shear flow [110]. The full 3-D numerical solution
of Eq. (50) was first given by Larson [111], where the sequence of dynamic transitions was fully described. The reason
for this complex behavior is that the angular distribution of rods in the nematic phase is actually quite wide. Even
when the director of the nematic aligns with the flow, a torque will be exerted on the rods in the wings of the angular
distribution, which will cause a rotation. While these rods rotate, they drag along the other rods due to the steric
interactions, so that a full tumble of the director in the plane defined by the velocity and the velocity gradient vectors
will occur. This can be seen in the lower panel of Fig. 16a, which depicts the angle of the director with the flow
direction. During the tumble the distribution will widen when θ = 45o, where the flow is extensional. This can be seen
in Fig. 16b, where the orientational order parameter 〈P2〉 = 0.5(3λ − 1) is plotted: for Per = 5.0, 〈P2〉 approaches
zero at regular points during the oscillation. At high shear rates the widening is so drastic that rods will return back
to flow axis, as isotropic rods do, so that the director will wag instead of tumble, see dashed line in the upper panel
of Fig. 16a. All rods will flow align when the shear rate is so high that it overwhelms the Brownian diffusion, so
Per >> 1. The sequence of dynamic transitions depends on the degree of ordering of the system and therefore, in
the case of lyotropic liquid crystals, on the concentration. The corresponding stress responses, as calculated using
the calculated response of S in Eq. (55), are depicted in Fig. 16c. The very clear oscillations in the stress suggest
that rheology is a way to determine if a nematic sample is tumbling, wagging or flow aligning. The problem is,
however, that in a sample there are many nematic domains which will undergo oscillatory motions out of phase. In
the experimental section we come back to this point, explaining how rheology can nevertheless be used to find the
transition between these dynamic states.
We have now described the flow response of both the isotropic and the nematic phase. In order to find binodal lines,
another degree of complexity needs to be added to the system, namely the interface between these very differently
behaving phases. Due to the complexity of the problem, now satisfactory calculations have been performed so far.
To gain a better understanding experiments and simulations are needed, as described in the next paragraph.
C. Non-equilibrium phase behavior of sheared rods: experiment
In principle there are three parameters that are relatively easy to access experimentally: the average orientation
using birefringence, concentration differences using scattering, and the stress, using rheology. The protocol to find
spinodal and binodal lines is in principle very easy. Prepare a homogeneous dispersion; change the relevant parameters,
i.e. concentration or shear rate; determine if the sample phase separates using one of the mentioned techniques. If
the system remains homogeneous, then the system is outside the two phase region. If the system immediately








Figure 16: The response of the angle of the nematic director (a), the magnitude of the nematic order parameter(b), and the
average stress (c) as a function of strain after a start up of the flow. The dimensionless rod concentration is L
d
ϕ = 4.5. Data are
obtained by numerically solving Eq. (50). The rods are initially placed in the flow-gradient plane. For the stress calculation the
solvent contribution was omitted. Reprinted with permission from Ref. [115]. Copyright (2005) American Chemical Society.
then it is metastable. The latter situation was encountered for the crystallization of repulsive spheres, see section
III B. Experimentally there are three problems to solve. First, a very reproducible homogeneous state needs to be
created. Second, either the concentration or the shear rate need to be changed instantaneously. Third, gradients in
orientation or concentration need to be measured. The great advantage of rods is that a homogeneous shear stabilized
(para)nematic phase can be easily created by applying shear rates that are so high that all rods align, so Per >> 1,
while the shear rate can be instantaneously set to another value. Thus the experimental protocol is to prepare a
system in the two phase region where isotropic and nematic phase coexist; subject the sample to a very high shear
rate for long enough time, so that all structures disappear; quench the system to a low shear rate; observe the sample
either by microscopy or light scattering, while measuring the stress if possible.
The only issue now is to find an appropriate system. This is not an easy task since there are many requirements
to fulfill for a system to be called a model system. The first requirement stems from Onsagers assumption that only
two rods interact at the same time. This is only valid for very slender rods with an aspect ratio of Ld ≈ 100. We
implicitly used this limit also in Eq. (44). Such slender rods do exist, but they will always be somewhat flexible,
which means that the persistence length is of the order of the contour length. The other issue is that it is very difficult
to have mono-disperse rods with equal length as well as thickness. There is actually only one particle that fulfills
most of the requirements, namely bacteriophage fd virus. It has a length of L = 880 nm and thickness of 6.6 nm
and it is mono-disperse by nature. At a neutral pH it is charged and somewhat flexible, with a persistence length
of around 3 µm. The charge adds an electro-static repulsion to the interaction, increasing the effective thickness as
was already shown by Onsager. The flexibility needs to be accounted for explicitly to have an exact fit with theory
for the equilibrium binodal points. A new model particle, which is the same as fd, except that one amino acid of the
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Figure 17: I-N phase coexisting fd suspension in shear flow probed by SALS (a) and polarization confocal microscopy (b).
Cross section of the scatter pattern (taken at the dashed line in (a)) as a function of time. The size of the form structure can
be deduced from this plot as well as the induction time τind.. (d) MPCD simulation of a coexisting isotropic-nematic system
of rods. The color indicates the orientation. (e) As (d) but now under shear flow. The original nematic phase is undergoing a
tumbling motion while the isotropic flow aligns into a para-nematic phase.
more than 2000 coating proteins is changed, has been introduced in 2009. This particle is so stiff that dispersions of
it show a complete match with Onsager theory without any fitting [116]. The results presented below, however, use fd
as a model system, since the experiments were done before 2009 [115, 117]. To facilitate the experiments dextran was
added. This is a small polymer which has a radius of gyration similar to the thickness of the rods. The addition of
the polymer induces attraction between the rods due to depletion forces, very similar to what was used to obtain the
critical systems discussed section IV C. The attraction causes the biphasic region to widen, so that samples between
a complete isotropic phase (ϕnem = 0) and complete nematic phase (ϕnem = 1) can easily be prepared.
Fig. 17 shows snap shots of SALS and polarization confocal microscopy experiments on a dispersion of fd virus in
the I-N phase coexisting region after a quench, i.e. reduction of the shear rate. The bright regions in the microscopy
image are elongated nematic droplets in a background of the para-nematic phase. The images were taken using a
counter rotating cone plate shear cell as depicted in Fig. 6b. The Fourier transfer of this image is similar to the SALS
pattern of the same sample, which was taken using a Couette geometry as in Fig. 6a.
Normally the morphology of the formed structures gives insights in the kind of phase separation that takes place:
a bi-continuous structure is formed when the sample phase separates by spinodal decomposition; droplets of the
isotropic phase will form when the sample phase separates by nucleation and growth. When phase separation takes
place while the sample is sheared, however, very stable, small and elongated structures are formed with interfaces
both in the gradient and in the vorticity direction and ill-defined edges in the flow direction, very similar to the shear
stabilized bi-phasic gas-liquid structures discussed in section IV B.
Since the sheared system hardly phase separates it is difficult to measure the concentrations of the phase separated
sample, so no tie-lines can be constructed to determine the binodal. To determine the spinodal from the morphology
of the sheared structures in the non-equilibrium two-phase region is also difficult since there are no clear differences.
The best way to determine the Nematic-Isotropic binodal and spinodal is to determine the point, that is concentration
and shear rate, where 1/τind. → 0 (binodal) and τind. → 0. In the example that is shown in Fig. 17a the cross section
of the scatter pattern shows a peak in the intensity that grows and shifts to small q values, indicating that a structure
which is initially about the size of a rod length, nucleates at τind. ≈ 30 s and grows in time, see Fig. 17c. Binodal
and spinodal points are plotted in Fig. 18a as solid and open points, respectively, and mark the borders of the
unstable region (blue) and the meta-stable region (green). We learn from this diagram that shear flow stabilizes the
homogeneous nematic state, since the spinodal line has a negative slope, but inhibits the formation of the nematic
phase into the para-nematic phase, since the low concentration branch of binodal has a positive slope, contrary to
earlier theoretical predictions [11]. The question is now what the origin of the inhibition of the formation of a uniform
para-nematic phase is. The answer lies in the behavior of the nematic phase in shear flow.
Information on the tumbling behavior in the nematic phase is obtained by performing flow reversals, where the sign
of the shear flow is changed at t = 0. This procedure supplies a well defined time at which tumbling of domains is
synchronized. At low shear rates only a few oscillations are observed because there are still many nematic domains
causing the tumbling to go out of phase, see the green and blue line in Fig. 19 where the response of the viscosity to a
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Figure 18: (a) Non-equilibrium experimental phase diagram for fd virus with 18 mg/ml dextran: binodal (•, solid line is a
fit) and N-I spinodal (◦) points obtained from SALS; tumbling-to-aligning transition, given by the points where all structures
disappear () and where the response of the stress after flow reversal is over-damped () ; a wagging motion causes a local
maximum in the viscosity (O) and a minimum damping constant (4). The dotted lines are a guides to the eye. The quenched
nematic phase is unstable in the blue region and meta-stable in the green region. In the red region the full nematic phase is
in a tumbling state. (b) Non equilibrium binodal as obtained from MPCD simulations. The symbols refer to simulations with
different depth of the Lennard-Jones potential  causing attractions between the rods. The full line is a fit to the experimental
data, as plotted in (a). The dashed lines are the tie lines, connecting binodal points. The shear rate is scaled by the shear






Figure 19: (a) Response of the viscosity after a flow reversal for various shear rates at a concentration nem=0.67. The damping
constant first decreases and then increases going towards flow alignment. The time is scaled with the applied shear rate, so the
x axis is given in strain units. (b) Dynamic phase diagram of the tumbling nematic phase as a function of the orientational order
parameter at equilibrium. The experimental points indicate the Pe´clet numbers where the viscosity shows a local maximum (O)
and a minimum damping constant (4). The theoretical points indicate tumbling to wagging (N) and wagging to flow aligning
() transitions. The region of the transition as inferred from simulations [118] is indicated by the vertical line. Reprinted
(adapted) with permission from Ref. [115]. Copyright (2005) American Chemical Society.
flow reversal is plotted versus the acquired strain after reversal. At higher absolute shear rate the damping constant
is much less, since more oscillations are observed, while the viscosity is higher, see the olive line in Fig. 19a. These
observations comply with a state where structure is almost lost, hence the low damping, while the increased viscosity
is a signature of the widening of the orientational distribution as is theoretically predicted by the dashed line for
Pe = 5 in Fig. 16. The oscillations are again more damped for even higher shear rates accompanied by a drop in
the viscosity, confirming the theoretically predicted flow alignment. The bare Pe´clet numbers where these dynamic
transitions take place can be plotted as a function of concentration or as a function of the equilibrium orientational
order parameter 〈P2〉eq, which is known for fd virus [119]. The latter way of plotting allows for a direct comparison
with theory and simulations [118], because it is a way to account for the effect of flexibility. The result, plotted in
Fig. 19b, shows a very nice agreement between theory and experiment where the shear rate needed to assure flow
alignment increases with increasing orientational ordering.
Dynamic transitions as in Fig. 19 can also be found for mixtures that are in phase coexistence in equilibrium as long
as the nematic phase dominates the rheological response. These points complete the experimental phase diagram Fig.
18a, bordering a region where the nematic phase is stable but tumbling or wagging (red), and a region where there
is a homogeneous flow-aligned state. The fact that the tumbling-to-flow alignment transition line hits the maximum
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Figure 20: (a) Non-equilibrium binodal for the I-N transition of fd virus in shear flow, as Fig. 18a, including the region where
vorticity banding is observed. The dextran concentration was 10.6 mg/ml. The binodal line is the same as in Fig. 18a. (b)
Macro- and micrographs of vorticity bands all taken with almost crossed polarizers. The top picture shows that bands are
formed throughout the couette cell. The hight of the cell being 3 cm. The lower figure shows a banded state for the same where
bandwidth is about 2 mm. The two enlargements on the right show the inhomogeneities that are present within the bands.
of the binodal line leads to an important conclusion. It shows that at phase coexistence the nematic phase is always
tumbling, since all the binodal points at the high concentration side of the maximum in the binodal lie in the tumbling
region. In contrast, the flow aligned para-nematic phase is not tumbling, so that there is on average a huge interfacial
tension between the two phase. This interfacial tension only disappears when both phases flow align and display the
same dynamic behavior.
This scenario is confirmed by multiple particle collision dynamics (MPCD) simulations, which take the full hydro-
dynamic interactions into account. Figs. 17d and e show snap shots of an I-N phase coexisting at equilibrium and
after applying a shear flow. Contrary to the experiments, the simulation allows for the direct determination of the
binodal points at a fixed shear rate, because the local concentration in the two phases can be determined. Before
shear flow is switched on a biphasic structure is formed with a nematic layer sandwiched between two isotropic layers.
The interface between the two phases does not change position and has the normal in the gradient direction. Due
to the size of the simulation box, which is considerable smaller than the length of the bi-phasic structures observed
in experiments, one cannot discern if this structure can be categorized as a shear band. It can be observed that the
concentration in the para-nematic phase increases, while the concentration in the nematic phase decreases. The final
binodal points are plotted in Fig. 18b for different attraction strengths, scaling the shear rate with the shear rate
at the maximum of the binodal and the concentration by the volume fraction of the nematic phase in equilibrium.
The solid line is the conjectured master curve that also fits the experimental data as plotted in Fig. 18a and binodal
points at other dextran concentrations when performing the same scaling. Moreover, it is observed that the nematic
phase performs tumbling motion, one of which can be seen in Fig. 17e, up to the point where the phase coexistence
disappears, confirming the above sketched scenario.
When comparing the experimental phase diagram (18a) with the theoretical phase diagram (15) for sheared colloidal
rods, we notice that the story is not complete. We do not know where to locate the critical point, since the Isotropic-
Nematic spinodal line could not experimentally be determined.
D. The effect of the I-N transition on the flow behavior
In deriving the non-equilibrium phase diagram we made the hidden assumption that the flow in the shear cell
was linear. This assumption might not be valid since we argued in section II C that flow can become unstable when
the sample is extremely shear thinning so that ∂σ12∂γ˙ < 0. The flow curve that was calculated in section V B for a
dispersion of rods at a critical concentration of Ldϕcrit = 4.281 indeed displays such a region, see Fig. 15c. The region
where ∂σ12∂γ˙ < 0 is however very small in shear rate as well as volume fraction and located very close to the critical
point. Therefore it is not surprising that in experiments on fd virus dispersions as described above no gradient shear
banding has been found, not even for a sample in the vicinity of the I-N binodal. It is not possible to produce a more
concentrated homogeneous sample, and according to theory this should be the right concentration to obtain the small
decline in stress.
On the other hand, bands have been observed that were stacked in the vorticity or neutral direction [40], see Fig.
20b. This vorticity band formation is observed in a limited region within the biphasic region, see Fig. 20a, where the
sample is microscopically phase separated as shown in Fig. 17. This shear band formation is therefore coupled to
the presence of biphasic structures in the dispersion, as we have seen earlier in section IV C for demixing gas-liquid
colloid-polymer mixtures. It therefore belongs to the class of systems where vorticity bands formation is connected
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to deformation of inhomogeneities, as introduced in section II C. There are however important differences compared
to the band formation for gas-liquid colloid spheres-polymer mixtures. The bands that are observed here contain
inhomogeneities, whereas in most cases, like for the mixtures discussed in section IV C, the bands consist of a pure
phase. Although the exact reason for this shear band formation is unknown, one can argue that the inhomogeneous
deformation of the biphasic structures, due to the fact that in couette geometry there is a gradient in shear rate
throughout the gap, leads to hoop stresses similar to the Weissenberg effect for polymers.
VI. CONCLUDING REMARKS
This chapter forms an introduction in the field of non-equilibrium phase behavior of colloidal dispersions and
the connection with flow instabilities. We first treated the most simple class of dispersions, namely dispersions of
hard or repulsive colloidal spheres. These systems crystallize at a critical concentration and we showed that shear
flow can enhance as well as frustrate this crystallization, based on early scattering experiments that were recently
complemented with confocal microscopy in shear flow. Though concepts of classical nucleation theory are helpful to
understand crystallization, they cannot be used to predict this non-equilibrium phase behavior and one has to rely
on simulations to support the interpretation of the results.
This situation is different for the second class of dispersions that was discussed, namely dispersions of attractive
spheres. For this system we used a microscopic theory based on the Smoluchowski equation of motion on the level of
the pair correlation function, which is directly related to the structure factor. The nice feature of the theory is that
shear flow can readily be included, while the structure factor can be directly accessed with light scattering. Thus,
we could show how the critical point shifts to higher concentrations when applying shear flow by directly comparing
theory and experiment.
The most complex system we treated were dispersions of colloidal rods which display an isotropic-nematic phase
transition. Again the Smoluchowski approach was used, but now by deriving an equation of motion for the orientation
of the particles. The theory predicts that the shear flow stabilizes the homogeneous nematic state, since the spinodal
has a negative slope. This was confirmed by confocal and small angle light scattering experiments. These experiments,
aided by simulations, also showed that the nematic director tends to tumble while rods in isotropic phase flow align.
As a consequence, the sheared nematic and isotropic phase can only merge when rods in both phases are flow aligning.
Thus, a non-equilibrium phase diagram is obtained which is very similar to that of crystallizing sphere, with a low
concentration branch of binodal that has a positive slope.
Although the selection of subjects was somewhat biased by research in our group, we do think it does nicely
illustrate how understanding can be gained for increasingly complex systems. We have shown that knowledge of the
micro-structure on the theoretical and experimental level is a prerequisite for the understanding of the non-equilibrium
phase behavior and flow of these complex fluids. In real life, that is in industrial applications and in biology, the
situation is often much more complex, given the constitution of the substances and the involved flow geometries. We
believe, however, that the foundations put out here, are crucial to start understanding more complex situations.
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