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Abstract
This paper deals with nonautonomous Liénard-type systems. Sufficient conditions are given for the
zero solution of the systems to be globally asymptotically stable. The main result is proved by means
of phase plane analysis with a Liapunov function. Examples are included to contrast our theorem
with results which were presented by Hatvani and Cantarelli. Some global phase portraits are also
attached.
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1. Introduction
The purpose of this paper is to give some sufficient conditions for the zero solution of
the nonautonomous system
x ′ = y − F(x), y ′ = −p(t)g1(x)− q(t)g2(x) (E)
to be globally asymptotically stable. Here ′ = d/dt . We say that the zero solution of (E)
is globally asymptotically stable if it is stable and if every solution of (E) tends to zero as
t →∞.
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x ′ = y − F(x), y ′ = −g(x) (P)
or the equivalent equation
x ′′ + f (x)x ′ + g(x)= 0
in which f (x) = dF(x)/dx as a special case. The prototype was first formulated by the
French physicist Liénard in 1928. The global asymptotic stability of the zero solution of (P)
or its generalized form has been studied by a considerable number of authors from old
times (e.g., [1,6–12,15,16]). In particular, works of Burton [1] and Heidel [6] are worth
noticing. They showed that the zero solution of (P) is globally asymptotically stable if and
only if
lim sup
x→∞
{ x∫
0
g(ξ) dξ + F(x)
}
=∞ and lim sup
x→−∞
{ x∫
0
g(ξ) dξ − F(x)
}
=∞
under the assumptions that xg(x) > 0 for all x = 0, f (x) 0 for all x ∈R and f (0) > 0. In
[1,6], the term “globally asymptotically stable” is used in the sense that every solution tends
to zero as t →∞, namely, globally attractive; nevertheless the statements of their results
are true. However, the global attractivity of the zero solution of (P) does not necessarily
imply the stability (see [3]).
Although studies have been made on nonautonomous systems of Liénard type as well
as system (P), there seems to be no sharp conditions for global asymptotic stability of
the zero solution. Positive orbits of nonautonomous cases behave more complicate than
those of autonomous cases (for the definition of positive orbits, see Section 2). There is a
possibility that a positive orbit crosses itself in a nonautonomous case. Another possibility
is that positive orbits converge to an interior point except equilibria of a nonautonomous
system. Because of variable coefficients, it may be that positive orbits are full of turns
and twists. For the reason given above, it is safe to say that nonautonomous differential
equations are awkward to handle.
It is helpful to describe recent results concerning the stability before going on to the
main subject. Hatvani [5] has investigated a nonautonomous differential equation of the
form
x ′′ + a(t)f (x, x ′)x ′ + b(t)g(x)= 0, (1.1)
where a, b, f , g are continuous functions with a(t) > 0, b(t) > 0, f (x, x ′) 0 and
xg(x) > 0 if x = 0. (1.2)
Using the Liapunov function
V (t, x, x ′)= (x
′)2
b(t)
+ 2
x∫
0
g(ξ) dξ, (1.3)
he gave the following sufficient conditions for stability of the equilibrium of (1.1).
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conditions are satisfied:
(i) for every v0 = 0, |v0|  ρ there is an η = η(v0) > 0 such that |u|  η implies
f (u, v0) = 0;
(ii) 2a(t)b(t)f (u, v)+ b′(t) 0 for t  0, |u| ρ, |v| ρ;
(iii) there is a γ > 0 such that a(t) γ b(t) holds for t  0.
Then the equilibrium x = x ′ = 0 of (1.1) is stable.
It follows from assumption (ii) in Theorem A that the derivative of V (t, x, x ′) defined
by (1.3) is nonpositive. If b(t) is bounded, then V (t, x, x ′) is positive definite. Hence, the
equilibrium of (1.1) is stable by means of a standard Liapunov theorem. On the other hand,
in the case b(t) is unbounded, V (t, x, x ′) is not positive definite any longer, and therefore,
it is not clear that the equilibrium of (1.1) is stable. However, Theorem A is applicable even
to the case that both a(t) and b(t) are unbounded. Of course, as shown in assumption (iii),
if a(t) is bounded, then b(t) also have to be bounded.
Cantarelli [2] has considered the nonautonomous Liénard equation
x ′′ + f (x)x ′ + b(t)g(x)= 0, (1.4)
where b(t) is a C1-function and f , g are continuous functions with g(0)= 0, and obtained
some results on the stability of the equilibrium of (1.4) by using several different Liapunov
functions. The following is one of those results.
Theorem B. Suppose the following conditions are satisfied:
(i) ∫∞√b(t) dt <∞;
(ii) a constant r > 0 exists such that inf|x|<r 2f (x) supt0(−b′(t)/b(t));
(iii) the function ∫ x0 g(ξ) dξ is, as x→ 0, an infinitesimal of order of |x|c with c 2;
(iv) a constant b¯ exists such that b(t) b¯ for t  0.
Then the equilibrium x = x ′ = 0 of (1.4) is stable.
Note that assumption (ii) in Theorem B plays the same role as assumption (ii) in Theo-
rem A.
In general, differential equations of Liénard type are considered under the assump-
tion (1.2). The important point to notice is that assumption (1.2) is not required in The-
orem B. Roughly speaking, the reason why assumption (1.2) is unnecessary is that b(t)
quickly approaches zero as t →∞. Hence, assumption (i) cannot be dropped in Theo-
rem B. In fact, consider the case that
b(t)= 1 4 , f (x)= 2x + 1 and g(x)= x2. (1.5)(t + 4)
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and b¯ = 1/44, and therefore, the equilibrium is stable. However, if
b(t)= 1, f (x)= 2x + 1 and g(x)= x2,
then Eq. (1.4) has the solution x(t) = 1/(t − 1/ε) satisfying the initial conditions
x(0)=−ε and x ′(0)=−ε2 for any ε > 0. Hence, the equilibrium is unstable. From this
fact, it turns out that Theorem B is inapplicable to autonomous differential equations of
Liénard type.
In the case (1.5), we can transform Eq. (1.4) into the system
x ′ = y − x2 − x, y ′ = − 1
(t + 4)4 x
2. (1.6)
Judging from the vector field in a neighborhood of the origin, we see that the zero solution
of (1.6) is not even locally asymptotically stable. Hence, we have to discuss our main
subject under such assumptions as (1.2).
By the way, let us consider the equation
x ′′ + x ′ + (5e−4t + sin t + cos t + 3)x = 0 (1.7)
and check whether all assumptions in Theorems A and B hold or not. Comparing Eq. (1.7)
with Eq. (1.1), we see that a(t) = 1, b(t) = 5e−4t + sin t + cos t + 3, f (x, x ′) = 1 and
g(x)= x . It is clear that assumption (i) holds. Also, assumption (iii) is satisfied with γ =
1/(8+√2). However, we have
2b(0)+ b′(0)=−1,
and therefore, assumption (ii) does not hold. On the other hand, comparing Eqs. (1.7)
and (1.4), we obtain the relation that b(t) = 5e−4t + sin t + cos t + 3, f (x) = 1 and
g(x)= x . It is obvious that assumptions (iii) and (iv) are satisfied with c= 2 and b¯ =
8+√2, respectively. However, assumptions (i) and (ii) do not hold. Indeed, we get
b(t) 3−√2, inf
x∈R
2f (x)= 2 and sup
t0
(
−b
′(t)
b(t)
)
=−b
′(0)
b(0)
= 19
9
.
Hence, from Theorems A and B, we cannot show even that the equilibrium of (1.7) is sta-
ble. As a matter of fact, the equilibrium is globally asymptotically stable (see Example 3.1
below).
Let us now return to the main subject, namely, the global asymptotic stability. Consider
the n-dimensional system
x′ =F(t,x)
in which F is bounded when x belongs to a compact set. To show the global asymptotic
stability of the zero solution by means of a Marachkov-type theorem, we have to find a
suitable Liapunov function V : [0,∞)×Rn →[0,∞) satisfying
(i) V (t,0)≡ 0;
(ii) V is positive definite and radially unbounded;
(iii) the derivative of V along any solution is negative definite.
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equations such as (1.1) and (1.4). In practice, however, it is difficult to construct a positive
definite Liapunov function with negative definite derivative. For this reason, various meth-
ods are devised. For example, the invariance principle due to LaSalle is very famous and
has many applications to science and engineering as well as mathematics. Unfortunately,
the origin of LaSalle’s invariance principle is of no use to nonautonomous differential
equations.
In this paper, we intend to discuss the global asymptotic stability of the zero solution
of (E) from another point of view and give some results which can be applied to such
nonautonomous differential equations as (1.7). To this end, we look carefully into the as-
ymptotic behavior of positive orbits of (E) in the phase plane. We pay our attention to
the slope of the straight line joining the origin and any point on each positive orbit of (E)
and we present a certain condition ensuring that the slope is nonincreasing as time in-
creases. This condition does not necessarily imply that all positive orbits of (E) rotate in a
clockwise direction about the origin infinitely many times. We also assume that system (E)
fails to have positive orbits which run to infinity without intersecting the vertical isocline
y = F(x).
In Section 2, we deal with a standard form of (E) to clarify the essence of our ideas.
Changing orthogonal coordinates into polar coordinates, we make an equivalent system to
the standard form. Using the equivalent system, we examine the asymptotic behavior of
positive orbits in detail. In Section 3, we illustrate our result given in the preceding section
by some examples with global phase portraits. We also show the difference between our
result and Theorems A and B. We give the main result in Section 4.
2. Canonical form
Consider a system of the form
x ′ = y − x, y ′ = −p(t)g1(x)− q(t)g2(x), (E∗)
where g1(x) and g2(x) are continuous functions on R satisfying
xgi(x) > 0 if x = 0 (i = 1,2), (A1)
and p(t) and q(t) are differentiable nonnegative functions on [α,∞) for some α  0. Then
the origin is a unique critical point of (E∗), and hence, system (E∗) has the only trivial solu-
tion (x(t), y(t))≡ (0,0), in other words, the zero solution. We assume that the uniqueness
is guaranteed for the solutions of (E∗) to the initial value problem. Let
Gi(x)=
x∫
0
gi(ξ) dξ (i = 1,2).
We call the projection of a positive semitrajectory of (E∗) (or (E)) onto the phase plane
a positive orbit. Taking account of the vector field of (E∗), we see that if a positive orbit
of (E∗) crosses the positive (respectively, negative) y-axis, then it moves from the second
(respectively, fourth) quadrant to the first (respectively, third) quadrant.
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r ′ = r
[
(sin θ − cosθ) cosθ − p(t)g1(r cosθ)+ q(t)g2(r cosθ)
r
sin θ
]
,
θ ′ = −(sin θ − cosθ) sinθ − p(t)g1(r cosθ)+ q(t)g2(r cosθ)
r
cos θ. (2.1)
Let (x(t), y(t)) be any nontrivial solution of (E∗) and let (r(t), θ(t)) be the solution of (2.1)
corresponding to (x(t), y(t)).
We here assume that
p(t)xg1(x)
1
4
x2 for t  α and x ∈R. (A∗2)
Then we have(
1+ tan2 θ(t))θ ′(t)= d
dt
tan θ(t)= y
′(t)x(t)− y(t)x ′(t)
x2(t)
=−p(t)x(t)g1(x(t))
x2(t)
− q(t)g2(x(t))
x(t)
−
(
y(t)
x(t)
)2
+ y(t)
x(t)
−x
2(t)/4
x2(t)
− q(t)g2(x(t))
x(t)
−
(
y(t)
x(t)
− 1
2
)2
+ 1
4
−
(
tan θ(t)− 1
2
)2
,
as long as x(t) = 0, that is,
θ ′(t)−
(
sin θ(t)− 1
2
cos θ(t)
)2
 0.
Hence, the positive orbit of (E∗) corresponding to (x(t), y(t)) rotates in a clockwise direc-
tion about the origin. To be exact, there are two possible cases: (a) θ(t) tends to −∞ as
t →∞; (b) there exists a θ∗ such that
θ(t)↘ θ∗ as t →∞.
In the latter case, θ∗ has to satisfy tan θ∗ = 1/2. In fact, if tan θ∗ = 1/2, then there exists a
ρ > 0 such that(
sin θ∗ − 1
2
cos θ∗
)2
> ρ,
and therefore,
θ ′(t)−
(
sin θ(t)− 1
2
cos θ(t)
)2
<−ρ
for t sufficiently large. Hence, we have
θ(t)→−∞ as t →∞,
which is a contradiction. We can summarize our observation as follows.
J. Sugie, Y. Amano / J. Math. Anal. Appl. 289 (2004) 673–690 679Lemma 2.1. Under the assumptions (A1) and (A∗2), all positive orbits of (E∗) rotate in a
clockwise direction about the origin infinitely many times or they eventually approach the
line y = x/2.
By means of Lemma 2.1, we can prove the following result on the global asymptotic
stability of the zero solution of (E∗).
Theorem 2.2. In addition to (A1) and (A∗2), assume the following conditions:
p′(t) 0 for t  α; (A3)
lim
t→∞p(t) > 0; (A4)
q(t)xg2(x) q ′(t)G2(x) for t  α and x ∈R; (A∗5)
0 q(t) <∞ for t  α. (A6)
Then the zero solution of (E∗) is globally asymptotically stable.
Remark 2.3. From assumptions (A∗2) and (A3) it follows that
lim|x|→∞G1(x)=∞. (2.2)
Proof of Theorem 2.2. Let (x(t), y(t)) be any solution of (E∗) initiating at t = t0  α. To
begin with, we will show that if the positive orbit γ+ of (E∗) corresponding to (x(t), y(t))
converges to an interior point in the phase plane, then the point is the origin. Let (x0, y0)
be a convergent point of (x(t), y(t)). By (A3) and (A4), we can choose an a > 0 such that
p(t) a for t  α. (2.3)
Suppose that x0 > 0. Then, by (A1), (A6) and (2.3), we have
y ′(t)=−p(t)g1
(
x(t)
)− q(t)g2(x(t))−ag1(x(t))
for t sufficiently large. Since
−ag1
(
x(t)
)→−ag1(x0) < 0 as t →∞,
y(t) tends to −∞ as t →∞. This contradicts the fact that y(t) converges to y0. By the
same way, we have a contradiction in the case that x0 < 0. Hence, we see that x0 = 0, and
therefore, we have
x ′(t)= y(t)− x(t)→ y0 as t →∞.
If y0 = 0, then x(t) does not converge to zero. Hence, y0 is also equal to zero.
Next, we show that the zero solution of (E∗) is stable. Let
V (t, x, y)= 1
2
y2 + p(t)G1(x)+ q(t)G2(x)
and define
Dt =
{
(x, y): V (t, x, y) c
}
,
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V (t,0,±√2c)= c for t  t0,
two points (0,
√
2c) and (0,−√2c) are on the boundary of Dt for each fixed t  t0. Also,
the domain Dt is bounded for each fixed t  t0. In fact, from (A1) and (2.3) it follows that
(x, y) ∈Dt implies
aG1(x) V (t, x, y) c
and
1
2
y2  V (t, x, y) c
for t  t0. By (2.2), there exist two positive numbers x1 and x2 such that
G1(x)
c
a
for x ∈ [−x1, x2].
Hence, we obtain
Dt ⊂R def=
{
(x, y): −x1  x  x2 and |y|
√
2c
}
for t  t0. Since the numbers x1 and x2 are dependent of c and decreasing with respect
to c, the region R becomes smaller as c decreasing and it converges into the origin.
By (A1), (A3) and (A∗5), we obtain
V ′(E∗)(t, x, y)= p′(t)G1(x)− p(t)xg1(x)+ q ′(t)G2(x)− q(t)xg2(x)
−p(t)xg1(x) 0, (2.4)
which means that (x(t), y(t)) stays in R for t  t0. Since we may choose c > 0 arbitrarily,
we conclude that the zero solution is stable.
Hereafter, we will prove that every solution of (E∗) tends to zero. From Lemma 2.1, we
see that two cases occur in the positive orbit γ+: (a) γ+ rotates around the origin infinitely
many times; (b) γ+ approaches the line y = x/2. We divide the proof into the two cases.
Case (a). For the sake of convenience, let
V (t)= V (t, x(t), y(t)).
Then, it follows from (2.4) that V (t) is decreasing for t  t0. To complete the proof, it is
enough to show that V (t) tends to zero as t →∞. Suppose that the assertion is false. Then
there exists a sufficiently small δ > 0 such that
V (t) > δ for t  t0. (2.5)
Define
S =
⋂
tt0
{
(x, y): V (t, x, y) δ
}
.
Then the positive orbit γ+ does not enter S. In fact, if (x(t1), y(t1)) ∈ S for some t1  t0,
then
V (t) δ for t  t1.
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Let
b = sup
tt0
q(t) > 0.
Then, it follows from (A6) that b <∞. Consider the region satisfying
1
2
y2 + p(t0)G1(x)+ bG2(x) < δ.
By (A1), the region is an oval including the origin (if necessary, we may change δ for
a smaller one). From (A3) and the definition of b, it turns out that
1
2
y2 + p(t)G1(x)+ q(t)G2(x) 12y
2 + p(t0)G1(x)+ bG2(x)
for t  t0. Hence, the oval is contained in the region S. This means that there exists an
ε0 > 0 such that{
(x, y): |x|< 2ε0 and |y|< ε0
}⊂ S.
Since the positive orbit γ+ rotates in a clockwise direction about S, it crosses the line
segment {(x, y): x = ε0 and y > ε0} and passes through the first quadrant until it meets
the line segment {(x, y): x > 2ε0 and y = ε0}. The same process is reiterated. Hence, we
can choose two sequences {τn} and {σn} with t0 < τn < σn < τn+1 and τn →∞ as n→∞
such that
x(τn)= ε0, y(τn) > ε0, x(σn) > 2ε0, y(σn)= ε0, (2.6)
x(t) > ε0 and y(t) > ε0 for τn < t < σn. (2.7)
Recall that (x(t), y(t)) remains in R, that is,
−x1  x(t) x2 and
∣∣y(t)∣∣√2c for t  t0. (2.8)
From (2.6)–(2.8), we obtain
ε0 < x(σn)− x(τn)=
σn∫
τn
x ′(t) dt <
σn∫
τn
y(t) dt 
√
2c(σn − τn).
Hence, we have
σn − τn > ε0√
2c
. (2.9)
Put M =min{g1(x): ε0  x  x2}. Then, by (2.3), (2.4) and (2.7)–(2.9), we get
V (σn)− V (τ1)=
σn∫
τ1
V ′(E∗)
(
t, x(t), y(t)
)
dt 
n∑
i=1
σi∫
τi
V ′(E∗)
(
t, x(t), y(t)
)
dt
−
n∑
i=1
σi∫
τi
p(t)x(t)g1
(
x(t)
)
dt <−aε0M
n∑
i=1
(σi − τi)
<−aε
2
0M√ n.
2c
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Thus, every solution of (E∗) tends to zero as t →∞.
Case (b). Let (r(t), θ(t)) be the solution of (2.1) corresponding to (x(t), y(t)). Then, as
we have seen,
θ(t)↘ θ∗ as t →∞,
where θ∗ is a constant satisfying tan θ∗ = 1/2. Hence, there exist a t2  t0 and an m ∈N
such that
mπ < θ∗ < θ(t) <
(
m+ 1
4
)
π
for t  t2. Since d(sin θ cosθ)/dθ > 0 for mπ < θ < (m+ 1/4)π , we have
2
5
= sin θ∗ cosθ∗ < sin θ(t) cosθ(t) < sin
(
m+ 1
4
)
π cos
(
m+ 1
4
)
π = 1
2
for t  t2. We also see that
cos2 θ(t) >
1
2
for t  t2.
Hence, from (A1) and (A∗2) and the first equation in system (2.1), we obtain
r ′(t)= r(t)
[(
sin θ(t)− cosθ(t)) cosθ(t)
− p(t)g1(r(t) cosθ(t))+ q(t)g2(r(t) cosθ(t))
r(t) cosθ(t)
sin θ(t) cosθ(t)
]
 r(t)
[(
sin θ(t)− cosθ(t)) cosθ(t)− 1
4
sin θ(t) cos θ(t)
− q(t)g2(r(t) cosθ(t))
r(t) cos θ(t)
sin θ(t) cosθ(t)
]
 r(t)
[
3
4
sin θ(t) cosθ(t)− cos2 θ(t)
]
<−1
8
r(t)
for t  t2. We therefore conclude that the positive orbit γ+ passes through the region
{(x, y): x > 0 and x/2 < y < x} or {(x, y): x < 0 and x < y < x/2}, and then approaches
the origin as t →∞. In other words, every solution of (E∗) tends to zero. The proof is now
complete. ✷
Remark 2.4. In the first half of the proof of Theorem 2.2, it is important to show that any
solution of (E∗) remains in the region R which depends on the initial time and values of
the solution. If we wish to prove only the uniform stability of the zero solution of (E∗), we
may use a classical theorem of Liapunov (for example, see [16, p. 32]).
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To illustrate Theorem 2.2, we give some examples and those global phase portraits. As
mentioned in Section 1, using Theorems A and B, we cannot show even that the equilib-
rium x = x ′ = 0 of the equation
x ′′ + x ′ + (5e−4t + sin t + cos t + 3)x = 0
is stable. However, from the following example, we see that the equilibrium is globally
asymptotically stable.
Example 3.1. Consider system (E∗) with
p(t)= 5e−4t + 1, q(t)= sin t + cos t + 2 and g1(x)= g2(x)= x. (3.1)
Then the zero solution is globally asymptotically stable.
It is clear that p(t) and q(t) are positive and differentiable for t  0, and that g1(x) and
g2(x) are continuous for x ∈R and satisfy assumption (A1). These functions have enough
smoothness for the uniqueness of solutions of the initial value problem. Since
p(t)xg1(x)= (5e−4t + 1)x2 > 14x
2
for t  0 and x ∈ R, assumption (A∗2) is satisfied. Assumptions (A3) and (A4) also hold.
Indeed, we have
p′(t)=−20e−4t < 0 for t  0
and
lim
t→∞p(t)= limt→∞(5e
−4t + 1)= 1.
Moreover, it turns out that
q(t)xg2(x)− q ′(t)G2(x)=
(
3
2
sin t + 1
2
cos t + 2
)
x2  0
for t  0 and x ∈R, and therefore, assumption (A∗5) is satisfied. Since
0 q(t)= sin t + cos t + 2√2+ 2
for t  0, assumption (A6) is also satisfied. Hence, by Theorem 2.2, the zero solution is
globally asymptotically stable.
Figure 1 below shows that the zero solution of (E∗) with (3.1) is globally asymptoti-
cally stable. Positive orbits given in Fig. 1a correspond to solutions (x(t), y(t)) satisfying
(x(0), y(0)) = (10,30), (15,10), (15,−1), (−10,−30), (−15,1) and (−15,−10), re-
spectively. Since system (E∗) is nonautonomous, positive orbits have various shapes even
if they start from the same point. In Fig. 1b, each positive orbit has a different initial time t0;
positive orbits start at t0 = 0, 5, 10, 15 and 20, respectively.
Theorems A and B are inapplicable to the case that g1(x) is different from g2(x). On
the other hand, Theorem 2.2 can be applied even to such cases.
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Example 3.2. Consider system (E∗) with
p(t)= 1
t + 1 +
1
4
, q(t)= t
t + 1 sin t +
√
2,
g1(x)= x and g2(x)= x(sinx + 2). (3.2)
Then the zero solution is globally asymptotically stable.
It is easy to see that all assumptions in Theorem 2.2 are satisfied except (A∗5). Also, we
can verify that
q(t) q ′(t) for t  0
and
xg2(x)G2(x) for x ∈R,
and therefore, assumption (A∗5) holds. Hence, the zero solution is globally asymptotically
stable.
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As shown in Fig. 2, the zero solution of (E∗) with (3.2) is globally asymptotically stable.
Positive orbits presented in Fig. 2a start from (10,30), (15,10), (15,−10), (−10,−30),
(−15,−10) and (−15,10), respectively, at t0 = 0. Figure 2b indicates positive orbits initi-
ating at t0 = 0, 5, 10, 15 and 20, respectively.
The first author [13] has recently discussed the oscillation problem for the nonlinear
differential equation of Euler type
x ′′ + 2
t
x ′ + 1
4t2
Sn(t)x + 1
t2
g(x)= 0 (3.3)
in which g(x) is locally Lipschitz continuous on R and satisfies
xg(x) > 0 if x = 0, (3.4)
and {Sn(t)} is a sequence of functions such that
Sn(t)=
n∑ 1
{li(t)}2 (n ∈N),i=1
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for n ∈N. The functions logn t , ln(t) and Sn(t) are well-defined for t  T , T sufficiently
large. To make sure, we enumerate some concrete forms of Sn(t):
S1(t)= 1, S2(t)= 1+ 1
(log t)2
,
S3(t)= 1+ 1
(log t)2
+ 1
(log t)2(log | log t|)2 ,
and so on.
Using Theorem 2.2, we can guarantee the global asymptotic stability of the equilibrium
x = x ′ = 0 of (3.3).
Example 3.3. Assume (3.4). Then the equilibrium x = x ′ = 0 of (3.3) is globally asymp-
totically stable.
Changing variable t = es , we can rewrite Eq. (3.3) as the system
u˙= v − u, v˙ =−1
4
Sn(e
s)u− g(u), (3.5)
where ˙= d/ds and u(s) = x(es) = x(t). System (3.5) is a specific case of (E∗) with
α = logT . We will check that the functions in system (3.5) satisfy all assumptions of The-
orem 2.2. From (3.4) it follows that assumption (A1) holds. For each positive integer n,
the function Sn(es) is greater than 1 and decreasing for s  α. Hence, assumptions (A3)
and (A4) are satisfied. Also, we have
Sn(e
s)u2  u2 for s  α and u ∈R,
and therefore, assumption (A∗2) is satisfied. It is obvious that assumptions (A∗5) and (A6)
hold. Thus, by Theorem 2.2, the zero solution of (3.5) is globally asymptotically stable.
4. General form
We will extend Theorem 2.2 to apply to the system
x ′ = y − F(x), y ′ = −p(t)g1(x)− q(t)g2(x), (E)
where F(x) is continuous functions on R and is enough smooth for the uniqueness of
solutions of the initial value problem. For this purpose, we assume that
xF(x) > 0 if x = 0 (A7)
besides assumptions (A1), (A3), (A4) and (A6).
For simplicity, we denote
D+ = {(x, y): x  0 and y > F(x)}
and
D− = {(x, y): x  0 and y < F(x)}.
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orbit runs to infinity without intersecting the vertical isocline y = F(x), then the zero so-
lution of (E) is not (globally asymptotically) stable. Hence, we have to add an assumption
ensuring that all positive orbits of (E) starting in D+ or D− cross the vertical isocline. To
this end, we consider the autonomous system
x ′ = y − F(x), y ′ = −ag1(x), (4.1)
where a is a positive constant satisfying
p(t) a for t  α.
By assumptions (A3) and (A4), we can select such a constant.
Villari and Zanolin [14] have investigated the problem of the intersection with the ver-
tical isocline. Hara and the first author [4] also studied this problem from a different angle.
By virtue of their results, we see that under the assumptions (A1) and (A7), all positive
orbits of (4.1) starting in D+ or D− intersect the vertical isocline if and only if
lim sup
x→∞
{
G1(x)+ F(x)
}=∞ and lim sup
x→−∞
{
G1(x)− F(x)
}=∞. (A8)
Compare two positive orbits of (E) and (4.1) starting in D+ or D− at t = t0  α. Then,
taking the vector fields of (E) and (4.1) into consideration and using assumptions (A1)
and (A6), we conclude that if the positive orbit of (4.1) crosses the vertical isocline, then
the positive orbit of (E) also meets the vertical isocline. To sum up, we have the following
result.
Lemma 4.1. Assume (A1), (A3), (A4) and (A6)–(A8). Then all positive orbits of (E)
starting in the domain D+ or D− intersect the vertical isocline.
In polar coordinates, system (E) takes the form
r ′ = r sin θ cosθ − F(r cos θ) cosθ − {p(t)g1(r cosθ)+ q(t)g2(r cosθ)} sin θ,
θ ′ = − sin2 θ + F(r cos θ)
r
sin θ − p(t)g1(r cos θ)+ q(t)g2(r cosθ)
r
cosθ. (4.2)
Let (x(t), y(t)) be any nontrivial solution of (E) and let (r(t), θ(t)) be the solution of (4.2)
corresponding to (x(t), y(t)). Then we have
θ ′(t)=− sin2 θ(t)+ F(x(t))
x(t)
sin θ(t) cosθ(t)
− p(t)g1(x(t))+ q(t)g2(x(t))
x(t)
cos2 θ(t)
− sin2 θ(t)+ F(x(t))
x(t)
sin θ(t) cosθ(t)− p(t)g1(x(t))
x(t)
cos2 θ(t)
=−
(
sin θ(t)− F(x(t)) cosθ(t)
)2
+
(
F 2(x(t))
2 −
p(t)g1(x(t))
)
cos2 θ(t)2x(t) 4x (t) x(t)
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p(t)xg1(x)
1
4
F 2(x) for t  α and x ∈R (A2)
instead of (A∗2). Then we obtain
θ ′(t) 0.
Hence, two cases occur: (a) θ(t) tends to −∞ as t →∞; (b) there exists a θˆ such that
θ(t)↘ θˆ as t →∞. (4.3)
Define the function
V (t, x, y)= 1
2
y2 + p(t)G1(x)+ q(t)G2(x) (4.4)
and differentiate V along a solution (x(t), y(t)) of (E) to obtain
V ′(E)(t, x, y)= p′(t)G1(x)− p(t)F (x)g1(x)+ q ′(t)G2(x)− q(t)F (x)g2(x).
If assumption (A∗5) is replaced by
q(t)F (x)g2(x) q ′(t)G2(x) for t  α and x ∈R, (A5)
then the derivative of V satisfies
V ′(E)(t, x, y)−p(t)F (x)g1(x) 0. (4.5)
We are now ready to state our main result.
Theorem 4.2. Assume (A1)–(A8). Then the zero solution of (E) is globally asymptotically
stable.
Proof. Since the function V (t, x, y) given in (4.4) is positive definite and its derivative
is nonpositive, we conclude that the zero solution of (E) is stable in virtue of a classical
theorem of Liapunov. Hence, we have only to prove that every solution of (E) tends to
zero.
Let (x(t), y(t)) be any solution of (E) initiating at t = t0  α and let (r(t), θ(t)) be the
solution of (4.2) which corresponds to (x(t), y(t)). Then, as we mentioned before, there
are two possible cases to consider: (a) θ(t) tends to −∞ as t →∞; (b) there exists a θˆ
satisfying (4.3). We classify our arguments in the two cases.
Case (a). Using the same method as in the proof of Theorem 2.2, we intend to show
that every solution of (E) approaches zero. For this purpose, it is sufficient to prove that
(x(t), y(t)) is bounded for t  t0.
We can rewrite (A8) as
lim
x→∞G1(x)=∞ or lim supx→∞ F(x)=∞
and
lim
x→−∞G1(x)=∞ or lim infx→−∞F(x)=−∞.
Hence, we have to divide into four subcases:
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(ii) lim supx→∞F(x)=∞ and lim infx→−∞F(x)=−∞;
(iii) limx→∞G1(x)=∞ and lim infx→−∞F(x)=−∞;
(iv) lim supx→∞F(x)=∞ and limx→−∞G1(x)=∞.
In the first subcase, as shown in the proof of Theorem 2.2, we can show that (x(t), y(t))
stays in a bounded region for t  t0.
We consider the second subcase. Let c= V (t0, x(t0), y(t0)) and define
Dt =
{
(x, y): V (t, x, y) c
}
.
Then it is clear that (0,±√2c) ∈ ∂Dt for each fixed t  t0. From (A1) it follows that Dt is
contained in the strip region {(x, y): x ∈R and |y|√2c} for t  t0. Note that Dt is not
always bounded. By the assumption of F(x), there exist two positive numbers x1 and x2
such that
F(−x1)=−
√
2c, F (x2)=
√
2c and
∣∣F(x)∣∣<√2c for x ∈ [−x1, x2].
Define a rectangle by
R1 =
{
(x, y): −x1  x  x2 and |y|
√
2c
}
.
Since θ(t) tends to −∞ as t →∞, the positive orbit γ+ corresponding to (x(t), y(t))
rotates around the origin infinitely many times. Hence, by (4.5) we can choose a t1  t0
such that
x(t1)= 0 and 0 < y(t1) <
√
2c.
Taking the vector field of (E) in the rectangle R1 into account, we see that γ+ does not
leave R1, namely, (x(t), y(t)) remains in R1 for t  t1.
Combining the proofs of the subcases (i) and (ii), we also show that (x(t), y(t)) stays
in a bounded region for t  t0 in the third and the fourth subcases. We omit the detailed
proof.
Case (b). By (4.3), we have
θ ′(t)↗ 0 as t →∞,
and therefore,
F(x(t))
x(t)
→ 2 tan θˆ as t →∞.
Hence, from (A7), we obtain
tan θˆ  0.
Since
y(t)
x(t)
= tan θ(t)↘ tan θˆ as t →∞,
we see that there exists a t2  t0 such that
y(t)
> 0 for t  t2.
x(t)
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x(t) > 0 and y(t) > 0 for t  t2
because the other case is carried out in the same way. From (A8) it follows that (x(t), y(t))
does not stay in the domain D+. Hence, there exists a t3  t2 such that(
x(t), y(t)
) ∈ R2 def= {(x, y): x > 0 and 0 < y < F(x)}
for t  t3. By (4.3) again, we see that for any ε > 0 there exists a t4  t3 such that(
x(t), y(t)
) ∈ R3 ⊂R2 for t  t4,
where
R3 =
{
(x, y): x > 0 and tan θˆ < y/x < tan(θˆ + ε)}.
Taking account of the vector field of (E) in the region R3, we see that the positive orbit
γ+ does not run to infinity. From (A7), we have F(0)= 0. Hence, by the same manner as
in the proof of Theorem 2.2, we can show that γ+ does not converge to any interior point
except the origin. We therefore conclude that γ+ approaches the origin passing throughR3.
This means that every solution of (E) tends to zero. We have completed the proof of The-
orem 4.2. ✷
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