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SEQUENTIAL JOINT DETECTION AND ESTIMATION
BY YASIN YILMAZ∗ , GEORGE V. MOUSTAKIDES† , AND XIAODONG WANG∗
Abstract. We consider the problem of simultaneous detection and esti-
mation under a sequential framework. In particular we are interested in se-
quential tests that distinguish between the null and the alternative hypothesis
and every time the decision is in favor of the alternative they provide an esti-
mate of a random parameter. As we demonstrate with our analysis treating the
two subproblems separately with the corresponding optimal strategies does
not result in the best possible performance. To enjoy optimality one needs to
take into account the optimum estimator during the hypothesis testing phase.
1. Introduction. Suppose we are observing sequentially two processes {yt},
{ht} which are related through the following model
(1) yt = xht + wt; t = 1, 2, . . . .
Process {wt} is a noise sequence; x a random variable described by the following
two hypotheses
H0 : x = 0,
H1 : x ∼ ϕ(x),
where x ∼ ϕ(x) means that the random variable x follows the pdf ϕ(x); and {ht}
a second observed process that affects in a time-varying and random way the value
of the random variable x. In other words, under the null hypothesis the observed
sequence {yt} is pure noise whereas under the alternative hypothesis it contains a
mean which is related to the random parameter x and scaled through the second
measured sequence {ht}.
Sequences of this form arise in several applications in practice, the most notable
being digital communications where x denotes the information to be transmitted.
Under hypothesis H0 no transmission takes place, consequently the receiver mea-
sures pure noise. Under hypothesis H1 information x is transmitted and the se-
quence {ht} models the attenuation inflicted on this variable by a lossy and time-
varying communication channel. We should mention that in digital communica-
tions it is customary to consider that the channel sequence {ht} can be measured,
consequently, assuming that this process is available, is realistic (see Proakis and
Salehi (2008)).
The mathematical challenge we would like to consider in this work consist:
a) in deciding as soon as possible between the two hypotheses, and b) every time
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a decision is made in favor of H1, to provide an estimate of the random variable
x. As we realize, we have a joint detection and estimation problem where both
subproblems are of equal importance. Indeed we note that we like to have a reliable
estimate of x every time we detect its presence.
Key element in our formulation constitutes the fact that we are interested in
performing the joint detection/estimation task as soon as possible, suggesting that
we intend to focus on sequential schemes to solve the joint problem. Finally, we
would like to emphasize that our analysis is going to demonstrate that solving
the joint problem by treating each subproblem separately with the corresponding
optimal procedure does not yield an overall optimum performance. As we shall
see, the detection part needs to take into account the fact that we are also interested
in parameter estimation in order for the combined scheme to perform optimally.
Sequential joint detection/estimation differs from sequential composite hypoth-
esis testing where parameters are either marginalized or treated as nuisance (see
Lerche (1986), Pavlov (1990)). Actually, joint detection/estimation resembles to
sequential multi-hypothesis testing where there is a discrete set of possible prob-
ability measures that describe the observations and we need to select one of the
existing possibilities. Characteristic articles treating this problem are: Armitage
(1950), Lorden (1977), Tartakovsky (1998) and Dragalin et al. (1999). The joint
case studied in this work differs from the previous approaches in the sense that we
have a parametric family of measures (parametrized by x) and we need to select
the correct parameter value, after establishing that this value is not 0. Existing lit-
erature related to joint detection/estimation is very limited and addressing only the
fixed sample size case. The articles by Middleton and Esposito (1968), Fredriksen
et al. (1972), Moustakides (2011) and Moustakides et al. (2012), offer different
formulation possibilities for the fixed sample size version. In the current work, we
are focusing on the setup proposed by Moustakides (2011) and extend the corre-
sponding result to the sequential case.
Let us now become more technical by introducing the detection/estimation strate-
gies we are interested in. Assuming observations become available sequentially
in pairs {(yt, ht)}, let {Ft}t≥0 denote the corresponding filtration with Ft =
σ{(y1, h1), . . . , (yt, ht)} and F0 the trivial σ-algebra. We also define two ad-
ditional filtrations {Yt}t≥0 and {Ht}t≥0 with Yt = σ{y1, . . . , yt} and Ht =
σ{h1, . . . , ht}, that is, the accumulated history pertinent to the first and second
observed sequence respectively, and Y0,H0 being, again, trivial σ-algebras. We
clearly have Ft = Yt ∪Ht, therefore Ht ⊆ Ft.
According to what we mentioned, we are looking for a triplet (T, dT , xˆT ) where
T is a stopping time, dT a decision rule that distinguishes between the two hy-
potheses and xˆT an estimator for x. The detector dT and the estimator xˆT are
FT -measurable functions, namely they use all available information acquired up
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to time of stopping T , for deciding between the two hypotheses and for providing
an estimate for x every time this is deemed necessary (i.e. whenever the detector
decides in favor of H1). For the stopping time T , the obvious choice would be to
ask this quantity to be {Ft}-adapted, namely, at each time t to use all available
information to decide whether to stop or continue sampling. Unfortunately, impos-
ing this requirement induces serious analytical complications. This fact is already
known for the two separate subproblems of detection and estimation. For instance
if we assume that we always have yt = xht+wt and we are interested in estimating
x then, as it is mentioned in Ghosh (1987) and in Ghosh and Sen (1991), finding the
optimum sequential estimator of x is not a tractable problem if T is adapted to the
complete observation history {Ft}. Instead, Grambsch (1983) and more recently
Fellouris (2012), proposed to limit T to {Ht}-adapted strategies, assumption that
leads to simple and interesting optimal solution.
Similar analytical difficulties arise in the pure sequential hypothesis testing prob-
lem of distinguishing between H0 and H1. If we require T to be {Ft}-adapted and
attempt to solve this problem following, for example, the classical approach of
Wald and Wolfowitch (1948), then the optimum scheme is not the usual SPRT as
one would expect. This is because by observing the pair process {(yt, ht)} we end
up with a two-dimensional optimal stopping problem which is impossible to solve
(analytically) since the thresholds for the running likelihood ratio will depend on
the sequence {ht}. Only if the sequence {ht} is constant, or not observed (or even
ignored) and, additionally, we assume it is i.i.d. with known pdf, then the detection
problem can be reduced to the one considered by Wald and Wolfowitz (1948), ac-
cepting as solution the classical SPRT. In this case the stopping time T becomes
{Yt}-adapted and the decision function dT must be selected to be YT -measurable.
An alternative direction would be to consider, as in the pure estimation prob-
lem, {Ht}-adapted stopping times but, as we suggested above, allow the decision
function dT to have access to the complete information, that is, be FT -measurable.
This is the approach we intend to adopt in this work. In fact we are going to apply
this idea directly to the more general joint detection/estimation problem. As we
shall see, our analysis will also offer the solution to the pure detection problem by
proper parameter selection. Next we summarize our assumptions.
ASSUMPTIONS: i) The two processes {wt}, {ht} are independent and indepen-
dent from the random variable x with the noise process {wt} being i.i.d. with
wt ∼ N (0, σ2), where N (a, b2) denotes Gaussian pdf with mean a and vari-
ance b2. ii) For x, under H1, we assume that x ∼ N (µx, σ2x), in other words the
prior ϕ(x) is the Gaussian pdf; while under H0 we assume x = 0. Parameters
µx, σx, σ are considered known. iii) For the second observation process {ht} we
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only make the very mild assumption
(2) P
( ∞∑
t=0
h2t =∞
)
= 1,
that is, with probability 1, each realization of this process has infinite energy over
the infinite time horizon. No other condition is imposed on {ht}, consequently,
for this process no dependency or time variability model is specified, and the ac-
tual statistical description is not required to be known. iv) The stopping time T
is {Ht}-adapted while the decision function dT and the estimator xˆT are FT -
measurable functions having access to the complete observation history up to the
time of stopping.
In the rest of our article, with P0,E0 we denote probability measure and expec-
tation under hypothesis H0; with P¯1, E¯1 probability measure and expectation under
hypothesis H1 including the statistical description of the random variable x and,
finally, with P1,E1 probability measure and expectation under hypothesis H1 but
with x being marginalized.
Before continuing with our problem formulation it would be worth mentioning
a very recent article by Cetin, Novikov and Shiryaev (2013) that refers to the pure
parameter estimation problem, treating a very similar data model as the one intro-
duced in (1). The basic difference between the two data types is that in our case,
as we have pointed out in our assumptions, the two sequences {ht}, {wt} are in
discrete time and are independent; whereas in Cetin, Novikov and Shiryaev (2013)
they are continuous-time processes related through a diffusion type stochastic dif-
ferential equation. This difference allows for completely different mathematical
setups, even though the final optimum procedures turn out to be very similar.
2. Problem formulation. In sequential detection and estimation we are usu-
ally interested in minimizing the average delay subject to suitable constraints.
However, in order to free our formulation from the need to specify a probability
measure for the process {ht}, we will adopt the same idea employed in sequen-
tial estimation, namely consider expected delays, error probabilities and average
costs conditioned on the sequence {ht}. This approach will give rise to a triplet
(T, dT , xˆT ) which will be optimum for each realization of {ht} and not on average
with respect to this sequence, as is the usual case in classical Sequential Analysis.
Since we are interested in the two subproblems of detection and estimation we
have a number of quantities that are pertinent to each case. For the detection part
we have the Type-I and Type-II error probabilities that accept the following condi-
tional form: P0(dT = 1|HT ) and P1(dT = 0|HT ). For the estimation problem we
assume that we are under hypothesis H1 and we adopt as cost function the mean
squared error. We recall that our estimate depends on the decision of our detector,
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in particular: whenever dT = 1 we provide an estimate xˆT which inflicts a squared
estimation error (xˆT − x)2, where x is the true value of our random parameter. Al-
ternatively, when the detector erroneously decides in favor of H0, that is, dT = 0,
then this is like estimating our parameter as xˆT = 0 (since under H0 we have
x = 0) generating a squared error (0− x)2 = x2. Consequently, for the estimation
subproblem there are the following two conditional mean squared errors that are
of interest: E¯1[(xˆT − x)21{dT=1}|HT ] and E¯1[x21{dT=0}|HT ], where 1A denotes
the indicator of the event A.
Now, we can use these four quantities to form the following combined cost func-
tion
(3) C (T, dT , xˆT ) = c0P0(dT = 1|HT ) + c1P1(dT = 0|HT )
+ ceE¯1
[
(xˆT − x)21{dT=1} + x21{dT=0}|HT
]
where c0, c1, ce are nonnegative values selected by the Statistician. The last term
in the right hand side of (3), which refers to the estimation problem, as we can see,
depends on both parts, namely our decision and our estimation strategy. Further-
more, we note that if we set ce = 0 then the combined cost depends only on the
decision rule dT suggesting that our joint problem is reduced into a pure detection
problem.
To define an optimum joint scheme, we will follow a constrained optimization
approach, therefore we are going to consider triplets (T, dT , xˆT ) for which the
combined cost C (T, dT , xˆT ) is upper bounded by some prescribed value. From
the class of triplet strategies which is generated through this constraint we will
select the one that minimizes the stopping time T . More specifically we would like
to solve the following constrained optimization problem:
(4) inf
T,dT ,xˆT
T ; subject to: C (T, dT , xˆT ) ≤ C,
where C > 0 is the maximal combined cost we are willing to tolerate. Note that
since T is {Ht}-adapted, as we mentioned before and would like to emphasize
once more, the triplet we are going to develop will minimize T for each realization
of the process {ht} and not E[T ], where the average is taken over all realizations
of this process, as is the usual case in classical optimal stopping problems.
3. Optimum solution. The optimum triplet will be obtained in three steps.
First we will propose a candidate estimator by solving a smaller auxiliary opti-
mization problem, then we are going to use this solution to propose a candidate
detector that takes into account the previous estimator by solving a second auxil-
iary optimization problem and, in the end, we will provide a candidate stopping
time and show that all three proposed parts constitute the triplet that solves the
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original constrained optimization problem depicted in (4). Let us continue by first
identifying our candidate estimator.
3.1. Optimum estimation. Fix the stopping time T assuming that it is finite
with probability 1 and the decision function dT . Consider the problem of minimiz-
ing the conditional mean squared error E¯1[(xˆT − x)21{dT=1}|HT ] with respect to
the estimator xˆT . We have the following lemma that gives the solution to this prob-
lem and also provides a useful expression for the second term E¯1[x21{dT=0}|HT ]
of the estimation cost.
LEMMA 1. The optimum estimator xˆT that minimizes the conditional mean
squared error E¯1[(xˆT −x)21{dT=1}|HT ] with respect to xˆT , on the event {T = t},
is given by the following formula
(5) xˆt =
Vt + µx
σ2
σ2x
Ut +
σ2
σ2x
; where Vt =
t∑
n=1
ynhn; Ut =
t∑
n=1
h2n,
while the corresponding minimum value of the conditional mean squared error
takes the form
(6) inf
xˆT
E¯1[(xˆT − x)21{dT=1}|HT ] =
σ2
UT +
σ2
σ2x
P1 (dT = 1|HT ) .
Additionally we can write
(7) E¯1
[
x21{dT=0}|HT
]
= E1
[
xˆ
2
T1{dT=0}|HT
]
+
σ2
UT +
σ2
σ2x
P1 (dT = 0|HT ) .
PROOF. The proof is simple and based on the well known result that the mean
squared error is minimized by the conditional mean of x given all available ob-
servation history. The interesting detail is that this result is still valid even if the
observation history is dictated by an {Ht}-adapted stopping time T and an FT -
measurable decision rule dT . To demonstrate (6), using that T is {Ht}-adapted,
dT is FT -measurable and Ht ⊆ Ft, we can write
E¯1[(xˆT − x)21{dT=1}|HT ] = E¯1
[ ∞∑
t=0
(xˆt − x)21{dt=1}1{T=t}
∣∣∣Ht
]
=
∞∑
t=0
E¯1
[
(xˆt − x)21{dt=1}|Ht
]
1{T=t}
=
∞∑
t=0
E1
[
E¯1
[
(xˆt − x)2|Ft
]
1{dt=1}|Ht
]
1{T=t},
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where for the last equality we used the tower property of expectation. From classi-
cal estimation theory (e.g. Poor 1994, page 151) we know that
inf
xˆt
E¯1
[
(xˆt − x)2|Ft
]
=
σ2
Ut +
σ2
σ2x
.
This minimal value is attained by the conditional expectation xˆt = E¯[x|Ft] which,
due to the fact that x, given Ft, is Gaussian with mean (Vt+µx σ
2
σ2x
)/(Ut+
σ2
σ2x
) and
variance σ2/(Ut + σ
2
σ2x
), is equal to
xˆt =
Vt + µx
σ2
σ2x
Ut +
σ2
σ2x
.
Consequently, since Ut is Ht-measurable we deduce
E¯1[(xˆT − x)21{dT=1}|HT ] ≥
∞∑
t=0
E1
[
σ2
Ut +
σ2
σ2x
1{dt=1}|Ht
]
1{T=t}
=
∞∑
t=0
σ2
Ut +
σ2
σ2x
P1(dt = 1|Ht)1{T=t} =
σ2
UT +
σ2
σ2x
P1(dT = 1|HT ),
with equality, as we mentioned, when xˆt = xˆt on {T = t}.
To prove (7), we can write
(8) E¯1
[
x21{dT=0}|HT
]
=
∞∑
t=0
E¯1
[
x21{dt=0}|Ht
]
1{T=t}
=
∞∑
t=0
E1
[
E¯1
[
x2|Ft
]
1{dt=0}|Ht
]
1{T=t}.
Using again, as we mentioned above, the fact that x conditioned on Ft is Gaussian
with mean xˆt and variance σ2/(Ut + σ2/σ2x), we compute
E¯1
[
x2|Ft
]
= xˆ2t +
σ2
Ut +
σ2
σ2x
.
Substituting this equality in (8) and recalling that Ut is Ht-measurable, yields the
desired result.
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3.2. Optimum detection. If we consider the combined cost C (T, dT , xˆT )where
the estimator xˆT is replaced by the optimum xˆT defined in (5) then, using (6) and
(7) we obtain
C (T, dT , xˆT ) = c0P0(dT = 1|HT ) + c1P1(dT = 0|HT )
+ ceE1
[
xˆ
2
T1{dT=0}|HT
]
+ ce
σ2
UT +
σ2
σ2x
.
Due to the fact that xˆT is the result of the minimization stated in Lemma 1 we have
C (T, dT , xˆT ) ≤ C (T, dT , xˆT ). We note that the last term in the expression for
C (T, dT , xˆT ) does not depend on the decision function dT , therefore, let us con-
sider the sum of the first three terms of the right hand side and define the auxiliary
cost
(9) C˜ (T, dT ) = c0P0(dT = 1|HT ) + c1P1(dT = 0|HT )
+ ceE1
[
xˆ
2
T1{dT=0}|HT
]
.
In the sequel our goal is, for fixed T , to identify the decision function dT that
minimizes C˜ (T, dT ) with respect to dT . The solution to this problem is given in
the next lemma.
LEMMA 2. The decision function dT that minimizes the auxiliary cost function
C˜ (T, dT ) with respect to dT , on the event {T = t}, is given by the following
formula
(10) dt =
{
1 if c0 ≤ Lt
{
c1 + cexˆ
2
t
}
0 otherwise,
where Lt is the conditional likelihood ratio of the pdfs of the two hypotheses given
Ht, with the random variable x under H1 being marginalized, specifically
(11) Lt = 1√
Ut +
σ2
σ2x
σ
σx
e
(
Vt+µx
σ2
σ2x
)2
2σ2
(
Ut+
σ2
σ2x
)−µ2x 12σ2x
.
The resulting minimum value of the auxiliary cost function takes the form
(12) inf
dT
C˜ (T, dT ) = E0
[(
c0 − LT
{
c1 + cexˆ
2
T
})− |HT ]
+ c1 + ce
{
µ2x +
σ2xUT
UT +
σ2
σ2x
}
,
where z− = min{z, 0}.
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PROOF. The proof of this lemma presents no special difficulty. We can write
P0(dT = 1|HT ) =
∞∑
t=0
E0[1{dt=1}|Ht]1{T=t}(13)
P1(dT = 0|HT ) =
∞∑
t=0
E0[Lt1{dt=0}|Ht]1{T=t}.(14)
Similarly we have
(15) E1
[
xˆ
2
T1{dT=0}|HT
]
=
∞∑
t=0
E0
[
Ltxˆ
2
t1{dt=0}|Ht
]
1{T=t},
where we used the fact that xˆt is Ft-measurable and Lt is the corresponding con-
ditional likelihood ratio of the two hypotheses. Substituting (13),(14),(15), in the
definition of the auxiliary cost C˜ (T, dT ) in (9) we obtain
C˜ (T, dT ) =
∞∑
t=0
E0
[
c01{dt=1} + Lt
{
c1 + cexˆ
2
t
}
1{dt=0}|Ht
]
1{T=t}
=
∞∑
t=0
E0
[(
c0 − Lt
{
c1 + cexˆ
2
t
})
1{dt=1}|Ht
]
1{T=t}
+
∞∑
t=0
E0
[
Lt
{
c1 + cexˆ
2
t
} |Ht]1{T=t}
≥
∞∑
t=0
E0
[(
c0 − Lt
{
c1 + cexˆ
2
t
})− |Ht]1{T=t}
+
∞∑
t=0
E1
[
c1 + cexˆ
2
t |Ht
]
1{T=t}.
We can easily verify that we have equality when the decision function is according
to (10). In the last sum in the previous expression it can be shown that the corre-
sponding expectation is equal to c1+ce{µ2x+σ2xUT /(UT + σ
2
σ2x
)}. Indeed this is true
because VT on the event {T = t}, under H1 and conditioned on Ht, is Gaussian
with mean µxUt and variance σ2xU2t + σ2Ut = σ2xUt(Ut + σ
2
σ2x
).
To show the validity of (11) we have that the likelihood ratio of the two hypothe-
ses, given x and Ht, is equal to exp(− x22σ2Ut + xσ2Vt). Marginalizing x using the
Gaussian prior yields Lt which can therefore be computed as
Lt =
∫ ∞
−∞
e−
x2
2σ2
Ut+
x
σ2
Vt 1√
2piσ2x
e
− 1
2σ2x
(x−µx)2
dx.
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Combining the two exponents and “completing the square” for x, it is straightfor-
ward to prove (11).
From (10) if we set ce = 0, we end up with the pure detection problem, and
the optimum detector reduces to the usual likelihood ratio test which is applied
at the time of stopping T . However, when ce > 0, in the detection rule we take
into account the optimum estimate, and our detector is no longer a likelihood ratio
test. Actually, this is exactly the point that discriminates our optimum joint detec-
tion/estimation scheme from the approach that solves the two problems separately
by applying the corresponding optimum strategies. Note that the latter method
would have simply applied the likelihood ratio test for detection and then the opti-
mum estimator whenever the decision was in favor of H1. Our scheme on the other
hand makes a decision by taking into account the square of the optimum estimate.
3.3. Optimum stopping time. Using the results of Lemma 2, in particular sub-
stituting (12) in the combined cost function, we obtain
(16) C (T, dT , xˆT ) = E0
[(
c0 − LT
{
c1 + cexˆ
2
T
})− |HT ]+ c1 + ce(µ2x + σ2x)
From the way dT , xˆT were defined, we clearly deduce that any triplet (T, dT , xˆT )
satisfies the following inequality
(17) C (T, dT , xˆT ) ≤ C (T, dT , xˆT ).
Let us now make a more explicit computation of the conditional expectation ap-
pearing in (16). For this reason, in the next lemma we define a suitable function
G (U) for which we also prove a monotonicity property that plays a crucial role in
specifying the final term of our desired triplet, namely the optimum stopping time.
The lemma is based on the observation that on the event {T = t} and given Ht,
we have Ut known and, under H0, Vt ∼ N (0, σ2Ut).
LEMMA 3. For U ≥ 0, define the following function
(18) G (U) =
∫ ∞
−∞


c0 −
σ
σx
e
(
V+µx
σ2
σ2x
)2
2σ2
(
U+σ
2
σ2x
)−µ2x 12σ2x
√
U + σ
2
σ2x

c1 + ce

V + µx σ2σ2x
U + σ
2
σ2x


2



−
e−
1
2σ2U
V 2
√
2piσ2U
dV,
SEQUENTIAL JOINT DETECTION AND ESTIMATION 11
then G (U) is continuous, strictly decreasing in U ≥ 0, with limU→∞ G (U) =
−c1 − ce(µ2x + σ2x) and G (0) = (c0 − c1 − ceµ2x)−.
PROOF. Because the proof is very technical, we will not present all computa-
tional details. That G (U) is continuous it is obvious since the integrand is continu-
ous in U and V . Let us now prove the desired monotonicity property of G (U). For
simplicity, call κ = σ2σ2x and define the function G(U, V )
(19) G(U, V ) =(
c0 −
√
κ
U + κ
e
(V+µxκ)
2
2σ2(U+κ)
−µ
2
xκ
2σ2
[
c1 + ce
(
V + µxκ
U + κ
)2]) e− 12σ2U V 2√
2piσ2U
= c0
e−
1
2σ2U
V 2
√
2piσ2U
−
[
c1 + ce
(
V + µxκ
U + κ
)2] e− (V−µxU)22σ2xU(U+κ)√
2piσ2xU(U + κ)
Denote with g(U) the solution of the equation
(20) c0 =
√
κ
U + κ
e
g
2σ2(U+κ)
−µ
2
xκ
2σ2
[
c1 + ce
g
(U + κ)2
]
,
where g replaces (V + µxκ)2. Even though the latter quantity is nonnegative we
allow g to take also negative values thus guaranteeing that (20) has always a solu-
tion. Indeed note that the right hand side in (20) is strictly decreasing in U ≥ 0 and
strictly increasing in g. For fixed U if we set g = −(U + κ)2c1/ce, the right hand
side becomes 0. On the other hand by letting g → ∞, the right hand side tends
to ∞ as well. Due to continuity and strict increase in g there is a unique solution
g(U).
Using g(U) we can now deduce that the values of V for which the integrand
in (18) and therefore G(U, V ) is nonpositive is V ∈ T (U) = (−∞,−V1(U)] ∪
[V2(U),∞) where V1(U) =
√
g+(U)+µxκ, V2(U) =
√
g+(U)−µxκ, and z+ =
max{z, 0}. Note that for values of U for which g(U) ≤ 0 we have −V1(U) =
V2(U) = −µxκ, therefore both quantities coincide. When, however, g(U) > 0
then G(U,−V1(U)) = G(U, V2(U)) = 0. Using the previous definitions and ob-
servations we have the following expressions for G (U)
(21) G (U) =
∫ −V1(U)
−∞
G(U, V )dV +
∫ ∞
V2(U)
G(U, V )dV
=
∫
T (U)
G(U, V )dV =
∫ ∞
−∞
G(U, V )1T (U)(V )dV.
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To show that G (U) is decreasing, it suffices to show that its derivative is nega-
tive. Let first U be such that the solution to (20) satisfies g(U) ≤ 0. In this case,
as we mentioned, we have −V1(U) = V2(U) = −µxκ suggesting that T (U) be-
comes the whole real line. Thus, substituting (19) in (21), we can write
G
′(U) =
(∫ ∞
−∞
G(U, V )dV
)′
=
(
c0 − c1 − ce
{
µ2x +
σ2xU
U + κ
})′
= −ce σ
2
xκ
(U + κ)2
< 0,
and, therefore, G (U) is strictly decreasing for all U ≥ 0 for which g(U) ≤ 0.
Let now U be such that the solution to (20) satisfies g(U) > 0. Substituting
again (19) in (21) and changing variables z = V/√U we have
G (U) =
∫ −V¯1(U)
−∞
G¯(U, z)dz +
∫ ∞
V¯2(U)
G¯(U, z)dz =
∫
T¯ (U)
G¯(U, z)dz
where
G¯(U, z) =
√
UG(U, z
√
U)
= c0
e−
z2
2σ2√
2piσ2
−

c1 + ce
(
z
√
U + µxκ
U + κ
)2 e−
(z−µx
√
U)2
2σ2x(U+κ)√
2piσ2x(U + κ)
,
and T¯ (U) = (−∞,−V¯1(U)] ∪ [V¯2(U),∞) with V¯i(U) = Vi(U)/
√
U ; i = 1, 2.
As before it is true that G¯(U,−V¯1(U)) = G¯(U, V¯2(U)) = 0. Taking the derivative
with respect to U yields
G
′(U) = −G¯(U,−V¯1(U))V¯ ′1(U)− G¯(U, V¯2(U))V¯ ′2(U) +
∫
T¯ (U)
∂U G¯(U, z)dz
=
∫
T¯ (U)
∂U G¯(U, z)dz
= −
∫
T¯ (U)
∂U



c1 + ce
(
z
√
U + µxκ
U + κ
)2 e−
(z−µx
√
U)2
2σ2x(U+κ)√
2piσ2x(U + κ)

 dz.
The latter integral after some tedious mathematical manipulations can be computed
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explicitly yielding
G
′(U) = − c1
√
g(U)
2(U + κ)
√
2piσ2xU(U + κ)
Ω(U)
− ceσ
4
(U + κ)2
{
Φ
(
−
√
g(U) + µx(U + κ)
σx
√
U(U + κ)
)
+Φ
(
−
√
g(U)− µx(U + κ)
σx
√
U(U + κ)
)}
− ceσ
4
√
g(U)
(U + κ)2
√
2σ2xpiU(U + κ)
(
g(U)
2σ2xκ(U + κ)
+ 1
)
Ω(U).
where
Ω(U) = e
− [
√
g(U)+µx(U+κ)]
2
2σ2xU(U+κ) + e
− [
√
g(U)−µx(U+κ)]2
2σ2xU(U+κ) ,
and Φ(x) is the standard Gaussian cdf. We realize that all parts involving c1 and ce
are negative, suggesting that G (U) is strictly decreasing. This is still true even if
we limit ourselves to the pure detection problem by enforcing ce = 0.
To conclude our proof we need to show the validity of the formulas for G (0)
and limU→∞ G (U). For U → 0 the term (e−V 2/2σ2U )/
√
2piσ2U in (18), which
corresponds to a Gaussian pdf with mean 0 and variance σ2U , tends to a Dirac
function at V = 0. For this case it is straightforward to verify the expression for
G (0). Computing the limit for U → ∞ needs more work. Note first that the so-
lution g(U) of equation (20), for large U , can be expressed in order of magnitude
as g(U) = Θ(U logU). This means that we can find two positive constants a1, a2
independent from U such that, for large enough U , we have a1U logU ≤ g(U) ≤
a2U logU . That this is indeed possible, can be readily seen because, for sufficiently
large U , we have g(U) ≥ 0 and U+κ ≥ 1, therefore we can upper and lower bound
g(U) from (20) by observing that
c1 ≤ c1 + ce g
(U + κ)2
≤ max{c1, 2ceσ2}e
g
2σ2(U+κ) ,
where for the upper bound we used the inequality ex ≥ x + 1. These two bounds
generate, immediately, the corresponding desired upper and lower bounds for g(U).
A direct consequence of the order of magnitude estimate of g(U) is that, since
V1(U) =
√
g+(U)+µxκ and V2(U) =
√
g+(U)−µxκ, we have that V1(U), V2(U)
are both Θ(
√
U logU). Using (19) and (21) to compute G (U) we can see that the
first term involving c0 is equal to
c0
{
Φ
(
−V1(U)
σ
√
U
)
+Φ
(
−V2(U)
σ
√
U
)}
.
This term tends to 0 as U → ∞, since Vi(U)/
√
U → ∞. In the second term
involving c1, ce, let us make the change of variables z = V−µxU
σx
√
U(U+κ)
, then we can
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write
∫
T (U)
[
c1 + ce
(
V + µxκ
U + κ
)2] e− (V−µxU)22σ2xU(U+κ)√
2piσ2xU(U + κ)
dV
=
∫
T˜ (U)

c1 + ce
(
µx + zσx
√
U
U + κ
)2 e− z22√
2pi
,
where we recall T (U) = (−∞,−V1(U)] ∪ [V2(U),∞) and we define T˜ (U) =
(−∞,−V˜1(U)] ∪ [V˜2(U),∞) with V˜1(U) = (V1(U) + µxU)/ρ(U), V˜2(U) =
(V2(U)−µxU)/ρ(U) and ρ(U) = σx
√
U(U + κ). Note in the last integral that the
integrand is nonnegative. Furthermore integration over T˜ (U) can be regarded as
integration over the whole real line after multiplying the integrand by the indicator
function of the set T˜ (U). Because the indicator is nonnegative and upper bounded
by 1 and [µx + zσx
√
U/(U + κ)]2 ≤ 2(µ2x + z2σ2x), we can upper bound the
integrand by a function which does not involve U and is integrable. This allows
for the application of Bounded Convergence which combined with the observation
that −V˜1(U)→ −µx/σx and V˜2(U)→ −µx/σx, meaning that T˜ (U) tends to the
whole real line or 1T˜ (U)(z)→ 1, implies
lim
U→∞
∫ ∞
−∞

c1 + ce
(
µx + zσx
√
U
U + κ
)2
1T˜ (U)(z)
e−
z2
2√
2pi
dz
=
∫ ∞
−∞
lim
U→∞

c1 + ce
(
µx + zσx
√
U
U + κ
)2
1T˜ (U)(z)
e−
z2
2√
2pi
dz
=
∫ ∞
−∞
[
c1 + ce (µx + zσx)
2
] e− z22√
2pi
dz = c1 + ce(µ
2
x + σ
2
x),
yielding the desired expression. This concludes the proof of our lemma.
The function G (U) introduced in Lemma 3 is very important and will simplify,
considerably, the representation of the combined cost C (T, dT , xˆT ). Indeed, by
recalling the definition of xˆt and Lt from (5) and (11) respectively, we can iden-
tify the conditional expectation appearing in (16) as G (UT ). This means that in
C (T, dT , xˆT ) if we replace xˆT , dT with their optimum counterparts xˆT , dT then
we have the following simple expression for the resulting combined cost
(22) C (T, dT , xˆT ) = G (UT ) + c1 + ce(µ2x + σ2x).
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We are now in a position to reveal the optimum stopping time and finalize the
desired triplet that solves the constrained optimization problem introduced in (4).
The next theorem presents the complete solution.
THEOREM 1. In the constraint in (4), let the maximal allowable cost C satisfy
min{c0, c1 + ceµ2x} + ceσ2x > C > 0. Then, the optimum triplet (T, dT, xˆT) that
solves the corresponding constrained optimization problem is:
(23) T = inf{t > 0 : Ut ≥ γ},
where threshold γ > 0 is the solution of the equation
(24) G (γ) = C − c1 − ce(µ2x + σ2x).
The other two elements of the optimum triplet are given by (5) for the optimum
estimator and (10) for the optimum detector and both, detector and estimator, need
to be applied at the time of stopping T.
PROOF. First note that when min{c0, c1+ceµ2x}+ceσ2x > C > 0, then C−c1−
ce(µ
2
x+σ
2
x) takes values in the interior of the interval defined by the maximal G (0)
and minimal limU→∞ G (U) value of the function G (U). Consequently, because of
the strict monotonicity and continuity of G (U), equation (24) has always a positive
solution γ = G−1(C− c1− ce(µ2x+σ2x)) > 0 which is unique. Given that U0 = 0;
Ut =
∑t
n=1 h
2
n is increasing; and by Assumption iii) we have limt→∞ Ut = ∞
with probability 1, we also conclude that the stopping time T defined in (23) is
almost surely finite.
Let us now show the desired optimality of the proposed triplet. Consider any
alternative triplet (T, dT , xˆT ) that satisfies the constraint C ≥ C (T, dT , xˆT ). Be-
cause of (17) and (22) we conclude
C ≥ C (T, dT , xˆT ) ≥ C (T, dT , xˆT ) = G (UT ) + c1 + ce(µ2x + σ2x).
The previous inequality combined with (24) suggests that
G (UT ) ≤ C − c1 − ce(µ2x + σ2x) = G (γ)
which, due to the strict decrease of G (U), implies UT ≥ γ. From the latter we
deduce that T ≥ T since, by definition, T is the smallest time instant for which
this inequality holds. This establishes the optimality of the triplet (T, dT, xˆT).
REMARK 1: For the completeness of our theorem we must also add that if C ≥
min{c0, c1 + ceµ2x} + ceσ2x then we can verify that the optimum stopping time is
T = 0 (no observations are needed) and the optimum joint detection/estimation
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structure relies, solely, on prior information. In particular if c0 ≤ c1 + ceµ2x, we
decide in favor of H1 and provide as estimate the mean, that is, xˆ0 = µx; whereas
if c0 > c1 + ceµ2x, we decide in favor of H0 and, of course, there is no need for any
estimate.
REMARK 2: Our theorem suggests that the optimal time to stop is when the run-
ning energy {Ut} of the process {ht} exceeds the threshold γ for the first time.
This will happen with probability 1, due to (2) in Assumption iii). This is the only
requirement imposed on {ht} while no additional prior information is needed re-
garding this observed process. As far as threshold γ is concerned, it is clear that
the solution to equation (24) can be computed numerically.
REMARK 3: The optimum estimate xˆT must be computed when we stop at T.
However, initially, it is treated as an auxiliary quantity which is necessary for the
application of the optimum decision rule dT. When the decision is in favor of hy-
pothesis H1, only then xˆT is regarded as the actual estimate of x .
REMARK 4: As we mentioned earlier, if we select ce = 0 then our joint setup
reduces to a pure detection problem. What is interesting in our formulation is that
the optimum stopping time T is still defined through (23) while the optimum de-
cision function dT becomes a likelihood ratio test where LT is compared against
the threshold c0c1 . This is in contrast with SPRT where, as we recall, we have a run-
ning likelihood ratio compared against two, time-varying and dependent on {ht},
thresholds that are not possible to compute analytically. Furthermore, SPRT is op-
timum only when the observations are i.i.d. whereas our simple scheme enjoys op-
timality even if the process {ht} is dependent and time varying with unknown dis-
tribution. These interesting optimality properties of our joint detection/estimation
strategy are a consequence of defining the cost C (T, dT , xˆT ) under the conditional
form depicted in (3).
Acknowledgement. This work was supported by the U.S. National Science
Foundation under Grant CIF1064575.
REFERENCES
[1] U. CETIN, A. NOVIKOV AND A. N. SHIRYAEV, Bayesian sequential estimation of a drift of
fractional Brownian motion, Seq. Anal., 32 (2013), pp. 288–296.
[2] V. DRAGALIN, A. G. TARTAKOVSKY AND V. VEERAVALLI, Multihypothesis sequential prob-
ability ratio tests, Part 1: Asymptotic optimality, IEEE Trans. Inf. Theory, 45(7) (1999), pp.
2448–2461.
[3] G. FELLOURIS, Asymptotically optimal parameter estimation under communication con-
straints, Ann. Statist. 40(4) (2012), pp. 2239–2265.
[4] A. FREDRIKSEN, D. MIDDLETON AND D. VANDELINDE, Simultaneous signal detection and
estimation under multiple hypotheses, IEEE Trans. Inform. Theory, 18(5) (1972), 607–614.
[5] B. K. GHOSH, On the attainment of the Cramer-Rao bound in the sequential case, Seq. Anal.,
6(3) (1987), 267–288.
SEQUENTIAL JOINT DETECTION AND ESTIMATION 17
[6] B. K. GHOSH, AND P. K. SEN, Handbook of Sequential Analysis, Marcel Dekker, New York,
NY, 1991.
[7] P. GRAMBSCH, Sequential sampling based on the observed Fisher information to guarantee
the accuracy of the maximum likelihood estimator, Ann. Statist., 11(1) (1983), pp. 68–77.
[8] H. R. LERCHE, An optimal property of the repeated significance test, Proc. Natl. Acad. Sci.
USA, 83 (1986), pp. 1546–1548.
[9] G. LORDEN, Nearly-optimal sequential tests for finitely many parameter values, Ann. Statist.
5 (1977), pp. 1–21.
[10] D. MIDDLETON AND R. ESPOSITO, Simultaneous optimum detection and estimation of sig-
nals in noise, IEEE Trans. Inform. Theory, 14(3) (1968), pp. 434–444.
[11] G. V. MOUSTAKIDES, Optimum joint detection and estimation, Proceedings of the IEEE Inter-
national Symposium on Information Theory, Saint Petersburg, Russia (2011), pp. 2915–2919.
[12] G. V. MOUSTAKIDES, G. H. JAJAMOVICH, A. TAJER AND X. WANG, Joint detection and
estimation: Optimum tests and applications, IEEE Trans. Inform. Theory, 58(7) (2012), pp.
4215–4229.
[13] I. V. PAVLOV, Sequential procedure of testing composite hypotheses with applications to the
Kiefer-Weiss problem, Theory Prob. Appl. 35 (1990), pp. 280–292.
[14] H. V. POOR, An Introduction to Signal Detection and Estimation, Springer, New York, NY,
1994.
[15] J. G. PROAKIS AND M. SALEHI, Digital Communications, McGraw-Hill, New York, NY,
2008.
[16] A. G. TARTAKOVSKY, Asymptotic optimality of certain multihypothesis sequential tests: Non-
i.i.d. case, Statist. Infer. Stoch. Proc., 1(3) (1998), pp. 265–295.
[17] A. WALD AND J. WOLFOWITZ, Optimum character of the Sequential Probability Ratio Test,
Ann. Math. Statist., 19(3) (1948), pp. 326–339.
