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In the recent years, the exact solutions of nonlinear partial dif-
ferential equations (NLPDEs) have been investigated by many
authors who are interested in nonlinear phenomena which ex-
ist in many ﬁelds, such as ﬂuid mechanics, chemical physics,
chemical kinematics, plasma physics, elastic media, optical ﬁ-
bres, solid state physics, biology, atmospheric phenomena
and so on. On the other hand, integrability of nonlinear partial
differential equations has been studied [1–10] too. Due to thenonlinearity of differential equations and the high dimension
of space variables, it is a difﬁcult job for us to determine what-
ever exact solutions to nonlinear PDEs. In recent years, with
the development of symbolic computation packages like Ma-
ple, which enable us to perform the complex computation on
computer so different methods for ﬁnding exact solutions to
nonlinear evolution equations have been proposed, developed
and extended. Such as Jacobi elliptic function method [11],
Hirota bilinear transformation [12], Darboux and Backlund
transform [13], the theta function method [14], symmetry
method [15,16], the homogeneous balance method [17,18],
sine/cosine method [19–21], Exp function method [22–24],
the inverse scattering method [25–27], tanh–coth method
[28,29], ﬁrst integral method [30–33], functional variable meth-
od [34], simplest equation method [35,36], ðG0=GÞ-expansion
method [37–39].
In the present paper, we will use the two-variable
ðG0=G; 1=GÞ-expansion method, which can be considered as a
generalization of the original ðG0=GÞ-expansion method. As a
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ðG0=G; 1=GÞ-expansion method and found the exact solutions
of Zakharov equations. Then Zayed et al. [41,42] determined
exact solutions of some nonlinear evolution equations.
The present paper investigates the applicability and effec-
tiveness of the ðG0=G; 1=GÞ-expansion method on nonlinear
evolution equations and systems of NEEs which model many
physical and engineering problems such as wave phenomena
in ﬂuids, pulses in biological chains, currents in electrical net-
works, particle vibrations in lattices, chemical reactions, and
optical ﬁbres. In Section 2, we describe this method for ﬁnding
exact travelling wave solutions of nonlinear evolution equa-
tions. In Section 3, we illustrate this method in detail with
the new Hamiltonian amplitude equation and Broer–Kaup
equations. Finally, some conclusions are given.
2. The ðG0=G; 1=GÞ expansion method
In this section, we describe the main steps of the ðG0=G; 1=GÞ
expansion method for ﬁnding travelling wave solutions of non-
linear evolution equations. As preparations, consider the sec-
ond order LODE
G00ðnÞ þ kGðnÞ ¼ l ð2:1Þ
and we let
/ ¼ G0=G; w ¼ 1=G ð2:2Þ
for simplicity here and after. Using (2.1) and (2.2) yields
/0 ¼ /2 þ lw k; w0 ¼ /w ð2:3Þ
From the three cases of the general solutions of the LODE
(2.1), we have:
Case 1 When k < 0, the general solutions of the LODE
(2.1) is
GðnÞ ¼ A1 sinh
ﬃﬃﬃﬃﬃﬃ
k
p
n
 
þ A2 cosh
ﬃﬃﬃﬃﬃﬃ
k
p
n
 
þ l
k
and we have
w2 ¼ k
k2mþ l2 ð/
2  2lwþ kÞ ð2:4Þ
where A1 and A2 are two arbitrary constants and m ¼ A21  A22.
Case 2 When k > 0, the general solutions of the LODE
(2.1) is
GðnÞ ¼ A1 sin
ﬃﬃﬃ
k
p
n
 
þ A2 cos
ﬃﬃﬃ
k
p
n
 
þ l
k
and we have
w2 ¼ k
k2m l2 ð/
2  2lwþ kÞ ð2:5Þ
where A1 and A2 are two arbitrary constants and m ¼ A21 þ A22.
Case 3 When k ¼ 0, the general solutions of the LODE
(2.1) is
GðnÞ ¼ l
2
n2 þ A1nþ A2
and we have
w2 ¼ 1
A21  2lA2
ð/2  2lwÞ ð2:6Þwhere A1 and A2 are two arbitrary constants.
Now consider a nonlinear evolution equation, say in two
independent variables x and t,
Pðu; ut; ux; utt; uxt; uxx; . . .Þ ¼ 0 ð2:7Þ
In general, the left-hand side of Eq. (2.7) is a polynomial in u
and its various partial derivatives. The main steps of the
ðG0=G; 1=GÞ expansion method are
Step 1 By wave transformation n ¼ x ct and with
uðx; tÞ ¼ uðnÞ, Eq. (2.7) can be reduced to an ODE
on uðnÞ with
Pðu;cu0; u0; c2u00;cu0; u00; . . .Þ ¼ 0 ð2:8Þ
Step 2 Suppose that the solution of ODE (2.8) can be
expressed by a polynomial in / and w as
uðnÞ ¼
XN
i¼0
ai/
i þ
XN
i¼1
bi/
i1w ð2:9Þ
where G ¼ GðnÞ satisﬁes the second order LODE (2.1),
aiði ¼ 0; . . . ;NÞ, biði ¼ 1; . . . ;NÞ; c; k and l are constants to
be determined later, and the positive integer N can be deter-
mined by using homogeneous balance between the highest
order derivatives and the nonlinear terms appearing in ODE
(2.8).
Step 3 Substituting (2.9) into Eq. (2.8), using (2.3) and (2.4)
(or using (2.3), (2.5) and (2.3), (2.6)) the left-hand
side of (2.8) can be converted into a polynomial in
/ and w, in which the degree of w is not larger than
1. Equating each coefﬁcient of the polynomial to
zero yields a system of algebraic equations in
aiði ¼ 0; . . . ;NÞ,
biði ¼ 1; . . . ;NÞ; c; kðk < 0Þ; l; A1 and A2.
Step 4 Solve the algebraic solutions in the Step 3 with the
aid of Maple. Substituting the values of
aiði ¼ 0; . . . ;NÞ; biði ¼ 1; . . . ;NÞ; c; k; l; A1 and
A2 obtained into (2.9), one can obtain the travelling
wave solutions expressed by the hyperbolic func-
tions of Eq. (2.8) (or expressed by trigonometric
functions and rational functions).
3. Applications of the ðG0=G; 1=GÞ expansion method
3.1. The new Hamiltonian amplitude equation
We ﬁrst consider the new Hamiltonian amplitude equation [43]
iux þ utt þ 2rjuj2u euxt ¼ 0 ð3:1:1Þ
where r ¼ 1; e 1. This is an equation which governs cer-
tain instabilities of modulated wave trains, with the additional
term euxt overcoming the ill-posedness of the unstable non-
linear Schro¨dinger equation. It is a Hamiltonian analogue of
the Kuramoto–Sivashinski equation which arises in dissipative
systems and is apparently not integrable.
Using the transformation
uðx; tÞ ¼ eihfðnÞ; h ¼ ax bt; n ¼ kðx stÞ ð3:1:2Þ
the Eq. (3.1.1) is carried to ODE
80 S. Demiray et al.k2ðs2 þ esÞf 00ðnÞ þ ikð1þ ð2bþ eaÞsþ ebÞf0ðnÞ
 ðaþ b2 þ eabÞfðnÞ þ 2rf3ðnÞ ¼ 0 ð3:1:3Þ
If we take
s ¼  1þ eb
2bþ ea ð3:1:4Þ
Eq. (3.1.3) transform into
k2ðs2 þ esÞf 00ðnÞ  ðaþ b2 þ eabÞfðnÞ þ 2rf3ðnÞ ¼ 0 ð3:1:5Þ
By balancing f 00 and f 3 we get
Nþ 2 ¼ 3N
N ¼ 1: ð3:1:6Þ
so from (2.9) we can write
fðnÞ ¼ a0 þ a1/þ b1w ð3:1:7Þ
where a0; a1; b1 are constants to be determined later. As we
mentioned above there are three cases to be discussed.
Case 1 When k < 0 (Hyperbolic function solutions.)Substi-
tuting (3.1.7) into Eq. (3.1.5), using (2.3) and (2.4).
The left-hand side of (3.1.5) becomes a polynomial
in / and w. Setting the each coefﬁcient of equation
to zero yields a system of algebraic equations
/3 : 2l4ra31 þ 4k2l2ms2k2a1  6ra1b21kl2 þ 2k2l4s2a1
þ 2m2k4ra31 þ 4k2l2msek2a1
 6ra1b21k3mþ 2k2m2sek4a1 þ 4l2mk2ra31
þ 2k2l4sea1 þ 2k2m2s2k4a1
/2 : k2s2b1kl
3 þ k2esb1kl3  6ra0b21kl2
 4lk2rb31 þ k2s2b1k3lm 6ra0b21k3m
þ k2esb1k3lmþ 6m2k4ra0a21 þ 6l4ra0a21 þ 12l2mk2ra0a21
w/2 : 2rb31kl2 þ 2k2l4seb1 þ 2k2l4s2b1
þ 2k2m2s2k4b1 þ 6l4ra21b1 þ 12l2mk2ra21b1
 2rb31k3mþ 4k2l2msek2b1 þ 2k2m2sek4b1
þ 4k2l2ms2k2b1 þ 6m2k4ra21b12
/ : m2ak4a1 þ 6l4ra20a1  m2b2k4a1
þ 4k2l2ms2k3a1  2l2mabek2a1 þ 4k2l2msek3a1
 6ra1b21k4m 6ra1b21k2l2  2l2mak2a1
 l4aa1  l4b2a1 þ 6m2k4ra20a1
þ 12l2mk2ra20a1 þ 2k2l4s2ka1  m2abek4a1 þ 2k2l4seka1
þ 2k2m2sek5a1  l4abea1  2l2mb2k2a1 þ 2k2m2s2k5a1
w/ : 12ra1b
2
1k
3lmþ 12l4ra0a1b1  6k2l3ms2k2a1
 3k2l5sea1 þ 12ra1b21kl3
 3k2lm2s2k4a1  3k2l5s2a1 þ 12m2k4ra0a1b1
þ 24l2mk2ra0a1b1  6k2l3msek2a1  3k2lm2sek4a1
/0 : 2l2mabek2a0  m2abek4a0 þ 2l4ra30
þ 4l2mk2ra30  l4aa0  l4b2a0
þ k2esb1k4lm m2b2k4a0  m2ak4a0
 4lk3rb31  2l2mb2k2a0  l4abea0þ 2m2k4ra30  2l2mak2a0 þ k2s2b1k4lm
 6ra0b21k4mþ k2s2b1k2l3
þ k2esb1k2l3  6ra0b21k2l2a0  l4abea0
þ 2m2k4ra30  2l2mak2a0 þ k2s2b1k4lm
 6ra0b21k4mþ k2s2b1k2l3 þ k2esb1k2l3  6ra0b21k2l2
w/0 : k2esb1kl4 þ 12ra0b21k3lm k2s2b1kl4
þ 12ra0b21kl3  m2abek4b1 þ k2m2sek5b1
 l2mb2k2b1  l4abeb1  l4b2b1  2l2mak2b1
þ k2m2s2k5b1  2l2mabek2b1
þ 12l2mk2ra20b1 þ 6m2k4ra20b1  l4ab1
 m2ak4b1 þ 6l4ra20b1  m2b2k4b1
 2rb31k4mþ 6rb31k2l2
Solving the algebraic equations by Maple we get,a0 ¼ 0; a1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 sðsþ eÞ
4r
r
k; b1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþ eÞðl2 þ k2mÞ
4rk
s
k;
ð3:1:8Þ
a ¼ 2b
2 þ k2s2kþ k2sek
2ð1þ beÞ
Substituting these solutions into (3.1.5), using (2.2) and (2.4)
we obtain travelling wave solution of (3.1.1) as follows:fðnÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 sðsþeÞ
4r
q
k A1 cosh n
ﬃﬃﬃﬃﬃﬃkp  ﬃﬃﬃﬃﬃﬃkp þA2 sinh n ﬃﬃﬃﬃﬃﬃkp  ﬃﬃﬃﬃﬃﬃkp 
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þA2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk 
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþeÞðl2þk2mÞ
4rk
q
k
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þA2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk
ð3:1:9Þ
where
m ¼ A21  A22;
sðsþ eÞ
4r
< 0;
sðsþ eÞðl2 þ k2mÞ
4rk
> 0: ð3:1:10Þ
In particular if we set A1 ¼ 0; A2 > 0 and l ¼ 0 in (3.1.8) then
we have solitary solution
fðnÞ¼ k
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
skðe sÞ
r
r
i tanh n
ﬃﬃﬃﬃﬃﬃ
k
p 
þ sech n
ﬃﬃﬃﬃﬃﬃ
k
p  
;
sðe sÞ
r
> 0 ð3:1:11Þ
but if we set A2 ¼ 0; A1 > 0 and l ¼ 0 then we have solitary
solution
fðnÞ ¼ k
2
ﬃﬃﬃ
k
r
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðs eÞ
p
coth n
ﬃﬃﬃﬃﬃﬃ
k
p 
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþ eÞ
p
csch n
ﬃﬃﬃﬃﬃﬃ
k
p  
;
sðs eÞ> 0; sðsþ eÞ> 0; r< 0: ð3:1:12Þ
Case 2 When k > 0 (Trigonometric function solu-
tions)Substituting (3.1.7) into Eq. (3.1.5), using (2.3)
and (2.5). The left-hand side of (3.1.5) becomes a
polynomial in / and w. Vanishing each coefﬁcient
of this polynomial to get the system of algebraic equa-
tions which can be solved by Maple to ﬁnd following
results:
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 sðsþ eÞ
4r
r
k; b1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþ eÞðl2  k2mÞ
4rk
s
k;
a ¼ 2b
2 þ k2s2kþ k2sek
2ð1þ beÞ ð3:1:13Þ
Substituting these solutions into (3.1.7), using (2.2) and (2.5)
we obtain travelling wave solution of (3.1.1) as follows
fðnÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 sðsþeÞ
4r
q
k A1 cos n
ﬃﬃﬃ
k
p  ﬃﬃﬃ
k
p  A2 sin n
ﬃﬃﬃ
k
p  ﬃﬃﬃ
k
p 
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk 
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþeÞðl2k2mÞ
4rk
q
k
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk
ð3:1:14Þ
where
m ¼ A21 þ A22;
sðsþ eÞ
4r
< 0;
sðsþ eÞðl2  k2mÞ
4rk
> 0: ð3:1:15Þ
In particular if we set A1 ¼ 0; A2 > 0 and l ¼ 0 in (3.1.13)
then we have periodic solutionfðnÞ¼k
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
skðsþ eÞ
r
r
tan n
ﬃﬃﬃ
k
p 
 sec n
ﬃﬃﬃ
k
p  
;
sðsþ eÞ
r
< 0 ð3:1:16Þ
while we set A2 ¼ 0; A1 > 0 and l ¼ 0 then we have
fðnÞ¼ k
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
skðsþ eÞ
r
r
cot n
ﬃﬃﬃ
k
p 
þ csc n
ﬃﬃﬃ
k
p  
;
sðsþ eÞ
r
< 0: ð3:1:17Þ
Case 3 k ¼ 0 (Rational function solutions)Substituting
(3.1.7) into Eq. (3.1.5), using (2.3) and (2.6). The
left-hand side of (3.1.5) becomes a polynomial in /
and w. Vanishing each coefﬁcient of this polynomial
to get the system of algebraic equations which can
be solved by Maple to ﬁnd following results
a0 ¼ 0; a1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 sðsþ eÞ
4r
r
k; b1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþ eÞ 2lA2  A21
 
4r
s
k;
a ¼  b
2
beþ 1 ð3:1:18Þ
Substituting these solutions into (3.1.7), using (2.2) and (2.6)
we obtain travelling wave solution of (3.1.1) as follows
fðnÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 sðsþeÞ
4r
q
kðlnþ A1Þ
ðln2
2
þ A1nþ A2Þ
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sðsþeÞ 2lA2A21ð Þ
4r
q
k
ln2
2
þ A1nþ A2
;
sðsþ eÞ
4r
< 0;
sðsþ eÞ 2lA2  A21
 
4r
> 0: ð3:1:19Þ
Note that our solutions are different from the given ones in
[44,45].
3.2. The Broer–Kaup equations
We ﬁrst consider the Broer–Kaup equations [46]
ut þ uxuþ vx ¼ 0 ð3:2:1Þ
vt þ ux þ ðuvÞx þ uxxx ¼ 0 ð3:2:2Þwhich is used to model the bi-directional propogation of long
waves in shallow water. Previously, some authors found exact
solutions of Broer–Kaup equations [47,48]. Using the transfor-
mation n ¼ ðx VtÞ the Eqs. (3.2.1) and (3.2.2) are carried to
a ODE
 Vu0 þ u0uþ v0 ¼ 0 ð3:2:3Þ
 Vv0 þ u0 þ ðuvÞ0 þ u000 ¼ 0 ð3:2:4Þ
where the prime denotes the derivation with respect to n. Inte-
grating Eqs. (3.2.3) and (3.2.4) once we obtain
C1  Vuþ 1
2
u2 þ v ¼ 0 ð3:2:5Þ
C2  Vvþ uþ uvþ u00 ¼ 0 ð3:2:6Þ
By balancing v and u2 in Eq. (3.2.5) and u00 and uv in Eq. (3.2.6)
we get
2m ¼ n; mþ 2 ¼ mþ n
m ¼ 1; n ¼ 2 ð3:2:7Þ
Consequently from (2.9) we get
uðnÞ ¼ a0 þ a1/þ b1w ð3:2:8Þ
vðnÞ ¼ c0 þ c1/þ c2/2 þ d1wþ d2/w ð3:2:9Þ
where a0; a1; b1; c0; c1; c2; d1 and d2 are constants to be
determined later. As we mentioned above there are three cases
to be discussed.
Case 1 When k < 0 (Hyperbolic function solutions.)Substi-
tuting (3.2.8) and (3.2.9) into Eqs. (3.2.5) and
(3.2.6), using (2.3) and (2.4). The left-hand side of
(3.2.5) and (3.2.6) become a polynomial in / and w.
Setting the each coefﬁcient of equation to zero yields
a system of algebraic equations in
a0; a1; b1; c0; c1; c2; d1; d2; V ; r; l and k. From
ﬁrst Eq. (3.2.5) we obtain
/2 :1=2ðb1Þ2kþ1=2ða1Þ2k2rþ c2k2rþ1=2ða1Þ2l2þ c2l2
/1 :Va1l2þ c1k2rþa0a1l2þa0a1k2rþ c1l2Va1k2r
w/1 : d2l
2þa1b1k2rþd2k2rþa1b1l2
/0 : c0l
2Va0k2rþC1k2rþC1l2þ1
2
a20k
2rVa0l2
þ c0k2r1
2
b21k
2þ1
2
a20l
2
w/0 : b21klþa0b1l2þa0b1k2rVb1l2þd1k2rVb1k2rþd1l2
and from second Eq. (3.2.6) we obtain
/3 : a1c2l
2þ 2a1k2r b1kd2þ 2a1l2þ a1c2k2r
/2 :Vc2l2þ a0c2l2þ b1klþ a1c1k2r b1kd1
Vc2k2rþ a1c1l2þ a0c2k2r
w/2 : b1c2l
2þ b1c2k2rþ a1d2k2rþ a1d2l2þ 2b1k2rþ 2b1l2
/1 : a1k
2rþ 2a1k3rVc1k2rþ a1l2þ a1c0l2þ a1c0k2rþ a0c1l2
þ 2a1kl2 b1k2d2Vc1l2þ a0c1k2r
w/1 :Vd2k2r 3a1l3þ a1d1k2rþ 2b1kd2lVd2l2þ b1c1l2
 3a1lk2rþ b1c1k2rþ a1d1l2þ a0d2l2þ a0d2k2r
82 S. Demiray et al./0 : a0k
2rþC2k2r b1k2d1þ b1k2lVc0l2Vc0k2r
þ a0c0k2rþ a0l2þC2l2þ a0c0l2
w/1 : b1k
3rVd1k2rþ 2b1kd1lþ b1k2rþ b1c0k2r b1kl2
þ b1c0l2Vd1l2þ a0d1l2þ b1l2þ a0d1k2r
Solving the algebraic equations by Maple we get,a0 ¼ a0; a1 ¼ 1; b1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 k
2rþ l2
k
s
;
V ¼ a0; C1 ¼ 1
2
a20 þ
k
2
þ 1; ð3:2:10Þ
C2 ¼ a0; c0 ¼ k 1; c1 ¼ 0; c2 ¼ 1;
d1 ¼ l; d2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 k
2rþ l2
k
s
Substituting these solutions into (3.2.5) and (3.2.6), using (2.2)
and (2.4) we obtain travelling wave solution of (3.2.1) and
(3.2.2) as follows:
uðnÞ ¼ a0

A1 cosh n
ﬃﬃﬃﬃﬃﬃkp  ﬃﬃﬃﬃﬃﬃkp þ A2 sinh n ﬃﬃﬃﬃﬃﬃkp  ﬃﬃﬃﬃﬃﬃkp
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þ A2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 k
2 A2
1
A2
2ð Þþl2
k
q
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þ A2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk
ð3:2:11Þ
vðnÞ ¼ 1 k
A1 cosh n
ﬃﬃﬃﬃﬃﬃkp  ﬃﬃﬃﬃﬃﬃkp þA2 sinh n ﬃﬃﬃﬃﬃﬃkp  ﬃﬃﬃﬃﬃﬃkp
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þA2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk
0
@
1
A
2
þ l
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þA2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2 A21 A22
 þ l2q A1 cosh n ﬃﬃﬃﬃﬃﬃkp þA2 sinh n ﬃﬃﬃﬃﬃﬃkp  
A1 sinh n
ﬃﬃﬃﬃﬃﬃkp þA2 cosh n ﬃﬃﬃﬃﬃﬃkp þ lk 2
where
n ¼ x a0t; r ¼ A21  A22; k2 A21  A22
 þ l2 > 0: ð3:2:12Þ
In particular if we set A1 ¼ 0; A2 > 0 and l ¼ 0 in (3.2.8) then
we have solitary solutionuðnÞ ¼ a0
ﬃﬃﬃ
k
p
i tanh n
ﬃﬃﬃﬃﬃﬃ
k
p 
 sech n
ﬃﬃﬃﬃﬃﬃ
k
p  
ð3:2:13Þ
vðnÞ ¼1 k
þ
ﬃﬃﬃ
k
p ﬃﬃﬃ
k
p
tanh n
ﬃﬃﬃﬃﬃﬃ
k
p  2
þ tanh n
ﬃﬃﬃﬃﬃﬃ
k
p 
sech n
ﬃﬃﬃﬃﬃﬃ
k
p  
but if we set A2 ¼ 0; A1 > 0 and l ¼ 0 then we have solitary
solutionuðnÞ ¼ a0
ﬃﬃﬃﬃﬃﬃ
k
p
coth n
ﬃﬃﬃﬃﬃﬃ
k
p 
 csch n
ﬃﬃﬃﬃﬃﬃ
k
p  
ð3:2:14Þ
vðnÞ ¼1 k
þ
ﬃﬃﬃ
k
p ﬃﬃﬃ
k
p
coth n
ﬃﬃﬃﬃﬃﬃ
k
p  2
þ icoth n
ﬃﬃﬃﬃﬃﬃ
k
p 
csch n
ﬃﬃﬃﬃﬃﬃ
k
p  Case 2 When k > 0 (Trigonometric function solu-
tions)Substituting (3.2.8) and (3.2.9) into Eqs.
(3.2.5) and (3.2.6), using (2.3) and (2.5). The left-hand
side of (3.2.5) and (3.2.6) becomes a polynomial in /
and w. Vanishing each coefﬁcient of this polynomial
to get the system of algebraic equations which can
be solved by Maple to ﬁnd following results:
a0 ¼ a0; a1 ¼ 1; b1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2r l2
k
s
;
V ¼ a0; C1 ¼ 1
2
a20 þ
k
2
þ 1; ð3:2:15Þ
C2 ¼ a0; c0 ¼ k 1; c1 ¼ 0;
c2 ¼ 1; d1 ¼ l; d2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2r l2
k
s
Substituting these solutions into (3.2.5) and (3.2.6), using (2.2)
and (2.5) we obtain travelling wave solution of (3.2.1) and
(3.2.2) as follows
uðnÞ ¼ a0 
A1 cos n
ﬃﬃﬃ
k
p  ﬃﬃﬃ
k
p þ A2 sin n
ﬃﬃﬃ
k
p  ﬃﬃﬃ
k
p
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2 A2
1
þA2
2ð Þl2
k
q
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk ð3:2:16Þ
vðnÞ ¼ 1 k
A1 cos n
ﬃﬃﬃ
k
p  ﬃﬃﬃ
k
p þ A2 sin n
ﬃﬃﬃ
k
p  ﬃﬃﬃ
k
p
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk
0
@
1
A
2
þ l
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2 A21 þ A22
  l2q A1 cos n ﬃﬃﬃkp  A2 sin n ﬃﬃﬃkp  
A1 sin n
ﬃﬃﬃ
k
p þ A2 cos n ﬃﬃﬃkp þ lk 2
where
n ¼ x a0t; r ¼ A21 þ A22; k2 A21 þ A22
  l2 > 0: ð3:2:17Þ
In particular if we set A1 ¼ 0; A2 > 0 and l ¼ 0 in (3.1.13)
then we have periodic solution
uðnÞ ¼ a0 
ﬃﬃﬃ
k
p
tanh n
ﬃﬃﬃ
k
p 
 sech n
ﬃﬃﬃ
k
p  
ð3:2:18Þ
vðnÞ ¼ 1 kþ
ﬃﬃﬃ
k
p ﬃﬃﬃ
k
p
tanh n
ﬃﬃﬃ
k
p  2
 tanh n
ﬃﬃﬃ
k
p 
sech n
ﬃﬃﬃ
k
p 
but if we set A2 ¼ 0; A1 > 0 and l ¼ 0 then we have solution
uðnÞ ¼ a0 
ﬃﬃﬃ
k
p
coth n
ﬃﬃﬃ
k
p 
 csch n
ﬃﬃﬃ
k
p  
ð3:2:19Þ
vðnÞ ¼ 1 k
ﬃﬃﬃ
k
p ﬃﬃﬃ
k
p
cothðn
ﬃﬃﬃ
k
p
Þ
 2
 coth n
ﬃﬃﬃ
k
p 
csch n
ﬃﬃﬃ
k
p 
Case 3 k ¼ 0 (Rational function solutions)
Substituting (3.2.8) and (3.2.9) into Eqs. (3.2.5) and
(3.2.6), using (2.3) and (2.6). The left-hand side of
(3.2.5) and (3.2.6) becomes a polynomial in / and
Exact solutions of nonlinear wave equations 83w. Vanishing each coefﬁcient of this polynomial to get
the system of algebraic equations which can be solved
by Maple to ﬁnd following results
a0 ¼ a0; a1 ¼ 1; b1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A21  2lA2
q
;
V ¼ a0; C1 ¼ 1
2
a20 þ 1; ð3:2:20Þ
C2 ¼ a0; c0 ¼ 1; c1 ¼ 0; c2 ¼ 1;
d1 ¼ l; d2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A21  2lA2
q
Substituting these solutions into (3.2.5) and (3.2.6), using (2.2)
and (2.6) we obtain travelling wave solutions
uðnÞ ¼ a0  lnþ A1ln2
2
þ A1nþ A2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A21  2lA2
q
ln2
2
þ A1nþ A2
ð3:2:21Þ
vðnÞ ¼ 1 ðlnþ A1Þ
2
ln2
2
þ A1nþ A2
 2 þ lln2
2
þ A1nþ A2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A21  2lA2
q
ðlnþ A1Þ
ln2
2
þ A1nþ A2
 2
where
n ¼ x a0t; A21  2lA2 > 0:
Note that our solutions are different from the given ones in
[47,48].
4. Conclusion
In this paper, we have used the ðG0=G; 1=GÞ-expansionmethod to
derive new exact solutions of travelling wave solutions of the new
Hamiltonian amplitude equation and Broer–Kaup equations.
We show that the solutions we found are different from the solu-
tions presented by other authors before. We foresee that our re-
sults can be found potentially useful for applications in
mathematical physics and engineering. The ðG0=G; 1=GÞ-expan-
sion method is direct, concise and effective. The availability of
computer systems like Mathematica or Maple facilitates the te-
dious algebraic calculations. Thus, we conclude that the pro-
posed method can be extended to solve the nonlinear
problems which arise in the theory of solitons and other areas.Acknowledgements
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