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Abstract
We analyse the category-theoretical structures involved with the notion of continuity within the
framework of formal topology. We compare the category of basic pairs to other categories of “spaces”
by means of canonically determined functors and show how the definition of continuity is determined
in a certain, canonical sense. Finally, we prove a standard adjunction between the (co)algebraic
approach to spaces and the category of topological spaces.
© 2005 Elsevier B.V. All rights reserved.
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0. Introduction
Formal topology is the attempt to circumvent impredicative aspects of the theory of
locales, aiming at a constructive presentation of spaces. Of course, such a constructive
presentation of spaces may eventually lead to a theory whose scope, shape, and structure
essentially differ from the theory of locales—or from topology, for that matter. Whatever
the case, it is important to maintain a clear picture of the connections involved with the
various attempts.
The first account of a predicative approach to topology is [17]. But we take the point of
view proposed in [18] and approach that from a category-theoretical stand. The main point
of that position is recalling that the category of frames (or that of locales) is a category
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of algebras on an exact category—see e.g. [13,14,2]—and that the exact category is free,
as explained in [4]. Once having accepted that, most of the elementary developments are
forced. In particular, we are led to a direct definition of what a continuous function between
formal topologies is. And we accomplish the connection with the other constructive
approaches to topology in a very canonical way.
We gained a lot of insight into this subject during discussions with many people
including Lars Birkedal, Martin Escardo, Pieter Hofstra, Martin Hyland, Marco Grandis,
Milly Maietti, Matias Menni, Giovanni Sambin, and Peter Schuster. We owe an especially
deep debt of gratitude to Aurelio Carboni for constantly providing us with an example of
scientific probity.
1. A categorical view of basic pairs
Recall that the category of basic pairs, as introduced in [18], consists of:
Objects: relations r ⊆ X × A between sets X and A. In this context, one calls the triple
(X, A, r) a basic pair—and from now on we shall write r : X  A to mean that the
relation r has first components in X and second components in A. Also, we shall employ
relational composition:
u (sr) w
def⇐⇒ ∃v[u r v ∧ v s w].
Arrows: diagonal compositions in commutative squares:
X
f 
r





s f = f ′r






Y
s





A f ′
 B
or, more explicitly, equivalence classes of pairs of relations ( f, f ′)—commuting as in
the diagram above—with respect to the relation
( f, f ′) ∼ ( f1, f ′1) ⇐⇒ s f = s f1 [⇐⇒ f ′r = f ′1r ].
Composition is given by pasting commutative squares like so:
X f

r
 












g f
    
   	
 	
 	
 	
                 
tg f =g′ f ′r

Y g 


s











Z
t
 




A
f ′ 
g′ f ′
                  	
 	
 	
 	
     
  B
g′  C
More explicitly, it is given on representative pairs as (g f, g′ f ′).
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The results that we present stem from two remarks which we owe to Marco Grandis and
Aurelio Carboni, respectively.
(1) The category of basic pairs is the free completion Fr(Rel) of the category Rel of sets
and relations with a (stable) proper factorization system. The general construction goes
under the name of ‘Freyd completion of a category’; see [7,9].
For the sake of self-containment, we recall from [8] that a factorization system in a
category C consists of a pair (E,M) of collections of maps of C such that:
(i) E andM are subcategories of C containing all isomorphisms,
(ii) every map can be factored as the composition of a map in E followed by a map in
M,
(iii) each map in E is orthogonal to any map inM, i.e. there is a unique diagonal fill-in
in any commutative square of the form

in E 






in M

It is proper if every map in E is epic, or equivalently, every map inM is monic.
(2) The category of complete sup-lattices and sup-preserving functions is (equivalent to)
the free completion Relex of the category Rel of sets and relations to an exact category;
see [4].
Again, for self-containment, we recall from [1] that a category is exact when:
(i) it has all finite limits,
(ii) it has coequalizers of equivalence relations,
(iii) such coequalizers are stable under pullback.
Those two remarks trigger a series of important connections which shed new light on
formal topology:
• Since every exact category has a (stable) proper factorization system, by freeness there
is a functor
Rel 
  






Fr(Rel)



 BPairs
Relex CSLatt
• The functor obtained by freeness is an equivalence (but see Section 4), so we understand
basic pairs, and maps between them, as complete sup-lattices with sup-preserving maps
between them.
• Consider the standard translation
Op: Top  Fr(Rel)
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that takes a topological space (S, σ ) to the relation S
∈S  σ . The functor Op sends a
product of two spaces S ×T to a mere monoidal tensor ∈S × ∈T of the respective basic
pairs: this should be (the carrier of) the product.
• There is a well-known universal solution to making the tensor product a categorical
product: the category of commutative comonoids; see Theorem 5.4.
Top
Op 
×−pres. 		





 Fr(Rel)
CCom(Fr(Rel),×)
U



• This is the motivation for the definition of an abstract category of topologies and
continuous functions between them. Abstractly, topological spaces are appropriate
structures on basic pairs; and “continuous functions” are maps (appropriately described
as relations) which further preserve that structure; see [14,2].
Clearly, the sketch given above is highly impredicative: all categories involved are locally
small only if powersets can be considered (the starting category Rel itself cannot be
considered locally small within a predicative universe), the Freyd completion of a category
requires taking quotients of homsets, the free constructions apply to large categories, the
functor BPairs  CSLatt is proved to be an equivalence by invoking the Principle of
Excluded Middle.
The paper does not intend to develop category theory within a predicative universe.
Rather, it takes a category-theoretical standpoint about formal topology and attempts to
analyse the structures involved in that approach from without. As much as it is important
to develop category theory within a predicative universe, there is some usefulness also in
adopting the category-theoretic point of view to look at a predicative universe to understand
the mathematical structure of the constructions adopted.
We intend to compare notions such as basic pairs, complete sup-lattices, frames, and
topological spaces, some of which make sense only in a suitably powerful theory. So we
shall consider a model of intuitionistic impredicative type theory, an arbitrary elementary
topos E, and construct categories in (the theory over) that.
Hence, in what follows, the category Rel is the category of relations on E: it consists
of the same objects as E and an arrow from A to B is a subobject of A × B in E, with
relational composition.
Although we work in an impredicative type theory, there is at least one payoff from a
predicative point of view: the elementary definitions of the categories Rel, Fr(Rel), and
CCom(Fr(Rel),×) can all be unfolded in a predicative theory. Hence the structures they
collect can be defined and used within predicative type theory. In particular, one obtains a
way to study sober topological spaces from a predicative point of view.
The paper is organized as follows. In Section 2, we compute explicitly the functor
Q: Fr(Rel) Relex CSLatt which transforms a basic pair into a complete sup-
lattice, as determined by the general theory of [7]. In Section 3, we check that Q is faithful,
characterize the image of the functor, and prove some preservation properties. In Section 4,
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we measure the power of the logic needed in order to accomplish further useful results
about Q, in particular its fullness. We prove that Q is an equivalence if and only if the
logic of the topos is Boolean. In Section 5, we state the definition of continuous function
and prove that the category so defined is equivalent to that of sober topological spaces.
2. Translating basic pairs as complete sup-lattices
This section gives an explicit presentation of the functor
Rel 
  






Fr(Rel) BPairs
Q




Relex CSLatt
obtained by the freeness property proved in [9]. Recall from [4] that Relex CSLatt
in any topos, and note that BPairs = Fr(Rel) by its very definition.
The essential idea for constructing Q is that Rel    CSLatt is a presentation of
the free complete sup-lattices P(A), and the arbitrary basic pair is the factorization of a
homomorphism between free complete sup-lattices.
So, given a basic pair r : X  A , consider first the following sup-preserving map
α
 ∈ rα def∈ {a ∈ A | ∃x ∈ α x r a}
P(X) r∗  P(A)
between powerset lattices. The notation rα, which we employ, is related to relational
composition, confusing a subset α ⊆ X with the relation from a one-element set 1 α  X .
Then consider the factorization of r∗: P(X) → P(A) as a quotient followed by an
inclusion of complete sup-lattices, which one can write as follows:
P(X) r∗ 
 



 P(A)
{α ∈ P(X) | ∀γ [rα = rγ ⇒ γ ⊆ α]}
 
														
Call Qr the quotient sup-lattice so obtained. This is the translation of the basic pair
r : X  A seen as a complete sup-lattice.
Note that we replaced the quotient set of P(X) (with the induced lattice structure) with
an explicit description of the largest element in each equivalence class with respect to the
kernel pair of the homomorphism: as inessential as it may appear, it avoids climbing one
level higher in the powerset hierarchy. So the quotient map P(X)  Qr takes a subset
γ ⊆ X to the largest subset
γ r
def=
⋃
{γ ′ | rγ = rγ ′}
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equivalent to it. So, in general, sups in Qr ⊆ P(X) are not computed as unions in P(X)—
indeed, they are (
⋃
i αi )
r
.
Given an arrow between basic pairs [ f, f ′]: r → s, one may check directly that the
assignment
α → {y ∈ Y | ∀b ∈ B[y s b ⇒ b ∈ f ′rα]}
maps Qr into Qs and preserves all sups, and that any other pair ( f1, f ′1) representing the
same map [ f, f ′] = [ f1, f ′1] of basic pairs defines the same function from Qr to Qs ;
but rather we suggest considering the following commutative diagram of complete sup-
lattices and sup-preserving functions, and see that there is a function induced between the
quotients, uniquely determined by pairs of maps making the outer square commute:
P(X)
f∗ 

 


r∗

P(Y )
s∗

 






{α∈P(X)|∀γ [rα=rγ⇒γ⊆α]}
 
 





Q[ f, f ′]


       
{β∈P(Y )|∀δ[s(β)=s(δ)⇒δ⊆β]}
 



P(A)
f ′∗  P(B)
(1)
The reader is advised to compare diagram (1) with that involved in the definition of arrows
of the category Fr(Rel) of basic pairs at the beginning of Section 1: it is obvious how
the functor Q essentially introduces sets to label a mathematical notion which is already
completely identified.
Proposition 2.1. The assignment which sends a basic pair r : X  A to the complete
sup-lattice Qr and an arrow between basic pairs [ f, f ′]: r → s to the sup-preserving
function Q[ f, f ′]: Qr → Qs defines a functor
Q: Fr(Rel) → CSLatt
from the category of basic pairs into that of complete sup-lattices and sup-preserving
functions.
Proof. One can prove it by straightforward, lengthy calculations, or derive all the algebraic
properties required by the statement immediately from diagram (1)—which is how one
would use freeness of the construction of the category of basic pairs. 
3. Properties of the translation
Proposition 3.1. The functor
Q: Fr(Rel) → CSLatt
is faithful.
110 A. Bucalo, G. Rosolini / Annals of Pure and Applied Logic 137 (2006) 104–125
Proof. Trivial since, for any map of basic pairs [ f, f ′]: r → s, one has that x (s f ) b if and
only if b ∈ Q[ f, f ′]
(
{x}r
)
. 
Remark 3.2. There is a straightforward proof that Q is also full which uses the fact that
a complete sup-lattice of the form P(A) is injective in CSLatt. This property relies on
classical logic: in that case, complementation becomes an isomorphism between P(A) and
its opposite, and these are injective; see [14]. We have been unable to prove that Q is full
in an intuitionistic setting.
In the remainder of this section, we analyse other properties of the functor. First, we
characterize the complete sup-lattices in the image of Q as the sub-complete sup-lattices
of powerset lattices. Then, we show that the functor Q is monoidal.
Definition 3.3. For use in this section and the next, we abbreviate the condition just
mentioned. We say that a complete sup-lattice L is a sub-powerset lattice if it can be
embedded by a sup-preserving injection into a powerset lattice P(A) of subsets of some set
A.
Theorem 3.4. The complete sup-lattices in the image of Q are precisely the sub-powerset
lattices.
Proof. Obvious, since every complete sup-lattice L is a quotient
∨
: P(L)  L , and a
sup-preserving function φ: P(L) → P(A) is always of the form f∗, for f : L  A the
relation
 f a def⇐⇒ a ∈ φ({}). 
We now improve the characterization by showing that, for a sub-powerset lattice, one
can choose the set A canonically by a standard general argument; see [10,15]. To present it,
it is crucial to use the monoidal structure on complete sup-lattices; see [14] which contains
an excellent mathematical account of the basic properties of the category of complete
sup-lattices and of that of frames and frame-homomorphisms as a full subcategory of the
category of “commutative monoids” on complete sup-lattices with respect to the tensor
product given by the complete sup-lattice of Galois connections—recall from [16] that
quantales are exactly monoids on complete sup-lattices.
We recall the definition of the tensor product of complete sup-lattices and some of the
basic properties. Though important, the part to the end of the section is rather technical:
just skimming through it and reading only Corollary 3.7, the following comments, and the
statement of Theorem 3.9 should not impair the understanding of the rest of the paper.
Given two complete sup-lattices L and M , their tensor L ⊗ M is the complete sup-
lattice of Galois connections from L to M , i.e. those order-reversing functions from L to
M which take sups in L to infs in M .
So, writing [M, N] for the complete sup-lattice of all sup-preserving functions from M
to N , with the pointwise order—hence, [M, N] ⊆ N M preserves sups—and Mo for the
complete sup-lattice on M with the reverse order, we may rewrite the tensor as follows:
L ⊗ M = [L, Mo]o.
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There are obvious isomorphisms of complete sup-lattices:
Moo = M, [No, Mo] ∼→ [M, N], M X ∼→ [P(X), M] for any set X .
It follows that
Mo ∼→ (Mo)1 ∼→ [P(1), Mo] ∼→ [M, P(1)o]
and [P(1), M] ∼→ M , and it is easy to check that the complete sup-lattice P(1) is the unit I
of the tensor. Moreover, L ⊗ – −−| [L, –] because
[L ⊗ M, N] = [[L, Mo]o, N] ∼→ [No, [L, Mo]] ∼→ [L, [No, Mo]] = [L, [M, N]]
where we used also the crucial fact that functions in two arguments L × No → Mo which
preserve sups in each variable can be read equivalently as No × L → Mo. Thus one
finds the universal property of the tensor as “representing functions in two variables which
preserve sups in each variable separately”.
Note that, for any object K , one can define a “duality”
CSLatt
[–,K ]
⊥ CSLatt op
[–,K ]
(see e.g. [20]). We are interested in the unit of such an adjunction, evaluation at a point,

 ∈ [φ → φ()]∈
L .ηL
 [[L, K ], K ]
The counit ε is the same natural transformation η, only read in the opposite category, and
the triangular identities collapse to a single one:
[–, K ] .
η[–,K ]
 [[[–, K ], K ], K ]
·[ε,K ]

[–, K ]
id 




(2)
Proposition 3.5. For a complete sup-lattice L, the following are equivalent:
(i) L is a sub-powerset lattice,
(iii) L embeds into a complete sup-lattice of the form [M, P(1)],
(iiii) the sup-preserving function ηL : L → [[L, P(1)], P(1)] is one–one,
(iv) the sup-preserving function
θL = L ηL  [[L , P(1)], P(1)] 
  P(1)
[L ,P(1)] ∼  P([L , P(1)])
is one–one from L to P([L, P(1)]).
Remark 3.6. Though trivial, we note that the inclusion
[M, P(1)]    P(1)M
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is natural, i.e. for every sup-preserving function f : N → M the following diagram
commutes:
[M, P(1)]   
–◦ f

P(1)M
–◦ f

[N, P(1)]    P(1)N
Proof of 3.5. (i)⇐(ii)⇐(iii)⇔(iv) are obvious.
(i)⇒(ii) follows from the isomorphism
P(A) ∼→ P(1)A ∼→ [P(A), P(1)].
(ii)⇒(iii) Suppose f : L → [M, P(1)] is a one–one sup-preserving function, and consider
the commutative diagram
L 
f 
ηL

[M, P(1)]

η[M,P(1)]

[[L, P(1)], P(1)] [[ f,P(1)],P(1)]  [[[M, P(1)], P(1)], P(1)]
[ε,P(1)]

where the retraction pair on the right-hand side is obtained by (2). Then ηL is one–one as
the first composite of a one–one function. 
Corollary 3.7. A complete sup-lattice L is in the image of the functor Q if and only if the
natural map L → P([L, P(1)]) is one–one.
The characterization in 3.7 above gives a reflection to the full inclusion determined by
the complete sup-lattices in the image R of Q:
R   ⊥ Relex

by forcing the natural map L [[L, P(1)], P(1)] one–one, i.e. taking the image of L
in [[L, P(1)], P(1)]. Note that the category R is (equivalent to) the regular completion of
the category Rel since complete sup-lattices in R are precisely those that can be embedded
into a regular projective; see [3].
This suggests defining a tensor on R by factoring the map
L ⊗ M π 
 



 [([L, P(1)] ⊗ [M, P(1)]), P(1)].
L  M
 

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where π is the transpose of the map defined as the composition
L ⊗ M ⊗ [L, P(1)] ⊗ [M, P(1)]
id ⊗c⊗id

 P(1)
L ⊗ [L, P(1)] ⊗ M ⊗ [M, P(1)] eval ⊗ eval  P(1) ⊗ P(1)
∩



for c the (appropriate) commutativity isomorphism for the tensor.
There is a monoidal structure on Fr(Rel) canonically induced by that on Rel: given
basic pairs r : X  A and s: Y  B , their relational product
〈x, y〉 (r × s) 〈a, b〉 def⇐⇒ x r a ∧ y s b
extends to a tensor on Fr(Rel).
Remark 3.8. Though possibly obvious, we pause to note that the tensor product of basic
pairs is not a categorical product. The reader may recall that the categorical product of sets
X and Y in the category Rel is their disjoint sum X + Y . This canonically extends to a
categorical product of basic pairs; see [9].
Theorem 3.9. The functor Q is strict monoidal into R, in the sense that the functor Q
takes a product r × s to the complete sup-lattice Qr  Qs and the identity relation on a
singleton to P(1).
Proof. Consider basic pairs r : X  A and s: Y  B . Recalling the universal
property of the tensor as “representing functions in two variables which preserve sups
in each variable separately”, one can show by direct calculation that the map
P(X × Y ) ∼→ P(X) ⊗ P(Y )  Qr ⊗ Qs π [[Qr , P(1)] ⊗ [Qs , P(1)], P(1)]
factors through the quotient P(X × Y )  Qr×s , because, for α ∈ P(X) and β ∈ P(Y ),
it is
αr × βs ⊆ α × β(r×s).
Moreover, composing the map
Qr×s k [[Qr , P(1)] ⊗ [Qs , P(1)], P(1)]
obtained above with
[[Qr , P(1)] ⊗ [Qs, P(1)], P(1)]  [[P(A), P(1)] ⊗ [P(B), P(1)], P(1)] ∼→ P(A × B)
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gives the injection Qr×s   P(A × B) . As first composite of a mono, the map k
is monic. At this point, it is easy to produce an iso Qr  Qs Qr×s by (double)
factorization in the following diagram:
P(X × Y )  

Qr ⊗ Qs  Qr  Qs 
 
 
 
 
 
 
 
Qr×s  
 [[Qr , P(1)] ⊗ [Qs, P(1)], P(1)]
recalling that the tensor ⊗ of complete sup-lattices preserves quotients. 
This measures exactly how far from the standard tensor of complete sup-lattices the
product of basic pairs is.
4. Adequacy of the logic
Note that, if there is P(1)o ∼→ P(1), then every complete sup-lattice is a sub-powerset
lattice. Indeed, as is well known, existence of such an isomorphism is equivalent to the
underlying logic being Boolean.
Proposition 4.1. In an arbitrary elementary topos E, the following are equivalent:
(i) the complete sup-lattice P(1) is Boolean,
(ii) there is an isomorphism P(1)o ∼→ P(1),
(iii) every complete sup-lattice is a sub-powerset lattice,
(iv) P(1)o is a sub-powerset lattice.
Proof. (i)⇒(ii) is trivial because ¬: P(1)o → P(1) is a sup-preserving bijection when P(1)
is Boolean.
(ii)⇒(iii) follows from 3.5 and the fact that, for every complete sup-lattice L,
L ∼→ [Lo, P(1)o]
(iii)⇒(iv) is trivial.
(iv)⇒(i) Let f : P(1)o → P(A) be a one–one sup-preserving function, i.e. it takes meets in
P(1) to unions. Note that
f () = f
(⋂
∅
)
=
⋃
∅ = ∅. (3)
Next, consider the map ∃: P(A) → P(1): X → {∗ ∈ 1 | ∃a ∈ A a ∈ X} which preserves
sups. Therefore the composition
g def= P(1)o f→ P(A) ∃→ P(1)
takes infs in P(1) to sups in P(1). Moreover, g is monic. Indeed, for p, q ∈ P(1), suppose
that g(p) = g(q), that is
∃a ∈ A a ∈ f (p) ⇐⇒ ∃a′ ∈ A a′ ∈ f (q),
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and assume p = . Then, by (3), f (p) = ∅ and ¬∃a ∈ A a ∈ f (p). Hence
¬∃a′ ∈ A a′ ∈ f (q), and f (q) = ∅. Since f is monic, we get q = . This proves that
[∃a ∈ A a ∈ f (p) ⇔ ∃a′ ∈ A a′ ∈ f (q)] ⇒ [p ⇒ q].
By the symmetry of the argument, we obtain that g is monic.
We now prove that, for any p ∈ P(1), p = ¬g(p), following a similar argument by
D. Higgs. It is obvious that g() = ⊥, in other words,
p ⇒ ¬g(p).
Suppose now that g(p) = ⊥; then g(p) = g() and p = , i.e.
¬g(p) ⇒ p
which shows that P(1) is Boolean. 
Corollary 4.2. In an arbitrary elementary topos E, if the complete sup-lattice P(1) is
Boolean, then:
(i) The functor Q: Fr(Rel) → CSLatt is full.
(ii) The functor Q is surjective on objects.
(iii) The functor Q is an equivalence of categories.
Proof. (i) Let r : X  A and s: Y  B be two basic pairs, and let f : Qr → Qs be a
sup-preserving function. In the diagram
P(X)   Qr 
 
f

P(A)
P(Y )   Qs 
  P(B)
one easily defines a sup-preserving fill-in P(X) → P(Y ) taking advantage of projectivity of
the free complete sup-lattice P(X); see [21]: in fact, take the relation g: X  Y given by
x g y def⇐⇒ y ∈ f ({x}r ).
But, since P(1) is Boolean, every free complete sup-lattice is also injective. Hence, we also
get a fill-in for the right-hand side:
P(X)
g∗

  Qr 
 
f

P(A)
g′∗

P(Y )   Qs 
  P(B)
(ii) follows directly from Proposition 4.1.
(iii) is now immediate. 
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Since the topos is arbitrary, one can consider the assertions above as stated within
intuitionistic impredicative type theory. While it is clear that each of conditions (ii) and (iii)
is equivalent to P(1) being Boolean, at this stage we leave the question open of whether
the functor Q: Fr(Rel) → CSLatt is full precisely when P(1) is Boolean, although we
conjecture that the question has a negative answer.
At this point, an analysis of the use of the hypothesis of impredicativity is quite complex.
No doubt some developments proposed in Sections 2 and 3 require a powerset constructor.
On the other hand, the only point where impredicativity is used in the framework of basic
pairs is when one proves that Rel has weak equalizers. [We never used equalizers in
Fr(Rel), but if one wants to develop some mathematics with basic pairs, equalizers would
certainly come in handy.] Since a weak limit is not determined uniquely up to isomorphism,
it is still unclear how powerful an impredicative requirement is needed.
5. Comonoids and continuous functions
We shall argue for a notion of continuity within the framework of basic pairs by
comparing the predicative approach with the standard one of topological spaces. Therefore,
we shall retain our working assumption that the underlying category is an elementary
topos.
The first step is that of transforming the data for a topological space into the complete
sup-lattice of open subsets of the space and a continuous function f into the function taking
inverse images along f which preserves sups. In other words, one defines a functor
Top
Op  Fr(Rel)
(S, σ )
f
S





 ∈


f 

σ
( f −1)o

(T, τ ) T
∈ 

τ
 
 
 
where we wrote the graph of a function with the same name as the function, and (–)o for
the opposite of a relation.
Proposition 5.1. The functor Op takes the product of two topological spaces to the tensor
product of corresponding basic pairs in Fr(Rel).
Proof. Let (S, σ ) and (T, τ ) be topological spaces, and let (S × T, ρ) be their topological
product. Consider the following maps of basic pairs:
S × T idS×T 
∈×∈




S × T
∈




S × T idS×T 
∈




S × T
∈×∈




σ × τ  ρ ρ  σ × τ
〈U, V 〉
U×V⊆W W W W=U×V 〈U, V 〉
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from Op(S, σ )×Op(T, τ ) to Op(S×T, ρ) and from Op(S×T, ρ) to Op(S, σ )×Op(T, τ ),
respectively. It is immediate that they are each other’s inverses in Fr(Rel). 
The universal solution for making the tensor product a categorical product is to consider
the category of commutative comonoids and comonoid homomorphisms; see [6]. We recall
the main definitions.
Definition 5.2. In a symmetric monoidal category (C,⊗, I, a, r, l, c), a commutative
comonoid is a triple (C, m, e) which consists of an object of C , and maps m: C → C ⊗ C
and e: C → I such that the following diagrams commute:
associativity: C
m

m  C ⊗ C
m⊗idC





C ⊗ C idC ⊗m  C ⊗ (C ⊗ C) aC,C,C  (C ⊗ C) ⊗ C
neutrality: C
idC

m  C ⊗ C
idC ⊗e

C C ⊗ IrC
C
idC

m  C ⊗ C
e⊗idC

C I ⊗ ClC
commutativity: C
m





m  C ⊗ C
cC,C

C ⊗ C
A homomorphism between two comonoids (C, m, e) and (C ′, m′, e′) is a map f : C → C ′
such that
C
e





f

m  C ⊗ C
f ⊗ f

I C ′e
′
 m
′
 C ′ ⊗ C ′
Write CCom(C,⊗, I, a, r, l, c) for the category of commutative comonoids and
homomorphisms—we shall always discard those items in the list describing the monoidal
structure on C which we consider clear from the context.
Example 5.3. Leaving all the obvious examples aside, such as commutative monoids,
abelian groups, vector spaces, or commutative rings, we recall a single example, which
we found extremely useful for developing a correct kind of intuition for comonoids
with relations. In the category Rel of relations with the cartesian product × as a tensor,
consider the following structure on a given set X . As a multiplication we take the diagonal
function ∆: X  X × X, seen as a relation, as a neutral element the constant function
t : X  1. It is easy to check that the data give a commutative comonoid.
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For two such comonoids on the sets X and Y , one can check that a relation r : X  Y is
a comonoid homomorphism if and only if r is a function from X to Y . A reader interested
in pursuing this example further should first read the fundamental paper [5].
Recall from [6] the main theorem characterizing commutative comonoids:
Theorem 5.4. Given a symmetric monoidal category (C,⊗, I, a, r, l, t), the category
CCom(C,⊗) of commutative comonoids and homomorphisms has finite (categorical)
products and the forgetful functor U : CCom(C,⊗, I ) → C is strict monoidal. Moreover,
this is the universal solution among categories with finite products and a strict monoidal
functor to C, i.e. for every category A with finite products and every functor F : A → C
which transforms the products in A into tensor products in C and takes the terminal object
to the unit for the tensor
F(A1) ⊗ F(A2) ∼→ F(A1 × A2) I ∼→ F(1)
preserving all coherence isomorphisms, there is a functor Fc: A → CCom(C,⊗, I ) which
preserves finite products and extends F:
A
F







Fc





CCom(C,⊗, I ) U  C.
The functor Fc with that property is completely determined up to a unique natural iso.
Remark 5.5. Note that strictness of U states exactly that the categorical product of
comonoids is defined on the tensor product of the underlying objects.
Hence, as a direct application of the theorem, we get the following:
Corollary 5.6. There is a diagram of product preserving functors:
Top
Opc 
(Q◦Op)c 




CCom(Fr(Rel),×, 1)
(Q◦U )c

CCom(R,, P(1)).
Proof. Just to show how things fall neatly into place, we compute that the comultiplication
of Opc(S, σ ) has indeed the expected representative: the diagonal function∆: S → S × S
is continuous; hence, by applying Op and composing with one of the isomorphisms given
in 5.1, one obtains a map
S ∆ 
∈




S × S id 
∈




S × S
∈×∈




σ  ρ  σ × σ
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from Op(S, σ ) to Op(S, σ ) × Op(S, σ ), where we denoted by ρ the product topology on
(S, σ ) × (S, σ ). 
Like in the case of locales, we prove that the functor Opc is a left adjoint, and that the
adjunction restricts to an equivalence on sober spaces; see [11].
Remark 5.7. If the underlying logic is classical, by 4.2 the tensor  is defined on all
complete sup-lattices. Indeed, it is the same as that defined in [12] for the binary case.
And one can show that it can be extended to all locales using a sort of law of interchange
between the tensor  and the tensor &, dual to ⊗, since the category of locales Loc ⊂full
CCom(CSLatt, &) is a category of comonoids.
Theorem 5.8. The functor
Top
Opc  CCom(Fr(Rel),×, 1)
has a right adjoint sp.
We achieve a proof of the theorem in four steps: we prove (1) a representation of the open
subsets of a topological space. We believe that gives good intuition about the next step:
(2) the definition of the functor sp: CCom(Fr(Rel),×, 1) → Top. Then (3) we provide the
counit of the adjunction, and finally (4) we complete the proof of the adjunction property.
Step 1: To offer some intuition for the construction of the right adjoint functor, we
present a characterization of the open subsets of a topological space in terms of comonoid
homomorphisms:
Lemma 5.9. Suppose (S, σ ) is a topological space. Then:
(i) A point of S determines a comonoid homomorphism id1 → Opc(S) where 1 denotes
the unique comonoid structure on the basic pair id1: 1  1 .
(ii) The open subsets of S are in a one–one correspondence with the comonoid
homomorphisms Opc(S) → S
S
∈





 
  
  
  
 {0, 1}
≥
 


σ  {0, 1}
where S is the comonoid
1 {0, 1} ∆ t    {0, 1} × {0, 1}
1 {0, 1} ∨o 0
o
    {0, 1} × {0, 1}
id1




≥



≥×≥
 


(iii) A point of S is in an open subset if and only if the composition of the corresponding
homomorphisms is equivalent to the map of basic pairs [t, t]: id1 →≥, where t is the
total relation.
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Up to isomorphism, the basic pair ≥: {0, 1}  {0, 1} is the only idempotent on the
set {0, 1} which is not split in the category Rel, and S is the only non-trivial comonoid
structure on it; see [19] for more on the structure of S.
Proof. (i) Given a point p in S, consider the constant function 1 S with value p.
Since it is continuous, by 5.6 one obtains a comonoid homomorphism
1
id
 


{p}  S
∈




1 Up
 σ
where the two relations (identifying, as usual, a relation from 1 with a subset of the target)
are the singleton of p and the set of neighbourhoods of p, respectively.
(ii) First, note that any arrow
X
r




f 
!
!!
!!
!!
! {0, 1}
≥
 


A  {0, 1}
from an arbitrary basic pair into S can be equivalently represented by a pair where f is
replaced by f , the composition of relations ≥ f , i.e.
x f i def⇐⇒ ∃ j ≥ i x f j,
like for any basic pair which is an interpolative relation, i.e. any idempotent in Rel.
Next, consider that any map of basic pairs
S
∈





 
  
  
  
 {0, 1}
≥
 


σ
f ′  {0, 1}
can be equivalently represented by a pair of relations where f ′ is replaced by the (opposite
relation of the graph of the) function defined as
f ′: i →
⋃
{U ∈ σ | U f ′ i}
since σ is a sub-complete sup-lattice of a complete sup-lattice of subsets.
Finally, the condition that such an arrow be a homomorphism ensures that
∀p ∈ S p f 0.
Hence, a homomorphism is completely determined by the value f ′(1) ∈ σ , and each
element of σ determines a homomorphism. (iii) is now obvious. 
Step 2: Given a commutative comonoid id1 c
e m  c × c in Fr(Rel), say
c: D  Z is the basic pair underlying the structure; we now construct a topological
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space sp(c, m, e) where the points are determined as if the comonoid c is a topological
space: the points of sp(c, m, e) are the comonoid homomorphisms into the comonoid from
id1:
1
id1



p  D
c



1
p′  Z
and we shall write that particular set of homomorphisms as hom(id1, c). Given a
homomorphism [p, p′] ∈ hom(id1, c), note that the second component is determined
uniquely, and the first component p can be chosen as the largest relation p such that
p′ = cp so that ∗ p d if and only if ∀z[d c z ⇒ z ∈ p′];
The topology of sp(c, m, e) is defined with the intuition that S classifies the open
subsets; cf. Lemma 5.9: it is defined using that induced by the relation
p′ ∗(u
′ p′)1
u
: hom(id1, c)  hom(c,S).
(4)
More explicitly, for [u, u′] ∈ hom(c,S), the set O[u,u′] ⊆ hom(id1, c) defined by
O[u,u′]
def= {[p, p′] | ∃z ∈ Z [z ∈ p′ ∧ z u′ 1]}
is open in sp(c, m, e). Such sets form a basis for a topology σ(c,m,e) because they are
trivially closed under directed unions, since in general a directed union of relations which
are comonoid homomorphisms is again such, and are closed under finite meets because the
comonoid S bears the structure of an inf-semilattice:
1 1  {0, 1} {0, 1} × {0, 1}∧   
1 t
o
 {0, 1} {0, 1} × {0, 1}∆o   
id1




≥



≥×≥



Step 3: In order to see that the functor sp: CCom(Fr(Rel),×, 1) → Top is right adjoint
to Opc, we must first determine a natural transformation Opc(sp(c, m, e)) → (c, m, e) as
(c, m, e) varies among the commutative comonoids of Fr(Rel).
Lemma 5.10. For a commutative comonoid id1 c
e m  c × c in Fr(Rel), there is
an arrow
hom(id1, c) 

 



D
c





hom(c,S)  Z
(5)
where  is defined as in (4), and the relation in the bottom row is given by the (opposite
relation of the graph of the partial) function z → [z, z]: Z → hom(c,S) with the
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homomorphism [z, z] defined as
D
c





z  {0, 1}
≥
 



Z
z  {0, 1}
(6)
where
w z 0 def⇐⇒ w e′ ∗
w z 1 def⇐⇒ w e′ ∗ ∧ ∃v: N  Z [∃n n v w ∧
∀x[[0 v x ⇒ x = z] ∧ ∀i [(i + 1) v x ⇒ ∃y i v y ∧ x m′ (y, z)]]
d z 0 def⇐⇒ d e ∗
d z 1 def⇐⇒ ∃w[d c w ∧ w z 1]
Proof. Clearly the relations in diagram (6) define an arrow in Fr(Rel) for z ∈ Z .
The fact that [z, z] is a comonoid homomorphism follows from the commutativity
of the diagrams
1
Z z

e′
 {0, 1} 0
o

Z × Z z×z  {0, 1} × {0, 1}
Z
z 
m′  {0, 1} ∨o
      
It is also easy to check that diagram (5) commutes using the relation hom(id1, c)  D
which links a homomorphism [p, p′] with d ∈ D when
∃u ∈ D[∗ p d ∧ u e ∗ ∧ ∃r : N  Z
[∃n n r u ∧ ∀x [[0 r x ⇒ x = d] ∧ ∀i [(i + 1) r d ⇒ ∃y i r y ∧ x m (y, d)]]].

It is easy to see now that there is an isomorphism of basic pairs
hom(id1, c)
id 
∈
 



hom(id1, c)

 



σ(c,m,e)  hom(c,S)
where the relation σ(c,m,e)  hom(c,S) is the opposite of the function [u, u′] →
O[u,u′]. Hence,
hom(id1, c) 

!"
!"!"
!"!"
!"!"
!"!"
∈
 



D
c





σ(c,m,e)  hom(c,S)  Z
(7)
is a homomorphism.
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Step 4: To finish the proof, we must show that we have an adjunction Opc −−| sp.
Consider a topological space (S, σ ) and a commutative comonoid
id1 c
e m  c × c ,
and an arbitrary homomorphism
S
∈




h  D
c



σ
k  Z
from Opc(S) to (c, m, e). Consider the assignment
ĥ, k: s → [h{s}, kUs],
obtained by composing [h, k] with the homomorphism Opc(s: 1 → S) = [{s},Us]:
like before, the two relations are the singleton of s and the set of neighbourhoods of s,
respectively. It applies the set (of points of) S to hom(id1, c). It is easy to see that ĥ, k
is continuous by composition, using 5.9. We are left to show that any continuous map
S → sp(c, m, e) is of the form above for a unique homomorphism:
Uniqueness is easy: if ĥ, k = ĝ, , then kUs = Us for each s ∈ S. Hence the pairs (h, k)
and (g, ) are equivalent.
As for existence, given a continuous function f : S → sp(c, m, e), consider the
composition in Fr(Rel):
S
∈





f  hom(id1, c) 
∈
 



D
c
 



σ
( f −1)o  σ(c,m,e)  Z
That completes the proof of the adjunction. Note that the arrow produced in (7) is
precisely the counit of the adjunction. The unit of the adjunction is the continuous function
S sp(Opc(S)) which takes a point s in S to the homomorphism
1 s 




S
∈



1
Us  Op(S)
(8)
Theorem 5.11. For the adjunction
Top
Opc ⊥ CCom(Fr(Rel),×, 1),
the component of the unit is iso at a space (S, σ ) if and only if the space is sober. Hence
the adjunction restricts to an equivalence on sober topological spaces.
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Proof. By Lemma 5.9, pulling back along the unit S  sp(Opc(S)) induces a bijection
between the topologies. So we are just left to show that any homomorphism like in (8) is
precisely determined by a unique point in S exactly when S is sober.
To check that, simply note that one can choose a canonical representative for an arrow
such as in (8), since the bottom component must be an appropriate family U of open sets,
and we can pick the union γ of all the possible top components:
1
γ 




S
∈



1 A  Op(S)
We shall consider γ as a collection of points of S, i.e. γ ⊆ S. The set γ is closed because
any y ∈ S such that for all open subsets U
y ∈ U ⇒ ∃x ∈ γ x ∈ U
can be added to γ in the sense that the diagram
1
γ∪{y} 




S
∈



1 A  Op(S)
also commutes. Hence y ∈ γ , by maximality of γ .
The conditions for homomorphism ensure that γ is inhabited (preservation of unit), and
that it is irreducible: indeed, any two open subsets U, V that intersect γ are in A; hence
their intersection is inhabited, by preservation of multiplication. 
Example 5.12. In order to give direct intuition about the construction of the right adjoint,
we review the standard example of the Cauchy real numbers: consider the basic pair
c: (Q×Q)N  Q×Q
which links a function a = 〈a1, a2〉 ∈ (Q×Q)N with a pair (p, q) ∈ Q×Q when
∀n, m ∈ N ∃k ∈ N |a2k − a1k| < 12 diam(]a1n, a2n[∩]a1m, a2m[) ∧∧]a1k, a2k[⊆ (]a1n, a2n[∩]a1m, a2m[)∩]p, q[.
Considering a pair (p, q) ∈ Q×Q in the codomain of the basic pair as an open interval of
rational numbers, the comonoid structure is simply described by the (opposite of the graph
of) intersection of such intervals.
Comonoid homomorphisms hom(id1, c) are precisely the Cauchy real numbers, and
comonoid homomorphisms hom(c,S) completely determine an open subset.
The index set N of converging sequences of intervals of (Q × Q)N can be modified to
obtain the Dedekind reals. But the choices we found could only be defined impredicatively.
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