Introduction
Modular robots are a class of robotic systems that consist of many autonomous modules. Each module includes a set of sensors, actuators, and computational resources. Examples of modular robots are (self-) reconfigurable robots [1] [2] [3] , and etc. Driven by the local information received from their sensors, multiple modules may simultaneously initiate tasks that are competing even conflicting with one another. For example, in a snake configuration, the tail module may wish to move forward, while the head module may want to avoid an obstacle. How to select the correct task when there are many competing choices and also detecting the termination of the selection process are then critical problems for controlling the modular robots. Distributed Task Negotiation is a process by which modules in a modular robot can negotiate to select a single coherent task among many different and even conflicting choices. This is a very challenging problem due to several reasons: the relationships among modules may not be static but change with configurations; the number of modules in the robot is not known; modules have no unique global identifiers or addresses; modules do not know the global configuration, and can only communicate with their immediate neighbors. This paper presents a distributed algorithm called DISTINCT as a solution for the distributed task negotiation problem. The main idea is that all modules cooperate to build global spanning trees. Each tree is associated with a task. Modules that have initiated tasks start with building and being the root of their own spanning trees, but as they exchange messages for tree building, most modules will give up being the "root" and participate in merging current trees to build larger trees for other tasks. In this process, modules report their status to their parent module of the tree in which they participate. Eventually, only one tree will remain in the entire network of modules and the module that does not have parent and receives reports from all its children is the root. When this root module receives all of the expected messages, it can conclude that the negotiation process has succeeded and all modules in the tree have agreed on the same task. The correctness of this algorithm can be proved if the robot configuration is acyclic (i.e., no loops in the network of modules). To ensure the correctness for arbitrary configuration, additional knowledge (such as module Ids) is needed so that the modules can detect the existence of loops in the network. The algorithm is efficient and its time complexity is of the low polynomial order respect to the number of competing tasks. The paper is organized as follows: Section 2 discusses the related work, Section 3 gives a formal definition of Distributed Task Negotiation; Section 4 presents the basic idea of creating and competing Task Spanning Trees; Section 5 describes the DISTINCT algorithm; Section 6 describes the experimental results in applying DISTINCT to the CONRO self-reconfigurable robots [4] and simulated networks of modules; and finally Section 7 concludes the paper with future research directions.
Related Work
The distributed task negotiation problem occurs in many types of distributed systems including, for example, Selfreconfigurable robots [5] , sensor networks [6] , swarm robots [7] , or multi-agent systems [8] . In distributed multirobot systems, previous approaches, such as [9] and [10] , often assume a designated central agent to dictate a task for all the conflicting agents. Other approaches, such as [11] , prevent this problem to occur by allowing only one agent to be the only task initiator. This work is different from all existing approaches. Unlike centralized approaches, DISTINCT algorithm scales well with configurations and is robust to individual module failures. By letting all modules to be the task initiators, DISTINCT allows cooperative distributed problem solving [12] and can deal with both task negotiation and termination detection.
Distributed Task Negotiation
We define the problem of distributed task negotiation in the context of a network of nodes (agents) that have communication links (channels). For a modular robot, nodes are modules and links are physical connections between modules. Nodes do not have unique global identifiers or addresses, and they can only communicate with their immediate neighbors through existing links (Message propagation time is ignored). The links are half duplex, which means that two nodes connected by a link can transmit messages in both directions but not at the same time. All nodes in the network can autonomously initiate tasks and many tasks can compete simultaneously in the network. Formally, a distributed task negotiation problem consists of a tuple (P, L, T, S), where P is a list of nodes, p i , such that i ∈ {1,…, N}; L is a list of communication links, l jk , such that j,k ∈ {1,…, N}; T is a list of tasks, t m , such that 1≤ m ≤ N, and S is a set of task selection functions, S i : (T')→ t i , such that i ∈ {1,…,N} and T' ⊂T. This means that the task selection function need not be global and each node can have its own task selection function to select a single task from a set of given tasks. A distributed task negotiation problem is solved when all nodes have selected the same task from T, called t * , and have been notified that the negotiation process is terminated. For example in Figure 1(a) Figure 1 (b) depicts a solution for the given problem where all nodes agreed on task t 6 . Note that the nodes' indexes are not used in the negotiation process.
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Assigning priorities to the competing tasks and forcing the nodes to select tasks that have higher priorities [13] will not solve this problem since the number of nodes and initiated tasks in the network are unknown.
Assigning priorities to the competing tasks and forcing the nodes to select tasks that have higher priorities [13] will not solve this problem since the number of nodes and initiated tasks in the network are unknown. In our solution, nodes propagate their tasks to their neighbors and generate a Task Spanning Tree (TST) for each propagated task. As a result, when more than one task is initiated, a forest of partial TSTs is created. These partial TSTs gradually merge into one and only one TST, which represents the only selected task in the network.
In our solution, nodes propagate their tasks to their neighbors and generate a Task Spanning Tree (TST) for each propagated task. As a result, when more than one task is initiated, a forest of partial TSTs is created. These partial TSTs gradually merge into one and only one TST, which represents the only selected task in the network. The negotiation process terminates when a node that has no parent has received reports from all of its children. This node is the root of the final TST, and it then notifies all other nodes in the tree with an "end of negotiation" message and all nodes will select the task associated with the final TST.
The negotiation process terminates when a node that has no parent has received reports from all of its children. This node is the root of the final TST, and it then notifies all other nodes in the tree with an "end of negotiation" message and all nodes will select the task associated with the final TST.
Distributed Task Selection 4.1
Distributed Task Selection For nodes that have competing tasks to select a single task, the goal is to create a single TST. Each node must decide on two issues: 1) what task to select and propagate, and 2) how to be a part of a TST.
For nodes that have competing tasks to select a single task, the goal is to create a single TST. Each node must decide on two issues: 1) what task to select and propagate, and 2) how to be a part of a TST. Initially, nodes that have competing tasks propagate their tasks by sending a Task Message (TM) to their neighbors and designating themselves as the root of a partial TST.
Assuming that the recipient of a TM has no tasks and receives only one TM, then it will adopt the received task and create a "child-of" relationship toward the sender of the TM and propagate the received task by sending new TMs to the rest of its neighbors. Figure 2 shows an example in which nodes P 1 and P 6 have initiated tasks t 1 and t 6 respectively. Node P 2 and P 3 are the recipients of TM(t 1 ), and therefore have selected task t 1 . Similarly, P 4 and P 5 are the recipients of TM(t 6 ), and therefore have selected task t 6 . Parallel arrows show the "child-of" relationships.
Initially, nodes that have competing tasks propagate their tasks by sending a Task Message (TM) to their neighbors and designating themselves as the root of a partial TST.
Assuming that the recipient of a TM has no tasks and receives only one TM, then it will adopt the received task and create a "child-of" relationship toward the sender of the TM and propagate the received task by sending new TMs to the rest of its neighbors. Figure 2 shows an example in which nodes P 1 and P 6 have initiated tasks t 1 and t 6 respectively. Node P 2 and P 3 are the recipients of TM(t 1 ), and therefore have selected task t 1 . Similarly, P 4 and P 5 are the recipients of TM(t 6 ), and therefore have selected task t 6 . Parallel arrows show the "child-of" relationships. 6 t 6 Based on the above assumption, no message has been sent through the link l 14 . As a result two TSTs have been formed; rooted at P 1 and P 6 . In each TST, all nodes have selected the same task.
Based on the above assumption, no message has been sent through the link l 14 . As a result two TSTs have been formed; rooted at P 1 and P 6 . In each TST, all nodes have selected the same task. At this point, if we relax the above assumption, two cases might occur: 1) either a root node receives a TM from another node, or 2) a non-root node receives a TM from a node that is not its parent.
At this point, if we relax the above assumption, two cases might occur: 1) either a root node receives a TM from another node, or 2) a non-root node receives a TM from a node that is not its parent.
In the first case, the recipient, which is a root node, drops being a root, adopts the received task, establishes a "childof" relationship with the sender of the TM and propagates new TMs to the rest of its neighbors. These nodes adopt the received task and propagate it to the rest of their neighbors.
In the first case, the recipient, which is a root node, drops being a root, adopts the received task, establishes a "childof" relationship with the sender of the TM and propagates new TMs to the rest of its neighbors. These nodes adopt the received task and propagate it to the rest of their neighbors. Figure 3 shows an example of the second case when P 4 , receives a TM from P 1 . In this case, the received TM is a conflicting message since it was received from a nonparent node. To resolve the conflict, the recipient node deletes all of its "child-of" relationships, makes a choice between its previous task and the received task (using its Figure 3 shows an example of the second case when P 4 , receives a TM from P 1 . In this case, the received TM is a conflicting message since it was received from a nonparent node. To resolve the conflict, the recipient node deletes all of its "child-of" relationships, makes a choice between its previous task and the received task (using its task selection function), propagates a NewRoot Message (NRM) containing the newly selected task to all of its neighbors, and then promotes itself as a new root for the selected task. The role of NRM is to merge partial TSTs and create a new root for the resulting TST. The recipient of a NRM adopts the received task, creates a new "child-of" relationship towards the sender of the NRM, becomes a non-root node, and propagates a new NRM containing the received task to the rest of its children. The final result of the task selection process is a single TST with a specified root node and a selected task.
Distributed Termination Detection
In order to detect the termination of the task negotiation process, we use an approach similar to the "termination detection algorithm for diffusing computation" by Dijkstra and Scholten [14] . For each received TM and NRM, each node must reply with an Acknowledge Message (AckM), after receiving acknowledges from all its children. For a leaf node, this means that it will acknowledge immediately for every received message. A non-leaf node will send an AckM to its parent after it receives AckM from all of its children. A node that has no parent is the root of the final TST and it can conclude that the task negotiation process has succeeded. Dashed arrows in Figure 3 indicate the AckMs. P 4 is the root node and expects to receive AckMs from all of its children. P 5 and P 6 are leaf nodes and respond immediately. After receiving all of the expected AckMs, P 4 detects the termination of the negotiation process and propagates a Task Selected Message (TSM), to all of its children. This message will be propagated to all the nodes in the tree and the task negotiation process successfully terminates.
The DISTINCT Algorithm
The distributed task negotiation process described above has been implemented as an algorithm called DISTINCT. Given a distributed task negotiation problem, this algorithm ensures that all nodes will select the same task coherently; regardless of the number of competing tasks initiated in the network. Figure 4 illustrates the procedures of the DISTINCT Algorithm. Four types of messages are used. First, a Task Message (TM) is used for propagating the initiated tasks. Second, a NewRoot Message (NRM) is propagated when a conflict is detected and partial TSTs are to be merged. Third, an Acknowledge Message (AckM) is used for detecting the termination event. Finally, a TaskSelected Message(TSM) is propagated from the root of the final TST to all nodes in the network. Task-initiator nodes begin by calling the initiated procedure then wait for incoming messages. The Links variable is the list of the communication links of a node, the ParentLink and ChildLinks variables specify the parent-child relationships among nodes in a TST, and the currently selected task is stored in the SelectedTask variable. In line (a) of the initiated procedure, a node designates itself as a root node by assigning a null value to its ParentLink variable. Figure 5 shows a detailed example of how task selection and termination detection processes are performed. In Figure 5a , the root nodes P 1 , and P6, are the only two task initiators initiating t 1 and t 6 , respectively. Figures 5b, 5c , and 5d show the TMs and AckMs that are communicated by the nodes. On receiving TMs, nodes adopt the received tasks and create "child-of" relationships with their parents. In Figure 5c , P 4 can send an AckM to its parent only after receiving AckMs from both of its children. Figure 5e shows the conflict detected by P 4 as a result of receiving the TM shown in Figure 5d . Figures 5f, and 5g show the communicated NRMs and the corresponding AckMs. Figure 5h shows the last AckM that P 4 receives before is detects the termination of the process. Figures 5i  and 5j show the communicated TSMs.
Example

5.2
Algorithm Correctness and Optimality We now show that the DISTINCT algorithm will reach a stable state when all nodes have selected the same task and it is an optimal solution. After all initiated tasks are communicated, and just before any conflict is detected, the network is partitioned into a set of non-overlapping partial TSTs. Nodes in the same partial TST have selected the same task. Based on the property that any two nodes in a tree are connected by a unique path, we may conclude that there is at most one connecting link between any two partial TSTs. Otherwise there will be more than one path from a node in one partial TST to a node in another partial TST, which contradicts the above-mentioned property. Consequently, if each partial TST is considered to be a single "super" node, the resulting network is also a tree; see Figure 6 . We call the connecting links of these nodes the conflicting links since the messages that they transfer cause conflicts in the recipient nodes. Based on the above description, and by considering that this algorithm merges partial TSTs that have conflicting links between them, the DISTINCT algorithm will eventually produce one single TST. Furthermore, since the selected task for all merged TSTs is the same, only one task will be selected. In addition, due to the facts that there are only N-1 links in a tree with N nodes, and that merging will monotonically reduce the number of nodes, the number of conflicting links will monotonically reduce to zero. This means a single TST can be created after at most N times merging. an AckM as soon as it receives TMs or NRMs. This in turn enables their parent nodes, and allows their parent nodes to generate AckMs. As a result, the root of the TST will receive all of its expected AckMs and the termination of the task negotiation process will be detected.
It is important to notice that as long as nodes are receiving conflicting messages, which represent the existence of conflicting links and therefore multiple roots, conflictdetecting nodes will not send AckMs. Therefore, when there are still multiple TSTs in the network, the roots of partial TSTs will not terminate themselves prematurely. In this algorithm we have used half duplex communication links between nodes. This is required to avoid cases where two neighboring nodes communicate simultaneously, which in some situations would result in both nodes designating themselves as roots, producing deadlocks or other unexpected results. The complexity of DISTINCT can be estimated as follows. In the worst case, every initiated task may override all of the other nodes selected tasks, therefore the worst-case time complexity of the DISTINCT algorithm is Ο(NT) where N is the number of nodes and T is the number of initiated tasks. Similarly, the total number of communicated messages is at most NT. This shows that DISTINCT algorithm is an order of magnitude faster that centralized approach, which has the complexity of the order Ο(N 2 ). Furthermore, assuming that each node requires receiving at least one message to learn about a newly initiated task, we can conclude that in DISTINCT the number of communicated messages is optimal. That is because in the worse case, each task is communicated only once to each node.
Experimental Results
We have applied the DISTINCT algorithm to the CONRO self-reconfigurable robot and performed an extensive set of experiments in a large-scale Java simulated selfreconfigurable system.
Task Negotiation in CONRO Robot
Metamorphic robots are modular robots consisting of a network of autonomous modules (nodes), which can autonomously attach and detach each other to form different configurations. CONRO is an example of such metamorphic robots [4] . It consists of a network of autonomous modules (nodes) in which all the assumptions described in the introduction section hold. Figure 7a shows a CONRO module and Figure 7b shows a four-legged CONRO robot. Each module has a set of sensors and actuators and decision-making is done locally. Therefore, it is possible that as a result of received information from the environment individual modules initiate multiple tasks. In our previous work for the distributed control of locomotion and self-reconfiguration of the CONRO robots, we assumed that only one of the modules in the robot could generate a single task at a time [5] . With the DISTINCT algorithm, we can now relax this assumption. Using the DISTINCT algorithm, a CONRO robot can select a single task among multiple initiated tasks. For example, Figure 8 shows the schematic view of a fourlegged CONRO robot and its equivalent node network. Two modules of the CONRO robot have initiated forward walk and Obstacle Avoidance tasks. The network for this robot is the same as the network in the examples given earlier. Therefore, as we saw earlier, the robot is capable of selecting a single task and detecting the termination event. In this experiment, Obstacle Avoidance had a higher priority than the forward walk task. 
6.2
Performance Evaluation We have also evaluated the performance of the DISTINCT algorithm in large-scale simulated self-reconfigurable networks that have N = 10, 50, 200, and 1000 nodes. Each node has four connectors for connecting to other nodes.
Configuration of the networks is randomly generated, and for each configuration we randomly selected a subset of nodes (with 1, N/2, N nodes in it) to initiate tasks. Each experiment is performed five times and averaged. Configuration of the networks is randomly generated, and for each configuration we randomly selected a subset of nodes (with 1, N/2, N nodes in it) to initiate tasks. Figure 9a shows the number of total messages sent by the nodes. Configuration of the networks is randomly generated, and for each configuration we randomly selected a subset of nodes (with 1, N/2, N nodes in it) to initiate tasks. Figure 9b shows the total number of cycles required for solving each distributed task negotiation problem on a logarithmic scale. Cycles are the number of times that a node executes a loop to check the received messages and send new messages. Configuration of the networks is randomly generated, and for each configuration we randomly selected a subset of nodes (with 1, N/2, N nodes in it) to initiate tasks. Figure 9c and Configuration of the networks is randomly generated, and for each configuration we randomly selected a subset of nodes (with 1, N/2, N nodes in it) to initiate tasks. Figure 9d show the average number of cycles per node and the average number of messages per node, respectively. As we can see, when there is only one task initiator in the network, each node needs only two messages for each child and one message for its parent to build a tree that links all nodes. When half or all of the nodes are competing, the number of messages increases, because more modules must build and merge partial spanning trees and switch their tasks. In all cases, the experiments show that the DISTINCT algorithm ensures that all nodes select one and only one task and the cost is of the low polynomial order with respect to the number of competing tasks.
Conclusion
This paper presented a distributed algorithm called DISTINCT as a solution for distributed task negotiation in a network of autonomous and self-reconfigurable nodes. Such a network can be interpreted as a self-reconfigurable robot, a sensor network, or a multi-agent organization. The algorithm allows a large number of distributed nodes to agree and select a task from many competing choices and detect the termination of the negotiation process. The algorithm is proved correct in acyclic graphs and its time complexity is of the low polynomial order respect to the number of competing tasks. The future direction of this work is to handle networks that have loops. We believe using some additional knowledge such as adding IDs, nodes can detect the loops and achieve the same results shown by the DISTINCT algorithm.
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