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ABSTRACT
Proteins, RNA, and DNA serve as the primary sub-cellular machinery that give
rise to the necessary functions of life. The long-standing paradigm has been that the
structures of biomolecules, or the arrangement of the subunits that make up a
biomolecule, determine biological function. However, biomolecules are not static objects.
Instead, they often undergo structural rearrangements that are crucial to enabling and
regulating their functions. In my thesis I present several studies of the interplay between
the structures, dynamics, and functions of biomolecules that combine experimental
fluorescence spectroscopy and computational methods to probe these systems at the
single-molecule level. In particular, PSD-95, an abundant protein found in human
neuronal synapses, exhibits complex structural rearrangements amongst its five structural
subunits. Our investigations into the organization of these subunits have unveiled a
complex dynamic scheme in which structural rearrangements allow PSD-95 to selfregulate interactions of PSD-95 with itself and other proteins. Such interactions amongst
the biomolecular machinery at the single-molecule scale are what underlie macroscopic
biological processes like neuroplasticity and cell growth.
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CHAPTER ONE
BIOMOLECULES: TINY MACHINES THAT PERFORM BIOLOGICAL
FUNCTIONS

Types of biomolecules
The vast array of biological machinery that maintains life’s necessary functions
spans a broad range of organizational scales, including whole organisms, organs, single
cells, organelles, and, at the smallest scales, single biomolecules. In the biological sense,
biomolecules refer to four classes of molecules that are essential to life: carbohydrates,
lipids, proteins, and nucleic acids 1. In particular, the key components in the central
dogma of molecular biology are deoxyribonucleic acids (DNA), ribonucleic acids (RNA),
and proteins. Essentially, the central dogma states that the flow of information in
biological systems follows its path from DNA, the storage centers for the instructions to
synthesize new biomolecules, to the RNA synthesized in transcription and then to
proteins through translation 2. The result is a diverse library of biomolecular machines,
complex biopolymers built from different orderings of either nucleic acids (DNA and
RNA) or amino acids (proteins) that each participate in various interactions and
functions. Stated another way, the sequence of DNA nucleotides—the information
storage medium—is carried through to the functions of many interacting biomolecules,
and there is a direct causal relationship between the sequences and functions of these
biomolecules. However, this description does not describe the organizational scales
between sequence and function. DNA, RNA, and proteins adopt complex and dynamic
three-dimensional structural arrangements that are crucial to their functions, governed by
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an underlying free energy landscape which determines the likelihood of conformational
states and transitions between them.
Nucleic acids
DNA is composed of the nucleotides adenine, cytosine, guanine, and thymine
(represented as A, C, G, and T, respectively), constituting a quaternary basis to encode
for biological function 1. However, only a small fraction of the human genome, the
documented consensus human DNA sequence, consists of regions which ultimately code
for proteins 3,4. DNA can be found in either single-stranded (ssDNA) or simple doublestranded (dsDNA) configurations, of which the latter is usually composed of two distinct
DNA chains that base pair (A to T and C to G) to form the iconic double-helix structure
1,5

(pictured in Figure 1.1A). Additionally, DNA can also adopt higher-order structures,

for example by folding into hairpins through self-pairing of ssDNA 6 or by creation of
multi-strand DNA junctions and multiplexes through pairing of two or more independent
DNA strands 6,7. These more complex interactions constitute the basis for many
biological functions, including DNA replication processes like strand displacement 8-10,
and useful applications of DNA in manufacturing, like DNA origami used to create selfassembling DNA nanostructures 9,11. The relatively high energetic stability of DNA
structures allows DNA to serve as a high-fidelity, biological information storage medium
12

. This has also led to an implicit assumption within molecular biology that DNA is

solely a passive participant in biomolecular interactions and function. However, the
topological changes undertaken by DNA across organizational length scales can be
important factors in the interactions of DNA with DNA or other biomolecules, such as in
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tuning the size of target sites for protein binding 12. For instance, force-based dissociation
of dsDNA was found to tune the favorability of binding by actinomycin D, and antibiotic
and anti-cancer DNA-binding molecule 13. Further, it has been suggested that DNA
quadruplex formation is a dynamic, multi-pathway process that explores many misfolded
variants prior to adopting the final quadruplex that is targeted for binding by transcription
factors 14,15. Thus, DNA structural heterogeneity and dynamics can be crucial to
regulating biological functions.

3

Figure 1.1 – Basic structures of DNA and RNA. A) Cartoon representation of the basic
dsDNA double helix structure and base-pairing scheme. Adapted under the Creative Commons
Attribution Share-Alike License (https://creativecommons.org/licenses/by-sa/3.0/deed.en).
Original image by user Sponk available at
https://commons.wikimedia.org/wiki/File:Difference_DNA_RNA-EN.svg. B) Cartoon
representation of ssRNA. Note that thymine is replaced by uracil in RNA. Adapted from the same
image as panel A.

4

RNA, like DNA, is composed of nucleic acids. However, thymine is replaced
with uracil (U), which base-pairs with adenine, in RNA. Further, the sugar incorporated
into the backbone of RNA is ribose. Ribose contains an extra oxygen atom compared to
the deoxyribose found in DNA. As a result, RNA is more reactive and less stable than
DNA, and most often found as ssRNA rather than dsRNA 1 (Figure 1.1B). Additionally,
RNA chains tend to be much shorter than DNA, usually consisting of anywhere from tens
to a few thousand nucleotides 16,17 (the DNA of the human genome contains about 3
billion base pairs). These differences give rise to a great degree of functional
heterogeneity for RNA. Broadly, RNA can have regions that code for translation of
proteins (messenger RNA or mRNA) and regions that don’t (non-coding RNA or
ncRNA). Although mRNAs encode for proteins, they can also be active participants in
regulating expression of proteins. For instance, riboswitches are mRNAs that provide a
switch-like mechanism through which binding of a ligand, coupled to dynamic structural
changes in the riboswitch, can tune protein expression 18. One such riboswitch is the TPP
riboswitch of arabidopsis thaliana, which dynamically regulates gene expression in
response to binding of that co-ligands thiamine pyrposphate (TPP) and Mg2+ 19. A hybrid
experimental-computational study of the TPP riboswitch to which I contributed is
attached as Appendix A 19. While ncRNAs include “junk RNA” not known to have
significant function, other ncRNA have distinct biological roles 20. For example, transfer
RNA (tRNA) molecules are specialized to carry amino acids to the sites of protein
synthesis, while ribosomal RNA (rRNA) compose ribosomes, the primary machinery of
protein synthesis 1. Further, RNA molecules can take on multiple roles at once, such as
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bifunctional RNAs (bifRNA) that take on both coding and non-coding regulatory
functions 21.
Proteins
Proteins are the primary workhorses that our bodies use to perform the various
functions necessary for life. Unlike DNA and RNA that are composed of nucleic acids,
proteins are composed of a single chain in different combinations of the twenty natural
amino acids. Each amino acid, encoded for by DNA and, in turn, RNA, has distinct
physical properties, including charge, hydrophobicity, and polarity. Proteins can be as
short as a few amino acids (peptides, hence longer proteins can be called polypeptides)
and as long as thousands of amino acids chained together 1. Additionally, the classical
description of protein structure consists of four levels of organization. The list of amino
acids from which a protein is constructed constitutes its primary structure, or sequence. A
protein’s sequence is written from the N-terminus (the first amino acid to exit the
ribosome) to the C-terminus (the last-synthesized amino acid), most commonly using
shorthand in which each amino acid is represented by a single letter. The secondary
structure of a protein refers to local structural arrangements, or the fold, of multiple
amino acids interacting with one another. Commonly, secondary structure is simplified
into three classes that are differentiated by their geometries: helices (α-helices, 310
helices, π-helices), β-structures (parallel and antiparallel β-sheets, β-strands), and coils
(disordered/unfolded regions), shown for the protein PSD-95 in Figure 1.2A. The
Dictionary of Protein Secondary Structure (DSSP) provides standardized definitions for
these structural elements (https://swift.cmbi.umcn.nl/gv/dssp/)22,23. Tertiary structure
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describes the overall three-dimensional fold of a protein or protein region, including
arrangements of multiple secondary structure elements. Large proteins can be made up of
several distinct regions and folded domains connected in tandem, each with specialized
biological roles (Figure 1.2A-B). The structural heterogeneity available to proteins allows
evolutionary pressure to create both single proteins that are hyperspecialized for specific
functions and those that can perform several biological functions at once. Additionally,
many biological functions are performed by groups of proteins that interact to form stable
complexes. Such interactions and complexes constitute the quaternary structures of
proteins. Additionally, many proteins or protein regions do not adopt stable secondary or
higher-level structures and are thus referred to as intrinsically disordered proteins (IDPs)
and regions (IDRs) 24-26.

7

Figure 1.2 – Structural organization of the postsynaptic density protein 95. A)
Cartoon model of PSD-95, a protein that highlights the organizational scales of proteins from
primary to quaternary structure. PSD-95 is made up of 724 amino acids and five distinct domains
with unique tertiary folds. The domains (green: PDZ1, yellow: PDZ2, blue: PDZ3, orange: SH3
and Hook, purple: Guk) are connected by flexible, intrinsically disordered linkers (black except for
PDZ2-PDZ3 linker in red). Here, helices are indicated by cartoon helices, β-structures are
indicated by flattened arrows, and disordered regions are lines. Tertiary domain folds and
supertertiary domain organization predicted with AlphaFold2 27,28. Static representations like this
are useful tools for molecular biology, but the supertertiary domain organization and several
secondary structural elements of PSD-95 are highly dynamic. B) Simplified cartoon
representations of PSD-95 that emphasizes the supertertiary domain organization as two
supramodules separated by the PDZ2-PDZ3 linker—the PDZ1-2 tandem and the PSG/MAGuK
core module. The linear cartoon is analogous to the sequence representation of a protein from
top (residue 1) to botton (residue 724). The N and C termini of the sequence are indicated.
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The classical four-level description paints a static view of protein structure.
However, proteins undergo dynamics at all levels of structure. At the primary structure
level, the properties of individual amino acids can be altered by other proteins through
post-translational modifications (PTMs) 29,30. The secondary and tertiary structural
elements of many proteins can dynamically unfold and refold into distinct arrangements,
or even maintain disorder and a high degree of flexibility. At the quaternary level, folder
complexes can also partially or fully dissociate, making way for additional interactions to
occur. These dynamics are crucial to many biological functions. For instance, dynamics
across these scales are exhibited in the ternary complex of Cdk2, Cyclin A, and P27 31,32.
P27 is an IDP that binds to the preformed Cdk2/Cyclin A complex in a stepwise manner
governed by fast, intrinsic conformational exchange between compact and extended
global conformations. These changes include transient adoption of helical structure near
the initial binding site prior to binding at a secondary location. These findings resulted
from a manuscript on which I am an author, attached as Appendix B 31. After fully
binding, leading to cell cycle arret, P27 is targeted for degradation through
phosphorylation, a PTM, by Cdk2 to allow cell cycle progression. Further, P27 can
interact similarly with complexes made up of other Cdk and Cyclin subunits, with each
regulating progression through separate stages of the cell replication cycle 33.
Similarly, dynamic structural organizations that are outside the classical protein
organization scheme have been observed for many single protein systems, such as
postsynaptic density protein 95 34-36, heat shock protein 70 37, and SMURF2 38, each with
distinct biological roles and structures. Supertertiary structure describes the distinct
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conformational states and ensembles that disordered and multidomain proteins can adopt
via either intrinsic dynamics or interactions with other biomolecules and their
environment 39. The notion of supertertiary structure of proteins further challenges the
structure-function paradigm within molecular biology, brought about by the numerous
advances provided by solved protein structures, that protein structure directly determines
function. Instead, it suggests that an understanding of the dynamic structural
rearrangements of proteins is crucial to understanding their functions, as described by a
structure-dynamics-function relationship.
All three classes of the biological macromolecules that are crucial to the central
dogma of molecular biology—DNA, RNA, and proteins—are also dynamic, and their
dynamics are intrinsically linked to their functional roles. Probing and describing these
dynamic structural rearrangements provides crucial insights into the fundamental
principles that underlie the functional underpinnings all biomolecules.

Postsynaptic density protein 95
Postsynaptic densities (PSD) are protein-dense regions that are attached to the
postsynaptic membranes of neurons, usually between 200 nm and 800 nm in diameter
and about 30 nm thick 40-42. Postsynaptic density protein 95 (PSD-95), the focus of the
work presented here, is the most abundant protein in the PSDs of excitatory synapses in
the brain 43. PSD-95 belongs to the membrane-associated guanylate kinase (MAGuK)
superfamily of scaffolding proteins that underlie the molecular-scale organization of
PSDs 44, including the anchoring of neuroreceptors necessary for signal transmission to
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the postsynaptic membrane 45. Further, PSD-95 in particular has been identified as crucial
for maintaining the three-dimensional organization of the PSD in mature neurons 46.
PSD-95, like the other MAGuKs, is composed of PDZ, SH3, and GuK domains in
tandem 47,48. PSD-95-Discs Large-zona occludens-1 (PDZ) domains are conserved
protein interaction modules that recognize short motifs often found at the C-termini of
other proteins 49, such as NMDA receptor subunits 50 and stargazin 51. Src homology 3
(SH3) domains typically bind proteins containing a proline-X-X-proline sequence motif,
where X represents any naturally occurring amino acid 52. However, diverse atypical
motifs that bind SH3s with variable folded geometry have also been identified 53-55,
including in MAGuK GuK domains 56. Further, the SH3 of PSD-95 includes a HOOK or
hinge region insert which has been implicated in regulating localization of PSD-95 and
homologues in the PSD 57-59 60. Finally, the guanylate kinase (GuK) domains of the
MAGuK proteins is actually catalytically inactive due to a missing ATP binding site and
is instead repurposed as yet another protein-binding domain 59. From N-terminal to Cterminal, PSD-95 with the canonical sequence (724 amino acids) consists of a disordered
N-terminal region (residues 1-64), three PDZ domains (residues 65-151, 160-246, and
313-393) separated by flexible disordered linkers, an SH3 domain (428-498) with HOOK
insert (499-522), and a GuK domain (534-709) (sourced from UniProt 61, sequence
identifier: P78352-1). This flexible, multidomain structure of PSD-95 is crucial to its
ability to form molecular scaffolding supercomplexes and colocalize with multiple
binding partners simultaneously 58,59,62.
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Dynamic intramolecular interactions between the domains of PSD-95, such as
between SH3 and GuK, are thought to modulate both homotypic and heterotypic
intermolecular interactions involving PSD-95 57,59,63. The details of these interdomain
interactions suggest a description of PSD-95 as having conserved supramodular structure
35,60,64

. In this scheme, PSD-95 is partitioned into two distinct supramodules: the PDZ

tandem, consisting of the first two PDZ domains and separated from the latter domains
by the 67-residue PDZ2-PDZ3 linker, and the MAGuK core or PSG module consisting of
the PDZ3, SH3, and GuK domains. These supramodules are analogous to flexible
domains, in which each of the individual domains of PSD-95 closely associate with those
in the corresponding supramodule. However, while structures of PSD-95’s individual
domains and supramodules have been suggested or solved 35,49,60,64, they are in some
cases divergent, such as PDZ tandem structures from fluorescence 65, X-ray
crystallography 66, and nuclear magnetic resonance 67. Additionally, there is little in the
way of a consensus description of the dynamic supertertiary structure of either the fulllength PSD-95 or its supramodules, the functional implications of these supertertiary
dynamics, or how the principles underlying PSD-95 function may extend to other
MAGuKs and multidomain proteins. These questions are difficult for traditional
biological and biochemical techniques to tackle due the fast (<1 ms) dynamic nature of
PSD-95, the small length-scales (~1-10 nm) of its conformational rearrangements, and
the multiplicity of potential conformational states and interactions available to the five
domains. However, single-molecule biophysical techniques with high time and spatial
resolution are uniquely poised to characterize the structural dynamics of single
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biomolecules. For instance, single molecule fluorescence spectroscopy can report on the
physical characteristics of labeled biomolecules with sub-nanosecond time resolutions
and sub-nanometer spatial resolution in real time. Molecular dynamics simulations, in
turn, provide an atomic-scale view of single biomolecules constructed from physical first
principles. Synthesis of these techniques provides a robust framework with which
structural models of dynamic biomolecules can be achieved with Ångstrom-scale
precision and accuracy 68-73. Thus, the work presented here utilized hybrid experimental
and computational single-molecule biophysical approaches to elucidate the superteriary
structural dynamics of the supramodules of PSD-95.
The contents of this manuscript will focus on my studies of the conformational
dynamics of PSD-95. First, in Chapter Two, I will introduce the primary experimental
technique I have employed, namely multiparameter fluorescence spectroscopy, and
comment on the synthesis of experimental results with simulations for the modeling of
biomolecular structure. In Chapter Three, I report a study of the PDZ12 tandem of PSD95 that resulted in models for two distinct conformations, differentiated by interdomain
contacts, as well as a dynamic exchange model that explains past discrepancies in
resolved structures of the tandem 68. In Chapter Four, I report a study which focused on
the MAGuK Core/PSG module of PSD-95. The result was a model of two dynamically
exchanging conformational ensembles, rather than discrete structures, for the localization
of PDZ3 with respect to SH3 and GuK. Further, our results suggest that these ensembles
are conserved in both the full-length PSD-95 and the truncated PSG module in isolation
69

. Finally, in Chapter Five, I discuss the impact of these studies and suggest potential
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directions for further research to further elucidate the dynamic nature of PSD-95 and
other multidomain proteins. Two other manuscripts, one concerning the structural
dynamics of the TPP riboswitch of Arabidopsis thaliana and one concerning the IDP
P27, are provided as Appendices A and B.
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CHAPTER TWO
MULTIPARAMETER FLUORESCENCE SPECTROSCOPY AND INTEGRATIVE
METHODOLOGIES
In part adapted from: Chapter 6 - Multiparameter fluorescence spectroscopy of single
molecules 74 in Spectroscopy and Dynamics of Single Molecules, Hamilton, G. and
Sanabria, H., pages 269-333, Copyright 2019, with permission from Elsevier
Multiparameter fluorescence spectroscopy with time-correlated single-photon
counting
A great challenge in molecular biology is probing the spatial and time domains of
biomolecular motions simultaneously and at high resolution. Because fluorescence and
photophysical processes for most common organic dyes occur at or faster than the
nanosecond timescale 75,76, fluorescent probes are well-suited as reporters of
biomolecular dynamics that typically occur in µs or slower timescales (Figure 2.1 A) 77.
Further, the use of multiple fluorophores for methods like Förster resonance energy
transfer (FRET) allows probing of molecular-scale distance fluctuations in real time 70,7881

. In such multichromophoric experiments, each fluorophore provides multidimensional

information, including fluorescence excitation and emission spectra, fluorescence
anisotropy, fluorescence lifetime, and fluorescence intensity (Figure 2.1B). Some
fluorescence characteristics are intrinsic to the fluorophore, while several are sensitive to
changes in the fluorophore’s environment, like the presence of other fluorophores,
proximity to other fluorophores, or flexibility of the dye linker on the biomolecular
surface. Thus, characterization of multiple fluorescence observables simultaneously
provides invaluable information for identifying and characterizing labeled molecules of
interest. Multiparameter fluorescence spectroscopy (MFS, or multiparameter
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fluorescence detection, MFD) is an intrinsically integrative experimental scheme that
provides a toolset with which to maximally utilize the information from multiple
fluorescence observables simultaneously 82-84. When combined with single molecule
detection, MFS provides an unprecedented selectivity in identifying components of
highly heterogeneous mixtures of biomolecules 82,85,86. The many outputs of MFS can be
further cross-validated against outputs from other methods in hybrid/integrative
approaches, such as molecular dynamics simulations, to obtain highly detailed models of
dynamic systems. As the crux of MFS is the simultaneous determination of all
fluorescence parameters for individual molecules, it is crucial to impart a general
understanding of the data registration scheme used for MFS.
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Figure 2.1 – Typical observables targeted with multiparameter fluorescence
spectroscopy. A) Biological motions take place across a vast range of timescales. Because the
large-scale domain motions associated with the intrinsic conformational dynamics of proteins and
other biomolecules occur in the microseconds and slow timescales, fluorescence, which occurs in
the nanoseconds regime, is particularly well-suited to studying these processes in real time.
Adapted from 77. B) Multiparameter fluorescence spectroscopy takes full advantage of the rich
datasets available in multichromophoric experiments. The eight shown parameters can be
described as the eight dimensions of fluorescence accessible through MFS, though many other
calculated parameters are accessible. Each of these parameters is discussed later. Figure from
74.
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MFS utilizes pulsed lasers (either pulsed-interleaved excitation (PIE) 79,87 or
alternating laser excitation (ALEX) 88) coupled to a confocal microscope and timecorrelated single-photon counting (TCSPC) 89,90 electronics to selectively excited
fluorophores and then monitor the time evolution of fluorescence signal. TCSPC further
allows the selection and analysis of individual molecules that diffuse through the
confocal volume at single-molecule concentrations 91 89, referred to as burst analysis (or
BIFL, burst-integrated fluorescence lifetime) 91,92. That is, TCSPC allows analysis of
subsensemble fluorescence data, circumventing the population averaging that otherwise
obscures fluorescence heterogeneity in ensemble measurements.
A typical setup and detection scheme for MFS with PIE and TCSPC is shown in
Figure 2.2A. The basic scheme of TCSPC can be conceptualized as one clock nested
within another for registration of single-photon detection events. First, a hardware clock
such as a crystal oscillator sets the repetition rate for laser excitation pulse cycles. In PIE,
separate lasers are used to specifically excite spectrally-separated fluorophores 79,87. The
total number of excitation cycles in an experiment multiplied by the duration between
pulses constitutes the macro-time, or experiment duration prior to a detection event. A
second, faster clock (typically a time-to-amplitude converter that is reinitialized with each
macro-time increment) records the time difference between the excitation pulse of the
current cycle and the photon detection event or arrival time, referred to as the micro-time.
Due to hardware restraints, the number of detection events in each macro-time window is
limited to one. Because most commonly used fluorophores have fluorescence lifetimes on
the nanosecond timescale 75,76, the macro-time increment is typically set to the 10s of
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nanoseconds to avoid emission events from one pulse being detected after another. For
example, our setup uses a 25 ns macro-time increment per laser pulse with the longest
typical lifetime of a fluorophore we typically measure being 4.1 ns. Thus, the photon
count histogram of a population has decayed to <1% of its initial amplitude before the
next laser pulse (𝑒𝑒 −25.0/4.1 = 0.2%). Because our methods typically make use primarily

of photons from every second pulse (the first in the two-pulse PIE excitation scheme) and
the second pulse excites fluorophores with much shorted lifetimes (~1.2 ns), the
contributions from such events are negligible. Meanwhile, the micro-time binning is
typically set at or near the maximum resolution of the micro-time clock (commonly
picosecond timescales) for the best time resolution in determining the fluorescence
lifetime. The last parameter that uniquely identifies each detected photon is the detection
channel number. For detection of emission from spectrally distinct fluorophores, as is
required for most FRET experimental schemes 70,78-81, fluorescence emission must be
spectrally separated and directed to distinct detection modules by optical components
such as dichroic beamsplitters and bandpass filters. Similarly, to obtain fluorescence
anisotropy information, fluorescence emission must be sorted into polarization
components (typically parallel and perpendicular relative to linearly polarized excitation
light) and sent to separate detection modules. Thus, a minimal setup for TCSPC with the
ability to resolve spectrally-distinct emission and measure fluorescence anisotropy
requires four detection channels.
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Figure 2.2 – Typical data acquisition scheme for multichromophoric MFS with PIE
and TCSPC. A) A typical MFS setup consists of two lasers, coupled to a confocal microscope
with TCSPC electronics, operated in pulsed excitation mode. For detection of fluorescence
emission following excitation of a fluorophore in the confocal excitation volume, single photon
counting modules are used. Each detection channel usually assigned to a particular color (in this
case green and red) for multichromophoric experiments and linear polarization (parallel and
perpendicular with respect to excitation light) for determining fluorescence anisotropy. Photon
sorting is accomplished with dichroic and polarizing beamsplitters, while the pinhole allows
adjustment of the effective observed confocal excitation volume. The TCSPC electronics allow
two-fold timing of photon arrival events in each detection channel: the macro-time, or number of
laser pulses which are synced to the TCSPC clock, and the micro-time, or number of timing bins
between the laser pulse and a photon detection. Figure from 74. B) Analysis of data from MFS
typically makes use of burst-wise data corresponding to individual molecules passing through the
excitation volume. As a fluorescent molecule passes through the excitation volume, a marked
increase and then decrease in the photon count rate is observed. This data is selected as a burst
and used for further analysis, such as the calculation of the fluorescence lifetime for each color
and polarization channel after each laser pulse. These parameters are referred to as burst-wise
parameters. Figure from 74.
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Calculation of fluorescence intensity in each channel is a straightforward
operation of dividing the number of photon detection events by the duration over which
those events occurred as calculated in the macro-time, either by re-binning of data into
larger timewindows, using a sliding window of a fixed number of detection events, or
some other scheme. Burst selection usually utilizes intensity data traces for identification
of single molecules, as transit of a fluorescent molecule through the confocal excitation
volume will result in a rapid increase in measured intensity when the molecule enters and
a rapid decrease upon the molecule’s exit 91,92. This is pictured in Figure 2.2B for burst
selection from the summed fluorescence emission data from four separate detection
modules. All fluorescence parameters can be calculated using MFS on a burst-by-burst
(or burst-wise) basis, and various strategies for the selection of bursts have been
developed 93,94.
Fluorescence decay lifetimes, or the characteristic time before an excited
fluorophore de-excites through fluorescence emission 95, in each detection channel can be
estimated for each individual burst 91. A brief derivation of the expected fluorescence
decay for a population of excited fluorophores in the time domain follows. Consider a
population of fluorophores of size 𝑁𝑁(𝑡𝑡) at time 𝑡𝑡 that are excited by a laser pulse and can
de-excite by fluorescence emission only. Then the rate of de-excitation of the excited
population,

𝑑𝑑𝑑𝑑(𝑡𝑡)

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑

, is given by

= −𝑘𝑘𝑘𝑘(𝑡𝑡) + 𝑓𝑓(𝑡𝑡), (2.1)

Where 𝑘𝑘 is the per-fluorophore rate of de-excitation and 𝑓𝑓(𝑡𝑡) describes the rate of

initial fluorophore excitation by a laser or other excitation source that can be modulated
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over time. In the ideal case of excitation by a pulsed laser, 𝑓𝑓(𝑡𝑡) is a delta function.

Integrating Equation 2.1 from 𝑡𝑡 = 0, immediately following the excitation pulse, yields
ln�𝑁𝑁(𝑡𝑡)� + 𝑎𝑎 = −𝑘𝑘𝑘𝑘 + 𝑏𝑏 (2.2)

With integration constants 𝑎𝑎 and 𝑏𝑏. Solving for 𝑁𝑁(𝑡𝑡) and grouping constants, we

finally obtain

−𝑡𝑡

𝑁𝑁(𝑡𝑡) = exp(−𝑘𝑘𝑘𝑘 + 𝑏𝑏 − 𝑎𝑎) = 𝑁𝑁(0) exp(−𝑘𝑘𝑘𝑘) = 𝑁𝑁(0)exp ( 𝜏𝜏 ), (2.3)

Where 𝑁𝑁(0) is the initial population of fluorophores and 𝜏𝜏 = 1/𝑘𝑘 is the

fluorescence lifetime. This simple treatment of fluorescence decay processes provides
several key insights. For instance, 𝑘𝑘 can actually be the sum of rate constants for several
competing de-excitation processes, such as conversion of excitation energy into

vibrational modes of the fluorophore (an intrinsic property of the fluorophore) or nonradiative transfer of energy like FRET or molecular collisions (extrinsic) 96. These latter
processes result in a reduction of the observed fluorescence lifetime of a fluorophore
relative to its intrinsic lifetime, referred to as quenching, that can report on molecularscale processes of labeled molecules. Additionally, 𝑁𝑁 may consist of various

subpopulations with effectively identical emission spectra but distinct fluorescence decay
properties, resulting in an observed multi-exponential decay.
Measurement of the fluorescence lifetime is performed by constructing microtime histograms for all photon detection events in each burst (or summed across many
bursts for ensemble and sub-ensemble TCSPC). Most photon arrival times will be
observed directly after excitation, and the probability of a photon detection event will
decay over time. These photon arrival time histograms are described by Equation 2.3, and
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thus provide a means of determining the fluorescence lifetime by fitting of Equation 2.3.
In practice, there is an additional offset term to account for background intensity. Further,
𝑓𝑓(𝑡𝑡) is not a true delta function, and the instrument response function (IRF) that

describes the detection system’s response to the excitation pulse must be characterized
for accurate histogram analysis. Several methods for measurement and treatment of the
IRF have been developed 97-100. Additionally, fluorescence bursts corresponding to single
molecules can have relatively few total photon detection events in each channel, typically
only a few up to a few hundred photons 91. As a result, alternatives to explicit fitting have
been developed for estimation of fluorescence decay times and other fluorescence
parameters, such as the application of maximum likelihood estimation (MLE) 101. Typical
burst-wise fluorescence decay histograms for the detection scheme pictured in Figure
2.2A are pictured in Figure 2.2B. It is also important to note that, due to hardware
limitations, the accurate construction of the time-resolved fluorescence decay histograms
relies on there being, on average, fewer than one photon detection event per excitation
pulse (in practice, about a rate of 1% of the laser repetition rate). This is because most
photon detectors will have a characteristic dead time after a detection event, during which
additional photons will not be detected. If the photon count rate is too high, there will be
a bias toward shorter micro-times within each cycle, distorting the decay histogram.
There are several simple methods to reduce the number of photons incident on each
detector, including adjustment of excitation pulse power (exciting fewer fluorophores),
use of additional detectors with optics to split signal into redundant channels,
introduction of an adjustable pinhole or optical density filters before the detectors to
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remove photons, and dilution of the experimental sample. This latter approach is often
satisfactory during experiments at single-molecule concentrations.
While other fluorescence parameters are described later, it is worth pointing out
here that, following initial burst selection, individual bursts can be filtered and re-binned
according to the various calculated fluorescence parameters, such as anisotropy and
FRET efficiency. The data from these bursts can then be summed or taken individually
and re-analyzed using fluorescence decay histogram analysis and other techniques. Thus,
the selection of single molecules and parameter calculations possible with MFS and
TCSPC provide an extremely powerful approach for characterizing inhomogeneous
subpopulations of molecules based on their fluorescence properties, which in turn report
on the underlying behaviors of the labeled molecules. Here, this approach is typically
referred to as sub-ensemble analysis.

Förster resonance energy transfer principles and considerations
Förster resonance energy transfer (FRET), named for the physicist Theodor
Förster 102, has been adapted as a powerful tool for the study of biomolecular dynamics.
At the fundamental level, FRET describes a distance-dependent, non-radiative
mechanism of energy transfer between a donor molecule in an excited electronic state
and an acceptor molecule through dipole-dipole coupling 103-105. Here I focus on
knowledge crucial to the application of FRET, though detailed derivations of the
dependencies of FRET efficiency on various parameters have been derived using a
quantum electrodynamical approach and, further, the theory describing FRET has been
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unified with longer-range radiation-mediated energy transfer 103-105. Additionally, here
FRET will refer exclusively to FRET between a pair of fluorophores, from a single donor
(D) to an acceptor (A) (Figure 2.3A-B). Consider a donor and an acceptor as point
dipoles. Then the rate of de-excitation by FRET of the electronically excited donor is
given by
𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =

1

𝜏𝜏𝐷𝐷

(𝐷𝐷,0)

Where 𝜏𝜏𝐷𝐷

𝑅𝑅

6

0
� , (2.4)
(𝐷𝐷,0) �
𝑅𝑅
𝐷𝐷𝐷𝐷

is the fluorescence lifetime of the donor fluorophore in the absence

of an acceptor, 𝑅𝑅𝐷𝐷𝐷𝐷 is the distance between the donor and the acceptor, and 𝑅𝑅0 is the
Förster radius. 𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 increases dramatically as 𝑅𝑅𝐷𝐷𝐷𝐷 , the inter-fluorophore distance,

decreases around and below 𝑅𝑅0 . We define the FRET efficiency as the ratio of the FRET

rate to the total rate of de-excitation of the donor:
𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑘𝑘

𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

0 +𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

. (2.5)

Where 𝑘𝑘0 is the sum of the non-FRET de-excitation processes for the donor

(typically fluorescence). Rearranging, and combining Equation 2.4 into Equation 2.5 with
(𝐷𝐷,0)

𝑘𝑘0 = 1/𝜏𝜏𝐷𝐷

, yields

𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑘𝑘

1

0 /𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 +1

=

1
.
𝑅𝑅
1+( 𝐷𝐷𝐷𝐷 )6

(2.6)

𝑅𝑅0

Thus, we observe that 𝑅𝑅0 is the inter-fluorophore distance for which 𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 0.5.

𝑅𝑅0 depends on several intrinsic properties of the fluorophores chosen as the donor and

acceptor pair. Namely,
𝑅𝑅06 =

(𝐷𝐷,0)

9𝛷𝛷𝐹𝐹,𝐷𝐷 𝜅𝜅 2
128𝜋𝜋 5 𝑛𝑛4

4

∫ 𝐹𝐹𝐷𝐷 (λ)𝜎𝜎𝐴𝐴 (λ) λ 𝑑𝑑λ =

(𝐷𝐷,0)

9𝛷𝛷𝐹𝐹,𝐷𝐷 𝜅𝜅 2
128𝜋𝜋 5 𝑛𝑛4
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𝐽𝐽, (2.7)

(𝐷𝐷,0)
Where 𝛷𝛷𝐹𝐹,𝐷𝐷
is the donor fluorescence quantum yield in the absence of acceptor,

or the fraction of donor excitation events that result in photon emission, 𝜅𝜅 2 is referred to

as the dipole orientation factor, 𝑛𝑛 is the refractive index of the medium, and 𝐽𝐽 =
4

∫ 𝐹𝐹𝐷𝐷 (λ)𝜎𝜎𝐴𝐴 (λ) λ 𝑑𝑑λ is the spectral overlap integral calculated from the normalized

donor emission spectrum 𝐹𝐹𝐷𝐷 (λ), the acceptor absorption spectrum 𝜎𝜎𝐴𝐴 (λ), and the

wavelength of light λ integrated over all wavelengths 106 (Figure 2.3C). The dipole
orientation factor, 𝜅𝜅 2 , is given by

2

𝜅𝜅 2 = �𝜇𝜇̂ 𝐷𝐷 ∙ 𝜇𝜇̂ 𝐴𝐴 − 3�𝜇𝜇̂ 𝐷𝐷 ∙ 𝑅𝑅� ��𝜇𝜇̂ 𝐴𝐴 ∙ 𝑅𝑅� �� = (𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝐷𝐷𝐷𝐷 − 3𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝐷𝐷 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝐴𝐴 )2 , (2.8)

Where 𝜇𝜇̂ 𝐷𝐷 and 𝜇𝜇̂ 𝐴𝐴 are the directions of the donor and acceptor dipole moments, 𝑅𝑅�

is the direction of the vector between the donor and acceptor, 𝜃𝜃𝐷𝐷𝐷𝐷 is the angle between

𝜇𝜇̂ 𝐷𝐷 and 𝜇𝜇̂ 𝐴𝐴 , and 𝜃𝜃𝐷𝐷 and 𝜃𝜃𝐴𝐴 are the angles between the donor and acceptor dipole moments

and 𝑅𝑅� 107,108. 𝜅𝜅 2 describes the average orientation of the donor and acceptor dipoles

relative to each other. Typically, it is assumed that 𝜅𝜅 2 = 2/3, the value obtained for the

isotropic limit in which both fluorophores freely reorient at timescales faster than the
observation time 107,109. However, deviations from this value can have a significant

impact on 𝑅𝑅0 and so it is often worth determining 𝜅𝜅 2 for accurate distance determinations

by FRET. Typical values of 𝑅𝑅0 are in the nanometer length-scale (around 4-6 nm) as
determined for common fluorophore pairs. Further, the 𝑅𝑅 −6dependence of FRET

efficiency provides stark sensitivity to fluctuations about 𝑅𝑅0 , typically in the range of 3-9

nm (Figure 2.3D) 110. Thus, FRET is well-positioned as a nano-scale spectroscopic ruler
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that reports on the structural dynamics of FRET-labeled biomolecules which result in
distances fluctuations in the nanometer regime 78.
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Figure 2.3 – Summary of Förster Resonance Energy Transfer. FRET is an interaction
between two fluorophores that are within close proximity (typically nanometers) of each other.
Following excitation by a laser, a donor (green) fluorophore can non-radiatively transfer its energy
to an acceptor (fluorophore) with a distance-dependent probability by FRET. When this occurs,
de-excitation will result in a (red) photon from the acceptor rather than a (green) photon from the
donor. A) A typical experimental scheme for FRET is tethering of fluorophores directly to dynamic
biomolecules, in which case the distance between the fluorophores, and thus rate of FRET
occurring, reports on the underlying motions of the labeled molecule. B) A Jablonski diagram
illustrating the excited electronic states of the fluorophores during FRET. Initial excitation of the
donor (blue arrow) can result in either fluorescence emission or transfer of energy to an excited
state of the acceptor with equal energy (black arrow). The excited acceptor fluorophore can then
relax through fluorescence emission at a longer wavelength than the donor following internal
transitions to a more relaxed excited state. C) The energy level requirements of FRET are
satisfied when there is significant overlap between the emission spectrum of the donor and the
excitation spectrum of the acceptor. This is summarized by the overlap integral (calculated for the
grey region). Example spectra are shown for the donor fluorophore Alexa 488 and acceptor
fluorophore Alexa 594, resulting in an idealized 𝑅𝑅0 in water (n=1.33) of about 5.9 nm. D) Example
FRET efficiency curve describing the dependence of FRET on inter-fluorophore distance, 𝑅𝑅𝐷𝐷𝐷𝐷 for
two values of 𝑅𝑅0 . Orange and purple lines indicate effective ranges of distance determination by
FRET due to loss of contrast in the FRET efficiency beyond these ranges. Figure panels from 74.
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FRET efficiency can be easily related to other fluorescence parameters. For
instance, with idealized fluorophores in which each FRET event produces a photon from
the acceptor and all non-FRET donor de-excitation is through fluorescence,
𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑛𝑛

𝑛𝑛𝐴𝐴

𝐷𝐷 +𝑛𝑛𝐴𝐴

= 𝐹𝐹

𝐹𝐹𝐴𝐴

𝐷𝐷 +𝐹𝐹𝐴𝐴

, (2.9)

Where 𝑛𝑛𝐷𝐷 and 𝑛𝑛𝐴𝐴 are the number of detected photons from donor and acceptor

and 𝐹𝐹𝐷𝐷 and 𝐹𝐹𝐴𝐴 are the donor and acceptor fluorescence intensities, respectively. An
alternative treatment of Equation 2.5 with 𝑘𝑘

fluorescence lifetime, yields
𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑘𝑘

𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

0 +𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

=

𝑘𝑘0 −𝑘𝑘0 +𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
𝑘𝑘0 +𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

=

1

0 +𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

(𝐷𝐷𝐷𝐷)

= 𝜏𝜏𝐷𝐷

1
1
(𝐷𝐷𝐷𝐷) − (𝐷𝐷,0)
𝜏𝜏𝐷𝐷
𝜏𝜏𝐷𝐷
1
(𝐷𝐷𝐷𝐷)
𝜏𝜏𝐷𝐷

, the FRET-sensitized donor

(𝐷𝐷𝐷𝐷)

= 1 − 𝜏𝜏𝐷𝐷

(𝐷𝐷,0)

/𝜏𝜏𝐷𝐷

. (2.10)

Equations 2.9 and 2.10 lend themselves to distrinct methods for determination of
𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 , referred to as intensity-based FRET (Equation 2.9) and lifetime or time-resolved

FRET (Equation 2.10). These relationships for the FRET efficiency are equivalent in the
idealized case. However, differences between these relations arise for FRET observables
in practical applications when large distance fluctuations occur between the donor and
acceptor fluorophore on timescales comparable to or faster than the duration of a burst.
Due to the non-radiative quenching of the donor fluorophore that leads to fewer photons
from the donor in states with short fluorescence lifetime, the single average lifetime
calculated for each burst via maximum likelihood estimation is skewed toward longer
lifetimes when fast exchange between short and long lifetimes occurs. This leads to a
(𝐷𝐷𝐷𝐷)

marked deviation from the expected relationship between 𝜏𝜏𝐷𝐷
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and intensity-based

FRET that is an early indicator of dynamic conformational exchange for a FRET-labeled
molecule 74,111,112. This relationship, described by the dynamic FRET line, is shown
alongside the static FRET line for simulated intensity and time-resolved FRET data in
Figure 2.4. Further, experimental considerations like the fluorescence quantum yields of
the fluorophores, the presence of background signals, and complications arising due to
excitation and detection schemes necessitate the inclusion of additional correction
parameters to accurately determine intensity-based FRET efficiency. Altogether, the fully
corrected, intensity-derived FRET efficiency with a PIE excitation scheme for direct
excitation of donor and acceptor is given by
𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =

𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝐹𝐹𝐴𝐴|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛼𝛼𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛿𝛿𝐹𝐹𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴

𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝛾𝛾𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
+𝐹𝐹𝐴𝐴|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛼𝛼𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛿𝛿𝐹𝐹𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴

, (2.11)

Where 𝐹𝐹 𝑖𝑖𝑖𝑖 refers to background-subtracted intensity, the subscripts 𝐷𝐷 and 𝐴𝐴

indicate signal in the donor or acceptor detection channels, 𝐷𝐷𝐷𝐷𝐷𝐷 and 𝐴𝐴𝐴𝐴𝐴𝐴 indicate which
excitation pulse precedes the emission, 𝛼𝛼 is the probability of leakage of a donor photon

into the acceptor detection channel, 𝛿𝛿 is the likelihood of direct acceptor excitation by the
𝑔𝑔 𝛷𝛷

donor laser, and 𝛾𝛾 = 𝑔𝑔𝐴𝐴 𝛷𝛷𝐹𝐹,𝐴𝐴 is the relative ratio of acceptor to donor detection
𝐷𝐷

𝐹𝐹,𝐷𝐷

efficiencies (𝑔𝑔𝐴𝐴 , 𝑔𝑔𝐷𝐷 ) of the detectors times the ratio of fluorescence quantum yields of the

fluorophores (𝛷𝛷𝐹𝐹,𝐴𝐴 , 𝛷𝛷𝐹𝐹,𝐷𝐷 ). Procedures for the determination of these parameters have

been detailed in a multi-laboratory benchmark study 73.

30

Figure 2.4 – Multiparameter histograms indicate dynamic averaging resulting from
biomolecular processes. Shown is simulated data for a molecule which is dynamically
(𝐷𝐷𝐷𝐷)
(𝐷𝐷𝐷𝐷)
exchanging between low-FRET (high 𝐹𝐹𝐷𝐷 /𝐹𝐹𝐴𝐴 , long 𝜏𝜏𝐷𝐷 ) and high-FRET (low 𝐹𝐹𝐷𝐷 /𝐹𝐹𝐴𝐴 , short 𝜏𝜏𝐷𝐷 )
subpopulations. The diffusion time, 𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. , was set to 0.5 ms for all conditions, while the symmetric
forward and backward reaction rate constants (𝑘𝑘12 = 𝑘𝑘12 ) were turned from very slow (0.01 ms-1)
to very fast (100 ms-1). At very low reaction rates, the probability of exchange between limiting
states during the burst duration is very low, and so dynamic averaging is minimized. The two
limiting states in this case appear as distinct subpopulations along the static FRET line (orange).
As the rate constants and degree of dynamic averaging are increased, there is observed
broadening of the subpopulation distributions toward the mean determined by the relative forward
and backward reaction rates. As the rates increase further, several transitions are virtually
guaranteed during each burst and the degree of dynamic averaging is high, resulting in unimodal
distributions. Additionally, dynamic exchange between two or more populations with different
donor fluorescence lifetimes leads to bias in the estimated lifetime toward larger values. Theses
bursts appear along the dynamic FRET line, with their exact locations along the line dependent
relative duration of the molecule spent in each state during the burst. Figure from 74.
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FRET experiments for biomolecular dynamics
FRET experiments can be designed to answer several kinds of questions. For
instance, binary questions like whether two molecules, labeled with donor and acceptor,
respectively, are bound or in close proximity under different conditions 113,114. At the
other extreme, FRET can be used to quantitatively determine inter-fluorophore distance
distributions for FRET-labeled single molecules and model their conformational
ensembles. Such experiments require accurate determination of corrected FRET
efficiency values for conversion to 𝑅𝑅𝐷𝐷𝐷𝐷 . However, this process is complicated by the fact

that instantaneous values of 𝑅𝑅𝐷𝐷𝐷𝐷 are experimentally inaccessible. Further, coupling of

donor and acceptor fluorophores to biomolecules with flexible linkers means that

observed values of 𝑅𝑅𝐷𝐷𝐷𝐷 report distances that indirectly report on distances between points
on the biomolecular surface. This can be summarized by two distinct effects: i) there is a

considerable displacement between mean fluorophore positions and attachment sites, and
ii) calculated 𝑅𝑅𝐷𝐷𝐷𝐷 values are averages over distributions of donor-acceptor distances,

𝑝𝑝(𝑅𝑅𝐷𝐷𝐷𝐷 ), that depend on the observation method. An understanding of the differences

between these average values is crucial to modeling the underlying conformational states
of the molecule. The idealized mean inter-fluorophore distance is equivalent to the
distance between the mean positions of each independent fluorophore,
(𝑗𝑗)

(𝑖𝑖)

1

(𝑖𝑖)

1

(𝑗𝑗)

�⃑
𝑅𝑅𝑀𝑀𝑀𝑀 = ��𝑅𝑅�⃑𝐷𝐷 � − �𝑅𝑅�⃑𝐴𝐴 �� = �𝑛𝑛 ∑𝑛𝑛𝑖𝑖 𝑅𝑅�⃑𝐷𝐷 − 𝑚𝑚 ∑𝑚𝑚
𝑗𝑗 𝑅𝑅𝐴𝐴 �, (2.12)
(𝑖𝑖)

(𝑗𝑗)

Where 𝑅𝑅�⃑𝐷𝐷 and 𝑅𝑅�⃑𝐴𝐴 are all of the 𝑛𝑛 and 𝑚𝑚 positions available to the independent

donor and acceptor fluorophores. 𝑅𝑅𝑀𝑀𝑀𝑀 is experimentally inaccessible, but can be modeled
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using, for instance, stochastic accessible volume (AV) simulations 115-117 (Figure 2.5A) or
all-atom molecular dynamics (MD) simulations 118,119 of the fluorophores tethered to a
biomolecular structural model.
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Figure 2.5 – Relationships amongst the parameters accessible by MFS with
TCPSC. A) Accessible volume (AV) simulations 115-117 for donor and acceptor fluorophores
tethered to dsDNA standards 73 with labeling site separations of 9 and 15 base pairs for highFRET and low-FRET, respectively. 𝑅𝑅𝑀𝑀𝑀𝑀 is indicated between the AVs but is inaccessible in
experiment. Predicted FRET observables can instead be calculated by stochastically sampling
AVs to build distributions of 𝑅𝑅𝐷𝐷𝐷𝐷 that can be averaged directly (⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩) or converted to FRET
efficiency distributions from which distances are calculated (⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩𝐸𝐸 ). B) Comparison of the three
distances related to 𝑅𝑅𝐷𝐷𝐷𝐷 and the apparent distributions of each accessible through experiments.
The three distances can be empirically related by assuming dye models and calculating each
distance for many dye separation distances. C) Many fluorescence parameters are accessible via
MFS. Pictured are multiparameter histograms of FRET efficiency and macro-time (to ensure
stability of the sample over time), the difference in apparent burst durations in donor and acceptor
channels based on data following the respective direct excitation pulses (|𝑇𝑇𝐺𝐺𝐺𝐺 − 𝑇𝑇𝑅𝑅𝑅𝑅 |) to account
for transitions to dark states during the burst duration, and 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 , which reports on the apparent
labeling stoichiometry for each burst. Histograms are for dsDNA standard with 15 bp separation.
Typically, molecules with both active donor and acceptor fluorophores will be selected for further
analysis via the indicated selection windows of |𝑇𝑇𝐺𝐺𝐺𝐺 − 𝑇𝑇𝑅𝑅𝑅𝑅 | and 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 , though additional selections
are possible. D) Data for a heterogeneous mixture of dsDNA standards illustrated in panel A. The
9 bp standard is highlighted in red while 15 bp is highlighted in purple. There is no dynamic
exchange between subpopulations, so both appear along the static FRET line. Additionally,
because the dsDNA standards have the same size and geometry, their tumbling rates are similar.
Further, in both cases the dyes can reorient freely due to their flexible linkers. Thus, both samples
are described by the same Perrin equation line in the donor anisotropy histogram with a rotational
correlation time of 0.5 ns. Apparent low-FRET populations for the high-FRET standard are due to
reversible acceptor fluorophore dark state interconversion.
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In contrast, two measures of 𝑅𝑅𝐷𝐷𝐷𝐷 are experimentally accessible. In time-resolved

fluorescence experiments with nanosecond or faster timing resolution of individual

photons by TCSPC, the distribution of the donor-acceptor distances 𝑝𝑝(𝑅𝑅𝐷𝐷𝐷𝐷 ) = 𝑝𝑝(𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 )

is accessible in principle but is prone to experimental limitations associated with timing
resolution, the rate of fluorescence emission, photon counting statistics, and intrinsic
dynamics of the labeled molecules. As a result, usually only the mean of a prescribed
model of 𝑝𝑝(𝑅𝑅𝐷𝐷𝐷𝐷 ) or the means of subpopulations can be determined, given by
(𝑖𝑖)
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(𝑖𝑖)

(𝑗𝑗)

�⃑
�⃑
⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩ = �𝑅𝑅�⃑𝐷𝐷 − 𝑅𝑅�⃑𝐴𝐴 � =
∑𝑛𝑛 ∑𝑚𝑚
𝑗𝑗 �𝑅𝑅𝐷𝐷 − 𝑅𝑅𝐴𝐴 �. (2.13)
𝑛𝑛𝑛𝑛 𝑖𝑖

Intensity-based measurement of the FRET efficiency relies on averages of
fluorescence intensity across many photon detection events, usually an entire burst. As
such, information on the shape of the underlying distribution 𝑝𝑝(𝑅𝑅𝐷𝐷𝐷𝐷 ) resulting from

fluorophore motions is completely lost. The distance measure calculated with this
approach is given by
⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩𝐸𝐸 = 𝑅𝑅0 (⟨𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ⟩−1 − 1)1/6 , (2.14)
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As a result of this loss of information, 𝑅𝑅𝐷𝐷𝐷𝐷 in later parts of this text refers to

⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩ as determined from time-resolved FRET experiments. However, the relationships
between measured ⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩ and ⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩𝐸𝐸 to each other and to 𝑅𝑅𝑀𝑀𝑀𝑀 can be determined

empirically by calculating each for simulated dye distributions 120,121. This relationship is
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illustrated in Figure 2.5B. Computing the expected values of the two FRET observables
from simulated fluorophores allows modeling of labeled biomolecules with FRETderived distance restraints, such as with rigid body docking of biomolecule structural
models or screening against structures from MD simulations 72.
The implementation of MFS with PIE and TCSPC provides unique advantages
regarding FRET experiments, especially those in which two fluorophores for FRET are
tethered to the same molecule to monitor its intrinsic conformational dynamics. PIE
allows calculation of all correction parameters present in Equation 2.11 for the intensitybased FRET efficiency at the same time as determination of the fluorescence lifetimes of
both fluorophores (which are insensitive to these correction parameters) from the same
dataset. The simultaneous calculation of both ⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩ and ⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩𝐸𝐸 provides two similar but
distinct sets of restraints for modeling conformational states of labeled molecules. This

additionally allows the use of static and dynamic FRET lines (Figures 2.4 and 2.5D) as an
indicator of dynamic conformational exchange between two or more limiting FRETderived distances (the extrema of the line) as well as cross-validation of dynamic
exchange models obtained via complementary techniques like photon distribution
analysis 111,122 (PDA) or filtered correlation spectroscopy 123-128 (FCS) 74,112. The robust
data from TCSPC can be used directly to perform both PDA and FCS, as well as other
analysis methods, so a single MFS and TCSPC experiment can provide a similar degree
of information as what might traditionally be separate experiments. Crucially, this
approach results in complementary outputs that describe the exact same experiment.
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MFS also makes use of many other calculated parameters, often plotted as
multiparameter histograms and contour plots such as those shown in Figure 2.5C-D for
an MFS experiment using a heterogeneous mixture of two FRET-labeled variants of
dsDNA. The dye attachment sites are separated by 15 bp (Figure 2.5C-D) and 9 bp
(Figure 2.5D) for low FRET efficiency and high FRET efficiency, respectively. These
samples were measured as part of a multi-laboratory benchmark study 73 and now
constitute lab standards for calibration of our home-build MFS setup. Tracking various
fluorescence parameters over the duration of an experiment using the macro-time allows
checking if the sample is stable. This can also be used to monitor desirable changes in
fluorescence parameters under changes in buffer conditions. A parameter that is useful
for selecting against bursts for which undesirable photophysical effects that shorten the
apparent burst duration occur is the difference between the apparent burst duration
following green (donor) and red (acceptor) excitation, |𝑇𝑇𝐺𝐺𝐺𝐺 − 𝑇𝑇𝑅𝑅𝑅𝑅 |. For experiments in

which FRET labeling of the biomolecule may be imperfect or incomplete (often desirable
for calculation of correction parameters), the corrected apparent dye stoichiometry
parameter is given by
𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 =

𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝛾𝛾𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
+𝐹𝐹𝐴𝐴|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛼𝛼𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛿𝛿𝐹𝐹𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴

𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖
𝛾𝛾𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
+𝐹𝐹𝐴𝐴|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛼𝛼𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷
−𝛿𝛿𝐹𝐹𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴
+𝛽𝛽 −1 𝐹𝐹𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴

, (2.16)

Where the same notation as Equation 2.11 is used. The additional correction
𝜎𝜎

𝐼𝐼

parameter 𝛽𝛽 = 𝜎𝜎𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝐴𝐴𝐴𝐴𝐴𝐴 corrects for differences in the donor and fluorophore excitation
𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷 𝐷𝐷𝐷𝐷𝐷𝐷

cross-sections when directly excited, 𝜎𝜎𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷 and 𝜎𝜎𝐴𝐴|𝐴𝐴𝐴𝐴𝐴𝐴 , and in the corresponding

excitation laser intensities, 𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷 and 𝐼𝐼𝐴𝐴𝐴𝐴𝐴𝐴 73. Notably, when fully corrected, 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 = 1
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when only donor fluorescence is observed, 𝑆𝑆𝑃𝑃𝐼𝐼𝐼𝐼 = 0 when only acceptor fluorescence is
observed, and 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 = .5 when both donor and acceptor are present. Thus, 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 = .5

allows selection of distinct donor-only, acceptor-only, and FRET-labeled subpopulations
of molecules from burst-wise 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 73.

Several other parameters are also available directly from the MFS data stream.

For instance, the ratio of donor to acceptor fluorescence emission during donor
excitation, 𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷 /𝐹𝐹𝐴𝐴|𝐷𝐷𝐷𝐷𝐷𝐷 , is often plotted as an indirect indicator of the FRET efficiency
that reverses the distance dependence (higher 𝐹𝐹𝐷𝐷|𝐷𝐷𝐷𝐷𝐷𝐷 /𝐹𝐹𝐴𝐴|𝐷𝐷𝐷𝐷𝐷𝐷 gives longer ⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩𝐸𝐸 ).

Additionally, the inclusion of separate polarization channels in the TCSPC detection
scheme allows calculation of the fluorescence anisotropy for both the donor and the
acceptor. In general, the fluorescence anisotropy describes the depolarization of light that
arises from fluorescence, since a dipole preferentially excited by linearly polarized light
in the direction of the dipole moment can reorient prior to fluorescence emission,
resulting in the emitted photon having linear polarization in a new direction. FRET
similarly leads to additional depolarization. Analogously with the FRET efficiency,
fluorescence anisotropy can be calculated in both a time-resolved and steady-state
manner. The time-resolved anisotropy is given by
𝐹𝐹 (𝑡𝑡)−𝐹𝐹 (𝑡𝑡)

𝑟𝑟(𝑡𝑡) = 𝐹𝐹 ∥(𝑡𝑡)+2𝐹𝐹⊥ (𝑡𝑡), (2.17)
∥

⊥

Where 𝑟𝑟(𝑡𝑡) is the anisotropy at time 𝑡𝑡 after the excitation pulse and 𝐹𝐹∥ and 𝐹𝐹⊥ are

the fluorescence signals or photon counts in the parallel and perpendicular detection

channels, respectively. The anisotropy decay, 𝑟𝑟(𝑡𝑡), can thus be constructed from the
corresponding fluorescence decay histograms from each channel. Typically, the
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perpendicular component 𝐹𝐹⊥ will be multiplied by the so-called G-factor correction

which accounts for the apparent differences for the observed intensities in the parallel and
perpendicular channels for a perfectly isotropic fluorescent molecule. The G-factor is
often determined using highly isotropic small fluorophores (resulting from fast rotational
motions), such as Rhodamine-110 for green emission. Similarly, the steady state
anisotropy is described by
𝐹𝐹 −𝐹𝐹

𝑟𝑟

0
𝑟𝑟 = 𝐹𝐹 ∥+2𝐹𝐹⊥ =1+𝜏𝜏/𝜌𝜌
, (2.18)
∥

⊥

Where the quantities are now integrated over all time after the excitation pulse
and 𝑟𝑟0 is referred to as the fundamental or intrinsic anisotropy of the fluorophore, 𝜏𝜏 is the

fluorescence lifetime of the fluorophore, and 𝜌𝜌 is the rotational correlation time of the

molecule. This latter relationship is called the Perrin equation 75 and provides a basis for
relating the apparent fluorescence anisotropy for a molecule to the underlying tumbling
motion of the molecule through 𝜌𝜌. Furthermore, the dependence of 𝑟𝑟 on the fluorescence

lifetime immediately relates the anisotropy to FRET, and thus 𝑟𝑟 can be used as in indirect
reporter of FRET 129 even in cases where FRET efficiency calculation is infeasible by
intensity, such as homo-FRET 130. The burst-wise, donor steady-state anisotropy and
Perrin equation are plotted for previously mentioned dsDNA standards in Figure 2.5D
with fixed 𝜌𝜌 = 0.5 𝑛𝑛𝑛𝑛.

Sample preparation and FRET networks
One of the most crucial elements in successfully performing a FRET experiment
with MFS is sample preparation. Most commonly, proteins and RNA of interest in FRET
studies are produced by use of recombinant DNA (rDNA). This is because rDNA can be
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genetically modified to encode for proteins and RNA molecules with modifications at
specific nucleic or amino acid sites. The modified product RNA or protein molecules can
then be expressed with the expression system of choice, such as E. coli cells, and later
purified for labeling an analysis 131. Site-specific modifications to DNA, RNA, and
proteins can be designed and targeted for site-specific labeling with fluorescence
markers, such as fluorescent proteins (FPs) or other organic dyes. Usually, organic
compounds are the preferred fluorescent markers due to their relatively small size, high
photostability, high quantum yields, and high degree of flexibility in labeling strategies
thanks to readily available linker chemistry variations 132-135.
A common strategy for FRET labeling of proteins is the introduction of two
cysteine (Cys) residues at the desired labeling sites concomitant with the substitution of
native Cys residues, typically via mutation to serine. The Cys residues are then targeted
for labeling with fluorophores coupled to linkers with maleimide groups that can react
with the thiol side chain of Cys residues and irreversibly bind. This approach is relatively
simple but can result in a random and inhomogeneous distribution of donor and acceptor
dyes, which adds complexities to interpretation of FRET experiments. In some cases, the
random placement of the dyes can be overcome by utilizing differences in chemical
accessibilities of the Cys residues 136. Alternatively, orthogonal chemistry can be utilized
through different mutations at each labeling site. For example, both a cysteine and a
seleno-methionine (Se-Met), which reacts with iodoacetamides but not with maleimides
137

, can be used. Unfortunately, the Cys approach cannot be used if Cys are required for

protein folding or activity 138,139. Another analogous strategy is the introduction of
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unnatural amino acids (UAA) to the protein sequence, which allow a great deal of
flexibility in the chemistry used for specific labeling 140-143. However, incorporation of
UAAs into the protein backbone can present a significant challenge compared to
modifications to natural amino acids. Additionally, the reactions associated with labeling
of some UAAs can require conditions that are harsh or destructive to biomolecules 141,142.
Fluorescent labels can also be attached to proteins through post-translational modification
enzymes. However, while these strategies are highly specific and efficient, they rely on
sequence recognition motifs of 6-12 amino acids which must be introduced at the
labeling site and can alter the fold of proteins 144-146. Similarly, a wide variety of
strategies exist for labeling DNA and RNA in addition to other strategies for protein
labeling 147.
FRET-derived inter-fluorophore distances obtained via MFS can be used to model
biomolecular conformations at high resolution 70,148-150. However, even if the goal is not
to provide a full structural characterization of the biomolecule, careful selection of the
labeling sites is needed to reduce potential artifacts due to dye behavior or potential
disruption of molecule functionality by the dyes. Further, often one FRET pair provides
limited information. Therefore, several samples with complementary FRET pairs, or a
FRET network, are designed and prepared to fully resolve the molecular structural
dynamics of even simple molecules. A brief list of considerations that must be taken to
properly design a FRET network for probing the structural dynamics of a biomolecule
follows:
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I) Solvent-exposed residues are generally targeted for proper labeling reaction
chemistry.
II) If known, active sites or residues which are required for proper folding of the
biomolecule should be avoided. If this information is not known, bioinformatics
approaches can be used to identify conserved residues in similar structures which are
most likely an evolutionary advantage and, thus, important to the structure or function.
III) If possible, residues near the middle of alpha helices of proteins or other
relatively rigid secondary structural elements should be targeted for labeling. These
provide the required rigidity to assure the motions that are captured by fluorescence
detection correspond to the whole molecule or larger domain motions and not motions
due to local flexibility. If the local motions are of interest, similar considerations should
be taken to reduce contributions from larger-scale motions.
IV) The size, shape, and motions of molecules should be considered in deciding
the number and locations of FRET pairs. The number of required FRET distances
increases for increasing numbers of moving domains, increasing complexity of
underlying motions, and when available labeling sites are non-ideal. For example, the toy
model of two rigid bodies has at least 6 degrees of freedom (3 spatial and 3 rotational)
which can be probed by FRET. Using too few FRET pairs to properly resolve changes in
these six can result in ambiguity in the interpretation of data or even incorrect
conclusions. If more motions are expected, additional structural information can be used
to reduce and complement the measured distances. This can include a priori knowledge
about the secondary structural elements, the structural orientation of domains, or an
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approximated structural model derived from a given sequence. In most cases, this prior
knowledge can be provided by crystallographic or NMR-derived structures. If structural
information is unavailable, ab initio modeling algorithms (ROSETTA 151), homology
modeling techniques like ModeRNA 152, MODELLER 153, and SWISS-MODEL 154, and
other structure prediction tools like AlphaFold227,28 can be used to generate initial
structural models.
V) To ensure maximal contrast between conformations of the molecular
backbone, we must account for the motions of the labels, themselves, in the context of the
chosen labeling sites and predict FRET observables for different conformational states.
One method for evaluating suitability of label locations for FRET studies is to use
accessible volume (AV) simulations to predict the freedom of motion of the fluorophores
and generate expected FRET-derived distance distributions 155 121. This approach assures
that the chosen labeling sites do not restrict dye motions and introduce undesirable
photophysical effects to the experiments. Additionally, prediction of FRET-derived
distances ensures that sufficient contrast between conformations is present to mutually
resolve conformations from experimental data.
In summary, it is necessary that FRET pairs used in a FRET network minimally
perturb the underlying conformational dynamics of the labeled molecule and maximally
resolve distinct conformations of the molecule. This latter consideration is best satisfied
when all FRET pairs report complementary information. This is typically accomplished
empirically by testing against several potential conformations of the biomolecule of
interest but has also recently been approached with other techniques like maximization of
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mutual information from separate FRET pairs 72. I have additionally worked to develop
an approach for automation of FRET network design by incorporating predicted FRET
observables alongside bioinformatic techniques such as direct coupling analysis 156.
However, this work is beyond the scope of topics covered in this dissertation.
Molecular dynamics and accessible volume simulations to model FRET-restrained
conformational states
There are two main methods used for modeling the conformational states of
biomolecules using the FRET restraints produced by MFS experiments. Namely, either
structures produced by another method, such as molecular dynamics simulations 118,119,
are sorted, or screened, for structures that best satisfy the FRET restraints, or rigid bodies
representing either separate biomolecules or domains of a single biomolecule are docked
to relative separations and orientations that best satisfy FRET restraints in rigid-body
docking (RBD) 70,72. Fluorophores can be modeled explicitly in molecular dynamics
simulations, but often at significant computational cost, especially if multiple FRET
labeling sites must be modeled. A common solution for quickly predicting FRET
observables from simulated biomolecular structures is the use of accessible volume (AV)
simulations 115-117,121,155. These coarse-grained Monte-Carlo simulations place the dyes at
the labeling sites on the protein of interest, connected by a linker, and allow the dye to
freely diffuse through the allowed space, providing similar results to molecular dynamics
simulations. From these simulations, the volume through which the dye can diffuse and
reorient, as determined by the protein surface and the linker, can be obtained, and the
distribution and mean of κ can be calculated. Further, sampling of a pair of the produced
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AVs can produce simulated inter-fluorophore distance and FRET efficiency distributions.
Recalculating AVs and the values of FRET observables for an ensemble of structures
from molecular dynamics simulations allows selection of structures which optimally
satisfy many FRET-derived distances from separate experiments simultaneously. As part
of my research, I developed a similar screening approach by which structures from MD
simulations were sorted into structural ensembles based on whether they satisfy distance
distributions associated with thorough screening of subsets of all combinations of FRET
pairs within a FRET network simultaneously. This characterizes the breadth of the
distance distribution associated with each FRET pair and allows sorting of structures into
heterogeneous conformational ensembles based on experimental input, rather than
selection of a single structure for each set of FRET-derived restraints. This approach was
employed in the work presented in Chapter Four. Similarly, in RBD, FRET observables
can be calculated based on the current positions of two or more rigid bodies, then those
rigid bodies can be shifted and reoriented to better satisfy FRET-derived restraints,
analogous to one-dimensional attractive potentials applied along the inter-fluorophore
distance vectors with minima set to the FRET-derived distances. However, as AV
simulation are performed for static structures, the working assumption calculation of
FRET observables from AVs is that local dye motions occur on much faster timescales
than, and are decoupled from, the large-scale motions of the biomolecule. Calculated
accessible volumes are shown for a dsDNA experimental standard in Figure 2.5A.
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Photon distribution analysis and fluorescence correlation spectroscopy with FRET
The methods discussed thus far are sufficient for the determination of FRET
efficiency values, inter-fluorophore distances, and various other fluorescence parameters,
as well as to model the conformational states (or limiting states) associated with the
FRET-derived distances for subpopulations of heterogeneous mixtures of FRET-labeled
molecules. Further, the calculated fluorescence anisotropy provides information on the
rotational motions and local flexibility of the labeled molecule through the rotational
correlation time, while the dynamic FRET line provides qualitative confirmation of
biomolecular dynamics that are cross-validated against the limiting state interfluorophore distances. However, the robust data collected via MFS with TCSPC is
compatible with several complementary methodologies which allow characterization of
the characteristic timescales associated with the processes that underly dynamic exchange
between subpopulations of heterogeneous mixtures, such as the intrinsic conformational
dynamics of proteins. Most commonly, MFS is used in conjunction with photon
distribution analysis (PDA) 111,122 and fluorescence correlation spectroscopy (FCS) 123-128
to quantify the dynamic timescales present in MFS data. However, other approaches to
quantifying dynamics have been developed which are equally compatible with MFS, such
as burst variance analysis 157 or hidden-Markov modelling based approaches for analysis
of TCSPC photon counting data 158,159.
The PDA approach allows fitting of observed burst-wise fluorescence parameter
distributions by reconstruction of parameter histograms from underlying probability
distributions. These probability distributions include inherent broadening of fluorescence
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parameter distributions which arise from the stochastic nature of photon detection
combined with the small number of photons collected in single molecule experiments
(shot noise) and contributions from background signals 81,122. Further, the broadening of
FRET efficiency distributions due to fluorophore linker dynamics can be additionally
included, and calculation of FRET efficiency and distance distributions include all
applicable correction parameters 81. Underlying probability distributions corresponding to
distinct subpopulations that are either static or dynamically exchange with other
subpopulations can then be modeled 111. Dynamic rates can be determined from the
apparent mean (relative forward/backward rates of exchange between these
subpopulations) and broadening (total rates of exchange) in the parameter distributions.
To provide equal time weighting for all observed bursts, PDA is usually performed with
burst-wise data re-binned into equally-sized time windows (for instance, a 3.2 ms burst
could be split into three 1 ms time windows with the last 0.2 ms disregarded). When the
duration of the used time window becomes short compared to the timescale of transitions
between two subpopulations of a fluorescence parameter distribution, the likelihood of a
transition occurring during a particular time window becomes small. Thus, the degree of
dynamic averaging in the parameter distribution is decreased and distinct peaks
corresponding to sub-populations may appear 111. However, the minimum size of time
windows is limited by photon count rates from experiment. On the other hand, longer
time windows reduce the number of analyzed time windows as the time window size
becomes greater than most burst durations and make it very likely that dynamic processes
occur during a particular time window. This results in dynamic averaging between
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subpopulations and produces narrower, unimodal parameter distributions at the extreme,
thus limiting the effective range of dynamic exchange rates that can be determined via
PDA with larger time windows. The highest accuracy in determined kinetic rate
constants, and thus the highest sensitivity of PDA, is achieved when the time window
size is between 0.1-10 times the true dynamic exchange rate and within an order of
magnitude of the average diffusion time of molecules through the confocal volume
(typically on the millisecond time-scale) 111. These processes usually account for slower
molecular dynamics that appear as distribution broadening along the dynamic FRET line
in multiparameter histograms from MFS. However, PDA is not-well suited to extremely
fast molecular dynamics below in the 10s of microseconds and faster.
FCS, first introduced by Elson and Magde in 1972 160-162, is a denoising algorithm
that extracts the timescales over which changes in one signal are correlated with itself
(auto-correlation) or another signal (cross-correlation). For instance, the entrance of a
fluorescent molecule into the confocal excitation volume causes a rapid increase in the
observed photon count rate in a given detection channel. Subsequently, there is a loss of
that increased count rate when the molecule diffuses out of the excitation volume. As a
result, the timescale over which the fluorescence signal tends to fluctuate, or the
timescale over which the fluorescence signal is correlated with itself, is given by the
characteristic dwell time of the molecules diffusing through the confocal volume, or their
diffusion time. Because FRET similarly causes a characteristic loss of donor fluorescence
and increase in acceptor fluorescence, FCS can be combined with FRET experiments
(FRET-FCS) to monitor the timescales of processes which lead to fluctuations in the
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observed FRET efficiency (typically, molecular conformational dynamics) by crosscorrelating donor and acceptor detection channels 77,163-167. Similarly, FCS is sensitive to
the photophysical processes of the fluorophores themselves, and can be used to quantify
undesirable photophysical effects, such as dark state kinetics. The time resolution of FCS
is limited only by the largest instrumental clock increment. For instance, when using PIE,
the pulse rate of the lasers provides a lower bound on the correlation times FCS can
report. In continuous excitation mode, the timing resolution of photon arrival times sets
the lower bound. The upper bound is typically determined by the diffusion time of
molecules through the confocal volume, as diffusion out of the confocal volume leads to
a complete loss in fluorescence signal. Thus, FCS is an ideal tool for reporting on the
timescales of dynamic processes over a broad range of timescales, typically from
nanoseconds to the diffusion time. Furthermore, methods have been developed to
increase the sensitivity of FCS to processes like FRET. One such approach, filtered FCS
(fFCS) 125,126 relies on the calculation of filters to sort photons into fluorescence
subpopulations, or species, based on the fluorescence and anisotropy decay
characteristics of these species. Generally, the correlation function obtained from FCS is
given by
𝐺𝐺𝐴𝐴,𝐵𝐵 (𝑡𝑡𝑐𝑐 ) =

⟨𝑆𝑆𝐴𝐴 (𝑡𝑡)⋅𝑆𝑆𝐵𝐵 (𝑡𝑡+𝑡𝑡𝑐𝑐 )⟩
⟨𝑆𝑆𝐴𝐴 ⟩⟨𝑆𝑆𝐵𝐵 ⟩

=1+

⟨𝛿𝛿𝑆𝑆𝐴𝐴 (𝑡𝑡)⋅𝛿𝛿𝑆𝑆𝐵𝐵 (𝑡𝑡+𝑡𝑡𝑐𝑐 )⟩
⟨𝑆𝑆𝐴𝐴 ⟩⟨𝑆𝑆𝐵𝐵 ⟩

, (2.19)

Where (𝛿𝛿)𝑆𝑆𝐴𝐴 (𝑡𝑡) and (𝛿𝛿)𝑆𝑆𝐵𝐵 (𝑡𝑡) correspond to (deviations from the means of)

fluorescence signals at time 𝑡𝑡 and 𝑡𝑡𝑐𝑐 is the correlation time, or shift in time over which

the two signals are being compared. There exists a wealth of models which describe the
shape of the correlation function as it relates to various underlying processes, including
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photophysical effects, changes in FRET efficiency, and constrained diffusion models
77,163-169

. Generally, each observed rise term or decay term in a calculated correlation

function corresponds to a distinct dynamic process which is reported by the fluorophores.
However, assignment of these timescales to intrinsically photophysical processes or
underlying molecular dynamics relies on empirical knowledge of the processes that might
occur at these timescales. Further, when several distinct processes occur at similar
timescales, their individual contributions to the correlation function may not be separable.
Nonetheless, FCS remains an extremely powerful tool for the quantification of dynamic
timescales as observed by fluorescence. Further, fFCS 125,126 in particular has improved
sensitivity to correlations arising from exchange between subpopulations with distinct
FRET efficiencies, as reported by the fluorescence lifetime and anisotropy, and reduced
sensitivity to photophysical effects which are intrinsic to the fluorophores.
Discussion
The methods presented in this chapter constitute a robust toolkit for the study of
biomolecular structural dynamics. The synthesis of FRET and MFS experimental results
with traditional biochemical approaches and novel computational techniques allows
modeling of high-resolution biomolecular structures. Further, dynamics between
conformational states across decades in time can be characterized using advanced FCS,
PDA, and other techniques from the same MFS datasets. In chapter three, a FRET
network consisting of ten FRET pairs was implemented to resolve two dynamically
exchanging conformations of the PDZ tandem of PSD-95. These conformations were
cross-validated via comparison to results from disulfide mapping and screening against
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molecular dynamics simulations via post-processing with AV simulations. In chapter
three, a similar approach was taken to characterize two dynamic conformational
ensembles of the MAGuK core of PSD-95 with 12 FRET pairs. We additionally
employed a novel approach to classify structures from DMD simulations into limiting
conformational ensembles based on experimental results. Additionally, we assigned
dynamic timescales to specific conformational ensembles based on reduceddimensionality analysis of simulated FRET observables from simulations. Finally, I have
made additional efforts to improve the design of FRET networks by combining
simulations of FRET observables and predictive bioinformatics techniques 156.
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CHAPTER THREE
PROJECT I: IDENTIFYING WEAK INTERDOMAIN INTERACTIONS THAT
STABILIZE THE SUPERTERTIARY STRUCTURE OF THE N-TERMINAL
TANDEM PDZ DOMAINS OF PSD-95
Adapted from 68 for use under Creative Commons Attribution 4.0 International License,
https://creativecommons.org/licenses/by/4.0/
Author list: Yanez Orozco, I. S.; Mindlin, F. A.; Ma, J.; Wang, B.; Levesque, B.;
Spencer, M.; Adariani, S. H.; Hamilton, G.; Ding, F.; Bowen, M. E.; Sanabria, H.
License: https://creativecommons.org/licenses/by/4.0/
Abstract
Previous studies of the N-terminal PDZ tandem from PSD-95 produced divergent
models and failed to identify interdomain contacts stabilizing the structure. We used
ensemble and single-molecule FRET along with replica-exchange molecular dynamics to
fully characterize the energy landscape. Simulations and experiments identified two
conformations: an open-like conformation with a small contact interface stabilized by salt
bridges, and a closed-like conformation with a larger contact interface stabilized by
surface-exposed hydrophobic residues. Both interfaces were confirmed experimentally.
Proximity of interdomain contacts to the binding pockets may explain the observed
coupling between conformation and binding. The low-energy barrier between
conformations allows submillisecond dynamics, which were time-averaged in previous
NMR and FRET studies. Moreover, the small contact interfaces were likely overridden
by lattice contacts as crystal structures were rarely sampled in simulations. Our hybrid
approach can identify transient interdomain interactions, which are abundant in
multidomain proteins yet often obscured by dynamic averaging.
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Introduction
Intramolecular interactions within the primary amino acid sequence drives
polypeptides to fold. High-affinity interactions, such as those forming the hydrophobic
core, produce a relatively static conformation. Weak intramolecular interactions permit a
dynamic ensemble of alternate conformations, which is difficult to predict and
challenging to identify experimentally. Prediction of tertiary protein folding is now quite
accurate for small protein domains. However, many proteins contain independently
folded subdomains that subsequently assemble into a supertertiary structure 39. For the
folding of multidomain proteins, the subdomains act as the primary sequence and their
intramolecular interactions drive supertertiary folding. The same forces govern tertiary
and supertertiary folding. However, the surface of folded subdomains is generally polar
resulting in low affinity intramolecular interactions. Hence, the resulting supertertiary
structure may sample different conformations with similar free energy over a broad range
of timescales.
Structure determination of multidomain proteins remains a major challenge
because of their dynamic and heterogeneous nature. Thus, many structural biology
methods cannot describe supertertiary proteins. Moreover, the size of multidomain
proteins, and the long dynamic timescales limit traditional all-atom molecular dynamics
(MD) simulations. As such, few computational methods can predict supertertiary
structure, even when all subdomains structures are known 170,171. Förster Resonance
Energy Transfer (FRET) is not bound by these limitations so it can probe the structures of
dynamic biomolecules in vitro and in vivo 70,172-176.
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Here, we present an integrative approach to supertertiary structure determination
combining simulations and FRET experiments applied to the postsynaptic density protein
of 95 kDa (PSD-95, Figure 3.1a), which is a prototypical dynamic, multidomain protein
49,177-180

. PSD-95 contains five independently folded subdomains: three tandem PDZ

domains, an SH3 domain and a Guanylate kinase-like domain, which are all involved in
protein interactions at excitatory synapses 181,182. The structures of all five subdomains
are known 49,183,184. Moreover, the PDZ domains of PSD-95 bind critical synaptic proteins
such as ionotropic glutamate receptors, neuronal nitric oxide synthase 185, the synaptic
adhesion-protein neuroligin and synGAP, a GTPase linked to synaptic plasticity 179.
Previously, we probed the supertertiary structure of PSD-95 with single-molecule FRET
35
65

revealing that the first two PDZ domains form a structurally independent supramodule
. There is particular interest in this PDZ1-PDZ2 tandem, which is the target of

pharmaceutical compounds in clinical trials to treat ischemic stroke 186,187.
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Figure 3.1 – The PDZ1-2 tandem from PSD-95. The PDZ1-2 tandem from PSD-95. A)
PSD-95 contains five protein-interaction domains connected by linkers of varying length. The Nterminal PDZ tandem contains the first two PDZ domains (residues 61-249). B) Structural models
of the PDZ tandem determined with different experimental methods. PDZ1 (gray) from each
model was aligned to highlight conformational differences. PDZ2 is colored according the method
used to resolve the structure. Models from the crystal structure (blue and cyan) [PDB ID: 3GSL].
Model from NMR based on residual dipolar coupling, which was kindly provided by M. Zhang
(orange). Model from smFRET (white). C) Cysteine mutations used for fluorescent labeling in the
PDZ tandem of PSD-95 (Residues 60-249). The first residue is in PDZ1 while the second is in
PDZ2. Each pair forms a single distance restraint that is measured independently. D) Network of
FRET restraints in the PDZ Tandem. Mean position of each dye (spheres) at the associated
cysteine residue as determined by modeling. PDZ1 sites colored green. PDZ2 sites colored red.
Black lines are shown between mean positions of dyes.
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PDZ domains independently fold into a conserved tertiary structure 182. They
appear within multidomain proteins, often in tandem, with up to 13 PDZ domains in a
single protein 178,188. The Protein Data Bank contains nearly 500 structures of PDZ
domain but less than 30 are of tandem PDZ domains and none contain more than two
domains. Thus, we lack information about the supertertiary PDZ interactions, which
influence their function. PDZ domains typically interact with C-terminal peptides. For
instance, the PDZ domains of PSD-95 have been shown to interact with C-terminal
regions of Kalirin-7 189, SynGAP 190, GluN2B 191, Stargazin 192, Neuroligin 193, and higher
order multiprotein complexes to organize these and other proteins near the postsynaptic
membrane. Thus, PDZ domains are involved directly both in the formation and
maintenance of neuronal synapses (Neuroligin) and in their signal transduction behaviors
(Kalirin-7, SynGAP, GluN2B, Stargazin).
Studies of tandem PDZ domains revealed a range of interdomain affinities, which
affect their supertertiary dynamics. For example, the Mint2 PDZ tandem was sufficiently
dynamic that only the first domain of the tandem was seen as ordered within a protein
crystal 194. In contrast, intramolecular interactions within Mint1 lock the PDZ tandem into
a single conformation that results in autoinhibition of peptide binding 195. Thus,
supertertiary interactions are an important regulatory mechanism for tandem PDZ
domains.
NMR observed weak interdomain affinity within the PSD-95 PDZ tandem 67
while FRET detected no interactions between the domains when unlinked 65. Despite the
weak interdomain interactions, NMR data suggested a “restrained conformation” in the
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unbound state, but identified no interdomain contacts to account for this restraint 67
(Figure 3.1B). In contrast, peptide binding unlocked the PDZ tandem resulting in a
“dramatic change of protein dynamics” 196. Thus, interdomain interactions appear
incompatible with peptide binding suggesting the potential for autoinhibition of PSD-95.
The PDZ tandem was also crystalized, which inherently suggests limited dynamics 66.
The crystal contained two different conformations (Figure 3.1B). However, both lacked
interdomain contacts that could explain the restricted dynamics. Finally, single molecule
Total Internal Reflection FRET Microscopy (smTIRFM) experiments also observed
limited dynamics but pointed to a model for the mean-occupied conformation that
similarly lacked interdomain contacts (Figure 3.1B) 65. However, the time resolution
(10 Hz) was insufficient to identify limiting conformational states.
Crystallography 66, NMR 67, and smTIRFM 65 all suggest limited dynamics in the
PDZ tandem, but the experimentally observed conformations show large divergence
(Figure 3.1B). Importantly, none of the models account for the restrictions on mobility
suggesting that a limiting state with the PDZ domains in contact remains unknown. Each
of these studies captured a different snapshot, but none provided a complete picture of the
energy landscape.
To resolve the elusive limiting conformational states and detect supertertiary
dynamics, we revisited FRET experiments on the PSD-95 PDZ tandem with orders of
magnitude faster in time resolution. Additionally, we used Discrete Molecular Dynamics
(DMD) simulations to map the energy landscape and identify interdomain interactions
that stabilize the PDZ tandem. Experiments and simulations identified two limiting
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conformations for the PDZ tandem that involve different interdomain interactions: an
open-like (OL) conformation characterized by a small contact interface area of 440 Å2
stabilized by interdomain salt bridges, and a closed-like (CL) conformation characterized
by a larger contact interface with 701 Å2 of buried surface area, which is stabilized by
surface-exposed hydrophobic residues. DMD suggests a relatively low-energy barrier that
permits interconversion between these states, which fall within a relatively limited
conformational space. Multiparameter fluorescence detection (MFD) confirmed the
presence of submillisecond dynamics. Using disulfide mapping, we confirmed the
location of the CL interdomain interface while salt-bridge mutations confirmed the OL
interdomain interface. Thus, our hybrid approach, combining simulations and
experiments, was able to resolve the two closely related conformations that confounded
previous structural studies.
Results
A network of FRET restraints to probe supertertiary dynamics
We used a set of ten PDZ tandem variants with one unique cysteine in each PDZ
domain (Figure 3.1C), which were fluorescently labeled for FRET measurements. The
labeling positions visually maximized the spatial distribution across the PDZ tandem
within the constraints of surface accessibility and maintaining tertiary structural stability
(Figure 3.1D). The uncertainty in FRET-based structural models strongly depends on the
number of restraints 197. Assuming the domains to be rigid bodies, ten variants should
provide sufficient restraints to determine the supertertiary structure of the PDZ tandem.

58

To minimize double labeling with the donor, which complicates data
interpretation, PDZ tandem variants were sub-stoichiometrically labeled with donor. For
a donor-only (DOnly) control sample, an aliquot of this reaction was quenched. The
remaining sample was labeled with an excess of the acceptor (Alexa Fluor 647). Thus,
the resulting samples are randomly labeled with a ~1:4 ratio of donor and acceptor
fluorophores. However, the doubly labeled samples still contained a fraction of apparent
DOnly protein, presumably due to the presence of an inactive acceptor 198.
Identification of limiting conformational states
By exciting the dyes with picosecond laser pulses, ensemble time correlated
single photon counting (eTCSPC) can detect structural states that persist on the timescale
of fluorescence emission (ns). Interdomain motions are much slower (µs-ms) so the PDZ
tandem is essentially static during a round of fluorescence emission. The flexibly tethered
dyes move at timescales slightly faster than the fluorescence emission, which uncouples
motion of the dyes from the tandem 71. We measured fluorescence lifetime decays for the
10 FRET variants and the 10 corresponding DOnly controls (Figure 3.2A and Appendix
C Supplementary Figure 1). To describe the donor de-excitation, we compared fitting the
DOnly controls with a model containing one- or two-exponential decays (Appendix C
Supplementary Equation 1). The weighted residuals and the autocorrelation of the
residuals improved with two-exponential decays (Figure 3.2B). We used the DOnly
models to fit the corresponding DA sample under the assumption that all donor states are
quenched equally by FRET. Apparent differences in the quenching of separate donor
fluorophore states by FRET would most likely result from changes to the effective 𝜅𝜅 2 or
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donor emission spectrum from local interactions and are accounted for in the uncertainty
associated with determination of 𝜅𝜅 2 , and thus 𝑅𝑅0 . Each conformation has an associated
rate of energy transfer (kRET) so the full decay is a superposition of the conformational
states that are present (Appendix C Supplementary Equations 3&4). Thus, eTCSPC
results provide the number of conformations along with a model of the interdye distances
for each conformation 70,121.
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Figure 3.2 - Ensemble time correlated single photon counting (eTCSPC) to identify
limiting states. Representative data are shown for the variant S142C/K202C. The remaining
variants are shown in Appendix C Supplementary Figure 1. A) Time-resolved fluorescence
decays for the Donor-only control (DOnly, green) and Donor-Acceptor FRET sample (DA,
orange). Instrument response function is shown in gray. DA decays were fit using a global
analysis of all ten variants (black lines). B) Weighted residuals (WR, green) and autocorrelation
(AC, lighter green) for fitting the DOnly decays with one (top panel) and two (bottom panel)
fluorescence lifetimes. C) Weighted residuals (WR, orange) and autocorrelation (AC, brown and
cream) for the global fit using either two (top panel) or three (bottom panel) Gaussian-distributed
states (Appendix C Supplementary Table 1). D) Improvement in χ2 when fitting with two or three
Gaussian-distributed states. The relative change of χ2 is shown for each FRET variant (labels
beneath panel).
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To arrive at the correct number of conformations, we fit eTCSPC decays
individually with an increasing number of states, and obtained the best results with three
conformational states. The model also included a no FRET state to account for inactive
acceptor molecules 198. Thus, each DA sample yielded three interdye distances that arose
from each of the conformational states. However, to use these FRET distances for
modeling, it is necessary to assign each distance to its conformational state, which is
typically done by population assignment. In this case, the states were distributed
somewhat uniformly, which complicated the assignment. To ensure a consistent
population distribution across all FRET samples and a proper assignment of states, we
implemented a global fit for all ten FRET variants with a shared population distribution
across the three states. The DA fluorescence decays were best described by three states
based on improvements in the residuals (Figure 3.2C and Appendix C Supplementary
Figure 1). Moreover, the figure of merit for fit quality (reduced chi-squared, χ2𝑟𝑟 , given by

the squared residuals divided by the variance in each bin and number of degrees of

freedom in the fit) improved from an average amongst all fit decays of 1.26 to 1.15
(Appendix C Supplementary Figure 1K). For four variants, the improvement in χ2𝑟𝑟 was
above 10% (Figure 3.2D). This improvement in χ2𝑟𝑟 with three states was statistically

significant based on the F-test (Appendix C Supplementary Equation 15) 75,199 with a
confidence interval greater than 99.9%.
With the global fit, we could simultaneously describe all 10 FRET decays with a
unified, unbiased model. The most-populated state accounts for 43.5% of the population
with 32.4% in the second-most-populated state and 24.1% in the least-populated state
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(Appendix C Supplementary Table 1). Thus, the PDZ tandem samples three
conformational states that give rise to different interdye distances.
The two main sources of uncertainty in the reported distances are: (i) the
statistical uncertainty of fitting, and (ii) the uncertainty regarding the orientation of the
dyes (κ2), which is an important parameter for converting FRET to distance and typically
the largest source of error in determination of R0 if 〈κ2〉= 2/3 is assumed 73. The
2
statistical uncertainty was estimated by first determining fit statistic of merit (𝜒𝜒𝑟𝑟,𝑚𝑚𝑚𝑚𝑚𝑚
)

corresponding to the P=0.95 confidence interval from the F-test for the ratio of 𝜒𝜒𝑟𝑟2

(Appendix C Supplementary Equation 16). Then, fit parameters were varied to determine
2
the bounds within which each distance could be varied while 𝜒𝜒𝑟𝑟2 < 𝜒𝜒𝑟𝑟,𝑚𝑚𝑚𝑚𝑚𝑚
. We estimated

κ2 uncertainty from the anisotropy decays of the DOnly and DA samples including the

directly excited acceptor and acceptor-sensitized emission (Appendix C Supplementary
Figure 2). The κ2 distribution was calculated with a wobbling-in-cone model 200 and
compared to the standard assumption of 〈κ2〉= 2/3 (Appendix C Supplementary Figure
3). We used these sources of error to determine the accuracy of our reported distances via
standard error propagation procedures (Appendix C Supplementary Equation 16;
Appendix C Supplementary Table 1). Thus, the reported uncertainties in the determined
limiting state distances account for potential deviations from the true interdye distances
which may arise from either fitting statistics or from misestimation of R0 due to nonisotropic or slow reorientation of the fluorophores.
Experimental confirmation of dynamic averaging
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To detect dynamic transitions between the states identified by eTCSPC, we used
MFD, which simultaneously records the average fluorescence lifetime, intensity and
anisotropy of the photons emitted by each molecule. The conformational changes that
occur while the molecule diffuses through the confocal excitation volume affect the
fluorescence lifetime and intensity measurements differently. If a molecule samples
multiple states, the FRET intensity indicator (FD/FA) and the average fluorescence
lifetime (〈τD(A)〉f) would differentially reflect changes to the mean and variance of the
photon counts, respectively. This shifts the peak in the 2D histogram from the expected
value for a static molecule in a single state 86,111. This analysis is similar to mean-variance
histograms in patch clamp electrophysiology 201. Thus, plotting FD/FA against 〈τD(A)〉
f

per single-molecule event is a useful tool to identify dynamics 86.
For all 10 variants, we plotted FD/FA against 〈τD(A)〉f as a 2D frequency

histogram. The separate 1D frequency histograms for FD/FA and 〈τD(A)〉f are aside and
atop the main panel, respectively. Figure 3.3A-C shows three representative examples (A
Q107/H182C-DA, B D91C/M159C-DA, and C S142C/K202-DA). For most variants, the
frequency histograms appear as a single asymmetric population distribution (Appendix C
Supplementary Figure 4).
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Figure 3.3 - Multiparameter Fluorescence Detection of FRET and energy landscape
of the PDZ1-2 tandem variants. Each panel plots two FRET indicators for each single-molecule
event. The donor over acceptor fluorescence ratio (FD/FA) on the y-axis and the average
fluorescence lifetime (〈τD(A)〉f) on the x-axis. Shown are the 2D histograms (orange contours)
for A) Q107C/H182C-DA, B) D91C/M159C-DA, and C) S142C/K202C-DA. The 1D frequency
histograms are shown along the axes for each FRET indicator. The static FRET lines (Appendix
C Supplementary Equation 10, Appendix C Supplementary Table 3) are shown in red. The
dynamic FRET lines (Appendix C Supplementary Equation 11, Appendix C Supplementary Table
4) are shown in green and connect the states identified with eTCSPC. The mean interdye
distances for each of the eTCSPC states was converted to FD/FA and shown as lines colored
purple, blue, and cyan in decreasing order of population occupancy. D–F Histograms of the
potential mean force (PMF) calculated from DMD simulations for the variants D) Q107C/H182CDA, E) D91C/M159C-DA, and F) S142C/K202C-DA. The remaining histograms are shown in
Appendix C Supplementary Figure 6. Histograms show the interdomain distance between the
center of mass of the two PDZ domains plotted against the interdye distance distribution, which
was calculated as p(RDA)PMF = exp(−EPMF/kBT) where EPMF is the integrated free energy over
interdomain distance as the function of the interdye distance, RDA; and kB is Boltzmann constant.
Contours are scaled in kcal/mole. Lines represent the mean interdye distances for each of the
states identified by eTCSPC and are colored purple, blue, and cyan in decreasing order of
population occupancy. Interdomain distances for previously reported models of the PDZ tandem
are marked by symbols and denoted beneath the panels. Two basins are immediately
identifiable, with residual states that are heterogeneously distributed with respect to the
interdomain distance.
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We include guidelines to help interpret these frequency histograms. First, we
calculated the expected FD/FA for the three states identified by eTCSPC (purple, blue, and
cyan lines in Figure 3.3A–C). Next, we calculated the expected relationship between
FD/FA and 〈τD(A)〉f for molecules with no conformational dynamics (Figure 3.3A–C
red “static FRET” lines.). Finally, we calculated the expected relationship between FD/FA
and 〈τD(A)〉f for molecules undergoing transitions between states (Figure 3.3A–C green
“dynamic FRET” lines). Consequently, PDZ tandem molecules in a stable conformation
will fall along the red static-FRET line while molecules undergoing conformational
dynamics as they pass through the confocal excitation volume will fall off this line.
Given these guidelines, we observe that the Q107C/H182C variant is close to mid
FRET (Figure 3.3A) while D91C/M159C is centered at high FRET (low FD/FA, Figure
3.3B), and S142C/K202C-DA shows low FRET (high FD/FA, Figure 3.3C) consistent
with previous measurements 65. In these cases, the equilibrium lays closer to the mostpopulated state identified from eTCSPC (Figure 3.3A–C, purple lines). Moreover, the
population maxima for most variants fell within the area enclosed by the dynamic FRET
lines indicating submillisecond dynamic averaging (Appendix C Supplementary Figure
4). It is important to note that at the time resolution of MFD, the limiting states from
eTCSPC do not appear as discrete peaks due to averaging.
To confirm the presence of dynamic averaging, we varied the time binning of the
data and used Photon Distribution Analysis (PDA) 111 to model the FD/FA distributions.
For static molecules, the model function and χ2 would be unaffected by changing the time
binning. In contrast, we observed that χ2 changed significantly when the time-binning
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window changed, which confirms dynamic averaging (Appendix C Supplementary
Figure 5). Even our shortest time binning was unable to resolve the distribution into its
underlying limiting states. This suggests that dynamics occur on timescales faster than
the diffusion time, where time-binning analysis is optimal.
DMD simulations of the PDZ tandem
To produce an unbiased representation of the conformational landscape, we
performed MD simulations, which we compared with the experimental results. Given the
size of the PDZ tandem and the relatively long timescale associated with domain
motions, we used the atomistic DMD 202. DMD is a rapid MD algorithm that has been
benchmarked with ab initio protein folding 203 and used to engineer de novo allosterically
regulated proteins 204 by capturing their coupled conformational dynamics.
As the starting conformation, we used the smFRET model 65 and included the
fluorescent dyes at all labeling sites to relate the simulations back to experiments.
Importantly, the dyes were rendered non-interactive so as not to affect the simulation. To
sufficiently sample conformational dynamics in the PDZ tandem, we performed replicaexchange DMD simulations with a cumulative total simulation time of ~1.6 μs. A
previous benchmark study indicated that protein dynamics in DMD simulations with
implicit solvent is two or three orders of magnitude faster than observed in experiments
205

. Hence, with efficient sampling enabled by DMD and the replica-exchange, we

expected to observe dynamics beyond μs in experimental time. We applied the weighted
histogram analysis method (WHAM) 206 to analyze the conformational distribution from
the replica-exchange trajectories, which give estimates of the potential mean force (PMF)
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at room temperature (300 K). We computed the PMF as a function of the interdomain
distance between centers of mass of the two PDZ domains (x-axis, Figure 3.3D–F and
Appendix C Supplementary Figure 6). To facilitate a comparison between DMD
simulations and experimental distances, we also computed the PMF as a function of the
interdye distance for each FRET variant (y-axis, Figure 3.3D–F and Appendix C
Supplementary Figure 6). These two representations of the PMF are plotted against each
other as a contour histogram in units of kcal/mole.
In this representation, we observed two distinct minima in the PMF energy
landscape corresponding to two distinct conformational states along with a broad
sampling of alternate conformations with larger interdomain distances. By projecting the
free energy surface onto various reaction coordinates, we estimated the apparent energy
barrier to be only a few kcal/mole (Figure 3.3D–F and Appendix C Supplementary Figure
7 & 8), which is consistent with the dynamic averaging observed in MFD (Appendix C
Supplementary Figure 4). Although the two conformations are reasonably separated in
terms of interdomain distance, the associated interdye distributions are substantially
overlapped for many variants (Appendix C Supplementary Figure 6). Both the simulated
interdye distances (p(RDA)PMF) and, for most variants, the experimentally measured
distances displayed a relatively unimodal distance distribution that did not resolve the
two conformations into separate peaks (Appendix C Supplementary Figure 9). Thus,
several variants were not sensitive to the conformational differences.
Interdomain contacts that stabilize the PDZ tandem
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The published structural models were unable to identify the interdomain contacts
that stabilize the PDZ tandem. For the two identified minima, we selected a
representative structure with the smallest average root mean squared displacement
(RMSD) to the entire ensemble (Figure 3.4A, B, respectively). The RMSD between the
two representative models is 10.4 Å, which supports these being distinct conformations.
The CL state model showed a buried surface area of 701 Å2. In contrast, the OL state
model showed a smaller contact interface of 440 Å2. It should be noted that these
representative structures fall within a rather shallow basin in the energy landscape. As
such, these minimal surfaces do not represent the entire contact area for each
conformational ensemble.
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Figure 3.4 - Representative structures, contact maps and correlation between
experimental and DMD simulated interdye distances. A) Cartoon representation for the
closed-like (CL) state, which has the shorter interdomain distance and a larger contact interface.
PDZ domains are shown in cartoon representation with a transparent surface. Interfacial residues
are colored according to their contact frequency (cyan to red denoting low to high frequency). B)
Representative structure for the open-like (OL) state with increased interdomain separation and
smaller contact interface. Rendered and colored as in panel A. C) The interdomain contact
frequency map per residue for the conformational ensembles of the CL state. Contact frequency
uses same color palette as in panels A and B; no contact white, low contact probability cyan and
high contact red. D) The interdomain contact frequency map for the OL state. The color palette is
the same as in C. Residues with the highest interdomain contact frequencies are highlighted
along the axis for each PDZ domain. E-F) Measured interdye distances from eTCSPC (y-axis)
plotted against the simulated interdye distances for the representative models shown in A and B
(x-axis). E) Distances for the CL state plotted against those for the second-most populated state
in eTCSPC. F) Distances for the OL state plotted against those for the most populated state in
eTCSPC. Data was fit to a line to extract the slope and correlation. Error bars in E and F
correspond to the uncertainty on the measured distances shown in Appendix C Supplementary
Table 1 using an error propagation rule (Appendix C Supplementary Equation 16).
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For each representative structure from the two basins identified in the energy
landscape (Figure 3.3D–F), we computed the frequency map of pair-wise residue
contacts between the PDZ domains and plotted the location of persistent contacts (Figure
3.4C–D). We found that the closed-like (CL) state is primarily stabilized by interactions
between surface-exposed hydrophobic residues (highlighted next to the axes. Figure
3.4C). In contrast, the open-like (OL) state involved primarily electrostatic interactions
between oppositely charged residues in PDZ1 and PDZ2 (Figure 3.4D). An overlay of the
two models highlights the rotation of PDZ2 with respect to PDZ1 that accompanies the
transition between states (Appendix C Supplementary Figure 10).
Having identified the interdomain contacts stabilizing each state, we computed
the fraction of native contacts for each state (QCL and QOL) and used these Q-values 207,208
to represent the energy landscape at the room temperature. By tracking the formation of
these interfaces, we observed multiple interconversions between states during our
simulations (Appendix C Supplementary Figure 7). Moreover, Q-values showed that the
two states occupy distinct basins in the energy landscape (Appendix C Supplementary
Figure 7). Finally, the states are mutually exclusive as interdomain contacts in either state
must break to transition to the other state (Appendix C Supplementary Figure 8).
Comparison of simulations to the experimental distances
To compare DMD and eTCSPC, we added guidelines for distances of the three
states from eTCSPC to the PMF plots from DMD (Figure 3.3D–F and Appendix C
Supplementary Figure 9). This shows that the most-populated and second-most populated
states from eTCSPC generally correspond to the OL and CL states from DMD,
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respectively. The least-populated eTCSPC state, which has no direct corollary in DMD
simulations, sampled a heterogeneous ensemble of states outside the predominant minima
(Appendix C Supplementary Figure 8). Although DMD does not identify a discrete third
state, we note that fitting the eTCSPC to a two-state model failed to provide positive
correlations with the interdye distances from DMD simulations (Appendix C
Supplementary Figure 10A). We conclude that the least-populated state (~24% of
molecules) could encompass the wide range of outlying DMD conformations (~20% of
the simulation time). The presence of outlying DMD states is readily apparent from the
Q-value distributions, which reveals a population with Q-values corresponding to neither
state (Appendix C Supplementary Figure 8B). This DMD “population” displayed a
highly variable interdomain distance with no distinct minimum on the PMF histograms;
hence, we are unable to reliably select a representative example for comparison with
experiments.
To compare the experiments and simulations, we correlated the interdye distances
from the DMD models to those from eTCSPC. The CL state showed a positive
correlation indicating good agreement with an R2 of 0.73 and a slope of 0.74 (Figure
3.4E). The OL state showed an R2 of 0.80 and slope of 0.95 representing even better
agreement between experiment and simulation (Figure 3.4F). The distribution of
distances from DMD and MFD did show differences (Appendix C Supplementary Figure
9). This is not unexpected as variance in DMD arises from conformational sampling,
while variance in MFD depends on signal to noise and the rate of conformational
exchange. However, the mean interdye distances from MFD also correlated well with
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mean interdye distances from DMD with R2 = 0.80 (Appendix C Supplementary Figure
9K).
Disulfide mapping to probe the predicted contact interface
To validate our model for the CL state, we monitored the rate of disulfide
formation between engineered cysteine residues at different positions within PDZ1 and
PDZ2. Disulfide bond formation is distance dependent so the rate is determined by
structural proximity 209. Therefore, we introduced a disulfide pair at the predicted contact
interface, A106C/P184C (Figure 3.5A, orange). These residues are ~5 Å apart and should
have the highest rate of disulfide formation. The proline is in a loop region so the
mutation was well tolerated. As a positive control, we selected a FRET variant with the
high FRET efficiency, Q107C/H182C (Figure 3.5A, blue). These residues are ~15 Å
apart so these residues should have reduced disulfide formation. As a negative control,
we chose a FRET variant with low FRET efficiency, S142C/K202C (Figure 3.5A, red).
These residues are over 40 Å away and should form disulfides poorly.
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Figure 3.5 - Disulfide mapping of the interdomain contact interface in the PDZ
tandem. A) Location of the engineered cysteine pairs used to test the contact interface. Cartoon
representation of the CL state of the PDZ tandem. PDZ1, gray. PDZ2, white. Cysteine side chains
are shown as lines with the pairs connected by their sulfur atoms. A106C/P184C, orange.
Q107C/H182C, blue. S142C/K202C, black. B) Representative SDS-PAGE showing individual
time points in the disulfide bond formation reaction used for the analysis. Disulfide formation was
initiated by shifting the samples to oxidizing conditions. The location of the introduced cysteine
residues for each mutant is shown within each panel. Duration of the reaction for each time point
is indicated below. The full gels are shown in Appendix C Supplementary Figure 11. C) Kinetic
analysis of the disulfide formation reactions. A106C/P184C, orange. Q107C/H182C, blue.
S142C/K202C, black. Gel band intensities were measured in triplicate to obtain the percentage of
disulfide for each time point. Each time course was fit with an exponential function to obtain the
initial and final percentage of disulfide bonding along with the rate of disulfide formation. D) Extent
of disulfide formation for each mutant taken from the fits to panel B. The initial percentage (left)
showed the presence of disulfide before the oxidation reaction. The final percentage showed the
amount of disulfide formed after the oxidation reaction has gone to completion. ** indicates
p > 0.01; ns stands for no significance in an unpaired student t-test. E) Disulfide formation rate for
each mutant as taken from the fits to panel b. ** indicates p > 0.002. * indicates p > 0.05 in an
unpaired student t-test. For all graphs, error bars indicate SEM for three replicate measurements.
Individual values are shown as dots.
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We initiated disulfide formation with copper (II) phenanthroline followed by nonreducing SDS-PAGE, which revealed increased mobility upon disulfide formation
(Figure 3.5B). Additionally, a small amount of higher order disulfide formation occurred
(Appendix C Supplementary Figure 11). For each variant, we measured the disulfide
formation in triplicate (Figure 3.5C). Each reaction was well fit to a single exponential
function to obtain the initial and final extent of disulfide formation along with the
reaction rate for each variant. Analysis of the extent of disulfide formation revealed that
less than 5% of the control samples had formed disulfides before initiating the reaction,
while the A106C/P184C mutant showed 11.6 ± 0.08% disulfide formation before the
reaction had started (Figure 3.5D). The negative control showed no significant disulfide
formation during the reaction (initial 3.37 ± 0.32% and final 3.69 ± 5.06%) (Figure 3.5D).
The positive control showed 46.94 ± 2.83% disulfide formation. However, the mutant
designed to be at the CL interface (A106C/P184C), showed the highest extent of disulfide
formation (84.58 ± 2.01%). The differences in the extent of disulfide formation were
mirrored by differences in reaction rates (Figure 3.5E). Although the negative control
showed minimal disulfide bond formation, we estimated the reaction rate to be
5.27 ± 2.31%/min. The positive control formed disulfides 2.5 fold faster
(13.13 ± 1.4%/min). Thus, the disulfide formation rates correlate with differences in
FRET efficiency. In contrast, the A106C-P184C mutant formed disulfides 4.4 fold faster
(22.97 ± 0.04 %/min) and 1.7 fold faster than the positive control. Thus, the extent and
rate of disulfide formation agree with predictions of proximity based on our CL state
model. This confirms the predicted interdomain contact interface.
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To probe the OL state, we engineered a salt bridge by introducing the mutations:
V113K, N114K, V223D, and M224E into the variant Q107C/H182C (Appendix C
Supplementary Figure 12). V113 and N114 are within the OL interface. Replacing these
uncharged residues with lysines creates an electropositive patch on PDZ1. In contrast,
replacing V223 and M224 with aspartate and glutamate creates an electronegative patch
on PDZ2. V223D and M224E are not within the OL interface, but are close enough that
the electrostatic interactions should disfavor the CL state. By measuring smFRET in
MFD (Appendix C Supplementary Figure 12B-C), we observed a shift towards higher
FD/FA (i.e., lower FRET) indicating a larger interdye distance in the “salt-bridge” variant
compared to the control. The domain rotation needed to bring complementary charges
together would move these labeling sites farther apart. Thus, the observed FRET shift is
consistent with the expected motion. Thus, by adding additional salt bridges to the ionic
interactions in the OL state, we observe a distinct redistribution of FRET.
In summary, by using a hybrid approach combining eTCSPC, DMD, and MFD,
we provide a self-consistent view of the conformation and dynamics of the PDZ tandem,
which we independently verified by experimentally probing the predicted interdomain
contacts.
Discussion
The PDZ1-2 tandem from PSD-95 has been extensively studied but none of the
reported structures identified any interdomain contacts that explain the limited dynamics
observed in these reports (Figure 3.1). Here, we used replica-exchange DMD simulations,
totaling 1.6 μs, to identify two predominant low-energy basins in the conformational

76

landscape, which correspond to two limiting state structures that involve different
interdomain contacts (Figure 3.4). Our eTCSPC analysis identified three states (Figure
3.2) with the two predominant states corresponding to those from DMD with a
correlation coefficient above 73% (Figure 3.4). MFD analysis confirmed the presence of
dynamic averaging at timescales faster than milliseconds (Figure 3.3A–C). Moreover,
time window analysis showed significant changes in the figure of merit at different time
binning (Appendix C Supplementary Figure 5). This is a signature of dynamic averaging
at timescales faster than milliseconds. Therefore, MD simulations and experiments agree
that the PDZ tandem is dynamic and samples two low-energy conformations that are
similar but not identical.
The coexistence of two similar conformational states revealed the difficulty in
designing a network of FRET distance restraints. Including the dyes in DMD simulations
revealed that several restraints showed similar interdye distances for the two
conformations. This lack of conformational sensitivity for some variants explains why
treating measurements separately was less successful than a global fit at consistent
assignment of state distributions. The two most populated states, which agree with DMD,
account for 75.9% of the FRET observations. The remaining 24.1% show significant
heterogeneity among variants and, in some cases, correspond to distances beyond those
sampled by DMD. Despite these limitations, global treatment of the ten fluorescence
decays provided a unified description of the two predominant conformational states.
Moreover, we validated both limiting states by (i) engineering a disulfide bridge
in the interface of the CL state (Figure 3.5) and (ii) enhancing the salt-bridge interactions
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that stabilize the OL state. Our measurements of these variants were in agreement with
the expectations based on DMD (Figure 3.5 and Appendix C Supplementary Figure 11).
Thus, we independently corroborated the proposed structural models, which sets a new
standard for accuracy in FRET-based protein modeling.
To compare previous structural models of the PDZ1-2 tandem with DMD, we
calculated the interdomain distances for the two crystallographic models 66, the
representative NMR model 67 and the smTIRFM model 65. The interdye distances were
estimated from the accessible volume for dyes in each structure. We mapped these
interdomain and interdye distances on to the PMF histograms from DMD (Figure 3.3D–
F). For the crystallographic models, the interdomain distances (33.7 Å and 34.5 Å for
3GSLa and 3GSLb, respectively) are larger than the interdomain separation observed in
DMD simulations (Figure 3A–C). Thus, the crystal structures were infrequently sampled
in simulations. The extensive crystal lattice interactions may have overriden the
stabilization provided by the weaker intramolecular interface. For the NMR model, the
interdomain distance falls between the two states and closer to the OL state, which was
the most populated conformation in eTCSPC. The same is also true for the smTIRFM
model, which was between the two states from DMD and similarly closer to the OL state.
This is understandable given that the measurement timescale was slower than the
submillisecond dynamic averaging observed in MFD. Thus, the dynamic exchange
between two closely related conformations complicated the derivation of structural
models by NMR and smTIRFM.
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NMR 196 and SAXS 187 experiments showed that peptide binding to the PDZ
tandem increased both interdomain flexibility and interdomain separation such that the
defined orientation between PDZ domains was lost. Thus, peptide binding may be
incompatible with the CL conformations we observed. Neither of the peptide binding
sites in the PDZ tandem are sterically occluded in either state. However, the binding
affinity of PDZ domains is known to be regulated through allosteric interactions 210. Such
allosteric networks have been identified operating in PDZ2 from PSD-95 211. Moreover,
ligand binding to PDZ domains is coupled to widespread changes in sidechain dynamics
such that interactions distal from the binding pocket can affect affinity 212. Closer
examination of the two limiting states reveals that the contact interfaces involve residues
that surround the ligand binding sites. PDZ domains bind ligands in the β2-α2 groove
near the long α2-helix. The CL state interface involves residues in the β2-β3 loops of
both domains, which are near the exit of the ligand-binding pocket. In the OL state, the
β2-β3 loop and the β5 sheet, which abuts α2, interact with the interdomain linker and
with β4 on the backside of PDZ1. Such interactions between elements around the binding
sites could easily modulate affinity resulting in autoinhibition. More recent studies have
identified that the PDZ2 β2 is a crucial regulator of PDZ12 supramodular arrangements
involved in binding to C-terminal protein ligands 213. Further, binding directly to the
PDZ12 tandem by ion 214 and neurotransmitter channel 45 C-terminal regions is associated
with adoption of scaffold-like structures by PSD-95. Stabilization of these channels at the
postsynaptic membrane through PSD-95 scaffolding is crucial to neuron and synapse
development, with PSD-95 knockout studies showing distinct loss of cognitive ability in

79

mouse brains associated with reduced NMDAR and AMPAR expression at the
postsynaptic membrane 215. Thus, dynamic auto-modulation of PDZ12 binding kinetics
through intramolecular interactions may have broader implications for neuronal
development and the mechanisms of cognition such as long-term potentiation through
increased expression of postsynaptic neuroreceptors. Further, variations in these
intramolecular interactions may underlie differences in binding specificity and affinity, as
well as functional specialization, of the synaptic MAGuKs that otherwise have conserved
domain organizations 216. Similar future characterization of the interdomain interactions
of the other MAGuKs may provide key insights into their shared and diverse functions as
synaptic scaffolds. These bottom-up approaches to biomolecular function provide a
window into how nature tunes complex intra- and inter-molecular interaction networks at
a fundamental level.
We combined ensemble and single-molecule FRET experiments with high
temporal resolution and DMD simulations to describe the supertertiary structure and
dynamics of the PDZ1-2 tandem from PSD-95. DMD simulations observed a
heterogeneous free energy landscape with two minima. These two conformations were
confirmed by eTCSPC while the temporal resolution of MFD showed that the PDZ1-2
tandem is dynamically exchanging. The upper limit of the dynamic timescale is set by
time binning in MFD experiments, with a mean diffusion time of ~1 ms. Such fast
interconversion is consistent with a low free energy barrier separating the two states as
suggested by simulations. This suggests weak interdomain interactions, which is
consistent with the relatively small contact areas observed for each state. While neither
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state was very stable, it is likely that the presence of two nearby contact states minimizes
the time spent in unrestrained conformations associated with peptide binding. Our results
explain the highly divergent models from previous structural studies.
Finally, our approach is uniquely positioned to study weak and transient
interdomain interactions. Although often hidden from biophysical characterization, they
are highly abundant in multidomain proteins such as poly-PDZ proteins 49, ion channels
217

, ATPases 218, enzymes 219, and intrinsically disordered proteins with dynamic

supertertiary structures 39. When identified, these transient and short-lived conformational
states could serve as potential targets for drug development and may reveal novel
mechanisms of action 220-222.
Methods
Proteins and purification
The PDZ1-2 tandem from Rattus norvegicus PSD-95 (residues 61-249) was
expressed from pPROEX HTB in the BL21 E. coli strain induced with 0.5 mM IPTG for
2 h at 30 °C. Proteins were purified by a Ni-affinity and eluted with 250 mM imidazole.
The 6 His tag was removed by TEV protease cleavage during dialysis into 20 mM tris
pH7.4 100 mM NaCl 1 mM DTT 1 mM EDTA followed by anion exchange using HiTrap
Q columns (GE Healthcare). Finally, proteins were purified by size exclusion
chromatography on Superdex 75 (GE Healthcare) 65. Proteins were first labeled with a
1:2 ratio of Alexa 488 C5 maleimide for 1 h at 4 °C followed by addition of a 5:1 molar
ratio of Alexa Fluor 647 C2 maleimide, which was reacted overnight at 4 °C.
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Unconjugated dye was removed by desalting with Sephadex G50 (GE Healthcare)
followed by dialysis.
Ensemble time correlated single photon counting
Ensemble time-correlated single-photon-counting (eTCSPC) measurements were
performed using a Fluorolog3 spectrofluorometer in T format with a PDX detector and
Horiba Yvon photon system (Horiba, USA). The excitation sources were a pulsed 485L
and a 635L NanoLED diode lasers (Horiba Yvon, USA) operating at 1 MHz, for donor
and acceptor, respectively. The emission monochromator was set to the maximum
emission wavelength of the fluorophore being measured, while the slit was set at a
maximum of 10 nm in order to get an intensity count rate lower than 2% of the repetition
rate. Fluorescence decay analysis is done using ChiSurf written in Python following the
algorithm described in Appendix C Supplementary Methods. All fluorescence decays
were loaded and fit simultaneously with population fractions set as global.
Multiparameter fluorescence detection
Freely diffusing molecules in pM concentration were excited as they passed
through the focal volume of a 60 × , 1.2 NA collar (0.17) corrected Olympus objective.
Pulsed interleaved excitation (PIE) 79 with diode lasers at 485 nm and 640 nm
(PicoQuant, Germany) was operated at 40 MHz with 25 ns interleaved time. The power at
the objective was 120 µW at 485 nm and 39 µW at 640 nm. Emitted photons were
collected through the same objective and spatially filtered through a 70 µm pinhole to
limit the effective confocal detection volume.
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Emission was separated into parallel and perpendicular polarization components
at two different spectral windows using band pass filters ET525/50 and ET720/150
(Chroma Technology Co.) for donor and acceptor, respectively. Four photon-detectors
are used—two for donor (PMA Hybrid model 40 PicoQuant, Germany) and two for
acceptor (PMA Hybrid model 50, PicoQuant, Germany). To ensure temporal data
registration of the four synchronized input channels, we used a HydraHarp 400 TCSPC
module (PicoQuant, Germany) in Time-Tagged Time-Resolved mode.
Labeled samples were diluted to pM concentration in PBS buffer (50 mM sodium
phosphate, pH 7.5, 150 mM NaCl, 40 μM TROLOX), which had been charcoal filtered to
remove residual impurities. At pM concentrations, we observe ~1 molecule per second in
the focal volume. Samples were imaged in NUNC chambers (Lab-Tek, Thermo
Scientific, Germany) that were pre-coated with a solution of 0.01% Tween 20 (Thermo
Scientific) in water for 30 min to minimize surface adsorption. We obtained the
instrument response function (IRF) by measuring water while protein-free buffer was
used for background subtraction. Calibration experiments and details on data collection
were recently reported 73,223.
DMD simulations
A detailed description of the DMD algorithm can be found elsewhere 202,205.
Briefly, proteins were represented by the united-atom model containing all heavy atoms
and polar hydrogens with an implicit solvent model. The step-wise potential functions
were obtained by mimicking the continuous interatomic interaction potentials in the
molecular mechanics-based Medusa force field 224. The Medusa force field has been
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shown to be effective in accurate prediction of protein stability changes upon mutations
for a large set of experimental data 225. The bonded interactions include covalent bonds,
bond angles, and dihedrals. The interatomic interactions include van der Waals,
solvation, hydrogen bond, and electrostatics. The solvation energy is modeled by the
Lazaridis-Karplus implicit solvent model 226. An implicit solvent approach is appropriate
for studying long timescale dynamics of biomolecules due to the separation from the fast
water dynamics. Screened electrostatic interactions are computed by the Debye-Hückel
approximation. A Debye length of 1 nm is used by assuming a water dielectric constant
of 80 and a monovalent electrolyte concentration of 0.1 M. The Anderson’s thermostat is
used to maintain constant temperature and a periodic boundary condition is applied.
Because they follow the same physical laws, the dynamics observed in DMD are
equivalent to continuous potential MD at timescales longer than picoseconds with
differences mainly at short timescales within the sub-picosecond range (i.e., the average
time step between two consecutive interatomic collisions where a potential energy step is
encountered).
DMD simulations included the fluorescent dyes, which were coupled to the
corresponding cysteine residues as in experiments. The atoms in the linker were rendered
non-interacting by setting a very small hardcore distance with all other atoms (0.001 Å).
The atoms within the dye moiety have a hard-sphere interaction with other atoms of the
dye through a hardcore distance of 3 Å, while the dyes themselves are effectively noninteractive through a small hardcore distance of 0.001 Å.
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We performed replica-exchange DMD simulations with eight replicas at different
temperatures: 275, 287, 300, 315, 330, 345, 360 and 375 K. The exchange between
replicas with neighboring temperatures was carried out every 50 ps. Each replica lasted
200 ns with an accumulative simulation time of 1.6 μs. The PMF was calculated by the
WHAM using the last 175 ns from each of the eight simulations. The DMD program is
available online (www.moleculesinaction.com).
Disulfide mapping in the PDZ1-2 tandem of PSD-95
Proteins were purified under reducing conditions. Immediately before the
reaction, proteins were fully reduced by incubation in fresh 5 mM DTT for 1 h at 4 °C
followed by desalting into non-reducing conditions (20 mM tris pH 7.4, 150 mM NaCl,
1 mM EDTA). Disulfide oxidation reactions were performed using a protein
concentration of 2 μM at 25 °C. Disulfide formation was initiated by the addition of
0.5 mM CuSO4 and 1.75 mM 1, 10-phenanthroline. Time points were quenched by
adding 40 mM N-ethylmaleimide to alkylate unbonded cysteines and 10 mM EDTA
followed immediately by boiling at 95 °C for 5 min in non-reducing Laemmli sample
buffer47. Samples were run on 15% SDS-PAGE. All experiments were carried out in
triplicate. Intensities for both the native and shifted bands were measured in ImageJ.
Percentages of disulfide formation were calculated for each time point and corrected for
the presence of higher order oligomers. Each reaction was well fit to a single exponential
function to obtain the initial and final extent of disulfide formation along with the
reaction rate for each mutant. Replicates were analyzed separately to obtain the average
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and standard error of the mean (SEM) as well as to estimate the error in the fitted
parameters.
Code availability
MFD is made available at http://www.mpc.hhu.de/en/software. ChiSurf used for
fluorescence decay analysis is available at http://www.fret.at/tutorial/chisurf/. DMD
simulation engine is available at http://www.moleculesinaction.com.
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Abstract
The scaffold protein PSD-95 links postsynaptic receptors to sites of presynaptic
neurotransmitter release. Flexible linkers between folded domains in PSD-95 enable a
dynamic supertertiary structure. Interdomain interactions within the PSG supramodule,
formed by PDZ3, SH3 and GuK domains, regulate PSD-95 activity. Here we combined
Discrete Molecular Dynamics and single molecule FRET to characterize the PSG
supramodule, with time resolution spanning picoseconds to seconds. We used a FRET
network to measure distances in full-length PSD-95 and model the conformational
ensemble. We found that PDZ3 samples two conformational basins, which we confirmed
with disulfide mapping. To understand effects on activity, we measured binding of the
synaptic adhesion protein neuroligin. We found that PSD-95 bound neuroligin well at
physiological pH while truncated PDZ3 bound poorly. Our hybrid structural models
reveal how the supertertiary context of PDZ3 enables recognition of this critical synaptic
ligand.
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Introduction
The fundamental structural unit of large proteins is the independently folding
domain 227. Most proteins are composed of more than one domain 228,229. Evolution has
shuffled the deck to produce a rich diversity of multidomain proteins. A prototypical
example is the Membrane Associated Guanylate Kinases (MAGuKs), which contain an
array of folded protein-interaction domains connected in series. MAGuKs are scaffold
proteins that link cell surface membrane proteins to their intracellular signaling partners
and the cytoskeleton 230. MAGuK family members control diverse processes ranging
from epithelial cell polarity 231 to synaptic neurotransmitter signaling 232.
Almost all MAGuKs contain a conserved “PSG” supramodule that links a PDZ
domain 188 an SH3 domain 233 and guanylate kinase-like (GuK) domain 234,235 that serves
as another protein-binding domain 236 (Figure 4.1A). One distinctive feature of the
MAGuKs is the insertion of a variable HOOK region within the SH3 domain that disrupts
canonical SH3 domain interactions 58. Different MAGuKs append additional proteinbinding domains to this PSG supramodule 231. The postsynaptic density protein of 95
kilodaltons (PSD-95) contains an N-terminal extension and two tandem PDZ domains
attached to its PSG (Figure 4.1A).
In multidomain proteins, the proximity imparted by interdomain linkers results in
high effective concentrations of the folded domains 237. This can result in specific domain
interactions that are too weak to manifest when the domains are not connected 65. Linkers
also allow for different supertertiary arrangements that must be represented by a
multiplicity of states 39. The presence of heterogeneity confounds structural biology
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methods reliant on ensemble averaging while protein dynamics leads to time averaging
even in most single-molecule experiments 238.
Mapping the conformational landscape of the PSG is important because these
supertertiary interactions regulate protein interactions with scaffolding clients 63,239,240,
which can impact various synaptic functions. For example, PSD-95 binds several
Neuroligin isoforms through its PDZ3 domain, increasing surface expression of
Neuroligin and in turn enhancing intra-neuron junction formation and excitatory
neurotransmission 193,241,242. Previous SAXS and NMR studies along with computational
approaches have proposed binding sites for PDZ3 within SH3-GuK (or a lack thereof)
35,60,243

. Single-molecule Förster resonance energy transfer (smFRET) studies revealed

that PDZ3 was dynamic but had a defined orientation relative to SH3-GuK 35. A model
which resolves the degree of structural dynamics and intramolecular interactions in the
PSG can shed light onto how PSD-95 can specifically bind many proteins simultaneously
in its function as postsynaptic scaffolding.
Recently, we combined multiparameter fluorescence measurements with discrete
molecular dynamics (DMD) and disulfide mapping to characterize the PDZ tandem from
PSD-95 68. Here, we applied this approach to the PSG supramodule. Experiments and
simulations agreed and revealed two distinct conformational basins for PDZ3; a fuzzy
interaction with PDZ3 within a broad interface near the SH3 HOOK insertion and a
second discrete binding site in GuK. Both were confirmed with disulfide mapping.
Surprisingly, these supertertiary interactions in full-length PSD-95 allowed PDZ3 to
interact with the synaptic adhesion protein neuroligin, a known binding partner of PDZ3
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242,244,245

, while the truncated domain showed weaker binding. Thus, the supertertiary

context enhanced the binding activity of PDZ3 towards a critical physiological ligand.
Our integrative approach for dynamic structural biology resolved the structural
heterogeneity of the PSG supramodule within full-length PSD-95. Combining simulation
with experiments resolved global dynamics and provided residue-level details about
supertertiary interactions. This approach moves beyond solving a single structure towards
resolving an ensemble of conformers with differing behavior and is applicable to other
dynamic multidomain proteins.
Results
Mapping the supertertiary conformational landscape with single-molecule FRET
To experimentally probe the location of PDZ3 within the PSG supramodule
(Figure 4.1A), we used 11 cysteine mutations spanning PDZ3, SH3, and GuK (Table
4.1). By using these labeling sites in different combinations, we created 12 variants
(Figure 4.1B), which form a FRET network for structural modeling (Appendix D Figure
1 – figure supplement 1) 238. Labeling sites were chosen such that inter-dye distances
spanned all pairwise combinations of the three PSG domains and the mutual orientations
of the domains could be determined through simultaneous analysis of all FRET distances.
Fluorescently labeled proteins were measured with confocal multiparameter fluorescence
detection (MFD; for instrument and correction parameters see Appendix D
Supplementary Table S1 & S2) and pulsed-interleaved excitation (PIE) that allowed
selection of molecules with active donor and acceptor fluorophores for sub-ensemble
Time-Correlated Single Photon Counting (seTCSPC) (Figure 4.1C & Appendix D Figure
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1 – figure supplement 2) 71. Each variant provides specific information on the same
conformational landscape. To capture this shared information, we performed a
simultaneous global analysis of all variants 246. The FRET distances were variant-specific
while the number and occupancy of conformational states were set as global fitting
parameters. This assumes that the population distribution is the same for all variants, but
that each variant senses the underlying conformations differently. Based on fitting
statistics, we demonstrate that a two-state model with a small donor-only (or no FRET)
population (Appendix D Supplementary Table S4 & S5) is sufficient to fit all data. Thus,
PDZ3 samples two limiting states with slight predominance of state B (53.9%) over state
A (46.1%). The global fit assigns all distances to their respective states (Appendix D
Supplementary Table S5).
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Figure 4.1 - Multiparameter Fluorescence Detection of Single-Molecule FRET in
PSD-95. A) Cartoon representation of domain organization in PSD-95. B) Location of the
cysteine substitutions used for fluorescent labeling. Spheres indicate the location of the dye while
lines indicate the experimental FRET pairs. Details about labeling sites can be found in Table 4.1.
Although only the PSG is shown, data shown is from measurements of full-length PSD-95. C)
Representative fluorescence decays from seTCSPC. Shown are Donor-Only controls (grey) and
matched FRET samples for variants P1-G3 (blue), P3-S2 (red) and S3-G1 (green). The FRET
decays were fit using a global analysis of all 12 variants. D) Representative 2D MFD histograms
for the variants shown in panel C. Fluorescence lifetime (x-axis) is plotted against the FRET
efficiency for each molecule. The seTCSPC limiting states A (orange) and B (purple) are shown
as solid lines. The expected relationship between fluorescence lifetime and FRET is shown for
static (black dashes) and dynamic molecules (purple dashes).
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Label Position
P1
P2
P3
S1
S2
S3
G1
G2
G3
G4
G5
G6

Labeling Mutation
R313C
Q374C
S398C
H477C
R492C
S510C
K591C
S606C
E618C
E621C
A640C
R671C

Table 4.1 - Labeling sites used for single-molecule FRET measurements of PSG.
The labeling position is identified first by a single letter indicating the domain (P for PDZ3, S for
SH3 and G for GuK) followed by its sequential order in the primary sequence. Thus, FRET
variants can be identified by the combinations of labeling positions they contain. The underlying
labeling position denotes the amino acid mutation used to introduce the label positions within
PSD-95.
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For each variant, we plotted the intensity-based FRET efficiency against the
average donor fluorescence lifetime (�𝜏𝜏𝐷𝐷(𝐴𝐴) �𝑓𝑓 ) for each molecule (Figure 4.1D &

Appendix D Figure 1 – figure supplement 3). We calculated the expected relationship
between FRET and ⟨�𝜏𝜏𝐷𝐷(𝐴𝐴) �𝑓𝑓 ⟩ using the assumption of no dynamics, which we plotted as
the static FRET-line 247 (Appendix D Supplementary Table S6). Molecules undergoing

dynamics would fall off this line. The dynamic FRET-lines represent all possible degrees
of mixing between the limiting states (Appendix D Supplementary Table S7). All
measured variants exhibited a rightward skew away from the static FRET-line, a
hallmark of conformational dynamics (Figure 4.1D & Appendix D Figure 1 – figure
supplement 3) 247.
Variants involving PDZ3 exhibited broad or irregular distributions indicating a
heterogeneous conformational ensemble. Variants between PDZ3 and SH3 exhibited
higher FRET efficiency, suggesting close proximity. The SH3-GuK domains have
restricted interdomain motion 58,248. Nonetheless, FRET variants spanning SH3-GuK still
fell off the static FRET-line. These variants exhibited narrower, more regular FRET
distributions relative to PDZ3-labeled variants indicating fast but limited dynamics within
SH3-GuK.
Comparison of full-length PSD-95 to the PSG truncation
To probe whether interactions within PSD-95 affect the PSG, we also measured 6
of the FRET variants in a truncated PSG fragment. Measurements using smTIRF with
camera detection revealed changes in the time-averaged FRET distributions for all
variants (Figure 4.2A & Appendix D Figure 2 – figure supplement 1). Truncating PSD-
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95 resulted in broader and more multi-peaked distributions. For example, variant P1-G3
(Table 4.1), splits into lower and higher FRET in the truncation. (Figure 4.2A). Similarly,
variant P3-S2 showed the highest FRET but the distribution spread out to lower FRET
when PSD-95 is truncated. Truncation also increased anticorrelated FRET transitions in
smTIRF time traces suggesting altered dynamics of PDZ3 (Appendix D Figure 2 – figure
supplement 1C). To quantify this, we determined the donor-acceptor cross-correlation
amplitude. While the magnitude of the cross-correlation amplitudes depends on FRET
efficiency and rate constants, comparison of the same labeling sites in full-length and
PSG revealed a uniform increase in FRET transitions when PSD-95 is truncated
(Appendix D Figure 2 – figure supplement 1D).
Measurements with MFD revealed shifts in FRET efficiency and �𝜏𝜏𝐷𝐷(𝐴𝐴) �𝑓𝑓 for

most variants (Appendix D Figure 2 – figure supplement 2). To further analyze the

intensity-based FRET efficiencies, we performed Photon Distribution Analysis (PDA)
249

. Our PDA fit model included the two static, limiting states and a dynamic population

(Appendix D Supplementary Table S8). Several truncated variants had more molecules in
static limiting states, indicating increased dwell time of PDZ3 (Appendix D Figure 2 –
figure supplement 3). This suggests the slowest exchange processes were further slowed
in truncated variants. However, the predominant state for PDZ3 was always in exchange
with faster relaxation rates. Dynamics as probed by PDA are discussed further in
Appendix D Supplementary Note. PDA additionally found truncation-induced shifts in
FRET efficiency similar to smTIRF (Figure 4.2B). The good agreement between mean
FRET efficiencies measured with smTIRF and MFD, representing the long-time averages
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from both techniques, brings additional confidence in the results (Figure 4.2C). A global
fit of seTCSPC for the PSG recovered two states similar to the full-length protein (Figure
4.2D & Appendix D Figure 2 – figure supplement 4) . Truncating PSD-95 shifted the
limiting state distances for state A and slightly reduced state B occupancy (48.2%,
Appendix D Supplementary Table S5).
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Figure 4.2 - Effect of Truncating PSD-95 on PSG Supertertiary Structure. A)
Representative smTIRF FRET efficiency histograms for full-length PSD-95 (top) and the
corresponding truncated PSG fragment (bottom). Shown are variants P1-G3 (blue) and P3-S2
(red). B) Representative PDA plots using a 2 ms time window for the same variants from panel A
using the same coloring. Molecules occupying limiting states A and B are highlighted in orange
and purple, respectively. C) Comparison of mean FRET as measured with smTIRF (y-axis) and
MFD (x-axis) for full-length (green) and PSG (pink) variants. Ellipse eccentricities represent the
relative width of FRET distributions observed by each method. The expected relationship given
the different fluorophores used is shown as a line with the shaded region corresponding to
Förster Radius uncertainty. Förster Radii used were as used previously 35,68. The fit to the ideal
2
2
2
= 2.13 with 𝜒𝜒𝐹𝐹𝐹𝐹
.= 0.72 and 𝜒𝜒𝑃𝑃𝑃𝑃𝑃𝑃
=1.42. D) Comparison of the seTCSPC
relationship gave 𝜒𝜒𝐴𝐴𝐴𝐴𝐴𝐴
limiting-state distances for full-length PSD-95 (y-axis) and the PSG fragment (x-axis). Distances
are shown for state A (orange; Slope =0.94; Pearson Correlation Coefficient (Rp) = 0.86) and
state B (purple; Slope =1.0; Rp = 0.93).
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To resolve fast conformational dynamics, we performed filtered fluorescence
correlation spectroscopy (fFCS) 125. We filtered photons into subensembles representing
the seTCSPC limiting states and analyzed these components using standard correlation
algorithms 125 (Appendix D Figure 3 – figure supplement 1). Filter components were
defined with two simulated fluorescence decay components corresponding to low-FRET
(�𝜏𝜏𝐷𝐷(𝐴𝐴) �𝑓𝑓 = �𝜏𝜏𝐷𝐷(0) �𝑓𝑓 ) and high-FRET (�𝜏𝜏𝐷𝐷(𝐴𝐴) �𝑓𝑓 ) ~0.5-1.0 ns), and all photons were

assigned to these species based on the calculated probabilities of photons from each
species in each time bin as described in 125. Just as FRET efficiency differed between
variants, each variant is differently attuned to the same underlying conformational
transitions, so data was fit globally to capture the shared information (results in Appendix
D Supplementary Table S9 & S10). Three decay times were assigned to local motions
(tR1) that maintain residue contacts, domain re-orientations (tR2) that alter interdomain
interaction interfaces, and domain exchange (tR3) such as large-scale translational
transitions between basins (Figure 4.3A). PSD-95 variants displayed complex dynamics
with components from µs to ms. To highlight differences between variants, we plotted
the normalized relaxation amplitudes in a matrix representation, which is the dynamics
equivalent of a contact map for protein interactions (Figure 4.3B). This revealed that 7
out of the 10 GuK-labeled variants have major (red) or middle (yellow) contributions at
tR1. The remaining 3 variants are dominated by tR3. The large contribution at tR1 for most
PDZ3-GuK variants suggests fast local motions within the limiting states, while for P2G5 and P3-G5 domain exchange dictated the dynamics. We also note that for 4 of the
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remaining 5 PDZ3-GuK variants, the tR3 has middle or major contributions. Moreover,
P2-G5, P3-G4, and P3-G5 reported middle contributions from domain reorientation.
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Figure 4.3 - Effect of Truncating PSD-95 on Supertertiary Dynamics within PSG.
Site-specific dynamics for each variant as measured with Filtered Fluorescence Correlation
Spectroscopy (fFCS) and fit to a model with three correlation times at three decades in time from
10-5 to 10-3 seconds. A) Association between the dynamic relaxation time and the expected
protein motions across the three decades in time used in the analysis. B) Matrix representation of
the relative contribution to dynamic relaxation in full length PSD-95 at each decade in time (as
indicated above the panel). The axes specify the domains and labeling sites with each variant
placed at the intersection between sites used. The major timescale for relaxation is highlighted in
red; the minor in blue and the middle in yellow with the percentage within each square. C) Matrix
representation of dynamics in the PSG truncation measured with the same variants and shown
with coloring identical to panel B. The major populations for both full length and PSG variants are
mapped to the sequence and secondary structure in Appendix D Figure 3 - figure supplement 2.
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Discrete molecular dynamics simulations of the PSG core
To map the conformational energy landscape of the truncated PSG supramodule,
we performed replica exchange DMD simulations using 18 replicas running at
neighboring temperatures with a cumulative total simulation time of 11.9 µs. To avoid
bias, we chose an extended starting conformation with PDZ3 not in contact with SH3GuK (Appendix D Figure 4 – figure supplement 1). The probability density function of
the radius of gyration (Rg) shows that PDZ3 did not linger in extended conformations,
which were rarely sampled (Figure 4.4A & Appendix D Figure 4 – figure supplement 1).
Instead, the PDZ3 primarily adopted a docked medium conformation (α) with a mean Rg
of 27.6 Å along with a more compact conformation (β) with mean Rg of 23.4 Å.
Representative models from these 3 populations (extended, medium, and compact) reveal
a diverse ensemble of conformations with PDZ3 sampling both SH3 and GuK as well as
undocked conformations (Figure 4.4B).
To represent the cumulative association of PDZ3 with SH3 and GuK, we plotted
the distance between centers of mass (COM) for PDZ3 and SH3 against the distance
between COMs for PDZ3 and GuK (Figure 4.4C). This 2D free energy profile depicts a
broad low-energy basin with PDZ3 closer to SH3 (Figure 4.4C, α-basin). This ensemble
corresponds to the predominant population in the Rg distribution. Within the α-basin,
PDZ3 localized to the HOOK insertion rather than the canonical SH3 domain (Figure
4.4D). PDZ3 also samples a shallower basin closer to GuK, which is separated by an
energy barrier of ~2.0 kcal/mol (Figure 4.4C, β-basin). This population corresponds to
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the compact configuration in the Rg distribution. In addition, PDZ3 samples a range of
fully extended conformations with longer distances to both SH3 and GuK (Figure 4.4C).
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Figure 4.4 - Discrete Molecular Dynamics of the PSG Supramodule from PSD-95. A)
Probability distribution of the radius of gyration (Rg) of the PSG during replica-exchange DMD
simulations totaling 11.9 µs. B) Representative conformations from the 3 basins apparent in the
Rg distribution. The conformations and their respective population fractions in the highly sampled
α-basin and less frequently sampled β-basin are provided in Appendix D Figure 4 - figure
supplement 3). C) 2D free energy landscape of the relative distance between centers of mass
(COM) for PDZ3 and GuK (x-axis) or SH3 β-barrel (y-axis). D) 2D free energy landscape of the
relative distance between COM for PDZ3 and either the SH3 β-barrel (x-axis) or the SH3 HOOK
insertion (y-axis). E) Probability of pairwise residue contacts between PDZ3 and SH3, which
define the α-basin. Residues from PDZ3 are on the y-axis while residues from SH3 are on the xaxis. F) Probability of pairwise residue contacts between PDZ3 and GuK, which define the βbasin. Residues from PDZ3 are on the y-axis while residues from GuK are on the x-axis. The
associated color bar indicates the normalized probability of the individual pairwise interactions.
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Examination of structures within the α-basin reveals a broad ensemble of
conformations with PDZ3 able to reorient around the HOOK helix and occasionally
sample the SH3 RT loop 250 (Appendix D Figure 4 - figure supplement 3). This suggests a
fuzzy and dynamic interaction. Examination of α-basin pairwise contacts reveals that
basic residues within HOOK interact with negatively charged residues in PDZ3 and are
further stabilized by surface-exposed aromatic and hydrophobic residues (Figure 4.4E).
Negatively charged residues in α3 and the β2-β3 loop of PDZ3 keep the peptide-binding
face oriented towards SH3. Steric clashes would preclude PDZ3 from ligands binding
while in some conformations within the α-basin (Appendix D Figure 4 - figure supplement
3). PDZ3 interacts directly with SH3 rather than having this interaction mediated by the
linker as had been proposed 60. Instead, the PDZ3-SH3 linker interacts with the SH3
domain, which helps retain PDZ3 in the α-basin and prevents more extended
conformations. Hydrophobic and electrostatic interactions between the PDZ3-proximal
linker (F400, E401, K403 and I404) and SH3 are among the top 50 pairwise residue
contacts.
Examination of the β-basin ensemble revealed a more well-defined interaction
with PDZ3 binding near the interface of the nucleoside monophosphate (NMP) binding
and CORE subdomains of GuK (Figure 4.4B). The interaction does not occlude the
canonical peptide binding sites in GuK or PDZ3 (Appendix D Figure 4 - figure
supplement 3). Analysis of the β-basin pairwise contacts revealed a well-defined binding
site stabilized by hydrophobic and hydrogen bonding interactions between uncharged
polar residues (Figure 4.4F) unlike the highly charged interface in the α-basin.

104

Interestingly, the PDZ3-SH3 linker also makes significant pairwise contacts with GuK in
this basin. Unexpectedly, the HOOK insertion formed an extended α-helix between
residues 491 and 508 in DMD simulations. This is longer than observed in crystal
structures 58,248 (Appendix D Figure 4 - figure supplement 4). Interestingly, PDZ3
interactions appear to stabilize the helical extension as is visible in the representative
basin models (Appendix D Figure 4 - figure supplement 3).
Disulfide mapping the interdomain interfaces
To confirm the PDZ3 interactions with SH3 and GuK, we engineered cysteine
residues based on the contact frequency maps and measured the extent and rate of
disulfide bond (DS) formation (Figure 4.5). DS formation depends on distance and
orientation between cysteines but also contact frequency for dynamic interactions. Thus,
the kinetics of bond formation report on structural proximity 209. We made peripheral
cysteine substitutions so as to not disrupt the primary contacts, which are shown using the
structure with the lowest root mean square deviation (RMSD) to each basin ensemble.
The predominant interface in the α-basin was PDZ3 binding to the HOOK. We probed
this basin with the residue pair N326C-A504C, which are only 5.6 Å apart in the α-basin
representative (Figure 4.5A). The predominant interface in the β-basin had PDZ3 binding
to GuK. We probed this basin with the residue pair G344C-N633C, which are 5.7 Å apart
in the β-basin representative (Figure 4.5B).
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Figure 4.5. Disulfide Mapping of the Contact Interfaces Identified from DMD
Simulations - Cartoon representations showing PDZ3 (cyan), SH3 (orange) and GuK (purple).
A) Target model from the α-basin. N326C-A504C disulfide in yellow. B) Target model from the βbasin. G344C-N633C disulfide in yellow. C) Predicted disulfide binding contacts involving FRET
variant P3-S2. S398C-R492C disulfide in yellow. D) Kinetics of disulfide bond formation as
measured using non-reducing SDS-PAGE (Appendix D Figure 5 - figure supplement 1) showing
the α-basin (blue), the β-basin (black) and variant P3-S2 (orange). Data for full-length PSD-95 are
shown as circles with fits as solid lines while data for the PSG truncations is shown as open
circles with dashed lines. E) Final extent of disulfide bond formation from single exponential fits to
the kinetic data for full-length PSD-95 (green) and the PSG truncation (pink). F) Kinetic rate of
disulfide bond formation from single exponential fits to the kinetic data. Error bars represent the
standard deviation from three replicate measurements.
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Increased electrophoretic mobility indicated that DS formation was occurring for
all samples (Appendix D Figure 5 - figure supplement 1). The data were fit to an
exponential function to determine the rate and final extent of DS formation (Figure
4.5D). The α-basin variant showed slightly more DS formation than the β-basin variant in
full-length PSD-95 but the rates of DS formation were similar (Figure 4.5E & F). To
probe the effects of truncation, we measured DS formation in the PSG truncation.
Interestingly, the truncation had opposite effects on the kinetics of DS formation for the
two variants. The rate of DS formation for the α-basin variant increased by ~30% while
rate of DS formation for the β-basin variant decreased by six-fold.
We also screened the DMD simulations for FRET variants capable of DS
formation, which predicted that variant P3-S2 occasionally sampled close distances in the
α-basin (Figure 4.5C). As predicted, variant P3-S2 formed DS albeit to a lesser extent and
much more slowly than either designed variant. The extent of DS formation was slightly
higher in the truncation, but the rates were similar. Thus, DS formation for all three
variants was higher in the truncation. Our DS analysis confirms that the contact interfaces
from DMD are sampled in full-length and truncated PSD-95. We also observe significant
kinetic differences when PSD-95 is truncated in agreement with FRET studies.
Structural modeling with experimental FRET restraints
To describe the conformational ensemble associated with each limiting state from
seTCSPC, we used the FRET distances as restraints in structural modeling. We simulated
the accessible volume (AV) for both dyes at each labeling site 70 (Appendix D
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Supplementary Table S11), which we used as distance loci for rigid body docking. For
each state, we generated 33000 conformations, which were each scored for agreement
between the AV model distances and the FRET distances. For state A, the best-fit models
showed some divergence with PDZ3 near the HOOK insertion but also extended without
interdomain contacts (Figure 4.6A). The best-fit models for state B are more tightly
clustered and position PDZ3 near the NMP subdomain of GuK (Figure 4.6B).
To independently corroborate the docking models, we calculated the AV for all
snapshots structures from the DMD trajectory. For each structure, we plotted the interAV distance (⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩𝐴𝐴𝐴𝐴 ) against the distance between the COM of labeled domains

(Appendix D Figure 6 – figure supplement 1). To denote the limiting states, we overlay
orange and purple vertical lines for state A and B respectively. The limiting states A and
B generally fall within the associated α- and β-basins. However, it was also evident that
for some variants, (e.g. P2-G6) the vertical line for state B agrees with both DMD basins.
Similarly, the PDZ3-SH3 variants may not fully capture the underlying population
distribution. This apparent discrepancy rises from what we call FRET degeneracy in
which a single distance captures an underlying heterogenous distribution. To resolve the
FRET degeneracy, we introduce the FRET Network Robustness (FNR) analysis
(Appendix D Figure 6 – figure supplement 2). We systematically refit the seTCSPC data

using different numbers and combinations of variants from the FRET network. We
randomly selected sub-samples with as few as 5 variants while including each variant in
at least 3 subsets. The distance deviation increased with fewer variants, but the FNR
distributions remained centered on the distance from the full global fit (Appendix D
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Figure 6 – figure supplement 2). When more than 7 variants were used, the FNR
deviation was less than 10% regardless of which variants were included in the subset.
The standard deviation of the FNR distributions (along with AV simulations) captures the
heterogeneity introduced by FRET degeneracy, which can be used to impose new bounds
on structural heterogeneity (Appendix D Supplementary Table S12).
Using these bounds, we screened the 20871 snapshot structures from DMD
simulations to classify all models that fall within these new bounds for the α- and βbasins. Displaying the PDZ3 COM for each compatible model as a cyan sphere
emphasizes the fuzziness of the basins as captured by the underlying heterogeneous
FRET distributions from each variant. The broad ensemble for the α-basin is quantified
by the variance of the FNR distributions (Appendix D Figure 6 – figure supplement 2)
but arises from the fuzziness of interdomain interactions between PDZ3 and SH3 (Figure
4.6C). In contrast, the β-basin is not fuzzy (Figure 4.6D). For comparison, we overlay the
COM of screened DMD snapshots that fall within the 95% confidence interval excluding
contributions from FRET degeneracy (Figure 4.6C and 6D; grey spheres).
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Figure 4.6 - Modeling the Supertertiary Structural Ensemble with Experimental
FRET Restraints. A-B) Cartoon representations of the best fit models from rigid body docking of
PDZ3 based on the FRET distances from seTCSPC (PDZ3, cyan; SH3; orange; GuK, purple). A)
Best fit model for full-length PSD-95 in limiting state A. (B) Best fit model for limiting state B. C-D)
Heterogeneity of the conformational state ensembles based on classification of structures from
DMD trajectories into state A (C) or state B (D). The grey surfaces represent 95% confidence
intervals for localization of the PDZ3 center of mass based on screening with limiting state
distances from all 12 full-length variants. Confidence intervals are based on the F-test for the ratio
of χ2r for all docking structures relative to the χ2r of the top-ranked structure with 9 free
parameters (number of distances used for docking of PDZ3). The grey surfaces represent only
the uncertainty in distances from the global fit but do not capture the full heterogeneity of each
basin. The cyan surfaces represent conformational space accessible to the PDZ3 center of mass
from screening DMD with thresholds from FNR reanalysis of seTCSPC data (Appendix D Figure
6 – figure supplement 1 & 2, Appendix D Supplementary Table S12). E) Energy landscape for the
conformational ensemble of the PSG supramodule within PSD-95. Transitions and their
associated timescales taken from fFCS indicated by colored arrows. The fastest transitions are
associated with local motions, which were not resolved by FRET but are inferred from DMD
simulations and fFCS. The energy landscape surface was generated by rescaling the surface that
resulted from principal component analysis (Appendix D Figure 6 – figure supplement 3) such
that the integrated volumes of basins α and β matched the population fractions for states A and
B, respectively, from TCSPC analysis. Basins α1 and α2 correspond to the two sub-basins
separated by a small shoulder along principal component 2 (Appendix D Figure 6 – figure
supplement 3).
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We used this information to construct a conformational landscape consistent with
DMD and FRET (Figure 4.6E). We performed principal component analysis and
projected the basins along the first two principal components (PC1 and PC2) using the
COM distances and the simulated 〈𝑅𝑅𝐷𝐷𝐷𝐷 〉 between PDZ3 and SH3-GuK, which were

rescaled such that the integrated volume of each basin was equivalent to its population
fraction from seTCSPC (Appendix D Figure 6 – figure supplement 2). PC1 separated the
α- and β-basins mostly by interdomain displacement, while PC2 describes the α -basin
FRET degeneracy due to domain reorientations within a single basin. Hence, we expand
the energy landscape to include degenerate α 1- and α2- basins and link the fFCS
relaxation rates directly to the barrier heights for transitions between basins.
Effect of PDZ3 native context on interactions with neuroligin
Our PSG models include conformations that could impact ligand binding to
PDZ3. To test this, we examined the interaction with neuroligin 1a, a key synaptic
adhesion protein that interacts with PDZ3 (Figure 4.7A) 242,244. Neuroligins promote the
formation of synaptic junctions by interacting with neurexins at the presynaptic neuron
across the synaptic membranes 241,251, and recruitment and localization of neuroligins at
the postsynaptic membrane by other binding partners such as PSD-95 is crucial to
synapse formation and maintenance. To compare binding between the truncated PDZ3
and full-length PSD-95, we used a 10 residue C-terminal neuroligin peptide (NL10) with
PDZ3 binding motif, which bound truncated PDZ3 with an equilibrium dissociation
constant (KD) of 10 µM 245. We N-terminally-labeled the peptide with fluorescein and
measured the fluorescence anisotropy.

111

Figure 4.7 - Effect of Supertertiary Environment on Neuroligin Binding. A) Cartoon
schematic illustrating interaction between PSD-95 and neuroligin (pink). The sequence of the
neuroligin C-terminal peptide used in binding experiments is shown with pH-sensitive histidines
underlined. B) Representative binding isotherms for the neuroligin peptide binding to truncated
PDZ3 (left), full-length PSD-95 (middle) and truncated PSG (right). Shown are data at pH 7.4
(green circles) and pH 6.0 (open squares). Anisotropy values were normalized relative to the final
anisotropy taken from non-linear least squares fits (lines). Error bars represent the standard
deviation from three replicate measurements. C) Representative conformation from docking of
the neuroligin peptide (pink) to PSG in the α–basin from DMD (Appendix D Figure 7 – figure
supplement 1). The peptide C-terminus interacts with the GLGF motif in PDZ3 (cyan). Charged
residue interactions between PDZ3 and SH3 (orange) prevent electrostatic repulsion of histidines
that otherwise weakens peptide binding at neutral pH.
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We obtained a KD of 25 ± 4 µM at pH 6, which is in good agreement given our
higher ionic strength. Surprisingly, we were unable to reach saturation when we repeated
this measurement at pH 7.4 indicating that the KD increased to over 200 µM (Figure
4.7B). Thus, neuroligin binding showed strong pH dependence and bound to PDZ3
poorly at physiological pH. In contrast to truncated PDZ3, full length PSD-95 gave a KD
of 15 ± 1 µM at pH 6 and pH 7.4 suggesting the NL10 interaction is enhanced by the
supertertiary environment of PDZ3. Next, we examined neuroligin binding to the PSG
truncation. We measured a KD of 39 ± 1 µM at pH 6 suggesting that binding affinity is
somewhat reduced in the PSG relative to full length or even the PDZ3 truncation. The
PSG showed slightly higher binding affinity at pH 7.4 with a KD of 31 ± 2 µM in stark
contrast to the reduced binding affinity of the truncated PDZ3. Thus, effects of truncation
on supertertiary structure and dynamics impact NL10 binding.
To understand this phenomenon, we performed docking of NL10 to truncated
PDZ3 at pH 6. We identified electrostatic interactions between protonated histidines in
NL10 and acidic residues in the PDZ3 β2-β3 loop (Appendix D Figure 7 – figure
supplement 1). At pH 7.4, unprotonated histidines are incapable of interacting, which
explains the pH sensitivity. The resulting desolvation penalty of the unpaired acidic
residues would reduce the binding affinity. Some α-basin conformations block peptide
binding due to steric clashes. However, docking of NL10 to α-basin structures identified
multiple PSG conformations where the acidic residues in PDZ3 interacted with basic
residues in HOOK without steric clashes for NL10 (Figure 4.7C). Salt-bridges have a
smaller desolvation penalty than unsatisfied charges, which explains why the peptide
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binds full-length PSD-95 (and PSG) better than truncated PDZ3 at pH7.4. Thus, the
supertertiary context of PDZ3 enables recognition of a critical physiological ligand.
Discussion
PSD-95 is a scaffold protein at excitatory synapses that forms a crucial link
between neurotransmitter release and detection pathways 232. PSD-95 brings together
different binding partners from oligomeric transmembrane proteins to soluble enzymes.
Proteomic analysis of PSD-95 complexes purified from mouse brain identified 301
different proteins 252. In many cases, the binding partners are larger than the scaffolding
domains with which they interact. Kinetic analysis showed that higher-order interactions,
between proteins bound to PSD-95, plays a role in scaffolding activity 253. The assembly
of multi-protein complexes poses steric challenges. Thus, the dynamic supertertiary
structure must play a role in accommodating multiple partners.
Here we used a combination of experimental and computational methods to
describe the supertertiary structure and dynamics of the conserved PSG supramodule
within full-length PSD-95. Multiparameter fluorescence analysis revealed a complex and
dynamic conformational landscape. DMD and modeling based on FRET distances were
in excellent agreement on the location of PDZ3 within two non-overlapping basins. Both
DMD and FRET agree that the α-basin was degenerate due to the fuzzy interface
allowing PDZ3 reorientation. The fFCS was crucial for assigning dynamic timescales to
the conformational transitions, which we summarized as an energy landscape (Figure
4.6E). Within each basin, each domain undergoes rapid local motions. Reorientation of
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PDZ3 and sampling of extended states is slower while basin exchange take place on
timescales approaching seconds as captured by smTIRF.
Our models were in excellent agreement with SAXS and NMR experiments,
which identified multiple conformations with PDZ3 predominantly localized near the
HOOK insertion and suggested involvement of residues around the PDZ3 peptide
binding pocket 60. However, Rosetta modeling suggested the PDZ3-SH3 linker bridged
the interaction while we found the PDZ3-SH3 interaction was direct. The linker interacts
with SH3 and GuK to help retain PDZ3. This linker is almost 100% conserved in PSD-95
homologues from humans to drosophila, which would be unusual unless involved in
protein interactions since disordered linkers usually show reduced sequence conservation
254

. Mutations in the PDZ3-SH3 linker could explain the reduced interactions seen in

NMR on re-engineered PSG constructs 255. Neither basin relied on canonical ligand
binding modes for the primary interaction as suggested by comparative patch analysis 243.
The crystal structure of the PSG supramodule from ZO-1, a MAGuK protein
found at intercellular tight junctions, revealed a lack of interdomain interactions 256. The
PDZ3-SH3 linker in ZO-1 is much shorter than PSD-95, which may prevent access to
these binding sites. The ZO-1 HOOK insertion also lacks sequence similarity to PSD-95
256

. In contrast, the basic residues in HOOK and acidic residues in PDZ3 are conserved

among synaptic MAGuK homologs PSD-93, SAP97, and SAP102 as are most pairwise
contacts in the β-basin (e.g., F339-Q594, L342-Q603). This explains why the
supertertiary landscape is conserved in these homologues as suggested by previous
smTIRF measurements 35.

115

The importance of supertertiary interactions on scaffolding activity is emphasized
by the enhanced binding of neuroligin to full-length PSD-95. Other PDZ3 ligands (e.g.,
CRIPT, stargazin and synGAP) contain lysines and arginines near the canonical PDZ
motif while neuroligin contains histidines, which explains why NL10 has pH sensitivity.
In the fuzzy α-basin, interactions with positive charges in the HOOK satisfy negatively
charged residues in PDZ3, which facilitates uncharged peptide binding. Additionally,
fuzziness increases the favorability of the α-basin by allowing PDZ3 to reorient to satisfy
multiple interactions. These supertertiary interactions also affect other ligands.
Measurements of CRIPT binding to PDZ3 suggested that PDZ3 adopted two
interconverting conformational states in the PSG with different kinetics but the same
equilibrium affinity 257. The interaction of PDZ3 with SH3 is necessary to overcome the
repulsive interactions that prevent neuroligin binding to the truncated domain. Thus, the
supertertiary context of PDZ3 is crucial for the scaffolding function of PSD-95 with
regard to neuroligin which enhances synapse formation during development. Such
intramolecular interactions can tune a variety of intermolecular interactions, thus
potentially contributing to specialization of the MAGuKs, and of dynamic multi-domain
proteins as a whole. This may be especially important in the context of the PSD, where
many MAGuKs and interaction partners exist simultaneously and so binding to particular
sets of binding partners may be important to neuron function, such as in the case of PSD95 localizing AMPAR at the PSM indirectly through the PDZ3-Stargazin interaction.
Additionally, dynamic, extended conformational ensembles can be important in the
formation of these higher-order complexes where an otherwise limited conformational

116

landscape would introduce steric limitations to the binding interfaces of MAGuK
domains.
Methods
Protein expression and purification
The full-length PSD-95 from Rattus norvegicus, the PSG truncation (residues
303-274) and truncated PDZ3 (303-415) were expressed in the Rosetta 2 strain of E. coli
(EMD Millipore) and purified by a combination of Ni-affinity, ion exchange and size
exclusion chromatography as previously described 65. For smTIRF, proteins were labeled
Alexa Fluor 555 C2 maleimide and Alexa Fluor 647 C2 maleimide at an equimolar ratio.
For MFD, proteins were first labeled with a 1:2 ratio of Alexa 488 C5 maleimide for 1
hour at 4°C followed by addition of a 5:1 molar ratio of Alexa Fluor 647 C2 maleimide,
which was reacted overnight at 4°C. Unconjugated dye was removed by desalting with
Sephadex G50 (GE Healthcare) followed by dialysis.
Single-molecule total internal reflection fluorescence (TIRF)
Fluorescently labeled PSD-95 was encapsulated in 100 nm liposomes
supplemented with 0.1% biotinylated phosphoethanolamine (Avanti Polar Lipids,
Alabaster, AL). Unencapsulated protein was removed by desalting on Sepharose CL-4B
(GE Healthcare). Liposomes were attached via streptavidin to a quartz slide passivated
with biotinylated-BSA. FRET data was collected at 10 frames/second using an Andor
iXon EMCCD camera (Andor Technologies, Belfast, UK). All smFRET measurement
were performed in 50 mm Tris 150 mM NaCl pH 7.5 supplemented with 5 mM
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cycooctatetraene, 0.5% w/v glucose, 7.5 units/mL glucose oxidase and 100 units/mL
catalase. Alternating illumination using 640 and 532 nm lasers allowed for the
identification of molecules containing one donor and one acceptor. Microscopy data was
analyzed using home written scripts in MATLAB to correlate donor and acceptor images,
extract single-molecule intensity time traces and calculate FRET efficiency. Automated
per molecule gamma normalization based upon acceptor photobleaching events was used
to correct for distortions in the measured intensities between the donor and acceptor
channels 258.
Multiparameter fluorescence detection
Two experimental setups were used for confocal measurements to obtain MFD
data (Appendix D Supplementary Table S1 & S2). For the Clemson University setup,
freely diffusing molecules were excited as they passed through the focal volume of a
60X, 1.2 NA collar (0.17) corrected Olympus objective with diode lasers at 485 nm and
640 nm (PicoQuant, Germany) operating at 40 MHz with 25 ns interleaved time. The
power at the objective was 80 µW at 485 nm and 32 µW at 640 nm. Emitted photons
were collected through the same objective and spatially filtered through a 70 µm pinhole
to limit the effective confocal detection volume. For the setup located at Heinrich Heine
University (HHU), molecules were excited with diode lasers at 485 nm and 640 nm
(PicoQuant, Germany) operating at 64 MHz (15.6 ns interleaved time). The power at the
objective was set to 60 µW at 485 nm and 10 µW at 640 nm. The location at which each
sample was measured is indicated in Table 4.1.
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Emission was separated into parallel and perpendicular polarization components
at two different spectral windows using band pass filters, ET525/50 and ET720/150, for
donor and acceptor, respectively (Chroma Technology Co.). In total, four photondetectors are used at the Clemson setup—two for donor (PMA Hybrid model 40
PicoQuant, Germany) and two for acceptor (PMA Hybrid model 50, PicoQuant,
Germany). To ensure temporal data registration of the 4 synchronized input channels, we
used a HydraHarp 400 TCSPC module (PicoQuant, Germany) in Time-Tagged TimeResolved mode. For the HHU setup, eight detection channels are used—four for green (tSPAD, PicoQuant, Germany) and four for red APD SPCM-AQR-14, Perkin Elmer,
Germany) data registration synchronization was achieved with HydraHarp 400 TCSPC
module (PicoQuant, Germany) in Time-Tagged Time-Resolved mode.
Both setups utilized Pulsed Interleaved Excitation (PIE) to alternately excite
donor and acceptor fluorophores directly 79. Emission was separated into parallel and
perpendicular polarization components at two different spectral windows using band pass
filters as described in Appendix D Supplementary Methods. Labeled samples were
diluted in 50 mM sodium phosphate, pH 7.5, 150 mM NaCl, 40 µM TROLOX, which
had been charcoal filtered to remove residual impurities. We used pM concentrations
such that we observed ~1 molecule per second in the confocal volume. Samples were
measured in NUNC chambers (Lab-Tek, Thermo Scientific, Germany) that were precoated with a solution of 0.01% Tween 20 (Thermo Scientific) in water for 30 min to
minimize surface adsorption. We obtained the instrument response function (IRF) using
water. Protein-free buffer was used for background subtraction. Calibration experiments
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and data collection were as previously reported 223. Burst selection was performed using
all-photon, inter-photon arrival time traces to identify single molecules. Burst selection
criteria were set such that each burst contained a minimum of 40 photons summed
amongst all detection channels, with an inter-photon arrival time cutoff set to the mean
minus one standard deviation, calculated across the entire time trace. The donor
fluorescence lifetime and the intensity-based FRET efficiency were calculated for each
burst using a maximum-likelihood estimation algorithm 68,101. To ensure both
fluorophores were present in each select burst used in MFD histograms, we used cutoff
values for 1) the difference between observed burst duration in green and red channels
under direct excitation of the corresponding fluorophores (|TGG-TRR|<1 ms) and 2) the
observed FRET stoichiometry (0.3<SPIE<0.7) 68.
Subensemble time-correlated single-photon counting (seTCSPC) analysis
Analysis of donor fluorescence decays in conditions for FRET to determine
limiting states was performed on photon data corresponding to bursts shown in Appendix
D Figure 1 – figure supplement 3. These fits and raw data are shown in Appendix D
Figure 1 – figure supplement 2 and Appendix D Figure 2 – figure supplement 2 for fulllength and truncated PSG core, respectively. Data for fits was generated by loading
burstwise data and IRF data corresponding to the green detection channels into the
FitMachine analysis software using 4096 TAC bins and saving the resulting fluorescence
decay and IRF histograms. Fitting was performed in the ChiSurf analysis software, which
allows users to set individual parameters to be shared globally and optimized amongst
subsets of curves. Fit models were multi-exponential decays described by:
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𝑓𝑓𝐷𝐷(𝐴𝐴) (𝑡𝑡) = ∑2𝑖𝑖=1 𝑥𝑥𝑖𝑖 𝑒𝑒 −𝑡𝑡/𝜏𝜏𝐷𝐷,𝑖𝑖 + 𝑥𝑥𝐷𝐷(0) 𝑒𝑒 −𝑡𝑡/𝜏𝜏𝐷𝐷(0)

(4.1)

where 𝑥𝑥𝑖𝑖 and 𝑥𝑥𝐷𝐷(0) = 1 − ∑2𝑖𝑖=1 𝑥𝑥𝑖𝑖 are species fractions of exponential decay terms

for FRET-sensitized and DO/no-FRET emission, and 𝜏𝜏𝐷𝐷,𝑖𝑖 and 𝜏𝜏𝐷𝐷(0) are the corresponding
donor fluorescence decay lifetimes. The instrument response function (IRF) is

deconvolved and decays are related to states with underlying Gaussian-distributed
interdye distances as described 68,155. Prior to global fitting, donor-only (DO)
fluorescence lifetimes and fractions were determined by fitting each variant with the
corresponding DO curves. These DO curves are shown in Appendix D Figure 1 – figure
supplement 2 and Appendix D Figure 2 – figure supplement 2, and the DO lifetimes and
fractions are provided in Appendix D Supplementary Table S4. Global fits for the fulllength variants were performed by loading all decay data simultaneously along with the
corresponding IRF data. DO fluorescence lifetimes, DO fractions, and instrumental
parameters were fixed for each sample based on DO fits, and two distances
corresponding to donor fluorescence lifetimes and fractions were used for each FRET
variant, with population fractions set as global parameters and distances optimized
individually. The fit parameters for this analysis are listed in Appendix D Supplementary
Table S4. Where 𝜏𝜏𝐷𝐷,𝑥𝑥𝑥𝑥 and 𝜏𝜏𝐷𝐷,𝑓𝑓𝑓𝑓 are used, x indicates the species mean fluorescence

lifetime used in seTCSPC fits and f indicates the fluorescence-weighted average lifetime
for the state used in computing FRET-lines for MFD histograms. Conversion to distances
was performed as we have done previously, using a standard Förster radius of 52 Å for
the Alexa 488 and Alexa 647 dye pair (2). The Förster radius was corrected individually
for each sample based on the corresponding mean dye orientation factor, ⟨𝜅𝜅 2 ⟩, given in
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Appendix D Supplementary Table S4. The expression for ⟨𝜅𝜅 2 ⟩ and relation to the Förster

radius has been detailed previously 73. The values of ⟨𝜅𝜅 2 ⟩ were estimated using the

Kappa2-Distribution tool in the Chisurf software package. The values of steady-state

anisotropy used for these estimations (rD|D,∞, rA|A,∞ for donor and acceptor under direct
excitation, respectively) were calculated from MFD histograms and are provided in
Appendix D Supplementary Table S4. Interdye distances from the seTCSPC fitting can
be found in Appendix D Supplementary Table S5. This procedure was repeated for the
truncated PSG variants.
Photon distribution analysis
PDA analysis accounts for shot noise, background signal contributions, and
binning effects to construct accurate fluorescence parameter histograms 81,249. PDA
analysis was performed using the Seidel Software Tatiana 4.8 software. For this analysis,
burstwise photon data was re-binned into time windows of varying lengths: 1 ms, 2 ms,
and 3 ms. Shorter time windows corresponding to the ends of bursts partway through a
time window were discarded. Burstwise FRET efficiency was recalculated from this rebinned data. The resulting histograms were fit globally for each FRET variant to ensure
the resulting model is consistent across different time windows sizes. The model used
included two static populations corresponding to the limiting state distances with fixed
widths (7% of RD(A)) as well as a dynamic population corresponding to exchange between
these states. Fixed-width states were included to account for apparently static states
corresponding either to conformationally static states or dynamic processes not reflected
by changes in the FRET efficiency of any given variant. The reaction rates, kAB and kBA
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as well as the population fractions, AA, AB, and ADyn. were allowed to vary. This model
can be summarized as (𝐴𝐴 ↔ 𝐴𝐴′) ↔ (𝐵𝐵 ↔ 𝐵𝐵 ′ ). The mean relaxation time is given by
1

𝑇𝑇𝑅𝑅 = 𝑘𝑘 = 1/(𝑘𝑘𝐴𝐴𝐴𝐴 + 𝑘𝑘𝐵𝐵𝐵𝐵 ). Correction parameters for PDA FRET efficiency histograms
𝑅𝑅

were the same as for multiparameter histograms (Appendix D Supplementary Table S1 &
S2).
Filtered fluorescence correlation spectroscopy
For modeling the fFCS we use the following functions.
Species Auto-Correlation Function:

𝑓𝑓𝐴𝐴𝐴𝐴 (𝑡𝑡𝑐𝑐 ) = 𝑏𝑏 +
|𝐴𝐴Tl |𝑒𝑒

𝑡𝑡
− 𝑐𝑐

𝑡𝑡𝐿𝐿

)

1

𝑡𝑡𝑐𝑐 𝑧𝑧2
𝑡𝑡
0
𝑁𝑁𝐵𝐵 �1+ 𝑐𝑐 ��1+
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝜔𝜔2
0

(1 + ∑𝑖𝑖 (|𝐴𝐴𝐴𝐴𝑖𝑖 |𝑒𝑒

𝑡𝑡
− 𝑐𝑐

𝑡𝑡𝑅𝑅
𝑖𝑖

− |𝐴𝐴𝐴𝐴𝑖𝑖 |))(1 − |𝐴𝐴Tl | +

(4.2)

Species Cross-Correlation Function:

𝑓𝑓𝐶𝐶𝐶𝐶 (𝑡𝑡𝑐𝑐 ) = 𝑏𝑏 +
(4.3)

1

𝑡𝑡𝑐𝑐 𝑧𝑧2
𝑡𝑡
0
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0

(1 − 𝐶𝐶 ∑𝑖𝑖|𝐶𝐶𝐶𝐶𝑖𝑖 |𝑒𝑒
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𝑡𝑡𝐿𝐿
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(4.4)

∑𝑖𝑖|𝐶𝐶𝐶𝐶𝑖𝑖 | = 1

Here, 𝑏𝑏 is the baseline value for the correlation function, corresponding to no

correlation, 𝑁𝑁𝐵𝐵 is the average number of bright molecules in the confocal volume, 𝑡𝑡𝑐𝑐 is
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the correlation time, 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the average diffusion time through the confocal volume, 𝑠𝑠 =
𝑧𝑧0 /𝜔𝜔0 is a geometric factor of the confocal volume as the ratio of widths parallel and

perpendicular to the light path of the excitation laser through the sample, 𝐴𝐴𝐴𝐴𝑖𝑖 and 𝐶𝐶𝐶𝐶𝑖𝑖 are
auto-correlation and cross-correlation decay amplitudes, 𝑡𝑡𝑅𝑅𝑖𝑖 are the associated decay

times, 𝐶𝐶 is a normalization factor for each individual cross-correlation curve, and 𝐴𝐴Tl and
𝑡𝑡𝐿𝐿 are additional decay components to account for long-timescale processes not
associated with dynamics that occur below the diffusion time.
Structure generation and system setup
The PDZ3 and SH3-GuK domains of the PSG core were reconstructed using
homology modeling of I-TASSER (Iterative Threading ASSEmbly Refinement)
hierarchical approach using multiple threading alignments and iterative structural
assembly simulations. The I-TASSER method involves four consecutive stages: (a)
template identification or threading by LOMETS, (b) structure assembly by replicaexchange Monte Carlo simulations, (c) model selection and structure refinement using
REMO and FG-MD, and (d) structure-based function annotation using COFACTOR 259
260

. The individual PDZ3, SH3-GuK domains were positioned randomly and our in-house

loop reconstruction program ‘medusa-loop’ was utilized to connect the individual
domains via flexible linkers to reconstruct the PSG core (Appendix D Figure 4 – figure
supplement 1). The backbone of the GuK domain was kept static while the SH3 and
PDZ3 domains were kept flexible to allow adequate sampling of the conformational
landscape. Gō constraint was imposed on the intra-PDZ3 (residues 308-405), intra-SH3
(residues 431-531) domains and the β strand F of GuK (residues 710-724) that folds back
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to form an antiparallel β sheet with β strand E of the SH3 domain. The implementation of
Gō-like constraints, based on inter-residue contacts, can provide a reliable model
consistent with the experimentally-established native structure of PDZ3 and SH3-GuK.
Replica exchange DMD simulations
Replica exchange DMD (rxDMD) simulations were performed with 18
neighboring replicas in the temperature range of 275-360 K to efficiently sample the
conformational free energy landscape. In the rxDMD scheme, temperature was
exchanged between replicas at periodic time intervals, according to the Metropolis
criterion, to overcome any local energy barriers that may limit efficient sampling of the
conformational states. Production runs followed 3000 timestep energy minimization runs,
where a DMD timestep corresponded to ~50 fs. The conditions for replica exchange were
checked every 1000-time units and the frames were saved every 100-time units.
Anderson's thermostat was used to maintain temperature at 300 K in all simulations and
the heat exchange factor was set to 0.1. Each replica simulation lasted for 660 ns that
resulted in a total simulation time of ~11.9 μs.
The thermodynamics of the PSG core was computed using the Weighted
Histogram Analysis Method (WHAM) 206,261. The time evolution of the Rg for the 18
simulated replicas is provided in Appendix D Figure 4 – figure supplement 2. We
observed dynamic, spontaneous conformational exchange in each of the replicas
(Appendix D Figure 4 – figure supplement 2), highlighting the efficient sampling from
exchanging temperature between replicate simulations. The 2D free energy landscape
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was computed as a function of the interdomain distance between PDZ3-SH3Hook, PDZ3SH3barrel and PDZ3-GuK domains. Using the last 400 ns of replica exchange trajectories,
the density of states g(E) was calculated by combining energy histograms from all 18
replicas. The 2D potential of mean force (PMF) as a function of interdomain distance was
computed as:
p(R)PMF = exp(−EPMF/kBT)

(4.5)

where EPMF is the free energy integrated over the interdomain distance, R. T is
the temperature of interest and kB is the Boltzmann constant. The free energy contours
are scaled in units of kcal/mol.
The hierarchical clustering program (www.compbio.dundee.ac.uk/downloads/oc)
was utilized to group similar conformations of the PSG core. Depending on the pair-wise
root-mean square distance (RMSD) matrix, the clustering algorithm iteratively combines
nearby clusters. The “cluster distance” was determined based on all pairwise distances
between elements of corresponding clusters. We used the mean of all values to compute
the distance between two clusters, and the centroid structure of each cluster was chosen
with the smallest average distance to other elements in the cluster.
The disulfide bond modeling of the interdomain contacts in PSG was performed
for the two basins (α and β) in the free energy landscape. From the structural ensembles
corresponding to the reaction coordinates in the residual contact frequency map, we
ranked contact residue pairs and selected the top three pairs near the interface that did not
involve the hydrophobic and salt-bridge interactions. The selected pairs were situated at
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the peripheral sites of the interdomain interface, and the corresponding residues were
either polar or weakly hydrophobic in nature 209.
Rigid body docking and screening of DMD structures
Rigid body docking and screening against DMD simulations were performed
using the FRET Positioning and Screening (FPS) software 71. Input distances and
uncertainties were taken from seTCSPC in Appendix D Supplementary Table S4 & S5.
Initial structure was generated from the representative DMD structure used throughout
the main text by removing residues 399-428 corresponding to the PDZ3-SH3 linker such
that PDZ3 and SH3-GuK are treated as separate rigid bodies. In simulations, PDZ3 is
held static while SH3-GuK undergoes a biased random walk with FRET distance
restraints imparting forces to guide the docking toward those structures satisfying the
restraints. Distances are calculated for rigid bodies by sampling fluorophore accessible
volumes (AV) simulated for each fluorophore labeling position. 11000 independent runs
were performed from the initial structure for each limiting state distance set from global
seTCSPC fitting. All resulting structures for these runs were combined into one dataset
and best structure selection was performed from this combined dataset. Representative
structures are identified based on minimization of χ2r,Docking calculated between

simulated distances for each structure and experimental distances. This procedure was
repeated for the distances from the truncated variants. For contact state visualization, an
additional restraint per successful DS pair was included for the structure with the shortest
distances corresponding to each DS pair, set to 2 Å +/- 2 Å.
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Screening and FRET robustness analysis were performed in the same software by
loading 20871 structures from DMD simulations, simulating AVs for each labeling site in
every structure, calculating inter-dye distances by random sampling of the AVs, and
again using distances and uncertainties from seTCSPC for comparison. These structures
were not modified and therefore included all of residues 308-724. Best representatives
were determined for screening in the same way as for docking structures but using
χ2r,Screening . Analysis of refitted distances from subsamples of variants were analyzed
using the same AV data as for screening. For each structure, interdye distances were

calculated from dye AVs and structures were classified based on whether the average
percent error of simulated distances for that structure relative to the distances in
Appendix D Supplementary Table S5 were below the thresholds corresponding to either
basin A, basin B, or neither. Surfaces were calculated corresponding to the PDZ3 centerof-mass positions for all structures classified into either basin, shown in Figure 4.6.
Contours representing classifications of structures are shown in Appendix D Figure 6 –
figure supplement 1. Resulting structures and surfaces from these analyses were
visualized in the PyMOL Molecular Graphics System, Version 2.0 (Schrödinger, LLC).
Attachment sites and parameters for AV simulations for both docking and screening can
be found in Appendix D Supplementary Table S12.
Disulfide mapping in PSD-95
All samples were pre-reduced with 5 mM DTT for one hour followed by desalting
using a PD10 column (GE Healthcare) into 20 mM tris pH 7.4, 150 mM NaCl. Disulfide
oxidation reactions were performed at 25°C with 2 µM protein concentration for the PSG
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fragment or 0.5 µM for full-length PSD-95. Disulfide formation was initiated by the
addition of 0.5 mM CuSO4 and 1.75 mM 1, 10-phenanthroline. Time points were
quenched by adding 40 mM N-ethylmaleimide and 10 mM EDTA. Samples were boiled
in non-reducing Laemmli sample buffer and run on 10% or 5% SDS-PAGE for PSG and
full-length, respectively. All experiments were carried out in triplicate. Intensities for
native and shifted bands were measured in ImageJ. Percentages of disulfide formation
were calculated for each time point and corrected for the presence of higher order
oligomers. Each reaction was well fit to a single exponential function to obtain the initial
and final extent of disulfide formation along with the reaction rate for each mutant.
Replicates were analyzed separately to obtain the average and standard error of
measurement (SEM) as well as to estimate the error in the fitted parameters.
Neuroligin peptide binding
Binding experiments used protein constructs described above with a 10-residue
synthetic peptide corresponding to the C-terminal 10 residues from rat neuroligin 1a
(HPHSHSTTRV), which was synthesized with an N-terminal fluorescein label (5-FAM,
GenScript USA Inc. Piscataway, NJ). Fluorescence polarization measurements were
carried out in black 96-well plates measured on a Wallac Victor 2 Plate Reader (Perkin
Elmer). For all measurements peptide was held at concentrations of 50 nm (or 100nM)
while the protein concentrations ranged from 1-100μM. Measurements at pH 7.4 were
made in 20mM Tris, 150mM NaCl, 1mM DTT and 1mM EDTA. Measurements at pH
6.0, were made in 20mM MES, 150mM NaCl, 1mM DTT and 1mM EDTA. Four
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readings were taken for each well, then averaged. All experiments were carried out in
triplicate and fitted with the Hill Equation for a single site binding site model.
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CHAPTER FIVE
CONCLUDING REMARKS

The presented studies of PSD-95 each represent several distinct advances in the
scientific community’s understanding of PSD-95 and in our ability to model dynamic
biomolecular systems at single-molecule resolutions. In Chapter Two, we were able to
model two distinct structural conformations of the PDZ12 tandem, described as open-like
(OL) and closed-like (CL), respectively. The OL and CL states are differentiated by
transient interdomain surface contacts identified through a synthesis of discrete molecular
dynamics simulations coupled to distance restraints derived from a FRET network of ten
distinct FRET pairs. Further, confirmation of these discrete states was obtained through
follow-up experiments in which the contact interface was either perturbed via charge
mutations (leading to OL) or probed via biochemical assays (disulfide mapping that
confirmed CL contacts). Additionally, both single-molecule FRET and simulations
resolved fast, sub-millisecond dynamics corresponding to exchange between the
conformational states of the PDZ12 tandem, resulting from the low energetic barrier
imposed between the states by the weak interdomain interactions. The predicted FRET
observables for previous, divergent models of the tandem were also found to agree with
those that would result from dynamic averaging of the OL and CL states, which favor the
OL. Thus, the model proposed in this work provides a unified explanation for the
divergence of previous, static models by incorporating dynamic exchange between
conformations as described by the PDZ12 tandem’s underlying energy landscape.
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In Chapter Three, we probed the dynamic supertertiary structure of the PSG
supramodule of PSD-95, again through a combination of single-molecule FRET (with 12
FRET pairs) and DMD simulations, as well as disulfide mapping to confirm interdomain
contacts. We identified two limiting conformational states for the localization of PDZ3
with respect to the SH3 and GuK domains via independent FRET experiments and DMD
simulations. The limiting states were further confirmed via both MFS and TIRF-based
FRET measurements, as well as disulfide mapping, to exist in the context of full-length
PSD-95 as well as the truncated PSG module. Additionally, we resolved dynamics
between all pairwise combinations of the three PSG domains via fFCS that spanned
decades in time from the microseconds to milliseconds, indicating the presence of
heterogenous conformational ensembles governed by energy barriers at different scales
rather than two discrete conformational states exchanging through a single pathway. To
model these ensembles, we established ranges of distance restraints for each limiting state
for each FRET pair by re-fitting time-resolved FRET data from randomized subsets of
FRET variants. We then classified all structures from DMD simulations into either one of
the limiting state ensembles or neither based on these distance ranges rather than
selecting structures that best satisfy a set of distances from a single fit. The resulting nonoverlapping ensembles exhibit distinct properties. Namely, the so-called A-basin with
PDZ3 near Hook is relatively broad, or “fuzzy,” with the orientation of PDZ3 poorly
defined. This conformation is characterized by fast reorientation of PDZ3 rather than a
stable contact interface. In contrast, the B-basin with PDZ3 between the Hook and GuK
is relatively narrow, and the orientation of PDZ3 relative to GuK is well-defined due to
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hydrophobic interactions and hydrogen bonds between PDZ3 and GuK. Finally, to probe
the biological relevance of these dynamic ensembles, we performed experiments to
monitor binding of PDZ3 to a peptide of neuroligin, a known PDZ-binding protein. We
found that binding of neuroligin to PDZ3 was highly sensitive to increases in pH when
PDZ3 was isolated from its supertertiary context in the PSG, but robust against increases
in pH in both the full-length protein and truncated PSG. Peptide docking simulations
indicated that this robustness comes from a distinct interface of neuroligin with both
PDZ3 and SH3, in which interactions between SH3 and PDZ3 neutralize surface charges
in PDZ3 that otherwise repel neuroligin in physiological pH conditions. Thus, the
dynamic, supertertiary context of PDZ3 localized near SH3 reduces hindrances to
neuroligin binding without introducing a steric restriction to binding by occupying the
PDZ3 binding interface.
The outcomes of both presented studies showcase the unique power of
multiparameter fluorescence spectroscopy at high time-resolution used in conjunction
with simulations and other complementary techniques, which go well beyond the
capabilities of these techniques used separately. For instance, the use of disulfide
mapping experiments in both studies was used to confirm particular interdomain
interaction interfaces predicted by FRET restraints and DMD simulations. The ability of
these integrative approaches to resolve dynamically exchanging biomolecular
conformations further allows relation of these distinct structures to relevant biological
functions, such the multi-valent protein binding interactions that underlie the ability of
PSD-95 and other MAGuK proteins to form molecular scaffolding in the PSD 239,252.
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Thus, such approaches are ideal for studying the structure-dynamics-functions
relationships of biomolecules. In PSD-95, we have identified interdomain interfaces in
both supramodules that occur at or near known interfaces for binding of other proteins,
namely those of PDZ1 with PDZ2 and of PDZ3 with both SH3 and GuK. In the case of
the PSG, we directly related these interdomain interactions to the biologically relevant
interaction of PDZ3 with another synaptic protein. Further, the domains of the MAGuKs
are highly conserved, and similar interactions between the domains are observed,
indicating that the same or similar molecular-scale mechanisms govern their functions
35,48,64,232

. Additionally, other interdomain interactions may indirectly affect the biological

roles of these proteins, adding to the complexity. For instance, interactions with PDZ
domains at sites other than the binding site have been shown to affect binding through
allostery 36,211,212. Similarly, the diverse interactions available to multidomain proteins
may underlie their varied functions, including those of transcription factors, enzymes, ion
channels, and more. With respect to binding interactions with other proteins, for instance,
transient interdomain interactions which alter the properties of binding domains may
constitute a mechanism of protein auto-regulation by which the relative rates of binding
reactions can be tuned by intra-protein interactions. In the context of the postsynaptic
densities of neurons, the compact and crowded nature of the environment complicates
things further. In the PSD, many binding partners of PSD-95, as well as other MAGuKs
(though at lower copy numbers than PSD-95), exist simultaneously 43. Thus, the
specificity and promiscuity of each MAGuK with its binding partners become important
in their functions. Additionally, molecular crowding effects begin to occur in such
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crowded environments, which have been shown to affect the conformational tendencies
of disordered proteins and protein regions 262-264. Certain conformations of these proteins
may only be adopted in such environments, as they may rely directly on binding to
particular ligands, such as in the adoption of oligomeric scaffolding complexes that can
consist of hundreds of binding partners simultaneously 213,214,265. Yet, single-molecule, in
vitro studies of protein conformational dynamics provide fundamental insights into the
physical principles which underlie these higher-order interactions. Further, these findings
characterize the important set of conformations which are intrinsic to the protein of
interest, as they are encoded directly into the protein sequence, providing important
knowledge which may be extended to applications such as protein design. For instance,
the intra-molecular interaction of PDZ3 and SH3 in PSD-95 can provide robustness
against microscopic-scale changes in environmental pH that allow neuroligin to bind
PDZ3. Without this supertertiary context of the interaction, neuroligin binding might not
occur or might rely on additional binding partners and thus occur with much lower
probability. The high degree of structural flexibility between the domains of PSD-95 also
provide an explanation for its ability to bind a large number of other proteins
simultaneously. Additionally, PSD-95 and the other MAGuKs do not exist in a static
environment. PSD-95 in particular is important throughout the early development and
later maintenance and remodeling of the PSD 45,46,191,192,215,266. Yet, the stages of neuronal
development represent highly varied environmental conditions, while repeated transport
of neuroreceptors and ions across the PSM where PSD-95 and other proteins are
clustered cause rapid changes in the environment even at full maturity. Thus,
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characterizing the physical principles that underlie how PSD-95 and the other MAGuKs
interact with other proteins and respond (or do not respond) to environmental changes is
key to understanding their functions.
While these studies represent novel contributions to the body of scientific
knowledge on PSD-95 and protein supertertiary structural dynamics, there are still
significant questions that remain. Perhaps most obviously, obtaining a unified, dynamic
supertertiary structural model for all domains of the full-length PSD-95 would be
invaluable in determining how the dynamic structural properties of proteins underlie their
biological functions. However, this represents a significant practical challenge. For
instance, the simulation time requirements for large proteins may make all-atom
molecular dynamics simulations infeasible, even for accelerated molecular dynamics
packages. Additionally, modeling of limiting conformational states via smFRET requires
an increasing number of FRET pairs, and thus independent experiments, as the
complexity of the underlying energy landscape, and thus the number of conformational
states, increases. Yet, optimal design of FRET networks represents a non-trivial
challenge. While some efforts have been made to remedy this 72, experimental design for
FRET experiments is often time-consuming may not guarantee the resolvability of
underlying conformations. More immediately, there are several intermediate steps that
can be taken to fill the knowledge gap that exists for PSD-95. For example, the interface
between SH3 and GuK has been identified as more open in ZO-1 than PSD-95 and
shown to take on a distinct functional role 267. However, while short-range interdomain
dynamics between SH3 and GuK in PSD-95 were observed as part of the PSG-focused
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study presented here, our FRET network was not well-suited to modeling these SH3-GuK
conformations and the simulations used a fixed GuK domain to reduce computational
costs, leaving this an open question. Additionally, single-molecule techniques may not be
ideal for studying higher-order, multi-protein interactions in solution due to the low
concentrations required for observation of single molecules. Thus, the use of more
traditional, ensemble biophysical approaches to test how perturbations to the interdomain
interactions of PSD-95 and the other MAGuKs, including truncated mutants, affect
higher order interactions would be invaluable in elucidating the role of the supertertiary
context in regulating the binding functions of individual domains. Additionally,
techniques like super-resolution imaging for single-molecule localization of PSD-95 and
other MAGuK variants could provide insights into their behaviors in the full biological
context.
PSD-95 is an important protein for the development and function of the brain.
Further, it serves as an appealing model system for multidomain proteins with dynamic
supertertiary structure and especially for the other MAGuKs. PSD-95 and the other
MAGuKs may also be attractive drug targets for neurological disorders due to their
ubiquity in brain function. For example, PSD-95 inhibition has been proposed as an
immediate treatment method for ischemic strokes since PSD-95 interactions underlie
propagation of certain neurotoxic signals 186. However, promiscuity of binding and multifunctionality amongst the MAGuKs makes it difficult to design highly-specific drugs for
these targets. Understanding how the fundamental interactions of the MAGuKs arise
from their structures and dynamics provide a window through which such treatments
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might be designed while minimally perturbing other important biological functions.
Altogether, it is highly beneficial to characterize PSD-95 supertertiary dynamics at the
highest spatial and temporal resolutions possible, as the principles underlying the
structure-dynamics-function relationship for PSD-95 have broad implications for our
understanding of these relationships for other proteins, for the development of the brain,
and for complex protein interaction networks.
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ABSTRACT
Thiamine pyrophosphate (TPP) riboswitches regulate thiamine metabolism by inhibiting the translation of enzymes essential to thiamine synthesis pathways upon binding to thiamine pyrophosphate in cells across all domains of life. Recent work
on the Arabidopsis thaliana TPP riboswitch suggests a multistep TPP binding process involving multiple riboswitch configurational ensembles and Mg2+ dependence underlies the mechanism of TPP recognition and subsequent transition to the
expression-inhibiting state of the aptamer domain followed by changes in the expression platform. However, details of the
relationship between TPP riboswitch conformational changes and interactions with TPP and Mg2+ in the aptamer domain
constituting this mechanism are unknown. Therefore, we integrated single-molecule multiparameter fluorescence and
force spectroscopy with atomistic molecular dynamics simulations and found that conformational transitions within the
aptamer domain’s sensor helices associated with TPP and Mg2+ ligand binding occurred between at least five different
ensembles on timescales ranging from µs to ms. These dynamics are orders of magnitude faster than the 10 sec-timescale
folding kinetics associated with expression-state switching in the switch helix. Together, our results show that a TPP and
Mg2+ dependent mechanism determines dynamic configurational state ensemble switching of the aptamer domain’s sensor helices that regulate the switch helix’s stability, which ultimately may lead to the expression-inhibiting state of the
riboswitch. Additionally, we propose that two pathways exist for ligand recognition and that this mechanism underlies
a kinetic rheostat-like behavior of the Arabidopsis thaliana TPP riboswitch.
Keywords: discrete molecular dynamic simulations; fluorescence correlation spectroscopy; single molecule FRET;
TPP riboswitch

INTRODUCTION
Riboswitches, first reported by Henkin (Grundy and Henkin
1998) and later named by Breaker and coworkers (Barrick
and Breaker 2007), are mRNA elements that bind metabolites to regulate neighboring transcription, translation, or
splice machinery (Mironov et al. 2002; Nahvi et al. 2002;
Winkler et al. 2002a,b; McDaniel et al. 2003; Sudarsan
et al. 2003; Garst et al. 2011). Typically, riboswitches are
composed of two distinct functional domains, the ligandsensing aptamer domain and the transcription, translation,
or splice regulating expression platform (Fig. 1A). An effec6
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tor molecule, or ligand, binds to the aptamer domain causing structural changes in the expression platform domain
to regulate gene expression. In the ligand-free state,
aptamer domains can adopt multiple three-dimensional
conformations, allowing for target recognition and stabilization of the ligand in the bound state (Winkler and
Breaker 2003). Further, riboswitches require high selectivity in target ligand recognition to elicit the appropriate regulatory response.
The thiamine pyrophosphate (TPP) riboswitch, also
known as Thi-box riboswitch, regulates the transport and
synthesis of thiamine and its phosphorylated derivatives
(Manzetti et al. 2014) in response to changes in TPP concentration. TPP is the active form of vitamin B1, an essential

© 2021 Ma et al. This article, published in RNA, is available under a
Creative Commons License (Attribution-NonCommercial 4.0 International), as described at http://creativecommons.org/licenses/by-nc/
4.0/.
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FIGURE 1. Model of TPP binding to the aptamer domain of the
Arabidopsis thaliana TPP riboswitch. (A) Linear schematic of the TPP
riboswitch showing the expression platform (black) and the aptamer
domain, highlighting the locations of the donor (green) and acceptor
(red) fluorophores in the pyrophosphate (purple) and pyrimidine (orange) sensor helices, respectively, and the P1 switch helix (gray).
(B) Primary and secondary structure schematic of the aptamer domain
of TPP riboswitch used in all experiments and simulations. Five
Watson–Crick base-paired (black) helices (P1–P5) connect through
three bulges (J2/3, J2/4, and J4/5) and two loops (L3 and L5). The
two sensor helix arms of the aptamer domain (P4/P5, purple and
P2/P3, orange) sense the pyrophosphate (pluses) and pyrimidine
(ring structure) ends of the TPP ligand (yellow), respectively, and a coordinating Mg2+ ion (blue circle). The P1 switch helix emerges from
the sensor helices to form a three-way junction (J2/4), and the expression platform (not shown) extends beyond the 3′ end of the switch helix. We truncated the sequence of L3 to match the crystal structure and
added donor (Alexa 488 in position 56, green) and acceptor (Cy-5 in
position 25, red) fluorophores (See Materials and Methods for details
on riboswitch design; Thore et al. 2006) to L5 and near L3, respectively. (C) Schematic of TPP riboswitch aptamer domain “ON” (top) and
“OFF” (bottom) states. Current models of the TPP riboswitch mechanism suggest that the aptamer domain is in the “ON state” (switch helix open, top) when the sensor helix is open and the fluorescent
markers (green circle for the donor, red circle for the acceptor, see
Materials and Methods) are far apart (low FRET), and it is in the
“OFF state” (switch helix closed, bottom) when the sensor helix is
closed, and fluorescent markers are close together (high FRET),
upon TPP binding between J4/5 and J2/3. Figure partially based on
Thore et al. (2006) and Serganov and Nudler (2013).

coenzyme in many archaea, bacteria, and eukaryotes
(Rodionov et al. 2002; Kubodera et al. 2003; Sudarsan
et al. 2003; Bocobza et al. 2007). Moreover, the TPP riboswitch has been postulated as an important therapeutic
target for novel antibacterial drugs (Blount and Breaker
2006). For example, pyrithiamine pyrophosphate (PTPP,
an antimicrobial agent) down-regulates essential thiamine
production in Bacillus subtilis and Aspergillus oryzae, demonstrating the potential use of riboswitches as targets for antibacterial or antifungal drug design (Sudarsan et al. 2005).
Similar structures and regulatory responses to TPP have
been found for the TPP riboswitch in multiple organisms,
772

RNA (2021) Vol. 27, No. 7

including E. coli ThiM riboswitch, A. oryzae ThiA riboswitch, and A. thaliana ThiC riboswitch (Sudarsan et al.
2003; Serganov et al. 2006; Thore et al. 2006). The TPP
riboswitch aptamer domain consists of five base-paired
helices (Fig. 1B, P1 to P5; Thore et al. 2006) and comprises
two sensor helix arms, each composed of two stacked helices connected through a bulge, and a switch helix (P1).
The stacking of helices P2 and P3 forms the pyrimidine
sensor helix, and the stacking of helices P4 and P5 forms
the pyrophosphate sensor helix domain (Ali et al. 2010).
The TPP riboswitch’s expression platform and aptamer
domain comprise a secondary structural switch that regulates the expression machinery. The exact mechanism of
switching varies for TPP riboswitches from different organisms. However, they all bind TPP and regulate its production (e.g., modulates ribosome binding to the expression
platform in E. coli [Winkler et al. 2002a] or controls
mRNA processing through alternative splicing in A. thaliana [Serganov and Nudler 2013]). This expression platform
connects to the aptamer domain at the 3′ end of the P1
switch helix, which extends beyond at the junction of the
sensor arms (aptamer domain pictured in Fig. 1A,B).
The long-standing model of the TPP riboswitch’s mechanism involves two mutually exclusive structural conformations in the aptamer domain (Fig. 1B,C) corresponding to
the “ON” and “OFF” states of the riboswitch’s expression
platform that enable and inhibit the expression of enzymes
essential to thiamine synthesis pathways, respectively. The
model suggests that the expression platform’s OFF state
corresponds to the aptamer domain’s TPP-bound state,
while the ON state corresponds to the ligand-free state
(Winkler et al. 2002a). Further, the ON/OFF behavior in
E. coli ThiM riboswitch (Schwalbe et al. 2007; Haller et al.
2013) is coupled to the formation of the switch helix, P1,
with the formed helix corresponding to the OFF state
and unpairing of P1 corresponding to the ON state
(Thore et al. 2006). However, implicit RNA dynamics suggest that the aptamer domain may sample multiple ensembles of configurations rather than a small number of
discrete conformational states. In this manuscript, the
term “configurations” refers to subensembles of rapidly
sampled structural states with similar characteristics that
comprise a “conformation.” Both binary ON/OFF and ensemble-like tuning behavior have been observed for various riboswitches, in some cases with differing behavior
for the same riboswitch in different organisms (Baird
et al. 2010). Additionally, models with several discrete
states have been proposed to explain riboswitch functions,
such as the coupling of ligand and temperature sensing of
the adenine-sensing riboswitch (Reining et al. 2013).
Previous work on TPP riboswitches has focused on the
TPP ligand recognition process. Typically, TPP binds to
TPP riboswitches with high affinity (up to 20 nM) (Winkler
et al. 2002a; Yamauchi et al. 2005) because the stacking
of the phosphate sensor helix over the pyrimidine sensor

Kinetic rheostat of the TPP riboswitch

helix allows recognition of the pyrimidine ring and pyrophosphate group of TPP (Edwards and Ferre-D’Amare
2006; Serganov et al. 2006; Thore et al. 2006). However,
the situation is complicated because an Mg2+ ion coordinates TPP binding (Baird and Ferre-D’Amare 2010;
Burnouf et al. 2012). A further complication arises because
a dynamic equilibrium exists between multiple aptamer
domain conformational states, even when bound to TPP
(Ali et al. 2010; Baird and Ferre-D’Amare 2010; Baird
et al. 2010). Additionally, the sensor helix formation at
the junction with the expression platform is necessary to
further stabilize TPP binding to the aptamer domain and
transition to the OFF state in the E. coli TPP riboswitch
(Haller et al. 2013). Moreover, recent experiments suggest
a two-step TPP binding process, going from a weakly
bound intermediate conformation to the tightly bound final state (Anthony et al. 2012; Savinov et al. 2014).
In the TPP riboswitch, it is thought that the two sensor
helices close upon recognition of the pyrimidine and pyrophosphate groups of TPP (Thore et al. 2006). However, the
conformation of the aptamer domain upon target recognition before it closes fully remains unclear. It has been suggested that J4/5 kinks to facilitate the Mg2+-coordinated
binding of the TPP’s phosphates, while the J2/3 bulge
quasi-simultaneously kinks to accommodate the pyrimidine base of TPP on the other domain (Thore et al.
2006). However, this binding mechanism remains somewhat speculative because these configurational transitions
are thought to be rather subtle and fast (submillisecond);
thus, they are challenging to characterize. Nonetheless,
there are some reports of slow (second timescales) dynamic transitions, which would require that the transitions have
high energetic costs (Haller et al. 2013). Similar riboswitches exhibit slow dynamics, such as the cotranscriptional folding and dynamics of the E. coli thiM
riboswitch, which has 68% identity to the Arabidopsis thaliana TPP-riboswitch, that were revealed by single-molecule
FRET (smFRET) (Uhm et al. 2018). smFRET has also been
used alongside nuclear magnetic resonance (NMR) to reveal complex, ligand-dependent conformational dynamics in the adenine-sensing riboswitch (Warhaut et al. 2017).
To resolve the apparent mismatch between fast and
slow mechanisms, as well as to probe the ON and OFF
conformations and potential intermediate states, we integrated single-molecule multiparameter fluorescence
spectroscopy (Hamilton and Sanabria 2019), including
time-correlated single-photon counting (TCSPC) (Lakowicz
2007), calculation of fluorescence parameters for singlemolecule events (burst-integrated) (Eggeling et al. 2001),
and fluorescence fluctuation methods using a FRET-labeled Arabidopsis thaliana TPP riboswitch aptamer
domain (Felekyan et al. 2012, 2013), with all-atom discrete
molecular dynamic (DMD) simulations (Ding et al. 2008b)
and optical tweezer force spectroscopy measurements.
We found that the Arabidopsis thaliana TPP riboswitch’s

aptamer domain exhibits Mg2+ and TPP-dependent ensemble switching that give rise to two distinct binding
pathways in the transition to the known OFF state with
both Mg2+ and TPP bound. Further, we only observe the
TPP-bound high-FRET conformation at extreme conditions of saturating Mg2+ and TPP, while in moderate and
physiological conditions, OFF-like states and other intermediates are transiently populated at submillisecond timescales. Together, our results show that the TPP riboswitch’s
aptamer domain is a conformational switch capable of tuning function through ligand-dependent dynamics as a kinetic rheostat rather than a binary, all-or-nothing switch.

RESULTS
Submillisecond dynamics of Arabidopsis thaliana
TPP riboswitch’s aptamer domain
We placed the FRET-labeled aptamer domain of the TPP
riboswitch in various buffer conditions, and we observed
changes in the shape and position of the two-dimensional
MFS histograms (Fig. 2). In the apo buffer (absence of
Mg2+ and TPP), we observed a narrow, unimodal distribution centered in the low-FRET regime (Fig. 2A). Even at extreme saturated Mg2+ concentrations (1 M, Fig. 2B), the
population was unimodal and centered in the low-FRET regime, with a slight decrease in the mean and increase in
the skew of the fluorescence-weighted lifetime population
as compared to the apo buffer results according to MFS
alone. The population still lies along the static FRET line.
In the TPP buffer, we found a broader distribution of the
FRET measurement population that tailed toward lower
FD/FA values (Fig. 2C), which indicates the presence of
more closed, higher-FRET states that we did not observe
in either the apo or even at extreme Mg2+ concentrations
(Fig. 2A,B). Additionally, in the TPP buffer, we found that
the highest density of FRET measurements was shifted
slightly to the right of the static FRET line (Fig. 2C), which
indicates dynamic averaging of FRET states within the ms
measurement timescale (Sisamakis et al. 2010; Hamilton
and Sanabria 2019; Sanabria et al. 2020) that was not observed in the apo or Mg2+ buffers (Fig. 2A,B). Together,
these results suggest that, in the presence of TPP alone,
the sensor helices of riboswitch’s aptamer domain exhibit
conformational dynamics between open, low-FRET states
and more closed, higher-FRET states at timescales faster
than the ms observation time.
In the Mg2+ and TPP buffer, we found two distinct FRET
populations, which was particularly evident in the one-dimensional projection of the 〈τ(D(A)〉f distribution (Fig. 2D).
One of these populations was broad (∼3.5 nsec FWHM)
and centered around 〈τD(A)〉f = 3.1 nsec (medium-FRET),
and the other was narrow (∼0.3 nsec FWHM) and centered
below 〈τD(A)〉f < 0.5 nsec (high-FRET) (Fig. 2D). This splitting
of the FRET populations (Fig. 2D), as compared to the
www.rnajournal.org
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FIGURE 2. The dynamical nature of the sensor helices depends on the presence of TPP and
Mg2+. Multidimensional smFRET populations for the aptamer domain in (A) apo, (B) Mg2+,
(C ) TPP, and (D) Mg2+ and TPP buffers (see Materials and Methods for buffer compositions;
total number of single-molecule events [bursts] are N = 94,999, N = 5,198, N = 8418, and
N = 21,836, respectively). The 1D histograms indicate the number of single-molecule bursts
corresponding to binned values of the FRET indicators, while the normalized 2D contours relate the two parameters to each other. The FRET indicators shown are the ratio of donor to acceptor fluorescence (FD/FA) and the average donor fluorescence lifetime 〈τD(A)〉f for each PIEselected 1:1 donor-to-acceptor stoichiometry burst (see Materials and Methods). Darker contours correspond to a higher density of bursts, and static FRET lines (black line, Supplemental
Information Table S2) describe the expected relationship between the FRET indicators for nonexchanging, static FRET populations according to Förster theory. Large FD/FA and large 〈τD(A)〉f
correspond to the low FRET regime (long interdye distance), and small FD/FA and 〈τD(A)〉f correspond to the high FRET regime (short interdye distance). Note that two static FRET lines are
needed in Mg2+ and TPP conditions (D) due to acceptor quenching (see Supplemental
Information).

results in other buffers (Fig. 2A–C), suggests that the exchange processes between open and closed conformations of the sensor helices occur at timescales similar to or
longer than the msec timescale (Hamilton and Sanabria
2019; Sanabria et al. 2020) in either saturating Mg2+ or
TPP buffer conditions. This result suggests only the presence of both saturating TPP and extreme Mg2+ concentrations slows transitions away from the high-FRET closed
state of the sensor helices to a timescale greater than the
msec. In any other condition (Fig. 2A–C), there is not a measurable long-lived (>msec) population of closed aptamer
domain sensor helices. Additionally, the broadening of
the lower-FRET population in TPP and the shift of its peak
to medium-FRET upon the addition of Mg2+ suggests
that Mg2+ may enable the sensor helices to sample other,
intermediate states along the closing pathway.
Together, these results suggest that the Arabidopsis
thaliana TPP riboswitch’s aptamer domain sensor helices
are in an open state (with L3 and L5 loops far apart, Fig.
2A,B) in the absence of TPP, can transiently be found in a
more closed state with TPP alone (with L3 and L5 loops closer together, Fig. 2C), and populate a long-lived (>msec
timescale) closed state (predicted to be a conformation
with the L3 and L5 loops close together like the Mg2+ and
TPP bound structural model) only in the presence of saturating TPP and Mg2+ concentrations (Fig. 2D; Thore et al.
2006). Our results also indicate that the aptamer domain’s
sensor helices respond to its two ligands, Mg2+ and TPP, differently (Fig. 2B,C), which suggests two independent closing pathways. These results do not conclusively determine
whether the sensor helices are dynamic, in the apo or
Mg2+ alone conditions (Fig. 2A,B), as opposed to the TPP
774

RNA (2021) Vol. 27, No. 7

alone condition, in which we observed
a shift away from the static FRET line
(Fig. 2C). Nonetheless, the observed
differences in the shape of the FRET
populations (Fig. 2) suggest a dynamic
sampling of conformational states of
the sensor helices in all measured conditions (Sisamakis et al. 2010; Hamilton
and Sanabria 2019). To probe the
dynamics of the TPP riboswitch’s
aptamer domain sensor helices further, we use TCSPC and fFCS, detailed
in the following sections.

The stabilizing effect of extreme
Mg2+ concentrations on the
aptamer domain

To further address the role of Mg2+
ions ability to coordinate conformational changes in the aptamer domain
sensor helices, we measured the donor
fluorescence lifetime at increasing concentrations of Mg2+ (0–0.5 M, Fig. 3A) in the absence of
TPP. We found that the mean donor fluorescence lifetime
(〈τD(A)〉f ) population distributions were nearly invariant over
this broad range of Mg2+ concentrations (Fig. 3A). In particular, we found that the expected values and the standard
deviations of the mean donor fluorescence lifetime population distributions were not significantly different over this
range of Mg2+ concentrations (Fig. 3D, left). This result suggests that the sensor helices stay open in the absence of
TPP, even for increasing Mg2+ over a large, nonphysiological range of concentrations.
We measured the mean donor fluorescence lifetime of
the FRET-labeled TPP riboswitch aptamer domain at increasing concentrations of TPP (0–4.8 mM, Fig. 3B), but
in the absence of Mg2+, and found that the donor fluorescence lifetime population broadened with increasing TPP
concentration. In particular, we found that the expected
values of the mean fluorescence lifetimes were relatively
constant while the standard deviations of the mean donor
fluorescence lifetime population distributions increased
concomitantly with TPP concentration (Fig. 3D, middle).
This broadening was consistent with our previously noted
observation of a broader mean donor fluorescence lifetime in the TPP buffer as compared to the apo buffer
(Fig. 2A,C, respectively).
Because we had found that the FRET population deviated from the static FRET line in the TPP buffer (Fig. 2C),
which is consistent with dynamic averaging effects and indicates that the riboswitch’s sensor helices are unable to
be stabilized in the closed state in the absence of Mg2+,
we investigated the effect of Mg2+ concentration on the
ability of the aptamer domain to be in the high-FRET,
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A

B

screening effect of Mg2+ against the
repulsive negative charges on the
RNA backbone and the electronegative polarity of TPP. In total, these
results strongly suggest that the TPP
riboswitch aptamer domain’s sensor
helices exist in a highly dynamic state
that transiently samples closed-like
configurations at physiological concentrations of magnesium.

C

D

There are at least five distinct
ensembles of the aptamer domain
To identify configurational ensembles
of the aptamer domain that persist
longer than the duration of the fluorescence lifetime of the FRET-labeled
riboswitch aptamer domain (ns
timescales), we compared the fluorescence decay histograms of donoronly reference aptamer domains,
which we generated using time-correlated single-photon counting (TCSPC, Materials and
Methods), with the decay histogram of the FRET-labeled
riboswitch aptamer domains in the same buffer conditions.
We found that there was a significant population of configurational ensembles with no-FRET (gray bars) compared to
the corresponding fraction with donor fluorescence
quenched through FRET (colored bars) in each buffer condition (Fig. 4A). The fraction of molecules exhibiting FRET

FIGURE 3. Increasing concentrations of Mg2+ in the presence of TPP induce a population of
closed sensor helix states in the aptamer domain. Average fluorescence lifetime distributions
of the donor in the presence of acceptor (〈τD(A)〉f ) for FRET-labeled TPP riboswitch aptamer domains (A) with increasing concentrations of MgCl2 starting from 0 mM to 1 M, (B) with increasing concentrations of TPP starting from 0.3 mM to 4.8 mM, and (C ) with increasing
concentrations of MgCl2 starting from 5 mM to 1 M, all at a fixed TPP concentration of 4.8
mM. (D) Mean donor fluorescence lifetimes calculated from the data in A–C. The standard deviations of the distributions are shown as error bars.

closed state by measuring the donor fluorescence lifetime
of the FRET-labeled riboswitch aptamer domain at increasing concentrations of Mg2+ in TPP-saturating (4.8 mM)
conditions. We found that at a 5 mM concentration of
Mg2+, which already is notably high compared to the expected physiological Mg2+ concentration of about 1 mM
in Arabidopsis thaliana (Bose et al. 2013), the mean donor
fluorescence lifetime distribution of the TPP riboswitch’s
aptamer domain (Fig. 3C, top) is not
significantly different from the case
of saturating TPP and no Mg2+ (Fig.
A
B
3B, bottom). When the concentration
of Mg2+ is increased to 25 mM, we
found a broadening of the mean
donor fluorescence lifetime distribution due to an increase in the frequency of observations at the higher-FRET
tail (Fig. 3C). It is only as the Mg2+ concentration is further increased to extreme limits (to 100, 500, and 1000
mM, Fig. 3C), that we find a significant
high-FRET population, indicated by
the population peak at lower τD(A)f values (Fig. 3C), corresponding lower exFIGURE 4. Identification of at least five sensor helix conformational states as a function of lipected values (Fig. 3D, right), and an
gand concentration. (A) Bar plot represents the fraction of the population of molecules exhibincrease in the standard deviation of
iting FRET (color-filled bars) and no-FRET (gray bars) as determined by fluorescence decay
the total population (Fig. 3D, right).
from TCSPC FRET experiments. (B) Interdye distance distribution with a two-Gaussian distribution fitting model. a is a semi-open/open ensemble, b is an apparent intermediate ensemble, c
Together, these results suggest that
2+
is a second intermediate ensemble that is more compact than b, and d is the closed ensemble
Mg stabilizes a closed state of the
of the aptamer domain’s sensor helices. Each sample is fitted with distances corresponding to
sensor helices only at nonphysiologitwo states plus a no-FRET/long distance state as well as the intrinsic variance (width) for each
cal concentrations of Mg2+, which
state (Table 1; Supplemental Information Table S5A,B). Widths of the bars represent the uncerwe expect is most likely due to the
tainties in the mean distances for each Gaussian-distributed state.
www.rnajournal.org
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increased from 27% in the apo buffer to 41% in saturating
er than state b found in the TPP buffer (Fig. 4B). A summary
Mg2+ and TPP conditions (Fig. 4A). This result is consistent
of the interdye distances and their statistical uncertainties
with the multidimensional smFRET data, in which we obare shown in Table 1. We found that ensembles d and c
served a population shift toward high-FRET (Fig. 2) and a
(Fig. 4B) agreed within 5 Å of the accessible volume (AV)
broadening of the 〈τD(A)〉f distribution (Fig. 3) in Mg2+
modeling of the dyes at the corresponding locations in a
structural model with the sensor helix closed state, which is
and TPP buffer as compared to apo buffer.
thought to be associated with the TPP riboswitch’s OFF state
We calculated the interdye distances of the FRET-exhib(26.9 Å, Supplemental Information Fig. S7; Kalinin et al.
iting population of TPP riboswitch aptamer domains in
2012).
each buffer using the functional model (Supplemental
The no-FRET (Fig. 4A, gray bars) population has an interInformation, Equation 4). We identified a total of four disdye distance >80 Å. These are likely long interdye distance
tinct TPP riboswitch aptamer domain sensor helix ensempopulations with fluorescent labels that are too far apart to
bles (a, b, c, and d, Fig. 4B), with at least two at each
be quantified by FRET due to low acceptor sensitization,
buffer condition undergoing dynamic interconversion berather than mislabeled or damaged constructs, because
tween those ensembles. In each of the buffers that contain
the synthesis of the FRET-labeled riboswitch aptamer
ligand (TPP, Mg2+, or both) the more populated FRET-exdomains ensures 1:1 donor-to-acceptor stoichiometry
hibiting state was the more closed state [smaller mean
(1)
(Materials and Methods) and we only analyze bursts with
interdye distance, 〈RDA
〉, Fig. 4B], while in the apo buffer
SPIE values near 0.5 (Supplemental Information Fig. S3).
the more open state (larger mean interdye distance,
(2)
〈RDA
These data suggest that sensor helices are wide open a
〉, Fig. 4B) was more populated. Further, in the lisignificant fraction of the time in all buffers, but more so
gand-containing buffers, the no-FRET population was
in those without TPP (Fig. 4A). These no-FRET populations
smaller compared to the apo buffer. In the apo and Mg2+
likely include aptamer domains that are not entirely folded
buffers, we found that the FRET-exhibiting states 〈RDA〉s
and a small number that might contain acceptor fluorowere similar to one another (states a and c, Fig. 4B and
phores incapable of FRET.
Table 1), but the relative population fractions switched,
In total, our results strongly suggest that there are at least
with the more closed state c being more populated in
five distinct ensembles, but only three are resolved in each
Mg2+ and the more open state a being more populated
buffer condition, with one state for which the interdye disin apo buffer (Fig. 4B). The change in relative state populatance is too long to be quantified with the chosen FRET
tions suggests a change in the exchange dynamics bepair and assigned labeling locations. A sampling of multiple
tween these ensembles but does not reveal whether this
aptamer domain sensor helix configurational ensembles in
is due to faster transitions from a to c or slower transitions
each buffer suggests both a dynamic aptamer domain closfrom c to a, as the MFS histograms appear unimodal for
ing pathway and a rheostat-like tuning of the aptamer
both conditions. Thus, the difference is likely due to subtle
domain subensemble configurational states that might ultichanges in the submillisecond regime. In both buffers conmately control TPP riboswitch ON/OFF switching.
taining saturating concentrations of TPP (TPP and Mg2+
and TPP buffers), where the fraction of the population exhibiting FRET was 41% (Fig. 4A), we found that 78% of
The aptamer domain ensemble switching rates span
the FRET-exhibiting ensemble had a mean interdye disfour orders of magnitude
(1)
tance of 〈RDA 〉 = 25.4 ± 1.0 Å (state d, Fig. 4B). The other
(2)
22% of the FRET-exhibiting ensemble had 〈RDA 〉 = 43.4 ±
We identified at least five distinct aptamer domain sensor
(2)
1.2 Å in TPP alone (state b, Fig. 4B) and 〈RDA
〉 = 62.1 ± 4.5
helix configurational ensembles (Table 1; Fig. 4), but the
Å (state a, Fig. 4B) in the Mg2+ and
TPP buffer. We also found that the
TABLE 1. Interdye distances associated with the conformational states of the
most-populated FRET-exhibiting enaptamer domain’s sensor helices identified in the population of FRET-exhibiting
semble observed in both TPP-containTPP-riboswitches
(1)
ing buffers (〈RDA
〉 = 25.4 ± 1.0 Å, state
d, Fig. 4B) is more closely related to
the most-populated FRET-exhibiting
ensemble observed in the Mg2+ and
apo buffers (interdye distance of 31.7
± 1.9 Å, state c, Fig. 4B) than the lessPopulation fractions of the two Gaussian distributed states are normalized, such that x(1) + x(2)
populated ensembles in TPP-contain= 1. The statistical uncertainties, ε, for the mean interdye distances are estimated using both
ing buffers (states a and b). Finally, we
the widths of the distributions and uncertainty due to dye reorientation (described in SI). The
upper index in parentheses is the corresponding numbered state. Distances are color-coded
found that the open state in the Mg2+
according to the state assignments in Figure 4B: state a is blue, state b is green, state c is
and TPP buffer was more like state a
yellow, and state d is pink.
found in the apo and Mg2+ buffers rath776
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condition (Supplemental Information Fig. S8). We found
relaxation times ranging from 100 nsec to msec, with
one observed at every decade in time (e.g., apo buffer,
Fig. 5A). We calculated the effective transition rate constants associated with each buffer condition by taking
the inverse of the relaxation times (Fig. 5A,B for the apo
buffer, Supplemental Information Fig. S8 for the other conditions and Supplemental Information Fig. S9 for filter
component probabilities) and plotted them for each measured condition (Fig. 5C). These transition rates indicate
switching between at least five (number of relaxation times
plus 1) different conformations at timescales ranging from
µsec to msec, consistent with the hypothesis that the lifetimes derived by time-resolved analysis correspond to heterogeneous ensembles in all buffer conditions.
We compared the state-switching transition rates in each
buffer condition. We found slightly slower effective transition rates at all timescales in the Mg2+ buffer as compared
to the apo buffer condition (Fig. 5C), suggesting that the
population shift toward shorter lifetimes, which were observed using the donor fluorescence decay data (Fig. 3), requires Mg2+. This Mg2+-dependent mechanism appears to
slow transitions from state c to state a in saturating Mg2+
conditions, lowering the overall transition rates. Further, increases in the effective transition rates at all timescales upon
the addition of TPP (Fig. 5C) indicate that a saturating concentration of TPP lowers the energy barriers between the
sampled subensemble configurations. Additional increases
in the fast, µsec-timescale transition rates, corresponding to
tR(1) and tR(2), in the Mg2+ and TPP buffer compared to only
TPP (Fig. 5C) indicates increased subensemble configuration sampling that may correlate with
a transition to the closed aptamer
A
B
C
state. Little change in the slowest transition rate, corresponding to tR(4), in the
Mg2+ and TPP buffer compared to TPP
buffer (Fig. 5C) suggests that either
large-scale transitions are not significantly altered or additional rates are
not captured because they are longer
than the diffusion time of the aptamer
domain molecules through the confocal volume (compatible with the longtimescale stabilization of a high-FRET
state as observed by MFD, through
FIGURE 5. The sensor helices exhibit four dynamic timescales. Example filtered FCS species
the additional appearance of a lowauto-correlation (A, sACF) and cross-correlation (B, sCCF) functions from FRET experiments on
donor-lifetime peak in Mg2+ and TPP).
multidimensional smFRET histograms displayed mostly
unimodal distributions with varying widths (Figs. 2, 3). To
obtain a holistic solution, we postulate that the unimodal
distribution in Figures 2, 3, must reflect dynamic averaging
occurring between 25 nsec (TCSPC observation window)
and the msec-timescale (the diffusion time of the aptamer
domain). To test this hypothesis, we used filtered fluorescence correlation spectroscopy ( fFCS), which, as opposed
to traditional fluorescence spectroscopy methods, uses
characteristic fluorescence decays and time-resolved anisotropy decays to probe state-specific exchange processes (Felekyan et al. 2012, 2013). When only two states
undergo kinetic exchange, the cross-correlation function
between species corresponding to those states shows a
decrease in the amplitude of the correlation at the characteristic timescale of exchange between those states.
Additional decay terms appear for additional transitions
in more complex kinetic schemes. Neither species-specific
auto-correlation function exhibits correlation amplitude
decreases at these characteristic anticorrelation times
(Felekyan et al. 2012, 2013). Thus, we use fFCS cross-correlation curves to probe the conformational transitions in
the aptamer domain’s sensor helices that are only reported
by FRET changes.
We performed a global fit of the species-specific autoand cross-correlation data (Felekyan et al. 2013) that simultaneously satisfied all the relaxation terms, all the terms
corresponding to photophysical effects, and all the diffusion terms in the correlation functions (Materials and
Methods, Fig. 5) using the same photon-stream data that
we used in the TCSPC experiments (Fig. 4) for each buffer

the aptamer domain in the apo buffer. Timescales of transitions between low-FRET (LF) and
high-FRET (HF) states and vice-versa appear as anticorrelation terms in the sCCF. Four distinct
state transitions rates (vertical dashed lines), spanning different decades in time were identified
in all conditions, as exemplified here by data obtained in the apo buffer. Shaded regions correspond to timescales typical of chain dynamics, local configurational changes, and global dynamics (Bothe et al. 2011; Mustoe et al. 2014), from darker to lighter, respectively. Functional
fits are shown as solid black curves, while colored lines represent the raw correlation data. (C )
Four relaxation time populations were observed in each set of conditions. Bar height represents the log of the inverse of each correlation time. fFCS fit parameters are listed in
Supplemental Information Table S5C.

Ensemble switching observed
with FRET is predicted by replicaexchange DMD simulations
To provide structural insights into the
experimentally observed conformational dynamics, we used replicawww.rnajournal.org

777

Ma et al.

exchange discrete molecular dynamics (REXDMD) simulations of the TPP riboswitch’s aptamer domain under different conditions, including in the absence and presence of
TPP and Mg2+ ions (see Materials and Methods). We observed dynamic, spontaneous conformational exchange
in each case (Supplemental Information Figs. S9–S12), highlighting the sampling efficiency of the all-atom REXDMD
simulations. We computed the probability distribution
function (PDF) of the intersensor helix arm distance between dye-conjugated bases G25 and U56 at room temperature (Fig. 6A). In the absence of the TPP and Mg2+
coligands, we found that the sensor helices stayed in
open-like state configurations with the highest probability
centered at an inter-arm distance of 94 Å and a broad distribution tailing toward shorter inter-arm distances (Fig.
6A). In the presence of Mg2+ at a 38:1 molecular ratio to
RNA (63 mM simulation concentration), the sensor helices
exhibited a similar trend as in the apo form, and the PDF
displayed a shoulder at the inter-arm distance of 85 Å in
addition to the peak centered at 93 Å (Fig. 6A). In the presence of TPP only (1:1 molecular ratio to RNA, or 1.6 mM),
we found an intersensor helix arm distance PDF with a
broad unimodal distribution centered at a distance of 73
Å (Fig. 6A). In the presence of both Mg2+ and TPP
(63 and 1.6 mM, respectively), the PDF exhibits two distinct
peaks, with the inter-arm distance centered at 25 Å representing a closed-state ensemble and the population with
peaks at 85 and 95 Å resembling the open-state ensemble, similar to the apo and Mg2+ conditions (Fig. 6A).
These simulations qualitatively agree with the FRET measurements (Fig. 4), which showed the appearance of lowpopulated closed-like ensemble (state c) in the Mg2+ buffer, a shift toward a closed-like ensemble (state d ) and the
appearance of intermediate conformations (state b) in the
TPP buffer, and a prominent population peak for a closed
state (state d) and a simultaneous reduction in the openlike ensemble (state a) in the Mg2+ and TPP buffer.
The simulation trajectories and RNA conformations suggested that a costacking between the P1 switch helix and

A

B

C

P2 (Supplemental Information Fig. S10) in the pyrimidine
sensor helix was coupled to the opening and closing dynamics of the sensor arms. Hence, we computed the
PMF (see Materials and Methods) as a function of both
the inter-arm distance, Dinter-arm (measured between the
oxygen atoms of the 2′ -hydroxyl groups of the labeled
G25 and U56 and representing the aptamer domain’s sensor helix conformation), and the costacking distance,
Dcostack (measured between the C1 atoms of the sugar
groups in U39 and G73 and representing the P1/P2 costacking configuration), in each buffer condition (apo,
Mg2+, TPP, and Mg2+, and TPP, Fig. 6B).
The aptamer domain’s sensor helices were mostly open
when simulated in the apo buffer (Supplemental Information Fig. S11 for simulation trajectories), with a major basin
centered at Dinter-arm = 88 Å, but they did exhibit both
closed-like and open-like conformations (Fig. 6B). The major basin was found at Dcostack = 8 Å (labeled β, sensor helices in an open state with P1/P2 costacking, Fig. 6B) and
had a shoulder corresponding to the loss of the P1/P2 costacking interaction with Dcostack = 17 Å (labeled α, sensor
helices in an open state without P1/P2 costacking, Fig.
6B). Additionally, there was a weakly populated basin at
Dinter-arm = 54 Å and Dcostack = 8 Å (labeled γ, sensor helices
in a partially closed-like ensemble with P1/P2 costacking,
Fig. 6B). Representative snapshots corresponding to the
three intermediate basins are shown in Figure 7.
Simulations in the Mg2+ buffer (Supplemental Information Fig. S12 for trajectories) showed three basins corresponding to the aptamer domain’s configurational
ensembles: The predominant basins α′ and β separated
by a weak energy barrier and an isolated γ′ basin. Com′
pared to the α basin in apo condition, α had a smaller
P1/P2 costacking distance Dcostack = 11 Å in the Mg2+ buffer and, compared to the γ basin in the apo condition, γ′ had
a smaller inter-arm distance Dinter-arm = 29 Å in the Mg2+
buffer (Fig. 6B and snapshots in Fig. 7).
Compared to the apo and Mg2+ buffers, simulations of
sensor helices in TPP alone (Supplemental Information

D

E

FIGURE 6. Atomistic DMD simulations of the aptamer domain find sensor helix conformational states that correlate to the FRET data. (A) The
probability distribution function of the sensor helix inter-arm distance measured between G25 and U56. (B–E) The two-dimensional PMFs as functions of inter-arm (G25 and U56) and P1 switch helix/P2 pyrimidine sensor helix costacked distances, measured between U39 and G73, in each
simulated buffer condition. The basins correspond to a sensor arm open state with no P1/P2 costacking (α, α′ , α′′ ), sensor arm open state with
P1/P2 costacking (β, β′ ), partially closed sensor arm conformational state with P1/P2 costacking (γ, γ′ ), and sensor arm closed state with P1/P2
costacking (δ).
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FIGURE 7. Representative snapshots of the aptamer domain in the apo (α, β, γ), Mg2+ (α′ , β, γ′ ), TPP (α′′ ,β′ , γ), and Mg2+ and TPP (α′ , β, γ, δ) conditions. The states correspond to labeled basins in Figure 6B. The RNA is shown in cartoon representation, Mg2+ ions as purple spheres, and
nucleotide pairs (G25, U56) and (U39, G73) highlighted in the ball-and-stick representation.

Fig. S13 for trajectories) resulted in a broader and shorter
unimodal inter-arm distance distribution centered around
69 Å and a slightly shorter P1/P2 costacking distance
Dcostack = 7 Å (β′ , Fig. 6B, snapshots in Fig. 7), but a very
weakly populated, partially closed sensor helix conformational state strongly resembling the γ ensemble in the
apo buffer. We also observed a weakly populated ensemble like the open sensor helix conformational state without
P1/P2 costacking (α basin, Fig. 6B, snapshots in Fig. 7).
In the Mg2+ and TPP buffer simulations (Supplemental
Information Fig. S14 for trajectories), the aptamer domain
was mostly in a closed-like ensemble with sensor helix inter-arm distance Dinter-arm = 26 Å and P1/P2 costacking distance Dcostack = 7 Å (δ-basin, Fig. 6B and a corresponding
conformation in Fig. 7), but also showed weakly populated
ensembles corresponding to α′ , β, and γ basins. Hence,
both TPP and Mg2+ shifted aptamer domain conformations toward compact states with shorter sensor helix inter-arm and P1/P2 costacking distances, but the extent
of this compaction and resulting intermediate ensembles
were distinct. These findings are consistent with the
FRET observations in Figure 4.
Further, we calculated the 2D PMF with respect to the
U39–G73 costacking distance and the distance between
the C1′ atoms of C6 and G73 (denoted as C6.C1′ and
G73.C1′ ), the base pair within the switch sequence that

are closest to the sensor helices and costacking site between P1/P2 (Supplemental Information Fig. S15A–D). In
all conditions, the lowest energy PMF region corresponded to a C6.C1′ –G73.C1′ pair distance of 10.9 Å with the
two bases coplanarly oriented (Supplemental Information
Fig. S15E). However, in apo and TPP conditions, the
aptamer domain exhibits a distinct shift in the population
toward longer U39–G73 costacking distances and loss of
coplanar alignment, or buckling deformation, of the C6
and G73 base pair (Supplemental Information Fig. S15F).
Therefore, our simulations suggest that the loss of P1/P2
costaking results in the deformation and subsequent
destabilization of the P1 switch helix. The decrease in the
buckling behavior of C6–G73 in Mg2+ and TPP condition
suggests a stabilizing effect of Mg2+ and TPP for base-pairing in the P1 switch helix.

Sampling conformational ensembles in the unfolding
pathway
To confirm that the rapid dynamics observed with smFRET
do not correspond to unfolding transitions of RNA helices
(P1–P5), we proceeded to measure the unfolding of the
aptamer domain of the TPP riboswitch under force
(Materials and Methods) in the same buffer conditions as
in the smFRET experiments. Using a single-bead optical
www.rnajournal.org
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tweezer assay (Materials and Methods; Supplemental
Information Fig. S16), we stretched and unfolded the
TPP riboswitch aptamer domain. We considered the
aptamer domain to be fully unfolded once the full extension of the aptamer domain was reached, at which point
the stretching behavior matches that of a worm-like chain
polymer and the complete loss of secondary structure is
assured (Fig. 8A). We found that the fraction of molecules
that fully unfolded depended on the buffer conditions. In
buffers containing TPP (TPP and TPP and Mg2+ buffers,
Materials and Methods), the TPP riboswitch’s aptamer
domain showed significantly more full unfolding events
than under apo or Mg2+-only conditions (Fig. 8B). These
results are consistent with the smFRET results both in the
apo and Mg2+ conditions, in which ∼70% of the population showed no-FRET and ∼30% exhibited FRET (Fig.
4A), and in the TPP and Mg2+ and TPP buffers, in which
the population that exhibited FRET was significantly larger
than in the apo and Mg2+ buffers (Fig. 4A). These results

A

B

D

E

suggest that the states observed in the FRET-exhibiting
populations (states a–d in Fig. 4) do correspond to dynamic aptamer domain conformational states in which the
aptamer domain is predominantly folded, with significant
secondary structure (as in Fig. 1).
To study the aptamer domain’s P1 switch helix unfolding
transition, which is not directly addressable with the confocal fluorescence measurements due to the long-lived
(>msec timescale) nature of folding states, we held the
aptamer domain in a passive optical trap with force applied and probed 5′ end to 3′ end aptamer domain extension transitions. In the example time-traces (Fig. 8C), the
aptamer domain exhibited fluctuations between multiple
conformational states (Fig. 8C, inset, for detail). We found
that the population of more folded aptamer domains
states (F and UF1) was higher when subjected to lower applied tensile forces than higher forces, (Fig. 8C, right, for
Gaussian fits of the histogram of state data). In this example case, at 20 pN (Fig. 8C, top), we found that the fully

C

FIGURE 8. TPP riboswitch aptamer domain folding and unfolding kinetics. (A) A typical force extension curve (FEC) of the aptamer domain construct, in this case, in the presence of 0.5 mM TPP. The arrow represents an unfolding event, as characterized by a sudden drop in the force corresponding with an increase in the length of the tether. The red FEC represents stretching of a construct with a folded aptamer domain, and the
black one represents stretching of the construct with an unfolded aptamer domain. (B) Fraction of the stretched TPP riboswitch aptamer domain
constructs showing unfolding events without ligand (apo, N = 26), with 1 M Mg2+ (N = 20), with 0.5 mM TPP (N = 27), and with Mg2+ + TPP (N =
21). The occurrence of unfolding events, that is, the likelihood of finding folded TPP riboswitch aptamer domains, is significantly higher in the
presence of TPP and Mg2+ and TPP buffers as compared to either in the presence of Mg2+ alone or in the absence of ligand (apo). The error
bars represent the relative standard deviation of counting statistics. (C) Example time-series force data showing rapid transitions between the
folded (F) and multiple unfolded states (UF) in the presence of 0.5 mM TPP, as determined by Gaussian mixture model analysis. Data was acquired
using the optical tweezer at 1 kHz (gray) and smoothed using a 25 msec moving average filter (green). Sudden increases and decreases in force
identify the transitions between the folded (F) and various unfolded states (UF1 and UF2). The relative population of states is shown with Gaussian
fits (to the right of time-series data) for higher force (dark green, 20.0 pN) and lower force (light green, 18.6 pN). High-resolution time-series trace
(inset) obtained at ∼18.6 pN pulling force. Folded states as fast as 25 msec and relatively long-lived unfolded states were detected at this force
using change-point analysis. (D) Histogram of aptamer domain folded state dwell time measured in the presence of 4.8 mM TPP and 0.5 M Mg2+
and at 39.8 pN force, as determined by change point analysis. The characteristic dwell time was τoff = 108.4 ± 6.1 msec (single exponential decay
fit constant ± std. error of the fit, N = 203). Histograms at additional forces can be found in Supplemental Information Figure S17. (E) The plot of
log10(kon) as a function of the force in the presence of 4.8 mM TPP and 0.5 M Mg2+ where kon is the inverse of τoff (dwell time in the folded state,
error bars represent the standard error of the exponential fits). Each data point (circle) represents 100–200 folded to unfolded transitions. The data
were fitted using a weighted linear regression (solid line), and the dwell time at zero force was calculated to be τoff = 17.2 ± 2.6 sec (y-intercept ±
std. error of the fit).
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folded state (F), which likely corresponds to a hybridized
P1 switch helix (Fig. 1B, bottom), was never observed,
the first unfolded state (UF1), which likely corresponds to
a dehybridized P1 switch helix (Fig. 1B, top), was observed
approximately one-third of the time, and the second folded state (UF2), which likely corresponds to both the P1 and
P2 helices being dehybridized (Anthony et al. 2012), was
observed approximately two-thirds of the time. At 18.6
pN (Fig. 8C, bottom), we found that F was observed (Fig.
8C, inset), but rarely, UF1 was observed approximately
two-thirds of the time, and UF2 was observed approximately one-third of the time. Together, these data show
that we can probe the state of the TPP riboswitch aptamer
domain’s switch helix by using force to tilt the aptamer
domain’s base-pairing energy landscape and observing
5′ end to 3′ end aptamer domain distance transitions
with the optical tweezers.
We collected time-trace data, like the example shown
(Fig. 8C), in the TPP and Mg2+ buffer condition at multiple
applied tensile loads. We used these data to determine
the characteristic time of transitions between the F and unfolded states by fitting single exponential functions to conformational state dwell-time histograms acquired at
various applied forces. For example, we found that the
characteristic time of the unfolding transition from F to
UF1 was τoff = 108.4 ± 6.1 msec at a tensile load of 39 pN
for the aptamer domain in the Mg2+ and TPP buffer (Fig.
8D). To determine the unfolding rate at zero force (see
Materials and Methods for details), we plotted log10(kon)
as a function of force and extrapolated to zero force using
Bell’s equation (Fig. 8E). This calculation allowed for direct
comparison to sensor helices and P1/P2 costacking data
collected using smFRET and DMD simulations, which
were done at zero applied tensile load. We found that
the characteristic unfolding time of P1 switch helix at
zero force was τoff = 17.2 ± 2.6 sec in the TPP and Mg2+
buffer (Fig. 8E), which is approximately four orders of magnitude slower than the slowest sensor helix dynamics timescales observed in smFRET (Fig. 5).
The measurements of F state residence times (transitions from F to UF1) were limited by the ability to distinguish events from the noise that is inherent in the optical
tweezer system (due to the thermal fluctuation of the
beads) in the apo and Mg2+-alone buffers, and they were
just barely distinguishable from the noise in the TPP alone
buffer, at low enough forces to probe the F to UF1 transitions (<70 msec at forces <20 pN). Additionally, the F to
UF1 transition corresponded to a change in length of 7.9
± 0.3 nm. Assuming an internucleotide distance of 4.6 Å
(Himbert et al. 2016) for ssRNA, this extension corresponds
to ∼17 nt, which is in agreement with the estimated upper
limit for extension upon P1 switch helix unfolding, 8.5 nm
for 18 nt (7 nt at 3′ end, 6 nt at 5′ end, and 5 nt between
the sensor helices). Further, unfolding of the riboswitch
under increasing pulling force indicates an extension of

34.1 ± 0.8 nm for complete unfolding (e.g., Fig. 8A), corresponding to approximately 74 unpaired nucleotides. This
is only two fewer than the total number (76 nt) of nucleotides that are either base-paired or on the opposite side
of the P1 helix from the DNA handles where pulling occurs
in the aptamer domain. These data all suggest that F to
UF1 transitions correspond to P1 switch helix unfolding
events, and that the switch helix is much more stable in
the presence of saturating conditions of TPP and Mg2+
than with either TPP or Mg2+ alone.
Together, the optical tweezer data confirm that the
aptamer domain folding is stabilized by TPP (Fig. 8B),
just as smFRET data suggested (Fig. 4A). Additionally,
once the P1 switch helix is hybridized, it is much more stable in the presence of saturating conditions of TPP and
Mg2+ (Fig. 8E) than the sensor helix conformations that exchange on timescales faster than milliseconds (Fig. 5C), as
suggested by the DMD simulation in similar conditions. In
total, our smFRET, DMD simulation, and optical tweezer
results are consistent with a model of rapid transitions between ensembles of sensor helix states that underlie and
tune much slower transitions between TPP riboswitch
ON-like and OFF-like P1 switch helix conformations (UF1
and F, respectively), rather than a model that relies on
the direct coupling between long-lived, binary sensor helix
conformational and P1 switch helix base-paired states.
They suggest that P1 switch helix stabilization is achieved
even without significantly long-lived closed sensor helix
conformations, but that it still requires both TPP and
Mg2+ to be present.

DISCUSSION
Our results suggest that the aptamer domain of the TPP
riboswitch is a dynamic structure that is tuned by the presence of its coligands. Specifically, we found that the aptamer
domain: (i) exhibits multiple dynamic processes occurring
across many orders of magnitude in temporal scale; (ii) is
more likely to sample folded and closed states in the presence of TPP, Mg2+, or both; (iii) differentially responds to
Mg2+ and to TPP, suggesting multiple dynamic pathways;
(iv) requires nonphysiological conditions of Mg2+ in addition
to TPP to generate long-lived, closed sensor helix ensembles; and (v) maintains long-lived closed switch helix states,
even in the absence of long-lived, closed sensor helix ensembles. Moreover, aptamer domain dynamics occurs
even in the presence of saturating amounts of TPP and
Mg2+ that most favor the fully folded, switch helix hybridized, OFF-like conformations (Figs. 6–8), likely due in part
to Mg2+ enabling the sensor helices to sample intermediate
ensembles (state b). Further, these dynamics are consistent
with the small but significant decrease in the effective hydrodynamic radius of the aptamer domain in the presence of
saturating TPP (Supplemental Information, Fig. S2). A nondynamic, open sensor helix state would have had a larger
www.rnajournal.org
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tional landscape of the TPP riboswitch’s aptamer domain
expected hydrodynamic radius due to the addition of the
as it binds to its Mg2+ and TPP ligands (Fig. 9). The model
coordinating TPP, and a nondynamic, closed sensor helix
state would have had a larger decrease in hydrodynamic raincludes multiple conformational states comprised of condius associated with a stable, compact, X-ray crystal strucfigurational subensembles that are accessible in each buffture-like conformation.
er condition with the relative populations and exchange
We further identified five sensor helix configurational
between these populations being sensitive to ligand conensembles of the Arabidopsis thaliana TPP riboswitch’s
centrations. Moreover, our results suggest the aptamer
aptamer domain as a function of Mg2+ and TPP ligand condomain can take one of two independent closing pathways, depending on the order of Mg2+ and TPP binding
dition (a, b, c, d, and no-FRET, Fig. 4). Each ligand condition gave rise to a unique subset of two sensor helix
(Fig. 9). The semi-open and open ensembles (very low
configurational ensembles (Fig. 4B) in addition to a signifiand no-FRET, respectively; α ensembles) share an exit to
cant population exhibiting open, no-FRET (Fig. 4A) and
two pathways that go from open-like to closed-like configunfolded (Fig. 8B) conformations, which became smaller
urational ensembles because the α ensembles exchange
in the presence of ligands (Figs. 4A, 8B). In the absence
rapidly and transitions from the open and open-like enof ligand, the FRET-exhibiting aptamer domain population
sembles are not mutually resolvable, although the lowwas predominantly in a sensor helix open (a) conformation
FRET and no-FRET populations are resolved via TCSPC.
with a smaller fraction of the population in an intermediate
Because the MFD histogram for the apo conditions, in
(c) ensemble (Fig. 4B). The presence of excess Mg2+ alone
which the α ensemble is most populated, exhibits a compact distribution near the static FRET line (Fig. 2A) and
increased the relative population of the dynamic intermethe fluorescence decay histogram indicates multiple lifediate c ensemble but maintained a smaller population of
time populations rather than a single population, we conthe open a conformation (Fig. 4B). A saturating concentraclude that rapid dynamics (on the order of µs, t R(1))
tion of TPP alone reduced sampling of the open a ensemble. Instead, it allowed the sensor helices to sample the
dominate the exchange between the α ensembles.
closed d state, sometimes exchanging with a second interConversely, the Mg2+ and TPP conditions gave rise to
mediate b ensemble (Fig. 4B). In the presence of both litwo distinct peaks in the 〈τD(A)〉f distribution, indicating
gands, the sensor helices sampled
both the a and d conformations, with
the kinetics significantly favoring the
A
B
closed d state (Fig. 4B), thus suggesting that TPP introduces the closed (d )
state but that Mg2+ is required to stabilize it, due to the splitting of the
〈τD(A)〉f distribution in saturating Mg2+
and TPP conditions (Fig. 3). Our computational modeling independently
corroborates this ensemble switching
scheme by identifying structural ensembles through clustering analysis
(Fig. 7) that correlate with the experimentally determined scheme (α, β, γ,
and δ basins in the free-energy landFIGURE 9. Conformational landscape of TPP riboswitch aptamer domain dynamics and closscape, respectively, Fig. 6B). Addiing pathway. (A) The completely unfolded state accessible by tweezer experiments is shown
tionally, we found stable, folded
along with the conformational states observed by smFRET. The long timescale of unfolding rel(F) switch helix states primarily in the
ative to kinetics observed by smFRET indicates that a much larger energy barrier must be overpresence of saturating Mg2+ and
come in these transitions. States observed by smFRET are highlighted in gray. (B) Zoomed
representation of states highlighted in A in the context of Mg2+ and TPP buffers. Two pathways
TPP (Fig. 8). These data suggest that
exist from the open/semi-open ensembles (α) to the δ state. Conformational states and cartoon
the sensor helix closed d state must
representations are shown along the closing pathway of the riboswitch representing the differbe significantly populated, but that
ent interactions that are favored either via presence of Mg2+ or TPP (γ, and β ensembles) where
sensor helices need only to sample
the P1/P2 stacking leads to rapid fluctuations in the paring of nucleotides along the P1 switch
the d state dynamically, for the
helix (shaded in gray in the schematic representation). This is followed by stabilization of the P1
switch helix in the δ ensemble. Labels for the times associated with each of these transitions are
aptamer domain to persist in the
assigned based on fFCS and MFD. The names for the observed ensembles correspond to
OFF-like state for long (second timethose that qualitatively agree between smFRET experiments and DMD simulations. The apparscale) times.
ent energy gaps between the conformations and pathways are based on the relative magniTogether, our results lead us to protudes of the observed dynamic timescales, with faster transition timescales indicating lower
pose a new model for the conformaenergy barriers between conformations.
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that dynamic transitions between the high-FRET, OFF-like
ensemble (δ) and the intermediate ensembles take place
on timescales comparable to or longer than the diffusion
time of the aptamer domains through the confocal volume. Thus, we assigned to this limiting reaction step the
slowest timescales observed by fFCS (tR(4)). Further, the
Mg2+ and TPP conditions exhibited the fastest correlation
times among all the conditions (Fig. 4), indicating a degree
of cooperativity between Mg2+ and TPP that favors transitions to the OFF-like δ ensemble. This conclusion is further
supported by the observation that the high-FRET ensemble only formed a distinct τD(A)f peak in extreme, saturating
conditions of Mg2+ and TPP, whereas apo, Mg2+ and TPP
buffer conditions favored open or intermediate ensembles. Of the two remaining correlation terms from fFCS,
we assigned tR(2) to transitions between the α ensemble
and the intermediate γ ensemble (Mg2+ binding) and tR(3)
to β ensemble (TPP binding) transitions because the
MFD histogram for TPP buffer exhibited a larger deviation
from the static FRET line than in Mg2+ conditions, indicating slower dynamics. Additionally, TPP buffer conditions
led to a larger shift toward high-FRET configurations
from low-FRET configurations, as observed by population
fractions from donor fluorescence decay fitting (Fig. 4),
which was likely associated with the larger-scale conformational changes observed upon TPP binding.
Our model of a highly dynamic TPP riboswitch aptamer
domain is corroborated by DMD simulations. In all buffer
conditions, ensembles α, β, and γ dynamically exchange,
with the relative populations sensitive to the presence of
Mg2+ and TPP in a manner similarly observed by TCSPC.
However, when both ligands were present, the OFF-like
δ ensemble was observed and stabilized (Figs. 6, 7).
In addition to the fast ensemble switching of the sensor
helices, we found that the dynamics in the P1 switch helix,
even under a constant destabilizing force, are significantly
slower (τoff = 108.4 ± 6.1 msec under 39.8 pN force, Fig. 8)
than the intrinsic conformational dynamics of the sensor
helices (less than a few milliseconds, Fig. 5). Under this relatively high force, we observed dynamic switching between a fully folded state (F), which likely corresponds to
base-pairing in the P1 sensor helix, and two less-folded
states (UF1, UF2), which likely correspond to opening of
the P1 sensor helix (Fig. 8C) and P2 (Anthony et al.
2012), respectively. Using Bell’s equation, we calculated
that the equilibrium (zero-force) transition rate between
the P1 sensor helix folded and unfolded states in the presence of both TPP and Mg2+ (Fig. 8E) was four orders of
magnitude slower than the slowest transition rate between
structural conformations in the sensor helices, also observed in the presence of both TPP and Mg2+ (Fig. 5C).
The observed differences between the configuration timescales of the sensor and switch helices indicates that, while
TPP and Mg2+ recognition and binding in the aptamer
domain certainly stabilize the P1 switch helix (Figs. 6–8),

transitions between the structural configurational ensembles cannot correspond one-to-one to switch helix dehybridization and TPP riboswitch aptamer domain ON/OFF
transitions (Fig. 9B). Thus, while our results show that the
larger-scale ON/OFF behavior of the switch helix takes
place on longer timescales, fast ensemble switching of
sensor helix conformation and configuration may allow
more subtle biasing of the riboswitch toward ON-like or
OFF-like states with a rheostat-like tunability given by
the switching kinetics.
By utilizing various techniques that probe multiple timescales of dynamics, we determined that the TPP riboswitch
aptamer domain exhibits conformational dynamics spanning several orders of magnitude in time at equilibrium
conditions and that these dynamics are tunable by changes in Mg2+ and TPP concentrations. Fast kinetics observed
by FRET, fFCS, and DMD explain the ensemble switching
between sensor helix conformations that alter the likelihood of, but need not directly induce, switch helix folding/unfolding state transitions that occur at slower
timescales, as observed by optical tweezers and suggested by DMD simulations. In simulations and optical tweezer
experiments, presence of Mg2+ and TPP correlated with
increased stability of and transitions to OFF-like, basepaired switch helix conformations. Because changes in
Mg2+ and TPP concentrations also regulate fast structural
state kinetics to favor subsets of configurational ensembles, which do not correlate one-to-one with the ON/
OFF states, our conclusions support a model in which
the TPP riboswitch function can be finely tuned with a kinetic rheostat mechanism rather than a binary open/closed
aptamer domain conformation model that directly correlates to the ON/OFF regulation of gene expression.
The folding dynamics of aptamer domains are crucial to
riboswitch function, and divalent ion coligand binding to
the aptamer domain can facilitate this folding (Savinov
et al. 2014). Further, the TPP riboswitch aptamer domain
binds with TPP in a step-wise fashion (Anthony et al.
2012). Our data indicates that TPP is able to stabilize a
population of closed aptamer domain tertiary structures
(Figs. 3, 6, and 7) only through coordinating with a divalent
Mg2+ ion. Further, all four observed, distinct timescales occur in the submillisecond range, which is well below the
timescales associated with slow, high-energy conformational changes or transcriptional folding kinetics (Figs. 5,
6, and 8). Thus, the short-timescale dynamics of Mg2+
and TPP aptamer domain binding regulate the longertimescale ON/OFF conformational transitions, giving rise
to a stepwise closing pathway. Our results suggest a model
of TPP riboswitch behavior that spans timescales from
nanoseconds to milliseconds. This model couples TPP
and Mg2+ binding to both short-timescale configurational
changes in the sensor helices and long-timescale switch
helix base-pairing in the aptamer domain, bridging the
gap between previously suggested fast and slow binding
www.rnajournal.org
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recognition and ON/OFF tuning mechanisms (Thore et al.
2006; Haller et al. 2013). These results also constitute direct evidence that some riboswitches function more as
rheostats or dimmers in which ligand binding does not correlate 1:1 with ON/OFF switching, rather than as discrete
ON/OFF switches, as suggested by others (Baird et al.
2010; Venkata Subbaiah et al. 2019). We propose that
such rheostatic tuning could allow for fast response times
for regulation of TPP concentrations in cells.

MATERIALS AND METHODS
TPP riboswitch design and labeling
The sequence of Arabidopsis thaliana TPP riboswitch aptamer
domain was truncated to match the crystal structure (Thore et al.
2006) and to compare our results with prior structural information
directly. To determine the best locations for fluorophore labeling
and to maximize the resolution of expected conformational
changes, we ran a coarse-grained simulation (Ding et al. 2008a)
whose trajectories were postprocessed for modeling of the fluorescent markers at all possible pair distances. We calculated interlabel distances at each point in the trajectory by sampling
accessible volumes generated for coarse-grained dyes linked in
silico to the RNA backbone, as previously described (Kalinin
et al. 2012). Based on all possible interlabel distances, we selected
positions 25 and 56 for maximum resolvability of distance changes
between two identified conformations from the coarse-grained
simulations (Supplemental Information [SI] Fig. S1). The aptamer
domain was synthesized following the sequence 5′ -GGG ACC
AGG GGU GCU UGU UCA CAG gCU GAG AAA GUC CCU UUG
AAC CUG AAC AGG GuA AUG CCU GCG CAG GGA GUG UC3′ where two selected modified nucleotides [g(25) = 2′ -dG-(N2C6-amino) and u(56) = rU(2′ -O-propargyl)] were incorporated for
subsequential fluorophore labeling via orthogonal click chemistry
(Cy5-NHS to g and Alexa Fluor 488-azide 5/6 isomer to u). As a
control during binding experiments, we used an unmodified
g/G and u/U sequence. The oligo was purified before labeling
via polyacrylamide gel electrophoresis (PAGE) purification to ensure that the synthesized riboswitch product was of the proper
size. Labeling was performed using saturating conditions of Cy5
and Alexa 488 to enhance the likelihood of 1:1 donor-to-acceptor
stoichiometry followed by desalting to remove excess, unreacted
fluorophores. Labeling postsynthesis also ensures that the initial
riboswitch aptamer domain fold is unperturbed by the presence
of the fluorophores. We prepared the corresponding donor-only
reference sample by only replacing the nucleotide u(56) for donor
labeling and maintaining the remaining native sequence during
synthesis. Purimex GmbH and Biosynthesis Inc. supplied synthesized and purified riboswitch aptamer. Labeling was performed
by Purimex GmbH and by us using Click chemistry as follows.
Aptamer domain was premixed to 119 µM into a 0.1 M sodium
bicarbonate pH 8.2 buffer prepared in RNase-free water.
Separately of 100 mM CuSO4, 200 mM THPTA, and 100 mM
sodium ascorbate aliquots were prepared in the same buffer.
After mixing and waiting ∼30 min, the aptamer domain was incubated with a fivefold molar excess of Alexa 488, 25-fold molar excess CuSO4, the THPTA mixture, and 40-fold excess sodium
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ascorbate for 2 h. Then, the sample was buffer exchanged back
into a pH 8.2 using centrifugal filter units (Amicon Ultra, 10 kDA
MWCO) to ensure suitable pH for Cy5 mono-NHS ester labeling.
Cy5 was added to 10-fold molar excess and incubated again for
2 h. The labeled aptamer domain was buffer exchanged into Tris
buffer (20 mM Tris, 200 mM NaCl at pH 7.0) just before adding
MgCl2 and TPP for size exclusion chromatography (SEC) and single-molecule experiments.
To probe whether the fluorescent labels impact the aptamer’s
ability to fold or bind to TPP, we used SEC. Briefly, we used an
NGC Discover 10 chromatography system (#7880009, Bio-Rad
Laboratories, Inc.) and equilibrated an ENrich SEC70 10 × 300
size exclusion column (#7801070, Bio-Rad Laboratories, Inc.) with
20 mM Tris, 200 mM NaCl, 200 mM MgCl2 at pH 7.0. We ran
50 µL wild type (unlabeled) and labeled aptamer domain with varying concentrations of TPP. For monitoring the eluate, we used 260
nm (aptamer domain), 480 nm (Alexa 488), and 650 nm (Cy5) wavelengths (Supplemental Information Fig. S2). For generating a standard curve, we ran a 50 µL sample of a Gel Filtration Standard
(#1511901, Bio-Rad Laboratories, Inc.) at the beginning and the
end of each day (Supplemental Information Table S1). We found
that the labeled riboswitch compacts upon binding to TPP as evidenced by the reduction on the hydrodynamic radius
(Supplemental Information Figure S2) following the same binding
isotherm as the wild-type riboswitch; confirming that the fluorescent labels do not significantly impact the TPP riboswitch aptamer
domain’s ability to fold or bind to TPP. Moreover, the determined
binding affinity of 17.5 ± 7.6 nM was consistent with previously reported values of 20 nM (Winkler et al. 2002a; Yamauchi et al. 2005).

Multiparameter fluorescence spectroscopy (MFS) for
single-molecule FRET experiments (smFRET)
A home-built confocal system was used for the MFS-smFRET
measurements and calibration, as described in detail elsewhere
(Ma et al. 2017; Hellenkamp et al. 2018; Yanez Orozco et al.
2018; Hamilton and Sanabria 2019). To briefly summarize, we
use Pulsed Interleaved Excitation (PIE) (Kudryavtsev et al. 2012),
or Alternating Laser EXcitation (ALEX) (Kapanidis et al. 2005),
with two diode lasers (Model LDH-D-C-485 at 485 nm and laser
LDH-D-C-640 at 640 nm; PicoQuant) operating at 40 MHz with
25 nsec interleaved time. The power at the focal point of the
60× Olympus objective was set to 60 µW for the 485 nm laser
line and 23 µW for the 640 nm excitation. The emitted photons
were collected from the same objective and then spatially filtered
by a 70 µm pinhole. The signal was separated into parallel and
perpendicular polarizations with respect to the polarization of
the excitation source, then split further into two different spectral
windows defined as “green” and “red.” We used four photoncounting detectors, two for the green (PMA Hybrid model 40
PicoQuant) and two for the red (PMA Hybrid model 50,
PicoQuant) channels. A time-correlated single-photon counting
(TCSPC) module (HydraHarp 400, PicoQuant) in time-tagged
time-resolved (TTTR) mode was used for data registration.
For smFRET experiments, samples were diluted to pM concentration in one of four buffers (apo buffer: 20 mM Tris and 200 mM
NaCl at pH 7.0; Mg2+ buffer: 20 mM Tris, 200 mM NaCl, and 1 M
MgCl2 at pH 7.0; TPP buffer: 20 mM Tris, 200 mM NaCl, and
2 mg/mL TPP at pH 7.0; Mg2+ and TPP buffer: 20 mM Tris,
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200 mM NaCl, 1 M MgCl2, and 2 mg/mL TPP at pH 7.0). The buffers were charcoal-filtered to remove residual impurities. The concentrations of TPP and Mg2+ in these solutions are high to ensure
saturating conditions. The particularly high concentration of Mg2+
is well beyond the physiological concentration of ∼1–3 mM. This
concentration was used to demonstrate the extreme concentration necessary to stabilize a population of the aptamer domains
in the closed conformation (see Results, Fig. 3). At pM riboswitch
aptamer domain concentrations, we observed ∼2 molecules per
second in the detection volume. NUNC chambers (Lab-Tek,
Thermo Scientific) were pretreated with a solution of 0.1%
Tween 20 (Thermo Scientific) in water for 30 min and then rinsed
with ddH2O to prevent adsorption artifacts. Data collection times
were varied from several minutes up to 10 h. In long-time measurements, an oil immersion liquid with an index of refraction
matching water (Carl Zeiss AG) was used to prevent drying out
of the immersion water. Control experiments consisted of measuring distilled water to characterize the instrument response
function (IRF), buffers for background subtraction, and nM concentration green and red standard dyes (Rhodamine 110,
Rhodamine 101, and Alexa 647) in water solutions for calibration
of green and red channels.
The data analysis used software developed in the Seidel group
and is available at http://www.mpc.hhu.de/en/software
(Sisamakis et al. 2010; Sindbert et al. 2011; Kalinin et al. 2012;
Dolino et al. 2016; Ma et al. 2017). MFS accounts for many challenges associated with smFRET experiments, including photobleaching, cis-trans acceptor blinking, and dynamic and static
quenching. We used FRET indicators such as the ratio of donor
to acceptor fluorescence (FD/FA) and the average fluorescence
lifetime of the donor (〈τD(A)〉f ), integrated over single-molecule
events, or bursts (Kühnemuth and Seidel 2001; Widengren et al.
2006; Sisamakis et al. 2010). Details on the correction parameters
obtained during calibration and the computed FRET lines can be
found in Supplemental Information Table S2. Fluorescence lifetime was used, in part, because it is insensitive to instrumental parameters and is thus independent of correction parameters.
Bursts were selected for analysis based on the relative fraction
of photons observed from the donor vs. the donor plus the acceptor fluorescence signals following their respective direct excitation pulses (SPIE) in order to ensure 1:1 active donor-to-acceptor
stoichiometry of analyzed bursts (Supplemental Information
Fig. S3; Supplemental Information Methods; Kudryavtsev et al.
2012). Several standards experiments were performed
to quantify instrumental correction parameters and ensure the
correct selection of donor-acceptor molecules via SPIE (Supplemental Information Fig. S4). Selection against molecules with
either inactive donor or acceptor is accomplished with the parameter SPIE, as discussed in the next section and the Supplemental
Information Methods. Further, relative dye concentrations of
Cy5 and Alexa488 were measured as a first indicator of sample labeling quality (Supplemental Information Fig. S5).

Time-correlated single photon counting (TCSPC) and
filtered fluorescence correlation spectroscopy ( fFCS)
To identify stable populations that persist longer than the duration of the fluorescence lifetime of the FRET-labeled riboswitch
aptamer domain (ns timescales), we compared the donor-only ref-

erence aptamer domain with the FRET-labeled aptamer domain
in the same buffer conditions using TCSPC. Time-resolved fluorescence decay curves from photon arrival-time histograms
(Supplemental Information Fig. S6, henceforth fluorescence decay histograms) ensure enough statistical rigor through large photon counts (on average >109 photons for our FRET-labeled
samples). Therefore, we determined the interdye distance distributions from fluorescence decay data by considering the
donor-only and FRET-labeled aptamer domain at saturated conditions of Mg2+, TPP, and Mg2+ and TPP, with the corresponding
control in the absence of ligand (apo).
To arrive at the correct number of configurational ensembles,
we fit the fluorescence decay histograms with an increasing
number of fluorescence decay lifetimes corresponding to
Gaussian-distributed FRET distances. Gaussian-distributed distances provide a physical representation of the mobility of the fluorescent labels and intrinsic dynamics of the chain. The mean and
variance of the distance distribution are both relevant statistical
parameters in smFRET experiments (Gopich and Szabo 2005).
Therefore, we fixed the variance according to benchmark studies
(Sindbert et al. 2011; Kalinin et al. 2012; Ma et al. 2017;
Hellenkamp et al. 2018) and optimized for the mean. Next, we
evaluated the best results by visual inspection of the weighted residuals, monitoring the distribution of the autocorrelation of the
residuals, and by a statistical improvement of the figure of merit,
χ 2 (Supplemental Information, Equation 7; Box George 1960;
Lakowicz 2007). The model of the fluorescence decay includes a
no-FRET population that accounts for inactive (15%–55% of Cy5labeled molecules; Ha and Tinnefeld 2012) acceptor molecules
and the extended conformations observed in the multidimensional histograms beyond what could be resolved by FRET. As expected with the addition of distributions, the figure of merit, χ 2, and
quality of the fit improves. We selected a model of two Gaussian
distributions because the change of χ 2 improved from an average
of 8.52 over all conditions when using a single Gaussian distribution to 2.42 when using two Gaussian distributed FRET distances.
Adding a third Gaussian distribution only marginally improved the
average χ 2 to 2.05 (Supplemental Information Table S3).
To increase the photon counts and improve the statistics for
data analysis, the TCSPC and fFCS measurements were performed using the MFS setup described above, but the power at
objective was set for 120 µW for the 485 nm laser line and 39
µW for the 640 nm excitation while labeled samples were measured at nM concentration. The durations of these experiments
were 10 h each.
TCSPC and fFCS use the same data set but consist of different
analyses. TCSPC-generated fluorescence decays were jointly analyzed, along with a reference sample, to identify configurational
ensembles that are stable in the nanosecond timescale with high
precision. fFCS, a variation of standard FCS (Elson and Magde
1974; Magde et al. 1974) that probes changes in the fluorescence
lifetime (Enderlein and Gregor 2005), spectral information, and
anisotropy (Felekyan et al. 2012), was used to probe transitions
between selected conformers or pseudoconformers characterized by specific fluorescence decay patterns. Thus, it was possible to identify changes in FRET due to conformational changes
that occurred at timescales faster than the diffusion time.
Details of the functional forms used to process the data, the statistical tests, and error analysis are provided in the Supplemental
Information.
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For fFCS, we systematically tested models of increasing complexity through the addition of relaxation times (tR) and finally
chose a model by iteratively varying the number of terms in
each factor in the fFCS function to find the number of terms necessary to adequately fit the data, as determined by visual inspection of the residuals, and to provide a significant relative
improvement in the χ 2 compared to the use of one fewer term.
The global fit model we used here has four distinct relaxation
terms describing conformational transitions and two exponential
terms to account for dark state kinetics (in the case of the acceptor, this can be due to cis-trans isomerization, and in the case of
the donor, this represents a transition to triplet state) and photobleaching (Felekyan et al. 2012).

Discrete molecular dynamics (DMD) simulations
DMD is an event-driven approach to molecular dynamics (MD)
simulations that utilizes discontinuous step-functions instead of
continuous functions to model the interaction potentials between
atoms (Rapaport 2004). Compared to traditional MD simulations
that calculate the forces and accelerations of all atoms, DMD computes the ballistic equation of motion, considering conservation
laws for energy, momentum, and angular momentum, only for
those atoms involved in a collision event, defined as interactions
between two atoms within the distances associated with potential
steps. This process reduces the total number of calculations required per timestep, allowing simulation of longer timescales
and length-scales in complex biomolecular systems (Ding et al.
2008b; Emperador et al. 2010).
The initial structural refinement of the RNA was performed via
DMD with a coarse-grained RNA model. The coarse-grained
RNA model uses three beads corresponding to the phosphate,
sugar, and base groups of each nucleotide (Ding et al. 2008a).
The interaction potentials include base-pairing, stacking, and
the effective loop energy, which were tabulated from experimental measurements (Mathews et al. 1999). DMD simulations with
the coarse-grained RNA model can successfully predict RNA 3D
structures and folding kinetics (Ding and Dokholyan 2006; Miao
et al. 2017). Thus, initial labeling design was based on these
coarse-grained simulations.
We also performed all-atom DMD simulations to uncover the effects of ligands on RNA dynamics. The atomistic RNA model adopts
the united-atom approach to model nucleotides, which includes all
heavy atoms and polar hydrogen atoms. Similar to all-atom DMD
simulations of proteins (Ding et al. 2008b), bonded interactions, including covalent bonds, bond angles, and dihedrals, were assigned
according to a statistical analysis of high-resolution RNA structures
in the Protein Data Bank (PDB). We used the Medusa force field
(Ding and Dokholyan 2006) to describe the nonbonded interactions, including van der Waals (VDW), hydrogen bonding, solvation,
and electrostatics. The VDW parameters were taken from the
CHARMM19 united-atom force field, and the distance and angular
dependent hydrogen bonds were explicitly modeled by a reactionlike algorithm (Ding et al. 2003). The screened electrostatic interactions between charged atoms were computed using the DebyeHückel approximation, while the solvation term for implicit solvent
simulations was modeled by the Lazaridis−Karplus EEF1 (Effective
Energy Function 1) model (Lazaridis and Karplus 1999). Details of
the all-atom RNA model in DMD simulations were described previ-
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ously (Williams et al. 2017), and the method has been tested in the
community-supported binding prediction of RNA 3D structures
(Miao et al. 2020). The ligand parameters were based on
MedusaScore, an extension of the Medusa force field that has
been parametrized to recapitulate protein–ligand binding affinities
(Yin et al. 2008). For interactions of Mg2+ with RNA, we only considered VDW, solvation, and electrostatics without including the effect
of metal ion coordination.
The initial structure of the TPP-riboswitch aptamer domain was
obtained from the Protein Data Bank (PDB ID: 2CKY [Thore et al.
2006]). Periodic boundary conditions were imposed in all simulations, and the riboswitch aptamer domain was initially positioned
in a cubic box with an edge length of 100 Å. Counter ions were
added to maintain the overall charge neutrality of the system.
Table S4 of Supplemental Information lists the number of Mg2+
and Na+ ions in the simulated systems. Production runs followed
2000 timestep energy minimization runs, where a DMD timestep
corresponded to ∼50 fsec. To efficiently sample the conformational space of the free-energy landscape as well as the dynamics
of sensor helix closing pathways, we used replica-exchange DMD
(REXDMD) simulations in our study. In the replica-exchange
scheme, 16 replicas in consecutive temperature ranges within
the total range 260–335 K were simulated via the exchange of
temperature between replicas at periodic time intervals, thereby
overcoming any local energy barriers during the conformational
sampling of the energy landscape. The simulation temperature
was maintained using the Andersen thermostat (Andersen
1980). Each replica lasted 4 × 106 timesteps, or ∼200 nsec of simulation time totaling ∼3.2 μsec of simulation time.
Since the smFRET experiments focused on the open and close
conformational dynamics of sensor helices in the aptamer and the
RNA was expected to maintain the native-like base-pairing at the
observed fast timescales, we imposed base-pair constraints in our
all-atom REXDMD simulations to decouple the three-dimensional
conformational dynamics of tertiary structures from the folding
and unfolding dynamics of helices that occur on longer timescales
(Ding et al. 2012). Similarly, we also assumed that the TPP stayed
in its native binding pocket by imposing distance constraints between TPP and the two stacking nucleotides.

Weighted histogram analysis method (WHAM)
The thermodynamics of TPP riboswitch aptamer domain conformational dynamics were computed with WHAM analysis (Kumar
et al. 1992; Feig et al. 2004). The density of states, g(E), was calculated self-consistently by combining the energy histograms
from all the 16 replicas, using the last 100 nsec of replica-exchange trajectories. The potential of mean force (PMF), that is,
the effective free-energy landscape, was computed as a function
of a given physical parameter, x:
P = −kB TP(x),

(1)

where kB is the Boltzmann constant, T denotes the temperature of
interest, and P(x) corresponds to the probability of finding the
aptamer domain with specific values of x. P(x) was computed according to:


(2)
P(x) = exp (− bE)g(E)P(E|x)dE/ exp (− bE)g(E)dE,
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where β = 1/KBT and P(E|x) is the conditional probability of finding conformations with parameter value x while the energy is in
the interval (E, E + dE). The x parameter can be comprised of multiple variables. For example, we evaluated the conformational
free-energy landscape of the aptamer domain with respect to
both the inter-arm distance, Dinter-arm, as measured between the
2′ -hydroxyls of labeled G25 and U56, and with respect to the
P1/P2 costacking distance, Dcostack, as measured between U39
in P2 and G73 in P1.

Clustering analysis
We used the OC hierarchical clustering program (Barton 1993,
2002, 2004) to group similar configurations of the riboswitch
aptamer domain. Depending on an input pairwise root-meansquare distance (RMSD) matrix, the clustering algorithm iteratively combined the two closest clusters into one. The “cluster distance” was calculated based on all pairwise distances between
elements of two corresponding clusters. We used the mean of
all values to compute the distance between two clusters, and
the centroid structure of each cluster was chosen such that it
had the smallest average distance to other elements in the cluster.

22 × 22 mm cover glass, precleaned with piranha solution (sulfuric
acid and hydrogen peroxide in the ratio of 3:1) followed by a series of ethanol and distilled deionized water washing steps (Gell
et al. 2010). The piranha solution, being a strong oxidizing agent,
cleaned off most of the organic residues and hydroxylates from
the surface to facilitate the subsequent covalent bonding with
silanes.
We conjugated the RNA construct to coverslip surface by
adapting a standard protocol (Schlingman et al. 2011). Briefly, a
2% (w/v) silane-PEG-NHS (Nanocs, Inc.) solution prepared in
pure, dry DMSO was flowed into the flow cell and incubated at
room temperature for 2 h. The annealed handle-RNA construct
with -NH2 and biotin labels at either end was then flowed into
the flow cell and incubated in a humidity chamber for 1.5 h to allow covalent bonding between the NHS and the amine modification on DNA handle. 1.1% (w/v) 1.05 µm diameter streptavidincoated polystyrene beads (Bangs Laboratories, Inc.) were washed
twice in one of the buffers detailed above (i.e., apo buffer, TPP
buffer, Mg2+ buffer, or Mg2+ and TPP buffer) plus 0.1% Tween
20. The bead solution was then diluted 20 times and flowed
into the flow cell. The flow cell was then rinsed with 1% Pluronic
F-127 (BASF Group), and the ends were sealed with silicone
grease. The flow channel was left to sit at room temperature for
20–24 h.

RNA preparation for optical tweezer experiments
Optical tweezer experiments consisted of the TPP riboswitch
aptamer domain flanked at both ends by single-stranded DNA
extensions (sequence in the Supplemental Information) annealed
to 2 kbp DNA handles, each with a single-strand overhang. The
DNA handles were amplified from an arbitrarily selected stretch
of the pMAL-c5X vector (N8108, New England Biolabs, Inc.)
with primer sequences detailed in the Supplemental
Information. The 5′ end of the forward primer of handle 1 was
modified with an amine group (NH2) for binding to the N-hydroxysuccinimide (NHS) group of N-hydroxysuccinimide functionalized
polyethylene glycol (PEG-NHS) on the coverslip. To ensure a
single-strand overhang, we used an autosticky reverse primer
(Gal et al. 1999) with the tetrahydrofuran abasic site inserted 35
bases from its 5′ end, blocking the synthesis of the complementary strand for a 35-nt 5′ overhang that anneals to the 5′ DNA extension of the RNA construct. The 5′ end of the forward primer for
handle 2 was modified with biotin for linking to streptavidin-coated beads. Three phosphorothioate bonds were inserted 37 nt
bases from the 5′ end of the forward primer, inhibiting nuclease
digestion (Citartan et al. 2011). Handle 2 was then digested
with lambda exonuclease (M0262, New England Biolabs, Inc.),
which removes nucleotides from linearized double-stranded
DNA in the 5′ to 3′ direction, leaving a 3′ overhang on the complementary strand that anneals to the 3′ DNA extension of the
RNA construct (Nikiforov et al. 1994).
The efficiency of RNA construct to DNA handle annealing was
determined empirically by observing which dilutions of the constructs gave enough tethers to beads during tweezers experiments (Wen et al. 2007). To minimize the likelihood of finding
RNA constructs without both handles, we annealed the handles
with the RNA construct in 1:0.25:1 (H1:RNA:H2) molar ratio in
PBS (pH 8.3) buffer at room temperature for 2 h.
Flow cells (∼10 μL) were made by cutting a channel (2–3 mm
wide) into Parafilm sandwiched between a glass slide and

Optical tweezers and data acquisition
A custom-built, single-beam optical tweezer with a 1064 nm, ytterbium fiber laser (YLR-10-1064-LP, IPG Photonics Corp.) focused into the sample plane by a CFI60 Plan Apochromat
Lambda 60× N.A. 1.4 Oil Immersion Objective Lens (Nikon
Instruments Inc.) was used to trap the beads and pull on the handles. Measurements of the change in the construct length resulting from the pulling were made by determining the displacement
of the trapped bead from the optical trap center using quadrant
photodiode (QPD, QP45-Q-HVSD, First Sensor, Inc.) back focal
plane detection (Gittes and Schmidt 1998) as well as the translation of the nanostage (Nano-LP100, Mad City Labs, Inc.) holding
the cover glass. Force measurements were made by obtaining
calibration parameters (Tolic-Norrelykke et al. 2006), detection
sensitivity (β in V/µm) and stiffness (κ in pN/nm), from a nonlinear
Lorentzian fit of the power spectrum density of the QPD response
to a trapped bead subject to thermal fluctuations. The parameters
were used to convert the change in QPD voltage signal due to
displacement of a trapped bead from the trap center into a corresponding distance (nm) and then that displacement to a force
(pN). A trap stiffness of 0.2–0.3 pN/nm was used for all measurements. The data were acquired using an FPGA (PXI-7854R, NI)
and custom-written LabView VIs (NI).
The passive force time-series data were recorded at 1000 Hz for
100 sec at each force and filtered offline using a 25 msec moving
average filter (MATLAB, MathWorks Corp.). Under the passive
mode force setting, the optical tweezer was used with a fixed
trap where both the force and extension vary as the molecule undergoes structural transitions.
The MATLAB function findchangepts was used to partition
each of the 100 sec time-series data into various force levels.
The findchangepts function minimizes the sum of the residual error of a particular region in the data set from its local mean and
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returns a step at which the mean changes the most. Depending
upon the position of the stage, and hence the average force-extension of the RNA construct, the obtained mean forces were fitted to two or three Gaussian functions (using the MATLAB
Gaussian mixture model). The transition forces determined from
the multiple-Gaussian fit were used to define the folded (denoted
by higher force or shorter extension) and unfolded (denoted by
lower force or longer extensions) states. The mean dwell time of
a folded state was obtained by fitting the dwell times distribution
of the state to a single decay exponential function and calculating
the characteristic dwell time constant from the fit. The corresponding rate coefficient (unfolding rate, kon) was calculated as
the inverse of the mean dwell time. To first order approximations,
this rate constant depends exponentially upon the applied force
as given by two parameters Bell’s equation (Walcott 2008):


Fx
kon (F) = k0 exp
,
(3)
kb T
where F is the applied force, k0 is the rate at zero force, and kβ is
Boltzmann’s constant, T is the absolute temperature, and x is the
characteristic distance of the stretch. The logarithm of kon plotted
as a function of force was fitted with a linear equation to determine the kon at zero force from the y-intercept.
For force-extension experiments, the stage was repeatedly
translated along a horizontal direction at a step size of 5 nm. At
each position, after a wait time of 15 msec to a steady-state condition, data were collected for 2 msec at a 500 kHz rate and averaged before moving to the next position. The unfolding rips were
identified by sudden drops in force, which correspond to local
maxima in the force-extension curve (FEC).

SUPPLEMENTAL MATERIAL
Supplemental material is available for this article.
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SUPPLEMENTAL INFORMATION
SUPPLEMENTARY NOTES
Acceptor quenching in the presence of Mg2+ and TPP
Static quenching refers to the process by which a fluorophore is rendered non-fluorescent due to the formation
of a complex with another molecule, inducing a new, stable ground state. Decays to this ground state are nonphoton-emitting. This is often due to hydrophobically-induced stacking with elements of the labeled
macromolecule near the labeling site. This form of quenching does not affect the fluorescence lifetime, however,
as those fluorophores do not emit any photons while unaffected fluorophores emit normally. However, this results
in a net loss of fluorescence signal; thus, the mean of FD/FA is affected if either donor or fluorophore is more
likely to experience static quenching. Thus, changes in FRET efficiency are tractable most easily through the
change in the donor fluorescence lifetime. Static quenching differs from the case of dynamic quenching which
results from processes such as collisions of the fluorophore with "quencher" molecules. Dynamic quenching refers
to quenching by additional, non-radiative decay pathways that effectively increase the decay rate of the excitedstate population (thus reducing the fluorescence lifetime). In our case, we identified that in the closed
configuration (High-FRET), there is significant acceptor quenching that shifts the population upward over the
expected FD/FA ratio as given by the static FRET line. For that reason, we used two distinct FRET lines (Figure
2D). The corrected FRET line for the acceptor quenching overlays the High-FRET population. Note that the FD/FA
ratio reports on the fluorescence of the donor and acceptor, but 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 only reports on the donor quenching by
FRET, without considering the emission of the acceptor. This is one of the reasons why MFS is uniquely poised
to identify and quantify potential photophysical problems. For this reason, in this study we focus our analysis on
the one-dimensional projection of the 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 .
SUPPLEMENTARY METHODS
Sequences for Optical Tweezer DNA Extensions
The RNA-flanking DNA extension sequence is

5’ GGTATTAACGCCGCCTCACTTTTGTGGCGTTAGGTauauau TPP RIBOSWITCH uaacaa
CACGACGCCGATGGGTACCGCATCCCCCTTTCGCCA 3’
5’ GGTATTAACGCCGCCTCACTTTTGTGGCGTTAGGT auauau RNA uaacaa
CACGACGCCGATGGGTACCGCATCCCCCTTTCGCCA 3’
where capital letter nucleotides represent DNA bases. For each handle, the primer sequences are given by
Handle 1 – Forward primer: 5’ N CGCCGATCAACTGGGTGCCA 3’
Handle 1 – Reverse primer: 5’ ACCTAACGCCACAAAAGTGAGGCGGCGTTAATACC F TGCGCT 3’
Handle2-Forward primer: 5’
CACGACGCCGATGGGTACCGCATCCCCCTTTCGCCAG*C*T*GG 3’
Handle 2 - Reverse primer: 5’ b CGGCGGGTGTGGTGGTTACG 3’
where N refers to amine group modification, F refers to a tetrahydrofuran abasic site, * refers to a
phosphorothioate bond modification, and b refers to a biotin modification.
FRET with Multiparameter Fluorescence Spectroscopy
FD|D (FD) and FA|D (FA) are the signals to the donor and acceptor detection channels (green and red,
respectively) following donor excitation, corrected for their corresponding detection efficiencies and
𝐹𝐹
backgrounds. The ratio of donor over acceptor fluorescence is related to FRET efficiency as 𝐹𝐹𝐷𝐷|𝐷𝐷 =
𝛷𝛷𝐹𝐹𝐹𝐹

𝛷𝛷𝐹𝐹𝐹𝐹(0)

(𝐸𝐸 −1

𝐴𝐴|𝐷𝐷

𝐹𝐹

− 1), where 𝛷𝛷𝐹𝐹𝐹𝐹(0) and 𝛷𝛷𝐹𝐹𝐹𝐹 are the donor and acceptor quantum yields. Therefore, when 𝐹𝐹𝐷𝐷|𝐷𝐷 → ∞ ,

then the FRET efficiency, 𝐸𝐸, approaches 0, and when

𝐹𝐹𝐷𝐷|𝐷𝐷
𝐹𝐹𝐴𝐴|𝐷𝐷

𝐴𝐴|𝐷𝐷

→ 0, then 𝐸𝐸~1. 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 is the burst-integrated

fluorescence average lifetime of the donor fluorophore in the presence of acceptor, as determined by maximum
likelihood estimation for each burst. 𝐸𝐸 is related to 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 by 𝐸𝐸 = 1 − 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 /〈𝜏𝜏𝐷𝐷(0) 〉𝑓𝑓 in the case of nonexchanging, static FRET states.
Obtaining information about dynamic processes at sub-millisecond timescales is challenging, even for
smFRET experiments (Sisamakis et al. 2010). To overcome these challenges, we use MFS and its ability to map
biomolecular dynamics effects over several orders of magnitude in time (Felekyan et al. 2012; Felekyan et al.
2013; Dolino et al. 2016; Yanez Orozco et al. 2018; Tsytlonok et al. 2019; Sanabria et al. 2020). For example, if
molecules sample multiple conformational states during the observation time, a single average distribution over
the FRET intensity indicators FD/FA and the 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 will appear. On the contrary, if conformational states are
stable for times longer than the observation time (burst duration), isolated populations corresponding to each state
will show up. Moreover, due to intensity weighting of the calculated fluorescence lifetime distribution, the
weighted mean of the donor lifetime for exchanging states is biased toward longer lifetime states since more
photons from the donor fluorophore are observed in low-FRET states. Thus, in multidimensional histograms, the
observed population deviates from the expected relationship for static states that follow Förster theory, called the
static FRET line. This static FRET line, corrected for donor and acceptor quantum yields (and thus accounting
𝐹𝐹

𝛷𝛷𝐹𝐹𝐹𝐹

for factors such as partial dye quenching), follows 𝐹𝐹𝐷𝐷|𝐷𝐷 = 𝛷𝛷
𝐴𝐴|𝐷𝐷

𝐹𝐹𝐹𝐹(0)

〈𝜏𝜏

〉

�(1 − 〈𝜏𝜏𝐷𝐷(𝐴𝐴)〉 𝑓𝑓 )−1 − 1�, assuming the variance in
𝐷𝐷(0) 𝑓𝑓

distance due to linker dynamics for a given static state is negligible. As the variance in the underlying distance
distribution for static states increases, the line becomes skewed toward the right. Additional broadening of the
underlying distance distribution due to transitions between two or more conformational states leads to further
rightward skew in the FRET population away from the static FRET line corrected for linker movement. In this
case, between the points corresponding to the limiting states, the FRET population lays along the line
corresponding to an underlying distance distribution which is a fractional mixture of the limiting states, from
100% state 1 to 100% state 2. Therefore, plotting FD/FA against the average fluorescence lifetime 〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 per
single-molecule event, as done in Figure 2, serves as the first visual indicator of conformational dynamics. For
Mg2+ & TPP buffer conditions, we calculated two static FRET lines, one corresponding to the unquenched

acceptor population with 𝛷𝛷𝐹𝐹𝐹𝐹 = 0.48 and a second corresponding to nearly fully-quenched acceptor with 𝛷𝛷𝐹𝐹𝐹𝐹 =
0.01. A more detailed description of FRET line calculations beyond the qualitative details necessary for this work
is available elsewhere (Sanabria et al. 2020).
Our implementation of MFS with pulsed-interleaved excitation (PIE) also allows the use of apparent
stoichiometry, SPIE, to quantify the donor-to-acceptor stoichiometry for each molecule. SPIE is the ratio of photon
counts following donor excitation to the total number of photon counts after both excitation pulses, normalized
according to the fluorophore quantum yields and the ratio of donor to acceptor excitation intensities and
corrected for background, crosstalk from the donor to acceptor channel, and direct excitation of the acceptor by
the donor excitation laser (Hellenkamp et al. 2018).
𝐹𝐹
+𝐹𝐹𝐷𝐷|𝐷𝐷
𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 = 𝐹𝐹 𝐴𝐴|𝐷𝐷
(1)
+𝐹𝐹
+𝐹𝐹
𝐴𝐴|𝐷𝐷

𝐷𝐷|𝐷𝐷

𝐴𝐴|𝐴𝐴

Ensemble Time-Correlated Single Photon Counting (eTCSPC) analysis

Time-resolved fluorescence decays (F(t)) were modeled using a multi-exponential model given by
(𝑖𝑖)

(𝑖𝑖)

𝐹𝐹(𝑡𝑡) = �𝑥𝑥 exp(− 𝑡𝑡⁄𝜏𝜏 �
𝑖𝑖

(2)

where x(i) is the corresponding population fraction, and 𝜏𝜏 (𝑖𝑖) is the fluorescence lifetime component. Here, we
used a two-exponential model to fit TCSPC data, resulting in a reasonably low χ2. The species-averaged
lifetimes and fluorescence-averaged lifetimes are
〈𝜏𝜏〉𝑥𝑥 = ∑𝑖𝑖 𝑥𝑥 (𝑖𝑖) ⋅ 𝜏𝜏 (𝑖𝑖) , and
〈𝜏𝜏〉𝑓𝑓 =

∑𝑖𝑖 𝑥𝑥 (𝑖𝑖) ⋅�𝜏𝜏(𝑖𝑖) �
〈𝜏𝜏〉𝑥𝑥

2

(3)

,

Respectively, with x(i) and 𝜏𝜏 (𝑖𝑖) as defined above for Equation 2.
(𝑗𝑗)
To model a superposition of j Gaussian-distributed FRET states, with population fractions 𝑥𝑥𝐷𝐷𝐷𝐷 , one needs to
generate an interdye distance distribution p(RDA) following
𝑝𝑝(𝑅𝑅𝐷𝐷𝐷𝐷 ) =

(𝑗𝑗)

�𝑅𝑅𝐷𝐷𝐷𝐷 −〈𝑅𝑅𝐷𝐷𝐷𝐷 〉�
1
(𝑗𝑗)
∑𝑗𝑗 𝑥𝑥𝐷𝐷𝐷𝐷
exp �−
2 𝜎𝜎2
√2𝜋𝜋⋅𝜎𝜎𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷

2

�,

(4)

where 𝜎𝜎DA is the width of the distribution determined by the Accessible Volume of the fluorescent dyes. 〈𝑅𝑅𝐷𝐷𝐷𝐷 〉
is the mean interdye distance.

Filtered Fluorescence Correlation Spectroscopy
The primary observables probed by fFCS are the timescales of transitions between underlying states which
are reflected as changes in the fluorescence and anisotropy decays of samples as they diffuse through the
confocal volume. (Felekyan et al. 2012) As such, the timescales of transitions are limited to a degree by the
mean diffusion time of molecules through the confocal volume. Further, due to the complexity of the transition
rate matrix for multi-state systems, individual rate constants (e.g. kij) cannot be determined exactly. Instead, the
eigenvalues corresponding to the transition rate matrix can be probed by fitting the anti-correlation terms of the
fFCS curves with terms corresponding to the overall relaxation times (tR) corresponding to each rate eigenvalue.
As a result, the number of relaxation terms required to satisfactorily fit the fFCS cross-correlation curve for a
sample can be used to establish a lower limit on the number of exchanging states that underlie the transition
matrix (number of relaxation terms plus one) (Sanabria et al. 2020).
To properly fit the species auto- and cross-correlation function, 𝐺𝐺𝑖𝑖,𝑖𝑖 (𝑡𝑡𝑐𝑐 ) for auto and 𝐺𝐺𝑖𝑖,𝑚𝑚 (𝑡𝑡𝑐𝑐 ) for crosscorrelation, we used a set of equations given by
1
(𝑖𝑖,𝑖𝑖)
(𝑖𝑖,𝑖𝑖)
(𝑖𝑖,𝑖𝑖)
𝐺𝐺𝑖𝑖,𝑖𝑖 (𝑡𝑡𝑐𝑐 ) = 1 +
⋅ 𝐺𝐺𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (𝑡𝑡𝑐𝑐 ) ⋅ 𝐺𝐺𝑇𝑇 (𝑡𝑡𝑐𝑐 ) ⋅ 𝐺𝐺𝐵𝐵 (𝑡𝑡𝑐𝑐 )
𝑁𝑁𝐵𝐵𝐵𝐵
5
(5)
𝑡𝑡𝑐𝑐
(𝑦𝑦)
⋅ �1 + � 𝐴𝐴𝐶𝐶𝑖𝑖,𝑖𝑖 (exp �− (𝑦𝑦) � − 1)�
𝑡𝑡𝑅𝑅,(𝑖𝑖,𝑖𝑖)
𝑦𝑦=1

5

(𝑦𝑦)

1
𝑡𝑡𝑐𝑐
(𝑖𝑖,𝑚𝑚)
(𝑖𝑖,𝑚𝑚)
(𝑦𝑦)
𝐺𝐺𝑖𝑖,𝑚𝑚 (𝑡𝑡𝑐𝑐 ) = 1 +
⋅ 𝐺𝐺𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (𝑡𝑡𝑐𝑐 ) ⋅ 𝐺𝐺𝐵𝐵 (𝑡𝑡𝑐𝑐 ) ⋅ �1 − 𝐶𝐶𝐶𝐶𝑖𝑖,𝑚𝑚 � 𝐶𝐶𝐶𝐶𝑖𝑖,𝑚𝑚 exp �− (𝑦𝑦)
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𝑡𝑡
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𝑦𝑦=1

��

where 𝑡𝑡𝑅𝑅,(𝑖𝑖,𝑖𝑖) are the relaxation times that correspond to the y exchange times between selected filtered species (i,
(𝑦𝑦)

m) with corresponding absolute amplitudes of the species auto-correlation functions (sACF) 𝐴𝐴𝐶𝐶𝑖𝑖,𝑖𝑖 and the relative
(𝑦𝑦)

normalized amplitudes of the species cross-correlation function (sCCF) 𝐶𝐶𝐶𝐶𝑖𝑖,𝑚𝑚 , normalized to the absolute
amplitude CAi,m. The contribution to the correlation function from the triplet state or dark state kinetics of the
(𝑖𝑖,𝑖𝑖)

dyes is 𝐺𝐺𝑇𝑇 (𝑡𝑡𝑐𝑐 ) = �1 − 𝑇𝑇 (𝑖𝑖,𝑖𝑖) + 𝑇𝑇 (𝑖𝑖,𝑖𝑖) ⋅ exp �−

𝑡𝑡𝑐𝑐
(𝑖𝑖,𝑖𝑖)
𝑡𝑡𝑇𝑇

��, where 𝑇𝑇 (𝑖𝑖,𝑖𝑖) is the triplet state dynamics amplitude. NBr is

the average number of bright molecules in the focus corresponding to the sACF, and NCC in the sCCF corresponds
(𝑖𝑖,𝑖𝑖)
(𝑖𝑖,𝑖𝑖)
to the inverse of the initial amplitude 𝐺𝐺𝑖𝑖,𝑚𝑚 (0). 𝐺𝐺𝐵𝐵 (𝑡𝑡𝑐𝑐 ) is defined for the bleaching term as 𝐺𝐺𝐵𝐵 (𝑡𝑡𝑐𝑐 ) =
�1 − 𝐵𝐵 (𝑖𝑖,𝑖𝑖) + 𝐵𝐵 (𝑖𝑖,𝑖𝑖) ⋅ exp �−
(𝑖𝑖,𝑖𝑖)

𝑡𝑡𝑐𝑐
(𝑖𝑖,𝑖𝑖)

𝑡𝑡𝐵𝐵

��, where B is a fractional contribution to the correlation amplitude.

𝐺𝐺𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 (𝑡𝑡𝑐𝑐 ) is the diffusion term of species x:

where
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𝑡𝑡𝑐𝑐
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𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
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(6)

,
(𝑖𝑖,𝑖𝑖)

is a geometric parameter defining the confocal illumination volume, and 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the characteristic time

of diffusion. To model the conformational switching, we needed four relaxation times for both the sACF and
sCCF. This model complements the limiting states observed in TCSPC experiments.
Error propagation

To estimate the statistical uncertainty for the determined distances, we use an error propagation rule which
considers the uncertainty of the optimization algorithm while minimizing the figure of merit, χ 2 (Δχ2), and the
uncertainty associated with the orientation of the dyes, κ 2 (Δκ 2). For Δχ 2, we first calculate the maximum allowed
2
𝜒𝜒𝑟𝑟,max
for a given confidence level (P; e.g., for 2σ or P = 0.95), given by
2
2
(7)
𝜒𝜒𝑟𝑟,max
(𝑃𝑃) = 𝜒𝜒𝑟𝑟,min
⋅ �1 + 𝑛𝑛⁄𝜐𝜐 ⋅ cdf−1 (𝐹𝐹(𝑛𝑛, 𝜐𝜐, 𝑃𝑃)��
2
The minimum, 𝜒𝜒𝑟𝑟,min , is obtained from the fit for each of the identified distances, RDA. Here, n is the number
of data points fit, 𝜐𝜐 is the number of degrees of freedom in the fit, and cdf−1 (𝐹𝐹(𝑛𝑛, 𝜐𝜐, 𝑃𝑃)� is the inverse of the
cumulative distribution for the F-distribution for given n, 𝜐𝜐, and P. It is worth noting that increasing the number
of states in the model function tends to reduce χ2 through an increase in 𝜐𝜐, as each additional term introduces
additional fit parameters. To avoid over-fitting in this way, we only accept the addition of a term corresponding
to an additional state if it results in significant improvement to χ2 compared to the model with one fewer state.
Δκ2 is determined based on the arithmetic mean of the κ2 distribution. For the overall uncertainty, we apply the
following equation:
2 (𝜅𝜅 2 )
2 (𝑘𝑘
(8)
𝜀𝜀(𝜅𝜅 2 , 𝑘𝑘𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ) = 𝛥𝛥𝑅𝑅𝐷𝐷𝐷𝐷
+ 𝛥𝛥𝑅𝑅𝐷𝐷𝐷𝐷
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ),
2 (𝜅𝜅 2 )
2 (𝑘𝑘
where 𝛥𝛥𝑅𝑅𝐷𝐷𝐷𝐷
and 𝛥𝛥𝑅𝑅𝐷𝐷𝐷𝐷 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 ) are the distance uncertainty contributions due to the orientation factor and
the width of the FRET distance distribution, respectively.
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Table S1. Standard mix parameters (Armstrong et al. 2004; Talmard et al. 2007; La Verde et al. 2017).
Molecule
Molecular RH
Weight
(Å)
[kDa]
Thyroglobulin
669
86

γ-Globulin
Ovalbumin
Myoglobin
Vitamin B12

150
43
17.6
1.35

53
28
19
8.5

Table S2. Static FRET Lines
A)
Line equations
Sample
Apo
Mg
TPP
TPP&Mg2+
B)

FRET lines (x=〈 τ D(A)〉f)
(0.76/0.47)/((3.78/((-0.0427*x3)+(0.2999*x2)+0.4862*x+-0.0415))-1)
(0.72/0.38)/((3.61/((-0.0471*x3)+(0.317* x2)+0.4805*x+-0.0402))-1)
(0.61/0.32)/((3.76/((-0.0441*x3)+(0.2327*x2)+0.7660*x+-0.0712))-1)
(0.73/0.48)/((3.65/((-0.046*x3)+(0.3127*x2)+0.4819*x+-0.0405))-1)
(0.73/0.01)/((3.65/((-0.0461*x3)+(0.3129*x2)+0.4818*x+-0.0405))-1)
Correction Parameters

Sample

ΦD

ΦA

Apo
Mg
TPP
TPP&Mg2+

0.76
0.722
0.61
0.73

τD0 [ns]

0.47
0.38
0.32
0.48 (0.01 for
quenched A)

Detection Crosstalk Prob. Of
Eff.
G→R
Acceptor
Ratio,
(%)
Excitation
G/R
by Donor
Laser (%)
3.7
.017
.02
3.7
.017
.02
3.7
.017
.02
3.7
.017
.02

3.78
3.61
3.76
3.65

Table S3. χ 2improvement upon the addition of free parameters.
Sample
One Gaussian χ 2
Two Gaussian χ 2
Apo
6.8
2.5
Mg
15.0
2.4
TPP
3.6
2.0
TPP&Mg2+
9.3
2.8

BGG
[kHz]

BGR
[kHz]

.640
.651
.670
.435

.369
.381
.370
.305

Three Gaussian χ 2
2.1
2.1
2.0
2.6

Table S4. System setup with #counterions in APO, Mg2+, TPP, and Mg2+&TPP conditions for the riboswitch in
REXDMD simulations.
#
APO Mg2+ TPP Mg2+&TPP
counterions
Na+
77
1
80
2
Mg2+

-

38

-

39

Table S5. Ensemble Time-Correlated Single Photon Counting
A) Donor only Lifetime Decay
Species

τ1
[ns]

x1

τ2
[ns]

x2

τ3
[ns]

x3

τ4
[ns]

x4

〈τ〉x
[ns]

〈τ 〉f
[ns]

χr

2

Apo

3.95

0.59

2.42

0.14

0.79

0.11

0.09

0.16

2.771

3.618

2.01

TPP

3.85

0.54

2.29

0.15

0.80

0.12

0.09

0.19

2.536

3.492

2.23

Mg

4.18

0.53

2.69

0.17

0.82

0.11

0.10

0.19

2.781

3.822

2.75

TPP&Mg2+

4.04

0.57

2.77

0.17

0.88

0.09

0.10

0.17

2.867

3.724

2.21

B) Donor Acceptor Distances and fractions as model with a two Gaussian distributed state model
Species

RDA1 [Å]
±ε

σ1

x1

RDA2 [Å]
±ε

σ2

x2

χr

Apo

33.90±2.3

6

0.26

66.42±4.5

6

0.74

2.52

0.73

Mg

31.71±1.9

6

0.61

58.67±3.3

6

0.39

2.40

0.67

TPP

25.36±1.0

6

0.78

43.26±1.2

6

0.22

2.00

0.59

TPP&Mg2+

26.08±1.2

6

0.83

55.63±2.5

6

0.17

2.83

0.59

2

Donly

C) fFCS fit parameters. τ in units ms.
AC
Sample Correlation N
apo
LF-LF
1.062
HF-HF
1.062
Mg2+ LF-LF
0.429
HF-HF
1.051
TPP
LF-LF
0.528
HF-HF
1.024
Mg2+ LF-LF
0.325
& TPP
HF-HF
1.072
CC
N
Sample Correlation N
apo
LF-HF
3.491
HF-LF
2.220
Mg2+ LF-HF
3.443
HF-LF
2.401
TPP
LF-HF
6.541
HF-LF
6.446
Mg2+ LF-HF
6.057
& TPP
HF-LF
5.523

(w0/z0)2
4.415
4.415
4.415
4.415
4.415
4.415
4.415

τdiff
0.774
0.774
1.186
1.186
0.671
0.671
1.165

4.415
(w0/z0)2
(w0/z0)2
4.415
4.415
4.415
4.415
4.415
4.415
4.415

1.165 0.101
τdiff
τdiff
0.774
0.774
1.186
1.186
0.671
0.671
1.165

4.415

1.165

T
0.095
0.095
0.255
0.131
0.000
0.092
0.191

τT
0.000
0.000
0.000
0.000
0.003
0.003
0.000

Bi
0.132
0.132
0.100
0.109
0.000
0.081
0.011

τB
0.004
0.004
0.010
0.010
0.050
0.050
0.006

0.000 0.156 0.006
Bi
0.336
0.000
0.314
0.000
0.083
0.000
0.417

τB
1.626
1.626
3.219
3.219
11.033
11.033
1.521

0.314 1.521

AC1
0.005
0.005
0.069
0.107
0.278
0.118
0.167

τR1
0.002
0.002
0.004
0.004
0.001
0.001
0.000

τR3
0.435
0.435
1.150
1.150
0.098
0.098
0.072

AC4
0.000
0.000
0.000
0.000
0.000
0.000
0.018

τR4
3.246
3.246
3.219
3.219
2.381
2.381
1.521

AC5
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.084 0.000

0.049 0.003 0.088 0.072

0.018

1.521

0.000

CC1
0.194
0.194
0.235
0.235
0.450
0.450
0.628

CC2
0.089
0.089
0.089
0.089
0.205
0.205
0.148

τR3
0.435
0.435
1.150
1.150
0.098
0.098
0.071

CC4
0.515
0.515
0.463
0.463
0.224
0.224
0.173

τR4
3.246
3.246
10.598
10.598
2.381
2.381
1.883

CA
1.357
1.356
1.186
1.134
2.258
2.197
3.937

0.148 1.003 0.051 1.071

0.173

2.883

4.034

τR1
0.002
0.002
0.004
0.004
0.001
0.001
0.000

0.628 1.000

AC2
0.052
0.052
0.098
0.050
0.188
0.088
0.221

τR2
0.050
0.050
0.080
0.080
0.008
0.008
0.003

τR2
0.050
0.050
0.080
0.080
0.008
0.008
0.003

AC3
0.012
0.012
0.042
0.036
0.099
0.000
0.109

CC3
0.203
0.203
0.219
0.219
0.121
0.121
0.051

D) The value of χ2 for each Gaussian distribution model.
Sample
One Gaussian χ 2
Two Gaussian χ 2
Apo
6.8
2.5
Mg
15.0
2.4
TPP
3.6
2.0
2+
TPP&Mg
9.3
2.8

Three Gaussian χ 2
2.1
2.1
1.9
2.6

E) The diffusion time in each condition
Species
tdiff
Apo
0.91
Mg
1.16
TPP
1.55
2+
TPP&Mg
2.60
F) Anisotropy values of each sample
Sample/Anisotropy
rdonly (GG)
Apo
0.13
Mg
0.11
TPP
0.18
TPP&Mg2+
0.18

rDA (GR)
0.05
0.16
0.13
0.19

rDA(AA)
0.34
0.43
0.16
0.34

Figure S1. Coarse grained simulations. (A) RMSD as a function of coarse-grained time for TPP-riboswitch.
(B) Histogram of RMSD depicting the “close” and “open” states for TPP-riboswitch. (C–D) Representative
conformations of “closed” and “open” states in TPP-riboswitch. The blue and red loop regions correspond to the
5’ and 3’ ends.

Figure S2. Riboswitch binding to TPP. (A) Example chromatogram of labeled and unlabeled aptamer in the
presence of 200 mM Mg2+ only. Aptamer domain was monitored at 260 nm, the donor label at 485 nm, and the
acceptor label at 650 nm. The Donor-Acceptor (DA) – labeled aptamer domain eluted at ~ 9mL (peak I) and
donor only labeled eluted at ~ 11 mL (peak II). (B) Calculated hydrodynamic radius (RH) for the unlabeled and
labeled aptamer domain based on calibration curves from measurements of mass standards (Table S1).
Experiments were performed in triplicate and standard deviation of the resulting RH is presented as error bars.
Black dashed lines follow the binding isotherm fit from panel C. For the DA-labeled aptamer domains, the same
fit curve is displayed but shifted by the difference in the apparent RH in in the absence of TPP. (C) Binding
isotherm for unlabeled TPP riboswitch was fit assuming complete saturation at 2 mM.

Figure S3. MFS Analysis was restricted to bursts with values of SPIE between .3 and .7 to further reduce the
number of molecules analyzed with inactive acceptor and to further ensure 1:1 donor to acceptor stoichiometry.
0.5 stoichiometry is the ideal case for which, after accounting for all correction parameters to normalize donor
and acceptor photon counts, the number of photons observed during donor excitation account for half the total
observed photons during donor and acceptor excitation, or the case in which one active acceptor and one active
donor are present. Transitions between active and inactive states, or unquenched and quenched states of the
fluorophores, as well as statistical variability in fluorescence events and uncertainty in correction parameters,
contribute to deviations from 𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 = 0.5 even in the ideal 1:1 stoichiometry case. Colored regions of each plot
represent the selected data which was used for analysis in Figure 3. Utilized correction parameters are in Table
S2, B.

Figure S4. A) SPIE histograms for standards used to quantify instrumental correction parameters (Table S2 B) by
single-molecule PIE measurements. When properly corrected, Rhodamine-110 peaks near SPIE=1, Alexa-647
peaks near SPIE=0, and the DNA standard with 9 bp fluorophore separation will have 3 resolvable peaks
corresponding to Acceptor-only, Donor and Acceptor labeled, and Donor-only molecules, respectively.
(Hellenkamp et al. 2018) The used DNA was characterized as part of a multi-laboratory study for establishing
quantitative FRET standards. (Hellenkamp et al. 2018) Orange indicates the burst selection according to SPIE,
from 0.3<SPIE<0.7. B) MFD histogram for DNA with 9 bp fluorophore separation with the ratio of donor over
acceptor fluorescence (FD/FA) vs the average fluorescence lifetime of the donor in the presence of acceptor
〈𝜏𝜏𝐷𝐷(𝐴𝐴) 〉𝑓𝑓 . Orange indicates bursts selected according to SPIE as in A. Grey contours indicate bursts without SPIE
selection, exhibiting a distinct separation between the Donor-only population and the FRET population due to the
high apparent FRET of the sample.

Figure S5. Absorption spectrum measured for FRET-labeled TPP riboswitch. Concentrations of the fluorophores
were calculated based on the absorption at peak after fitting to the total absorption spectrum of the labeled
riboswitch sample. The extinction coefficients for Alexa 488 and Cy5 are εA488 = 73000 cm-1 M-1 and εA488 =
250000 cm-1 M-1, respectively. 1 cm was used for the optical path length. The relative concentrations of the
fluorophores indicate incomplete labeling of the riboswitch sample. However, there is not an overwhelming
majority of molecules with only one of the two fluorophores, and selection by SPIE allows analysis to be performed
only on molecules with both active acceptor and donor fluorophores.

Figure S6. Time-resolved fluorescence decays in each experimental condition. Each fit model term corresponds
to a state with Gaussian-distributed interdye distance described by the donor fluorescence lifetime of that term.
Each DA curve is fit with a no-FRET decay term in addition to two FRET-exhibiting state fluorescence decay
terms. The fluorescence lifetimes resulting from the fits correspond to representative averages of quicklyexchanging, FRET-exhibiting ensembles of states. Corresponding weighted residuals (w. res.) are shown above
each fluorescence decay curve.

Figure S7. Accessible volumes from AV simulations of donor and acceptor for the TPP riboswitch closed state
from the crystal structure. The donor Alexa-488 AV is shown in green, while the acceptor Cy5 AV is shown in
red.

Figure S8. Filtered FCS Species auto and cross-correlation (sACF and sCCF) function for TPP riboswitch in a
variety of experimental conditions. Timescales for transitions between filtered species appear in the sCCFs as
anti-correlation terms and are indicated on both sCCF and sACF curves by dotted black lines. Because filtered
species correspond to different FRET states, these correlation times correspond to timescales of transitions which
result in changes of FRET efficiency.

Figure S9. Amplitudes of the filter components used for fFCS analysis of the TPP riboswitch in Apo conditions
based on the fFCS methodology described in (Felekyan et al. 2012), with maximum values of each component
normalized to 1. The mixture represents the donor fluorescence decay for the measured sample, or the mixture of
the filter component species (in this case, FRET-labeled TPP riboswitch in the Apo buffer). The instrument
response function (IRF) component is not correlated in Figure S5, instead being defined as an unused filter
component to remove it from correlated signal. The high FRET (HF) and low FRET (LF) filter components were
defined using software-generated, idealized donor fluorescence decay signals with fixed lifetimes to encapsulate
the high and low FRET fluorescence decay regimes. The mixture decay represents the fluorescence decay
observed from the FRET-sensitized donor of the FRET-labeled TPP riboswitch. The HF donor lifetime was set
to 0.38 ns, while the donor lifetime was set to 3.10 ns for apo, 2.90 ns for Mg2+, 3.20 ns for TPP, and 3.10 ns for
Mg2+ & TPP. While filter quality, including accuracy of filter component lifetimes, has been seen to distort
correlation term amplitudes, the correlation times in these cases can still be correctly recovered (Felekyan et al.
2012).

Figure S10. Snapshots depicting the co-stacking of U39 and G73 bases in apo (top panel, α, β, γ) and Mg2+&TPP
conditions (bottom panel, α’, β, δ). The Mg2+ are shown as purple spheres, nucleotides U39 and G73 are shown
in ball-and-stick representation, and the neighboring bases are colored in green.

Figure S11. (A) Time evolution of the inter-arm (G25 and U56) distance and (B) time evolution of the co-stacked
distance (U39 and G73) of the riboswitch in apo condition. The total simulation time for each replica is 200 ns,
and the sixteen individual trajectories corresponding to replicas 1-16 are shaded to separate the different replicas.
The basins correspond to open state with no co-stacking (α), open state with co-stacking (β), and partially closed
state with co-stacking (γ) are marked.

Figure S12. (A) Time evolution of the inter-arm (G25 and U56) distance and (B) time evolution of the co-stacked
distance (U39 and G73) of the riboswitch in Mg2+ ion condition. The total simulation time for each replica is 200
ns, and the sixteen individual trajectories corresponding to replicas 1-16 are shaded to separate the different
replicas. The basins correspond to open state with no co-stacking (α'), open state with co-stacking (β), and partially
closed state with co-stacking (γ') are marked.

Figure S13. (A) Time evolution of the inter-arm (G25 and U56) distance and (B) time evolution of the co-stacked
distance (U39 and G73) of the riboswitch in TPP condition. The total simulation time for each replica is 200 ns,
and the sixteen individual trajectories corresponding to replicas 1-16 are shaded to separate the different replicas.
The basins correspond to open state with no co-stacking (α''), open state with co-stacking (β'), and partially closed
state with co-stacking (γ) are marked.

Figure S14. (A) Time evolution of the inter-arm (G25 and U56) distance and (B) time evolution of the co-stacked
distance (U39 and G73) of the riboswitch in Mg2+ & TPP condition. The total simulation time for each replica is
200 ns, and the sixteen individual trajectories corresponding to replicas 1-16 are shaded to separate the different
replicas. Partial refolding is observed e.g. in replicas 5, 6, and 11 of Panel A and the native state is found to be
stable in Mg2+ & TPP buffer. The basins correspond to open state with no co-stacking (α'), open state with costacking (β), partially closed state with co-stacking (γ), and closed state with co-stacking (δ) are marked.

Figure S15. 2D PMFs relating C6.C1’-G73.C1’ pair distance to the U39-G73 co-stacking distance in apo (A),
Mg2+ (B), TPP (C), and Mg2+ & TPP (D) simulation conditions. (E) Co-planar base-pairing of C6-G73
concomitant with P1/P2 co-stacking (U39/G73). (F) Buckling of C6-G73 base-pair and loss of P1/P2 co-stacking.

Streptavidin
-NH2
Biotin
-NHS
Blocked
Silane

Figure S16. Schematic of riboswitch stretching and passive force dynamics optical tweezer experiments (not to
scale). The NH2-modified end of DNA-TPP riboswitch construct is anchored to the previously silanized
coverglass using NHS-amine chemistry. The biotin-modified end is linked to a streptavidin-coated bead, which
is trapped by the optical tweezer. The coverslip is translated relative to the fixed trap pulling the riboswitch
construct. The pulling force is calculated using the calibrated trap stiffness and the displacement of the bead center
from the center of the optical trap. The stretching displacement is calculated using the known stage translation,
the displacement of the bead from the center of the optical trap, and the geometry of the DNA-TPP
riboswitch/bead construct.

Figure S17. Histogram of riboswitch folded state dwell time measured in the presence of 4.8 mM TPP and 0.5
M Mg2+ at (A) 42.6 pN, N=309, and (B) 43.7 pN, N=319. The characteristic dwell times were τoff = 74.2 ± 7.2
and τoff = 61.1 ± 8.2 (single exponential decay fit constant ± std. error of the fit) respectively.
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Abstract
The protein p27, a prominent regulatory protein in eukaryotes and an intrinsically disordered protein (IDP),
regulates cell division by causing cell cycle arrest when bound in ternary complex with cyclin-dependent
kinase (Cdk2) and cyclins (e.g., Cdk2/Cyclin A). We present an integrative study of p27 and its binding to
Cdk2/Cyclin A complex by performing single-molecule multiparameter fluorescence spectroscopy, stoppedflow experiments, and molecular dynamics simulations. Our results suggest that unbound p27 adopts a
compact conformation and undergoes conformational dynamics across several orders of magnitude in time
(nano-to milliseconds), reflecting a multi-step mechanism for binding Cdk2/Cyclin A. Mutagenesis studies
reveal that the region D1 in p27 plays a significant role in mediating the association kinetics, undergoing
conformational rearrangement upon initial binding. Additionally, FRET experiments indicate an expansion of
p27 throughout binding. The detected local and long-range structural dynamics suggest that p27 exhibits a
limited binding surface in the unbound form, and stochastic conformational changes in D1 facilitate initial
binding to Cdk2/Cyclin A complex. Furthermore, the post-kinase inhibitory domain (post-KID) region of p27
exchanges between distinct conformational ensembles: an extended regime exhibiting worm-like chain
behavior, and a compact ensemble, which may protect p27 against nonspecific interactions. In summary, the
binding interaction involves three steps: (i) D1 initiates binding, (ii) p27 wraps around Cdk2/Cyclin A and D2
binds, and (iii) the fully-formed fuzzy ternary complex is formed concomitantly with an extension of the postKID region. An understanding of how the IDP nature of p27 underpins its functional interactions with Cdk2/
Cyclin A provides insight into the complex binding mechanisms of IDPs and their regulatory mechanisms.
© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction
A significant fraction of the eukaryotic proteome is
unable to adopt a proper fold autonomously. These
proteins are called intrinsically disordered proteins
(IDPs). In fact, in silico prediction estimates that
30e40% of eukaryotic protein sequences contain
long disordered regions under physiological conditions [1], and, so far, more than 800 IDPs are
available in the DisProt database [2]. It is now widely

recognized that both disordered and ordered segments contribute to the activity of the proteins [3] and
that these disordered regions can adopt ordered
configurations or maintain functional disorder when
bound to ordered domains [4e8]. Further, investigations of IDPs have shown that they can switch
between conformational ensembles while maintaining their dynamic, disordered nature [9e14]. This
switching behavior can occur stochastically for
isolated IDPs [12] or can be induced through binding

0022-2836/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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interactions [13] or post-translational modifications
like phosphorylation [14].
A prominent example of such a disordered-toordered transition upon binding is the multistep
binding mechanism of p27 Kip1 (p27). p27 is a
prototypical IDP that belongs to the Kip family of
cyclin-dependent kinase inhibitor proteins. p27
regulates eukaryotic cell division by interacting with
several cyclin-dependent kinase Cdk2/Cyclin complexes, phosphorylation, ubiquitination, and proteasomal degradation [15,16]. Mis-regulation of p27
function is significant in the progression of epithelial
cancers, including those of colon, breast, prostate,
lung, and ovary, as well as of brain tumors and
lymphomas [17]. The crystal structure of the p27
kinase inhibitory domain (KID) in complex with Cdk2/
Cyclin A has provided insights into the mechanism
by which p27 blocks the activity of the complex. p27
binds the Cdk2/Cyclin A complex by inserting Tyr88
of the KID domain into the ATP-binding pocket of
Cdk2, thereby preventing catalytic activity [18]. This
binding mode was among the first to be studied due
to its functional importance and involvement in
disease [19]. Regulation of p27 occurs via Tyr88phosphorylation by nonreceptor Tyr kinase (NRTK)
Lyn and oncogene product BCR-ABL followed by
intramolecular phosphorylation by Cdk2 at Thr187.
Recently, we have proposed that bound p27
dynamically anticipates its phosphorylation through
its intrinsic flexibility; hence, integrating various
biological signaling inputs that result in altered
Cdk2 activity, p27 stability, and, ultimately, cell
cycle progression [20].
For investigating the mechanism of p27 binding
€rster
with Cdk2/Cyclin A, we used single-molecule Fo
Resonance Energy Transfer (smFRET) [21,22],
single-molecule Fluorescence Anisotropy (smFA),
stopped-flow kinetics studies, and replica-exchange
discrete molecular dynamics simulations (rxDMD)
[23]. Previously, we used a similar approach to
identify distinct conformational states in a protein
exhibiting fast dynamics by integrating smFRET and
rxDMD [20]. Results of this study suggest that p27
undergoes a multi-step binding mechanism involving
initial Cdk2/Cyclin A complex recognition by conformational selection followed by local induced
folding in the binding region and further expansion
to complete the ternary complex. Moreover, we find
that the fully disordered region D1 in p27 serves as
the guiding region for interaction with Cyclin A. In
each step, the intrinsic flexibility in p27 dictates the
interactions with the Cdk2/Cyclin A complex. This
mechanism steers the interaction pathway toward a
tightly bound inhibitory complex, with Cdk2/Cyclin A
as the template for the final configuration of p27. In
summary, the binding interaction involves three
steps: (i) binding is initiated by domain 1 (D1), (ii)
p27 wraps around Cdk2/Cyclin A by the binding of
domain 2 (D2) and finally (iii) extension of the post-

KID region (PKR) to reach the fully-formed ternary
complex.

Results
Local flexibility of p27 reduced upon binding to
Cdk2/Cyclin A
For detailing how the local structural dynamics of
p27 are affected by interactions with the Cdk2/Cyclin
A complex, we performed single-molecule fluorescence anisotropy (smFA) experiments with timecorrelated single-photon counting (TCSPC) data
registration for the unbound p27. We compared
them with recently published results for the bound
form [20]. For these experiments, we labeled
residues in and near the KID region of p27 with
BODIPY-FL, namely sites C29, C40, C54, C75, and
C93, mutated to cysteines (Fig. 1). Fluorescence
emission from each single-molecule event was
collected into parallel and perpendicular detector
channels and used to calculate the average anisotropy per burst. The resulting distributions were
quantified using photon distribution analysis (anisotropy PDA) [24,25]. smFA studies have been
successfully employed to map protein mechanics

Fig. 1. Schematic representation of p27 and labeling
sites, and cartoon representing p27 bound to Cdk2/
Cyclin A. (a) Schematic diagram for p27 full-length
protein. We show cysteine substitutions used for labeling
along with the kinase inhibitory domain (KID). KID contains
domain 1 (D1, light red), linker helix (LH, blue), domain 2
(D2, dark red). We refer to the remaining C-terminal
residues as the post-KID region (PKR, dark yellow). (b)
The interaction of p27KID with Cdk2/Cyclin A complex is
shown based on the deposited crystal structure in the PDB
(PDB: 1JSU) [18] and molecular dynamics simulations
[59].
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Fig. 2. Single-molecule fluorescence anisotropy reveals local dynamics. (a) Two-dimensional frequency
histograms correlate the average fluorescence lifetime (CtGDf) of the BODIPY label on the x-axis vs. scatter-corrected
anisotropy (rG) on the y-axis. We present one-dimensional frequency histograms along the axis and number of bursts at
the right top corner. In grey are the Perrin equation (Eq. (10)) lines for the average rotational correlation time CrG D. There is
a clear shift toward higher CrG D for bound p27 compared to the free form. (b) Both average anisotropy CrG D and rotational
correlation time CrG D of p27 BODIPY-labeled samples increase when bound to Cdk2/Cyclin A (blue) compared to free p27
(green), indicating loss of flexibility throughout p27. Table S1 summarizes fit results and Fig. S1 shows the other variants.
 
P dx 2 2
2
syi .
Error bars represent the uncertainties as calculated by error propagation from Table S1, according to sx ¼
dyi
i

and hydrodynamics in a benchmark study [26]. Fig. 2
summarizes the results of the experiments with p27.
For sites C29 and C40 in D1, apparent shifts were
observed in the mean scatter-corrected fluorescence anisotropy ðCrG DÞ to higher values in the
bound p27 compared to the unbound protein. C54 in
the LH region shows a similar increase in CrG D, albeit
to a lesser extent. In each case, there was a definite
shift in the rG distribution, exemplified by that shown
in the MFD histogram in Fig. 2a. For C75 and C93 in
D2, the mean values of rG showed little change and
no apparent shift in the overall rG distribution. These
changes were also reflected in the mean rotational
correlation times (CrG D) of the samples (Fig. 2b,
Fig. S1). PDA revealed two long-lived states with
distinct anisotropies, high and low, respectively (rGH,
rGL ). Further, each free p27 sample exhibited a
significantly higher fraction of the low anisotropy
population compared to bound p27 (Table S1). The
variants with labels in the p27KID region (C29, C40,
C54) showed apparent increases in rGH, which do not
occur for the samples with labels in or close to the
PKR.
The profound changes in CrG D, calculated according to the Perrin equation (Eq. (10)), for the D1 and
LH regions, in contrast to D2, indicate a distinct loss
of local flexibility upon p27 binding with Cdk2/Cyclin
A, suggesting the importance of these regions for
recognition and binding of the complex. Further,
anisotropy results show that p27 was free to sample
high and low anisotropy states both when free and
bound. However, binding resulted in a bias toward
the high-anisotropy, low-flexibility states in the
p27KID region. We conclude that rapid conforma-

tional sampling in the free form is essential for initial
Cdk2/Cyclin A recognition and binding. At the same
time, the high-anisotropy state is necessary for the
binding interaction, becoming rotationally stabilized
in the bound form.
Expansion of p27 upon binding to Cdk2/Cyclin A
For monitoring the overall conformation of p27 and
its long-range dynamics, we used time-resolved,
smFRET experiments (detailed in Methods). We
engineered p27 variants with pairs of cysteine
mutations at the residue pairs 29e54, 54e93, and
75e110 for FRET pair labeling [20]. These samples
were labeled with Alexa 488 and Alexa 647 as donor
and acceptor respectively, as previously reported
[20]. These three FRET variants allowed us to probe
the dynamics and relative distances of residues in
the D1/LH (linker helix) (p27-C29-C54), LH/D2 (p27C54-C93) and D2/PKR (p27-C75-C110), representing the different regions of interaction with the Cdk2/
Cyclin A complex.
We monitored long-range dynamics by observing
correlated changes of two FRET indicators of p27,
the intensity-based FRET efficiency (E) versus the
donor fluorescence-weighted average lifetime (CtD(A)Df). We performed experiments for FRET variants
in the free form and compared them to the data that
we had obtained previously for p27 bound to Cdk2/
Cyclin A (Fig. 3). For example, p27-C29-C54
displayed a unimodal distribution at a high FRET
efficiency with a maximum at E ¼ 0.85 and CtD(A)Df
¼ 1.5 ns in the free form. When bound to Cdk2/
Cyclin A, the population peak shifted to a lower
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€ rster Resonance Energy Transfer reveals the expansion of p27 when bound to Cdk2/
Fig. 3. Single-molecule Fo
Cyclin A. (a) The two-dimensional frequency histogram correlates the average fluorescence lifetime (CtD(A)Df) with the
FRET efficiency. The mean FRET efficiency for the sample p27-C29-C54 decreases significantly from the free to the
bound form, indicating a longer inter-fluorophore distance. For each FRET indicator, we present the one-dimensional
frequency histograms along the axes and number of bursts at the right top corner. Static FRET lines are in black. In grey,
we display the bleaching line for both conditions. For the p27 alone, we added the dynamic WLC line in magenta, and for
the Cdk2/Cyclin A bound to p27, the dynamic line as a dashed cyan line. (b) Time-resolved fluorescence decays for
extracted DA (dark green), and DOnly populations (light green) from MFD histograms. The instrument response function
(IRF) is shown in grey. Weighted residuals for the respective fit model (multi-exponential for DOnly (Eq. (9)), WLC for free
p27) are shown on top. All bursts from the 2D histograms below E of ~0.18 were considered to belong to the DOnly
population, i.e., either missing an active acceptor and too far D-A distances to allow for significant FRET to happen. Details
are in Methods; Table S2 summarizes fit results. (c) FRET-induced donor decays as a function of critical distance, e(RDA,
C), for seTCSPC analysis (Eqs. (7) and (8)). The black fit lines correspond to the WLC model for the free p27 and the two
Gaussian states model for the p27 bound to Cdk2/Cyclin A. Raw data for free and bound p27 are shown in green and blue,
respectively. We qualitatively compare the D-A distance with the highest probability from e(t) for the different double
cysteine variants of p27 free and bound to Cdk2/Cyclin A. There is a clear shift toward longer RDA;c for bound p27
compared to free p27. (d) The mean interdye distances and error bars calculated according to the WLC model for free p27
(Table 1) in green and according to data in previous work for the complex [20] in blue.

FRET efficiency at E ¼ 0.45 with CtD(A)Df ¼ 2.5 ns
(Fig. 3a). These changes in the FRET indicators
indicate that, on average, the donor and acceptor are
in closer proximity in the free form of p27 as
compared to p27 bound to Cdk2/Cyclin A. A similar
trend occurred in the two other FRET variants, p27C54-C93 and p27-C75-C110, as shown in Fig. S2. It
is worth noting that each of these samples contained
a significant population of molecules with either
donor label only or inactive acceptor, identified by
E~0.0 and CtD(A)Df~ 3.5e4.0 ns.
To quantify the extension between the FRET
labels, we used sub-ensemble time-correlated sin-

gle-photon counting (seTCSPC, see Methods).
Here, we selectively analyzed the “DA” and
“DOnly” (E< ~ 0.15) populations and constructed
photon arrival time histograms. The fluorescence
decays were fit with an interdye distance model that
considers p27 as a Worm-Like-Chain (WLC, Eqs.
(4)e(6)) in the free form (Fig. 3b) and we compared
them with the recently reported population distance
distributions for the complex form [20]. To best
identify the mean interdye distance, we treated the
FRET-induced (DA) donor fluorescence decay, e(t),
via a model-free approach. We obtained e(RDA, C) as
a function of the critical distance by a transformation

3002

p27 multi-step binding mechanism to Cdk2/Cyclin A

of the time axis to a critical distance axis, as detailed
in Peulen et al. (2017) [27]. We found that the
distribution peaked at 46 Å for the shown variant
p27-C29-C54 (Fig. 3c). For the complex form, the
peak shifted to 51 Å while the shape of the
distribution was unchanged. In contrast, p27-C54C93 showed both a shift of the maximum to higher
distance and a reduction of tailing toward high FRET
efficiency in the bound form. Bound p27-C75-C110
exhibited a similar shift again, but with an additional
sharpening of the distribution. Thus, in all cases,
complex formation led to a greater interdye distance,
suggesting a general elongation of p27 molecules
(Fig. S3).
For connecting the sub-ensemble representation
of the WLC with the FRET efficiency distribution, we
overlaid a FRET line on the MFD histograms using
the relevant WLC parameters (Methods). This line
(magenta) describes the polymeric characteristics of
a WLC with a maximum extended length, L, and
persistence length, lp (Fig. 3a and Table 1). The
WLC FRET line accurately captures the distribution
of the FRET population in the MFD histogram for the
free form. In contrast, the previously published
dynamic FRET line (cyan) describes the dynamics
in the ternary complex [20]. Additionally, we calculated the predicted mean interdye distance from the
WLC model for each sample for later comparison to
simulation (Table 1).
In summarizing the structural changes indicated
by the FRET distributions and fitted models, we
observed that for each labeled variant, the interdye
distance increased significantly upon binding to the
Cdk2/Cyclin A complex. In Fig. 3d, we compared the
average mean interdye distance observed for all
FRET variants in the free form using the WLC model
and bound to the Cdk2/Cyclin A using a weighted
average of the limiting states as previously determined [20]. Thus, we concluded that p27 acquires a
more expanded configuration when in the ternary
complex. Further, the WLC nature of free p27 allows
the protein to sample a large ensemble of configurations spanning from compact to extended,

suggesting that p27 stochastic conformational
changes are required for binding with Cdk2/Cyclin
A through in the extended conformation. Additionally, the continuation of intrinsic p27 dynamics,
although biased toward extended configurations
upon binding, is compatible with a dynamic flycasting mechanism in the transition to a final, incomplex, induced configuration.
A dynamic binding to Cdk2/Cyclin A
The interdye distance distributions described
above indicate a dynamic system that exchanges
between an ensemble of local and long-range
configurations on timescales that are faster than
the observation times of individual molecules as
determined by their diffusion properties. To further
quantify the dynamics of p27 in its free form,
including the diffusion time, we used filtered fluorescence correlation spectroscopy (fFCS) [28e31].
For fFCS, we deconvolved the observed fluorescence signal based on polarization- and spectrallyresolved fluorescence decays into component signals assigned to different fluorescence species.
These sorted signals were, in turn, correlated with
standard fluorescence fluctuation algorithms. By
using a multiexponential relaxation model to characterize exchange processes between various
populations at different FRET efficiencies (see
Methods), we globally fit the species Auto- (sACF)
and species Cross-Correlation functions (sCCF) with
Eqs. (11) and (12) for each FRET variant. Fig. 4
shows an exemplary set of correlation curves for the
FRET variant p27-C29-C54 (other variants in
Fig. S4). The fit model includes factors associated
with structural fluctuations, diffusion parameters,
and photophysical effects. The factor associated
with structural fluctuations, and thus, changes in
FRET efficiency, is given by a sum of four
exponential decay terms.
Fig. 4b shows the timescales and amplitudes
associated with these terms as a bar plot. We note
that out of the four relaxation terms, only the fastest

Table 1. Interdye distances calculated from experiment and from AV simulations, as well as persistence lengths from the
worm-like chain model. The maximal length is the fully extended polymer length for the worm-like chain model, reported
with a 95% confidence interval. k and lP are reported for both fits of experimental data and AV simulations. There is general
agreement between lP from experiment and simulation, and those derived from simulation fit well within the confidence
interval set by the experiment. Further, CRDA;Sim D calculated directly from AV simulations agree with CRDA;Exp D determined
from the WLC model. All distances are expressed in angstroms (Å).
Sample/value
CRDA;Exp D[Å]
CRDA;Sim D[Å]
Max Length [Å]

kDA;Exp
kDA;Sim
lP;Exp [Å]
lP;Sim [Å]

C29eC54

C54eC93

C75eC110

30.9 (27.6e38.1)
37.6
73.8 (62.0e104.0)
0.39
0.50
29.0 (19.0e47.0)
37.0

41.8 (40.3e44.8)
44.4
56.1 (50.0e62.0)
1.02
1.00
57.0 (42.0e94.0)
56.1

39.3 (35.3e44.6)
37.4
67.7 (63.0e73.0)
0.60
0.56
41.4 (36.0e49.0)
37.8
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Fig. 4. Filtered fluorescence correlation spectroscopy reveals sub-millisecond conformational dynamics. (a)
Filtered FCS auto (left) and cross (right) correlations. Residuals of the fits for species-specific auto (sACF) and crosscorrelation functions (sCCF) are shown at the top of each correlation curve. Global fitting allowed internally consistent
identification of timescales of conformational dynamics and photophysical effects. (b) Extracted anticorrelation terms for
the p27-C29-C54, p27-C54-C93, and p27-C75-C110 variants free in solution. Bar plot for population fractions vs.
correlation time is shown at the top. p27-C29-C54 exhibits the fastest dynamics in the timescale typical of fast chain
dynamics. (c) Characteristic diffusion time for p27 free and bound to Cdk2/Cyclin A was determined by fFCS. The diffusion
time is faster for the free form (green) in all double cysteine variants compared to the bound form (blue). Table S3
summarizes all fFCS fit parameters.

terms exhibit significant differences between the
FRET variants. In contrast, the amplitudes of the
respective relaxation terms are very similar among
the variants. In particular, we observe that the fastest
term corresponded to the FRET variant p27-C29C54, followed by the p27-C54-C93, and lastly, p27C75-C110. Because these FRET pairs indicated the
timescales of dynamics observed in the regions D1/
LH, LH/D2, and D2/PKR respectively, we can
conclude that fast exchanges occurring in D1 are
critical in guiding the expansion of p27. In contrast,
the PKR dynamics would serve as the rate-limiting
step in the overall opening.
As part of the fFCS analysis, we also obtained the
characteristic diffusion time tdiff that can be related to
the hydrodynamic radius of p27 free and in complex
using the Stokes-Einstein relationship (Table S3,
S4). A comparison of tdiff for each sample corroborated our findings from smFRET and seTCSPC data
that p27 expands from its free form to the complex
form (Fig. 4c and Table S3).
Weak interactions guiding p27KID binding with
Cyclin A
Next, to understand the mechanistic details of the
transition between unfolded and bound, expanded
conformations of p27KID, we performed a series of
rapid-mixing experiments with truncated p27KID
(Fig. 1). Intrinsic tryptophan fluorescence in Cyclin
A (W217, W372), Cdk2 (W167, W187, W227,
W243), and p27KID (W60, W76) allowed direct
monitoring of the kinetics of binding. Upon p27KID
binding to Cyclin A, we detected both a very fast and
a slow phase associated with a decrease and an

increase in fluorescence, respectively (Fig. S5). For
p27KID binding, fluorescence kinetics could be
adequately fitted by two exponentials at 25  C. The
dependence of the observed fast rate on p27KID
concentration is linear, whereas the slow rate is
independent of p27KID concentration (Fig. 5a, dark
grey lines correspond to increasing concentrations
of p27; yellow line for experiments at increasing
concentration of Cyclin A). These data suggest that
after the initial fast binding reaction of p27KID with
Cyclin A, one of the proteins undergoes slower
structural rearrangements associated with less
quenching of the tryptophan fluorescence. The
slope of the linear fit gives the association rate
constant of the reaction (kon ¼ 5  10 7 M 1s 1), and
the intercept of the line with the Y-axis gives the
dissociation rate constant (koff). Here, the intercept
with the x-axis is close to 0, and therefore, it was not
possible to determine the off-rate precisely. We
measured kinetic traces of p27KID with Cdk2 at a
range of protein concentrations in 5 excess of
p27KID or Cdk2. In these experiments, the binding
kinetics followed a mono-exponential increase in
fluorescence, and a linear regression model was
used to fit the rate constants (Fig. 5a and b and
Fig. S5). The kon of this reaction was very slow
(1  10 2 M 1s 1), in agreement with previous
surface plasmon resonance results [19].
In further kinetic experiments, we measured the
intrinsic tryptophan fluorescence during the binding
reaction of p27KID with Cdk2/Cyclin A complex
(Fig. 5c and d). As observed with Cyclin A alone, the
kinetic traces again exhibited a rapid decrease in
fluorescence followed by a slower increase,
although with a relatively smaller amplitude
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Fig. 5. p27KID exhibits two-phase binding kinetics with Cyclin A and Cdk2/Cyclin A complex, but slower overall
interaction kinetics with Cdk2 as observed by tryptophan fluorescence. (a) Binding interaction of p27KID with Cyclin
A exhibits a fast phase with a linear dependence on p27KID concentration (kon ¼ 5  10 7 M 1s 1) and a slow phase that is
independent of p27KID concentration, suggesting that initial recognition is followed by conformational rearrangement in
one of the two proteins. The binding interaction at constant p27KID concentration exhibits linear dependence on the
concentration of Cyclin A. (b) Observed rate constants for the interaction of p27KID with Cdk2 shows only a monoexponential increase with Cdk2 or p27KID concentration at constant p27KID or Cdk2, respectively, and overall slower
kinetics (kon ¼ 1  10 2 M 1s 1) than p27KID with Cyclin A or complex. Constant concentration conditions for Cdk2 or
p27KID were maintained at 5 molar excess of p2KID and Cdk2, respectively. (c) The kinetic trace of full-length p27
(3.5 mM) mixed with Cyclin A (3.5 mM) shows a rapid decrease followed by a slow increase in the tryptophan fluorescence.
At long times, the fluorescence levels off. (d) The kinetics for the interaction of p27KID with Cdk2/Cyclin A complex. The
rate constant kobs1 is fast, linearly dependent on the concentration of p27, and similar to the rate observed in interaction
with Cyclin A. kobs2 saturates at high concentration of p27KID with a hyperbolic dependence. In contrast, kobs3 has a very
low, concentration-independent phase. We have summarized these data in Table S5.

(Fig. 5c). Linear regression of the observed fast
initial phase resulted in an apparent kon1 ¼ 3.5  107
M 1 s 1 , which is very similar to the value
observed for the Cyclin A binding reaction. However,
this time we obtained koff1 ¼ 26 s 1. Interestingly,
the kobs2 saturated at higher p27KID concentrations
and the rate constants as a function of protein
concentration fit to a hyperbolic binding model with
Kd1 ¼ 7 mM ± 3 mM and koff1þkoff2 ¼ 32 s 1 (Fig. 5d).
The Kd1 obtained from the hyperbolic fit was like the
Kd1 obtained from apparent koff1 and kon1 (koff1/
kon1 ¼ 0.7 mM). The slowest phase, kobs3, was
concentration-independent and was challenging to
measure due to its small amplitude; it most likely
corresponds to the slowest phase also observed in
the Cyclin A/p27KID binding reaction. The curvature
of the second binding reaction (kobs2, Fig. 5d) implies
that the accompanying Cdk2 is essential for the
conformational transition concomitant with the bind-

ing of p27KID with Cdk2, in agreement with the
previously published induced-fit mechanism [19].
The overall Kd of p27KID with Cyclin A is 20 nM [19],
and our new data suggest that the initial binding step
leads to the formation of a weak encounter complex
(~1e10 mM) with high dissociation rate constant.
Further conformational rearrangements in p27KID
and folding of some residues upon binding contribute to the stronger binding of nM affinity.
Long-range conformational rearrangements in
p27 upon binding to Cyclin A
Since both p27 and Cyclin A contain tryptophan
residues, we used designed cysteine variants of
p27, which accommodate fluorescent dyes at
specific locations in the amino acid sequence. We
used the single cysteine variants with the fluorescent
dyes Alexa 488 (charged) at positions C93 and C75
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and BODIPY-FL (hydrophobic) at positions C29 and
C54. First, we measured the association reaction of
p27 with Cyclin A, followed by dye fluorescence at
>530 nm (Fig. S6). The on-rates observed are very
similar to the ones previously measured by tryptophan fluorescence, suggesting that labeling with the
dye does not significantly affect the binding mechanism (Table S5, Figure S7). Interestingly, although the
dyes at positions C54, C75, and C93 were not in the
proximity of the Cyclin A interaction site in D1, all the
kinetic reactions displayed significant changes in
fluorescence upon binding. The C54 data set
displayed an increase, rather than a decrease, in
fluorescence, pointing to a difference in structural
rearrangements in the LH to D1 and D2 regions in
p27 (Fig. S6). These data suggest that long-range
allostery is present in the binding reaction of p27 D1
and LH with Cyclin A in the regions of p27 away from
the binding site and folding of the linker helix at least
partially occurs in the interaction with Cyclin A.
D1 in p27 is the leading recognition site for
binding initiation
We performed the mutagenesis of p27 and
analyzed the fast binding kinetics with Cyclin A by
tryptophan fluorescence, to define the first interaction site in the binding reaction,. The mutants located
in D1 (e.g., A28G, C29A, E39A) and LH (E40A,
A55G, M52A) did not have a significant effect on the
first very fast or the second, slow rate constants
(Fig. S7). Therefore, we designed a truncated variant
of p27 lacking D1 (p27KIDDD1) and measured its
association kinetics with Cyclin A and Cdk2 alone
and with Cdk2/Cyclin A complex (Fig. 6). The
association kinetics of p27KIDDD1 with Cyclin A
alone did not give any fluorescence change,
indicating that the binding did not occur. The binding
reaction of p27KIDDD1 with Cdk2 showed a rapid
increase in tryptophan fluorescence and the con-
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centration dependence of rate constants on protein
concentration resulted in a linear behavior with 1.5
times increase in the kon1 (1.5  10 2 M 1s 1) rate
in comparison to the kon1 ¼ 1  10 2 M 1s 1 of
p27KID with Cdk2 (Fig. 6a). When we monitor the
binding of p27KIDDD1 with Cdk2/Cyclin A, the
fluorescence increase was mono-exponential,
although the kon rate was now five times faster
(5  10 2 M 1s 1) than the kon for Cdk2/p27KID
interaction. The very fast phase was again not
present. In further experiments, we followed the
association of p27KID with the Cdk2/Cyclin A/
p27KIDDD1 preformed complex. Again, we monitor
the binding by tryptophan fluorescence and fit the
binding traces with two exponentials with a very fast
and a slow phase. The very fast phase showed a
linear dependence on protein concentration with the
kon of 1.6  10 7 M 1s 1, whereas the slow phase
was concentration-independent (Fig. 6b). These
data indicate that D1 interaction with Cyclin A is
the main driving force in the association kinetics, and
LH contributes only marginally to the interaction with
Cyclin A and the Cdk2/Cyclin A complex.
Simulations exhibit conformational dynamics of
LH and PKR in free p27
For bridging the smFA, smFRET, fFCS, and
binding kinetics experiments of free p27 through
independent validation, we performed ReplicaExchange Discrete Molecular Dynamics (rxDMD)
[23] simulations for the full-length p27, totaling 1 ms
of simulation time (Fig. 7a; Methods). The radius of
gyration, Rg, was calculated as a measure of
compactness throughout the trajectory (Fig. 7b).
Qualitatively, p27 rapidly exchanges between at
least two state ensembles with distinct Rg (Fig. 7c).
Fits to Gaussian-distributed states suggested a 3ensembles model (Fig. 7d) with population means
Rg of 2.4 nm, 3.0 nm, and 4.4 nm, respectively

Fig. 6. Truncation of p27KID to exclude D1 slows initial binding to Cyclin A and Cdk2/Cyclin A. (a) The fast
interaction phase of p27KIDDD1 with Cdk2/Cyclin A complex and Cdk2 shows 5-fold (kobs ¼ 5.0  10 2 M 1s 1) and 1.5fold (kobs ¼ 1.5  10 2 M 1s 1) increase in kobs, respectively, over the interaction of p27KID with Cdk2
(kobs ¼ 1.0  10 2 M 1s 1). (b) The association kinetics for the interaction of p27KID with preformed Cdk2/Cyclin A/
p27KIDDD1 complex. The binding traces show two exponential decays with a very fast and a slow phase like experiments
with p27KID (Fig. 5).
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Fig. 7. p27 simulations show rapid changes in the degree of compactness through Rg. (a) Time traces for
simulation bath temperature. Alternating grey and white vertical bars indicate different simulation replicas in 16
temperature baths from 275 K to 350 K. (b-c) Rg and CRDAD traces indicate fast changes in conformation, mirroring FRET
experiments. (d) Rg distribution from simulations, fitted to a three Gaussian-distributed state model (solid red). Individual
Gaussians, with means 23.8 ± 0.3 Å, 30.0 ± 0.6 Å, and 44.2 ± 0.5 Å, respectively, are shown as dotted curves. Three
Gaussians were chosen based on improvement in confidence given by the F-test when compared to one or two-Gaussian
models. Fits were performed with the optimize.curve_fit algorithm from the SciPy Python package [60], and uncertainties
were computed as the square roots of the diagonals of the output covariance matrix. (e) AV-derived FRET distance
distributions for comparison to experiment. Table 1 summarizes the calculated mean interdye distances and persistence
lengths for each FRET variant calculated from simulated and experimental data. The relative persistence lengths
calculated from simulated and experimental data are in general agreement.
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(Table S6). To estimate the diffusion characteristics
of p27, we calculated the ratio of Rg and Rh. Rh, in
the biophysical sense, is calculated as the Stokes
radius under the assumption of hard sphere-like
diffusion, while R g tells us about the overall
compactness of the molecule. Thus, the ratio Rg/Rh
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provides shape information indicating how the
diffusive properties of a molecule deviate from the
compact hard-sphere model [32]. The mean Rg was
calculated directly from simulation, as opposed to
the typical methods like SAXS, giving 36.28 Å. The
Rh determined from FCS data is 17.9 Å (Table S4).

Fig. 8. Free p27 simulations exhibit conformational ensemble switching and nascent a-helical structure
formation. (a) Time trace of a-helical content for the three protein sections encompassed by the FRET labeling sites, as
well as for the full p27KID region. The C29eC54 range has the highest helical content throughout the trajectories, but all
ranges exhibit rapid switching between high and low a-helical content. (b-e) Contour plots showing Rg and a-helical
content in each region for each frame of the simulation. p27-C29-C54 accounts for most of the maintained a-helical
content, while both p27-C29-C54 and p27-C54-C93 exhibit large overall changes in a-helical content. (f) Representative
structures from simulation representing the trends seen in (b) and (e). “E” corresponds to the extended, higher Rg peak in
the distribution with lower a-helical content in both (b) and (e) while “C” represents the more compact state. Structures
were identified by screening the trajectory from basins indicated in (b) and (e) simultaneously. They are aligned along the
short segment of a-helical LH in “E”. (g) Experimental MFD plot for free p27-C75-C110. Here we have fitted the static and
dynamic FRET lines (black and cyan, respectively; see Methods), as well as the dynamic WLC model line (magenta). The
cyan dynamic FRET line is calculated for two Gaussian-distributed states, one corresponding to the bound-like
conformation observed in FRET experiments for p27 in complex with Cdk2/Cyclin A, and the other the fully-extended limit
of the WLC model. Input parameters for FRET lines can be found in Table S2a for the static line and Table S2b for the
WLC. We observe the transition between dynamic ensembles in the compaction and elongation of the PKR.
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The ratio Rg/Rh ¼ 2.03 indicates that the free p27
has an average diffusion behavior deviating quite far
from the compact sphere model; hence, behaving
like a more elongated shape like a prolate ellipsoid
[32]. The elongated shape is consistent with the
behavior observed in the Movie S1, showing switching between extended and compact configurations
and, even in the compact structures, the LH helix
extending from the compact post-KID region. Additionally, in silico interdye distances were calculated
via Accessible Volume (AV) simulations (Fig. 7c and
e; see Methods) [33,34] for each simulated structure
and used to calculate the effective persistence
lengths between the labeling sites for direct comparison with experimental persistence lengths according to the worm-like chain model (Fig. 3, Fig. S2 and
Table 1). Both regions C29eC54 and C75eC110
exhibited relatively short persistence lengths (lP,DA,Sim,29-54 ¼ 37.0 Å, lP,DA,Sim,75-110 ¼ 37.8 Å)
while the region 54e93 exhibited a longer persistence length (lP,DA,Sim,54-93 ¼ 56.1 Å). Further, there
is a general agreement between the mean interdye
distances calculated for experiments and simulations according to the worm-like chain model. Moreover, the simulation displayed that the PKR of p27
undergoes a slow elongation and contraction process characterized by residues “bunching” near the
LH (Movie S1). Such secondary structure reorganization may be crucial in changing the accessibility of
binding sites in the helix for interaction with the Cdk2/
Cyclin A complex or other binding partners and
provide a possible explanation for timescales in the
100s of ms observed by fFCS experiments.
Supplementary video related to this article can be
found at https://doi.org/10.1016/j.jmb.2020.02.010.
To probe the role of secondary structural flexibility
in the structural dynamics of free p27, we processed
the rxDMD simulation trajectories using secondary
STRuctural IDEntification (STRIDE) [35]. The
STRIDE algorithm assigns secondary structures to
a file of protein atomic coordinates through consideration of hydrogen bond energy and backbone
geometric information based on comparison to
protein structures deposited in the PDB. It has
been hypothesized that binding to the Cdk2/Cyclin
A stabilized the LH of p27KID following the foldingupon-binding mechanism [36], but is unstable in the
free form, and thus, undergoes rapid folding and
unfolding (Fig. 8a). Thus, the percentage helical
contents of p27 regions were plotted with Rg to
identify the subpopulations differentiated by helical
structure formation and p27 compaction (Fig. 8bee).
Across the entire KID region and between the
residue pair C29eC54 used for FRET labeling
sites (the region containing the LH), we identified
subpopulations by correlating the percentage helical
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content with Rg (Fig. 8b and e). Changes in Rg were
primarily due to changes in the compactness of the
PKR, leading to two distinguishable ensembles, one
extended and one compact.
Further, the LH appears conserved in a nascent
sense, with the total helical content varying except in
a small region where the LH helix was conserved. In
Fig. 8f, we display representative structures, visualized using VMD [37], for the two major basins. Such
unfolding and refolding of the helical region may be
necessary for target recognition in binding to Cdk2/
Cyclin A, compatible with conformational selection
and induced-fit mechanisms.
Further, for the p27-C75-C110 variant, we observe
switching between conformational ensembles with
extended and compact PKR (Fig. 8g). The dynamic
FRET line (cyan) connects a Gaussian distributed
state intersecting the static FRET line (black line
Fig. 8g) with the FRET line of the WLC model
(magenta line). We conclude that the compact
ensemble may protect against post-translational
modification and nonspecific interactions of p27
before global extension occurs in the bound form.

Discussion and Conclusions
Global expansion in p27 upon binding: a
compact state as a protection against proteolysis and nonspecific interactions
Cyclin A displays a short recognition element for
12 residues of disordered D1 in p27 that is also able
to recognize multiple targets with different structures.
Here, we report that D1 is crucial in initiating the
binding reaction and facilitating short- and longdistance conformational rearrangements in p27,
leading to folding of specific segments in p27 for
binding to the Cdk2/Cyclin A complex. It is not a
coincidence that the recognition motif lies in the fully
disordered D1 of p27 and does not acquire any
structural elements upon binding to Cyclin A [18].
The fluctuating ensemble of conformations in this
segment even persists in the bound form as a fuzzy
complex [8,20,38]. The structural disorder in D1
presents many advantages to the functionality of
p27, such as specificity without excessive binding
strength and the ability to fulfill more than one
function by binding to different cyclin proteins, socalled moonlighting [39]. However, p27 contains
residual a-helical structure in its free form [40],
offering some protection from proteolytic degradation by shielding specific segments and exposing
others. smFRET data and rxDMD simulations show
that p27 samples a mostly compact structural
ensemble in its free form, rather than the
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conformation with fully opened-stretched D1-D2
regions and PKR as in the bound form, providing a
limited binding surface and preventing p27 from
having multiple contact points on the target proteins
Cdk2 and Cyclin A at the same time. Therefore, it is
not surprising that the kon rates of p27KID with Cdk2
and Cyclin A differ by many orders of magnitude,
although the Kd values are very similar. The compact
configurational ensemble in p27 may regulate the
interaction pathway with the preferred regions in the
IDP.
Our data demonstrate that a long IDP can interact
with its binding partner by combining conformational
selection and induced-fit mechanisms. Binding of
IDPs is generally characterized by high specificity to
multiple partners, as is the case for p27. IDPs are
frequently involved in signal transduction and cellcycle regulation, gene expression, and chaperone
action [4,41] in which high kon and koff rates would be
beneficial. However, many IDP-protein interactions
have sub-mM affinities. The stabilization of these
interactions is usually accompanied by the formation
of transient structural elements, as it is the case for
p27. However, the newly acquired single-molecule
fluorescence data indicate that not all of the

3009
segments are immediately accessible, likely shielding p27 from unspecific interactions. The exposure
of D1 may lead to binding recognition and serves as
the primary contact point with Cyclin A. Moreover,
the segmental nature of D1 increases the association rate by anchoring only a few amino acids and
forming an encounter complex, which facilitates
further interactions with the complex through progressive elongation. Interestingly, both electrostatic
and hydrophobic amino acids steer the interaction of
D1 of p27 with the Cyclin A protein.
Multistep mechanism of p27 binding with Cdk2/
Cyclin A
The p27 protein can interact with more than one
partner, and it also connects two globular proteins,
Cdks, and cyclins, via a linker helix (LH) that imparts
structural variability depending on the type of
interacting partner, similar to p21 [42]. Therefore,
the most plausible mechanism to explain the binding
of p27 to Cdk2/Cyclin A complexes engages the
combination of several previously described models.
First, from the ensemble of p27 conformations,
conformational selection takes place in initial binding

Fig. 9. Cartoon models for the conformational dynamics of free p27 and the multi-step binding interaction with
Cdk2/Cyclin A. p27 stochastically samples numerous conformations in the unbound form. Nevertheless, we observed
dynamic transitions between distinct compact and extended ensembles for unbound p27 via FRET and DMD simulations
(green). Numbering corresponds to the ordering of conformational changes during the binding interaction of p27 with Cdk2/
Cyclin A complex. I) Conformational selection of D1 to initiate binding corresponds to the transition from p27 (1), basin C
from Fig. 8f, to p27 (2). II) Induced-folding of LH to facilitate binding of D2 to Cdk2 occurs next. p27 (3) with folded LH and
extended PKR corresponds with basin E in Fig. 8f. III) Expansion of the PKR following binding of D2 results in the final,
fuzzy ternary complex. Cartoon models were generated using Illustrate [61].
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to Cdk2/Cyclin A (Fig. 9, transition from p27 (1) to
p27 (2) ) by exposing D1. Next, the local induced
folding mechanism happens through structural
adaptability of the LH in p27 and the binding of D2
to Cdk2 (p27 (3)). Finally, extension, characterized by
extension of the PKR wrapped near the Cdk2, allows
for additional interactions of the p27 with other
molecules while bound in the fuzzy complex (Fig. 9).
In line with our results, previous studies have
reported that the unbound form of p27KID behaves
with IDP characteristics for D1 and D2. Further, the
LH region exhibits nascent helical conformation
[43e46], such as that observed in rxDMD simulations performed in this study. Also, circular dichroism
studies [40,46,47] and isothermal titration calorimetry [47] confirmed the disordered conformation for
p27KID in solution. While we do not observe the
formation of significant secondary structure in the
PKR, rxDMD simulations and FRET variant p27C75-C110 corroborate switching between conformational ensembles in which the PKR is either
generally extended, acting like a worm-like chain,
or compact. This switching may protect free p27 from
nonspecific interactions and post-translational modifications, which lead to degradation while also
providing the necessary flexibility to expose phosphorylation sites in the bound form. Other IDPs have
been observed to exhibit ensemble switching concomitant with post-translational modifications like
phosphorylation [9e13]. Our findings suggest that
the dynamics of many IDPs may play a key role in
their biological functions.
The complexity of the interaction opens the
opportunity for a variety of regulation events in
response to cellular signals. For example, fluctuations in D2 allow Y88 to be phosphorylated by NRTK
to reactivate the Cdk2/Cyclin A complex. Furthermore, this phosphorylation event induces long-range
conformational rearrangements and shifts the equilibrium from bound D1 to an unbound conformation.
Nonetheless, the folded LH in p27 remains tightly
bound to the complex, especially on the interface
with Cyclin A [20], providing the option for p27 to
perform other functions in a partially bound
conformation.
Control of the cell cycle requires flexible architectures rather than rigid assemblies that can be easily
regulated, for example, by post-translational modifications and degradation. Assembly of p27 with
Cdk2/Cyclin A complexes involves a set of highly
specific and weak transient interactions at play with
more stable interactions, manifesting via conformational selection followed by induced folding for the
complete binding pathway. p27 functions through
the recognition of a highly flexible disordered
segment in D1 to form a pre-initiation complex, as
shown by smFRET and fast kon rates, in response to
the rapid information flow in the cell. If the interaction
appears to be favorable, further steps take place,
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and LH and D2 in p27 adapt to the complex due to
their structural and functional flexibility to precisely
coordinate the activity of the kinase complex. The
dynamics and flexibility of IDPs provide an elegant
mechanism through which they may simultaneously
maintain binding specificity and the ability to interact
with multiple partners under specific conditions. This
type of binding mode is a likely mechanism for many
such regulatory IDPs containing binding motifs in
disordered regions that may adopt partially or fully
folded secondary structural elements upon interaction with their binding partners.

Materials and Methods
Sample preparation
p27 KID (residues 22e104) and full length
(residues 1e198) constructs were prepared by
inserting in the pET28a vector (Novagen) [48] as
described earlier [20,49]. We substituted single or
double cysteine mutations for fluorescence labeling
via site-directed mutagenesis at the positions Glu40,
Glu54, Glu75, and Arg93. Position 29 was a native
cysteine and replaced by Alanine in all constructs
where Cys29 was not used as a labeling site.
All p27 constructs along with human Cdk2 and
human Cyclin A (residues 173e432) are produced in
E. coli and purified using Ni 2þ-NTA affinity chromatography followed by the removal of (His)6-tag using
thrombin protease (Novagen) [19]. We further
purified p27 constructs by using reverse-phase
HPLC. Gel filtration method was used to purify
further Cdk2 and Cyclin A. Buffers containing 25 mM
Tris-HCl, 100 mM NaCl, and 0.5 mM TCEP, pH 8.0,
were used for all purification steps. We eluted p27
using 250 mM Imidazole in the Ni 2þ-NTA affinity
chromatography.
For fluorescence labeling, we diluted p27 to
50e70 mM in 20 mM Tris-HCl, 10 mM NaCl, pH 8.0
(buffer A) containing additionally 10 mM DTT to
reduce the cysteine residues. Directly before labeling, the DTT was removed by buffer exchange to
buffer A using a PD10 column (GE Healthcare)
according to the manufacturer's instruction. Next, we
labeled each variant with Alexa Fluor 647 (acceptor)
maleimide fluorophore (Invitrogen) at a 1:1 ratio
followed by a 1:2 ratio of Alexa Fluor 488 (donor)
maleimide fluorophore (Invitrogen). In between the
two labeling steps, nonlabeled, single- and doublelabeled protein was separated using ion-exchange
chromatography. Only single labeled protein was
subjected to labeling with the two-fold molar excess
of the donor fluorophore.
For anisotropy experiments, single cysteine variants were labeled with BODIPY-FL or Alexa Fluor
488 (Invitrogen) and purified as mentioned above.
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Also, the labeled p27 was analyzed using gelfiltration chromatography to check for the absence
of degradation or oligomerization.
€rster resonant energy transfer
The presence of Fo
in the FRET samples was verified by observing the
fluorescence emission of the donor (515 nm) and
acceptor (666 nm) after excitation of the donor at
485 nm using a PerkinElmer LS55 Luminescence
Spectrometer.

E¼

1

1 þ R6DA R6

(1)

0

ETR ¼ 1 

EI ¼

tDðAÞ
tDð0Þ

FAjD
FDjD þ FAjD

(2)

(3)

Single-molecule fluorescence measurements
We performed single-molecule fluorescence ani€rster resonance energy
sotropy (smFA) and Fo
transfer (smFRET) measurements by diluting
labeled p27 to a pM concentration in charcoalfiltered 20 mM Tris-HCl, 10 mM NaCl, pH 8.0. pM
concentration ensured we observed only a single
molecule in the confocal volume at a time. We
observed the proteins in solution for several hours
(2 he10 h), as previously described [20]. For
maintaining kinetic equilibrium when measuring
p27 bound to Cdk2/Cyclin A, we added a preformed
complex with unlabeled p27 at mM concentration.
Single-molecule TCSPC measurements utilize synchronized detectors to time-tag photons collected
from molecules as they diffuse through a confocal
volume in solution. Traversal of this confocal volume
by a single fluorescently-tagged molecule, which is
excited by the laser pulse, results in a rapid increase
in the collected signal, called a burst [50]. This
photon signal was filtered into and collected in
channels corresponding to parallel or perpendicular
polarizations, as well as green (donor) or red
(acceptor) color. We then used data collected from
each channel to calculate a multitude of parameters
characterizing the behavior of the labeled molecules,
including constructing fluorescence decay histograms, calculating fluorescence anisotropy as a
measure of local flexibility and FRET efficiency as
a distance reporter between label fluorophores (Eqs.
(1)e(3)) (for FRET-labeled molecules), and more.
Because we observe only a single molecule at a
time, unlike ensemble methods, we can characterize
the states of individual molecules during their
traversal through the confocal volume. Constructing
multidimensional histograms of fluorescence parameters corresponding to these bursts allows subensemble analysis of molecules with specified
fluorescence characteristics [51,52].
FRET efficiency is related to the inter-fluorophore
distance and can be calculated via time-resolved
donor fluorescence lifetime measurements, as well
as via the intensity-based approach, by calculating
the ratio of acceptor photons overall fluorescence
photons.

FDjD and FAjD are the corrected donor and acceptor
fluorescence intensities under donor excitation.
Background correction is performed by subtracting
the relevant mean background signal in the corresponding detection channel (BG and BR for green
and red, respectively) from the raw signal. The
correction parameters a, g, d account for leakage of
donor fluorescence into the acceptor channel,
normalization of the fluorophore quantum yields,
and direct excitation of the acceptor fluorophore by
the donor excitation source, respectively. The
calculation of these correction parameters has
been described in a recent benchmark study [21].
Correction parameters used in this work are detailed
FF;A
, with ggGR as the ratio of red and
in Table S7. g ¼ ggGR FF;D
FF;A
the ratio of
green detection efficiencies and FF;D
acceptor and donor fluorescence quantum yields, is
calculated for each experiment as the quantum yield
values differ for each sample.
Deviations from the static FRET line, which
describes the relationship between EI and the
donor fluorescence lifetime for static FRET populations, result from the overestimation of the donor
lifetime due to dynamics that cause changes in the
donor lifetime during individual bursts. The traditional
dynamic FRET line describes the relationship
between EI and the donor fluorescence lifetime
when conformational dynamics occur between two
discrete conformational states and lead to deviation
from the static FRET line. We modeled the two
states as Gaussian-distributed states, and each
point on the dynamic FRET line represents a degree
of fractional mixing between the two states, ranging
from 0% of the first and 100% of the second state to
100% of the first and 0% of the second state. Both
the static and dynamic lines account for variations in
the observed FRET efficiency due to the fluorophore
linker dynamics while tethered to the labeled
molecule. We generated static and dynamic FRET
lines based on the seTCSPC results using the
fluorescence fitting software ChiSurf (https://github.
com/Fluorescence-Tools/chisurf) as described in
https://github.com/Fluorescence-Tools/chisurf/wiki/
Calculation-of-FRET-lines.
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The worm-like chain (WLC) model describes how
a dynamic population that exhibits WLC dynamics
would diverge from the static FRET line. This model
for calculation of FRET lines additionally corrects for
the effects of fluorophore linker dynamics on the
observed FRET efficiency. As described elsewhere
[27,53] and also as previously [20], the fluorophores
are coupled to the protein by a flexible linker, and
thus, show Gaussian chain like characteristics. In
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[53], we describe the spatial probability distributions
of the dyes by 3-dimensional Gaussians with uniform
width for the donor sD and the acceptor sA (sD ¼ sA ¼
6 Å) [53]. The resulting distance distribution p(RL,
RDA) between the donor and the acceptor for a single
conformation with a separation distance RL is given
by:

I0 : Bessel  function of Order Zero
We calculated the FRET-induced donor decay of
DA-populations selected from smFRET experiments, as described in reference [27]. Briefly, in a
first step, the fluorescence decay of the FRET
sample IDA(t) is divided by the (modeled) decay of
the single-labeled sample ID0(t) (or from the DOnly

RL
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Now, we consider for the WLC-distribution (pWLC(RDA)) the dye-linker effects by:
ð
pðRDA Þ ¼ pWLC ðRRDA Þ,pL ðRL ; RDA ÞdRDA
(5)


34$1k12

contrast, for p27, we expect some residual and
transient structures to be present. Thus, for fitting,
we decouple the fluorophore motion from the motion
of p27. Using the concept of accessible volumes

d¼

sAV ¼

population in smFRET experiments, respectively).
Next, the DOnly fraction, xD0, is subtracted, and
finally, this ratio is multiplied with the time axis t to
yield the FRET-induced donor decay e(t):(7)

3013

p27 multi-step binding mechanism to Cdk2/Cyclin A



eðtÞ ¼


IDA ðtÞ
 xD0 *t
ID0 ðtÞ

lifetime using Eq. (10). Shown curves are for r ¼
CrG D for each measurement. The mean anisotropy
for each sample, CrG D, was calculated as the
population-weighted average of the corresponding
high and low r values in Table S1.

(7)

For an intuitive display, we converted the x-axis
from time t to the critical distance RDA,c by the
following relation:
 1=6
t
RDA;c ¼ R0 *
(8)

Fluorescence analysis for single-molecule experiments

tD

We carried out fluorescence analysis for smFA
and smFRET using smMFD, as previously
described [20,51]. We have calculated the anisotropy, distance distribution, and their corresponding
uncertainties using photon distribution analysis
(PDA) [24,25]. PDA utilizes multiple, differently
sized time windows, as well as consideration of
shot noise and background contributions, to construct accurate fluorescence parameter histograms
from single-molecule data and determine the underlying populations.
The species-specific interconversion rates were
detected using filtered Fluorescence Correlation
Spectroscopy (fFCS) [30]. fFCS functions similarly
to traditional fluorescence correlation spectroscopy,
except correlations are between signals corresponding to filtered species defined by their characteristic
fluorescence and fluorescence anisotropy decay
characteristics. The total observed signal is treated
as a linear combination of signals from constituent
species, and correlations between these species
exhibit increased relative contributions from kinetic
transitions between species on timescales shorter
than the diffusion time, increasing the ability to
resolve the timescales of these fast transitions
compared to traditional FCS [30]. We performed
the analyses using in-house software that is available from http://www.mpc.hhu.de/software.html.
fFCS curves were fit according to the following
functions:

€rster radius of the used FRET dye
where R0 is the Fo
pair (here 52 Å) and tD the reference fluorescence
lifetime of the donor fluorophore (here, 4 ns). Plotting
e(t) against RDA,c results in a peaking distribution,
which reflects the probability density function of the
underlying distance distribution of the original decay
IDA(t).
For non-WLC fits of seTCSPC Donor Only (DOnly)
data (Table S2), we used a multiexponential model
to describe the donor fluorescence decay:
X
(9)
F ðtÞ ¼ F0 ai et=tD
i

where F is the total number of photon counts at time t
after the donor excitation pulse summed over all
excitation pulse cycles, F0 is the number of photon
counts immediately after excitation, and ai are
amplitudes for each exponential decay term.
For fluorescence anisotropy calculations, the
Perrin equation describing the relationship between
fluorescence anisotropy, fluorescence lifetime, and
the rotational correlation time of a molecule is given
by:
r0
(10)
r¼
1 þ t=r
r is the observed anisotropy, r0 is the fundamental
anisotropy of the fluorophore, t is the fluorescence
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i

lifetime, and r is the rotational correlation time. The
grey lines in Fig. 2 relate the anisotropy and
rotational correlation time as a function of donor
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Species Cross-correlation:
Here, b is the correlation baseline value (typically
1), N is the average number of molecules in the
confocal volume, t is the correlation time, tD is the
diffusion time, u0 =z0 is the ratio of the axial to radial
dimensions of the confocal volume, and AC and X
are correlation amplitudes for the corresponding
decay times in exponentials. AC and X terms are of
interest for dynamic changes in FRET. B in the autocorrelation accounts for photophysical effects of the
dyes and in the cross-correlation for additional longtimescale processes. The Xi are the cross-correlation amplitudes normalized to 1, with the relative
scaling of the cross-correlation factor CC.
Analysis of sub-ensemble fluorescence decay
histograms (seTCSPC)
The photon arrival time histograms of the donoronly (Donly) and donor-acceptor (DA) populations
exported from the smFRET experiments were
analyzed using different fit models using the BurstIntegrated Fluorescence Lifetime scatter-correction
(BIFL-scatter) approach [50]. BIFL-scatter explicitly
takes into consideration the background photons,
which constitute a significant fraction of signal in
single-molecule experiments. We analyzed the DA
populations of both free p27 and p27 in complex with
a multiexponential fit. p27 in the complex was
modeled by two Gaussian distributed distances, as
described previously [20]. Free p27, in contrast, was
modeled using a linker-corrected worm-like chain
model (WLC). We implemented the WLC model as
described by reference [54] and Eqs. (5) and (6).
Discrete molecular dynamics simulations
Discrete Molecular Dynamics (DMD) [23] utilizes
the Medusa force field with discretized potentials
and implicit solvent to calculate interatomic forces in
all-atom molecular dynamics simulations. The implicit solvent model employed in DMD is a CHARMM
19-based energy function and Gaussian solventexclusion model detailed in reference [55]. In this
approach, charge-charge interactions are approximated by a distance-dependent dielectric constant,
while self-energy contributions are handled by the
exclusion model. For this study, we used the pDMD
software package to run all-atom replica exchange
simulations [56] for the full-length p27. We obtained
the simulation input structure by using pDMD to
construct the p27 sequence found at UniProtKB e
P46527 as an extended chain [57]. After an initial
equilibration run of 50000 time steps (~2 fs per time
step), sixteen replicas of the input structure were
allowed to exchange between sixteen temperature
baths equally spaced from 275 K to 350 K, held at
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constant temperatures according to the Andersen
Thermostat [58]. The exchange probability for each
pair of replicas with temperatures Ti and Tj and
energies Ei and Ej is given by





 1
1

(13)
p ¼ min 1; exp Ei  Ej
kB Ti kB Tj
We calculated the exchange probability every
1000 time steps in the trajectory. The sum of
simulation time from all replicas was 1.027 ms. All
data analysis was performed using VMD [37] scripts
and AvTraj [33] with MdTraj [34] (Python packages).
We performed simulations on the Palmetto Cluster at
Clemson University.
Accessible volume simulations
Accessible Volume (AV) simulations were performed using the AvTraj Python package [33,34].
These AV simulations probe the geometrically
accessible volume for dyes modeled by conjoined
spheres attached to the labeled atom via a linker of
fixed length. This volume is calculated on a grid for
each frame in the simulation trajectory and sampled
for each frame to obtain the mean interdye distance
for that frame and build the FRET distance distributions for the entire trajectory. The Alexa dyes were
modeled using the Alexa488 and Alexa 647 dye
parameter sets included in the AvTraj package.
Data and code availability
Software for analysis of single-molecule experiments, written in house, can be downloaded from
http://www.mpc.hhu.de/software.html. The fluorescence decay histograms were analyzed using
ChiSurf (https://github.com/Fluorescence-Tools/
chisurf). Original data is available upon request
from the authors.
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Supplementary Figure 2 Time Resolved Fluorescence Anisotropy of donor only (DOnly) and donoracceptor (DA) labeled PDZ1-2 tandems. DOnly decays shown in green and corresponding black overlay use
the Eqs. 1 and 6. DA decays are shown in orange and model fit function use Eqs. 4 and 6. Direct excitation of
acceptor Instrument response function (IRF) is shown in gray. A) E135C/Y236C-DA B) Q107C/Y236C-DA C)
D91C/M159C-DA D) D91C/H182C-DA, E) S142C/M159C-DA, F) Q107C/H182C-DA, G) D91C/Y236C-DA, H)
D91C/A230C-DA, I) M149C/A230C-DA, J) S142C/K202C-DA. Supplementary Table 1 summarizes the fit
results.
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Supplementary Figure 3
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Supplementary Figure 3 2 distribution using wobble in a cone model. A) E135C/Y236C-DA B)
Q107C/Y236C-DA C) D91C/M159C-DA D) D91C/H182C-DA, E) S142C/M159C-DA, F) Q107C/H182C-DA, G)
D91C/Y236C-DA, H) D91C/A230C-DA, I) M149C/A230C-DA, J) S142C/K202C-DA. Supplementary Table 1
summarizes the fit results. Red and blue vertical lines are the assumed value of 2/3 and the average value of
the distribution, respectively. Distributions were obtained using time resolved anisotropy decays following Eqs.
12-14
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Supplementary Figure 4
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Supplementary Figure 4 Multiparameter Fluorescence Detection histograms. Each panel plots two FRET
indicators for each single molecule event. The donor over acceptor fluorescence ratio (FD/FA) on the y-axis and
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the average fluorescence lifetime (D(A)f) on the x-axis. Shown are the 2D histograms (orange contours) for A)
E135C/Y236C-DA B) Q107C/Y236C-DA C) D91C/M159C-DA D) D91C/H182C-DA, E) S142C/M159C-DA, F)
Q107C/H182C-DA, G) D91C/Y236C-DA, H) D91C/A230C-DA, I) M149C/A230C-DA, J) S142C/K202C-DA.
Supplementary Table 1 summarizes the fit results. Horizontal guidelines for the major and minor states 1 and 2
are shown in purple and blue, respectively. Red and green lines correspond to the static and dynamic FRET
lines (Supplementary Tables 3, 4), respectively.
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Supplementary Figure 5
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Supplementary Figure 5 Dynamic averaging observed by time window analysis. Two time windows (0.25
ms and 1 ms) were globally fit for each FRET variant. A) E135C/Y236C-DA B) Q107C/Y236C-DA C)
D91C/M159C-DA D) D91C/H182C-DA, E) S142C/M159C-DA, F) Q107C/H182C-DA, G) D91C/Y236C-DA, H)
D91C/A230C-DA, I) M149C/A230C-DA, J) S142C/K202C-DA. Each time window has its corresponding 2r,
which would not vary significantly between selected time windows for static molecules. The model used
considers a single Gaussian distributed interdye distance with free standard deviation. The fit quality is poor
indicating that a single state does not describe the system. Moreover, the figure of merit 2r changes between
time windows as indicative of dynamic effects.
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Supplementary Figure 6
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Supplementary Figure 6 Energy landscape of PDZ1-2 tandem from DMD simulations. A) E135C/Y236CDA B) Q107C/Y236C-DA C) D91C/M159C-DA D) D91C/H182C-DA, E) S142C/M159C-DA, F) Q107C/H182CDA, G) D91C/Y236C-DA, H) D91C/A230C-DA, I) M149C/A230C-DA, J) S142C/K202C-DA. Supplementary
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Table 1 summarizes the fit results. Horizontal guidelines for the mean interdye states determined by eTCSPC
are shown in purple and blue, respectively. Symbols represent the X-ray, NMR and TIRFM structural models.
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Supplementary Figure 7

Supplementary Figure 7 Replica Exchange DMD simulation trajectories. A) Temperature as a function of
the simulation time represented in terms of the replica or trajectory, B) Time evolution of the center of mass
distance between two domains (Inter-Domain distance) and the number of Inter-Domain contacts between
residues. Two residues are in contact if they have a least one atomic contact with a cutoff of 6.5 Å. C) The
simulation trajectories of eight replicas in terms of the fraction of native contacts for the CL (closed-like) state
(QCL) and the OL (open-like) state (QOL). Q-values for each state were computed according to native contact
determined from corresponding structural ensembles (Fig. 4, and Supplementary Fig. 8). The total time for
each replica is 200 ns, and there are 8 trajectories (0-7). The shading is used to separate different replicas.
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Supplementary Figure 8

Supplementary Figure 8 Two dimensional PMF. The conformational dynamics of PDZ1-2 depicted by twodimensional PMF (2D-PMF) plots projected onto different reaction coordinates, including the number of
residue-wise contacts between two PDZ domains (Inter-Domain Contacts), the center of mass distance
between two domains (Inter-Domain distance), and fractions of native contacts for the closed-like (CL) (QCL)
and the open-like state (QOL). (A) From the PMF plot of Inter-Domain Contacts versus Inter-Domain Distance,
two energy basins corresponding to the CL state and the OL state can be identified. (B) The 2D-PMF as the
function of QCL and QOL suggests that these two states are exclusive to each other with different interface
contacts (see also Fig. 4C,D) and the tandem domain in other state has to break all contacts in order to fold to
the other state. The 2D-PMF as functions of (C) QCL versus Inter-domain and (D) QOL versus Inter-domain also
highlight the separation of two states. The color bar denotes free energy scale in a unit of Kcal/mol.
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Supplementary Figure 9
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Supplementary Figure 9 Comparison of the interdye distributions as derived from DMD simulation
(
) and the distances derived from MFD. A) E135C/Y236C-DA B) Q107C/Y236C.
DA C) D91C/M159C-DA D) D91C/H182C-DA, E) S142C/M159C-DA, F) Q107C/H182C-DA, G) D91C/Y236CDA, H) D91C/A230C-DA, I) M149C/A230C-DA, J) S142C/K202C-DA. FD/FA distributions are converted into
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interdye distances following

⋅

/

12.

K) Correlation between the mean interdye distances

as derived for each variant using DMD interdye distributions and mean interdye distances derived from MFD
distance distributions.
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Supplementary Figure 10
A) Two-Gaussian distributed states

B) Three-Gaussian distributed states

C) Overlay of the two representative structures

Supplementary Figure 10 Distance comparison between experiment and simulations of ensemble
representatives for the open-like (OL) and closed-like (CL) states. A) Using a two-Gaussian distributed
state model and B) with a three-Gaussian distributed state. Error bars on panel A and B correspond to
uncertainties on the measured interdye distance. C) Cartoon representation of the two representative
structures (Fig. 4A-B) overlaying PDZ1. The significant rotation of PDZ2 with respect of PDZ1 is observed.
Blue is the CL state and magenta corresponds to the OL state.
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Supplementary Figure 11

Supplementary Figure 11 Uncropped Scans of SDS-PAGE gels used for Disulfide mapping of the
interdomain contact interface in the PDZ tandem. A cartoon representation of the location of engineered
disulfides is shown in Fig. 5 in the main text. Representative SDS-PAGE showing individual time points used
for the analysis of the extent and kinetics of the disulfide bond formation reactions. Disulfide formation was
initiated by the addition of 0.5 mM CuSO4 and 1.75 mM 1, 10-phenanthroline. Time points were quenched by
adding 40 mM N-ethylmaleimide to alkylate unbonded cysteines and 10 mM EDTA followed immediately by
boiling at 95 C for 5 minutes in non-reducing Laemmli sample buffer. The location of the introduced cysteine
residues for each mutant is labeled above the panels. Duration of the reaction for each time point is indicated
above each lane. The molecular weights of the standards (GE Healthcare) are indicated to the left of the
panels. The position of the native PDZ Tandem along with the intramolecular and intermolecular disulfide
products are indicated to the right of the panels. Reactions were run in triplicate to obtain the percentage of
disulfide for each time point. Each time course was fit with an exponential function to obtain the initial and final
percentage of disulfide bonding along with the rate of disulfide formation as shown in Fig. 5.
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Supplementary Figure 12
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Supplementary Figure 12 Engineered electro-negative and electropositive regions on PDZ domains. A)
Cartoon representation of the open-like state showing the residues that were selected for mutations
(V113K/N114K/V223D/M224E) B) FD/FA Histogram of the Q107C/H182C (Orange) and the engineered salt
bridge V113K/N114K/V223D/M224E (brown). This last one shifts the equilibrium towards lower FRET
efficiencies or higher FD/FA ratio. C) Time Resolved Fluorescence of the Donor emission in the presence of
acceptor for the Q107C/H182C and the engineered salt bridge V113K/N114K/V223D/M224E. The mutated
interface shows a slower decay, consistent with the FD/FA ratio. The shift towards lower FRET is consistent
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with the anticipated clockwise motion of PDZ2 (right domain in panel A) with respect to PDZ1 (left domain in
panel A), which in turn it will push farther the labels located at Q107C and H182C to center the engineered
interface.
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Supplementary Tables
Supplementary Table 1 Time Resolved fit results.
A) Donor Acceptor Distances and fractions as model with a three Gaussian distributed and the addition of a No
FRET state (Eq. 4). There is a major population representing the 43.5%. The second most populated accounts
for 32.4%, and the least populated corresponds to 24.1%.
No
Sample
DA
RDA1 ± ε DA [Å]
RDA2 ± ε
DA
RDA3 ± ε
r2
FRET
[Å]
[Å]
[Å]
[Å]
[Å]
Q107C/Y236C-DA

2.6
1.3

74.8 ± 1.8
37.8 ± 0.9

8.7
8.4

57.7 ± 1.7
57.8 ± 1.4

5.8
0.7

32.6 ± 0.8
15.7 ± 1.1

0.28
0.15

1.233
1.095

D91C/M159C-DA

9.1

37.0 ± 1.2

5.0

31.9 ±1.0

3.0

85.2 ± 2.6

0.09

1.104

8.0

34.5 ± 1.1

6.1

44.9 ± 1.4

8.2

65.7 ± 2.1

0.21

1.206

0.5

60.3 ± 1.1

3.4

53.1 ± 0.9

13.9

47.8 ± 0.8

0.09

1.078

4.4

50.8 ± 0.9

4.5

33.0 ± 0.6

4.8

81.7 ± 1.4

0.12

1.183

M149C/A230C-DA

3.9
10.6
3.3

54.3 ± 2.0
38.0 ± 0.9
49.6 ± 0.5

15.5
3.7
2.3

31.8 ± 1.1
53.1 ± 1.3
59.2 ± 0.6

2.8
2.7
11.1

29.7 ± 1.1
105.7 ± 2.7
31.8 ± 0.3

0.22
0.11
0.07

1.083
1.183
1.078

S142C/K202C-DA

5.7

75.4 ± 2.3

4.5

56.1 ± 1.7

1.9

31.2 ± 1.0

0.00

1.290

E135C/Y236C-DA

D91C/H182C-DA
S142C/M159C-DA
Q107C/H182C-DA
D91C/Y236C-DA
D91C/A230C-DA

B) Donor only Lifetime Decay ΦFD(0) determination is described in methods section. Goodness of fit evaluated
for 1 (r12) and 2 (r22) exponential decays.
Sample
x1
x2
1
2
x
f
D(0) r22
r12
[ns]
[ns]
[ns]
[ns]
0.92 4.13 0.08 1.24
3.90
4.06
0.78 1.172 2.613
E135C/Y236C-DA
0.87 3.99 0.13 1.46
3.65
3.85
0.73 1.288 4.091
Q107C/Y236C-DA
0.77 3.76 0.23 1.17
3.16
3.54
0.63 1.386 12.53
D91C/M159C-DA
0.92 4.10 0.08 1.10
3.86
4.03
0.77 1.361 2.448
D91C/H182C-DA
0.90 4.24 0.10 1.54
3.98
4.14
0.80 1.343 2.791
S142C/M159C-DA
0.94 4.14 0.06 1.15
2.85
4.09
0.79 1.295 2.020
Q107C/H182C-DA
0.74 3.29 0.26 1.03
2.71
3.07
0.54 1.556 14.98
D91C/Y236C-DA
0.66 3.72 0.34 1.15
2.85
3.37
0.57 1.473 26.35
D91C/A230C-DA
0.76 3.85 0.24 1.13
3.20
3.62
0.64 1.711 13.89
M149C/A230C-DA
0.89 4.22 0.11 1.05
3.86
4.12
0.77 1.674 4.384
S142C/K202C-DA
C) Acceptor Only Lifetime Decay ΦFA determination is described in methods section
Sample
x1
x2
1
2
x
f
FA r2
[ns]
[ns]
0.68 1.54 0.32 0.77
1.30
1.40
0.35 1.174
E135C/Y236C-DA
0.48 1.71 0.52 1.19
1.44
1.49
0.39 1.748
Q107C/Y236C-DA
0.60 1.65 0.40 0.72
1.28
1.44
0.35 1.849
D91C/M159C-DA
0.66 1.73 0.34 0.72
1.38
1.55
0.38 1.815
D91C/H182C-DA
0.58 1.53 0.42 0.86
1.25
1.34
0.34 1.447
S142C/M159C-DA
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Q107C/H182C-DA
D91C/Y236C-DA
D91C/A230C-DA
M149C/A230C-DA
S142C/K202C-DA

0.59
0.65
0.62
0.66
0.60

1.57
1.69
1.83
1.79
1.91

0.41
0.35
0.38
0.34
0.40

0.67
0.86
0.93
0.90
1.00

1.20
1.40
1.49
1.49
1.54

1.36
1.51
1.62
1.61
1.67

0.33
0.38
0.41
0.41
0.42

0.885
1.643
1.423
1.413
1.423
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Supplementary Table 2 Time Resolved Anisotropy.
A) Fit results of the time resolved DOnly anisotropy.
Sample

b1

E135C/Y236C-DA
Q107C/Y236C-DA
D91C/M159C-DA
D91C/H182C-DA
S142C/M159C-DA
Q107C/H182C-DA
D91C/Y236C-DA
D91C/A230C-DA
M149C/A230C-DA
S142C/K202C-DA

0.12
0.16
0.10
0.12
0.15
0.25
0.14
0.11
0.17
0.14

1
[ns]
0.33
0.31
0.22
0.35
0.29
0.22
0.62
0.35
0.36
0.27

b2
0.09
0.11
0.09
0.08
0.10
0.10

2
[ns]
1.99
2.32
1.27
1.91
2.06
2.63

0.12 2.89
0.07 2.59
0.09 1.45

b3
0.06
0.12
0.17
0.15
0.08
0.03
0.16
0.12
0.10
0.10

3
[ns]
12.24
37.00
8.81
10.97
14.00
13.49
7.39
15.47
14.94
7.91

r,sum

r,diff

2.86
2.90
1.69
2.59
4.40
4.17
2.23
3.42
3.51
3.68

1.03
1.14
1.10
0.95
1.51
1.51
1.16
1.28
1.32
1.33

2

rss +/- std

2

0.1 ±0.01
0.2 ±0.00
0.2±0.00
0.2 ±0.00
0.1 ±0.02
0.1 ±0.00
0.1 ±0.01
0.2 ±0.01
0.1 ±0.02
0.1 ±0.01

B) Fit results of the time resolved acceptor anisotropy from direct excitation of the acceptor.
Sample

b1

E135C/Y236C-DA
Q107C/Y236C-DA
D91C/M159C-DA
D91C/H182C-DA
S142C/M159C-DA
Q107C/H182C-DA
D91C/Y236C-DA
D91C/A230C-DA
M149C/A230C-DA
S142C/K202C-DA

0.19
0.17
0.14
0.15
0.15
0.26
0.12
0.11
0.17
0.14

1
[ns]
0.58
0.48
0.64
0.56
0.44
0.43
0.41
0.39
0.19
0.43

b2
0.15
0.12
0.19
0.22
0.17
0.08
0.17
0.19
0.19
0.16

2
[ns]
6.94
6.04
9.83
13.79
8.81
18.24
7.46
8.94
8.28
6.97

b3
0.05

3
[ns]
5691

r, sum

rdiff

rss +/- std

9.28
6.55
6.14
31.58
2.78
3.17
3.16
3.52
4.35
5.03

1.74
1.36
1.33
4.52
1.30
1.18
1.29
1.11
1.37
1.82

0.2 ±0.01
0.2 ±0.06
0.2 ±0.02
0.2 ±0.02
0.2 ±0.03
0.1 ±0.01
0.2 ±0.03
0.2 ±0.02
0.2 ±0.05
0.2 ±0.04

C) Fit results of the time resolved acceptor anisotropy sensitized by FRET.
1
2
r,sum
Sample
b1
b2
b∞
∞ [ns]
2
[ns]
[ns]
0.16 0.10 1.28 -0.01
285
3.31
E135C/Y236C-DA 0.22
0.32 0.04 1.78 -0.03 61887
2.44
Q107C/Y236C-DA 0.10
0.005
15
1.79
D91C/M159C-DA 0.003 0.31
0.02
0.24
0.007 154633 1.84
D91C/H182C-DA
0.40
0.03
18
2.78
S142C/M159C-DA 0.07
0.34
0.01
5
2.50
Q107C/H182C-DA 0.09
0.04
0.59
-0.03 59417
2.43
D91C/Y236C-DA
0.04
0.28
0.02
3
2.28
D91C/A230C-DA
0.51
0.08
45
1.98
M149C/A230C-DA 0.06
0.82
-0.03 164115 3.34
S142C/K202C-DA 0.10

r,diff
2

1.10
1.11
1.08
1.07
0.98
0.98
1.05
0.96
1.01
1.19

rss +/std
0.0 ±0.03
0.0 ±0.08
0.0 ±0.03
0.0 ±0.02
0.0 ±0.11
0.0 ±0.03
-0.0±0.07
0.0 ±0.07
0.1 ±0.14
-0.0±0.08
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Supplementary Table 3 Static FRET lines
Sample
E135C/Y236C-DA

FRET Lines
(0.7798/0.35)/((4.0565/((-0.0381*D(A)f3)+(0.2694*D(A)f2)+0.5465*D(A)f +-0.0505))-1)

Q107C/Y236C-DA
D91C/M159C-DA

(0.7718/0.39)/((3.8588/((-0.0497*D(A)f3)+(0.3622*D(A)f2)+0.3548*D(A)f +-0.0509))-1)
(0.6329/0.35)/((3.5397/((-0.0546*D(A)f3)+(0.2997*D(A)f2)+0.6392*D(A)f +-0.0600))-1)

D91C/H182C-DA

(0.7720/0.38)/((4.0316/((-0.0386*D(A)f3)+(0.2699*D(A)f2)+0.5508*D(A)f +-0.0508))-1)

S142C/M159C-DA
Q107C/H182C-DA

(0.7940/0.34)/((4.1353/((-0.0370*D(A)f3)+(0.2645*D(A)f2)+0.5502*D(A)f +-0.0515))-1)
(0.7912/0.33)/((4.0832/((-0.0372*D(A)f3)+(0.2681*D(A)f2)+0.5364*D(A)f +-0.0492))-1)

D91C/Y236C-DA
D91C/A230C-DA

(0.7578/0.38)/((3.7890/((-0.0424*D(A)f3)+(0.2987*D(A)f2)+0.4866*D(A)f +-0.0416))-1)
(0.5692/0.41)/((3.3669/((-0.0621*D(A)f3)+(0.2944*D(A)f2)+0.7327*D(A)f +-0.0708))-1)

M149C/A230C-DA

(0.7802/0.41)/((3.9010/((-0.0397*D(A)f3)+(0.2882*D(A)f2)+0.4903*D(A)f +-0.0425))-1)

S142C/K202C-DA

(0.7743/0.42)/((4.1254/((-0.0371*D(A)f3)+(0.2576*D(A)f2)+0.5814*D(A)f +-0.0551))-1)
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Supplementary Table 4 Dynamic FRET Lines
Sample

Transition States
1-2

E135C/Y236C-DA

2-3
3-1
1-2

Q107C/Y236C-DA

2-3
3-1
1-2

D91C/M159C-DA

2-3
3-1
1-2

D91C/H182C-DA

2-3
3-1
1-2

S142C/M159C-DA

2-3
3-1
1-2

Q107C/H182C-DA

2-3
3-1
1-2

D91C/Y236C-DA

2-3
3-1

D91C/A230C-DA

1-2
2-3

Dynamic FRET Lines
0.1922/(0.35*((1/2.6182+1/3.4779-(1.1192*D(A)f +0.4056)/(3.4779*2.6182))-1/4.0565))
0.1922/(0.35*((1/0.4107+1/2.6180-(2.1957*D(A)f +3.1428)/(2.6180*0.4107))-1/4.0565))
0.1922/(0.35*((1/3.4779+1/0.4110-(2.1484*D(A)f +3.9927)/(0.4110*3.4779))-1/4.0565))
0.1898/(0.39*((1/2.5947+1/0.8567-(1.6334*D(A)f +1.6540)/(0.8567*2.5947))-1/3.8588))
0.1898/(0.39*((1/0.1616+1/2.5950-(3.1465*D(A)f +5.5739)/(2.5950*0.1616))-1/3.8588))
0.1898/(0.39*((1/0.8567+1/0.1620-(3.3811*D(A)f +2.1081)/(0.1620*0.8567))-1/3.8588))
0.1788/(0.35*((1/0.3363+1/0.6581-(2.4540*D(A)f +1.1029)/(0.6581*0.3363))-1/3.5397))
0.1788/(0.35*((1/2.9473+1/0.3360-(2.0567*D(A)f +3.1084)/(0.3360*2.9473))-1/3.5397))
0.1788/(0.35*((1/0.6581+1/2.9470-(1.5663*D(A)f +1.6555)/(2.9470*0.6581))-1/3.5397))
0.1915/(0.38*((1/1.4315+1/0.5166-(2.1498*D(A)f +1.7526)/(0.5166*1.4315))-1/4.0316))
0.1915/(0.38*((1/3.0955+1/1.4310-(1.3838*D(A)f +1.1915)/(1.4310*3.0955))-1/4.0316))
0.1915/(0.38*((1/0.5166+1/3.0950-(1.9710*D(A)f +3.0072)/(3.0950*0.5166))-1/4.0316))
0.1920/(0.34*((1/2.2646+1/2.8450-(1.2376*D(A)f +0.7078)/(2.8450*2.2646))-1/4.1353))
0.1920/(0.34*((1/1.7475+1/2.2650-(1.4044*D(A)f +1.0204)/(2.2650*1.7475))-1/4.1353))
0.1920/(0.34*((1/2.8450+1/1.7470-(1.3365*D(A)f +0.9823)/(1.7470*2.8450))-1/4.1353))
0.1938/(0.33*((1/0.4287+1/1.8140-(2.2672*D(A)f +2.3565)/(1.8140*0.4287))-1/4.0832))
0.1938/(0.33*((1/2.7692+1/0.4290-(2.1777*D(A)f +3.2727)/(0.4290*2.7692))-1/4.0879))
0.1938/(0.33*((1/1.8140+1/2.7690-(1.3466*D(A)f +1.0030)/(2.7690*1.8140))-1/4.0879))
0.1763/(0.38*((1/0.3277+1/1.7191-(2.0601*D(A)f +1.8213)/(1.7191*0.3277))-1/3.0660))
0.1763/(0.38*((1/0.2584+1/0.3280-(2.9289*D(A)f +0.8539)/(0.3280*0.2584))-1/3.0660))
0.1763/(0.38*((1/1.7191+1/0.2580-(2.2776*D(A)f +2.1956)/(0.2580*1.7191))-1/3.0660))
0.1691/(0.41*((1/1.9750+1/0.7697-(1.4054*D(A)f +0.7674)/(0.7697*1.9750))-1/3.3669))
0.1691/(0.41*((1/2.8398+1/1.9750-(0.9357*D(A)f
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3-1
1-2
M149C/A230C-DA

2-3
3-1

S142C/K202C-DA

1-2
2-3
3-1

+0.2506)/(1.9750*2.8398))-1/3.3669))
0.1691/(0.41*((1/0.7697+1/2.8400-(1.3289*D(A)f +0.9082)/(2.8400*0.7697))-1/3.3669))
0.1767/(0.41*((1/2.4741+1/1.8263-(1.1220*D(A)f +0.2544)/(1.8263*2.4741))-1/3.6193))
0.1767/(0.41*((1/0.3820+1/2.4740-(1.9521*D(A)f +2.3469)/(2.4740*0.3820))-1/3.6193))
0.1767/(0.41*((1/1.8263+1/0.3820-(2.0101*D(A)f +1.8497)/(0.3820*1.8263))-1/3.6193))
0.1877/(0.42*((1/2.4587+1/3.4466-(1.1154*D(A)f +0.3782)/(3.4466*2.4587))-1/4.1254))
0.1877/(0.42*((1/0.3370+1/2.4590-(2.3042*D(A)f +3.2171)/(2.4590*0.3370))-1/4.1254))
0.1877/(0.42*((1/3.4466+1/0.3370-(2.2527*D(A)f +4.3154)/(0.3370*3.4466))-1/4.1254))
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Supplementary Methods
Ensemble Time Correlated Single Photon Counting (eTCSPC) analysis
Time resolved fluorescence decays (F(t)) were described using a multi-exponential model as follows
∑

exp

,

(1)

is the i-th population fraction and
is the fluorescence lifetime of that population. The average
where
lifetimes for each species and the overall average fluorescence lifetimes are
〈 〉

∑

∑

, and 〈 〉

⋅

⋅

(2)

,

〈 〉

respectively.
To model a superposition of multiple Gaussian-distributed FRET states, with population fractions “j”
, one needs to generate the interdye distance distribution p(RDA) as follows
corresponding to
∑

, ,

⋅

√

〈

exp

〉

(3)

,

where
is the width of the distribution, which comes from the Accessible Volume of the fluorescent dyes.
〈
〉is the mean interdye distance. The final model included a no FRET state, whose fluorescence decay is
the same as that for the donor-only
control.
∑

where

⋅∑

exp

exp

⋅

(4)
,
is the rate of energy transfer of the j-th FRET state and is a function of the interdye distance
,

, ,

〈

〉

(5)

,

is the radiative rate constant,
is the Förster radius, 〈 〉 is the interdye orientation factor. The
where
isotropic assumption (〈 〉
) was verified by time resolved anisotropy.
To obtain the time-resolved anisotropy (r(t)), fluorescence intensity decays in both polarizations (FII and
F⊥ with respect to the excitation source) were collected to determine the proper detection-efficiency factor as

1

∥

2
,

1
3

(6)

1

Time-resolved anisotropy and fluorescence intensity decays for both polarizations were jointly fit using
a multi-exponential decay function
∥
∥

∙ ∙

(7)

Σ
where
is the fractional anisotropy,
parameter (i.e. G-factor).

exp

t
ρi

is the rotational correlation time, and G is a detection correction

Accessible Volume (AV) simulations to estimate measured distance
To account for dye linker mobility, we calculated AVs for donor and acceptor dyes attached to each
labeling site. The AV approximates the dye as a hard sphere connected to the protein via a linker modeled as
a flexible cylinder with the dimensions based on the chemical structure 1-4. For Alexa 488, the five-carbon linker
length was set to 20 Å, the width of the linker is 4.5 Å and three dye radii 5.0 Å, 4.0 Å, and 1.5 Å. Similarly, for
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Alexa 647 the dimensions used were: length = 22 Å, width = 4.5 Å and the three dye radii 11.0 Å, 3.0 Å, and
1.5 Å.
For each FRET pair, we calculated the distance between dye mean positions (RDA) within the AV.

〈



〉

〈

1

〉

,

(8)



where RD( i ) and RA( j ) are all the possible positions (n,m) that the donor and acceptor fluorophores adopt.
Analysis of Multiparameter Fluorescence Detection (MFD) for single-molecule FRET (smFRET) experiments
Single molecule events were identified as events with intensity 2σ above the mean background signal.
Cut-off times varied from sample to sample with a minimum of 60 photons collected for each burst 5,6. Each
burst was then processed and fit using a maximum-likelihood algorithm as previously described 7. The single
molecule selection rules are: the difference in single molecule duration on green channels given donor
excitation (TGX) and duration on red channels given direct acceptor excitation (TRR) was -1.5 ms < TGX-TRR < 1.5
ms; and satisfy the FRET Stoichiometry (SPIE) parameter of 0.13 < SPIE < 0.6 , which selects for bursts which
both fluorophores present. The PIE stoichiometry is given by:
|

|

|

where

|

|

|

|

|

|

,

(9)

FG D , FR D , and FR A are background-corrected fluorescence intensities measured in the donor channel

after donor excitation ( G D), in the acceptor channel after donor excitation ( R D ) and direct acceptor excitation
(R

A), respectively, α is the correction factor for donor crosstalk into the acceptor channel, β is the correction
⋅

factor for direct excitation of the acceptor by the donor excitation source, and
, the quantum yield of the acceptor Φ
quantum yield of the donor Φ
Fluorescent bursts were plotted in 2D histograms (Origin 8.6, OriginLab Co).

is a function of the

and detection efficiencies g.

Calculation of the Static and Dynamic FRET Lines
The relationship between FRET intensity (FD/FA) and the FRET lifetime D(A) is different for static
molecules and those undergoing dynamic averaging. To facilitate interpretation of the MFD experiments, we
include guidelines that relate FRET intensity (FD/FA) to the FRET lifetime D(A) for molecules that are static and
those that are dynamic. The parametric line that relates the FRET indicators, Estatic,L (i.e. FRET Efficiency) or
(FD/FA) static,L and D(A)f, in the absence of dynamics is defined as
∑
〉
∙〈
1
,
∙

,

∑

1

〉

∙〈

,

(10)

where Αi are the coefficients of an empirical polynomial function that takes into account the intrinsic linker
/
, which is the ratio of the quantum yields of acceptor to donor.
dynamics (L) of the dyes, and
and |
.
Hereafter, we used the simplified notation of |
The parametric line that relates the FRET indicators in the presence of dynamics is defined as

,

〉 ∙〈

〈

1
〈

〉

〈

〉

〉
∑

,

〈

〉

(11)
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,

∙

〈

∙
〈

〈

〉

〉

〉 ∙〈

∑

〉

〈

,

〉

〉 ∙〈

〈

〉

,

where Ci is the coefficient of an empirical polynomial function that takes into account the intrinsic linker
dynamics (L) of the dyes. The superscripts (1) and (2) indicate the two limiting states that are in exchange,
which will be connected by the dynamic FRET line.
Determination of Quantum Yields
We assume that only dynamic quenching takes place such that ΦFD(0) and ΦFA are proportional to the
species-averaged fluorescence lifetime D(A)x of donor and acceptor, respectively. As reference samples we
used Alexa488-labeled DNA D(0)x = 4.0 ns, ΦFD(0) = 0.8 and for the acceptor we used Cy5-labeled DNA with
Ax = 1.17 ns and ΦFA = 0.32 8. The obtained donor and acceptor quantum yields are presented in
Supplementary Table 1B, 1C. For Alexa488 and Alexa647, we considered a reduced Förster distance of 52 Å
where we assumed isotropic reorientation of the dyes using 2 = 2/3 due to the long linkers.
Estimation of 2 and 2-distributions along with the associated uncertainty
Experimentally, we probe if the assumption of 2 = 2/3 is justifiable or not. Considering that
fluorophores follow the “wobble-in- cone” model 9, it is possible to calculate a distribution of all possible values
of 2. For that, we need the residual anisotropies obtained by fitting the time resolved anisotropy (r∞=b3, Eq. 7)
for the various sources (Donly - donor, A - acceptor and A(D) – FRET-sensitized emission of acceptor). Then,
all 2 values can be described as follows.
2

2
3

2
3

2
3
9

2
3
2

6

1

2

2

2

(12)

cos

where β1 and β2 are the angles between the symmetry axes of each dye rotation, and δ is the angle between
them. The necessary second-rank order parameters S(2) are defined by:
1
3 cos
2

,

1

3 cos
1
3 cos
2

1 and

(13)

1

where r0 is the fundamental anisotropy of the dyes, which were 0.38 and 0.39 for the donor and acceptor
fluorophores, respectively 4. The dye motions are characterized by the second-rank order parameters SD(2) and
SA(2) as
cos θ

Donor:

,

(14)
Acceptor:

cos θ

1

cos

,

,

From all possible orientations and combinations, a 2- distribution and its corresponding arithmetic
mean (2) can be determined and compared to the assumed 2=2/3 (Fig. 3).
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Error propagation
To estimate the statistical uncertainty in the experimental distances, we used an error propagation rule,
, Δ
which considered the uncertainty associated with the minimization of
, along with the uncertainty
associated with the unknown orientation of the dyes, (2). For 2, we first calculate the maximum allowed
for a given confidence-level (P; e.g. for 2 or P = 0.95) as
,
,

,

∙ 1

1

∙

, ,

,

(15)
obtained by the fit and identified the distances RDA at these particular values of .
given the minimum ,
We then obtain Δ by determining the arithmetic mean of the calculated
distribution. Then, the overall
uncertainty is determined as

,

Δ

Δ

,

(16)

which is presented in Supplementary Table 1.
Global Analysis and goodness of fit.
To test the goodness of the fit for the fluorescence decays, we rely on i) the visual inspection of
residuals ii) the autocorrelation of the residuals; and ii) the F-test (10,11. The F-test compares the ratio of two
independent 2variables, each with their own numbers of degrees of freedom with a similar equation as the
one shown in Eq. 15.
The global analysis improved 2 from 3- to 2-FRET distributed states by 0.15. This change, given the
changes in the number of degrees of freedom, corresponds to a confidence of 99.99% that the 3-FRET
distributed states better describes the experimental observations. Particularly because the number of degrees
of freedom is significantly reduced from an independent fit to a global analysis. Additionally, the global analysis
allows for an unbiased assignment of distances to particular configuration states, based on the population
fractions.
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Figure 1–figure supplement 1. Connectivity in the FRET Network and Labeling Site Environments. The primary
sequence of PSD-95 is shown in a circular representation with each domain colored: PDZ3 (cyan), SH3 (orange) and
GuK (purple). The secondary structural elements are indicated: α helices (zig zag) and β sheets (arrows). The position
of each labeling site is indicated by the domain and order in the primary sequence. Specific details for each labeling site
are also provided in the associated table. The FRET pairs used for measurements are indicated by lines connecting the
labeling sites used in that variant with FRET pairs spanning PDZ3-GuK (blue), PDZ3-SH3 (red), and SH3-GuK (green)
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Figure 1–figure supplement 2. Global Fit of seTCSPC FRET-Sensitized Donor Fluorescence Decay
Curves for Full Length Variants. Sub-ensemble Time Correlated Single Photon Counting decays for FRET
pairs spanning PDZ3-GuK (blue), PDZ3-SH3 (red), and SH3-GuK (green). The instrument response function is
shown in black, and the Donor-Only fluorescence decay is shown in gray. Raw histogram data are shown as
points, with fits overlaid as lines. FRET results in quenching of the donor fluorescence and thus reduced
fluorescence decay lifetime, and presence of more than one underlying population with different FRET results in
multi-exponential fluorescence decays. Fit parameters can be found in Supplementary Files 1C and 1D. Details
of the model and fit can be found in Materials and Methods.
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Figure 1–figure supplement 3. Multiparameter Fluorescence Histograms of Full-Length PSD-95 FRET Variants.
MFD Histograms for FRET pairs spanning PDZ3-GuK (blue), PDZ3-SH3 (red), and SH3-GuK (green) as noted in each
panel. Variant details can be found in Figure S1. Overlaid on the contour plots are the static FRET-lines (black,
dashed), dynamic FRET-lines (purple, dashed), and solid horizontal lines corresponding to the limiting states A
(orange) and B (purple) from seTCSPC. Also given are the burst-wise average values for the mean donor fluorescence
lifetime (〈〈𝜏𝐷𝐴 〉𝑓 〉) and mean FRET Efficiency (〈𝐸〉) (black, dashed lines in 2D histograms). Dynamic exchange is
immediately evident from broadening and skew rightward from the static FRET-line for each variant. Correction
parameters for these histograms can be found in Supplementary Files 1A and 1B while parameters for the static and
dynamic FRET-lines can be found in Supplementary Files 1F and 1G, respectively.
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Figure 2–figure supplement 1. Effect of Truncation on PSD-95 as Measured with smTIRF. A) Population
histograms of pointwise smTIRF data (per 100 millisecond frame) for variants with FRET pairs spanning PDZ3-GuK
(blue), PDZ3-SH3 (red) as indicated above each panel. Shown are data for full-length PSD-95 (top) and the truncated
PSG (bottom). B) Time-averaged (per molecule) population histograms from the same smTIRF data shown in panel A
with identical coloring. C) Representative single-molecule time traces for variant P2-G1 in the PSG truncation showing
static and dynamic molecules. D) Matrix representation of site-specific dynamics in full-length PSD-95 (left) and the
PSG truncation (right). The axes specify the domains and labeling sites with each variant placed at the intersection
between sites used. Shown are donor-acceptor cross-correlation amplitudes as calculated from smTIRF time traces
before photobleaching occurred. The cross-correlation amplitude captures anticorrelated FRET transitions on the subsecond timescale such as those visible in panel C.
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Figure 2–figure supplement 2. Comparison of Multiparameter Fluorescence Histograms of PSG-Truncated and
Full-Length PSD-95 FRET Variants. MFD plots of PSG truncations (bottom). FL variants with same labeling sites
are shown for comparison (top). The labeling sites are indicated within each panel. Dynamic lines and limiting states
for PSG variants were determined from global fitting of donor fluorescence decays of PSG variants shown in Figure
S5. Experimental parameters can be found in Supplementary Files 1A, and 1B. Fit parameters for determination of the
limiting states can be found in Supplementary Files 1C-E. Parameters for the calculation of static and dynamic FRET
lines can be found in Supplementary Files 1F and 1G.
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Figure 2–figure supplement 3. Photon Distribution Analysis Histograms. Representative photon distribution
analysis for both Full Length PSD-95 and PSG truncated variants. Data shown is binned using 2 ms time windows. Fits
2
were performed globally with 1 ms, 2 ms, and 3 ms time windows for each sample. The displayed 𝜒𝑟,𝑚𝑒𝑎𝑛
is the
2
simple mean of 𝜒𝑟 for fits of all three time windows. Raw data is color coded as blue (PDZ3-GuK), red (PDZ3-SH3),
or green (SH3-GuK). Data is binned using 50 evenly spaced bins in FRET efficiency. Fits are shown in grey (dynamic
fraction), orange (state A static fraction), purple (state B static fraction), and black (sum of three components). Fit
parameters can be found in Supplementary File 2.
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Figure 2–figure supplement 4. Global Fit of seTCSPC FRET-Sensitized Donor Fluorescence Decay Curves for
Truncated PSG Variants. Fit parameters can be found in Supplementary Files 1C and 1D. Fits are analogous to those
shown in Figure S2 but for PSG variants Donor only samples colored grey. FRET-sensitized donor decays colored blue
for PDZ3-GuK; red for PDZ3-SH3.
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Figure 3–figure supplement 1. Filtered Fluorescence Correlation Spectroscopy Fits. A) Cross-correlation curves
for full-length PSD-95 variants as indicated within each panel. B) Cross-correlation curves for truncated PSG variants
as indicated within each panel. Curves were fit with diffusion timescales fit based on autocorrelation curves. Crosscorrelation decay timescales are fixed to .01 ms, .10 ms, and 1.00 ms (gray, vertical dashes) such that relative
amplitudes corresponding to each timescale can be directly compared (Figure 3). Weighted residuals are displayed in
upper panels. Raw correlation data is shown as points with lines overlaid for fit curves. Purple data corresponds to lowFRET to high-FRET component cross-correlation, while orange corresponds to low-FRET to high-FRET. Individual
amplitudes are shared between the datasets, but each component is allowed a global scaling factor (Eqns. S2 and S3).
Details of the model functions are available in Materials and Methods.
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Figure 3–figure supplement 2. Summary of Dynamics Probed by fFCS Mapped to the Primary Sequence.
Cartoon representations of the sequence of the PSG of PSD-95, with coloring and secondary structure as in Figure 1.
Lines connecting the fluorophore labeling sites are colored according to whichever relaxation time from global fFCS
analysis corresponds to the major population fraction for each site (magenta, tR1 = 0.01 ms, green, tR2 = 0.10 ms, and
dark blue, tR3 = 1.00 ms). The most dominant relaxation times, tR1 and tR3 correspond to fast local motions and domainscale conformational exchange, respectively. Summary diagrams are provide for both A) full length and B) PSG
truncated variants.
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Figure 4–figure supplement 1. The Starting Conformation for the PSG Supramodule from PSD-95 Used
in DMD Simulations. Cartoon representation of the initial model for DMD simulations showing PDZ3 (cyan),
SH3 (orange) and GuK (purple). To avoid biasing the interactions, PDZ3 was positioned away from the SH3GuK without any contacts. The model was constructed from the crystal structures of PDZ3 (1TP5) and SH3GuK (1KJW). PDZ3 was placed in a random orientation without interdomain contacts to avoid bias. The PDZ3SH3 linker and missing loops were reconstructed using our in-house loop reconstruction program ‘medusaloop’.
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Figure 4–figure supplement 2. Time evolution of the radius of gyration (Rg) of PSG supramodule for 18 replicas
DMD simulations. The total simulation time for each replica is 660 ns and amounts to a total simulation time of 11.9
μs. We used the last 400 ns of replica exchange trajectories for the statistical analysis.
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Figure 4–figure supplement 3. Representative Conformations of PSG Supramodule from PSD-95. A)
Representative conformations and their population occupancy in the highly sampled α-basin with PDZ3 interacting
with the SH3 domain. A multiplicity of states is sampled within the fuzzy α-basin. The top centroid cluster in the αbasin shows PDZ3 to reorient away from the HOOK helix and sample the β1-β2 loop (RT loop in canonical SH3
domain). The pairwise contact maps from DMD show that interactions within the α-basin involved degenerate
electrostatic interactions engaged by all conformations with occasional hydrophobic interactions leading an occluded
PDZ3 binding pocket. B) Representative conformations and their population in the β-basin with PDZ3 interacting with
the GuK domain of PSG. The β-basin was comparatively well defined due to involvement of exposed hydrophobic
residues in β3-α1 of PDZ3 and a relatively hydrophobic surface in GuK formed by α7, α5, and β10-11 (e.g., L349F684, L342-L608), which support a limited range of conformations. Both basins infrequently engaged the canonical
GLGF motif, which would prevent peptide binding to PDZ3. An RMSD cutoff of 8.0 Å was used to select the centroid
clusters of α- and β-basins. PDZ3 is colored cyan, SH3 colored orange, and GuK colored purple.
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Figure 4–figure supplement 4. Comparison of Equilibrated Conformations Observed in DMD to Published
Crystal Structures. A) Steric occlusion of the PDZ3 ligand-binding pocket within the α-basin. The structure of PDZ3
bound to a short peptide (1TP3, yellow) is aligned with PDZ3 from a representative α-basin model (cyan). The ligand is
shown as a beta strand (yellow) that overlaps with the SH3 HOOK insertion (orange). B) Lack of steric occlusion in the
β-basin. The structure of GuK (yellow) bound to a MAP1A peptide (red) is aligned with a representative β-basin model
(purple). The canonical ligand binding pockets of GuK and PDZ3 remain accessible in the β-basin.
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Figure 5–figure supplement 1. Disulfide Mapping of the Contact Interfaces from DMD. Representative nonreducing SDS-PAGE gels used to extract kinetic information about the efficiency and rates of disulfide formation. The
top row shows 7.5% acrylamide gels for full-length PSD-95 variants. The bottom row shows 10% acrylamide gels used
for PSG truncations. The variant and the introduced mutations are noted above each column. The time for each lane is
indicated within each panel in minutes unless indicated otherwise. The background-subtracted intensity of each band
was obtained using ImageJ to calculate the background-subtracted mean intensity, which are plotted in Figure 5. Each
experiment was repeated in triplicate.
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Figure 6–figure supplement 1. Responsiveness of Individual Variants to the Underlying Conformational
Distribution. Shown are the simulated interdye distances 〈𝑅𝐷𝐴 〉 from accessible volume (AV) simulations using DMD
structures. The 20871 snapshot structures from DMD were used to calculate the accessible volumes for the dyes at each
labeling position, which were then used to calculate average interdye distances for each snapshot structure. These
interdye distances for each variant are plotted against the distance between centers of mass (CoM) for the relevant
domains. These 2D plots provide a qualitative analysis of how each FRET pair reflects changes in the underlying
conformation. The limiting state distances for each variant are shown as vertical lines for state A (orange) and state B
(purple). Overlaid are contours corresponding to DMD structures residing in state A (orange) and state B (purple),
which are within the distance uncertainty from sub-sampling analysis of TCSPC fluorescence decays and the AV
simulation distances. For most variants, limiting state distances qualitatively agree with the locations of local maxima
in the simulated interdye distance distributions. However, some variants show both maxima along the same vertical line
indicating that the conformational dynamics are not fully captured by that FRET pair. Further, presence of FRET pairs
spanning SH3-GuK show the most difference between simulated and measured distances, likely owing to the limited
dynamics of these domains in silico.
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Figure 6–figure supplement 2. Robustness of the FRET Network to Sub-sampled Global Fitting. To quantify the
robustness of our global fit to the seTCSPC fluorescence decays for our FRET network, we randomly selected subsamples of the FRET network in groups of five, seven, nine, eleven, and twelve variants and repeated the global fitting
on the reduced FRET network. Subsets were generated such that each variant was included in at least three subsets to
avoid underrepresentation of individual variants. Each subset was re-analyzed in Chisurf using a two-state model with
distances free to vary. Percent errors for each fit were calculated relative to distances from the global fit of the full
FRET network, which is summarized for all fits in the associated histogram. Distance errors are reported separately for
each state from the two-state model. Distances and associated widths resulting from subsampled global fitting are
summarized in Supplementary File 6B. A) Average distance deviation for state A from global fitting of individual subsampled FRET networks. B) Average distance deviation for state B. The histograms show that the distributions are
centered on the reported distances regardless of the number of variants. These summary statistics indicate convergence
toward the center of the distribution as the number of samples globally fit is increased.
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Figure 6–figure supplement 3. Principal Component Analysis of COM and AV Data. In order to visualize the
conformational landscape of the PSG, we performed principal component analysis using the COMs distances between
domains and the simulated 〈𝑅𝐷𝐴 〉 of PDZ3 to SH3 and GuK as shown in Figure 6-Supplementary File 1. Data were
analyzed using scikit-learn (sklearn) in Python. Data were first standardized such that each set of inter-COM and AVderived interdye distances had mean 0 and unit variance using the sklearn.preprocessing.StandardScaler. Principal
components were calculated using sklearn.decomposition.PCA with two components. The surface depth corresponds to
the relative number of structures from DMD simulations which occupy some region of the principal component (PC)
space. PCA results in basins α and β separated along PC1, which explains 65% of the standardized dataset variance.
The variance along PC2 (16% explained variance ratio) mostly corresponds to apparent heterogeneity in basin α.
Additionally, there is an apparent saddle point corresponding to the transition pathway between the two basins along
PC1. This suggests that the motions corresponding to heterogeneity in basin α are distinct from those corresponding to
interdomain transitions as observed by FRET. This surface was rescaled for Figure 6 such that the integrated volume of
the two basins were equivalent to the population fractions for states A and B obtained from TCSPC analysis.
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Figure 7–figure supplement 1. Docking of Neuroligin to PDZ3 and the PSG Supramodule in α-basin. (A) Docked
conformation of NL10 peptide bound to the PDZ3. The NL10 peptide is shown in black with the three histidine
residues shown in blue. When protonated, these histidine residues extend towards E331, D332, and E334 in PDZ3,
which may explain the higher binding affinity at low pH. At physiological pH, the negatively charged residues will
inhibit binding of uncharged histidines. (B-C) Representative conformations of NL10 peptide binding to PDZ3 within
the PSG α-basin. In the context of PSG, positively charged residues in the SH3 HOOK insertion form salt-bridges with
the negatively charged residues in PDZ3. These electrostatic interactions sequester these negative charges to stabilize
the binding of NL10 at physiological pH.

Supplementary Tables
Table S1. Details for MFD Instruments Used in this Study. Correction parameters for MFD that are specified for each
experimental setup. Setup used for each variant is indicated in Table S2. HHU stands for Heinrich Heine University.
Parameter
Det. Efficiency Ratio (G/R)
Green Power (485 nm)
Red Power (640 nm)
PIE Repetition Rate
Repetition Time
Direct Acceptor Excitation, δ
Spectral Crosstalk, G→R, α

Setup 1 (Clemson)
3.7
80 µW
32 µW
20 MHz
50.00 ns
2.2
1.7

Setup 2 (HHU)
0.8
60 µW
10 µW
32 MHz
31.25 ns
1.3
1.7

2

Table S2. Correction Parameters for Multiparameter Fluorescence Detection. Correction parameters determined for
each FRET variant based on buffer measurements for backgrounds, donor-only and directly-excited acceptor fluorescence
for quantum yields (QYG, QYR), and standard stock fluorophore solutions for G-factors. Parameters constant for all samples
measured on a given setup are summarized at the end. Details of variants can be found in Fig. S1 and Table 1.
FL Variant
P2-G6
P3-G4
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
P2-S2
S2-G6
S3-G1
S1-G1
PSG Variant
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2

QYG
0.72
0.75
0.72
0.77
0.71
0.76
0.75
0.81
0.68
0.70
0.71
0.73
QYG
0.72
0.72
0.74
0.69
0.75
0.77

QYR
0.26
0.53
0.38
0.46
0.37
0.39
0.37
0.43
0.26
0.26
0.44
0.49
QYR
0.31
0.35
0.40
0.39
0.35
0.38

BGG(D) (kHz)
0.85
0.54
0.53
0.51
0.38
0.41
0.54
0.50
0.78
0.74
0.51
0.51
BGG(D) (kHz)
0.56
0.51
0.38
0.41
0.53
0.50

BGR(D) (kHz)
0.45
0.21
0.18
0.16
0.14
0.15
0.20
0.16
0.45
0.39
0.26
0.26
BGR(D) (kHz)
0.18
0.16
0.14
0.15
0.19
0.16

BGR(A) (kHz)
0.30
0.38
0.17
0.17
0.15
0.15
0.19
0.17
0.36
0.29
0.40
0.40
BGR(A) (kHz)
0.17
0.17
0.15
0.15
0.17
0.17

G-factor
1.06
1.06
0.83
0.83
0.83
0.83
0.83
0.83
1.06
1.06
1.06
1.06
G-factor
0.83
0.83
0.83
0.83
0.83
0.83

Setup
HHU
HHU
Clemson
Clemson
Clemson
Clemson
Clemson
Clemson
HHU
HHU
HHU
HHU
Setup
Clemson
Clemson
Clemson
Clemson
Clemson
Clemson

3

Table S3. Fit statistics for models with increasing numbers of states. The fit parameter χr,seTCSPC2 is shown for each
variant when fit to a model with an increasing number of structural states as indicated above each column. Increasing from
one to two states results in a significant increase in fit quality. Further increase to three states provides little to no
improvement in fit quality. Increasing model complexity beyond two states decreases the average fit quality. Details of
variants can be found in Fig. S1 and Table 1.
One
State

Two
State

Three
State

P2-G6

8.46

2.54

1.95

P3-G4

3.32

1.49

1.67

P2-G1

1.66

1.22

1.53

P3-G5

1.55

1.13

1.45

P1-G3

2.86

2.12

2.38

P1-G4

2.87

2.11

2.31

P1-G2

1.54

1.15

1.52

P3-S2

0.68

0.45

0.65

P2-S2

14.65

1.96

1.58

S2-G6

1.77

0.92

1.23

S3-G1

5.75

1.84

1.78

S1-G1

2.94

1.61

1.71

Average

4.00

1.55

1.65

Sample

χr,seTCSPC2 χr,seTCSPC2 χr,seTCSPC2
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Table S4. Fit Parameters from seTCSPC using a Two State Model. Species fluorescent lifetimes were used to estimate effective fluorescence-averaged
lifetimes accounting for fluorophore linker dynamics. Details on model function and definition of parameters can be found in Supplementary Methods. Information
about variants is found in Fig. S1 and Table 1.
FL
Variant

Donor
Fraction

Scattering
Amplitude

τD(0)

P2-G6
P3-G4
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
P2-S2
S2-G6
S3-G1
S1-G1

0.02
0.00
0.01
0.15
0.39
0.11
0.00
0.02
0.00
0.00
0.00
0.00

0.07
0.17
0.04
0.12
0.09
0.05
0.05
0.0
0.20
0.16
0.20
0.12

3.60
3.76
3.59
3.86
3.56
3.79
3.77
4.04
3.38
3.50
3.56
3.64

PSG
Variant

Donor
Fraction

Scattering
Amplitude

P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2

0.00
0.04
0.11
0.05
0.00
0.05

0.09
0.10
0.06
0.06
0.06
0.07

⟨𝜅𝜅 2 ⟩

rD|D,∞

rA|A,∞

rA|D,∞

0.72
0.82
0.85
0.85
0.83
0.89
0.83
0.88
0.71
0.72
0.77
0.79

.09
.18
.14
.14
.19
.15
.12
.19
.04
.11
.14
.18

.14
.14
.19
.21
.13
.22
.20
.25
.20
.13
.05
.14

.07
.08
<.01
.02
.01
.08
.04
.02
.04
<.01
.01
.09

τD(0)

κ2

rD|D,∞

rA|A,∞

rA|D,∞

3.60
3.59
3.72
3.46
3.77
3.87

0.79
0.85
0.84
0.87
0.83
0.86

.14
.14
.19
.14
.14
.14

.08
.25
.16
.25
.18
.25

.07
.02
.01
.07
.04
.04

Species
Fraction
xI
0.46
0.46
0.46
0.46
0.46
0.46
0.46
0.46
0.46
0.46
0.46
0.46
Species
Fraction
xI
0.52
0.52
0.52
0.52
0.52
0.52

Species
Fraction
xII
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.54
Species
Fraction
xII
0.49
0.49
0.49
0.49
0.49
0.49

τD(A),xI

τD(A),xII

τD(A),fI

τD(A),fII

χ,seTCSPC2

2.73
2.67
3.41
2.45
3.31
3.58
3.44
0.28
0.41
0.33
0.80
2.96

0.39
0.53
0.46
0.33
0.97
1.13
0.15
2.09
2.03
1.80
2.95
0.76

2.78
2.75
3.41
2.57
3.31
3.58
3.45
0.37
0.67
0.58
1.09
2.99

0.65
0.83
0.74
0.59
1.25
1.41
0.34
2.27
2.14
1.97
2.98
1.06

2.54
1.49
1.22
1.13
2.12
2.11
1.15
0.45
1.96
0.92
1.84
1.61

τD(A),xI

τD(A),xII

τD(A),fI

τD(A),fII

3.01
1.93
3.57
3.38
3.12
0.47

0.65
0.36
0.92
0.66
0.23
2.52

3.03
2.09
3.57
3.38
3.14
0.77

0.94
0.62
1.22
0.94
0.45
2.62

χr,seTCSPC
2

0.94
0.85
2.14
1.37
1.64
0.72

1

Table S5. Interdye Distances from the Global Fit of seTCSPC Decays. Distances resulting from seTCSPC fits. Model
details are in Supplementary Methods. All R0 for distance calculations taken as 52 Å, state widths set to 6 Å. Model fit
parameters can be found in Table S4. Details of variants can be found in Fig. S1 and Table 1. Uncertainties corresponding
to 95% confidence intervals were estimated using the F-test for the ratio of χr,seTCSPC2 of the final fit to the χr,seTCSPC2 under
variation of each parameter independently. The number of degrees of freedom was 2663 for all curves (number of data
points-number of parameters).
FL Variant
P2-G6
P3-G4
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
P2-S2
S2-G6
S3-G1
S1-G1
FL Fraction
PSG Variant
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
PSG Fraction

⟨𝑅𝑅𝐷𝐷𝐷𝐷,𝐴𝐴 ⟩ (Å)
64.0 ± 2.0
60.4 ± 2.9
84.7 ± 7.0
57.1 ± 3.2
79.8 ± 9.8
83.3 ± 5.2
76.9 ± 7.4
33.8 ± 6.0
37.4 ± 3.5
35.6 ± 3.4
42.3 ± 2.8
66.5 ± 2.9
46.1%
〈RDA,A〉(Å)
68.2 ± 6.2
53.3 ± 3.0
89.0 ± 10.5
96.5 ± 12.0
67.5 ± 2.1
37.4 ± 3.9
51.8%

⟨𝑅𝑅𝐷𝐷𝐷𝐷,𝐵𝐵 ⟩ (Å)
36.6 ± 4.4
38.5 ± 1.1
37.8 ± 3.8
35.0 ± 6.0
44.2 ± 8.3
45.1 ± 5.8
30.6 ± 4.5
52.6 ± 2.1
55.6 ± 1.6
52.5 ± 1.4
67.8 ± 4.2
41.7 ± 2.1
53.9%
〈RDA,B〉(Å)
40.4 ± 7.6
36.0 ± 5.5
43.2 ± 4.3
40.8 ± 2.0
32.9 ± 3.5
57.7 ± 5.7
48.2%

1

Table S6. Parameters for Calculation of Static FRET-Lines in MFD Plots. The static FRET-lines are calculated using
these parameters and shown for visual reference in MFD plots in Figs. 1, S3& S6. FRET-lines are corrected for dynamic
averaging due to fluorophore linker dynamics via polynomials relating the species fluorescence lifetimes, τD(A),x, from
seTCSPC fits and linker-movement corrected apparent fluorescence-averaged fluorescence decay lifetimes, τD(A),f. These
polynomials take the form: τD(A),xj = ∑4𝑖𝑖=0 𝑝𝑝𝑖𝑖 (τD(A),fj )𝑖𝑖 . Polynomial coefficients are determined via simulations of state
widths in the Margarita software package. Static FRET-lines describe the expected relationship between 𝜏𝜏𝐷𝐷(𝐴𝐴),𝑓𝑓 and FRET
efficiency for non-dynamic populations as 𝜏𝜏𝐷𝐷(𝐴𝐴),𝑓𝑓 is varied from 0 to the donor-only lifetime. Values for 𝜏𝜏𝐷𝐷(0) are listed in
Table S4. Details of variants can be found in Fig. S1 and Table 1.
The static FRET-lines take the form: 𝐸𝐸 = 1 − (∑4𝑖𝑖=0

𝑝𝑝𝑖𝑖 (τD(A),𝑓𝑓 )𝑖𝑖
𝜏𝜏𝐷𝐷(0)

).

FL
Variant

p0

p1

p2

p3

p4

P2-G6

-0.020

0.362

0.465

-0.109

0.008

P3-G4

-0.020

0.368

0.442

-0.099

0.007

P2-G1

-0.020

0.362

0.466

-0.109

0.008

P3-G5

-0.021

0.372

0.430

-0.094

0.006

P1-G3

-0.019

0.361

0.471

-0.111

0.008

P1-G4

-0.021

0.369

0.438

-0.098

0.007

P1-G2

-0.020

0.369

0.441

-0.099

0.007

P3-S2

-0.022

0.378

0.407

-0.086

0.005

P2-S2

-0.018

0.353

0.500

-0.124

0.009

S2-G6

-0.019

0.358

0.481

-0.115

0.008

S3-G1

-0.019

0.361

0.471

-0.111

0.008

S1-G1

-0.020

0.364

0.459

-0.106

0.008

PSG
Variant

p0

p1

p2

p3

p4

P2-G1

-0.020

0.362

0.465

-0.109

0.008

P3-G5

-0.020

0.362

0.466

-0.109

0.008

P1-G3

-0.020

0.367

0.448

-0.102

0.007

P1-G4

-0.019

0.357

0.486

-0.118

0.009

P1-G2

-0.020

0.369

0.441

-0.099

0.007

P3-S2

-0.021

0.372

0.427

-0.093

0.006

2

Table S7. Parameters for Calculation of Dynamic FRET-Lines in MFD Plots. The dynamic FRET-lines are calculated
using these parameters and shown for visual reference in MFD plots in Figs. 1, S3 & S6. Two-State dynamic FRET-lines
describe the path in FRET efficiency vs 𝜏𝜏𝐷𝐷(𝐴𝐴),𝑓𝑓 plots on which populations exhibiting fractional mixing between two
limiting, Gaussian-distributed states would fall. Dynamic lines are corrected like static lines for linker dynamics. Lifetimes
for limiting states are taken from seTCSPC analysis (Table S4). Details of variants can be found in Fig. S1 and Table 1.
(τD(A),fI )(τD(A),fII )

Dynamic FRET-lines take the form: 𝐸𝐸 = 1 − τ

3
𝑖𝑖
D(0) (τD(A),fI +τD(A),fII −∑𝑖𝑖=0 𝑝𝑝𝑖𝑖 (τD(A),f ) )

Variant

p0

p1

p2

p3

P2-G6

-2.499

1.894

0.000

0.000

P3-G4

-2.134

1.768

0.000

0.000

P2-G1

-2.608

1.767

0.000

0.000

P3-G5

-2.653

2.023

0.000

0.000

P1-G3

-1.355

1.400

0.000

0.000

P1-G4

-1.482

1.414

0.000

0.000

P1-G2

-4.946

2.435

0.000

0.000

P3-S2

-3.337

2.453

0.000

0.000

P2-S2

-1.984

1.907

0.000

0.000

S2-G6

-2.118

2.049

0.000

0.000

S3-G1

-1.675

1.560

0.000

0.000

S1-G1

-1.763

1.586

0.000

0.000

Variant

p0

p1

p2

p3

P2-G1

-1.955

1.641

0.000

0.000

P3-G5

-2.146

2.003

0.000

0.000

P1-G3

-1.713

1.479

0.000

0.000

P1-G4

-2.014

1.597

0.000

0.000

P1-G2

-3.712

2.179

0.000

0.000

P3-S2

-2.247

1.844

0.000

0.000

.
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Table S8. Reaction Rates and Population Fractions from Photon Distribution Analysis (PDA). Fit parameters from
PDA. Fits were performed with 2 static and 1 dynamic population, corresponding to distances from seTCSPC Gaussiandistributed states for static populations and exchange between them for the dynamic population. Details of variants can be
found in Fig. S1 and Table 1.

FL Variant

kAB (ms )

kBA (ms )

kR (ms )

TR (ms)

P2-G6
P3-G4
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
P2-S2
S2-G6
S3-G1
S1-G1

4.10
3.08
4.76
1.97
4.53
3.25
0.72
5.54
2.00
7.32
5.19
3.52

3.15
2.99
3.56
5.76
7.00
4.75
8.11
3.14
7.03
5.01
6.76
5.84

7.25
6.07
8.32
7.73
11.53
8.00
8.83
8.68
9.03
12.33
11.95
9.36

0.14
0.17
0.12
0.13
0.09
0.13
0.11
0.12
0.11
0.08
0.08
0.11

PSG Variant

kAB (ms-1)

kBA (ms-1)

kR (ms-1)

TR (ms)

P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2

5.09
4.10
5.28
3.27
2.91
7.32

10.80
7.65
15.90
16.20
28.80
4.23

15.89
11.75
21.18
19.47
31.71
11.55

0.06
0.09
0.05
0.05
0.03
0.09

-1

-1

-1

Static
Fraction
A (%)
0.4
9.8
1.4
19.4
25.0
0.0
27.7
6.5
27.8
2.9
11.2
1.7
Static
Fraction
A (%)
35.4
23.7
35.0
26.4
35.8
11.0

Static
Fraction
B (%)
4.3
25.2
8.1
1.3
8.0
25.1
0.4
3.2
1.0
0.0
2.2
14.2
Static
Fraction
B (%)
19.2
26.3
3.3
2.9
0.1
13.6

Kinetic
Fraction
(%)
95.3
65.0
90.5
83.1
67.1
74.9
72.0
90.3
71.2
97.1
86.6
84.1
Kinetic
Fraction
(%)
45.4
50.0
61.7
70.7
64.1
75.4

4

Table S9. Fit parameters from Global Analysis of Filtered Fluorescence Correlation Spectroscopy (fFCS). Crosscorrelation decay times were fixed for all samples, and their amplitudes were set as global parameters when fitting the
cross-correlation curves. The average and log-space average, diffusion time (tdiff.) and geometric factor s are also global fit
parameters as defined in Supplementary Methods. Details of variants can be found in Fig. S1 and Table 1. Decay
timescales correspond to 𝑡𝑡𝑅𝑅𝑖𝑖 and amplitudes to 𝐶𝐶𝐶𝐶𝑖𝑖 in Supplementary Methods.
FL
Variant
P2-G6
P3-G4
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
P2-S2
S2-G6
S3-G1
S1-G1
PSG
Variant
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2

0.01 ms
Amplitude
0.02
0.53
0.54
0.00
0.23
0.53
0.47
0.27
0.03
0.01
0.63
0.71
0.01 ms
Amplitude
0.39
0.29
0.51
0.58
0.39
0.01

0.10 ms
Amplitude
0.37
0.31
0.01
0.50
0.17
0.00
0.13
0.10
0.41
0.28
0.00
0.03
0.10 ms
Amplitude
0.03
0.18
0.10
0.00
0.46
0.31

1.00 ms
Amplitude
0.61
0.16
0.45
0.50
0.60
0.47
0.39
0.62
0.56
0.71
0.37
0.26
1.00 ms
Amplitude
0.58
0.53
0.39
0.42
0.15
0.68

Average

tdiff. (ms)

S

0.65
0.20
0.46
0.55
0.62
0.47
0.41
0.64
0.60
0.74
0.37
0.27

8.64
10.19
2.27
4.47
0.91
1.08
2.05
0.91
7.03
9.74
1.21
2.10

4.70
4.70
4.42
4.42
4.42
4.42
4.42
4.42
4.70
4.70
4.70
4.70

Average

tdiff. (ms)

S

0.59
0.55
0.41
0.43
0.20
0.72

1.04
0.79
1.54
0.80
3.12
0.96

4.42
4.42
4.42
4.42
4.42
4.42
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Table S10. Variant-specific Fit Parameters for Analysis of filtered Fluorescence Correlation Spectroscopy (fFCS).
The baseline/no-correlation parameter B, average number of bright molecules in the confocal volume N, and long-timescale
decay amplitude (ATl for 𝑡𝑡𝐿𝐿 = 5.00 ms, accounts for long-timescale photophysical effects). Parameters correspond to lowFRET to high-FRET cross-correlation (LH), high-FRET to low-FRET cross-correlation (HL), low-FRET autocorrelation
(LL), or high-FRET autocorrelation (HH). Details of variants can be found in Fig. S1 and Table 1. Parameter definitions
can be found in Supplementary Methods.
FL
Variant

bLH

NB,LH

ATl,LH

bHL

NB,HL

ATl,HL

bLL

NB,LL

ATl,LL

bHH

NB,HH

ATl,HH

P2-G6

1.00

0.03

0.00

1.00

0.04

0.00

1.00

0.03

0.00

1.00

0.01

0.00

P3-G4

1.02

37.23

0.59

1.02

4.85

0.01

1.02

0.06

0.78

1.02

0.03

0.89

P2-G1

1.14

0.57

0.00

1.14

0.34

0.41

1.24

0.05

0.19

1.09

0.15

0.03

P3-G5

1.03

1.10

0.12

1.03

0.96

0.23

1.01

0.06

0.27

1.00

0.21

0.20

P1-G3

1.00

0.12

0.02

1.00

0.11

0.00

1.00

0.05

0.00

1.00

0.02

0.00

P1-G4

1.24

0.20

0.06

1.24

0.26

0.00

1.32

0.06

0.00

1.20

0.01

0.00

P1-G2

1.05

0.16

0.12

1.05

0.18

0.00

1.28

0.02

0.12

1.05

0.03

0.00

P3-S2

1.35

0.14

0.06

1.35

0.10

0.29

1.45

0.03

0.00

1.50

0.05

0.00

P2-S2

1.00

0.32

0.01

1.00

0.78

0.00

1.00

0.02

0.00

1.00

0.16

0.00

S2-G6

1.00

0.82

0.00

1.00

0.95

0.00

1.00

0.43

0.00

1.00

0.51

0.00

S3-G1

1.00

1.49

0.00

1.00

0.90

0.00

1.00

0.06

0.00

1.00

0.05

0.00

S1-G1

1.00

1.99

0.00

1.00

1.20

0.21

1.00

0.05

0.04

1.00

0.05

0.04

PSG
Variant

BLH

NLH

ATl,LH

BHL

NHL

ATl,HL

BLL

NLL

ATl,LL

BHH

NHH

ATl,HH

P2-G1

1.05

0.09

0.57

1.05

0.12

0.00

1.11

0.01

0.00

1.03

0.04

0.00

P3-G5

1.25

0.19

0.31

1.25

0.16

0.37

1.85

0.01

0.01

1.15

0.04

0.00

P1-G3

1.18

0.43

0.00

1.18

0.48

0.00

1.20

0.08

0.00

1.17

0.02

0.00

P1-G4

1.10

0.23

0.00

1.10

0.24

0.00

1.10

0.05

0.00

1.10

0.01

0.00

P1-G2

1.17

0.08

0.04

1.17

0.07

0.19

1.34

0.01

0.23

1.10

0.03

0.05

P3-S2

1.16

0.20

0.00

1.16

0.16

0.24

1.40

0.01

0.00

1.07

0.07

0.00
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Table S11. Attachment Atom Indices for Accessible Volume Simulations. Fluorophores were simulated in the FPS
software package using a three-sphere model (Radii R1, R2, R3), with flexible linker dimensions given by LL (length) and
WL (width). Docking simulations were performed with Alexa-488 C5-maleimide attached to PDZ3 sites and Alexa-647 C2maleimide attached to SH3-GuK. Parameters for accessible volume simulations used in rigid body docking and simulations
were as follows: For Alexa-488 C5-maleimide, radii values of 5.0 Å, 4.5 Å, and 1.5 Å were used with linker length of 20.5
Å and width 4.5 Å. For Alexa-674 C2-maleimide, radii values of 7.15 Å, 4.5 Å, and 1.5 Å were used with linker length of
21.0 Å and width 4.5 Å. Details of variants can be found in Fig. S1 and Table 1.
Labeling Site
PDZ3
P1
P2
P3
SH3-GuK
S1
S2
S3
G1
G2
G3
G4
G5
G6

Atom Index
14
554
778
519
664
870
1680
1830
1948
1972
2157
2477
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Table S12. Distance Bounds from FRET Network Robustness Analysis. Mean distances from re-analysis of sub-sampled
seTCSPC data are reported for the two limiting states from each variant (Fig. S16). These distances, along with AV
simulations, were used for screening all snapshot structures from DMD simulations to estimate FRET-distances for each
snapshot structure. Details of variants can be found in Fig. S1 and Table 1. For inclusion in the basin ensembles from
screening, simulated structures were rejected if the percent error of each distance was greater than the average σ%error from
the corresponding basin (7.3% and 8.7% for limiting states A and B, respectively). Description of FRET Network
Robustness Analysis is found in Supplementary methods.
Sample
P2-G6
P3-G4
P2-G1
P3-G5
P1-G3
P1-G4
P1-G2
P3-S2
P2-S2
S2-G6
S3-G1
S1-G1

⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩ ± σ%error A (Å)
68.1 ± 5.0
66.3 ± 4.8
81.6 ± 6.0
64.3 ± 4.7
85.8 ± 6.3
75.4 ± 5.5
77.3 ± 5.6
28.3 ± 2.1
36.9 ± 2.7
33.4 ± 2.4
38.8 ± 2.8
65.9 ± 4.8

⟨𝑅𝑅𝐷𝐷𝐷𝐷 ⟩ ± σ%error B (Å)
37.7 ± 3.3
35.6 ± 3.1
34.5 ± 3.0
41.0 ± 3.6
41.4 ± 3.6
34.1 ± 3.0
27.2 ± 2.4
52.0 ± 4.5
59.1 ± 5.1
53.5 ± 4.7
73.2 ± 6.4
33.7 ± 2.9
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Supplementary Methods
Multi-Parameter Fluorescence Detection
For the Clemson University setup, freely diffusing molecules were excited as they passed through the focal volume of
a 60X, 1.2 NA collar (0.17) corrected Olympus objective with diode lasers at 485 nm and 640 nm (PicoQuant, Germany)
operating at 40 MHz with 25 ns interleaved time. The power at the objective was 80 µW at 485 nm and 32 µW at 640 nm.
Emitted photons were collected through the same objective and spatially filtered through a 70 µm pinhole to limit the
effective confocal detection volume. For the setup located at Heinrich Heine University (HHU), molecules were excited
with diode lasers at 485 nm and 640 nm (PicoQuant, Germany) operating at 64 MHz (15.6 ns interleaved time). The power
at the objective was set to 60 µW at 485 nm and 10 µW at 640 nm. The location at which each sample was measured is
indicated in Table S1.
Emission was separated into parallel and perpendicular polarization components at two different spectral windows using
band pass filters, ET525/50 and ET720/150, for donor and acceptor, respectively (Chroma Technology Co.). In total, four
photon-detectors are used at the Clemson setup—two for donor (PMA Hybrid model 40 PicoQuant, Germany) and two for
acceptor (PMA Hybrid model 50, PicoQuant, Germany). To ensure temporal data registration of the 4 synchronized input
channels, we used a HydraHarp 400 TCSPC module (PicoQuant, Germany) in Time-Tagged Time-Resolved mode. For the
HHU setup, eight detection channels are used—four for green (τ-SPAD, PicoQuant, Germany) and four for red APD SPCMAQR-14, Perkin Elmer, Germany) data registration synchronization was achieved with HydraHarp 400 TCSPC module
(PicoQuant, Germany) in Time-Tagged Time-Resolved mode.
Subensemble Time-Correlated Single-Photon Counting (seTCSPC) Analysis
Analysis of donor fluorescence decays in conditions for FRET to determine limiting states was performed on photon data
corresponding to bursts shown in Fig. S3. These fits and raw data are shown in Figs. S2 and S5 for full-length and truncated
PSG core, respectively. Data for fits was generated by loading burstwise data and IRF data corresponding to the green
detection channels into the FitMachine analysis software using 4096 TAC bins and saving the resulting fluorescence decay
and IRF histograms. Fitting was performed in the ChiSurf analysis software, which allows users to set individual parameters
to be shared globally and optimized amongst subsets of curves. Fit models were multi-exponential decays described by:
𝑓𝑓𝐷𝐷(𝐴𝐴) (𝑡𝑡) = ∑2𝑖𝑖=1 𝑥𝑥𝑖𝑖 𝑒𝑒 −𝑡𝑡/𝜏𝜏𝐷𝐷,𝑖𝑖 + 𝑥𝑥𝐷𝐷(0) 𝑒𝑒 −𝑡𝑡/𝜏𝜏𝐷𝐷(0)

(S1)

where 𝑥𝑥𝑖𝑖 and 𝑥𝑥𝐷𝐷(0) = 1 − ∑2𝑖𝑖=1 𝑥𝑥𝑖𝑖 are species fractions of exponential decay terms for FRET-sensitized and DO/no-FRET
emission, and 𝜏𝜏𝐷𝐷,𝑖𝑖 and 𝜏𝜏𝐷𝐷(0) are the corresponding donor fluorescence decay lifetimes. The instrument response function
(IRF) is deconvolved and decays are related to states with underlying Gaussian-distributed interdye distances as described
1,2
. Prior to global fitting, donor-only (DO) fluorescence lifetimes and fractions were determined by fitting each variant with
the corresponding DO curves. These DO curves are shown in Figs. S2 and S5, and the DO lifetimes and fractions are
provided in Table S4. Global fits for the full-length variants were performed by loading all decay data simultaneously along
with the corresponding IRF data. DO fluorescence lifetimes, DO fractions, and instrumental parameters were fixed for each
sample based on DO fits, and two distances corresponding to donor fluorescence lifetimes and fractions were used for each
FRET variant, with population fractions set as global parameters and distances optimized individually. The fit parameters
for this analysis are listed in Table S4. Where 𝜏𝜏𝐷𝐷,𝑥𝑥𝑥𝑥 and 𝜏𝜏𝐷𝐷,𝑓𝑓𝑓𝑓 are used, x indicates the species mean fluorescence lifetime
used in seTCSPC fits and f indicates the fluorescence-weighted average lifetime for the state used in computing FRET-lines
for MFD histograms. Conversion to distances was performed as we have done previously, using a standard Förster radius
of 52 Å for the Alexa 488 and Alexa 647 dye pair (2). The Förster radius was corrected individually for each sample based
on the corresponding mean dye orientation factor, ⟨𝜅𝜅 2 ⟩, given in Table S4. The expression for ⟨𝜅𝜅 2 ⟩ and relation to the
Förster radius has been detailed previously 3. The values of ⟨𝜅𝜅 2 ⟩ were estimated using the Kappa2-Distribution tool in the
1

Chisurf software package. The values of steady-state anisotropy used for these estimations (rD|D,∞, rA|A,∞ for donor and
acceptor under direct excitation, respectively) were calculated from MFD histograms and are provided in Table S4. Interdye
distances from the seTCSPC fitting can be found in Table S5. This procedure was repeated for the truncated PSG variants.
Photon Distribution Analysis
PDA analysis accounts for shot noise, background signal contributions, and binning effects to construct accurate
fluorescence parameter histograms 4,5. PDA analysis was performed using the Seidel Software Tatiana 4.8 software. For
this analysis, burstwise photon data was re-binned into time windows of varying lengths: 1 ms, 2 ms, and 3 ms. Shorter time
windows corresponding to the ends of bursts partway through a time window were discarded. Burstwise FRET efficiency
was recalculated from this re-binned data. The resulting histograms were fit globally for each FRET variant to ensure the
resulting model is consistent across different time windows sizes. The model used included two static populations
corresponding to the limiting state distances with fixed widths (7% of RD(A)) as well as a dynamic population corresponding
to exchange between these states. Fixed-width states were included to account for apparently static states corresponding
either to conformationally static states or dynamic processes not reflected by changes in the FRET efficiency of any given
variant. The reaction rates, kAB and kBA as well as the population fractions, AA, AB, and ADyn. were allowed to vary. This
model can be summarized as (𝐴𝐴 ↔ 𝐴𝐴′) ↔ (𝐵𝐵 ↔ 𝐵𝐵′ ). The mean relaxation time is given by 𝑇𝑇𝑅𝑅 =

1
𝑘𝑘𝑅𝑅

= 1/(𝑘𝑘𝐴𝐴𝐴𝐴 + 𝑘𝑘𝐵𝐵𝐵𝐵 ).

Correction parameters for PDA FRET efficiency histograms were the same as for multiparameter histograms (Tables S1
and S2).
fFCS Model
For modeling the fFCS we use the following functions.
Species Auto-Correlation Function:
𝑓𝑓𝐴𝐴𝐴𝐴 (𝑡𝑡𝑐𝑐 ) = 𝑏𝑏 +

1

𝑡𝑡𝑐𝑐 𝑧𝑧2
0
𝑁𝑁𝐵𝐵 �1+
��1+
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝜔𝜔2
0
𝑡𝑡𝑐𝑐

Species Cross-Correlation Function:

𝑓𝑓𝐶𝐶𝐶𝐶 (𝑡𝑡𝑐𝑐 ) = 𝑏𝑏 +

(1 + ∑𝑖𝑖(|𝐴𝐴𝐴𝐴𝑖𝑖 |𝑒𝑒

𝑡𝑡
− 𝑐𝑐

1

𝑡𝑡𝑐𝑐 𝑧𝑧2
0
𝑁𝑁𝐵𝐵 �1+
��1+
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝜔𝜔2
0
𝑡𝑡𝑐𝑐

∑𝑖𝑖|𝐶𝐶𝐶𝐶𝑖𝑖 | = 1

𝑡𝑡𝑅𝑅
𝑖𝑖

− |𝐴𝐴𝐴𝐴𝑖𝑖 |))(1 − |𝐴𝐴Tl | + |𝐴𝐴Tl |𝑒𝑒

(1 − 𝐶𝐶 ∑𝑖𝑖|𝐶𝐶𝐶𝐶𝑖𝑖 |𝑒𝑒

𝑡𝑡
− 𝑐𝑐

𝑡𝑡𝑅𝑅
𝑖𝑖

)(1 − |𝐴𝐴Tl |𝑒𝑒

𝑡𝑡
− 𝑐𝑐

𝑡𝑡𝐿𝐿

𝑡𝑡
− 𝑐𝑐

𝑡𝑡𝐿𝐿

)

(S2)

),

(S3)

(S4)

Here, 𝑏𝑏 is the baseline value for the correlation function, corresponding to no correlation, 𝑁𝑁𝐵𝐵 is the average number
of bright molecules in the confocal volume, 𝑡𝑡𝑐𝑐 is the correlation time, 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the average diffusion time through the confocal
volume, 𝑠𝑠 = 𝑧𝑧0 /𝜔𝜔0 is a geometric factor of the confocal volume as the ratio of widths parallel and perpendicular to the light
path of the excitation laser through the sample, 𝐴𝐴𝐴𝐴𝑖𝑖 and 𝐶𝐶𝐶𝐶𝑖𝑖 are auto-correlation and cross-correlation decay amplitudes, 𝑡𝑡𝑅𝑅𝑖𝑖
are the associated decay times, 𝐶𝐶 is a normalization factor for each individual cross-correlation curve, and 𝐴𝐴Tl and 𝑡𝑡𝐿𝐿 are
additional decay components to account for long-timescale processes not associated with dynamics that occur below the
diffusion time.
Rigid Body Docking and Screening of DMD Structures
Rigid body docking and screening against DMD simulations were performed using the FRET Positioning and Screening
(FPS) software 6. Input distances and uncertainties were taken from seTCSPC in Table S5. Initial structure was generated
2

from the representative DMD structure used throughout the main text by removing residues 399-428 corresponding to the
PDZ3-SH3 linker such that PDZ3 and SH3-GuK are treated as separate rigid bodies. In simulations, PDZ3 is held static
while SH3-GuK undergoes a biased random walk with FRET distance restraints imparting forces to guide the docking
toward those structures satisfying the restraints. Distances are calculated for rigid bodies by sampling fluorophore accessible
volumes (AV) simulated for each fluorophore labeling position. 11000 independent runs were performed from the initial
structure for each limiting state distance set from global seTCSPC fitting. All resulting structures for these runs were
combined into one dataset and best structure selection was performed from this combined dataset. Representative structures
are identified based on minimization of χ2r,Docking calculated between simulated distances for each structure and
experimental distances. This procedure was repeated for the distances from the truncated variants. For contact state
visualization, an additional restraint per successful DS pair was included for the structure with the shortest distances
corresponding to each DS pair, set to 2 Å +/- 2 Å.
Screening and FRET robustness analysis were performed in the same software by loading 20871 structures from
DMD simulations, simulating AVs for each labeling site in every structure, calculating inter-dye distances by random
sampling of the AVs, and again using distances and uncertainties from seTCSPC for comparison. These structures were not
modified and therefore included all of residues 308-724. Best representatives were determined for screening in the same
way as for docking structures but using χ2r,Screening . Analysis of refitted distances from subsamples of variants were

analyzed using the same AV data as for screening. For each structure, interdye distances were calculated from dye AVs and
structures were classified based on whether the average percent error of simulated distances for that structure relative to the
distances in Table S12 were below the thresholds corresponding to either basin A, basin B, or neither. Surfaces were
calculated corresponding to the PDZ3 center-of-mass positions for all structures classified into either basin, shown in Fig.
6. Contours representing classifications of structures are shown in Fig. S15. Resulting structures and surfaces from these
analyses were visualized in the PyMOL Molecular Graphics System, Version 2.0 (Schrödinger, LLC). Attachment sites and
parameters for AV simulations for both docking and screening can be found in Table S11.

Supplementary Note
Heterogeneous Dynamics of the PSG Supramodule
We performed Photon Distribution Analysis (PDA) to analyze dynamics within the PSG as they give rise to
broadening in the apparent FRET efficiency distributions from MFD. Analysis was performed using three burst-duration
time windows (1 ms, 2 ms, and 3 ms) for re-binning of photon data for each variant. The re-binned data were globally fit
using a dynamics model which includes two quasi-static limiting state populations and one kinetic population. Quasi-static
populations were included to account for potential true static states and dynamics which are not reflected as large changes
in the apparent FRET efficiencies for particular variants. For the full-length variants, relaxation times were in the range of
0.08-.017 ms (0.12 ms average) with large kinetic population fractions. For the PSG-truncated variants, relaxation times for
the kinetic population became faster (.03-.09 ms, 0.06 ms average) while the static population fractions increased
significantly. This suggests that the PDZ3 spends more time in conformations corresponding to the limiting states in the
truncated PSG, wherein it may undergo re-orientations that are not reflected as large changes in the burst-wise FRET
efficiency. Additionally, increases in the reaction rates for PSG mostly favored state A, in agreement with the relative
increase in the state A population fraction observed in TCSPC fitting. Thus, PDA suggests that the supertertiary context of
the full-length PSD-95 plays a role in regulating the conformational exchange kinetics of the PSG in sampling the limiting
states.
We additionally performed filtered fluorescence correlation spectroscopy (fFCS) to probe the heterogeneous
dynamics of the PSG from µs to ms timescales. The fFCS was performed using the same data from MFD experiments. So
that the relative contributions to apparent dynamics at each timescale could be compared between variants, the three crosscorrelation decay times, 𝑡𝑡𝑅𝑅1 , 𝑡𝑡𝑅𝑅2 , and 𝑡𝑡𝑅𝑅3 , were fixed to 0.01 ms, 0.10 ms, and 1.00 ms, respectively, for all variants, while
the relative amplitudes of these terms were left free to vary. As is the case for FRET-derived distances, each variant
3

differentially reports on the underlying motions of the molecule. This analysis revealed heterogeneous dynamics that were
differentially reflected by each of the FRET variants. All variants exhibited a large amplitude corresponding to 𝑡𝑡𝑅𝑅3 , the
slowest correlation time assigned to relatively large-scale motions of the PSG (i.e., exchange between limiting states). The
remaining amplitudes partition into mostly fast motions (𝑡𝑡𝑅𝑅1 ) or intermediate motions (𝑡𝑡𝑅𝑅2 ). Thus, all variants exhibit slow
interconversions between limiting states that provide the highest contrast in FRET efficiency concomitantly with fast
reorientations corresponding to local motions and domain reorientations, suggesting that the limiting states are
heterogeneous ensembles undergoing fast exchange. Notably, variants including G5 and G6 and either of PDZ3 or SH3 in
the Full-Length variants show significantly lower 𝑡𝑡𝑅𝑅1 amplitudes and higher 𝑡𝑡𝑅𝑅2 amplitudes. These labeling sites in GuK
are at the surface of GuK nearest to SH3, suggesting that the slower motions observed for these sites relate to SH3-GuK
motions qualitatively observed in MFD histograms. Interestingly, variants including one of these sites and a PDZ3 site show
high average FRET efficiencies, indicating the PDZ3 spends significant time in close proximity to this region, as is seen in
state B. In contrast, variants containing G1, G2, and G3 exhibit large amplitudes for 𝑡𝑡𝑅𝑅1 . These sites are located at the
surface of GuK far from SH3, suggesting that fast local motions of GuK away from SH3 play a role in the global
conformation of the PSG. PSG variants exhibited similar heterogeneity of dynamics, with the largest amplitudes
corresponding mostly to 𝑡𝑡𝑅𝑅1 and 𝑡𝑡𝑅𝑅3 . P1-G2 and P1-G3 exhibit increases in amplitudes for the two faster timescales. Taken
together with the similarity in limiting state distances for PSG, this indicates that PDZ3 spends more time undergoing fast
reorientations and local motions associated with heterogeneity within the limiting state ensembles. Meanwhile, P3-S2
exhibited increased in the two slower timescales, especially 𝑡𝑡𝑅𝑅1 , indicating that intermediate timescale motions such as
changes in the relative orientation of PDZ3 are providing contrast. Additionally, P1-G1, P1-G4, and P3-G5 maintained high
amplitudes corresponding to 𝑡𝑡𝑅𝑅3 and 𝑡𝑡𝑅𝑅1 , suggesting that the major contribution to contrast in FRET efficiencies is slow
motions corresponding to exchange between the limiting states, but that the fast motions associated with heterogeneity of
the limiting state ensembles are maintained.
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