Weak factorizations of continuous set-valued mappings  by Gutev, Valentin G.
Topology and its Applications 102 (2000) 33–51
Weak factorizations of continuous set-valued mappings I
Valentin G. Gutev 1
Department of Mathematics, Faculty of Science, Ehime University, Matsuyama 790, Japan
Received 5 May 1997; received in revised form 8 July 1998
Abstract
The paper is devoted to a general factorization theorem for “continuous” set-valued mappings
defined on arbitrary topological spaces. This result fits naturally into the selection theory showing
that several known selection theorems remain valid under minimal hypotheses. Also, the result is
successful in proving new theorems for the existence of selections on spaces of closed subsets.
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1. Introduction
Let X and Y be topological spaces, and let 2Y be the family of all non-empty subsets of
Y . Also, let
F(Y )= {S ∈ 2Y : S is closed}.
A set-valued mapping Φ :X→ 2Y is lower semi-continuous, or l.s.c., if
Φ−1(U)= {x ∈X: Φ(x)∩U 6= ∅}
is open in X for every open U ⊂ Y . A mapping f :X→ Y (respectively, ϕ :X→ 2Y ) is a
selection for Φ :X→ 2Y if f (x) ∈Φ(x) (respectively, ϕ(x)⊂Φ(x)) for every x ∈X.
Most of the classical Michael-type selection theorems establish that the existence of
continuous selections for l.s.c. mappings Φ :X→ F(Y ) is actually equivalent to some
separation properties (like paracompactness, collectionwise normality, normality, etc.)
of X.
I This work has been supported by the JSPS Invitation Fellowship Program for Research in Japan.
1 E-mail: gutev@solaris.math.sci.ehime-u.ac.jp.
0166-8641/00/$ – see front matter Ó 2000 Elsevier Science B.V. All rights reserved.
PII: S0166-8641(98)0 01 39 -4
34 V.G. Gutev / Topology and its Applications 102 (2000) 33–51
In this paper we prove selection theorems which dispense with the separation properties
ofX. Briefly, we remove all restrictions on the domain ofΦ by strengthening the restriction
on the continuity of Φ . To become more specific, let us begin by recalling two notions of
continuity of Φ which are the most reasonable candidates for that purpose. A mapping
Φ :X→ 2Y is called continuous if it is both l.s.c. and u.s.c. Here, Φ is u.s.c., or upper
semi-continuous, if the set
Φ#(U)= {x ∈X: Φ(x)⊂U}
is open in X for every open U ⊂ Y . Regarding metric variants of lower and upper semi-
continuity we chance upon another property of this type. Let (Y, d) be a metric space and
let, for S ∈ 2Y and ε > 0, Bdε (S) denote {y ∈ Y : d(y,S) < ε}. A mapping Φ :X→ 2Y is
d-l.s.c. (respectively, d-u.s.c.) if, given ε > 0, every x ∈X admits a neighborhood V such
that, for every z ∈ V ,
Φ(x)⊂ Bdε
(
Φ(z)
)
(respectively,Φ(z)⊂ Bdε (Φ(x))).
Finally, Φ is called d-continuous if it is both d-l.s.c. and d-u.s.c.
It should be mentioned that a d-continuous Φ is not necessarily continuous and vice
versa (see, e.g., Proposition 2.6). On the other hand, the continuous set-valued mappings as
well as the d-continuous ones fit naturally into the selection theory. Selection theorems for
d-continuous mappings with paracompact (or even arbitrary) domain are proved in [6,21]
while selection results for continuous mappings with arbitrary or (collectionwise) normal
domain are obtained in [5,10]. Despite of that, as the variety of the domain hypotheses in
these theorems suggest, their proofs are based on different techniques. Concerning finally
the principal effect of dealing with selections, a word should be said about the following
aspect in which the behaviour of continuous and d-continuous mappings differs from
that of l.s.c. ones. For Φ :X→ 2Y , A ⊂ X and a selection g :A→ Y for Φ|A, define
another set-valued mapping Φg :X→ 2Y by Φg(x)= {g(x)} if x ∈ A and Φg(x)=Φ(x)
otherwise. If now Φ is l.s.c., A is closed and g is continuous, then Φg is also l.s.c. [20,
Example 1.3∗]. Thus, regarding l.s.c. mappings, the problem of extending a selection is
effectively reduced to the simpler problem of merely finding one. Relating to continuous or
d-continuousΦ , this fails. For properly situated subsets A of X and continuous selections
g for Φ|A, there is no hope Φg to remain (d-)l.s.c. and (d-)u.s.c. simultaneously.
The present paper arose in an attempt to see the selection theorems for continuous and d-
continuous mappings in a single scheme, which always takes care of extending a selection,
and in the hope that thereby one could dispense with the technical domain hypotheses. To
show how this can be done, and how the resulting theorems can be applied, is the purpose
of the paper.
After these preliminaries, we now turn to the central concepts of the paper. First, to
overcome the double case situation of continuous and d-continuous mappings, we regard
another continuity of set-valued mappings. Namely, if (Y, d) is a metric space, then we shall
say thatΦ :X→ 2Y is d-proximal continuous provided it is both l.s.c. and d-u.s.c. Clearly,
every continuous or d-continuous Φ is d-proximal continuous but, as Proposition 2.5
will show, the converse is not true (see, also, Propositions 2.3 and 2.4). Unfortunately,
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d-proximal continuity depends on the metric on the range Y which leads us finally to
the following its “topological” version. If Y is a metrizable space, then we shall say that
Φ :X→ 2Y is proximal continuous provided there exists a compatible metric d on Y such
that Φ is d-proximal continuous.
In view of the extension theory, one of the most successful notions of “properly situated”
sets is that of Pλ-embedding. Let us recall that a subset A of a space X is Pλ-embedded,
where λ is an infinite cardinal number, if for every locally finite cozero-set coverW of A
of cardinality |W| 6 λ there exists a locally finite cozero-set cover U of X such that W
is refined by U ∩ A = {U ∩ A: U ∈ U}. The notion “Pλ-embedded” in this sense is the
same as “Pλ-embedded” in the sense of Shapiro [28], which was introduced by Arens [2]
under the name “λ-normally embedded” (see [28]). In order to give a more flexible form
of the results of the paper, we shall adopt the following weak version of Pλ-embedding.
Let A be a subset of a space X. We shall say that a map g :A→ Y is A-regular if for every
locally finite cozero-set cover V of Y there exists a locally finite cozero-set cover U of X
such that g(U ∩A) refines V . Clearly, a continuous g :A→ Y is A-regular provided A is
Pw(Y)-embedded in X or A is C∗-embedded and g(A)⊂ Y is compact.
Finally, we call in use the following idea of factorizing properties of set-valued
mappings. If Y is a metrizable space and Φ :X→ F(Y ), then we shall say that a triple
(Z,h,ϕ) constitutes an l.s.c. weak factorization for Φ [7,25] if Z is a metrizable space
with weight w(Z) 6 w(Y ), 1 h :X→ Z is continuous, and ϕ :X→ F(Y ) is l.s.c. such
that ϕ ◦ h is a selection for Φ .
The main result of the paper reads now as follows.
Theorem 1.1. Let X be a topological space, Y be a completely metrizable space, and let
Φ :X→F(Y ) be proximal continuous. Also, letA⊂X and let g :A→ Y be an A-regular
selection for Φ|A. Then Φg admits an l.s.c. weak factorization.
Theorem 1.1 seems interesting from several points of view. In the first place, no
separation axioms on X are called for a priory. In the second place, it holds for both
the continuous and d-continuous mappings. Next, Theorem 1.1 overcomes the unstable
behaviour of proximal continuity dealing just with the mapping Φg . Finally, and perhaps
most important, this theorem is a typical factorization theorem. Namely, it reduces the
proofs of several statements for proximal continuous (and, hence, for continuous as well
as for d-continuous) mappings to those for l.s.c. mappings defined on metrizable spaces.
By way of example, this is illustrated in Sections 6 and 7. More precisely, in Section 6
we show that several known selection theorems remains true under minimal hypotheses.
In Section 7, we rely on the generality of Theorem 1.1 to obtain some new and interesting
selection results for spaces of closed subsets. Let us point out here that, as a rule, the higher
separation axioms are missing in the hyperspace topologies.
A word should be finally said about the proof of Theorem 1.1. It occupies Sections 2–5
and will be accomplished by a standard construction of set-valued l.s.c. selections
1 Throughout this paper, the weight w(Y) of a space Y is always an infinite cardinal number.
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(Theorem 5.1). To prepare for this, however, we use a new technique based on the
hyperspace topologies which culminates in Lemmas 3.3 and 3.4 and may have some
general interest. For instance, in Section 8, we apply Lemma 3.3 to show that every
Baire space admits “sufficiently many” densely defined continuous functions. Another
interesting element of this technique is stated by Example 4.4 where we use gap functionals
instead of extension results. In this way, the proof of Theorem 1.1 avoids known extension
theorems.
2. Continuity of set-valued mappings via usual continuity
Let X be a space, (Y, d) be a metric space, and let τ be a topology on F(Y ). Following
[15], we shall say that a set-valued mapping Φ :X→F(Y ) is τ -continuous providedΦ is
continuous as a single-valued mapping from X to the space (F(Y ), τ ).
Now, we recall some natural ways for topologizing F(Y ). Using the metric d on Y ,
F(Y ) can be equipped with the topology τH(d) generated by the Hausdorff distance
H(d)(S,T )= sup{d(S, y)+ d(y,T ): y ∈ S ∪ T }, S, T ∈F(Y ).
Using only the topology of Y , F(Y ) can be equipped with the Vietoris topology τV
generated by all collections of the form
〈V〉 =
{
S ∈F(Y ): S ∩ V 6= ∅, V ∈ V, and S ⊂
⋃
V
}
,
where V runs over the finite families of open subsets of Y . Finally, we need also the
topology τδ(d) on F(Y ) generated by all collections of the form〈〈V〉〉= {S ∈ 〈V〉: d(S,Y\⋃V)> 0},
where V is again a finite family of open subsets of Y . Here, and in the sequel, we suppose
that d(S,∅) > 0 for every S ∈ F(Y ). The topology τδ(d) is known as the d-proximal
topology [3] and is motivated by the following (usually strong) inclusion
τδ(d) ⊂ τV ∩ τH(d). (2.1)
Proposition 2.2. Let X be a topological space, (Y, d) be a metric space, and let Φ :X→
F(Y ). Then
(a) Φ is d-continuous if and only if it is τH(d)-continuous.
(b) Φ is continuous if and only if it is τV -continuous.
(c) Φ is d-proximal continuous if and only if it is τδ(d)-continuous.
Proof. In fact, (a) and (b) are well known (see, for instance, [19,21]). As for (c), it suffices
to note that τδ(d) has a subbase of the form{
S ∈F(Y ): S ∩ V 6= ∅} and {S ∈F(Y ): d(S,Y\V ) > 0},
where V runs over the open subsets of Y . 2
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Proposition 2.2 allows one easy to establish that not every continuous or d-continuous
Φ is d-proximal continuous. Towards this end, we recall that a metric space (Y, d) is a
UC space (or an Atsuji space) provided each real-valued continuous function f :Y →R is
uniformly continuous.
Proposition 2.3. The following two properties of a metric space (Y, d) are equivalent:
(a) (Y, d) is UC.
(b) Every d-proximal continuousΦ :X→F(Y ) is continuous.
Proof. By taking Φ to be the identity mapping of F(Y ) and using (2.1) and Proposi-
tion 2.2, the statement of (b) becomes equivalent to “τδ(d) = τV ”. Then, [3, Lemma 5.2]
completes the proof. 2
Proposition 2.4. The following two properties of a metric space (Y, d) are equivalent:
(a) (Y, d) is totally bounded.
(b) Every d-proximal continuousΦ :X→F(Y ) is d-continuous.
Proof. In the same way as before, (b) is now equivalent to “τδ(d) = τH(d)”. Then, [3,
Lemma 5.1] completes the proof. 2
Propositions 2.3 and 2.4 suggest the following general example of d-proximal
continuous mappings which are neither continuous nor d-continuous.
Proposition 2.5. Let (Y, d) be a metric space which is neither UC nor totally bound-
ed, and let X be the set F(Y ) equipped with the d-proximal topology. Then the identity
mapping Φ :X→ F(Y ) is a d-proximal continuous mapping which is neither continuous
nor d-continuous.
In the same way, using properties of the range, we can distinguish the continuous and
d-continuous mappings.
Proposition 2.6. The following two properties of a metric space (Y, d) are equivalent:
(a) (Y, d) is compact.
(b) Every Φ :X→F(Y ) is d-continuous if and only if it is continuous.
Proof. In this case, (b) is equivalent to “τH(d) = τV ”. Then, [19, Lemma 3.2] completes
the proof. 2
3. A paracompact-like property of proximal continuity
In this section, we establish the following important property of proximal continuity.
Theorem 3.1. Let X be a topological space, (Y, d) be a metric space, and let Φ :X→
F(Y ) be d-proximal continuous. Also, let V be a family of open subsets of Y . Then
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Φ−1(V) = {Φ−1(V ): V ∈ V} admits a σ -discrete cozero-set refinement W such that⋃W =⋃Φ−1(V) and |W|6w(Y ).
To prepare for the proof of Theorem 3.1, we need three lemmas, the first of which is an
analogue of [19, Proposition 4.7]. In what follows, let us adopt the following notation. To
each function f :Y →[0,1] we associate another one s(f ) :F(Y )→[0,1] defined by
s(f )(A)= supf (A), A ∈F(Y ).
Also, whenever Φ :X→ Z is a single-valued mapping (or, a mapping considered as a
single-valued one), let us agree to denote by Φ←(M) the inverse image under Φ of a
subset M of Z.
Lemma 3.2. Let (Y, d) be a metric space, and let f :Y →[0,1] be uniformly continuous.
Then s(f ) :F(Y )→[0,1] is continuous with respect to τδ(d).
Proof. Let A ∈F(Y ), ε > 2µ> 0, and let e be the standard metric on [0,1]. By condition,
there exists a ν(µ) > 0 such that
d(y, z) < ν(µ) implies e
(
f (y), f (z)
)
<µ. (1)
Since f (A) is compact, there now exists a finite T ⊂ f (A) such that
f (A)⊂ Beµ(T ) and s(f )(A)=maxT . (2)
Let us observe that
A ∈ 〈〈{f←(Be2µ(t)): t ∈ T }〉〉.
Since T ⊂ f (A), by (2), to see this we have only to show that d(A,Y\f←(Be2µ(T ))) > 0.
The last, however, certainly holds because, by (1) and (2),
f
(
Bdν(µ)(A)
)⊂ Beµ(f (A))⊂ Be2µ(T ).
Finally, let us show that
s(f )
(〈〈{f←(Be2µ(t)): t ∈ T }〉〉)⊂ Beε (s(f )(A)).
Take an S ∈ 〈〈{f←(Be2µ(t)): t ∈ T }〉〉. Then, in particular,
f (S)⊂ Be2µ(T ) and f (S)∩Be2µ
(
s(f )(A)
) 6= ∅.
Hence, by (2),
s(f )(S)= supf (S) ∈Be2µ
(
s(f )(A)
)⊂ Beε (s(f )(A)). 2
Lemma 3.3. LetX be a topological space, (Y, d) be a metric space, and letΦ :X→F(Y )
be d-proximal continuous. Also, let V ⊂ Y be open. Then Φ−1(V ) is a cozero-set of X.
Proof. In case V = Y , the result is trivial. Otherwise, the formula
f (y)=min{1, d(y,Y\V )}, y ∈ Y,
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defines a uniformly continuous function f :Y →[0,1] for which Y\V = f←(0). Then, by
Lemma 3.2, 〈{Y\V }〉 = s(f )←(0) defines a zero-set of (F(Y ), τδ(d)). On the other hand,
Φ−1(V )=X\Φ#(Y\V )
=X\{x ∈X: Φ(x) ∈ 〈{Y\V }〉}
=X\Φ←(〈{Y\V }〉).
Hence, (c) of Proposition 2.2 completes the proof. 2
Lemma 3.4. Let (Y, d) be a metric space, (A,<) be a well-ordered set, and let T =
{Fα: α ∈ A} be a family of closed subsets of Y such that, for some ε > 0, Vε =
{Bdε (Fα): α ∈ A} is disjoint. Also, let X be a topological space, and let Φ :X→ F(Y )
be d-proximal continuous. Set
α(x)=min{α ∈A: x ∈Φ−1(Bdε (Fα))} if x ∈⋃Φ−1(Vε), and
γ (x)=min{α ∈A: x ∈Φ−1(Fα)} if x ∈⋃Φ−1(T ).
Then, there is a discrete cozero-set (in X) family {Wα : α ∈A} such that
(a) Wα ⊂Φ−1(Bdε (Fα)), α ∈A.
(b) x ∈Wα(x) for every x ∈⋃Φ−1(T ) with α(x)= γ (x).
Proof. For every α ∈A, let fα :Y →[0,1] be a uniformly continuous function such that
f←α
([0,1/3])= Y\⋃{Bdε (Fβ): β < α}, and (3)
f←α
([0,2/3])= Y\⋃{Bdε/2(Fβ): β < α}. (4)
To define such an fα , we may assume, for technical reasons only, that d(y,∅) = ε,
y ∈ Y , and then we may merely set
fα(y)= 1− 23ε ·min
{
ε, d
(
y,
⋃
{Fβ : β < α}
)}
, y ∈ Y.
Now, set Eα = s(fα)←([0,1/2)) and Eα = Bdε/4(Fα), and then define
Wα =Φ←(Eα)∩Φ−1(Eα). (5)
By (c) of Proposition 2.2 and Lemma 3.3,Wα is a cozero-set of X because, by Lemma 3.2,
Eα is a cozero-set of (F(Y ), τδ(d)). The family {Wα : α ∈A} is the required one. Indeed,
the second part of the definition of Wα implies (a). As for (b), take a point x ∈⋃Φ−1(T )
for which α(x)= γ (x). Then
Φ(x)⊂ Y\
⋃{
Bdε (Fβ): β < α(x)
}
and therefore, by (3),
s
(
fα(x)
)(
Φ(x)
)
6 1/3< 1/2.
Hence, x ∈Φ←(Eα(x))∩Φ−1(Eγ (x))=Φ←(Eα(x))∩Φ−1(Eα(x))=Wα(x).
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To show finally that {Wα : α ∈ A} is discrete, take a point x ∈ X. We distinguish the
following two cases. If
Bdε/4
(
Φ(x)
)⊂ Y\⋃{Eα: α ∈A},
then, by (5), U =Φ#(Bdε/4(Φ(x))) defines a neighborhood of x such that U ∩Wα = ∅ for
all α ∈A. If
Bdε/4
(
Φ(x)
)∩Eα 6= ∅ for some α ∈A,
then set β(x) = min{α ∈ A: Bdε/4(Φ(x)) ∩ Eα 6= ∅}. Let us check that, in this case,
the neighborhood U = Φ−1(Bdε/4(Eβ(x))) ∩ Φ#(Bdε/4(Φ(x))) of x has the property that
U ∩Wα 6= ∅ if and only if α = β(x). Indeed, α < β(x) impliesΦ(z)∩Eα ⊂ Bdε/4(Φ(x))∩
Eα = ∅ for every z ∈Φ#(Bdε/4(Φ(x))), and hence, by (5), U ∩Wα = ∅. In case Φ(z) ∈ Eα
for some z ∈X and α > β(x), then s(fα)(Φ(z)) < 1/2 and therefore, by (4),
Φ(z)⊂ Y\
⋃{
Bdε/2(Fβ): β < α
}
.
In particular, Φ(z)∩Bdε/4(Eβ(x))⊂Φ(z)∩Bdε/2(Fβ(x))= ∅ which implies z /∈ U . That is,
U ∩Wα = ∅ for every α > β(x). 2
Proof of Theorem 3.1. Let (Y, d), Φ and V be as in that theorem. We may assume that
V = {Vα: α ∈ A}, where (A,<) is a well-ordered set. Next, for every α ∈ A and k ∈ N,
we set
Fkα =
(
Y\Bd1/k(Y\Vα)
)∩ (Y\⋃{Vβ : β < α}), (6)
and then we let Tk = {Fkα : α ∈A}. Since, for every k ∈N,
Bd1/k(F
k
α )⊂ Vα, α ∈A, (7)
it now follows from (6) that
Vk =
{
Bd1/k(F
k
α ): α ∈A
}
is disjoint. (8)
Following Lemma 3.4, we finally set
αk(x)=min
{
α ∈A: x ∈Φ−1(Bd1/k(F kα ))} if x ∈⋃Φ−1(Vk),
γk(x)=min
{
α ∈A: x ∈Φ−1(F kα )
}
if x ∈
⋃
Φ−1(Tk),
and
α∞(x)=min
{
α ∈A: x ∈Φ−1(Vα)
}
if x ∈
⋃
Φ−1(V).
The following holds.
(i) For every x ∈⋃Φ−1(V) there exists a k(x) ∈N such that
x ∈
⋃
Φ−1(Tk(x)) and αk(x)(x)= γk(x)(x).
Indeed, whenever x ∈⋃Φ−1(V) take k(x) ∈N so that d(y,Y\Vα∞(x)) > 1/k(x) for some
y ∈ Φ(x)∩V α∞(x). It follows from (6) that y ∈ Fk(x)α∞(x). Therefore, x ∈ Φ−1(F
k(x)
α∞(x)) ⊂
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Φ−1(Tk(x)). Also, note that γk(x)(x)= α∞(x) because, by the definition of α∞(x) and
(7), Φ(x)∩Fk(x)β = ∅ for every β < α∞(x). Finally, α∞(x)6 αk(x)(x)6 γk(x)(x) implies
αk(x)(x)= γk(x)(x).
Having already established (i), we now complete the proof as follows. By virtue of
(8) and Lemma 3.4, for every k ∈ N there exists a discrete cozero-set (in X) family
{Wkα : α ∈A} such that
(ii) Wkα ⊂Φ−1(Bd1/k(F kα )), α ∈A.
(iii) x ∈Wk
αk(x)
for every x ∈⋃Φ−1(Tk) with αk(x)= γk(x).
Then, W = {Wkα : α ∈ A and k ∈ N} satisfies all our requirements. Indeed, by (8) and
(ii), |W|6w(Y ) · ℵ0 =w(Y ). By (7) and (ii),W refines Φ−1(V). Finally, by (i) and (iii),⋃W =⋃Φ−1(V). 2
4. Lower semi-factorizable set-valued mappings
Following Theorem 3.1 and the concept of a mapping being s.f.s.c. [14], we introduce
the following class of set-valued mappings. Let (Y,ρ) be a metric space. We shall say that a
mappingΦ :X→ 2Y is lower semi-factorizable relatively ρ, or ρ-l.s.f., if for every F ⊂X
closed, every ε > 0 and every (not necessarily continuous) selection s :F → Y for Φ|F ,
there exists a locally finite cozero-set (in F ) covering U of F and a map κ :U→ F such
that |U |6w(Y ) and
ρ
(
s
(
κ(U)
)
,Φ(x)
)
< ε for every x ∈U and U ∈ U .
Since every locally finite cozero-set cover of F admits a zero-set (in F ) refinement, the
following alternative definition of ρ-l.s.f. mappings holds.
Proposition 4.1. Let X be a topological space, (Y,ρ) be a metric space, and let Φ :X→
2Y be ρ-l.s.f. Then for every F ⊂X closed, every ε > 0 and every selection s :F → Y for
Φ|F , there exists a locally finite cozero-set (in F) covering U of F and a map κ :U→ F
such that |U |6w(Y ) and
ρ
(
s
(
κ(U)
)
,Φ(x)
)
< ε for every x ∈ U and U ∈ U .
Now, we show that ρ-l.s.f. mappings arise in several significant situations. To this end,
let us first recall that a set-valued mapping Φ :X→ 2Y from a normal space X into a
metrizable space Y has the Selection Factorization Property (briefly, SFP) [25] if for every
F ⊂X closed and every locally finite collection V of open subsets of Y such that Φ−1(V)
covers F there exists a locally finite open (in F ) covering of F which refines Φ−1(V). In
what follows, we let C(Y )= {S ∈F(Y ): S is compact} and C ′(Y )= C(Y )∪ {Y }.
Example 4.2. Let X be a normal space, (Y,ρ) be a metric space, and let Φ :X→ 2Y
be l.s.c. Then Φ is ρ-l.s.f. provided X is w(Y )-paracompact or X is w(Y )-collectionwise
normal and Φ :X→ C ′(Y ).
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Proof. By [25, Lemmas 3.5 and 3.6], it suffices to show that Φ :X → 2Y is ρ-l.s.f.
provided it has the SFP. This is what we shall prove. Let F ⊂ X be closed, s :F → Y
be a selection for Φ|F and let ε > 0. Take a locally finite open cover V of Y such that,
with respect to ρ, diam(V ) < ε for all V ∈ V . Since Φ has the SFP, there exists a locally
finite open (in F ) coverW of F which refines Φ−1(V) and |W|6 |V|6 w(Y ). Since F
is normal, there now exists a cozero-set (in F ) cover U = {UW : W ∈W} of F such that
UW ⊂W for allW ∈W . Finally, we define a map κ :U→ F such that κ(U) ∈ U for every
non-empty U ∈ U which completes the proof. 2
Our next example concerns the proximal continuous mappings.
Example 4.3. Let X be a topological space, (Y,ρ) be a metric space, and let Φ :X→ 2Y
be proximal continuous. Then Φ is ρ-l.s.f.
Proof. Let F ⊂ X be closed, s :F → Y be a selection for Φ|F , and let ε > 0. Take a
locally finite open cover V0 of Y such that, with respect to ρ, diam(V ) < ε for all V ∈ V0.
Next, set
V = {V ∈ V0: s←(V ) 6= ∅}.
Since Φ is d-proximal continuous with respect to an admissible metric d on Y , Theo-
rem 3.1 implies the existence of a sequence {Wn: n ∈N} of discrete cozero-set (in X) col-
lectionsWn of cardinality |Wn|6w(Y ) such that⋃{Wn: n ∈N} is a covering of F which
refines Φ−1(V). Set Wn =⋃Wn. Thus, we get a countable cozero-set cover {Wn: n ∈N}
of F . Then, there exists a locally finite cozero-set (in F ) cover {Un: n ∈N} of F with Un ⊂
Wn for all n. The family U = {Un ∩W : W ∈Wn and n ∈ N} is a locally finite cozero-set
(in F ) cover of F such that each U ∈ U is a subset of Φ−1(VU ) for some VU ∈ V . We can
finally define κ :U→ F by κ(U) ∈ F ∩ s←(VU), U ∈ U , which completes the proof. 2
Our last example shows that the ρ-l.s.f mappings are arranged in such a manner that to
be stable with respect to partial A-regular selections of proximal continuous mappings.
Example 4.4. Let X be a topological spaces, (Y,ρ) be a metric space, and let Φ :X→
F(Y ) be proximal continuous. Also, letA⊂X, and let g :A→ Y be anA-regular selection
for Φ|A. Then Φg is ρ-l.s.f.
Proof. Suppose that F ⊂ X is closed, s :F → Y is a selection for Φg |F and ε > 0. We
look for a locally finite cozero-set (in F ) cover U of F and a map κ :U → F such that
|U |6w(Y ) and
ρ
(
s
(
κ(U)
)
,Φg(x)
)
< ε for every x ∈U and U ∈ U .
Towards this end, let F0 = A∩ F . In case F0 = ∅, this follows from Example 4.3 because
Φg |F =Φ|F . In case F0 6= ∅, it will be sufficient to construct a locally finite cozero-set (in
X) cover U0 of F0, a map κ0 :U0→ F0 and a zero-set M0 of X such that |U0|6w(Y ) and
(i) ρ(s(κ0(U)),Φg(x)) < ε for every x ∈ U and U ∈ U0,
(ii) F0 ⊂M0 ⊂⋃U0.
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Indeed, let M0, U0 and κ0 be as in (i) and (ii). Then M1 = F\⋃U0 is a zero-set of
F such that M1 ∩ M0 = ∅. Hence, there exists a cozero-set L of F such that M1 ⊂
L ⊂ L ⊂ F\M0 ⊂ F\A. Then, let F1 = L. Since Φg |F1 = Φ|F1, by Example 4.3, there
exists a locally finite cozero-set (in F1) coverW of F1 and a map χ :W→ F1 such that
|W|6w(Y ) and
ρ
(
s
(
χ(W)
)
,Φ(x)
)
< ε for every x ∈W and W ∈W .
Set U1 = {W ∩ L: W ∈ W}. Next, for every U ∈ U1, pick a fixed WU ∈ W with
WU ∩L=U , and then set κ1(U)= χ(WU ). Finally, U = U0 ∪U1 and the map κ :U→ F ,
defined by κ |U0 = κ0 and κ |U1\U0 = κ1|U1\U0, are as required.
It only remains to define these U0, κ0 and M0. Let d be an admissible metric on
Y such that Φ is d-proximal continuous. Also, for every y ∈ Y let ν(y) > 0 be such
that Bd2ν(y)(y) ⊂ Bρε/2(y). Next, take a locally finite open cover B of Y which refines
{Bdν(y)(y): y ∈ Y }. Then, for every β ∈ B there exists a point y(β) ∈ Y and µ(β) =
ν(y(β)) > 0 such that β ⊂ Bdµ(β)(y(β)). In this way, we get two maps y :B→ Y and
µ :B→ (0,+∞) such that
(iii) Bdµ(β)(β)⊂ Bρε/2(y(β)) for all β ∈ B.
Since B consists of cozero-sets and g is A-regular, there exists a locally finite cozero-set
cover {Vβ : β ∈ B} of X such that g(Vβ ∩ A) ⊂ β for every β ∈ B. Now, take a zero-set
cover {Zβ : β ∈ B} of X such that Zβ ⊂ Vβ , β ∈ B, and then set B0 = {β ∈ B: Zβ ∩ F0 6=
∅}. Finally, for every β ∈ B0 set Uβ = Vβ ∩Φ−1(Bρε/2(y(β))). In this way, by Lemma 3.3,
we get a cozero-set Uβ of X such that
(iv) Uβ = Vβ ∩Φ−1g (Bρε/2(y(β))) and Uβ ∩ F0 6= ∅,
because g is a selection for Φ|A and because, by (iii),
∅ 6= Vβ ∩ F0 ⊂ Vβ ∩A⊂ g←(β)⊂ g←
(
B
ρ
ε/2
(
y(β)
))
.
Let U0 = {Uβ : β ∈ B0}, and let κ0 :U0→ F0 be such that κ0(U) ∈U ∩F0 for everyU ∈ U0.
Note that |U0|6 |B0|6w(Y ). These U0 and κ0 satisfy (i) because, by (iv), β ∈ B0 implies
s
(
κ0(Uβ)
)= g(κ0(Uβ)) ∈ g(Uβ)⊂ Bρε/2(y(β))⊂⋂{Bρε (Φg(x)): x ∈Uβ}.
We now proceed to the construction ofM0. In what follows, we need the mapDd :F(Y )×
F(Y )→R defined by
Dd(S,T )= inf
{
d(s, t): s ∈ S and t ∈ T }.
This map is known as the gap or separation functional and, by [3, Theorem 3.2], it is
continuous with respect to τδ(d). Then, whenever β ∈ B0, letting
Sβ =Zβ ∩
{
x ∈X: Dd
(
Φ(x),β
)= 0},
we get a subset Sβ of Zβ (and hence of Vβ as well) which is a zero-set of X because, by
(c) of Proposition 2.2, Φ is τδ(d)-continuous. Clearly, {Sβ : β ∈ B0} covers F0. Let β ∈ B0,
and let us check that Sβ ⊂Uβ . Indeed, take a point x ∈ Sβ ⊂ Vβ . Then
Dd
(
Φ(x),β
)= 0 implies Φ(x)∩Bdµ(β)(β) 6= ∅,
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and therefore, by (iii),
Φ(x)∩Bρε/2
(
y(β)
) 6= ∅.
Hence, by definition, x ∈ Uβ . Thus, Sβ ⊂Uβ .
Now, for every β ∈ B0 take a continuous function hβ :X→ [0,1] such that X\Uβ =
h←β (0) and Sβ = h←β (1). Since {Uβ : β ∈ B0} is locally finite in X, h(x)= sup{hβ(x): β ∈
B0}, x ∈ X, defines a continuous function h :X → [0,1]. Note that x ∈ F0 implies
h(x)= 1. Setting finally M0 = h←(1), we get a zero-set of X such that F0 ⊂M0 ⊂⋃U0.
So, (ii) holds as well. 2
5. Proof of Theorem 1.1
By virtue of Example 4.4, Theorem 1.1 is an immediate consequence of the following
more general factorization result.
Theorem 5.1. Let X be a topological space, (Y,ρ) be a complete metric space, and let
Φ :X→F(Y ) be ρ-l.s.f. Then, Φ admits an l.s.c. weak factorization (Z,h,ϕ).
Thus, we have only to prove Theorem 5.1. To prepare for this, we need a lemma which
is an analogue of [25, Lemma 3.1] (see, also, [8]). First, let us recall that a sieve ({Uα : α ∈
An},pin) on a space X [4,23] is a sequence of open covers {Uα: α ∈An}n∈N of X (with
disjoint An’s), together with maps pin :An+1→An such that Uα =⋃{Uβ : β ∈ pi←n (α)}
for every n ∈ N and α ∈ An. A sieve ({Uα: α ∈ An},pin) is locally finite if the indexed
family {Uα : α ∈ An} is locally finite for all n ∈ N, and it is cozero-set if each Uα is a
cozero-set of X.
Lemma 5.2. Under the assumptions of Theorem 5.1, there exists a locally finite cozero-set
sieve ({Uα : α ∈An},pin) on X and maps tn :An→ Y such that |An|6w(Y ), n ∈N, and,
for every α ∈An,
(i) ρ(tn(α),Φ(x)) < 2−n, x ∈Uα , and
(ii) ρ(tn(α), tn+1(β)) < 2−n, β ∈ pi←n (α).
Proof. By induction, following the proof of [25, Lemma 3.1]. For any x ∈ X pick a
fixed point s1(x) ∈ Φ(x). Since Φ is ρ-l.s.f., by Proposition 4.1, there is a locally finite
cozero-set cover {Uα: α ∈A1} of X and a map κ1 :A1→ X such that |A1| 6 w(Y ) and
ρ(s1(κ1(α)),Φ(x)) < 2−1 for every x ∈ Uα and α ∈A1. Setting then t1(α) = s1(κ1(α)),
α ∈A1, we finish the first step of our induction.
Suppose that we have already defined {Uα : α ∈An} and tn :An→ Y satisfying (i), and
let us define {Uγ : γ ∈ An+1} and tn+1 :An+1 → Y . Let α ∈ An be such that Uα 6= ∅,
and let Fα = Uα . By (i), for every x ∈ Fα there is a point sα(x) ∈ Φ(x) for which
ρ(sα(x), tn(α)) < 2−n. Then, using again Proposition 4.1 (with F = Fα, ε = 2−(n+1) and
s = sα), we get a locally finite cozero-set (in Fα) cover {Vβ : β ∈ Bα} of Fα and a map
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κα :Bα→ Fα such that |Bα|6 w(Y ) and ρ(sα(κα(β)),Φ(x)) < 2−(n+1) for every x ∈ Vβ
and β ∈ Bα . Let
An+1 =
⋃{Bα × {α}: α ∈An, Uα 6= ∅},
and let pin :An+1 → An be the projection. Finally, for every γ = (β,α) ∈ An+1 set
tn+1(γ )= sα(κα(β)) and Uγ = Vβ ∩Uα . 2
Proof of Theorem 5.1. The proof follows that of [25, Theorem 5.1] (see, also, [7]). Let
({Uα: α ∈ An},pin) and tn :An→ Y be as in Lemma 5.2. First, for every n ∈ N take a
partition of unity {hα : α ∈An} on X such that Uα = h←α ((0,1]), α ∈An. Next, define a
continuous pseudometric pn on X by
pn(x, y)=
∑{|hα(x)− hα(y)|: α ∈An}, x, y ∈X.
Finally, define another continuous pseudometric p on X by
p(x, y)=
∑{
2−n · pn(x, y): n ∈N
}
, x, y ∈X.
Now, for Z we take the quotient set X/p with the topology induced by the metric p. Note
that |An|6w(Y ), n ∈N, implies w(Z)6w(Y ) (see, e.g., the proof of [25, Theorem 5.1]).
As for the map h :X→ Z, we take the natural projection. In this way, for every n ∈N,
h←
(
h(Uα)
)=Uα, α ∈An. (9)
So, each {h(Uα): α ∈An} is a point-finite open cover of Z. Then, the set-valued mappings
ϕn :Z→ 2Y , defined by
ϕn(z)=
{
tn(α): α ∈An and z ∈ h(Uα)
}
, z ∈Z,
are l.s.c. and compact-valued. The following holds.
ϕn
(
h(x)
)⊂ Bρ2−n(Φ(x)) for every x ∈X, (10)
and
H(ρ)
(
ϕn(z),ϕn+1(z)
)
< 2−n for every z ∈Z. (11)
Indeed, using (9), the statements of (10) and (11) are immediate consequences of
Lemma 5.2(i) and, respectively, Lemma 5.2(ii).
The proof now completes as follows. By (11), for every z ∈ Z the sequence {ϕn(z)}n∈N
is a Cauchy sequence in the complete metric space (C(Y ),H(ρ)); so, it must converge to
some ϕ(z) ∈ C(Y ). By a result of Fort [11], the so obtained ϕ :Z→ C(Y ) is l.s.c. By (10),
ϕ(h(x))⊂Φ(x) for all x ∈X. 2
We conclude this section showing that the ρ-l.s.f. mappings deal with factorization of
l.s.c. mappings as well. Namely, by Theorem 5.1 and Example 4.2, we get immediately the
following two results of [7].
Corollary 5.3. Let X be a normal space, (Y,ρ) be a complete metric space, and let
Φ :X→ F(Y ) be l.s.c. Then Φ admits an l.s.c. weak factorization provided X is w(Y )-
paracompact or X is w(Y )-collectionwise normal and Φ :X→ C ′(Y ).
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6. Selection theorems for proximal continuous mappings
In this section, we use Theorem 1.1 to obtain natural generalizations of several known
selection and extension results.
Theorem 6.1. Let X be a topological space, Y be a Banach space, and let Φ :X→F(Y )
be convex-valued and proximal continuous. Then, for every A ⊂ X, every A-regular
selection g :A→ Y forΦ|A can be extended to a single-valued continuous selection forΦ .
Proof. By Theorem 1.1, Φg admits an l.s.c. weak factorization (Z,h,ϕ). Since Z is
paracompact, by [20, Propositions 2.3 and 2.6] and [20, Theorem 3.2′′], there exists
a continuous f :Z → Y such that f (z) ∈ conv(ϕ(z)) for all z ∈ Z. Then f ◦ h is as
required. 2
Theorem 6.1 incorporates several known results. In case A= ∅ and Φ is d-continuous it
implies [21, Theorem 8.1]; in case X is collectionwise normal,A= ∅ and Φ is continuous
it implies [5, Theorem 3.5]; and whenΦ(x)= Y , x ∈X, it implies to the well-known result
that every continuous map from a Pλ-embedded subset A of X into a Banach space with
weight6 λ is continuously extendable to the whole ofX (Aló and Sennott [1], Morita [24],
Przymusin´ski [27]). Something more, by Theorem 6.1, we get immediately the following
consequence showing that, for proximal continuous mappings, the problem of extending a
selection is actually equivalent to the problem of extending a mapping.
Corollary 6.2. LetX be a topological space, Y be a Banach space, and letΦ :X→F(Y )
be convex-valued and proximal continuous. Also, let A ⊂ X, and let g :A→ Y be a
continuous selection for Φ|A. Then g can be extended to a single-valued continuous
selection for Φ if and only if g can be extended to a continuous f :X→ Y .
Our next result implies [5, Theorem 3.3] when X is normal and Φ is continuous.
Theorem 6.3. Let X be a topological space, Y be a completely metrizable space, and let
Φ :X→ F(Y ) be proximal continuous. Then, there exists a u.s.c. mapping θ :X→ C(Y )
and an l.s.c. mapping ψ :X→ C(Y ) such that ψ(x)⊂ θ(x)⊂Φ(x) for all x ∈X.
Proof. As before, by Theorem 1.1, let (Z,h,ϕ) be an l.s.c. weak factorization for Φ . By
[22, Theorem 1.1], there exists a u.s.c. θ0 :Z→ C(Y ) and an l.s.c. ψ0 :Z→ C(Y ) such that
ψ0(z)⊂ θ0(z)⊂ ϕ(z) for all z ∈ Z. Setting then θ = θ0 ◦ h and ψ = ψ0 ◦ h, we finish the
proof. 2
In our next result, dim(X) 6 n means that every finite cozero-set cover of X admits a
finite cozero-set refinement of order 6 n+ 1, i.e., the covering dimension of an arbitrary
space X in the sense of Morita [24].
Theorem 6.4. Let X be a topological space with dim(X) 6 n, Y be a completely
metrizable space, and let Φ :X→F(Y ) be proximal continuous. Also, let A⊂X, and let
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g :A→ Y be an A-regular selection forΦ|A. Then, g can be extended to a u.s.c. selection
θ :X→ 2Y for Φ such that |θ(x)|6 n+ 1 for all x ∈X.
Proof. Again, let (Z,h,ϕ) be as in Theorem 1.1 applied to the mapping Φg . By [24,
Lemma 2.2], there exists a metrizable space M with dim(M) 6 n and continuous maps
f :X→M and ` :M→ Z such that h= ` ◦ f . Next, by [6, Theorem 11.1], there exists a
u.s.c. selection θ0 :M→ 2Y for ϕ◦` such that |θ0(t)|6 n+1 for all t ∈M . Then θ = θ0◦f
satisfies all our requirements. 2
In case dim(X)= 0, we get the following consequence of Theorem 6.4.
Corollary 6.5. Let X be a topological space with dim(X) = 0, Y be a completely
metrizable space, and let Φ :X→ F(Y ) be proximal continuous. Then, for every A⊂X,
every A-regular selection g :A → Y for Φ|A can be extended to a single-valued
continuous selection for Φ .
When X is normal, Φ is continuous and A= ∅, Corollary 6.5 implies [5, Theorem 3.4].
7. Selections on F(Y )
In this section, we use Theorem 1.1 to obtain selection theorems for spaces of closed
subsets. Our first result is the following generalization of [21, Lemma 8.3].
Theorem 7.1. Let Y be a Banach space, and let d be an admissible metric on Y . Then,
there exists a continuous map f : (F(Y ), τδ(d))→ Y such that f (A) ∈ conv(A) for all
A ∈F(Y ). In particular, f is continuous with respect to both τH(d) and τV .
Proof. By Proposition 2.2, the identity map Φ : (F(Y ), τδ(d))→ F(Y ) is d-proximal
continuous. Then, by Theorem 1.1, it admits an l.s.c. weak factorization (Z,h,ϕ). By [20,
Propositions 2.3 and 2.6] and [20, Theorem 3.2′′], there is a continuous g :Z→ Y such
that g(z) ∈ conv(ϕ(z)) for all z ∈ Z. Finally, f = g ◦ h is as required. 2
Corollary 7.2. Let Z be a completely metrizable space, and let d be an admissible metric
on Z. Then Z is P -embedded in the space (F(Z), τδ(d)).
Proof. Let E be a Banach space, and let g :Z→E be continuous. By a result of Aló and
Sennott [1], it suffices to extend g to a continuous map h : (F(Z), τδ(d))→E. To this end,
let ρ be a complete admissible metric on Z. Embed (Z,ρ) isometrically into a Banach
space Y . Note Z is a closed subset of Y . Then, by a result of Hausdorff [16], there exists
an admissible metric d on Y which extends d . By Theorem 7.1, there exists a continuous
map f : (F(Y ), τδ(d))→ Y such that f ({y})= y for all y ∈ Y . Finally, let k :Y →E be a
continuous extension of g which exists by virtue of [9, Theorem 4.1]. The composition
h :F(Z) i−→F(Y ) f−→ Y k−→E
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is the required extension of g, where i :F(Z)→ F(Y ) is the standard embedding i(A)=
A, A ∈F(Z). 2
Our next result generalizes [6, Theorem 7.2].
Theorem 7.3. Let Y be a completely metrizable space, and let d be an admissible metric
on Y . Then, there exists a map f :F(Y )→ Y such that
(a) f (A) ∈A for all A ∈F(Y ),
(b) f←(U) is an Fσ -set in (F(Y ), τδ(d)) for every open U ⊂ Y .
Proof. By Theorem 1.1, the identity Φ : (F(Y ), τδ(d))→ F(Y ) admits an l.s.c. weak
factorization (Z,h,ϕ). By [5, Theorem 5.3], there exists a selection g :Z→ Y for ϕ such
that g←(U) is an Fσ -subset of Z for every open U ⊂ Y . Finally, f = g ◦ h satisfies all our
requirements. 2
Theorem 7.4. Let Y be a completely metrizable space, and let d be an admissible metric
on Y . Then there is a u.s.c. θ : (F(Y ), τδ(d))→ C(Y ) and an l.s.c.ψ : (F(Y ), τδ(d))→ C(Y )
such that ψ(A)⊂ θ(A)⊂A for all A ∈F(Y ).
Proof. From Theorem 6.3 with Φ—the identity of F(Y ). 2
According to Theorem 7.4 and [29, Theorem 7.1], we get the following interesting
characterization of topological completeness of metrizable spaces.
Corollary 7.5. A metrizable space Y is completely metrizable if and only if there exists a
u.s.c. mapping θ : (F(Y ), τV )→ C(Y ) such that θ(A)⊂A for every A ∈F(Y ).
In conclusion, it should be mentioned that the results of this section are obtained
regarding just the generality of Theorem 1.1. Namely, as a rule, the higher separation
axioms are missing in the hyperspace topologies.
Proposition 7.6. If (Y, d) is a metric space and (F(Y ), τδ(d)) is normal, then (Y, d) is
totally bounded.
Proof. Let ε > 0, and let Z ⊂ Y be such that d(z1, z2) > ε for every two distinct
points z1, z2 ∈ Z. Also, let p = d|Z × Z. Since p(A,B) > ε > 0 for every two disjoint
A,B ∈ 2Z , it follows that (F(Z), τδ(p))= (F(Z), τV ). Note that F(Z) is a closed subset
of (F(Y ), τδ(d)) because Z ⊂ Y is closed. Hence, (F(Z), τV ) is normal because, by [3,
Lemma 4.1], (F(Z), τδ(p)) coincides with F(Z) equipped with the relative topology of
(F(Y ), τδ(d)). Then, by a result of [17,30], Z is compact. Hence, Z is finite. 2
Corollary 7.7. If (Y, d) is a complete metric space and (F(Y ), τδ(d)) is normal, then Y is
compact.
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By Proposition 7.6 and [3, Theorem 4.3], we get also the following consequence.
Corollary 7.8. Let (Y, d) be a metric space. Then (F(Y ), τδ(d)) is normal if and only if
(F(Y ), τδ(d)) is metrizable.
8. Densely defined proximal continuous mappings
Here, using Lemma 3.3, we show that every Baire space 2 has “sufficiently many”
densely defined continuous functions.
To prepare for that, we first recall that a set-valued mappingΦ :Z→ 2Y is lower quasi-
continuous [26], or l.q.c., if Φ−1(U) = Int(Φ−1(U)) for every open U ⊂ Y . Obviously,
every l.s.c. Φ is l.q.c. while the converse needs not be true (see, e.g., [13, Examples 2.5]).
Now, we establish the following generalization of a theorem of Fort [12] which sharpens
[13, Theorem 2.7].
Theorem 8.1. Let Z be a Baire space, Y be a separable metrizable space, and let
ϕ :Z→ 2Y be l.q.c. Then there exists a dense Gδ-subset X of Z such that ϕ|X is proximal
continuous.
Proof. Being a separable space, Y is a subset of the Hilbert cubeQ. Let d be an admissible
metric on Q. Define Φ :Z→ F(Q) by Φ(x)= ϕ(x), x ∈ Z. Since Φ remains l.q.c., by a
result of [13], there exists a dense Gδ-subset X0 of Z such that Φ|X0 is u.s.c. By a result
of Fort [12], there now exists a denseGδ-subset X of X0 (and, hence, of Z) such that Φ|X
is l.s.c. Note that ϕ|X is both l.s.c. and d-u.s.c. because each ϕ(x) is dense in Φ(x). That
is, ϕ|X is d-proximal continuous. 2
Corollary 8.2. Let S be a countable cover of a Baire space Z with the property that
S ⊂ Int(S) for every S ∈ S . Then there exists a dense Gδ-subset X of Z such that the
family S ∩X is cozero-set in X.
Proof. Let Y be the space on S equipped with the discrete topology. Define a set-valued
mapping ϕ :Z→ 2Y by
ϕ(z)= {S ∈ Y : z ∈ S}, z ∈Z.
Since ϕ is l.q.c., by Theorem 8.1, it is proximal continuous on a dense Gδ-subset X of
Z. Finally, by Lemma 3.3, this X is the required one because S ∩X = (ϕ|X)−1(S), S ∈
Y . 2
Corollary 8.3. Let T be a countable closed cover of a Baire space Z. Then there exists a
dense Gδ-subset X of Z such that the family T ∩X is cozero-set in X.
2 I.e., a space with the property that every countable family of open dense subsets has an intersection which is
dense.
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Proof. Since T is countable, it suffices to show that for every F ∈ T there exists a dense
Gδ-subset XF of Z such that F ∩XF is a cozero-set of XF . Towards this end, for a fixed
F1 ∈ T , we may assume that T = {Fn: n ∈ N}. Next, for every n set Sn =⋃{Fk: 1 6
k 6 n}. As in the previous proof, we now define a set-valued mapping ϕ :Z → 2N by
ϕ(z) = {n ∈ N: z ∈ Sn}, z ∈ Z. Since {Sn: n ∈ N} is a closed and hereditarily closure-
preserving cover of Z, ϕ is u.s.c. Then, by a result of [12], ϕ is l.s.c. (and, hence, proximal
continuous) on a denseGδ-subset X1 of Z. Finally, by Lemma 3.3, this X1 satisfies all our
requirements because F1 ∩X1 = S1 ∩X1 = (ϕ|X1)−1(1). 2
Corollary 8.4. Let S be a closed hereditarily closure-preserving and point-countable
cover of a Baire space Z. Then there exists a dense Gδ-subset X of Z such that the family
S ∩X is cozero-set in X.
Proof. Let Y be the discrete space on S , and let ϕ :Z→ F(Y ) be defined by ϕ(z) =
{S ∈ Y : z ∈ S}, z ∈ Z. Since S is closed and hereditarily closure-preserving, ϕ is u.s.c.
Since S is point-countable, each ϕ(z) is separable. Then, by a result of [18], ϕ is l.s.c.
(and, hence, proximal continuous) on a dense Gδ-subset X of Z. So, by Lemma 3.3,
S ∩X = (ϕ|X)−1(S) is a cozero-set of X for all S ∈ S . 2
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