AbstractÐA robust system is proposed to automatically detect and extract text in images from different sources, including video, newspapers, advertisements, stock certificates, photographs, and checks. Text is first detected using multiscale texture segmentation and spatial cohesion constraints, then cleaned up and extracted using a histogram-based binarization algorithm. An automatic performance evaluation scheme is also proposed.
INTRODUCTION
MOST information available today is either on paper or in the form of photographs and videos. To build digital libraries, this information needs to be digitized into images and the text converted to ASCII for storage, retrieval, and manipulation. However, current optical character recognition (OCR) technology [1] , [8] is restricted to finding text printed against clean backgrounds, and cannot handle text printed against shaded or textured backgrounds or embedded in images. More sophisticated text reading systems employ document analysis (page segmentation) schemes to identify text regions before applying OCR so that time is not spent trying to interpret nontext items. Etemad et al. [2] used a neural net to classify the output of wavelets into text and nontext regions. The neural net requires a rich set of training examples to work effectively. Other schemes require clean binary input [3] , [13] , [14] , [15] ; some assume specific document layouts such as video frames [12] , newspapers [6] , technical journals [9] , l or are domain specific like mail address blocks [11] . Thus, there is a need for robust systems which extract and recognize text from general backgrounds.
A NEW SYSTEM
The system takes advantage of the distinctive characteristics of text which make it stand out from other image material. For example, by looking at the comic page of a newspaper a few feet away, one can probably tell quickly where the text is without actually recognizing individual characters. Intuitively, text has the following distinguishing characteristics: 1) text possesses certain frequency and orientation information; 2) text shows spatial cohesionÐcharacters of the same text string (a word, or words in the same line) are of similar heights, orientation, and spacing.
Step 1: Texture Segmentation Module
The first characteristic suggests that text may be treated as a distinctive texture. The first phase of the system therefore, adapts a standard Texture Segmentation scheme (Fig. 1) to segment text regions. This consists of a linear filtering stage followed by a nonlinear stage [7] . Nine second order derivatives of Gaussians at scales of f1; 2 p ; 2g are used. Each filter output is passed through the nonlinear transformation tanht, where 0:25. For each pixel location, local energy estimates are computed using the outputs of the nonlinear transformation, which form a feature vector for that pixel. The set of feature vectors is clustered using a K means algorithm (with K = 3). Fig. 2b shows results of texture segmentation applied to Fig. 2a .
The texture segmentation scheme used is not sufficient for text detection and extraction if images more complicated than clean newspaper scans have to be dealt with. Nevertheless, the segmentation result can be used as a focus of attention for further processing called Chip Generation.
Step 2: Chip Generation Module
The basic idea for chip generation is to apply a set of appropriate heuristics to find text strings within/near the segmented regions. The heuristics are designed to reflect the spatial cohesion of the text. The algorithm uses a bottom-up approach: significant edges form strokes (connected components); strokes are aggregated to form chips (regions) corresponding to text strings. The rectangular bounding boxes of the chips are used to indicate the locations of the hypothesized (detected) text strings. Chip Generation consists of the following ordered steps:
1. Stroke Generation by grouping edge pixels using connected components. 2. Stroke Filtering to eliminate strokes unlikely to belong to any horizontal text string. 3. Stroke Aggregation to form chips of connected strokes likely to belong to the same text string. 4. Chip Filtering to eliminate chips unlikely to correspond to horizontal text strings. 5. Chip Extension where filtered chip are treated as strokes and aggregated again to form chips which cover the text strings more completely. The purpose of Stroke Filtering is to eliminate the false positive strokes with heuristics to capture the fact that neighboring characters/words in the same text string usually have similar heights and are horizontally aligned. It is reasonable to assume that similarity of character heights causes heights of corresponding stokes to be similar. These heuristics can be described using connectability defined as:
Definition. Strokes A and B are connectable if they are of similar height and horizontally aligned, and there is a path between A and B, where a path is a horizontal sequence of consecutive pixels in the segmented region which connects A and B by 4-neighbor adjacency.
Here, two strokes are considered to be of similar height if the height of a shorter stroke is at least 40 percent of that of a taller one. To determine the horizontal alignment, strokes are projected onto the Y-axis. If the overlap of the projections of two strokes is at least 50 percent of the shorter stroke, they are considered to be horizontally aligned. More formally, a stroke is eliminated if either 1) it does not sufficiently overlap with the segmented text regions. or 2) it has no connectable stroke. Condition 1 says the strokes are expected to overlap the segmented regions. Since text segmentation is not perfect, one cannot expect total overlap. A minimum of 30 percent overlap rate worked well for all the test images. Condition 2 says that if no path leads to some connectable stroke(s), it is probably an isolated stroke or line which does not belong to any text string.
Since characters which belong to the same text string are expected to be of similar height and horizontally aligned, the concept of connectability can be used to aggregate strokes to generate chips that correspond to text strings. By empirical observation across a range of text sources, the spacing between the characters and words of a text string is usually less than twice the height of the tallest character, and so is the width of a character in most fonts. Therefore, the following criterion is used to generate chips: two strokes, A and B, are connected if they are connectable and there is a path between A and B whose length is less than twice the height of the taller stroke.
Text strings are expected to have a certain height in order to be reliably recognized by an OCR system. Thus, one choice is to filter out chips whose height is small. Furthermore, since we are interested in text strings, not just isolated characters, the width of a chip is also used to filter out text. Lastly, for horizontally aligned text strings, their aspect ratio (height/width) is usually large. Therefore, chips are filtered using the following constraints on their minimum bounding boxes: A chip is eliminated if the width of its box is less than cw ; or the height of its box is less than ch or the aspect ratio (width/height) of its box is larger than ratio .
It is usually difficult even for a human to read the text when its height is less than seven pixels, thus 7 has been used for ch for the experiments. A horizontal text string is usually longer horizontally, hence setting cw to at least twice the minimum height seems reasonable. Thus, in all of our experiments, cw 15 and ch 7 were used. Normally, the width of a text string should be larger than its height. But in some fonts, the height of a character is larger than its width. Therefore, ratio 0:9 is used here, attempting to cover that case to some extent.
Some of the strokes may only cover fragments of the corresponding characters. Therefore, these strokes might violate the constraints used for stroke filtering, and hence be eliminated. Consequently, some chips may only cover part of the corresponding text strings. Fortunately, this fragmentation problem can usually be corrected. Notice that the chips corresponding to the same text stroke are still horizontally aligned and of similar height. Thus, by treating the chips as strokes, the Stroke Aggregation procedure can be applied again to aggregate the chips into larger chips and capture more complete words in the extended chips.
Step 3: Chip Scale Fusion Module
The text detection procedures just outlined work well for text over a certain range of font sizes. To detect text whose font size varies significantly, the input image is processed at different resolutions. The output chip boxes generated at each resolution level are then mapped back onto the original image (Chip Scale Fusion). Fig. 3 shows an example of how chips at different scales are detected, with a hierarchy of three levels to find text of fonts up to 160 pixels in height (Fig.1 ).
Step 4: Text Cleanup Module
Since each of the generated text bounding boxes usually contains text of similar intensities and background (usually around single words or group of words), a single threshold suffices to clean up and binarize the corresponding region so text stands out. A simple, effective histogram-based algorithm, as described in [16] , is used to find the threshold value automatically for each text region. This algorithm is used for the Text Clean-up module in the system.
Step 5: Chip Refinement Module
Nontext items might survive the previous processing and occur in the binarized output (Fig. 4b) . Thus, a Chip Refinement phase is used in the system to filter them out. This is done by treating the extracted items (text and nontext) as strokes to regenerate chips Fig. (a) after the refinement using the same algorithms, with tighter constraints than those used in the Chip Generation phase (see [18] for more details). The chips produced this time usually enclose the text strings better. The Chip Clean-up process is then applied to the new chips to obtain better binarization results (Fig. 4) . Fig. 1 depicts the system described above. Experimental results have shown that the system works well with both machine generated fonts and some script fonts. Generally the system is not sensitive to the font sizes. The system is also stable and robustÐall the system parameters remain constant for all of the text images from a wide variety of sources including newspapers, magazines, printed advertisement, photographs, and checks. Notice that some of these documents have structured layout, some do not, and the system works well in either case. A detailed description of the design and implementation of the system is presented in [18] .
EXPERIMENTS
The database contains 48 images of which 27 are color images and the remaining 21 are grayscale images. The sizes of the images varied from 186 pixels by 349 pixels to 3,391 by 2,486 pixels. Tables 1 and 2 show the characteristics of the test images in the database. Sources of test images include internet web images, the Library of Congress, and other locally scanned documents. These test images came from a wide variety of sources: digitized video frames, photographs, newspapers, advertisements in magazines or sales flyers, personal checks, and envelopes. Some of the images have regular page layouts, others do not. No assumptions are made about resolution of input images, since such information is usually not available. All color documents were scanned as color images, and then converted into grayscale.
Evaluation
There has been little work on techniques to automatically evaluate text detection on such diverse document collections. Although two recent papers [12] , [4] provide results on detection accuracy and false alarms, the methodology has either been restricted to specific classes of images or is not extendable for automatic evaluation on large collections of diverse images.
We propose a technique for automatic evaluation for text detection in images. First, ground truth is created by manually constructing minimum bounding boxes around each character in the image. The output produced by the text detection algorithm is compared against the ground truth. The percentage of the total number of characters that have been detected will be used as a measure of the detection accuracy of the sytem. A character is considered to be detected if it is completely covered by a generated text box. We test this approach to automatic evaluation by visual inspection by tabulating detected characters. We obtain comparable results using both the automatic evaluation and visual inspection.
The third column in Table 3 shows the results of manual counting, while the fourth column shows the results obtained using the automatic evaluation scheme. The system does well in detecting text whose font height is more than 10 pixels, but as expected it does not work well for very small characters. Comparing columns 3 and 4 of Table 3 , it is clear that performance of automatic evaluation is close (but slightly lower) to that of visual inspection (see [18] for details). For the test image set, the false alarm rate was 5.6 percent. The false alarm rate is defined here as the total area covered by the false alarm pixels as a percentage of the image size. The accuracy of the cleanup-algorithm was also measured with further discussion and details appearing in [17] , [16] , [18] .
The system was also tested by using an OCR to recognize the characters. For this experiment, a binary image is formed using all the cleaned-up text chips for each input image. Then these binary images are manually fed to to the OCR (Caere's OmniPage Pro 8.0) for recognition. This test also provides an objective evaluation of the text clean-up and binarization algorithm. Table 4 shows the results of the OCR test. The first column is a count of the machine printed characters and words in the database (since the OCR can only handle machine print), the second column lists the number extracted by the text detection system while the last column lists the recognition rate of the OCR. Note that for many of the input images, applying the OCR engine directly without the clean-up procedure yields very poor results, showsing the importance of robust binarization and clean-up. Fig. 5a is the full original image of an advertisement for ªStouffer'sº which has no structured layout. The final binarization result is shown in Fig. 5b . The corresponding OCR output (using Caere's OmniPage Pro 8.0) is shown in Fig. 5c . This example provides a feel for the overall performance of the system by showing whole images. In this format some fine details are lost due to the scaling of the images to fit the page. For example, words of smaller fonts and the word ªStouffer'sº in script appear to be fragmented, although actually they are not. All the characters under ªStuffed Pepperº were missed due to their poor contrast and small size. The words are actually blurred, hence the region has very low energy. Notice that most of the texture in the picture of the food is filtered out, showing the robustness of the system. The OCR engine correctly recognized much the text of machineprinted fonts as shown in Fig. 5(c) . It made mistakes on the ªStouffer'sº trademarks since they are in script. In many places although the OCR makes errors, the text was extracted acurrately. The system's speed is a function of the size of the original image. For an image of size 320 pixels by 240 pixels it takes 10 s, while for an image of size 1,512 pixels by 1,517 pixels it takes 291 s (all times are for a 200 Mhz Pentium Pro PC with 128 Mbytes of memory). Most of the time is spent in the texture segmentation phase, which can be significantly shortened by using just one frequency channel (instead of 3) corresponding to 2 p . With one frequency channel, the times above are reduced to 3 s and 143 s, respectively.
DISCUSSION
Although there are systems [19] , [5] , [4] which utilize color information to detect text in color images, the system described in this paper does not use color. Our system starts by extracting significant intensity edges (strokes). Nevatia [10] pointed out that in general color edges are also intensity edges. Thus, ªstrokesº which were originally in color are usually still present in the converted grayscale image. It is possible that some of the characters may be printed in colors that have little monochrome contrast with the background, thereby causing our system difficulty. However, we believe (and our results show) that such characters are not common.
The system presented is not sensitive to image resolution. It works particularly well in extracting text from textured and/or hatched background. However, it tends to have problems extracting very small text (font height less than 10 pixels) or text with poor contrast, as all systems do. Reasons for this include the difficulty of extracting strokes under these circumstances and also misclassification by the texture segmentation phase when the contrast is poor.
CONCLUSION
Current OCR and other document segmentation and recognition technologies do not work well for documents with text printed against shaded or textured backgrounds or those with nonstructured layouts. In contrast, we have proposed a text extraction system which works well for normal documents as well as documents described in the above situations. The system is stable and robust, with all the system parameters remaining constant throughout all the experiments on a diverse test set. The system detected 92 percent of characters with a height greater than 10 pixels.
