We first prove an abstract result for a class of nonlocal problems using fixed point method.
Introduction
In the mathematical models appearing in plasma physics either for the Tokamak models or the Stellerators models, the modelling equations may depend not only on the solution u but also on the distribution function associated with that function, that is the volume of a level set m u (t) = meas {x ∈ Ω, u(x) > t}, t ∈ R, (here, Ω is the mathematical domain). What is more, it might even depend on the generalized inverse of that function m u , called the decreasing monotone rearrangement of u and denoted by u * and its derivatives u * or u * . For instance, in the Tokamak models, Grad [25] and Shafranov [51] , conjectured that the current flux u (associated with the magnetic fields and the pressure) can satisfy an equation of the form (u + tb) * − u * t is called, according to , the relative rearrangement of b with respect to u (see below for more details).
In this article, we wish to present a method for the numerical approximation of the monotone and relative rearrangements by using finite elements P 1 . Since very few results are known concerning the regularity of the derivatives of monotone and relative rearrangement functions, we shall only look at the convergence of the scheme according to what we know on the first derivative of the monotone rearrangement. (Almost nothing is known on the second derivatives of these quantities).
As an application in P.D.E, we choose a model which involves the first derivative of the monotone relative rearrangement and whose nonlinearities are of the same type as those in Grad-Shafranov in the Stellerator models, say: Along this paper, we use the fact that u * ∈ H 1 (0, 1) if u ∈ H 1 (0, 1) and then d + u * ds m u (u(x)) = u * m u (u(x)) a.e. In order to give a theoretical and numerical resolution of that problem, we shall consider a family of subspaces V h of H 1 0 (0, 1) with finite dimension. Then, we shall prove the existence of a function u h ∈ V h satisfying the following approximate problem In order to solve problem (P v ) and (P h v ), we introduce an abstract result which will allow us to consider other nonlinearities than in (P). V → H (dual of H) a nonlinear continuous map from V -strong into H − * − σ(H , H) (weak-star topology), with G having the following growth:
It happens that for the kind of operators that we meet in the literature, the map G is not continuous on the whole space V but only on a subset V of V , containing all V h ; in which case we may assume that H = H and then the continuity of G can be restricted to
h V h induced by the norm of V ). The above conclusion remains true provided that we show that u ∈ V.
We shall apply statement i) and ii) with
The "main" difficulty will be to prove the continuity of G from V -strong into L 2 (0, 1)-weak. So we shall introduce some appropriate new lemmas (see Lem. 3.1 to Lem. 3.4). As a consequence of this analysis, we derive a stability result for u h of the form:
We also obtain for statement ii) the convergence of the scheme. Some qualitative properties for the solutions of the continuous and discrete problems are given: when f is symmetric (that is f (x) = f (1 − x)), we will show the existence of symmetric solutions. When λf < 0, λa < 0, then every solution u of (P v ) is such that the set {x: u (x) = 0} is of measure zero. We shall also provide the rigidity matrix associated with the discretized problem. For convenience for the reader, we start by recalling some useful notions on the monotone and relative rearrangements.
]0, 1[. For t ∈ R, we denote by {u > t} the set {x ∈]0, 1[, u(x) > t}, and by {u = t} the set {x ∈]0, 1[, u(x) = t}. The Lebesgue measure of any measurable set E is denoted |E| or meas(E); in particular, the measure of the above level sets are denoted by, |u > t|, |u = t|. Definition 2.1. A measurable function u on ]0, 1[ has a plateau at a value t if |u = t| > 0.
The distribution function associated with u is the real valued function t ∈ R → m u (t) = |u > t|. 
Definition and properties of the relative rearrangement
Then, w is in the Sobolev space W 1,p (0, 1) and the quotient (u + tb) * − u * t converges to w as t 0, in
The function w is called the relative rearrangement of b with respect to u and is denoted by b * u .
Properties of the relative rearrangement
In particular, we have the main inequality:
One can also define the monotone and relative rearrangements associated with weighted functions. The definitions and properties given above can be carried naturally by making use of weighted spaces when necessary. For more details on weighted relative rearrangement, we refer the reader to Rakotoson-Simon [48] . The link between relative rearrangement and weighted rearrangement is given in the following lemma:
This lemma is proven in Díaz-Rakotoson [19] . We shall also use the following mean value formula; for a complete statement, we refer the interested reader to Mossino-Temam [34] , Mossino [36] , Rakotoson-Simon [47] .
Furthermore, one has for
Some theoretical results for some variational nonlocal problems
We begin this section by introducing an abstract result which will cover the resolution of (P v ) and of the discrete problem (P We also consider a nonlinear map G from V into the dual space H of H satisfying: H3) G is continuous from V -strong into H -weak-star (i.e. for the topology * − σ(H , H)). We then have the:
Theorem 3.1. Assume that H1) to H3) hold and let B: V × V → R be a bilinear form which is coercive (in the sense that
Assume that G has the following growth:
ii) there exist u ∈ V and a (subsequence) u h ∈ V such that u h converges strongly to u in V , where u solves: 
Furthermore, T m is continuous, the continuity of B and G yield that. We conclude with Brouwer's fixed point theorem to obtain: the existence of
We consider u ∈ V and a subsequence still denoted by u h such that u h u weakly in V and H-strong and
Then, one has:
From relation (1) to (3), we deduce:
Let us show that lim u, u) . By the continuity of G, we deduce that u = G(u).
Remark 3.1. Suppose that the map G is only continuous on a subset V of V containing all the V h . In that case, statement i) as well as the strong convergence remain true. Furthermore, if we can show that u ∈ V, then the conclusion of the second statement ii) is also true. Let us give an example of such a situation:
We replace assumption H3) by the following one:
H5) Let A be the linear continuous operator from V to V defined by < Av, w >= B(v, w) for all v, w and let us denote by D(A) its domain. We assume that H = H , G maps V into H and its restriction to Proof. The proof of statement i) is the same as in Theorem 3.1, while for the statement ii), the function u is found as a strong limit of a sequence u h , and belongs to
Other situations will be given in the applications below when V is not a vector space. In order to verify the hypotheses satisfied by G when it involves the relative rearrangement b * u , we introduce the following weakconvergence:
Without loss of generality, we may assume that θ is continuous and equal to 1 on P (v * ). Then, by the mean value theorem, we have
For convenience, we introduce the following notations, for x ∈]0, 1[:
From the definition of the mean value operator, one can deduce that:
From relation (6), we then deduce for all x:
We conclude with Lebesgue's and the mean value theorems to find:
We end by a classical density argument.
Remark 3.2.
This lemma is true in any dimension and also for p = +∞. 
and we denote by
Note that we always have
and,
Lemma 3.3. Under the same assumptions as in Lemma 3.2, if v
Proof. From Coron's result (see [13] ), we have
, we then deduce the result from the two last convergences. As a consequence of this lemma, we have the,
Corollary 3.1 (of Lemma 3.3). Under the same assumptions as in Lemma 3.3, the map
Proof. Let v n be a sequence converging to a function v in H 1 (0, 1). Let θ(.) be the characteristic function of P (v * ). Since v * (σ) = 0 whenever σ ∈ P (v * ), one then has using Coron's continuity result that
Thus, if we write
we can apply Lemma 3.3 and the above convergence to find that
From the main estimates on the monotone rearrangement and relative rearrangement (see Sect. 1), we derive that:
We conclude with Lebesgue's theorem. 
Lemma 3.4. i) For any
which shows the linearity of the map. The continuity is a consequence of Schwartz's inequality and the main inequalities for v * and b * v (see Sect. 1, properties of the monotone and relative rearrangements). For the statement ii), the proof is similar to that performed in Corollary 3.1 of Lemma 3.3. 
Proof. We define a function G :
By Young's inequality, one deduces that: ∀ε > 0, ∃c ε such that:
Furthermore, the map G is continuous from H 
We can apply Theorem 3.1 to deduce that there exists
, we deduce that u ∈ H 2 (0, 1). From Theorem 3.1, we also deduce a stability result for the discrete problem, that can be written as:
where c depends only on a, b, F 0 .
As an application of Theorem 3.2, one has the following existence result.
By Theorem 1 of [46] and Lemma 3.1, we infer G is continuous from V, | · | H
H4) is satisfied. Assumptions H1), to H2) are easily checked.
, and if |u = 0| > 0, then h(x) = f (x) a.e. on the set {u = 0}, which contradicts the fact that f < 0. Therefore, u ∈ V. We may then apply Remark 1 of Theorem 3.1. Arguing by contradiction, we see that u = 0.
Some qualitative aspects of a solution of (P v ) and (P h v )
We start this section by studying the existence of symmetric solutions (with respect to 1 2 ) whenever f is symmetric. 
For a measurable function
If b is symmetric, then b
By a simple change of variables, we then have:
that is
So if f s = f , then this last equation reads
that is u s is a solution of (P). 
0,s (0, 1). So, one has from relation (17):
By a change of variables, one has:
So by relations (13, 18, 19) , one finally obtains:
Theorem 4.2 (Maximum principle). Let u be a solution of (P). If
. We obtain (using Sect. 1 and the fact that a ≤ 0):
Since λ ≤ 0, one has:
The proof of the second case (i.e. λ ≥ 0, a ≥ 0, f ≤ 0) is the same as above, replacing −t − by t + . Indeed, in this case, we have the following identity:
Theorem 4.3. Let u be a solution of (P). Then
Proof. If meas(P (u − )) = 0, then there exists a number t ≤ 0 such that |u = t| > 0. Since u ∈ H 2 (0, 1),
e. x ∈ {u = t}. Using the equation satisfied by u, one has f (x) = 0 a.e. on {u = t}. This contradicts the assumption on f . The proof of the second statement follows a similar idea, i.e. if the measure of the set {x: u (x) = 0} is positive, then u (x) = 0 on that set and then equation (P) leads to:
5. Numerical approximation of the monotone and relative rearrangements of piecewise linear functions. The monodimensional case j=0 denotes the basis of the piecewise linear functions space relative to ∆, defined by ϕ j (x i ) = δ ij .
The ordered values
give us the meshes of I u = [min u j , max u j ] and Ω * = (0, |Ω|), (duplicated values must be suppressed and these meshes may have M + 1 < N + 2 points). and
Proof.
be the extended inverse of u| [xi,xi+1] showed in Figures 1-2 
The measure can be exactly computed by:
where N (t) = {i: t < max {u i , u i+1 }}. Since the functions X i are piecewise linear continuous, it is the same for m u if u has not plateau. In another case, |u = t i | > 0 is the jump at the value t i .
Remark 5.1. Derivatives of u * (respectively m u ) are not defined at the mesh points but they are constant on each interval (m i+1 , m i ) (repectively (t i , t i+1 )). Inside each interval we have:
where N * (t) = {i: Proof. As in the previous proposition, we find the b-weighted measure
where g is a primitive of b, which is a quadratic function. 
at extremities and at the middle point, t i+ 1 2 , in the interval [t i , t i+1 ]. Consequently, the relative rearrangement is a piecewise linear function inside each interval (m i+1 , m i ):
where the coefficients α i , β i are given on each interval (t i , t i+1 ) by
whith ∆t i = t i+1 − t i .
Remark 5.2.
If b is continuous and u is monotone, N * (t) (see Rem. 4.1) must a unique element, and the relative rearrangement is continuous. But, in another case, there are two or more elements in the set N * (t), and the continuity can not be assured as we will show in the example below.
Example. Let Ω = (0, 
In this case
which is not continuous at 
Numerical solution of the variational nonlocal problem
We shall begin by solving the variational problem (P v ) in the case a(x) = 0. If f is a symmetric function and we take a suitable mesh, the discrete problem turns into a linear system with tridiagonal matrix but, in more general cases, the nonlocal terms will be treated by a fixed point algorithm.
In order to find a numerical solution we consider the usual P 1 finite element approach. Let ∆ = {0 = x 0 < x 1 < · · · < x N +1 = 1} be a mesh in the interval [0, 1]. We consider the space
, for all i = 0, 1, . . . N . Thus, the discrete variational problem reads:
We are looking for a solution of (P h v0 ) without plateau. In that case, by using previous results, we obtain
As (v h ) * u is continuous on each interval, values (v h ) * u h (m i+ 1 2 ) are well defined. Thus, the variational formulation can be rewritten as:
The previous variational problem amounts to solving a finite dimensional system associated with a basis {ϕ k }
N k=1
of V h : 
The symmetric case
The biggest difficults to write the nonlinear system (P x) ), we can suppose that u has not plateau and that it is positive, symmetric respect to the middle point in the interval (0, 1) (i.e. u(x) = u(1−x)), which is its unique maximum, and the minimum is reached on the boundary. 
Now, the relative rearrangements of the piecewise linear basis related to mesh ∆ can be exactly computed. More precisely we have
By using this expressions in (P h v0 ) we obtain the linear problem
which can be reduced to a linear system whose matrix reads
This matrix is a M -matrix if 0 < λ < 4 h (see [61] ) and satisfies a discrete maximum principle (if b > 0, then the solution of A h u = b satisfies u > 0) according to the results for the continuous problem.
The nonsymmetric case
When f is not symmetric, we cannot expect a symmetric solution. Then, the nonlinear system (P h v0 ) is solved by using a fixed point algorithm:
• Given u 
In order to compute relative and decreasing rearrangements of ϕ k and u Now, the analyse in Section 6.1 is no more valid, but the difficulty coming from the nonlocal terms can be solved by using the fixed point method. Errors in L ∞ -norm are repported here below. The convergence of fixed point iterations is not assured since the relative rearrangement does not satisfy a Lipschitz condition related to u. Nevertheless, in some particular cases, it can be proved that
(see [46] for details). We pose g(u) = u in Test 4 and g(u) = u 2 in Test 5 (in both cases the exact solution is u(x) = cos(πx)) and we find the same order of approximation as in the linear problem: Finally, we solve (P v ) with f (x) = 0, b(x) = x 2 , a(x) = 1, p(x) = x 2 2 and F 0 = 4. The computed solution is given in Figure 3 .
Remark 6.1. Analogous discretization and approximation techniques can be employed for 2 − D and 3 − D nonsymmetric problems (see [5] for (PS)).
