In most applications, the parameters of a mixture of linear regression models are estimated by maximum likelihood using the expectation maximization (EM) algorithm. In this article, we propose the comparison of three algorithms to compute maximum likelihood estimates of the parameters of these models: the EM algorithm, the classification EM algorithm and the stochastic EM algorithm. The comparison of the three procedures was done through a simulation study of the performance (computational effort, statistical properties of estimators and goodness of fit) of these approaches on simulated data sets.
Introduction
Finite mixture models have provided a mathematically based approach to the statistical modelling of a wide variety of random phenomena. Applications of mixture distributions can be found in various fields of statistical applications such as agriculture, biology, economics, medicine and genetics; see e.g. [1] [2] [3] for a review.
Within the family of mixture models, mixtures of linear regressions have also been studied extensively, especially when no information about membership of the points assigned to each line was available.
Mixtures of linear regression models were introduced by Quandt and Ramsey [4] as a very general form of 'switching regression'. They used a technique based on a moment-generating function to estimate the parameters. However, it has mainly been studied from a likelihood point of view. De Veaux [5] developed an EM approach to fit the two regression situations. Jones and McLachlan [6] applied mixtures of regressions in a data analysis and used the EM algorithm to fit these models. Turner [7] fitted a two-component mixture of one variable linear regression to 202 S. Faria and G. Soromenho a data set using the EM algorithm. Hawkins et al. [8] studied the problem of determining the number of components in a mixture of linear regression models using methods derived from the likelihood equation. More recently, Zhu and Zhang [9] established asymptotic theory for maximum likelihood estimators in mixture regression models.
In this article, we study the procedure for fitting mixtures of linear regressions by means of maximum likelihood. We apply three maximization algorithms to obtain the maximum likelihood estimates: the expectation maximization (EM) algorithm (see [10] ), the classification EM (CEM) algorithm (see [11] ) and the stochastic EM (SEM) algorithm (see [12] ).
The comparison of EM and CEM approaches in a cluster analysis is well known in the mixture models literature. Under the Gaussian mixture, Ganesalingam [13] has performed numerical experiments to compare the two approaches in practical situations. An extension of this study was performed by Celeux and Govaert [14] , in order to specify the influence of the sample sizes and the dependence of the used algorithms over their initial values. Considering the case of binary data, Govaert and Nadif [15] presented an extension of the comparisons to Bernoulli models.
Some comparisons of EM and SEM approaches in a mixture of distributions are also available. Celeux et al. [16] have investigated the practical behaviour of these algorithms through intensive Monte Carlo numerical simulations and a real data study. Dias and Wedel [17] have compared EM and SEM algorithms to estimate the parameters of Gaussian mixture model.
Our goal is to compare the performance of these three approaches on mixtures of linear regressions. A simulation study is designed to investigate this problem.
The article is organized as follows: in Section 2, we present the mixture of linear regression model and the three maximization algorithms to obtain the maximum likelihood estimates. Section 3 provides a simulation study investigating the performance of the algorithms for fitting two-and three-component mixtures of linear regression models. In Section 4, the conclusions of our study are drawn and additional comments are given.
Fitting mixtures of linear regressions
The mixture of linear regression model is given as follows: 
where y i is the value of the response variable in the ith observation; x T i (i = 1, . . . , n) denotes the transpose of the (p + 1)-dimensional vector of independent variables for the ith observation, β j (j = 1, . . . , J ) denotes the (p+1)-dimensional vector of regressor variables for the j th component, π j are the mixing probabilities (0 < π j < 1, for all j = 1, . . . , J and j π j = 1). Finally, ij are the random errors; under the assumption of normality, we have ij ∼ N(0, σ 
. , J ).
Given a set of independent observations y 1 , y 2 , . . . , y n , corresponding to values x 1 , x 2 , . . . , x n of the predictor x, the complete parameter set of the mixture model, θ = (π 1 
is the estimate of the posterior probability that the ith observation belongs to the j th component of the mixture after the rth iteration. The M-step updates the estimate θ (r+1) that maximizes the Q-function with respect to θ . It is equivalent to computing the sample proportion and the weighted least-squares estimates when performing a weighted regression of y 1 , . . . , y n on x 1 , . . . , x n with weights w 1j , . . . , w nj (j = 1, . . . , J ).
It follows that on the M-step of the (r + 1)th iteration, the current fit for the parameters is given explicitly byπ
where X is a n × (p + 1) matrix of predictors, W j is a n × n diagonal matrix with diagonal entries w (r) ij and Y is a n × 1 vector of response variable; and
(r) ij (j = 1, . . . , J ).
The E-and M-steps are alternated repeatedly until some specified convergence criterion is achieved.
The characteristics of the EM algorithm are well documented (see for instance [3] ). 
The CEM algorithm
To fit mixtures of linear regressions, we also make use of a classification version of the EM algorithm, the so-called CEM algorithm. The CEM algorithm maximizes in θ and z 1 , . . . , z n the complete data classification log-likelihood, where the missing component label z i of each sample observation is included in the data set:
where {i|z i = j } is the set of observations arising from the j th mixture component. The CEM algorithm incorporates a classification step (C-step) between the E-and M-steps of EM. This classification step involves assigning each observation to one of the J components that provides the largest posterior probability w ij .
Thus, an iteration of CEM algorithm consists of three steps. The E-step of the CEM algorithm is identical to the E-step of the EM algorithm.
On the C-step of the (r + 1)th iteration, a partition y 1 ) , . . . , (x n , y n ) is designed by assigning each observation to the component for which w (r) ij is largest (if the maximum posterior probability is not unique, we choose the component with the smallest index). We have,
. If one of the P (r+1) is empty or has only one observation, it must be considered that the mixture has J − 1 components instead of J and the estimation process begins with J − 1 components.
The M-step updates the estimate θ (r+1) using the sub-samples P (r+1) j
. It follows that on the M-step of the (r + 1)th iteration, the current fit for the parameters is given explicitly bŷ
where n j is the total number of observations arising from component j ;
where X j is a n j × (p + 1) matrix of predictors for the j th component, W j is a n j × n j diagonal matrix with diagonal entries w (r) ij and Y j is a n j × 1 vector of response variable for the j th component; andσ
The E-, C-and M-steps are alternated repeatedly until some specified convergence criterion is achieved. CEM algorithm is a K-means-like algorithm and contrary to EM, it converges in a finite number of iterations.
The SEM algorithm
We also apply a procedure for fitting mixtures of linear regressions using a stochastic version of the EM algorithm, the so-called SEM algorithm. The SEM algorithm incorporates a stochastic
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step (S-step) between the E-and M-steps of EM. This stochastic step simulates a realization of the unobserved indicator z i , i = 1, . . . , n by drawing them at random from their current conditional distribution.
Thus, an iteration of SEM algorithm consists of three steps. The E-step of the SEM algorithm is identical to the E-step of the EM algorithm.
On the S-step of the (r + 1)th iteration, a partition y 1 ) , . . . , (x n , y n ) is designed by assigning each observation at random to one of the mixture components according to the multinomial distribution with parameter w (r) ij , given by Equation (4). The M-step of the SEM algorithm is identical to the M-step of the CEM algorithm.
SEM does not converge pointwise. It generates a Markov chain whose stationary distribution is more or less concentrated around the maximum likelihood parameter estimate.
Simulation study of algorithm performance
A simulation study was performed to assess the performance of the maximum likelihood estimates obtained via the EM algorithm, the CEM algorithm and the SEM algorithm. Data were simulated under a two to three component mixture of linear regressions. We used the freeware R (see [18] ) to develop the simulation program.
Design of the study
Initial conditions. In our simulation study, two different strategies of choosing initial values were considered. In the first strategy, the true values were used as the starting values. In the other strategy we ran the algorithm 20 times from random initial position and selected the solution out of 20 runs which provided the best value of the optimized criterion (see [14] ).
Stopping rules. A rather strict stopping criterion for the EM and the CEM algorithms was used: iterations were stopped when the relative change in log-likelihood between two successive iterations were less than 10 −10 . The stopping rule for the SEM algorithm was the total number of iterations required for convergence by the EM algorithm. We do not use the same stopping criteria because the slow convergence of the SEM algorithm makes such criteria hazardous.
Number of samples. For each type of simulated data set, 200 samples of size n were simulated. Configurations of the true regression lines. We considered two typical configurations of the true regression lines: parallel and concurrent. These configurations are expected to affect the performance of the proposed algorithms.
Data set. Each datum (x i , y i ) was generated by the following scheme. First, a uniform [0, 1] random number c i was generated and its value was used to select a particular component j from mixture of regression models. Next, x i was randomly generated from a uniform [x L , x U ] distribution and a normal random variate ji with mean 0 and variance σ 2 j was calculated. Finally, the value y i was assigned using x i , ji and the appropriate model parameters (see [19] ). We have chosen x L = −1 and x U = 3 and in previous simulation studies we have obtained the same simulation results when these values were changed.
Measures of algorithm performance: In order to examine the performance of two algorithms, the following criteria were used:
• the mean number of iterations required for convergence (which gives an indication about the computing time needed), • the statistical properties of the estimators θ : 
where θ j = (π j , β j , σ • the root mean-squared error of prediction (MRSEP):
where RMSEP (m) is the root mean-squared error of prediction of the mth replication based on K-fold cross-validation, which is given by
corresponding to the fitted value of the observation i of the mth replication. For the K-fold cross-validation, we have chosen K = 5 and K = 10 (see [20] , Chapter 7).
The simulation process consists of the following steps:
(1) Create a data set of size n. (2) Fit a mixture of linear regression models to the data using the EM, the CEM and the SEM algorithms. Save the number of iterations required for convergence and the estimated parameterŝ
Split the data into K roughly equal-sized parts. For the kth part, fit the model to the other K − 1 parts of the data using the EM, the CEM and the SEM algorithms, and calculate the prediction error of the fitted model when predicting the kth part of the data. Do this for k = 1, . . . , K, combine the K estimates of prediction error and compute the corresponding value for RMSEP. (4) Repeat steps 1-3, for a total of 200 trials. Compute the mean number of iterations required for convergence, the bias of the parameter estimates (BIAS(θ j )), the mean square error (MSE(θ j )) of the parameter estimates and the root mean-squared error of prediction (MRSEP).
Simulation results: two component mixtures of linear regressions
For two component models (J = 2), samples of three different sizes n (n = 50, 100, 500) were generated for each set of true parameter values (β, σ ) shown on Table 1 and the mixing proportion π 1 lying from 0.1 to 0.9. For instance, we present in Figure 1 typical scatter plots for samples with size 100 and mixing proportion 0.5. Tables 2 and 3 provide the mean number of iterations required for convergence using the EM and the CEM algorithms for fitting two-component mixtures of linear regression models. In all the cases, the mean number of iterations for convergence is smaller using the CEM algorithm rather than using the EM algorithm. Tables 4-7 provide the MSE and the bias of the parameter estimates over the 200 replications of the two-component mixtures of linear regression models, when the mixing proportion π 1 is chosen to be 0.2, 0.5 and 0.7.
When the true regression lines are parallel and the algorithms are initiated with the true parameter values, Table 4 shows that CEM estimates have smaller MSE than EM and SEM estimates. It is evident that the estimates obtained by the three algorithms have relatively small bias and MSE tends to decrease as the sample size increases. Table 2 . The mean number of iterations required for convergence using the EM and CEM algorithms for two-component mixtures of linear regressions when the true values were used as the starting values.
Parallel
Concurrent n = 50 n = 100 n = 500 n = 50 n = 100 n = 500 Table 3 . The mean number of iterations required for convergence using the EM and CEM algorithms for two-component mixtures of linear regressions when the algorithms were initiated by random numbers (second strategy).
Parallel Concurrent n = 50 n = 100 n = 500 n = 50 n = 100 n = 500 When the true regression lines are parallel but the initialization of the algorithms is made by random numbers (second strategy), Table 5 shows that SEM performs better than EM and CEM. In this case, however the performance of all three algorithms decrease, producing estimates that have higher MSE and bias.
When the true regression lines are concurrent and the algorithms are initiated with the true parameter values, Table 6 shows that the three algorithms have practically the same behaviour. Also, the MSE of the parameter estimates decreases whenever the sample size increases.
When the true regression lines are concurrent but the algorithms are initiated by random numbers (second strategy), Table 7 shows that CEM estimates of the parameters have higher MSE and bias than EM and SEM estimates. In generality, EM outperforms SEM by producing estimates of the parameters that have smaller MSE and bias.
The resulting values of MRSEP based on 10-fold cross-validation when the true values were used as the starting values for each of the configurations of the true regression lines are plotted in Figure 2 . Similar results were obtained calculating MRSEP based on 5-fold cross-validation. When the true regression lines are parallel, the CEM algorithm performs generally better, however, for a sample size of 500 and when the mixing proportions are equal, it seems that the three algorithms have practically the same behaviour. When the true regression lines are concurrent, it seems that the three algorithms have practically the same behaviour. However, for a sample size of 50 and 100, the performances of the CEM and SEM algorithms decrease when the mixing proportion is smaller and the EM algorithm performs better in those cases.
The resulting values of MRSEP based on 10-fold cross-validation when the second strategy was used as the starting values for each of the configurations of the true regression lines are plotted in Figure 3 . Similar results were obtained calculating MRSEP based on 5-fold cross-validation. When the true regression lines are parallel, the SEM algorithm performs generally better; however, for a sample size of 500, it seems that the EM algorithm performs better. Figure 3 suggests that the EM algorithm performs always better in fitting a two-component mixture of linear regressions when the true regression lines are concurrent and the second strategy was used as the starting value.
Simulation results: three-component mixtures of linear regressions
For three component models (J = 3), samples of size n = 100 and n = 500 were generated for the two sets of parameter values (β, σ ) shown in Table 8 . For illustration we show scatter plots of random samples of 100 points in Figure 4 . Tables 9 and 10 report the mean number of iterations required for convergence using the EM and CEM algorithms for fitting three-component mixtures of linear regression models. Also in all cases, the mean number of iterations for convergence is smaller using the CEM algorithm rather than using the EM algorithm. Table 9 . The mean number of iterations required for convergence using the EM and CEM algorithms for three-component mixtures of linear regressions when the true values were used as the starting values.
Parallel
Concurrent n = 100 n = 500 n = 100 n = 500 Tables 11-14 When the true regression lines are parallel and the algorithms are initiated with the true parameter values, Table 11 shows that the CEM parameter estimates have smaller MSE than the EM and SEM estimates and EM and SEM have practically the same behaviour. However, for samples of size 500, the estimates MSE are identical. Also, as in the previous cases, the MSE decreases when the sample size increases. Table 10 . The mean number of iterations required for convergence using the EM and CEM algorithms for three-component mixtures of linear regressions when the algorithms were initiated by random numbers (second strategy).
Concurrent n = 100 n = 500 n = 100 n = 500 When the true regression lines are parallel and the algorithms are initiated by random numbers (second strategy), Table 12 shows that the SEM algorithm performs better than the other two. Using this strategy as the starting value, the performance of all algorithms decreases by producing estimates of the parameters that have higher MSE and bias.
When the true regression lines are concurrent and the algorithms are initiated with the true parameter values, Table 13 shows that EM outperforms CEM and SEM by producing estimates of the parameters that have lower bias and smaller MSE. It seems that the MSE of CEM estimates of the regression coefficients and the variances are smaller than the MSE of SEM estimates. The MSE of the parameter estimates tends to approach zero as sample size increases.
When the true regression lines are concurrent but the algorithms are initiated by random numbers (second strategy), Table 14 shows that CEM estimates of the parameters have higher MSE than EM and SEM estimates. In generality, SEM outperforms EM by producing estimates of the parameters that have smaller MSE.
The resulting values of MRSEP based on 10-fold cross-validation when the true values were used as the starting value for each of the configurations of the true regression lines are plotted in Figure 5 . Similar results were obtained calculating MRSEP based on 5-fold cross-validation. When the true regression lines are parallel, the CEM algorithm performs better, although in samples of size 500, the three algorithms have practically the same behaviour. Figure 5 suggests that the CEM algorithm performs always better in fitting a three-component mixture of linear regressions when the true regression lines are concurrent and the algorithms are initiated with the true parameter values.
The resulting values of MRSEP based on 10-fold cross-validation when the second strategy was used as the starting values for each of the configurations of the true regression lines are plotted in Figure 6 . Similar results were obtained calculating MRSEP based on 5-fold cross-validation. In both configurations of the true regression lines, Figure 6 suggests that the SEM algorithm performs always better in fitting a three-component mixture of linear regressions. 
Conclusions and discussion
In this article, we compare the performance of three algorithms to compute maximum likelihood estimates for the parameters of a mixture of linear regressions, the EM algorithm, the CEM algorithm and the SEM algorithm.
In our simulation study, we may conclude that CEM algorithm always converge in fewer iterations than the EM algorithm, which implies a reduction in the computational time to reach the parameter estimates.
When the true values are used as the starting values, the CEM algorithm applied to estimate the parameters of a mixture of linear regression provides, in general, best estimates in the sense of lower MSE. Also, through the K-fold cross-validation we can say that the CEM algorithm resulted in model estimates that best fit the regression model.
When we run the algorithms from random initial position, in generality, the SEM algorithm outperforms the CEM and the EM algorithms by producing estimates of the parameters that have smaller MSE. Also, through the K-fold cross-validation we can say that the SEM algorithm resulted in model estimates that best fit the regression model.
