IMPLICIT LAGRANGIAN, IL The nonlinear complementarity problem (see 3, 14] ) is to nd a point x 2 R n such that x 0; F (x) 0; hx; F (x)i = 0; (1) where F : R n ! R n , and h ; i denotes the usual inner product in R n . A popular approach for solving the nonlinear complementarity problem (NCP) is to construct a merit function f such that solutions of NCP are related in a certain way to the optimal set of the problem minimize f (x) subject to x 2 C:
Of practical interest is the case when the set C has simple structure and smoothness properties of F and dimensionality n of the variables space are preserved. There is a number of ways to reformulate the NCP as an equivalent optimization problem (for a survey, see 7] ).
Unconstrained implicit Lagrangian. The rst smooth unconstrained merit function was proposed by O.L. Mangasarian and M.V. Solodov 11] . This function is commonly referred to as the implicit Lagrangian; it has the following form :
where > 1 is a parameter and ( ) + denotes the orthogonal projection map onto the nonnegative orthant R n + , i.e. the i-th component of the vector (z) + is maxf0; z i g. It where u 2 R n and v 2 R n are Lagrange multipliers corresponding to the constraints F (x) 0 and x 0 respectively. Since it is known a priori that at any solution x of MP (and NCP) one could take u = x and v = F ( x), it is intuitively reasonable to \solve" for multipliers u and v in terms of the original variables. Replacing u by x and v by F (x) in the augmented Lagrangian, one obtains the implicit Lagrangian function M (x). The parameter must be strictly bigger than one, because it can be checked that M 1 (x) = 0 for all x 2 R n . Another interesting property is that the partial derivative of the implicit Lagrangian with respect to is also nonnegative nonlinear complementarity problem Restricted implicit Lagrangian. When the implicit Lagrangian is restricted to the nonnegative orthant R n + , where nonnegativity of x is explicitly enforced, the last two terms in the expression for M (x) can be dropped. Thus the restricted implicit Lagrangian is obtained :
where > 0. In this form, the function was introduced in 11]. It is also equivalent to the regularized gap function proposed by M. 
Note that since it is known a priori that every solution of the NCP is nonnegative, one may also consider a bound constrained problem with the function M (x). However, for the constrained reformulations the function N (x) is probably preferable because it is somewhat simpler.
Regularity conditions. It should be emphasized that only global solutions of optimization problems (2) and (3) (2), then x solves the NCP. This result was later extended in 8] to the case when rF( x) is a P-matrix. Finally, F.
Facchinei and C. Kanzow 5 ] obtained a certain regularity condition which is both necessary and su cient for a stationary point point of the unconstrained implicit Lagrangian to be a solution of NCP (it is similar to the condition stated below for the restricted case).
For constrained problem (3), M. Fukushima 6] rst showed the equivalence of stationary points to NCP solutions under the positive definiteness assumption on the Jacobian of F . A regularity condition which is both necessary and su cient, was given by M.V. Solodov Recall 4] that the matrix rF(x) > is said to reverse the sign of a vector z 2 R n if z i rF(x) > z] i 0 8i 2 f1; : : : ; ng: (5) Therefore a point x 2 R n + is regular if the only vector z 2 < n satisfying both (4) and (5) is the zero vector.
A stationary point of (3) solves the NCP if and only if it is regular in the sense of the given de nition.
Derivative-free descent methods. When F is di erentiable, so are the functions M (x) and N (x). Therefore, any standard optimization algorithm which makes use of rst-order derivatives can be applied to problems (2) and (3). However, taking advantage of the underlying structure one can also devise special descent algorithms which do not use derivatives of F . This can be especially useful in cases when derivatives are not readily available or are expensive to compute.
In 22], it was shown that when F is strongly monotone and continuously di erentiable, then the direction For the nonlinear case, C. Kanzow and M. Fukushima 9] showed that M (x) 1=2 provides a global error bound if F is a uniform P-function which is Lipschitz continuous.
In the context of error bounds, the following relation established in 10] is useful : for all For the restricted implicit Lagrangian, one only has the following relation :
Thus, in principle, N (x) may provide a bound in cases when the natural residual does not. Yet another context where the implicit Lagrangian can be used is optimization reformulation of the extended linear complementarity problem 20].
