We show that a a-weakly closed subspace Y of the bounded operators B(Z) on an infinite dimensional Hilbert space X has Property S, (the Fubini product F(Y, I) = .Y @ .F for all u-weakly closed subspaces .F c B(Z)) if and only if .4p satisfies a certain approximation property, which we call the a-weak approximation property.
The a-weak approximation property is implied by (but does not imply) the (weak-*) completely bounded approximation property. Moreover, if .Y' has the u-weak approximation property, then the predual Ye has the approximation property for Banach spaces. We also prove analagous results for Property S (and variations of Property S) for C*-algebras.
As an application of our characterization of subspaces with Property S,, we show that the reflexive algebra tensor product formula is not always valid. In fact, we show that for each of the types II,. II,, and III; (0 <I $ l), there is a separably acting factor J = alg pi of that type and a reflexive algebra d =alg YZ such that alg 9, @ alg U, is strictly contained in alg( 6/; 0 Z2 1. where Z'i 0 L$ denotes the subspace lattice generated by (e, 0 e2 1 ei E z). Equation (0.2) makes sense for arbitrary pairs of reflexive algebras, and the following reflexive algebra tensor product problem was raised in [22] : For which pairs of reflexive algebras alg spl and alg SC; is (0.2) valid? Slice maps have proved to be very useful in studying this problem [29, 30, . If X1 and X2 are Hilbert spaces, and cp is a a-weakly continuous linear functional on B(4) (so cp E B(4),), the right slice map R, associated with cp is the (unique) g-weakly continuous linear map from B (4) The slice map problem is of interest because a number of questions concerning tensor products of a-weakly closed subspaces are special cases of the slice map problem. Tomiyama proved in [52] that Tomita's theorem is equivalent to the fact that (0.3) is valid whenever Y and Y are von Neumann algebras. Moreover, it was shown by the author in [34] that flak 6"1, alg SC;) = alg(,rY; 0 %) (0.4) for all pairs of reflexive algebras alg L?, and alg L&. Hence the tensor product problem for reflexive algebras is a special case of the slice map problem. Other special cases of the slice map problem are discussed in [29, 34-36-J A a-weakly closed subspace Y c B(Xl) is said to have Property S, [34] if (0.3) is valid for all o-weakly closed subspaces 5 c B(Z2) (where p1 can be any Hilbert space). It follows from (0.4) that if alg 2, has Property S,, then (0.2) is valid for alg 9, and all reflexive algebras alg LZ'*. The author showed in [36] that the converse is true. (See also Remark 1 .l below.) A number of classes of reflexive algebras have been shown to have Property S, [29, . However, it has remained an open question whether every reflexive algebra has Property S,, and hence whether (0.2) is always valid.
One of the main results of this paper is that not only are there reflexive algebras without Property S,, but there are von Neumann algebras without Property S,. It was shown in [34] that all type I von Neumann algebras have Property S,. In contrast to this we show that for each of the types II,, IL, and III, (0 d ;1 d 1 ), there is a separably acting factor of that type without Property S,. It follows that the reflexive algebra tensor product formula (0.2) can fail even when one of the reflexive algebras is a von Neumann algebra.
Section 1 contains a discussion of the previously known results concerning the tensor product problem for reflexive algebras, as well as some basic definitions and notation.
The main result in Section 2 is that a subspace Y has Property S, if and only if it has a certain approximation property, which we call the a-weak approximation property. The completely bounded approximation property (CBAP) implies the a-weak approximation property (Theorem 2.10) but there are von Neumann algebras which have the a-weak approximation property (and so have Property S,), but do not have the CBAP (Example 2.11).
In Section 3 we prove the result concerning von Neumann algebras without Property S, mentioned above. We first show that if Y is a o-weakly closed subspace of B(2) for some Hilbert space 2, and Y has Property S,, then 9, (the Banach space of a-weakly continuous linear functionals on 9) has the approximation property for Banach spaces. Since B(Z) does not have the approximation property if Y? is infinite dimensional [48] , B(X)* also does not have the approximation property, and so B(s)** is a von Neumann algebra without Property S,. Of course B(W ** is not a factor, and is not separably acting. In order to prove the existence of separably acting factors without Property S,, we use various stability properties of the class of von Neumann algebras with Property S, to prove that if for any of the types II,, II,, and III, (0 d L d 1) all separably acting factors of that type have Property S,, then every von Neumann algebra has Property S,, which contradicts our result about B(X)**.
A stability result which we prove in Section 3 which is of interest in its own right is that if almost all the factors in the central decomposition of a separably acting von Neumann algebra J%' have Property S,, then .,L! has Property S,. The proof of this result makes use of the direct integral theory for strongly closed algebras developed by Azoff, Fong, and Gilfeather in [2] .
In Section 4 we consider the question of which singly generated unital algebras have Property S,. The author showed in [36] that if f E B(X) is a subnormal operator or an operator of class A(X) [3 J, then the a-weakly closed unital algebra zZ( t) generated by t has Property S,. Using a technique of Wogen [60], we show that the existence of a subspace of B(X) without Property S, implies that there is an operator t for which d(t) does not have Property S,. We also show, in a positive direction, that if t is a injective weighted shift, then d(t) has the CCAP, and so has Property S,.
In Section 5 we consider the slice map problem for C*-algebras. We define subspace versions of the slice map conjecture and of Property S (which were defined for C*-subalgebras in [57]), and prove that a C*-algebra A has Property S for subspaces of the compact operators K (i.e., (A, K, T) verifies th e s ice map conjecture whenever T is a norm closed 1' subspace of K) if and only if A has the approximation property for operator spaces defined by Effros and Ruan in [21] . This result is of interest because Effros and Ruan show in [21] that their approximation property is the natural analogue for operator spaces of Grothendieck's approximation property for Banach spaces. In particular, just as there are a number of properties of Banach spaces that are equivalent to the approximation property, there are a number of analogous properties of operator spaces that are equivalent to Effros and Ruan's approximation property. Moreover, as noted in [21] , the c-weak approximation property (which we called the complete pointwise approximation property in [37] ) is just the normal version of the approximation property for operator spaces.
The main results in this paper were announced in [37] .
PRELIMINARIES AND NOTATION
Let Y c B(X) be a c-weakly closed subspace, and let X be a Hilbert space. Then for any IJI E Y? and any XE Y @B(X)), the map $ + (x, cp @ II/) is a continuous linear functional on B(X).,., and so defines an element R,(x) of B(X). It is easily checked that R, is a o-weakly continuous linear map from Y a B(X) to B(X)), and that R&Ob)= (s, cp)b (s E 9, b E B(X)).
(
If Y #B(X) and (pfY*, then cp does not have a unique extension to a a-weakly continuous linear functional on B(X). However, if p is any element of B(s), that extends cp, then it follows from (1.1) that the right slice map R, (from B(X) @ B(X) to B(X)) agrees with $+, on Y @ B(X). Moreover, since B(X) has Property S,, F(Y, 5) c Y 0 B(X) whenever F is a a-weakly closed subspace of B(X) [ 34, Remark 1.51 . Hence for any a-weakly closed subspace 9 c B(X) we have that
is a a-weakly closed subspace, and Jf c B(X) is a von Neumann algebra, we say that 9' has Property S, for Af if F(Y, Y) = ~7 @ Y for all o-weakly closed subspaces of Jf. (An argument similar to that in the preceding paragraph shows that this definition does not depend on what Hilbert space JV" is realized on. See also Remark 1.2 in [34] .) This concept is of interest because we will show in Section 3 that 9, has the approximation property if and only if Y has Property S, for I"(N). Of course Y has Property S, in the usual sense if and only if it has Property S, for all von Neumann algebras. There are no examples known of subspaces which have Property S, for 1 "(N) but do not have Property S,, although it seems likely that such examples exist. However, we will show in Section 2 that if X is a separable infinite dimensional Hilbert space, and if Y has Property S, for JV" = B(X)), then Y has Property S,.
Let X be a Hilbert space. A collection 2 of (orthogonal) projections on 2 is said to be a subspace lattice if it is strongly closed, contains 0 and the identity operator 1, and is closed under the usual lattice operations for projections. If the elements of 6p pairwise commute, -Y' is said to be a commutative s&space lattice (or CSL). If 044 is a subspace lattice, alg 2 denotes the set of operators in B(X) that leave the ranges of all the projections in 2 invariant. It is easily checked that alg ?Z is a a-weakly closed unital subalgebra of B(X), and that algd;p= {aEB(X) 1 ae=eae for all eEY} If 2 is a CSL, alg 55' is said to be a CSL algebra. A subalgebra d of B(Z) is said to be refexiue if d = alg lat &, where lat d denotes the subspace lattice consisting of the projections left invariant by all the operators in d. The reflexive algebras are precisely the algebras of the form alg 9 for some subspace lattice 2. Every von Neumann algebra is reflexive, and every self-adjoint reflexive algebra is a von Neumann algebra.
If &'r and G?* are reflexive algebras, we say that the reflexive algebra tensor product formula (the RTPF) is valid for &, and J&* if F(dl, J&'~) = &, @ z$*. It follows from Eq. (0.4) that the RTPF is valid for ~2, and G$ if and only if alg 2, @ alg dtp2 = alg(Yr 0 dpz) whenever 2, and Z1 are subspace lattices such that &i = alg 3, and ~4~ = alg -4". As noted in the Introduction, Tomita's theorem is equivalent to the statement that the RTPF is valid for every pair of von Neumann algebras.
If & is a reflexive algebra with Property S,, and if a is any reflexive algebra, then F(&, B) = JZZ @ %?, and so the RTPF is valid for z&' and B. It was shown in [35] that alg 58 has Property S, whenever dp is a completely distributive CSL. This generalized results in [22, 30, 331 . It was shown in [29] that if J# is a von Neumann algebra such that ./lr' n A' has Property S, whenever M is an abelian von Neumann subalgebra of A?' (in which case A! is said to have Property RC), and if 9 c A is a finite width CSL (i.e., if .JZ is generated by a finite number of commuting chains of projections in A!), then the reflexive algebra (alg 9) n A' has Property S,. It was also shown in [29] that the class of von Neumann algebras with Property RC is closed under taking direct sums, and includes all injective von Neumann algebras and all finite von Neumann algebras with Property S,. In particular, B(Z) has Property RC, and so alg Y has Property S, whenever 2 is a finite width CSL. It is also known that certain classes of reflexive algebras that are singly generated (as unital a-weakly closed algebras) have Property S,. These results are discussed in Section 4 below. If we assume further that Y is a reflexive algebra, then 9' 0 9Y1 is a reflexive algebra (see Remark 2.4 of [36] ), and hence Y 0 59 is also a reflexive algebra, since it is unitarily equivalent to 9' 0 gl.
Remark 1.2. An important
open question concerning the reflexive algebra tensor product problem is whether the RTPF is valid for every pair of CSL algebras. Of course if every CSL algebra has Property S,, then this is true. However, the RTPF is valid for every pair of von Neumann algebras, even though there are von Neumann algebras without Property S,. Hence it is possible that there are CSL algebras without Property S, (so that (0.2) can fail even when one of YI or 9; is a CSL), but that the RTPF is valid for every pair of CSL algebras (so (0.2) always holds when both 9, and pz are CSLs).
AN APPROXIMATION PROPERTY EQUIVALENT TO PROPERTY S,
For a norm closed subspace S of B(X), we let M,(S) denote the space of n x n matrices with entries in S, with the norm inherited from M,(B(Z)). [12] . For example, the group von Neumann algebra &(F,) of the free group on two generators has the CCAP but not the CPAP, and if r is a lattice in Sp(1, n) (with n > 2) then A(r) has the CBAP but not the CCAP.
Let Y c B(Z) be a o-weakly closed subspace, and let X be an Hilbert space. We say that 9' has the (a-weak) complete pointwise approximation property (CPWAP) for X if there is a net { aa) in F,(Y) such that dqx) +x a-weakly for every x E 9 @ B(X)).
It is clear that if .Y has the CPWAP for a Hilbert space X, then it has the CPWAP for every norm closed subspace of X. It is also clear that if & and X2 are Hilbert spaces that are unitarily equivalent, then 9' has the CPWAP for X, if and only if it has the CPWAP for X2. We will show below that if Y has the CPWAP for a separable infinite dimensional Hilbert space, then it has the CPWAP for all Hilbert spaces. The main result of this section is that .Y has Property S, if and only if it has the CPWAP. The next two propositions give some useful equivalent conditions for the CPWAP. Hence if we set p= (6)*, then !? is an extension of Y@id to (9 @ JV")*, and {PI -%Yf)) = {@,, I @-F,(W). Then since p is a countable sum of vector functionals, and each vector in 2 0 X is a linear combination of a countable number of basis vectors, there is a projection e in B(X) with at most countably infinite dimensional range such that
for all x E 9' @ B(X). (c) pEF(p)for every p~(y@O)*.
We will make use of the next proposition a number of times in applications of Theorems 2.6 and 2.8. and such that each @, is the limit in the pointwise a-weak topology of a bounded net in F,(&(T)). (More generally, such a net exists whenever r is the semidirect product of two discrete groups whose group von Neumann algebras have the CBAP [26].) Hence if 3" is any Hilbert space and XE ,,";e(r) @ B(X)), then by Proposition 2.9, x is in the a-weak closure of {&X(x) 1. It also follows from Proposition 2.9 that 3%(x) E F,(x) for all a. Thus x~I;, (x) for all x E J(Z) @ B(X)), and so J(Z) has the a-weak approximation property by Proposition 2.1 and Remark 2.4. Hence the g-weak approximation property does not imply the CBAP. Remark 2.12. We will show in the next section that there 'are separably acting factors without Property S,, and hence without the g-weak approximation property. However, the proof that such factors exist is very indirect, and it would be of great interest to find concrete examples of separably acting von Neumann algebras without the c-weak approximation property. A good place to look for such examples is among the group von Neumann algebras of discrete groups. In [26] it is shown that if r is a discrete group, then J&?(Z) has the o-weak approximation property if and only if for every locally compact group H, there is a net { cp,} of functions in the Fourier algebra A(T) of r with finite support such that Proof: This follows immediately from Propositions 2.9 and 2.13. 1
We will make use of the next result in Section 3. The main result of this section is that for each of the types II,, II,, and III, (0 < 1 d l), there is a separably acting factor of that type without Property S,. The proof of this result requires a number of steps, but the key ingredient is the observation, due to Uffe Haagerup, that if a subspace Y has the a-weak approximation property, then its predual Y.. has the (Banach space) approximation property.
Recall that a Banach space X has the approximation property (AP) if for every compact subset K of X and every E > 0 there is a finite rank norm continuous linear map T from X to itself such that /I TX -x/J <E for all XE K. The approximation property was introduced by Grothendieck in [23] , where a number of equivalent conditions for the AP are given.
For a Banach space X, we let IP(N, X) denote the space of X-valued functions x( .) on N such that the functions { 11x{ .)I/ } are IP(N), 1 < p < co. With the obvious norm, IP(N, X) is a Banach space. If 2 is a Hilbert space, then Z"(N, B(Z)) is a von Neumann algebra, and
where the duality is given by (3.1
Moreover, there is a *-isomorphism As noted above, the next result is essentially due to Uffe Haagerup, as are Example 3.2 and Theorem 3.3. We are grateful to Professor Haagerup for allowing us to include these results in this paper. Then @ is obviously an isometric linear map, and it's easy to show that the restriction of @ to the unit ball of X* is weak*-continuous. It follows from this and standard facts about the dual of Banach spaces (see, e.g., Section VS.5 of [16] or Section 3 of [20] ) that @ is a weak*-homeomorphism of X* onto a weak* (= a-weakly) closed subspace of 1 "(K). Let Y = @(X*). Then Y is a a-weakly closed subspace of B(12(K)), and the restriction of @* to 9, is an isometric isomorphism from 5?! onto X. Hence Sp, doesn't have the AP, and so Y does not have Property S, for I"(N). If X is separable, then we can replace Kin None of the von Neumann algebras A** of Theorem 3.3 are factors, and since none of them have separable predual, none of them have a faithful representation on a separable Hilbert space. As noted above, we will show that there are separably acting factors without Property S,. The proof will involve a number of steps, and makes use of the stability properties of the class of von Neumann algebras with Property S,. Most of these stability properties are also valid for the class of von Neumann algebras with Property S, for M, where J" is some fixed (infinite dimensional) von Neumann algebra. The case of most interest, of course, is when x = I"(N). (We will in fact show that there are separably acting factors without Property S, for 1 "(N).) One of the stability properties that we will make use of several times below concerns tensor products. We state it here for convenient reference. The next result is the first step in our proof that there are separably acting factors without Property S, for I"(N). Tomita's Theorem. In particular, jae itself is in S,(A). Let V(X) (resp. R(2); resp. S(X)) denote the collection all von Neumann algebras (resp. reflexive algebras; resp. o-weakly closed operator systems) acting on 2. Since 49 is a strongly closed algebra, we can make use of the direct integral theory for strongly closed algebras developed by Azoff, Fong, and Gilfeather in [2] . Using results from [2] , we will show below that since F(&(n), g) = A(%) & a for all I, we must have that F(A', S?) = J# @ C8, and this contradiction shows that J%' has Property S, for 1 "(N).
We will assume the reader is familiar with [2] , as well as the usual direct integral theory for von Neumann algebras. All of the facts about direct integral theory for von Neumann algebras that we use without giving a specific reference can be found in [ 15, Part II] .
Recall that if &Z is a von Neumann algebra acting on a separable infinite dimensional Hilbert space 2, then there is a compact metrizable space (1, a (complete) a-finite regular Bore1 measure p on /i, a measurable field J. -+ Z"(n) of Hilbert spaces, and a measurable field 2 + J%!(A) of factors (where J%'(A) acts on %'(A)) such that 2 is the direct integral of the Z'(n),s, and JZ is the direct integral of the &(n)'s. We will refer to this as the central decomposition of A. Let X be a separable Hilbert space, and let 3. -+ ,X(J") = X be the corresponding constant field over A. Then A --f X(1*) @ X is a measurable field of Hilbert spaces, and we can identify The proof of the next lemma is a straightforward exercise in direct integral theory, and is left to the reader. LEMMA 3.7. Let cp E AC", and let ;1--) q(A) E A(l), be the integrablefield of normal functionals such that (3.14) holds for all a E A. Let II/ E B(X).
is an integrable field of normal functionals, and for all x = 1" x(i) dp(ll) in ~2' @ B(X). Proof: Since the A(A)'s are the components of A in its central decomposition, we are in the situation described above, with X = Y?. Set $9 = A' @ S. Then g is a strongly closed algebra by assumption, so the direct integral theory developed in [2] applies to 98. Since 9J c A! @ B(H), all the operators in B are decomposable.
Let (sjj be a countable a-weakly dense complex-rational unital *-subalgebra of J,#, let {t,} be a countable a-weakly dense subset of ~2, and let B0 denote the complex-rational linear span of {s, @ t,}. Then B0 is a-weakly dense in g, and hence is strongly dense in &Y, since %? is strongly closed. Let {bk} be an enumeration of the elements of 9&,. Then it follows from Propositions 3 and 8 in [ 15, Part II, Chap. 21 that, for almost all A, {s,(A)} is a complex-rational unital *-algebra and (hk(A)} is the complexrational linear span of {s;(A) @ t,}. Moreover, by Theorem 1 and Proposition 1 in [15, Part II, Chap. 31, the set {s;(A)} generates A!(A) as a von Neumann algebra for almost all A. Hence { bk(A)} is a o-weakly dense complex-rational linear subspace of A(A) @ .d for almost all 3,. Finally, since A'(A) 0 JZ? is strongly closed for almost all 2, A'(A) 0 d is the strongly closed algebra generated by {6,(A)} for almost all i.
Let Z(A) denote the center of A', let 9 = Z(d) @ Cl, and let 93 -j-" .3?(n) dp (l) be the decomposition of g with respect to 9. (See Section 3 of [2] .) Since (bk} is a generating set for a (as a strongly closed algebra), %?(A) is, by definition, the strongly closed algebra generated by (bk(l)}. Hence for almost all 1. Proof We will show that for each of the types II,, II,, and III, (0 < 1" < I), if there is a separably acting factor of that type without Property S, for I"(N), then there are separably acting factors of all of the types II,, II,, and III, (0 ,< A< 1) without Property S, for l"(N). Since there is a separably acting factor without Property S, for 1"(N), and since it can't be type I, this will complete the proof. In the rest of the proof X will always denote a separable infinite dimensional Hilbert space. We will split the proof into cases. [42] ) whether the tensor product of reflexive algebras is always reflexive.
Every abelian von Neumann algebra is type I, so every abelian von Neumann algebra has Property S,. However, there are abelian reflexive algebras without Property S,. In fact, we have the following result. In this section only, we will denote elements of B(X) by upper-case italic letters. For TE B(X), let d(T) denote the a-weakly closed unital subalgebra of B(Z) generated by T. It was shown in [36] that for many "nice" operators T, d(T) has Property S,. This is the case if T is a subnormal operator or if T is in the class A(%?). When T is subnormal, d(T) is reflexive [40] , and d(T) is also reflexive for many of the operators in A(%') (see [4] ). Hence in these cases, alg 9, @ alg Y2 = alg(9, 0 &) when 9'i is the lattice of projections left invariant by T (in which case d(T) = alg Z,)), and when Y2 is any subspace lattice. We will show below that if T is an injective weighted shift, then JZ?( T) has the CCAP, and so has Property S,. First, however, we show that there is an operator T acting on a separable Hilbert space for which d (T) does not have Property S,. The proof makes use of a construction of Wogen that allows one to obtain "bad" &(T)'s from "bad" subspaces [60]. and whose inner product is given by Thus it suffices to show that H"(b) has the CCAP.
For n30 and for cp E H"(P), let a,(q) denote the nth Cesaro mean of the partial sums of cp (see [46, p. 903) . By definition, (T, is a finite rank linear map from H"(P) to itself. Furthermore, since cp + @j(n) is a-weakly continuous for each n, cm is also a-weakly continuous for each n. Let T be the circle group {WEC 1 /WI = l}, and for WET and cp E H*(B) let cp,(z) = cp(wz). If we let U,.(cp) = cpw, then U, is a unitary operator, and for (PE H"(p) we have u,.du,.)* = cpw,. 
THE SLICE MAP PROBLEM FOR C* ALGEBRAS
Many of the results in Section 2 and some of the results in Section 3 have analogues for C*-algebras. We will discuss these and related results in this section. In this section only, if A and B are C*-algebras, A @B will denote the spatial (or minimal) C*-tensor product of A and B rather than the algebraic tensor product. Note that if A c B(S) and Bc B(X)), then Let y=C;I; xi@eij, where {eij},Gr,,Gn are the matrix units for M,,(C), and where we are identifying A 0 (B@ M,,(C)) and (A @B)@ M,(C) in the usual way using the associativity of the minimal tensor product. Since y = E(x) for some XE SO B, there is a sequence {Qm} in F(S) such that (GQ,)~ (y) + y in norm, from which it follows easily that (@m)B (xi) + xi in norm for each i. The proof of (b) +-c can now be completed by an ( ) argument similar to that in the last part of the proof of (c)a (a) in Proposition 2.1. 1
We do not know if the requirement that B be stable in Theorem 5.2 is necessary. However, Theorem 5.2 as stated in sufficient for our applications (Theorems 5.4 and 5.5).
The proofs of the next two results are similar to the proofs of Proposition 2.5 and Theorem 2.6, and are left to the reader. As noted in the Introduction, Effros and Ruan have defined an approximation property for the category of operator spaces that is the natural analogue of Grothendieck's approximation property for the category of Banach spaces. As in Section 3, we will write AP for Grothendieck's approximation property. We will refer to Effros and Ruan's approximation property as the "operator space AP." A C*-algebra A has the operator space AP if and only if there is a net { @,} in F(A) such that (@X)K (x) --) x in norm for every x E A OK. Since K is a stable C*-algebra, our next result is an immediate consequence of Theorem 5.4. 
