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Chapter 1
Introduction
1.1 Introduction
The mathematical objects we investigate in this thesis are algebraic groups
defined over an algebraically closed field k (for the precise definition of algebraic
groups, see [Hum91]). The classical linear groups, such as the general linear
group GLn(k), the special linear group SLn(k), the orthogonal group On(k),
and the symplectic group Sp2n(k), are examples of algebraic groups. Among
many algebraic groups, a particular class of algebraic groups called reductive
algebraic groups (the simplest example of them is SLn(k)) is known to have very
nice structure, and is much studied, see [FdV69],[Hum91],[Spr98]. In particular,
reductive algebraic groups are all classified into infinite families and exceptional
groups according to their corresponding root systems, and for each root system
there is the associated Dynkin diagram and Cartan matrix (see [Hum72]), which
encode much information about reductive algebraic groups in a combinatorial
way. In this thesis, we use these combinatorial information extensively to analyze
one particular property of subgroups of reductive algebraic groups called complete
reducibility.
Let G be a reductive algebraic group over an algebraically closed field k. A
subgroup H of G is said to be G-completely reducible (G-cr for short) if whenever
H is contained in a parabolic subgroup P of G, H is contained in some Levi
subgroup L of P . This is a generalization of the notion of semisimplicity in
representation theory since if G = GLn(k), H is G-cr if and only if H acts
completely reducibly on kn; see [Ser98, Lecture 1].
In Lie groups and Lie algebras, we can extract lots of important information
about Lie groups from the corresponding Lie algebras, see [FdV69]. A similar
thing happens in algebraic groups. In our case, the notion of G-separability is
particularly important. A subgroup H of G is said to be G-separable if the global
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centralizer of H in G agrees with the infinitesimal centralizer of H in the Lie alge-
bra of G (see Definition 2.1.2), and it is known that several results concerning G-
complete reducibility have the condition that certain subgroups are G-separable
(see [BMRT10, sec. 1]) as a hypothesis. In particular, it is known that if H and M
are reductive subgroups of a reductive group G such that H < M < G and H is
G-separable and (G,M) is a reductive pair (see Definition 2.1.7), then G-complete
reducibility of H implies M -complete reducibility of H, (Theorem 2.1.8).
In [BMRT10, Sec. 7], Bate, Martin, Ro¨hrle, and Tange found a pair of reduc-
tive subgroups H and M of a reductive group G such that H < M < G and
H is G-cr but not M -cr. The purpose of this thesis is to find a new example of
subgroups with the same property. From the argument in the last paragraph, one
way of finding such an example is to find a G-nonseparable and G-cr reductive
subgroup H of a reductive group G first, and try to find a reductive subgroup M
such that H is not M -cr. This is the method used in [BMRT10, Sec. 7]. More
specifically, Bate, Martin, Ro¨hrle, and Tange find a G-nonseparable subgroup H
where H is a subgroup of a rank 1 Levi subgroup L of a group G of type G2.
The authors show that H is G-nonseparable by finding a nilpotent witness to the
G-nonseparability of H (see Definition 2.1.3). This is the path we take in this
thesis.
It is known that in characteristic zero a subgroup H of G is G-cr if and only
if H is reductive (see [Ser98, Property 4] and [BMR05, Lem. 2.6]). Therefore
we cannot find such examples unless k is of positive characteristic. Actually, we
have stricter constraints on the characteristic of k by Theorem 2.1.6, which says
that the characteristic p of k can not be very good (see Definition 2.1.4, 2.1.5).
We eventually restrict to the cases where the characteristic of k is 2.
Our thesis splits into several chapters, and we give the outline now. In Chap-
ter 2, we give a few definitions and relevant theorems as the preliminaries to our
arguments in the following chapters. We expect some familiarity with algebraic
varieties and algebraic groups, and no definition is given in our thesis. There,
we define the important notion of nilpotent witness to the G-nonseparability, (see
Definition 2.1.3). If there is such an element in the Lie algebra of G, the subgroup
H is not G-separable. After that, in Chapter 3, we negatively extend the result
of [BMRT10, Sec. 7]. We show that if we take the same specific form of H sitting
in a rank 1 Levi subgroup as in [BMRT10, Sec. 7], there is no nilpotent witness
to the G-nonseparability of H in the Lie algebra of the unipotent radical of a
specific parabolic subgroup P of G containing H for any simple algebraic group
G defined over an algebraically closed field of characteristics k of 2. This result
suggests that we look at higher rank Levi subgroups in order to find an example
we are after.
In the rest of the thesis we investigate a particular form of subgroups H sit-
ting in higher rank Levi subgroups L in various types of groups G where H is a
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subgroup of the normalizer of a maximal torus T of G generated by elements cor-
responding to reflections in the Weyl group of G. In particular, in Section 4.1.1,
we consider a group of type A3 with A2 Levi subgroup, and in Section 4.1.2,
4.1.3, we consider a group of type A4 with A2 and A3 Levi subgroups. Then
in Section 4.1.4, 4.1.5, we consider a group of type B3 with A2 and B2 Levi
subgroups. In these classical cases, we find that there is no nilpotent witness
to the G-nonseparability in the Lie algebra of the unipotent radical of a specific
parabolic subgroup P containing H. After that, in Section 4.2.1, 4.2.2, and 4.2.3,
we investigate exceptional groups of type E6, E7, and E8 with A5, A6, and A7
Levi subgroup respectively. In these cases, we get the same result as in the clas-
sical cases. In E8 case, we have used a computer algebra software, Maple, and
we put the Maple codes and outputs in Appendix.
Then, in Section 5.2, we show a generic way to find a G-nonseparable subgroup
H and a nilpotent witness to the G-nonseparability of H. To illustrate our
method, we show how to get such an example in a group G of type E7. We
also show that the subgroup H is G-cr. Then in Section 5.3, we find a pair of
subgroups H˜ and M such that H˜ is G-cr but not M -cr by the same method as
in [BMRT10] and by using the subgroup H we found.
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Chapter 2
Preliminaries
2.1 Notation
Throughout this thesis, we work over an algebraically closed field k of positive
characteristic p. We denote the multiplicative group of k by k∗. A function
φ : G → H between algebraic groups is a homomorphism if and only if φ is a
homomorphism of abstract groups and a morphism of varieties.
By a subgroup of an algebraic group, we always mean a closed subgroup. Let
H be a subgroup of an algebraic group G. We denote the derived group of H
by [H,H]. We usually use a capital roman letter, G, H, K, etc., to represent an
algebraic group, and the corresponding lowercase gothic letter, g, h, k, etc., to
represent its Lie algebra. We sometimes use another notation for Lie algebras:
LieG, LieH, and LieK are the Lie algebras of G, H, and K respectively. We
denote the adjoint representation of G by Ad. Let H be a subgroup of G. We
denote the global centralizer of H in G by CG(H), and the infinitesimal centralizer
of H in g by cg(H), that is,
Definition 2.1.1. CG(H) = {g ∈ G | hgh−1 = g for all h ∈ H} and
cg(H) = {x ∈ g | Adh(x) = x for all h ∈ H}.
Now we give the important definitions of G-separability, G-nonseparability, and
nilpotent witness of G-nonseparability.
Definition 2.1.2. A subgroup H of G is G-separable if LieCG(H) = cg(H) and
G-nonseparable if LieCG(H) ( cg(H).
Note that we always have LieCG(H) ⊆ cg(H). We use the notion of nilpotent
witness to the G-nonseparability repeatedly in the following sections.
Definition 2.1.3. Let H be a subgroup of G. An element x ∈ LieG is called a
nilpotent witness to the G-nonseparability of H if x is nilpotent and x ∈ cg(H),
but x /∈ LieCG(H).
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We denote the maximal connected normal unipotent subgroup of G by Ru(G),
and call this the unipotent radical of G. An algebraic group G is reductive if
Ru(G) = {1}. In particular, G is called simple as an algebraic group if G is
connected and all proper normal subgroups of G are finite. Note that if G is
simple, then G is reductive.
Throughout the thesis, G always denotes a reductive algebraic group with Lie
algebra g. Fix a maximal torus T of G. Let Ψ(G, T ) denote the set of roots
of G with respect to T . We sometimes write just Ψ(G) instead of Ψ(G, T ) if no
confusion arises. Let ζ ∈ Ψ(G), then Uζ denotes the corresponding root subgroup
of G, and uζ denotes the root subspace LieUζ of g. We write t for the Lie algebra
of T . Recall that g has the root space decomposition as follows. [Hum91, Sec.
26.2]
g = t⊕ ⊕
ζ∈Ψ(G)
uζ . (2.1)
Also, recall that if t ∈ T , ζ ∈ Ψ(G), and eζ ∈ uζ then
t · eζ = Ad t(eζ) = ζ(t)eζ .
A subgroup H of G is called a regular subgroup if H is normalized by some
maximal torus T of G. Then, this yields an action of T on H by conjugation,
and an action of T on Lie (H) by Ad. We call the subset Ψ(H,T ) of Ψ(G, T )
a subsystem of Ψ(G, T ) if uζ ⊆ Lie (H) for each ζ ∈ Ψ(H,T ), and we call an
element in Ψ(H,T ) a root of H with respect to T . In this case, the Lie algebra of
H has a similar decomposition to 2.1. In particular, if P is a parabolic subgroup
of G, and Ru(P ) is the unipotent radical of P , we have
Lie (Ru(P )) =
⊕
ζ∈Ψ(Ru(P ),T )
uζ .
We denote the semi-simple rank 1 subgroup 〈Uζ , U−ζ〉 of G by Gζ , and the Lie
algebra of Gζ by gζ where ζ ∈ Ψ(G). Fix a Borel subgroup B of G containing
T , and let Σ(G, T ) be the set of simple roots of Ψ(G, T ) defined by B. Then
Ψ(B, T ) = Ψ+(G) is the set of positive roots of G. We know that any ζ ∈
Ψ+(G) can be written uniquely as a linear combination of the simple roots with
nonnegative integer coefficients. Now we are ready to define good primes and bad
primes for G.
Definition 2.1.4. For each ζ ∈ Ψ+(G), let ζ = ∑ξ∈Σ cξζξ for some cξζ ∈ N. A
prime p is said to be good for G if it does not divide nonzero cξζ for any ζ ∈ Ψ+(G)
and for any ξ ∈ Σ(G), and bad otherwise.
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In case of simple groups, it is known that 2 is a bad prime for all groups except
type An, 3 for the exceptional groups and 5 for the groups of type E8 (see [FdV69,
Appendix. p528-p531]). Also, we use the notion of very good primes.
Definition 2.1.5. A prime p is said to be very good for G if p is good for G and
also p does not divide n+ 1 for any simple component of G of type An.
The notion of very good primes is related to G-separability by the following
theorem, [BMRT10, Thm. 1.2].
Theorem 2.1.6. Let G be connected reductive and suppose that the characteristic
of k is very good for G. Then any subgroup of G is G-separable.
In our calculations in Chapter 3 onward, we always assume that G is simple,
in particular, connected and reductive. Therefore by the theorem above, we
must work in characteristic p where p is not very good in order to find a G-
nonseparable subgroup H (we actually work in p=2 in most cases in the follow-
ing sections). Now, we need to introduce the notion of reductive pair to state
Theorem 2.1.8 which gives a relationship between G-separability and G-complete
reducibility, [BMRT10, Thm. 1.4].
Definition 2.1.7. Let M be a reductive subgroup of a reductive group of G. We
say that (G,M) is a reductive pair if LieM is an M -module direct summand of
g.
Theorem 2.1.8. Suppose that (G,M) is a reductive pair. Let H be a subgroup
of M such that H is a G-separable subgroup of G. If H is G-completely reducible,
then it is also M-completely reducible.
This theorem suggests that there are two strategies to find an example we are
after.
1. Find a G-nonseparable and G-cr subgroup H first, and then try to find a
reductive subgroup M such that H < M < G and H is not M -cr.
2. Find a reductive subgroup M such that (G,M) is not a reductive pair, and
then try to find a subgroup H of M such that H is G-cr but not M -cr.
In this thesis, we use the first method following [BMRT10, sec. 7].
We denote the set of cocharacters of G by Y (G). The elements of Y (G) are
the homomorphisms of algebraic groups k∗ → G. Let ζ ∈ Ψ(G). We denote the
corresponding coroot by ζ∨ ∈ Y (G). Then ζ∨ is a homomorphism of algebraic
groups k∗ → Gζ . Now let ζ, ξ ∈ Ψ(G). Then ξ∨ ∈ Y (G). If we compose ζ with
ξ∨, we get a homomorphism ζ ◦ ξ∨ : k∗ → k∗ such that ζ ◦ ξ∨(a) = an for some
n ∈ Z. We define 〈ζ, ξ∨〉 = n.
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We denote by sξ the reflection corresponding to ξ in the Weyl group of G.
Each sξ acts on the set of roots Ψ(G) by the following formula [Spr98, Lem.
7.1.8].
sξ · ζ = ζ − 〈ζ, ξ∨〉ξ. (2.2)
For each root ζ ∈ Ψ(G), we define the admissible homomorphism ζ : k → Uζ
satisfying the following relationship [Car72, Prop. 6.4.2, Lem. 7.2.1]. For any
ξ ∈ Ψ(G), we have
nξζ(a)n−1ξ = sξ·ζ(±a), (2.3)
where nξ = ξ(1)−ξ(−1)ξ(1).
Now we set ′ζ(0) = eζ . Then we get
nξ · eζ = ±esξ·ζ . (2.4)
Note that by [Car72, Lem. 7.2.1] we also have
nξUζn
−1
ξ = Usξ·ζ . (2.5)
We use (2.2),(2.3),(2.4), and (2.5) extensively in our calculations in the following
sections.
2.2 Basic properties of reductive algebraic groups
and geometric invariant theory
In this subsection, we give several results about reductive algebraic groups
which are useful to cut down our calculations in the following chapters. Also we
give a few results concerning geometric invariant theory from [BMR05] and [BMRTar]
which we use in the last chapter. Let G be a reductive algebraic group acting on
an affine variety X.
Definition 2.2.1. Let φ : k∗ → X be a morphism of algebraic varieties. We say
that lim
t→0 φ(t) exists if there exists a morphism φˆ : k → X (necessarily unique)
whose restriction to k∗ is φ. If this limit exists, we set lim
t→0 φ(t) = φˆ(0).
We need a characterization of a parabolic subgroup P of G, a Levi subgroup L
of P , and a unipotent radical Ru(P ) of P in terms of a cocharacter of G, [Ric88,
Sec. 2.1-2.3].
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Let λ be a cocharacter of G. Then we can associate to λ a closed subgroup
Pλ of G by
Pλ = {g ∈ G | lim
t→0 λ(t)gλ(t)
−1exists}.
Then, Pλ is a parabolic subgroup of G, and any parabolic subgroup of G is in
this form [Spr98, Prop. 8.4.5]. Also, if we define Lλ and Ru(Pλ) by
Lλ = {g ∈ G | lim
t→0 λ(t)gλ(t)
−1 = g},
and
Ru(Pλ) = {g ∈ G | lim
t→0 λ(t)gλ(t)
−1 = 1},
then, Lλ is a Levi subgroup of Pλ, and Ru(Pλ) is the unipotent radical of Pλ.
Any Levi subgroup and the unipotent radical of any parabolic subgroup can be
expressed in this form [Spr98, Prop. 8.4.5]. Note that Lλ = CG(λ(k∗)), and Pλ
admits a Levi decomposition Pλ = Ru(Pλ)o Lλ [BMRT10, 2.2].
Let M be a reductive subgroup of G. Then there is a natural inclusion
Y (M) ⊆ Y (G) of cocharacter groups. It is obvious from our characterization of
parabolic subgroups and unipotent radicals that if λ ∈ Y (M), then Pλ(M) =
Pλ(G) ∩M and Ru(Pλ(M)) = Ru(Pλ(G)) ∩M .
Definition 2.2.2. Define the map cλ : Pλ → Lλ by
cλ(g) := lim
t→0 λ(t)gλ(t)
−1.
Then this map is a surjective homomorphism of algebraic groups, [BMR05,
Lem. 2.4]. We are ready to state the theorem, [Spr98, Thm. 13.4.2] , [Hum91,
Sec. 28.5].
Theorem 2.2.3. Let λ be a cocharacter of G, and let Pλ, Lλ, Ru(Pλ) as above.
Then
(a) The product morphism Lλ × Ru(Pλ) → Pλ is an isomorphism of varieties.
(b) The product morphism Ru(P−λ) × Pλ → G is an isomorphism onto an open
subset of G.
From this, we get a corollary [Spr98, 13.4.5].
Corollary 2.2.4. Let λ be a cocharacter of G. Let Pλ, Lλ, Ru(Pλ) as above. Let
H be a subgroup of Lλ. Then
(a) The product morphism φ : CRu(P−λ)(H) × CLλ(H) × CRu(Pλ)(H) → CG(H)◦
is an isomorphism onto an open subset of CG(H)◦.
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(b) dim
(
CG(H)
)
= dim
(
CRu(P−λ)(H)
)
+ dim
(
CLλ(H)
)
+ dim
(
CRu(Pλ)(H)
)
.
(c) The derivative of the product morphism φ in (a) at the identity of G, which
we write dφ(1), is a Lie algebra isomorphism from Lie (CRu(P−λ)(H))
⊕ Lie (CLλ(H))⊕Lie (CRu(Pλ)(H)) to LieCG(H)◦.
(d) dim
(
Lie (CG(H))
)
= dim
(
Lie (CRu(P−λ)(H))
)
+ dim
(
Lie (CLλ(H))
)
+ dim
(
Lie (CRu(Pλ)(H))
)
.
Proof. Part (a) follows from Theorem 2.2.3, then part (b),(c), and (d) follow.
We always have Lie(CG(H)) ⊆ cg(H) for any group G and any subgroup H of G.
Therefore by part (d) of Corollary 2.2.4, in order to prove that a subgroup H of
G is G-nonseparable, it is enough to show that
dim(CRu(Pλ)(H)) < dim(cLie(Ru(Pλ))(H)).
We use Theorems 2.2.5, 2.2.6, (see [BMR05, Lem. 2.12], [BMR05, Cor. 3.22])
concerning G-complete reducibility in Chapter 5. Let f : G1 → G2 be a homo-
morphism of algebraic groups. We say that f is non-degenerate if (kerf)◦ is a
torus, [BMR05, Sec. 2.4]. In particular, f is non-degenerate if f is an isogeny.
Theorem 2.2.5. Let G1 and G2 be reductive groups. Let f : G1 → G2 be an
epimorphism. Let H1 and H2 be closed subgroups of G1 and G2, respectively.
(a) If H1 is G1-cr, then f(H1) is G2-cr.
(b) If f is non-degenerate, then H1 is G1-cr if and only if f(H1) is G2-cr, and
H2 is G2-cr if and only if f−1(H2) is G1-cr.
Theorem 2.2.6. Let K be a closed subgroup of a Levi subgroup L of G. Then
K is L-cr if and only if K is G-cr.
Now we state two theorems concerning geometric invariant theory. These the-
orems are used in Chapter 5 to find an example we are after, [BMR05, Lem. 2.17
and Thm. 3.1], [BMRTar, Thm. 3.3].
Theorem 2.2.7. Let H be a closed subgroup of G. Then H is G-cr if and
only if for every cocharacter λ of G with H ⊆ Pλ, there exists g ∈ G such that
cλ(h) = ghg−1 for every h ∈ H.
Theorem 2.2.8. Suppose X is an affine G-variety and let v ∈ X. Let λ ∈ Y (G)
such that v′ := lim
t→0 λ(t) · v exists and is G-conjugate to v. Then v
′ is Ru(Pλ)-
conjugate to v.
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2.3 Useful results
The following results are useful when we calculate the infinitesimal and the
global centralizer of a subgroup H of G in the following chapters. First, we have
the following, [Spr98, Prop. 8.2.1].
Lemma 2.3.1. Let G be a reductive algebraic group. Let P be a parabolic sub-
group of G, and let Ru(P ) be the unipotent radical of P . Then any element u in
Ru(P ) can be expressed uniquely as
u =
∏
λ∈Ψ(Ru(P ))
λ(aλ)
where the product is taken with respect to a fixed ordering of Ψ(Ru(P )).
We use the following lemmas repeatedly in our calculations.
Lemma 2.3.2. Let G be a reductive algebraic group defined over an algebraically
closed field k of characteristic 2. Fix a maximal torus T of G. Pick a parabolic
subgroup P of G such that T is a maximal torus of P . Let H be a subgroup
contained in the intersection of P and the normalizer of T generated by elements
corresponding to reflections in the Weyl group of G. Pick ζ ∈ Ψ(Ru(P )), and let
Hζ be the orbit of ζ in Ψ(Ru(P )). Then any element x ∈ cLie(Ru(P ))(H) is of the
following form.
x = a
 ∑
λ∈Hζ
eλ
+ ∑
λ∈Ψ(Ru(P ))\Hζ
aλeλ, where a, aλ ∈ k.
Proof. We know that any element x ∈ Lie(Ru(P )) can be written as
x =
∑
λ∈Ψ(Ru(P ))
aλeλ, where aλ ∈ k.
Since H acts transitively on Hζ , for any λ1, λ2 ∈ Hζ we can find n ∈ H such that
λ2 = n · λ1. Then we have
n · x = n ·
 ∑
λ∈Ψ(Ru(P ))
aλeλ
 = n · (aλ1eλ1) + n ·
 ∑
λ∈Ψ(Ru(P ))\{λ1}
aλeλ

= aλ1en·λ1 + n ·
 ∑
λ∈Ψ(Ru(P ))\{λ1}
aλeλ
 = aλ1eλ2 + n ·
 ∑
λ∈Ψ(Ru(P ))\{λ1}
aλeλ
 .
If x ∈ cLie(Ru(P ))(H), we must have n · x = x. Comparing the coefficients of eλ2 ,
we get aλ1 = aλ2 . Set a = aλ1 .
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The next corollary makes it easier to calculate cLie(Ru(P ))(H)
Corollary 2.3.3. Let G be a reductive algebraic group defined over an alge-
braically closed field of characteristic 2. Fix a maximal torus T of G. Pick a
parabolic subgroup P of G such that T is a maximal torus of P . Let H be a sub-
group contained in the intersection of P and the normalizer of T generated by ele-
ments corresponding to reflections in the Weyl group of G. Let {Hi | i = 1 . . .m}
be the set of orbits of the action of H on Ψ(Ru(P )). Then,
cLie(Ru(P ))(H) =

n∑
i=1
ai
∑
λ∈Hi
eλ | ai ∈ k
 .
Proof. Pick ζ ∈ Ψ(Ru(P )), and let Hζ be the orbit of ζ. Choose any n ∈ H.
Then,
n · ∑
λ∈Hζ
eλ =
∑
λ∈Hζ
en·λ
=
∑
λ∈Hζ
eλ.
Therefore, we have∑
λ∈Hζ
eλ ∈ cLie(Ru(P ))(H) for any Hζ ∈ {Hi | i = 1 . . . n}.
Combining this with the last lemma, and using induction on the cardinality of
the set of the orbits, we get the result we want.
The next lemma is useful when we calculate Lie(CRu(P )(H)).
Lemma 2.3.4. Let G be a reductive algebraic group defined over an algebraically
closed field of characteristic 2. Fix a maximal torus T of G. Pick a parabolic
subgroup P of G such that T is a maximal torus of P . Let H be a subgroup
contained in the intersection of P and the normalizer of T generated by elements
corresponding to reflections in the Weyl group of G. Pick ζ ∈ Ψ(Ru(P )), and let
Hζ be the orbit of ζ in Ψ(Ru(P )). If Uλ1 and Uλ2 are commuting root subgroups
of Ru(P ) for each λ1, λ2 ∈ Hζ, then we have∑
λ∈Hζ
eλ ∈ Lie(CRu(P )(H)).
Proof. Since Uλ1 and Uλ2 are commuting subgroups for each λ1, λ2 ∈ Hζ , the
product ∏λ∈Hζ Uλ is a subgroup of G. Take the 1-dimensional subgroup
{∏λ∈Hζ λ(a) | a ∈ k} of ∏λ∈Hζ Uλ. Pick any n ∈ H. We have
n ·
 ∏
λ∈Hζ
λ(a)
 = ∏
λ∈Hζ
n·λ(a) =
∏
λ∈Hζ
λ(a).
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Thus we have  ∏
λ∈Hζ
λ(a) | a ∈ k
 ⊆ CRu(P )(H).
Differentiating with respect to a, and evaluating at a = 0, we get∑
λ∈Hζ
eλ ∈ Lie(CRu(P )(H)).
We use the next propositions repeatedly in our calculations, [Hum91, Lem. 32.5,
Prop. 33.4, Prop. 33.3].
Proposition 2.3.5. Let G be a reductive algebraic group. Let α, β ∈ Ψ(G). If
no positive integer linear combination of α and β is a root of G, then
α(a)β(a) = β(a)α(a), where a ∈ k.
Proposition 2.3.6. Let Ψ be the root system of type B2 with positive roots α, β,
α+ β, and 2α+ β where α is short and β is long. Then the homomorphisms α,
α+β, and 2α+β can be chosen so that
α+β(b)α(a) = α(a)α+β(b)2α+β(2ab), where a, b ∈ k.
Proposition 2.3.7. Let Ψ be the root system of type A2 with positive roots α, β,
α + β. Then the homomorphisms α, β, and α+β can be chosen so that
β(b)α(a) = α(a)β(b)α+β(ab), where a, b ∈ k.
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Chapter 3
The rank 1 Levi subgroup case
3.1 The negative result
In this chapter, we negatively extend the result of [BMRT10, Sec. 7]. First,
we recall the result in [BMRT10, Sec. 7]. Let G be a simple reductive algebraic
group of type G2 defined over an algebraically closed field k of characteristic 2.
Fix a maximal torus T of G and a Borel subgroup B of G containing T . Then
the set of positive roots Ψ+(G) is {α, β, α+ β, 2α+ β, 3α+ β, 3α+ 2β} where α
is a short root and β is a long root (see [Hum91, Sec. 33.5]). For each ζ ∈ Ψ(G),
we choose an admissible isomorphism ζ : k → Uζ and nζ = ζ(1)−ζ(−1)ζ(1)
satisfying 2.3, 2.4, and 2.5. Then nζ has order 2 since k is of characteristic 2, and
nζ represents the reflection corresponding to ζ in the Weyl group NG(T )/T of G.
Let Y (T ) be the set of coroots of G with respect to T . Pick t ∈ α∨(k∗) of order
3. Set
H = 〈nα, t〉.
Note that S3 ∼= H ⊆ Lα where Lα is the Levi subgroup of semi-simple rank 1
with respect to α. In [BMRT10, Sec. 7], the authors found a nilpotent wit-
ness to the G-nonseparability of H, and showed that the subgroup H is G-
nonseparable [BMRT10, Prop. 7.11]. We extend this result by proving the fol-
lowing.
Theorem 3.1.1. Let G be a simple algebraic group of any type except type G2
over an algebraically closed field k of characteristic 2. Pick any root ζ of G, and
choose any t of order 3 or greater in ζ∨(k∗). Let H = 〈t, nζ〉. Then there is
no nilpotent witness to the G-nonseparability of H in Lie (Ru(Pζ)) where Pζ is a
parabolic subgroup with respect to ζ. Also, if G is a simple algebraic group of type
G2 over k of characteristic 2, and if H = 〈t, nβ〉 where β is a long root of G and
t is an element of order 3 or greater in β∨(k∗), there is no nilpotent witness to
the G-nonseparability of H in Lie (Ru(Pβ)).
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Before we prove this theorem, we prove the following little lemma about the
Cartan matrices and the pairings 〈ζ, ξ∨〉 where ζ ∈ Ψ, and ξ∨ ∈ Y (T ).
Lemma 3.1.2. Let G be a connected reductive algebraic group of any type except
type G2. Pick any root ζ ∈ Ψ and any coroot ξ∨ ∈ Y (T ). Then the absolute
value of 〈ζ, ξ∨〉 is always less than 3. Also, the statement holds for a connected
reductive algebraic group G of type G2 if ξ is a long root of G.
Proof. Fix the set of simple roots Σ in such a way that ξ is a simple root. We can
assume that ζ ∈ Ψ+(G) since | 〈ζ, ξ∨〉 |=| 〈−ζ, ξ∨〉 |. Then we can write ζ as a
linear combination of the simple roots of G with non-negative integer coefficients.
Let ζ = ∑i∈J λiσi for some nonempty finite index set J where λi is a non-negative
integer not all zero, and σi ∈ Σ. For each σi ∈ Σ, let n(σi) be the node in the
Dynkin diagram of G corresponding to the simple root σi ∈ Σ. Now, pick any
simple root σi. We know that 〈σi, ξ∨〉 = 0 if n(σi) is not adjacent to n(ξ) in the
Dynkin diagram of G. We have
〈ζ, ξ∨〉 = 〈∑
i∈J
λiσi, ξ
∨〉 = ∑
i∈J
λi〈σi, ξ∨〉
From a complete list of all the connected Dynkin diagrams (see [FdV69, Ap-
pendix. Table. B]), we see that n(σ) is connected to at most 3 nodes, therefore
it suffices to consider at most 3 adjacent nodes in all the Dynkin diagrams in
order to get all the possible values of 〈ζ, ξ∨〉. We refer [FdV69, Appendix, p528-
p531] for all possible coefficients λi of simple roots σi in ζ ∈ Ψ+(G). We exhaust
all cases to prove the lemma. We look at one root system at a time. We consider
the simply-laced root systems (i.e. ones where the Dynkin diagram has no double
or triple bonds) first. These are the root systems of type E8, E7, E6, Dn, and
An. From the Cartan matrices of these root systems, we have
〈σi, ξ∨〉 =
2 if σi = ξ,−1 if n(σi) is adjacent to n(ξ).
Denote by λ the coefficient of ξ in ζ. Then we need to check that for every simple
root and every adjacent node to that simple root, the quantity
2λ− ∑
(σi is adjacent to ξ)
λi
has absolute value at most 2 in order to prove the lemma.
1. We consider the root system of type E8. This case covers the root system of
type E7 and E6 since E7 and E6 are subsystems of E8. We divide this case
into 8 subcases depending on which simple root the simple root ξ is. Let
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λl, (λr, λa, λb) be the coefficient of the simple root σl, (σr, σa, σb) adjacent
to ξ on the left, (right, above, below) in a root ζ in the Dynkin diagram of
E8.
(a) n(ξ) is the leftmost node in the Dynkin diagram of E8. We list all
n(ξ) n(σr)
possible values of (λ, λr, 2λ− λr) as follows.
(0, 0, 0), (0, 1,−1), (1, 0, 2), (1, 1, 1), (1, 2, 0), (1, 3,−1), (2, 3, 1).
(b) n(ξ) is the second node from the left in the Dynkin diagram of E8.
We list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
n(ξ)n(σl) n(σr)
(0, 0, 0, 0), (0, 0, 1,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (0, 1, 2, 0), (1, 1, 2,−1), (1, 2, 2, 1), (1, 2, 3, 0), (1, 2, 4,−1),
(1, 3, 4, 1), (2, 3, 4, 0).
(c) n(ξ) is the third node from the left in the Dynkin diagram of E8. We
n(ξ) n(σr)n(σl)
list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (0, 1, 2, 0), (1, 1, 2,−1), (1, 2, 2, 1), (2, 2, 2, 0), (1, 2, 3, 0),
(2, 2, 3,−1), (2, 3, 3, 1), (2, 3, 4, 0), (2, 3, 5,−1), (2, 4, 5, 1), (3, 4, 5, 0).
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n(ξ)n(σl) n(σr)
(d) n(ξ) is the forth node from the left in the Dynkin diagram of E8. We
list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (0, 1, 2, 0), (1, 1, 2,−1), (1, 2, 2, 1), (2, 2, 2, 0), (1, 2, 3, 0),
(2, 2, 3,−1), (2, 3, 3, 1), (2, 3, 4, 0), (3, 3, 3, 0), (3, 3, 4,−1), (3, 4, 4, 1),
(3, 4, 5, 0), (3, 4, 6,−1), (3, 5, 6, 1), (4, 5, 6, 0).
(e) n(ξ) is at the junction in the Dynkin diagram of E8. Note that in
this case n(ξ) has three adjacent notes, namely, σl, σr, σa. We list all
n(ξ)n(σl) n(σr)
n(σa)
possible values of (λl, λ, λr, λa, 2λ− λl − λr − λa) as follows.
(0, 0, 0, 0, 0), (1, 0, 0, 0,−1), (0, 1, 0, 0, 2), (0, 0, 0, 1,−1),
(0, 0, 1, 0,−1), (1, 1, 0, 0, 1), (0, 1, 0, 1, 1), (0, 1, 1, 0, 1),
(1, 1, 0, 1, 0), (1, 1, 1, 0, 0), (0, 1, 1, 1, 0), (1, 1, 1, 1,−1),
(1, 2, 1, 1, 1), (2, 2, 1, 1, 0), (1, 2, 2, 1, 0), (2, 2, 2, 1,−1),
(2, 3, 2, 1, 1), (2, 3, 2, 2, 0), (3, 3, 2, 1, 0), (3, 3, 2, 2,−1),
(3, 4, 2, 2, 1), (3, 4, 3, 2, 0), (4, 4, 2, 2, 0), (4, 4, 3, 2,−1),
(4, 5, 3, 2, 1), (4, 5, 3, 3, 0), (4, 5, 4, 2, 0), (4, 5, 4, 3,−1),
(4, 6, 4, 3, 1), (5, 6, 4, 3, 0).
(f) n(ξ) is the second node from the right in the Dynkin diagram of E8.
We list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (2, 1, 0, 0), (2, 1, 1,−1), (2, 2, 1, 1), (3, 2, 1, 0), (4, 2, 1,−1),
(4, 3, 1, 1), (4, 3, 2, 0), (5, 3, 1, 0), (5, 3, 2,−1), (5, 4, 2, 1), (6, 4, 2, 0).
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n(ξ)n(σl) n(σr)
n(ξ)n(σl)
(g) n(ξ) is the rightmost node in the Dynkin diagram of E8. We list all
possible values of (λl, λ, 2λ− λl) as follows.
(0, 0, 0), (1, 0,−1), (0, 1, 2), (1, 1, 1), (2, 1, 0), (3, 1,−1),
(3, 2, 1), (4, 2, 0).
(h) n(ξ) is the simple root on the short branch in the Dynkin diagram of
E8. We list all possible values of (λ, λb, 2λ− λb) as follows.
n(ξ)
n(σb)
(0, 0, 0), (0, 1,−1), (1, 0, 2), (1, 1, 1), (1, 2, 0), (1, 3,−1),
(2, 3, 1), (2, 4, 0), (2, 5,−1), (3, 5, 1), (3, 6, 0).
2. We consider the root system of type An where n ≥ 3. This case covers
the A1 and A2 root systems since A1 and A2 are subsystems of An where
n ≥ 3. We divide this case into 3 subcases depending on which simple root
the simple root ξ is. Let λl (λr) be the coefficient of the simple root σl
adjacent to the left (right) of ξ, in a root ζ in the Dynkin diagram of An.
(a) n(ξ) is the leftmost node in the Dynkin diagram of An. We list all
possible values of (λ, λr, 2λ− λr) as follows.
(0, 0, 0), (1, 0, 2), (0, 1,−1), (1, 1, 1).
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n(ξ) n(σr)
n(σl) n(ξ)
(b) n(ξ) is the the rightmost node. We list all possible values of (λl, λ, 2λ−
λl) as follows.
(0, 0, 0), (1, 0,−1), (0, 1, 2), (1, 1, 1).
(c) n(ξ) any other node. We list all possible values of (λl, λ, λr, 2λ−λl−λr)
n(ξ) n(σr)n(σl)
as follows.
(0, 0, 0, 0), (1, 0, 0,−1), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1), (1, 1, 1, 0).
3. We consider the root system of type Dn where n ≥ 5. This case covers the
root system of type Dn of lower rank as a subsystem. We divide this case
into 3 subcases depending on which simple root the simple root ξ is. Let
λl (λr, λa, λb) be the coefficient of the simple root σl adjacent to the left
(right, above, below) of ξ, in a root ζ in the Dynkin diagram of Dn.
(a) ξ is the root on one of the short branches (There are two possibilities
of the choice to ξ, but each case gives the same value of 2λ − ∑λi
because of the symmetry of the Dynkin diagram of type Dn). We list
n(ξ)n(σl)
all possible values of (λl, λ, 2λ− λl) as follows.
(0, 0, 0), (1, 0,−1), (0, 1, 2), (1, 1, 1), (2, 1, 0).
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n(ξ)n(σl) n(σr)
n(σa)
(b) n(ξ) is at the junction. We list all possible values of (λl, λ, λr, λa, 2λ−
λl − λr − λa) as follows.
(0, 0, 0, 0, 0), (1, 0, 0, 0,−1), (0, 1, 0, 0, 2), (0, 0, 1, 0,−1), (0, 0, 0, 1,−1),
(1, 1, 0, 0, 1), (0, 1, 1, 0, 1), (0, 1, 0, 1, 1), (1, 1, 1, 0, 0), (1, 1, 0, 1, 0),
(1, 1, 1, 1,−1), (1, 2, 1, 1, 1), (2, 2, 1, 1, 0).
(c) n(ξ) is any other node. We list all possible values of (λl, λ, λr, 2λ −
n(ξ)n(σl) n(σr)
λl − λr) as follows.
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (0, 1, 2, 0), (1, 1, 2,−1), (1, 2, 2, 1), (2, 2, 2, 0).
Now we consider the cases where there are roots of different lengths, namely, the
root systems of type Bn, Cn, F4, and G2. We consider the root systems of type
Bn, Cn, and F4 first. Suppose that n(σi) is adjacent to n(ξ). From the Cartan
matrices of Bn, Cn, and F4, we have
〈σi, ξ∨〉 =

2 if σi = ξ,
−1 if σi has the same length as ξ, or σi is short and ξ is long,
−2 if σi is long and ξ is short.
4. We consider the root system of type Bn where n ≥ 4. This case covers the
root system of type Bn of lower rank as a subsystem. We divide this case
into 2 subcases depending on which simple root the simple root ξ is. Let
λl (λr) be the coefficient of the simple root σl adjacent to the left (right) of
ξ in a root ζ in the Dynkin diagram of Bn.
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(a) ξ is the short root. In this case we have
〈ζ, ξ∨〉 = 2λ− 2λl.
We list all possible values of (λl, λ, 2λ− 2λl) as follows.
n(ξ)n(σl)
〉
(0, 0, 0), (1, 0,−2), (0, 1, 2), (1, 1, 0), (1, 2, 2), (2, 2, 0).
(b) ξ is a long simple root. Then we have
〈ζ, ξ∨〉 = 2λ− λl − λr.
We list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
n(ξ)n(σl) n(σr)
〉
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (0, 1, 2, 0), (1, 2, 2, 1), (2, 2, 2, 0).
5. We consider the root system of type Cn where n ≥ 4. This case covers the
root system of type Cn of lower rank as a subsystem. We divide this case
into 3 subcases depending on which simple root the simple root ξ is. Let
λl (λr) be the coefficient of the simple root σl adjacent to the left (right) of
ξ in a root ζ in the Dynkin diagram of Cn.
(a) n(ξ) is the long simple root. Then we have
〈ζ, ξ∨〉 = 2λ− λl.
We list all possible values of (λl, λ, 2λ− λl) as follows.
(0, 0, 0), (1, 0,−1), (0, 1, 2), (1, 1, 1), (2, 1, 0).
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n(ξ)n(σl)
〈
n(ξ)n(σl) n(σr)
〈
(b) ξ is the short simple root that is next to the long simple root. Then
we have
〈ζ, ξ∨〉 = 2λ− λl − 2λr.
We list all possible values of (λl, λ, λr, 2λ− λl − 2λr) as follows.
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−2), (1, 1, 0, 1), (0, 1, 1, 0),
(1, 1, 1,−1), (0, 2, 1, 2), (1, 2, 1, 1), (2, 2, 1, 0).
(c) n(ξ) is one of the other short simple roots. Then we have
〈ζ, ξ∨〉 = 2λ− λl − λr.
We list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
n(ξ)n(σl) n(σr)
〈
(0, 0, 0, 0), (1, 0, 0,−1), (0, 1, 0, 2), (0, 0, 1,−1), (1, 1, 0, 1), (0, 1, 1, 1)
(1, 1, 1, 0), (0, 0, 2,−2), (0, 1, 2, 0), (1, 1, 2,−1), (0, 2, 2, 2), (1, 2, 2, 1)
(2, 2, 2, 0).
6. We consider the root system of type F4. We divide this case into 4 subcases
depending on which simple root the simple root ξ is. Let λl (λr) be the
coefficient of the simple root σl adjacent to the left (right) of ξ in a root ζ
in the Dynkin diagram of F4.
(a) n(ξ) is the leftmost node. Then we have
〈ζ, ξ∨〉 = 2λ− λr.
We list all possible values of (λ, λr, 2λ− λr) as follows.
(0, 0, 0), (1, 0, 2), (0, 1,−1), (1, 1, 1), (1, 2, 0), (1, 3,−1), (2, 3, 1).
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n(ξ) n(σr)
〉
(b) n(ξ) is the second node from the left. Then we have
〈ζ, ξ∨〉 = 2λ− λl − λr.
We list all possible values of (λl, λ, λr, 2λ− λl − λr) as follows.
n(ξ) n(σr)n(σl)
〉
(0, 0, 0, 0), (0, 0, 1,−1), (0, 1, 0, 2), (1, 0, 0,−1), (1, 1, 0, 1), (0, 1, 1, 1),
(1, 1, 1, 0), (0, 1, 2, 0), (1, 1, 2,−1), (1, 2, 2, 1), (1, 2, 3, 0), (1, 2, 4,−1),
(1, 3, 4, 1), (2, 3, 4, 0).
(c) n(ξ) is the second node from the right. Then we have
〈ζ, ξ∨〉 = 2λ− 2λl − λr.
We list all possible values of (λl, λ, λr, 2λ− 2λl − λr) as follows.
n(ξ) n(σr)n(σl)
〉
(0, 0, 0, 0), (0, 0, 1,−1), (0, 1, 0, 2), (1, 0, 0,−2), (0, 1, 1, 1), (1, 1, 0, 0),
(1, 1, 1,−1)(1, 2, 0, 2), (1, 2, 1, 1), (1, 2, 2, 0), (2, 2, 0, 0), (2, 2, 1,−1),
(2, 2, 2,−2), (2, 3, 1, 1), (2, 3, 2, 0), (2, 4, 2, 2), (3, 4, 2, 0).
(d) n(ξ) is the rightmost node. Then we have
〈ζ, ξ∨〉 = 2λ− λl.
We list all possible values of (λl, λ, 2λ− λl) as follows.
(0, 0, 0), (0, 1, 2), (1, 0,−1), (1, 1, 1), (2, 0,−2), (2, 1, 0), (2, 2, 2)
(3, 1,−1), (3, 2, 1), (4, 2, 0).
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n(ξ)n(σl)
〉
7. We consider the root system of type G2. We consider the case where the
root ξ is long. Let λr be the coefficient of the simple root σl adjacent to
the right of ξ in a root ζ in the Dynkin diagram of G2. From the Cartan
matrices of G2, we have
〈σr, ξ∨〉 =
2 if σr = ξ,−1 if σr is short.
Then we have
〈ζ, ξ∨〉 = 2λ− λr.
We list all possible values of (λ, λr, 2λ− λr) as follows.
n(ξ) n(σr)
〉
(1, 0, 2), (1, 1, 1), (1, 2, 0), (1, 3,−1), (2, 3, 1).
We have checked all possible values for 〈ζ, ξ∨〉, and did not get any number with
absolute value equal to 3 or greater. So the lemma is proved.
Now, we prove Theorem 3.1.1.
Proof of Theorem 3.1.1. Let G and H as in the hypotheses. Let t = ζ∨(a) where
a ∈ k∗. Note that a has the same order as t. Suppose that x is a nilpotent
witness to the G-nonseparability of H in Lie (Ru(Pζ)). Then t centralizes x. We
can write x = ∑i∈I λiei for some subset I of Ψ, λi ∈ k∗. We have
t · x = t · (∑
i∈I
λiei)
=
∑
i∈I
λi(t · ei)
=
∑
i∈I
λi(i ◦ ζ∨(a)ei)
=
∑
i∈I
λi(a〈i,ζ
∨〉ei)
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Since t centralizes x and the order of a is 3 or greater, 〈i, ζ∨〉 has to be an integer
multiple of 3 or greater for each i ∈ I from the last equation. Then 〈i, ζ∨〉 has to
be zero for each i ∈ I by Lemma 3.1.2. Hence t centralizes Ui for any i ∈ I. Also,
nζ centralizes Ui for any i ∈ I by 2.3 since k is of characteristic 2. Therefore,
we have Ui ⊆ CG(H) for any i ∈ I, then it follows that ∑i∈I λiei ∈ Lie (CG(H)),
which is a contradiction. We conclude that there is no nilpotent witness to the
G-nonseparability of H in Lie (Ru(Pζ)).
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Chapter 4
The higher rank Levi subgroup
cases
In this chapter, we try to find a nilpotent witness to the G-nonseparablity
of a subgroup H of G. We always assume that H is generated by a subgroup
of the normalizer of a maximal torus T of G corresponding to reflections in the
Weyl group of G. Following the result of the last chapter, we consider subgroups
H sitting in Levi subgroups of rank 2 or higher. We also assume that G is a
simple algebraic group defined over an algebraically closed field of characteristic
2. Then, by 2.3 and 2.4 we have
nξζ(a)n−1ξ = sξ·ζ(a),
Adnξ(eζ) = nξ · eζ = esξ·ζ where ζ, ξ ∈ Ψ(G).
4.1 Classical cases
4.1.1 G = A3 with A2 Levi subgroup
Let G be a simple algebraic group of type A3. Fix a maximal torus T of G.
Pick a Borel subgroup B of G containing T . Then the set of positive roots is
Ψ+(G) = {α, β, γ, α + β, β + γ, α + β + γ}.
Let Lαβ be the Levi subgroup of type A2 corresponding to α and β. Then
Ψ+(Lαβ) = {α, β, α + β}.
Set Pαβ = 〈B ∪ Lαβ〉. Then Pαβ is a parabolic subgroup of G with
Ψ(Ru(Pαβ)) = {γ, β + γ, α + β + γ}.
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α β γ
Figure 4.1: Dynkin diagram of A3
We fix the ordering of Ψ(Ru(Pαβ)) as given above. We use round brackets for
ordered n-tuples of roots. Define H by
H = 〈nα, nβ〉.
From the Cartan matrix of A3, we have
〈α, α∨〉 = 2, 〈β, α∨〉 = −1, 〈γ, α∨〉 = 0,
〈α, β∨〉 = −1, 〈β, β∨〉 = 2, 〈γ, β∨〉 = −1.
From this, we compute
〈β + γ, α∨〉 = −1, 〈α + β + γ, α∨〉 = 1,
〈β + γ, β∨〉 = 1, 〈α + β + γ, β∨〉 = 0.
These formulas tell us how nα and nβ act on Ψ(Ru(Pαβ)).
nα · (γ, β + γ, α + β + γ) = (γ, α + β + γ, β + γ),
nβ · (γ, β + γ, α + β + γ) = (β + γ, γ, α + β + γ).
So H has the single orbit {γ, β+γ, α+β+γ} in Ψ(Ru(Pαβ)). By Corollary 2.3.3,
we get
cLie(Ru(Pαβ))(H) = {a(eγ + eβ+γ + eα+β+γ) | a ∈ k}.
Now, let’s check whether eγ+eβ+γ+eα+β+γ belongs to Lie(CRu(Pαβ)(H)) or not. It
is easy to see that no positive integral linear combinations of {γ, β+γ, α+β+γ}
is a root of G. By Proposition 2.3.5 and Lemma 2.3.4 we get
eγ + eβ+γ + eα+β+γ ∈ Lie(CRu(Pαβ)(H)).
So we have
Lie(CRu(Pαβ)(H)) ⊇ cLie(Ru(Pαβ))(H).
Hence
Lie(CRu(Pαβ)(H)) = cLie(Ru(Pαβ))(H).
Hence, we have the following.
Proposition 4.1.1. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβ)).
28
4.1.2 G = A4 with A2 Levi subgroup
Let G be a simple algebraic group of type A4. Fix a maximal torus T of G.
Pick a Borel subgroup B of G containing T . Then the set of positive roots is
Ψ+(G) = {α, β, γ, δ, α + β, β + γ, γ + δ, α + β + γ, β + γ + δ, α + β + γ + δ}.
Let Lαβ be the Levi subgroup of type A2 corresponding to α and β. Then
α β γ δ
Figure 4.2: Dynkin diagram of A4
Ψ+(Lαβ) = {α, β, α + β}.
Set Pαβ = 〈B ∪ Lαβ〉. Then Pαβ is a parabolic subgroup of G with
Ψ(Ru(Pαβ)) = {γ, δ, β + γ, γ + δ, α + β + γ, β + γ + δ, α + β + γ + δ}.
We fix the ordering of Ψ(Ru(Pαβ)) as given above. Define H by
H = 〈nα, nβ〉.
From the Cartan matrix of A4, we get
〈α, α∨〉 = 2, 〈β, α∨〉 = −1, 〈γ, α∨〉 = 0, 〈δ, α∨〉 = 0,
〈α, β∨〉 = −1, 〈β, β∨〉 = 2, 〈γ, β∨〉 = −1, 〈δ, β∨〉 = 0.
From this, we compute
〈β + γ, α∨〉 = −1, 〈γ + δ, α∨〉 = 0, 〈α + β + γ, α∨〉 = 1,
〈β + γ + δ, α∨〉 = −1, 〈α + β + γ + δ, α∨〉 = 1.
〈β + γ, β∨〉 = 1, 〈γ + δ, β∨〉 = −1, 〈α + β + γ, β∨〉 = 0,
〈β + γ + δ, β∨〉 = 1, 〈α + β + γ + δ, β∨〉 = 0.
These formulas show us how nα and nβ act on Ψ(Ru(Pαβ)).
nα · (γ, δ, β + γ, γ + δ, α + β + γ, β + γ + δ, α + β + γ + δ)
= (γ, δ, α + β + γ, γ + δ, β + γ, α + β + γ + δ, β + γ + δ).
nβ · (γ, δ, β + γ, γ + δ, α + β + γ, β + γ + δ, α + β + γ + δ)
= (β + γ, δ, γ, β + γ + δ, α + β + γ, γ + δ, α + β + γ + δ).
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It is easy to see that H has three orbits {γ, β + γ, α + β + γ}, {γ + δ, β + γ +
δ, α + β + γ + δ}, and {δ}. By Corollary 2.3.3, we get
cLie(Ru(Pαβ))(H) ={a(eγ + eβ+γ + eα+β+γ) + b(eγ+δ + eβ+γ+δ + eα+β+γ+δ) + ceδ
| a, b, c ∈ k}.
In this case, cLie(Ru(Pαβ))(H) is 3-dimensional, and we want to show that at least
one of eγ + eβ+γ + eα+β+γ, eγ+δ + eβ+γ+δ + eα+β+γ+δ or eδ does not belong to
Lie(CRu(Pαβ)(H)) in order to prove that H is G-nonseparable. It is easy to see
that no positive integral combinations of roots in the first two orbits of H is a
root of G. By Proposition 2.3.5 and Lemma 2.3.4, we get
eγ + eβ+γ + eα+β+γ, eγ+δ + eβ+γ+δ + eα+β+γ+δ, eδ ∈ Lie (CRu(Pαβ)(H)).
So we have
Lie (CRu(Pαβ)(H)) = cLie(Ru(Pαβ))(H).
Hence we have the following.
Proposition 4.1.2. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβ)).
4.1.3 G = A4 with A3 Levi subgroup
Let G be a simple algebraic group of type A4. Fix a maximal torus T of G.
Pick a Borel subgroup B of G containing T . Then the set of positive roots is
Ψ+(G) = {α, β, γ, δ, α + β, β + γ, γ + δ, α + β + γ, β + γ + δ, α + β + γ + δ}.
Let Lαβγ be a Levi subgroup of type A3 corresponding to α, β, and γ. Then
α β γ δ
Figure 4.3: Dynkin diagram of A4
Ψ+(Lαβγ) = {α, β, γ, α + β, β + γ, α + β + γ}.
Set Pαβγ = 〈B ∪ Lαβγ〉. Then Pαβγ is a parabolic subgroup of G with
Ψ(Ru(Pαβγ)) = {δ, γ + δ, β + γ + δ, α + β + γ + δ}.
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We fix the ordering of Ψ(Ru(Pαβγ)) as given above. Define H by
H = 〈nα, nβ, nγ〉. (4.1)
From the Cartan matrix of A4, we have
〈α, α∨〉 = 2, 〈β, α∨〉 = −1, 〈γ, α∨〉 = 0, 〈δ, α∨〉 = 0,
〈α, β∨〉 = −1, 〈β, β∨〉 = 2, 〈γ, β∨〉 = −1, 〈δ, β∨〉 = 0,
〈α, γ∨〉 = 0, 〈β, γ∨〉 = −1, 〈γ, γ∨〉 = 2, 〈δ, γ∨〉 = −1.
From this, we compute
〈γ + δ, α∨〉 = 0, 〈β + γ + δ, α∨〉 = −1, 〈α + β + γ + δ, α∨〉 = 1,
〈γ + δ, β∨〉 = −1, 〈β + γ + δ, β∨〉 = 1, 〈α + β + γ + δ, β∨〉 = 0,
〈γ + δ, γ∨〉 = 1, 〈β + γ + δ, γ∨〉 = 0, 〈α + β + γ + δ, γ∨〉 = 0,
These calculations show us how nα, nβ, and nγ act on Ψ(Ru(Pαβγ)).
nα · (δ, γ + δ, β + γ + δ, α + β + γ + δ) = (δ, γ + δ, α + β + γ + δ, β + γ + δ).
nβ · (δ, γ + δ, β + γ + δ, α + β + γ + δ) = (δ, β + γ + δ, γ + δ, α + β + γ + δ).
nγ · (δ, γ + δ, β + γ + δ, α + β + γ + δ) = (γ + δ, δ, β + γ + δ, α + β + γ + δ).
From this, we see that H has the single orbit {δ, γ + δ, β + γ + δ, α+ β + γ + δ}.
By Corollary 2.3.3 we get
cLie(Ru(Pαβγ))(H) = {a(eδ + eγ+δ + eβ+γ+δ + eα+β+γ+δ) | a ∈ k}.
It is not difficult to see that no positive integral combination of the roots in the
orbit of H is a root of G. By Proposition 2.3.5 and Lemma 2.3.4 we get
Lie(CRu(Pαβγ)(H)) = cLie(Ru(Pαβγ)(H).
Hence we have the following.
Proposition 4.1.3. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβγ)).
4.1.4 G = B3 with A2 Levi subgroup
Let G be a simple algebraic group of type B3. Fix a maximal torus T of G.
Take a Borel subgroup B of G containing T . Then the set of positive roots is
Ψ+(G) = {α, β, γ, α + β, β + γ, α + β + γ, β + 2γ, α + β + 2γ, α + 2β + 2γ}.
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α β γ
〉
Figure 4.4: Dynkin diagram of B3
Let Lαβ be the Levi subgroup of type A2 corresponding to α and β. Then
Ψ+(Lαβ) = {α, β, α + β}.
Set Pαβ = 〈B ∪ Lαβ〉. Then Pαβ is a parabolic subgroup of G with
Ψ(Ru(Pαβ)) = {γ, β + γ, α + β + γ, β + 2γ, α + β + 2γ, α + 2β + 2γ}.
We fix the ordering of Ψ(Ru(Pαβ)) as given above. Now, define H by
H = 〈nα, nβ〉.
From the Cartan matrix for B3, we get
〈α, α∨〉 = 2, 〈β, α∨〉 = −1, 〈γ, α∨〉 = 0,
〈α, β∨〉 = −1, 〈β, β∨〉 = 2, 〈γ, β∨〉 = −1.
From this, we compute
〈β + γ, α∨〉 = −1, 〈α + β + γ, α∨〉 = 1, 〈β + 2γ, α∨〉 = −1,
〈α + β + 2γ, α∨〉 = 1, 〈α + 2β + 2γ, α∨〉 = 0
〈β + γ, β∨〉 = 1, 〈α + β + γ, β∨〉 = 0, 〈β + 2γ, β∨〉 = 0,
〈α + β + 2γ, β∨〉 = −1, 〈α + 2β + 2γ, β∨〉 = 1.
These formulas show us how nα and nβ act on Ψ(Ru(Pαβ)).
nα · (γ, β + γ, α + β + γ, β + 2γ, α + β + 2γ, α + 2β + 2γ)
= (γ, α + β + γ, β + γ, α + β + 2γ, β + 2γ, α + 2β + 2γ).
nβ · (γ, β + γ, α + β + γ, β + 2γ, α + β + 2γ, α + 2β + 2γ)
= (β + γ, γ, α + β + γ, β + 2γ, α + 2β + 2γ, α + β + 2γ).
From this, it is not difficult to see that H has 2 orbits {γ, β + γ, α+ β + γ} and
{β + 2γ, α + β + 2γ, α + 2β + 2γ}. By Corollary 2.3.3 we find
cLie(Ru(Pαβ))(H) = {a(eγ+eβ+γ+eα+β+γ)+b(eβ+2γ+eα+β+2γ+eα+2β+2γ) | a, b ∈ k}.
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Note that {β, γ β + γ, β + 2γ} is the root system of type B2 where γ and β + γ
are short. So, by Proposition 2.3.6, we have
β+γ(a)γ(b) = γ(b)β+γ(a)β+2γ(2ab)
= γ(b)β+γ(a), where a, b ∈ k.
The last equality holds because we work in characteristic 2, and this tells us that
Uγ and Uβ+γ are commuting subgroups of G. Then,
β+γ(a)γ(b) = γ(b)β+γ(a)
⇔ nα · (β+γ(a)γ(b)) = nα · (γ(b)β+γ(a))
⇔ α+β+γ(a)γ(b) = γ(b)α+β+γ(a)
⇔ nβ · (α+β+γ(a)γ(b)) = nβ · (γ(b)α+β+γ(a))
⇔ α+β+γ(a)β+γ(b) = β+γ(b)α+β+γ(a)
The third and the last equation show us that Uα+β+γ commutes with Uγ and
Uβ+γ. Therefore Uγ, Uβ+γ and Uα+β+γ are mutually commuting subgroups of G.
It is easy to see that no positive integral combinations of the roots in the second
orbit {β + 2γ, α + β + 2γ, α + 2β + 2γ} is a root of G, so by Proposition 2.3.5
and Lemma 2.3.4 we find that
Lie (CRu(Pαβ)(H)) = {a(eγ+eβ+γ+eα+β+γ)+b(eβ+2γ+eα+β+2γ+eα+2β+2γ) | a, b ∈ k}.
So we have the following.
Proposition 4.1.4. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβ)).
4.1.5 G = B3 with B2 Levi subgroup
Let G be a simple algebraic group of type B3. Fix a maximal torus T of G.
Pick a Borel subgroup B containing T . Then the set of positive roots is
Ψ+(G) = {α, β, γ, α + β, β + γ, α + β + γ, β + 2γ, α + β + 2γ, α + 2β + 2γ}.
Let Lβγ be a Levi subgroup of G corresponding to β and γ. Then
Ψ(Lβγ) = {β, γ, β + γ, β + 2γ}.
Set Pβγ = 〈B ∪ Lβγ〉. Then Pβγ is a parabolic subgroup of G with
Ψ(Ru(Pβγ)) = {α, α + β, α + β + γ, α + β + 2γ, α + 2β + 2γ}.
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α β γ
〉
Figure 4.5: Dynkin diagram of B3
We fix the ordering of Ψ(Ru(Pβγ)) as given above. Define H by
H = 〈nβ, nγ〉
From the Cartan matrix of B3, we get
〈α, β∨〉 = −1, 〈β, β∨〉 = 2, 〈γ, β∨〉 = −1,
〈α, γ∨〉 = 0, 〈β, γ∨〉 = −2, 〈γ, β∨〉 = 2.
From this, we compute
〈α + β, β∨〉 = 1, 〈α + β + γ, β∨〉 = 0,
〈α + β + 2γ, β∨〉 = −1, 〈α + 2β + 2γ, β∨〉 = 1,
〈α + β, γ∨〉 = −2, 〈α + β + γ, γ∨〉 = 0,
〈α + β + 2γ, γ∨〉 = 2, 〈α + 2β + 2γ, γ∨〉 = 0.
These formulas show us how nβ and nγ act on Ψ(Ru(Pβγ)).
nβ · (α, α + β, α + β + γ, α + β + 2γ, α + 2β + 2γ)
= (α + β, α, α + β + γ, α + 2β + 2γ, α + β + 2γ).
nγ · (α, α + β, α + β + γ, α + β + 2γ, α + 2β + 2γ)
= (α, α + β + 2γ, α + β + γ, α + β, α + 2β + 2γ).
From this, it is easy to see that H has two orbits {α, α+β, α+β+2γ, α+2β+2γ, }
and {α + β + γ}. By Corollary 2.3.3 we get
cLie(Ru(Pβγ))(H) = {a(eα + eα+β + eα+β+2γ + eα+2β+2γ) + beα+β+γ | a, b ∈ k}.
Now let us calculate CRu(Pβγ)(H). Note that no non-negative integer linear com-
bination of the roots in the first orbit {α, α + β, α + β + 2γ, α + 2β + 2γ, } is a
root of G. So by Proposition 2.3.5 and Lemma 2.3.4 we find
Lie (CRu(Pβγ)(H)) = cLie(Ru(Pβγ))(H).
Then we have the following.
Proposition 4.1.5. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pβγ)).
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4.2 Exceptional cases
4.2.1 G = E6 with A5 Levi subgroup
Let G be a simple algebraic group of type E6. Fix a maximal torus T of G.
Pick a Borel subgroup B of G containing T . Let Σ = {α, β, γ, δ, , σ} be the set
of simple roots of G corresponding to B and T . The next figure defines how each
simple root of G corresponds to each node in the Dynkin diagram of E6. From
α β γ δ 
σ
Figure 4.6: Dynkin diagram of E6
[FdV69, Appendix, Table B], we have the list of the coefficients of all positive
roots of G. We label all positive roots of G as in Table 4.1 from 1 to 36. For
example, root 1 corresponds to the root σ, and root 5 to the root α+ β + γ + σ,
and root 21 to the root α + 2β + 3γ + 2δ +  + 2σ, and so on. Then the set of
positive roots is
Ψ+(G) = {1, 2, · · · , 36}.
We fix the ordering of the positive roots in the natural order. Let Lαβγδ be the
Levi subgroup of type A5 corresponding to α, · · · , . Then
Ψ+(Lαβγδ) = {22, · · · , 36}.
Let Pαβγδ = 〈Lαβγδ ∪B〉. Then Pαβγδ is the parabolic subgroup of G with
Ψ(Ru(Pαβγδ)) = {1, · · · , 21}.
Note that these are precisely the roots in E6 such that the coefficient of σ is 1 or
2. We call the roots of the first type weight 1 roots, and the second type weight
2 roots. Define H by
H = 〈nα, nβ, nγ, nδ, n〉.
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1 10 0 0 0 0 2
1
0 0 1 0 0 3
1
0 1 1 0 0 4
1
0 0 1 1 0
5 11 1 1 0 0 6
1
0 1 1 1 0 7
1
0 0 1 1 1 8
1
1 1 1 1 0
9 10 1 1 1 1 10
1
0 1 2 1 0 11
1
1 1 1 1 1 12
1
1 1 2 1 0
13 10 1 2 1 1 14
1
1 1 2 1 1 15
1
1 2 2 1 0 16
1
0 1 2 2 1
17 11 2 2 1 1 18
1
1 1 2 2 1 19
1
1 2 2 2 1 20
1
1 2 3 2 1
21 21 2 3 2 1 22
0
1 0 0 0 0 23
0
0 1 0 0 0 24
0
0 0 1 0 0
25 00 0 0 1 0 26
0
0 0 0 0 1 27
0
1 1 0 0 0 28
0
0 1 1 0 0
29 00 0 1 1 0 30
0
0 0 0 1 1 31
0
1 1 1 0 0 32
0
0 1 1 1 0
33 00 0 1 1 1 34
0
1 1 1 1 0 35
0
0 1 1 1 1 36
0
1 1 1 1 1
Table 4.1: The set of positive roots of G
Let ζ1, ζ2 be simple roots of G. From the Cartan matrix of E6 [Hum91, Sec.
11.4], we have
〈ζ1, ζ∨2 〉 =

2 if ζ1 = ζ2.
−1 if the nodes corresponding to ζ1, ζ2 are adjacent to each other
in the Dynkin diagram.
0 if the nodes corresponding to ζ1, ζ2 are NOT adjacent to each
other in the Dynkin diagram.
From this, it is not difficult to calculate 〈ξ, ζ∨〉 for all ξ ∈ Ψ(Ru(Pαβγδ)) and
ζ ∈ Σ. For example,
〈α + β + 2γ + δ + + σ, γ∨〉
= 〈α, γ∨〉+ 〈β, γ∨〉+ 2〈γ, γ∨〉+ 〈δ, γ∨〉+ 〈, γ∨〉+ 〈σ, γ∨〉
= 0 + (−1) + 4 + (−1) + 0 + (−1) = 1.
These calculations show how nα, nβ, nγ, nδ, and n act on Ψ(Ru(Pαβγδ)) =
{1, · · · , 21}. Let pi be the corresponding representation of H on
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Sym(Ψ(Ru(Pα,βγδ))) ∼= S21. We get Table 4.2. So, for example, nα maps the
pi(nα) = (3 5)(6 8)(9 11)(10 12)(13 14)(16 18)
pi(nβ) = (2 3)(4 6)(7 9)(12 15)(14 17)(18 19)
pi(nγ) = (1 2)(6 10)(8 12)(9 13)(11 14)(19 20)
pi(nδ) = (2 4)(3 6)(5 8)(13 16)(14 18)(17 19)
pi(n) = (4 7)(6 9)(8 11)(10 13)(12 14)(15 17)
Table 4.2: Action of nτ ’s on Ψ(Ru(Pαβγδ))
root 3 to the root 5, and the root 6 to the root 8, and fixes the root 4, etc. It is
not difficult to see that H has two orbits on Ψ(Ru(Pαβγδ)). These are
O1 = {1, · · · , 20},
and {21}.
Then, by Corollary 2.3.3, we have
cLie(Ru(Pαβγδ))(H) = {a(
∑
λ∈O1
eλ) + be21 | a, b ∈ k}.
Now, let us calculate Lie(CRu(Pαβγδ)(H)). We prove the following claim first.
Claim 4.2.1. Any element u in CRu(Pαβγδ)(H) can be expressed uniquely as
u =
 ∏
λ∈O1
λ(a)
 21(a21), where a, a21 ∈ k
Proof. By Lemma 2.3.1, any element u in Ru(Pαβγδ) can be written uniquely as
u =
∏
λ∈{1,··· ,21}
λ(aλ), where aλ ∈ k.
Pick any two roots i, j ∈ {1, · · · , 20} such that i < j in the given ordering. Since
H acts transitively on {1, · · · , 20}, we can find n ∈ H such that n · j = i. We
compute
n · u = n · (1(a1) · · · i(ai) · · · j(aj) · · · 21(a21))
= n·1(a1) · · · n·i(ai) · · · n·j(aj) · · · n·21(a21)
= 1(an−1·1) · · · i(an−1·i) · · · j(an−1·j) · · · 21(a21 + f(a1, · · · , a20))
for some f ∈ k[a1, · · · , a20].
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To get the last equality, we reordered the terms in the following way using Propo-
sitions 2.3.5 and 2.3.7. Note that given l,m ∈ {1, · · · , 20}, either Ul and Um
commute or we get the l+˜m = 21 and {l,m, 21} forms an A2 subsystem. (We
use +˜ to represent the sum of roots, not the sum of the labels of the roots.) In
the latter case, by Proposition 2.3.7 we have
l(a)m(b) = m(b)l(a)21(ab).
Also note that in this case there is only one weight-2 root, which is root 21.
(?) Move 1 to the left, and if an 21 term occurs, this can be moved directly
to the right since a 21 term commutes with any other terms by Proposi-
tion 2.3.5. Then move 2 term to the left until it appears right after 1
term. Continue with this process until all i are rearranged into the natural
order.
If u ∈ CRu(Pαβγδ)(H), we must have n · u = u. Comparing the arguments of the
i, we get ai = an−1·i, so we have ai = aj.
Now, pick a, a21 ∈ k, and let
u =
 ∏
λ∈O1
λ(a)
 21(a21).
We list all pairs of non-commuting root subgroups of Ru(Pαβγδ) in Table 4.3.
They are non-commuting pairs because for each pair the set of the corresponding
{U1, U20} {U2, U19} {U3, U18} {U4, U17}
{U5, U16} {U6, U14} {U7, U15} {U8, U13}
{U9, U12} {U10, U11}
Table 4.3: Non-commuting pairs of root subgroups of Ru(Pαβγδ) in E6
roots, say, root l and root m, together with root 21, is the root system of type
A2, and by Proposition 2.3.7, we have
l(a)m(a) = m(a)l(a)21(a2).
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Now, we compute
nα · u =nα ·
 ∏
λ∈O1
λ(a)
 21(a21)

=
 ∏
λ∈O1
nα·λ(a)
 nα·21(a21)
=
 ∏
λ∈O1
λ(a)
 21(a21 + 2a2)
=
 ∏
λ∈O1
λ(a)
 21(a21).
The last equation holds since k is of characteristic 2. To get the second last equa-
tion, we have used Proposition 2.3.5, Proposition 2.3.7 and (?) in the following
way. Note that nα permutes roots within each set of roots {1, · · · , 8}, {9, · · · , 12}
and {13, · · · , 18}. Any two roots in {1, · · · , 8} commute, and any two roots in
{13, · · · , 18} commute, so it suffices to consider {9, · · · , 12}. We compute
nα · (9(a)10(a)11(a)12(a)) =nα·9(a)nα·10(a)nα·11(a)nα·12(a)
=11(a)12(a)9(a)10(a)
=11(a)9(a)12(a)21(a2)10(a)
=11(a)9(a)12(a)10(a)21(a2)
=9(a)11(a)12(a)10(a)21(a2)
=9(a)11(a)10(a)12(a)21(a2)
=9(a)10(a)11(a)21(a2)12(a)21(a2)
=9(a)10(a)11(a)12(a)21(2a2)
Note that we get 2a2 as the argument of 21 because the action of nα on u swaps
the order of two non-commuting pairs, namely, {9, 12} and {10, 11}.
We calculate the action of nβ, nγ, nδ, n on u in the similar way.
nβ · u =nβ ·
 ∏
λ∈O1
λ(a)
 21(a21)

=
 ∏
λ∈O1
nβ ·λ(a)
 nβ ·21(a21)
=
 ∏
λ∈O1
λ(a)
 21(a21).
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In this case, no non-commuting pair has their order swapped by the action of nβ
on u.
nγ · u =nγ ·
 ∏
λ∈O1
λ(a)
 21(a21)

=
 ∏
λ∈O1
nγ ·λ(a)
 nγ ·21(a21)
=
 ∏
λ∈O1
λ(a)
 21(a21 + 2a2)
=
 ∏
λ∈O1
λ(a)
 21(a21).
In this case, two non-commuting pairs, namely, {8, 13} and {9, 12}, have their
order swapped by the action of nγ.
nδ · u =nδ ·
 ∏
λ∈O1
λ(a)
 21(a21)

=
 ∏
λ∈O1
nδ·λ(a)
 nδ·21(a21)
=
 ∏
λ∈O1
λ(a)
 21(a21).
In this case, no non-commuting pair has their order swapped by the action of nδ
on u.
n · u =n ·
 ∏
λ∈O1
λ(a)
 21(a21)

=
 ∏
λ∈O1
n·λ(a)
 n·21(a21)
=
 ∏
λ∈O1
λ(a)
 21(a21 + 2a2)
=
 ∏
λ∈O1
λ(a)
 21(a21).
In this case, two non-commuting pairs, namely, {8, 13} and {10, 11}, have their
order swapped by the action of sγ.
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Since the set {nα, nβ, nγ, nδ, n} generates H, these calculations show that
CRu(Pαβγδ)(H) = {(
∏
λ∈O1
λ(a))21(a21) | a, a21 ∈ k}. (4.2)
In (4.2), setting a = 0, and differentiating with respect to a21, and evaluating at
a21 = 0, we get
e21 ∈ Lie(CRu(Pαβγδ)(H)).
Again, in (4.2), if we set a21 = 0, differentiate with respect to a, and evaluate at
a = 0, we get ∑
λ∈O1
eλ ∈ Lie(CRu(Pαβγδ)(H)).
So we have
{a( ∑
λ∈O1
eλ) + be21 | a, b ∈ k} ⊆ Lie(CRu(Pαβγδ)(H)).
Hence
Lie(CRu(Pαβγδ)(H)) = cLie(Ru(Pαβγδ))(H).
Thus, we have the following.
Proposition 4.2.2. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβγδ)).
4.2.2 G = E7 with A6 Levi subgroup
Let G be a simple algebraic group of type E7. Fix a maximal torus T of
G. Pick a Borel subgroup B of G containing T . Let Σ = {α, β, γ, δ, , η, σ} be
the set of simple roots of G. The next figure defines how each simple root of G
corresponds to each node in the Dynkin diagram of E7. From [FdV69, Appendix,
α β γ δ  η
σ
Figure 4.7: Dynkin diagram of E7
Table B], we have the coefficients of the simple roots in all positive roots of G.
We label all positive roots of G in Table 4.4. Then the set of positive roots is
Ψ+(G) = {1, 2, · · · , 63}.
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1 10 0 0 0 0 0 2
1
0 0 0 1 0 0 3
1
0 0 1 1 0 0 4
1
0 0 0 1 1 0
5 10 1 1 1 0 0 6
1
0 0 1 1 1 0 7
1
0 0 0 1 1 1 8
1
1 1 1 1 0 0
9 10 1 1 1 1 0 10
1
0 0 1 1 1 1 11
1
0 0 1 2 1 0 12
1
1 1 1 1 1 0
13 10 1 1 2 1 0 14
1
0 1 1 1 1 1 15
1
0 0 1 2 1 1 16
1
1 1 1 2 1 0
17 11 1 1 1 1 1 18
1
0 1 2 2 1 0 19
1
0 1 1 2 1 1 20
1
0 0 1 2 2 1
21 11 1 2 2 1 0 22
1
1 1 1 2 1 1 23
1
0 1 2 2 1 1 24
1
0 1 1 2 2 1
25 11 2 2 2 1 0 26
1
1 1 2 2 1 1 27
1
1 1 1 2 2 1 28
1
0 1 2 2 2 1
29 11 2 2 2 1 1 30
1
1 1 2 2 2 1 31
1
0 1 2 3 2 1 32
1
1 2 2 2 2 1
33 11 1 2 3 2 1 34
1
1 2 2 3 2 1 35
1
1 2 3 3 2 1 36
2
0 1 2 3 2 1
37 21 1 2 3 2 1 38
2
1 2 2 3 2 1 39
2
1 2 3 3 2 1 40
2
1 2 3 4 2 1
41 21 2 3 4 3 1 42
2
1 2 3 4 3 2 43
0
1 0 0 0 0 0 44
0
0 1 0 0 0 0
45 00 0 1 0 0 0 46
0
0 0 0 1 0 0 47
0
0 0 0 0 1 0 48
0
0 0 0 0 0 1
49 01 1 0 0 0 0 50
0
0 1 1 0 0 0 51
0
0 0 1 1 0 0 52
0
0 0 0 1 1 0
53 00 0 0 0 1 1 54
0
1 1 1 0 0 0 55
0
0 1 1 1 0 0 56
0
0 0 1 1 1 0
57 00 0 0 1 1 1 58
0
1 1 1 1 0 0 59
0
0 1 1 1 1 0 60
0
0 0 1 1 1 1
61 01 1 1 1 1 0 62
0
0 1 1 1 1 1 63
0
1 1 1 1 1 1
Table 4.4: The set of positive roots of G
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We fix the ordering of Ψ+(G) in the natural order. Let Lαβγδη be the Levi
subgroup of type A6 corresponding to α, · · · , η. Then
Ψ+(Lαβγδη) = {43, · · · , 63}.
Let Pαβγδη = 〈Lαβγδη ∪B〉. Then Pαβγδη is a parabolic subgroup of G with
Ψ(Ru(Pαβγδη)) = {1, · · · , 42}.
Note that {1, · · · , 35} and {36, · · · , 42} are precisely the roots in E7 such that
the coefficient of σ is 1 and 2 respectively. We call the roots of the first type
weight-1 roots and the second type weight-2 roots. Define H by
H = 〈nα, nβ, nγ, nδ, n, nη〉.
Let ζ1, ζ2 be simple roots of G. From the Cartan matrix of E7 [Hum91, Sec.
11.4], we have
〈ζ1, ζ∨2 〉 =

2, if ζ1 = ζ2.
−1, if the nodes corresponding to ζ1, ζ2
are adjacent to each other in the Dynkin diagram.
0, if the nodes corresponding to ζ1, ζ2
are NOT adjacent to each other in the Dynkin diagram,
and ζ1 6= ζ2.
From this, it is not difficult to calculate 〈ξ, ζ∨〉 for all ξ ∈ Ψ(Ru(Pαβγδη)) and
ζ ∈ Σ. Then, these calculations show how nα, nβ, nγ, nδ, n, and nη act on
Ψ(Ru(Pαβγδη)) = {1, · · · , 42}. Let pi be the corresponding representation of H
on Sym(Ψ(Ru(Pαβγδη))) ∼= S42. Then we get Table 4.5. It is not difficult to see
that H has two orbits,
O1 ={1, · · · , 35},
O36 ={36, · · · , 42}.
Then by Corollary 2.3.3, we have
cLie(Ru(Pαβγδη))(H) = {a(
∑
λ∈O1
eλ) + b(
∑
λ∈O36
eλ) | a, b ∈ k}.
Now, we calculate Lie(CRu(Pαβγδη)(H)). By Proposition 2.3.7, a pair of root
subgroups {Ul, Um} such that l+˜m is a root of Ru(Pαβγδη) is a non-commuting
pair of root subgroups. We list all such pairs {Ul, Um} with root l+˜m in Table 4.6.
Note that l,m, l+˜m form an A2 subsystem. Now, we prove the following claim.
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pi(nα) = (5 8)(9 12)(13 16)(14 17)(18 21)(19 22)(23 26)(24 27)(28 30)(31 33)
(36 37)
pi(nβ) = (3 5)(6 9)(10 14)(11 13)(15 19)(20 24)(21 25)(26 29)(30 32)(33 34)
(37 38)
pi(nγ) = (2 3)(4 6)(7 10)(13 18)(16 21)(19 23)(22 26)(24 28)(27 30)(34 35)
(38 39)
pi(nδ) = (1 2)(6 11)(9 13)(10 15)(12 16)(14 19)(17 22)(28 31)(30 33)(32 34)
(39 40)
pi(n) = (2 4)(3 6)(5 9)(8 12)(15 20)(19 24)(22 27)(23 28)(26 30)(29 32)
(40 41)
pi(nη) = (4 7)(6 10)(9 14)(11 15)(12 17)(13 19)(16 22)(18 23)(21 26)(25 29)
(41 42)
Table 4.5: Action of nτ ’s on Ψ(Ru(Pαβγδη))
Claim 4.2.3. Any element u in CRu(Pαβγδη)(H) can be expressed uniquely as
u =
 ∏
λ∈O1
λ(a)
 ∏
λ∈O36
λ(aλ)
 , where a, aλ ∈ k
Proof. By Lemma 2.3.1 any element u in Ru(Pαβγδη) can be written uniquely as
u =
∏
λ∈{1,··· ,42}
λ(aλ), where aλ ∈ k.
Pick any two roots i, j ∈ {1, · · · , 35} such that i < j in the given ordering. Since
H acts transitively on {1, · · · , 35}, we can find n ∈ H such that n · j = i. We
compute
n · u =n ·
1(a1) · · · i(ai) · · · j(aj) · · · ∏
λ∈O36
λ(aλ)

=n·1(a1) · · · n·i(ai) · · · n·j(aj) · · ·
∏
λ∈O36
n·λ(aλ)
=1(an−1·1) · · · i(an−1·i) · · · j(an−1·j) · · ·∏
λ∈O36
λ(an−1·λ + fλ(a1, · · · , a35))
for some fλ ∈ k[a1, · · · , a35].
To get the last equality, we reordered the terms in the following way using Propo-
sition 2.3.5 and Proposition 2.3.7. Note that we get a root subsystem of type A2
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{U1, U31, 36} {U2, U28, 36} {U3, U24, 36} {U4, U23, 36}
{U5, U20, 36} {U6, U19, 36} {U7, U18, 36} {U9, U15, 36}
{U10, U13, 36} {U11, U14, 36}
{U1, U33, 37} {U2, U30, 37} {U3, U27, 37} {U4, U26, 37}
{U6, U22, 37} {U7, U21, 37} {U8, U20, 37} {U10, U16, 37}
{U11, U17, 37} {U12, U15, 37}
{U1, U34, 38} {U2, U32, 38} {U4, U29, 38} {U5, U27, 38}
{U7, U25, 38} {U8, U24, 38} {U9, U22, 38} {U12, U19, 38}
{U13, U17, 38} {U14, U16, 38}
{U1, U35, 39} {U3, U32, 39} {U5, U30, 39} {U6, U29, 39}
{U8, U28, 39} {U9, U26, 39} {U10, U25, 39} {U12, U23, 39}
{U14, U21, 39} {U17, U18, 39}
{U2, U35, 40} {U3, U34, 40} {U5, U33, 40} {U8, U31, 40}
{U11, U29, 40} {U13, U26, 40} {U15, U25, 40} {U16, U23, 40}
{U18, U22, 40} {U19, U21, 40}
{U4, U35, 41} {U6, U34, 41} {U9, U33, 41} {U11, U32, 41}
{U12, U31, 41} {U13, U30, 41} {U16, U28, 41} {U18, U27, 41}
{U20, U25, 41} {U21, U24, 41}
{U7, U35, 42} {U10, U34, 42} {U14, U33, 42} {U15, U32, 42}
{U17, U31, 42} {U19, U30, 42} {U20, U29, 42} {U22, U28, 42}
{U23, U27, 42} {U24, U26, 42}
Table 4.6: Non-commuting pair of root subgroups Ul, Um with root l+˜m
when we choose two weight-1 roots, say, l and m, such that l+˜m is a weight 2
root. Also note that in this case the weight-2 root in A2 subsystem can be any
one of seven weight-2 roots of Ψ(Ru(Pαβγδη)) depending on the choice of two
weight-1 roots.
(??) Move 1 to the leftmost, and if a weight-2 term, say, i, occurs, this can
be moved to the rightmost since weight-2 terms commute with any other
term by Proposition 2.3.5. Then move the 2 term to the left until it
appears immediately after 1 term. Continue with this process until all
terms corresponding to weight-1 roots are rearranged into the natural order.
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Then reorder the weight-2 terms. This is easy since all weight-2 terms
mutually commute by Proposition 2.3.5.
If u ∈ CRu(Pαβγδη)(H), we must have n · u = u. Comparing the arguments of i,
we get ai = an−1·i, so we have ai = aj.
Now, pick a, aλ ∈ k where λ ∈ {36, · · · , 42}, and let
u =
 ∏
λ∈O1
λ(a)
 ∏
λ∈O36
λ(aλ)
 .
By Proposition 2.3.7, for any pair of non-commuting 1-dimensional root sub-
groups, we have
l(a)m(a) = m(a)l(a)l+m(a2).
Now, we compute
nα · u =nα ·
 ∏
λ∈{1,··· ,35}
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a41)
42(a42)

=
 ∏
λ∈O1
nα·λ(a)
 nα·36(a36)nα·37(a37)nα·38(a38)nα·39(a39)nα·40(a40)
nα·41(a41)nα·42(a42)
=
 ∏
λ∈O1
nα·λ(a)
 37(a36)36(a37)38(a38)39(a39)40(a40)41(a41)42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a37)37(a36)38(a38 + 2a2)39(a39)40(a40 + 2a2)41(a41)
42(a42 + 2a2)
=
 ∏
λ∈O1
λ(a)
 36(a37)37(a36)38(a38)39(a39)40(a40)41(a41)42(a42).
The last equation holds since k is of characteristic 2. To get the second last
equation, we have used Proposition 2.3.5, Proposition 2.3.7, and (??). We have
2a2 in the argument of 38 because two non-commuting pairs contributing to the
38 term, namely {13, 17} and {14, 16}, have their order swapped by the action
of nα on u.
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We calculate the action of nβ, nγ, nδ, n, nη on u in a similar way. Also, if
u ∈ CRu(Pαβγδη)(H), then we must have u = nα · u = nβ · u = nγ · u = nδ · u =
n · u = nη · u. Comparing the coefficients of each term in each case, we get a
system of simultaneous equations. From the calculation of the action of nα on u
we have
a36 = a37. (4.3)
We compute
nβ · u =nβ ·
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a41)42(a42)

=
 ∏
λ∈O1
nβ ·λ(a)
 nβ ·36(a36)nβ ·37(a37)nβ ·38(a38)nβ ·39(a39)nβ ·40(a40)
nβ ·41(a41)nβ ·42(a42)
=
 ∏
λ∈O1
nβ ·λ(a)
 36(a36)38(a37)37(a38)39(a39)40(a40)41(a41)42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a36 + 2a2)37(a38)38(a37)39(a39)40(a40)41(a41 + 2a2)
42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a36)37(a38)38(a37)39(a39)40(a40)41(a41)42(a42).
We get
a37 = a38. (4.4)
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nγ · u =nγ ·
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a41)42(a42)

=
 ∏
λ∈O1
nγ ·λ(a)
 nγ ·36(a36)nγ ·37(a37)nγ ·38(a38)nγ ·39(a39)nγ ·40(a40)
nγ ·41(a41)nγ ·42(a42)
=
 ∏
λ∈O1
nγ ·λ(a)
 36(a36)37(a37)39(a38)38(a39)40(a40)41(a41)42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a39 + a2)39(a38 + a2)40(a40 + 2a2)
41(a41)42(a42 + 2a2)
=
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a39 + a2)39(a38 + a2)40(a40)41(a41)
42(a42).
We get
a38 = a39 + a2. (4.5)
nδ · u =nδ ·
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a41)42(a42)

=
 ∏
λ∈O1
nδ·λ(a)
 nδ·36(a36)nδ·37(a37)nδ·38(a38)nδ·39(a39)nδ·40(a40)
nδ·41(a41)nδ·42(a42)
=
 ∏
λ∈O1
nδ·λ(a)
 36(a36)37(a37)38(a38)40(a39)39(a40)41(a41)42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a36 + 2a2)37(a37 + 2a2)38(a38 + 2a2)39(a40 + a2)
40(a39 + a2)41(a41)42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a40 + a2)40(a39 + a2)41(a41)
42(a42).
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We get
a39 = a40 + a2. (4.6)
n · u =n ·
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a41)42(a42)

=
 ∏
λ∈O1
n·λ(a)
 n·36(a36)n·37(a37)n·38(a38)n·39(a39)n·40(a40)
n·41(a41)n·42(a42)
=
 ∏
λ∈O1
n·λ(a)
 36(a36)37(a37)38(a38)39(a39)41(a40)40(a41)42(a42)
=
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a41 + a2)41(a40 + a2)
42(a42 + 2a2)
=
 ∏
λ∈O1
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a41 + a2)41(a40 + a2)
42(a42).
We get
a40 = a41 + a2. (4.7)
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nη · u =nη ·
 ∏
λ∈{1,··· ,35}
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a41)
42(a42)

=
 ∏
λ∈{1,··· ,35}
nη ·λ(a)
 nη ·36(a36)nη ·37(a37)nη ·38(a38)nη ·39(a39)nη ·40(a40)
nη ·41(a41)nη ·42(a42)
=
 ∏
λ∈{1,··· ,35}
nη ·λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)42(a41)
41(a42)
=
 ∏
λ∈{1,··· ,35}
λ(a)
 36(a36 + 2a2)37(a37 + 2a2)38(a38 + 2a2)39(a39)
40(a40 + 2a2)41(a42 + a2)42(a41 + a2)
=
 ∏
λ∈{1,··· ,35}
λ(a)
 36(a36)37(a37)38(a38)39(a39)40(a40)41(a42 + a2)
42(a41 + a2).
We get
a41 = a42 + a2. (4.8)
Since the set {nα, nβ, nγ, nδ, n nη} generates H, equations (4.3), (4.4), (4.5),
(4.6), (4.7), and (4.8) give
CRu(Pαβγδη)(H) ={(
∏
λ∈O1
λ(a))36(b)37(b)38(b)39(a2 + b)40(b)41(a2 + b) (4.9)
42(b) | a, b ∈ k}.
In (4.9), set b = 0, and differentiate with respect to a, and evaluate at a = 0, we
get ∑
λ∈O1
eλ ∈ Lie(CRu(Pαβγδη)(H)).
By Proposition 2.3.5 all weight-2 terms mutually commute , so by Lemma 2.3.4
we have ∑
λ∈O36
eλ ∈ Lie(CRu(Pαβγδη)(H)).
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So we have
{a( ∑
λ∈O1
eλ) + b(
∑
λ∈O36
eλ) | a, b ∈ k} ⊆ Lie(CRu(Pαβγδη)(H)).
We already know that
Lie (CRu(Pαβγδη)(H)) ⊆ cLie(Ru(Pαβγδη))(H) ={a(
∑
λ∈{1,··· ,35}
eλ) + b(
∑
λ∈{36,··· ,42}
eλ) |
a, b ∈ k}.
Therefore we have shown that
Lie(CRu(Pαβγδη)(H)) = cLie(Ru(Pαβγδη))(H).
Thus, we have the following.
Proposition 4.2.4. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβγδη)).
4.2.3 G = E8 with A7 Levi subgroup
Let G be a simple algebraic group of type E8. Fix a maximal torus T of G.
Pick a Borel subgroup B of G containing T . Let Σ = {α, β, γ, δ, , η, ξ, σ} be
the set of simple roots of G. The next figure defines how each simple root of G
corresponds to each node in the Dynkin diagram of E8. From [FdV69, Appendix,
α β γ δ  η ξ
σ
Figure 4.8: Dynkin diagram of E8
Table B], we have the list of the coefficients of the simple roots for all positive
roots of G. We label all positive roots of G in Table 4.7, and Table 4.8.
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1 01 0 0 0 0 0 0 2
0
0 1 0 0 0 0 0 3
0
0 0 1 0 0 0 0 4
0
0 0 0 1 0 0 0
5 00 0 0 0 1 0 0 6
0
0 0 0 0 0 1 0 7
0
0 0 0 0 0 0 1 8
0
1 1 0 0 0 0 0
9 00 1 1 0 0 0 0 10
0
0 0 1 1 0 0 0 11
0
0 0 0 1 1 0 0 12
0
0 0 0 0 1 1 0
13 00 0 0 0 0 1 1 14
0
1 1 1 0 0 0 0 15
0
0 1 1 1 0 0 0 16
0
0 0 1 1 1 0 0
17 00 0 0 1 1 1 0 18
0
0 0 0 0 1 1 1 19
0
1 1 1 1 0 0 0 20
0
0 1 1 1 1 0 0
21 00 0 1 1 1 1 0 22
0
0 0 0 1 1 1 1 23
0
1 1 1 1 1 0 0 24
0
0 1 1 1 1 1 0
25 00 0 1 1 1 1 1 26
0
1 1 1 1 1 1 0 27
0
0 1 1 1 1 1 1 28
0
1 1 1 1 1 1 1
Table 4.7: The set of positive roots of Lαβγδηξ
Then the set of positive roots is
Ψ+(G) = {1, 2, · · · , 120}.
Let Lαβγδηξ be the Levi subgroup of type A7 corresponding to α, · · · , ξ. Then
Ψ+(Lαβγδηξ) = {1, · · · , 28}.
Let Pαβγδηξ = 〈Lαβγδηξ ∪B〉. Then Pαβγδηξ is the parabolic subgroup of G with
Ψ(Ru(Pαβγδηξ)) = {29, · · · , 120}.
Note that {29, · · · , 84}, {85, · · · , 112}, and {113, · · · , 120} are precisely the roots
in E8 such that the coefficient of σ is 1, 2, and 3 respectively. We call the roots
of the first, second, and third type, weight-1 roots, weight-2 roots, and weight-3
roots, respectively. Define H by
H = 〈nα, nβ, nγ, nδ, n, nη, nξ〉.
Let ζ1, ζ2 be simple roots of G. From the Cartan matrix of E8 [Hum91, Sec.
11.4], we have
〈ζ1, ζ∨2 〉 =

2, if ζ1 = ζ2.
−1, if the nodes corresponding to ζ1, ζ2
are adjacent to each other in the Dynkin diagram.
0, if the nodes corresponding to ζ1, ζ2
are NOT adjacent to each other in the Dynkin diagram,
and ζ1 6= ζ2.
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29 10 0 0 0 0 0 0 30
1
0 0 0 0 1 0 0 31
1
0 0 0 1 1 0 0 32
1
0 0 0 0 1 1 0
33 10 0 1 1 1 0 0 34
1
0 0 0 1 1 1 0 35
1
0 0 0 0 1 1 1 36
1
0 1 1 1 1 0 0
37 10 0 1 1 1 1 0 38
1
0 0 0 1 2 1 0 39
1
0 0 0 1 1 1 1 40
1
1 1 1 1 1 0 0
41 10 1 1 1 1 1 0 42
1
0 0 1 1 2 1 0 43
1
0 0 1 1 1 1 1 44
1
0 0 0 1 2 1 1
45 11 1 1 1 1 1 0 46
1
0 1 1 1 2 1 0 47
1
0 1 1 1 1 1 1 48
1
0 0 1 2 2 1 0
49 10 0 1 1 2 1 1 50
1
0 0 0 1 2 2 1 51
1
1 1 1 1 2 1 0 52
1
1 1 1 1 1 1 1
53 10 1 1 2 2 1 0 54
1
0 1 1 1 2 1 1 55
1
0 0 1 2 2 1 1 56
1
0 0 1 1 2 2 1
57 11 1 1 2 2 1 0 58
1
1 1 1 1 2 1 1 59
1
0 1 2 2 2 1 0 60
1
0 1 1 2 2 1 1
61 10 1 1 1 2 2 1 62
1
0 0 1 2 2 2 1 63
1
1 1 2 2 2 1 0 64
1
1 1 1 2 2 1 1
65 11 1 1 1 2 2 1 66
1
0 1 2 2 2 1 1 67
1
0 1 1 2 2 2 1 68
1
0 0 1 2 3 2 1
69 11 2 2 2 2 1 0 70
1
1 1 2 2 2 1 1 71
1
1 1 1 2 2 2 1 72
1
0 1 2 2 2 2 1
73 10 1 1 2 3 2 1 74
1
1 2 2 2 2 1 1 75
1
1 1 2 2 2 2 1 76
1
1 1 1 2 3 2 1
77 10 1 2 2 3 2 1 78
1
1 2 2 2 2 2 1 79
1
1 1 2 2 3 2 1 80
1
0 1 2 3 3 2 1
81 11 2 2 2 3 2 1 82
1
1 1 2 3 3 2 1 83
1
1 2 2 3 3 2 1 84
1
1 2 3 3 3 2 1
85 20 0 1 2 3 2 1 86
2
0 1 1 2 3 2 1 87
2
1 1 1 2 3 2 1 88
2
0 1 2 2 3 2 1
89 21 1 2 2 3 2 1 90
2
0 1 2 3 3 2 1 91
2
1 2 2 2 3 2 1 92
2
1 1 2 3 3 2 1
93 20 1 2 3 4 2 1 94
2
1 2 2 3 3 2 1 95
2
1 1 2 3 4 2 1 96
2
0 1 2 3 4 3 1
97 21 2 3 3 3 2 1 98
2
1 2 2 3 4 2 1 99
2
1 1 2 3 4 3 1 100
2
0 1 2 3 4 3 2
101 21 2 3 3 4 2 1 102
2
1 2 2 3 4 3 1 103
2
1 1 2 3 4 3 2 104
2
1 2 3 4 4 2 1
105 21 2 3 3 4 3 1 106
2
1 2 2 3 4 3 2 107
2
1 2 3 4 4 3 1 108
2
1 2 3 3 4 3 2
109 21 2 3 4 5 3 1 110
2
1 2 3 4 4 3 2 111
2
1 2 3 4 5 3 2 112
2
1 2 3 4 5 4 2
113 31 2 3 4 5 3 1 114
3
1 2 3 4 5 3 2 115
3
1 2 3 4 5 4 2 116
3
1 2 3 4 6 4 2
117 31 2 3 5 6 4 2 118
3
1 2 4 5 6 4 2 119
3
1 3 4 5 6 4 2 120
3
2 3 4 5 6 4 2
Table 4.8: The set of positive roots of Ru(Pαβγδηξ)
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From this, it is not difficult to calculate 〈ξ, ζ∨〉 for all ξ ∈ Ψ(Ru(Pαβγδηξ)) and
ζ ∈ Σ. Then, these calculations show how nα, nβ, nγ, nδ, n, nη, and nξ act on
Ψ(Ru(Pαβγδηξ)) = {29, · · · , 120}. Let pi be the corresponding representation of
H on Sym(Ψ(Ru(Pαβγδηξ))) ∼= S92. Then we get Table 4.9 It is not difficult to
pi(nα) = (36 40)(41 45)(46 51)(47 52)(53 57)(54 58)(59 63)(60 64)(61 65)
(66 70)(67 71)(72 75)(73 76)(77 79)(80 82)(86 87)(88 89)(90 92)
(93 95)(96 99)(100 103)(119 120)
pi(nβ) = (33 36)(37 41)(42 46)(43 47)(48 53)(49 54)(55 60)(56 61)(62 67)
(63 69)(68 73)(70 74)(75 78)(79 81)(82 83)(85 86)(89 91)(92 94)
(95 98)(99 102)(103 106)(118 119)
pi(nγ) = (31 33)(34 37)(38 42)(39 43)(44 49)(50 56)(53 59)(57 63)(60 66)
(64 70)(67 72)(71 75)(73 77)(76 79)(83 84)(86 88)(87 89)(94 97)
(98 101)(102 105)(106 108)(117 118)
pi(nδ) = (30 31)(32 34)(35 39)(42 48)(46 53)(49 55)(51 57)(54 60)(56 62)
(58 64)(61 67)(65 71)(77 80)(79 82)(81 83)(88 90)(89 92)(91 94)
(101 104)(105 107)(108 110)(116 117)
pi(n) = (29 30)(34 38)(37 42)(39 44)(41 46)(43 49)(45 51)(47 54)(52 58)
(62 68)(67 73)(71 76)(72 77)(75 79)(78 81)(90 93)(92 95)(94 98)
(97 101)(107 109)(110 111)(115 116)
pi(nη) = (30 32)(31 34)(33 37)(36 41)(40 45)(44 50)(49 56)(54 61)(55 62)
(58 65)(60 67)(64 71)(66 72)(70 75)(74 78)(93 96)(95 99)(98 102)
(101 105)(104 107)(111 112)(114 115)
pi(nξ) = (32 35)(34 39)(37 43)(38 44)(41 47)(42 49)(45 52)(46 54)(48 55)
(51 58)(53 60)(57 64)(59 66)(63 70)(69 74)(96 100)(99 103)
(102 106)(105 108)(107 110)(109 111)(113 114)
Table 4.9: Action of nτ ’s on Ψ(Ru(Pαβγδηξ))
see that H has three orbits,
O29 = {29, · · · , 84},
O85 = {85, · · · , 112},
O113 = {113, · · · , 120}.
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Then by Corollary 2.3.3, we have
cLie(Ru(Pαβγδηξ))(H) ={a(
∑
λ∈O29
eλ) + b(
∑
λ∈O85
eλ) + c(
∑
λ∈O113
eλ)
| a, b, c ∈ k}.
Now, we calculate Lie(CRu(Pαβγδηξ)(H)). Fix an ordering of Ψ(Ru(P )) in the
given order. By a similar argument as in the E6 and E7 cases, it is not difficult
to establish the following claim.
Claim 4.2.5. Any element u in CRu(Pαβγδηξ)(H) can be expressed uniquely as
u =
 ∏
λ∈O29
λ(a)
 ∏
λ∈O85∪O113
λ(aλ)
 , where a, aλ ∈ k.
Now, pick a, aλ ∈ k for λ ∈ {85, · · · , 120}, and let
u =
 ∏
λ∈O29
λ(a)
 ∏
λ∈O85∪O113
λ(aλ)
 .
Then we have
nα · u =
nα · ∏
λ∈O29
(λ(a))
nα · ∏
λ∈O85∪O113
λ(aλ)
 .
We use Maple to reorder nζ · ∏λ∈O29 λ(a) for ζ ∈ {α, β, γ, δ, , η, ξ} (see Maple
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output in Appendix A). We have
nα · u =
 ∏
λ∈O29
λ(a)
 86(a2)87(a2)90(a2)91(2a2)92(a2)96(a2)98(2a2)99(a2)
104(2a2)105(2a2)106(2a2)110(2a2)112(2a2)113(4a3)114(6a3)115(6a2)
116(6a2)117(8a2)118(4a2)119(10a2)120(10a2)85(a85)86(a87)87(a86)
88(a89)89(a88)90(a92)91(a91)92(a90)93(a95)94(a94)95(a93)96(a99)
97(a97)98(a98)99(a96)100(a103)101(a101)102(a102)103(a100)104(a104)
105(a105)106(a106)107(a107)108(a108)109(a109)110(a110)111(a111)
112(a112)113(a113)114(a114)115(a115)116(a116)117(a117)118(a118)
119(a120)120(a119)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a2 + a87)87(a2 + a86)88(a89)89(a88)
90(a2 + a92)91(2a2 + a91)92(a2 + a90)93(a95)94(a94)95(a93)
96(a2 + a99)97(a97)98(2a2 + a98)99(a2 + a96)100(a103)101(a101)
102(a102)103(a100)104(2a2 + a104)105(2a2 + a105)106(2a2 + a106)
107(a107)108(a108)109(a109)110(2a2 + a110)111(a111)112(2a2 + a112)
113(4a3 + a113)114(6a3 + a114)115(6a2 + a115)116(6a2 + a116)
117(8a2 + a117)118(4a2 + a118)119(10a2 + a120)120(10a2 + a119)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a2 + a87)87(a2 + a86)88(a89)89(a88)
90(a2 + a92)91(a91)92(a2 + a90)93(a95)94(a94)95(a93)96(a2 + a99)
97(a97)98(a98)99(a2 + a96)100(a103)101(a101)102(a102)103(a100)
104(a104)105(a105)106(a106)107(a107)108(a108)109(a109)110(a110)
111(a111)112(a112)113(a113)114(a114)115(a115)116(a116)117(a117)
118(a118)119(a120)120(a119).
We have used Proposition 2.3.5, Proposition 2.3.7, and a similar argument to (??)
in the E7 case. Note that in this case, we see some cubic terms a3 in the arguments
of λ during our calculation. We explain why that happens, and this is one of the
reasons why calculations for this case are much more complicated than those from
the E6 and E7 cases. Suppose we have some n ∈ H, m1,m2,m3 ∈ {29, · · · , 84}
such that m1 < m2 < m3, n · m2 < n · m1 and n · m3 < n · m1+˜n · m2 with
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[Un·m1 , Un·m2 ] 6= 0 and [Un·m1+n·m2 , Un·m3 ] 6= 0. Then we have
n · ∏
λ∈O29
λ(a) =n·1(a)n·2(a) · · · n·m1(a) · · · n·m2(a) · · · n·m3(a) · · · n·83(a)n·84(a)
=n·1(a)n·2(a) · · · n·m2(a) · · · n·m1(a) · · · n·m1+˜n·m2(a2)
· · · n·m3(a) · · · n·83(a)n·84(a)
=n·1n·2 · · · n·m2(a) · · · n·m1(a) · · · n·m3(a) · · · n·l+˜n·m(a2)
· · · n·m1+˜n·m2+˜n·m3(a3) · · · n·83(a)n·84(a)
= · · · .
If u ∈ CRu(Pαβγδηξ)(H), we must have nα ·u = u. Equating variables in each term,
we get
a86 = a87 + a2, a88 = a89, a90 = a92 + a2, a93 = a95, a96 = a99 + a2,
a100 = a103, a119 = a120. (4.10)
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Similarly, we calculate nλ · u for λ ∈ {β, γ, δ, , η, ξ}.
nβ · u =
 ∏
λ∈{29,··· ,84}
λ(a)
 88(2a2)92(a2)93(2a2)94(a2)99(a2)100(2a2)102(a2)
107(2a2)109(2a2)111(2a2)113(2a3)114(4a3)115(4a3)116(4a3)117(6a3)
118(8a3)119(8a3)120(4a3)85(a86)86(a85)87(a87)88(a88)89(a91)90(a90)
91(a89)92(a94)93(a93)94(a92)95(a98)96(a96)97(a97)98(a95)99(a102)
100(a100)101(a101)102(a99)103(a106)104(a104)105(a105)106(a103)107(a107)
108(a108)109(a109)110(a110)111(a111)112(a112)113(a113)114(a114)
115(a115)116(a116)117(a117)118(a119)119(a118)120(a120)
=
 ∏
λ∈{29,··· ,84}
λ(a)
 85(a86)86(a85)87(a87)88(2a2 + a88)89(a91)90(a90)
91(a89)92(a2 + a94)93(2a2 + a93)94(a2 + a92)95(a98)96(a96)97(a97)
98(a95)99(a2 + a102)100(a2 + a100)101(a101)102(a2 + a99)103(a106)
104(a104)105(a105)106(a103)107(2a2 + a107)108(a108)109(2a2 + a109)
110(a110)111(2a2 + a111)112(a112)113(2a3 + a113)114(4a3 + a114)
115(4a3 + a115)116(4a3 + a116)117(6a3 + a117)118(8a3 + a119)
119(8a3 + a118)120(4a3 + a120)
=
 ∏
λ∈{29,··· ,84}
λ(a)
 85(a86)86(a85)87(a87)88(a88)89(a91)90(a90)
91(a89)92(a2 + a94)93(a93)94(a2 + a92)95(a98)96(a96)97(a97)98(a95)
99(a2 + a102)100(a100)101(a101)102(a2 + a99)103(a106)104(a104)105(a105)
106(a103)107(a107)108(a108)109(a109)110(a110)111(a111)112(a112)
113(a113)114(a114)115(a115)116(a116)117(a117)118(a119)119(a118)
120(a120).
Then nβ · u = u gives
a85 = a86, a89 = a91, a92 = a2 + a94, a95 = a98, a99 = a2 + a102,
a103 = a106, a118 = a119. (4.11)
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nγ · u =
 ∏
λ∈{29,··· ,84}
λ(a)
 85(2a2)87(a2)89(a2)96(2a2)98(a2)101(a2)102(a2)
104(2a2)105(a2)106(a2)108(a2)110(2a2)112(2a2)113(4a3)114(4a3)
115(4a3)116(6a3)117(6a3)118(6a3)119(6a3)120(8a3)85(a85)86(a88)
87(a89)88(a86)89(a87)90(a90)91(a91)92(a92)93(a93)94(a97)95(a95)
96(a96)97(a94)98(a101)99(a99)100(a100)101(a98)102(a105)103(a103)
104(a104)105(a102)106(a108)107(a107)108(a106)109(a109)110(a110)
111(a111)112(a112)113(a113)114(a114)115(a115)116(a116)117(a118)
118(a117)119(a119)120(a120)
=
 ∏
λ∈{29,··· ,84}
λ(a)
 85(2a2 + a85)86(a88)87(a2 + a89)88(a86)
89(a2 + a87)90(a90)91(a91)92(a92)93(a93)94(a97)95(a95)96(2a2 + a96)
97(a94)98(a2 + a101)99(a99)100(a100)101(a2 + a98)102(a2 + a105)
103(a103)104(2a2 + a104)105(a2 + a102)106(a2 + a108)107(a107)
108(a2 + a106)109(a109)110(2a2 + a110)111(a111)112(2a2 + a112)
113(4a3 + a113)114(4a3 + a114)115(4a3 + a115)116(6a3 + a116)
117(6a3 + a118)118(6a3 + a117)119(6a3 + a119)120(8a3 + a120)
=
 ∏
λ∈{29,··· ,84}
λ(a)
 85(a85)86(a88)87(a2 + a89)88(a86)89(a2 + a87)
90(a90)91(a91)92(a92)93(a93)94(a97)95(a95)96(a96)97(a94)
98(a2 + a101)99(a99)100(a100)101(a2 + a98)102(a2 + a105)103(a103)
104(a104)105(a2 + a102)106(a2 + a108)107(a107)108(a2 + a106)109(a109)
110(a110)111(a111)112(a112)113(a113)114(a114)115(a115)116(a116)
117(a118)118(a117)119(a119)120(a120).
Then nγ · u = u gives
a86 = a88, a87 + a2 = a89, a94 = a97, a98 + a2 = a101, a102 + a2 = a105,
a106 + a2 = a108, a117 = a118. (4.12)
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Next, we calculate
nδ · u =
 ∏
λ∈O29
λ(a)
 88(a2)90(a2)91(a2)93(2a2)94(a2)95(2a2)98(2a2)99(2a2)
100(2a2)101(a2)103(2a2)104(a2)105(a2)106(2a2)107(a2)108(a2)110(a2)
113(2a3)114(4a3)115(4a3)116(9a3)117(9a3)118(12a3)119(12a3)120(14a3)
85(a85)86(a86)87(a87)88(a90)89(a92)90(a88)91(a94)92(a89)93(a93)
94(a91)95(a95)96(a96)97(a97)98(a98)99(a99)100(a100)101(a104)102(a102)
103(a103)104(a101)105(a107)106(a106)107(a105)108(a110)109(a109)
110(a108)111(a111)112(a112)113(a113)114(a114)115(a115)116(a117)
117(a116)118(a118)119(a119)120(a120)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a86)87(a87)88(a2 + a90)89(a92)90(a2 + a88)
91(a2 + a94)92(a89)93(2a2 + a93)94(a2 + a91)95(2a2 + a95)96(a96)
97(a97)98(2a2 + a98)99(2a2 + a99)100(2a2 + a100)101(a2 + a104)
102(a102)103(2a2 + a103)104(a2 + a101)105(a2 + a107)106(2a2 + a106)
107(a2 + a105)108(a2 + a110)109(a109)110(a2 + a108)111(a111)112(a112)
113(2a3 + a113)114(4a3 + a114)115(4a3 + a115)116(9a3 + a117)
117(9a3 + a116)118(12a3 + a118)119(12a3 + a119)120(14a3 + a120)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a86)87(a87)88(a2 + a90)89(a92)90(a2 + a88)
91(a2 + a94)92(a89)93(a93)94(a2 + a91)95(a95)96(a96)97(a97)98(a98)
99(a99)100(a100)101(a2 + a104)102(a102)103(a103)104(a2 + a101)
105(a2 + a107)106(a106)107(a2 + a105)108(a2 + a110)109(a109)
110(a2 + a108)111(a111)112(a112)113(a113)114(a114)115(a115)
116(a3 + a117)117(a3 + a116)118(a118)119(a119)120(a120).
Then nδ · u = u gives
a88 + a2 = a90, a89 = a92, a91 + a2 = a94, a101 + a2 = a104, a105 + a2 = a107,
a108 + a2 = a110, a116 + a3 = a117. (4.13)
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Next, we calculate n · u.
n · u =
 ∏
λ∈O29
λ(a)
 85(2a2)86(2a2)88(2a2)89(2a2)90(a2)91(2a2)93(a2)
94(a2)98(a2)110(a2)111(a2)112(2a2)113(10a3)114(12a3)115(12a3)
116(12a3)117(8a3)118(8a3)119(10a3)120(6a3)85(a85)86(a86)87(a87)
88(a88)89(a89)90(a93)91(a91)92(a95)93(a90)94(a98)95(a92)96(a96)
97(a101)98(a94)99(a99)100(a100)101(a97)102(a102)103(a103)104(a104)
105(a105)106(a106)107(a109)108(a108)109(a107)110(a111)111(a110)
112(a112)113(a113)114(a114)115(a116)116(a115)117(a117)118(a118)
119(a119)120(a120)
=
 ∏
λ∈O29
λ(a)
 85(2a2 + a85)86(2a2 + a86)87(a87)88(2a2 + a88)
89(2a2 + a89)90(a2 + a93)91(2a2 + a91)92(a95)93(a2 + a90)94(a2 + a98)
95(a92)96(a96)97(a101)98(a2 + a94)99(a99)100(a100)101(a97)102(a102)
103(a103)104(a104)105(a105)106(a106)107(a109)108(a108)109(a107)
110(a2 + a111)111(a2 + a110)112(2a2 + a112)113(10a3 + a113)
114(12a3 + a114)115(12a3 + a116)116(12a3 + a115)117(8a3 + a117)
118(8a3 + a118)119(10a3 + a119)120(6a3 + a120)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a86)87(a87)88(a88)89(a89)90(a2 + a93)
91(a91)92(a95)93(a2 + a90)94(a2 + a98)95(a92)96(a96)97(a101)
98(a2 + a94)99(a99)100(a100)101(a97)102(a102)103(a103)104(a104)
105(a105)106(a106)107(a109)108(a108)109(a107)110(a2 + a111)
111(a2 + a110)112(a112)113(a113)114(a114)115(a116)116(a115)117(a117)
118(a118)119(a119)120(a120).
Then n · u = u gives
a90 + a2 = a93, a92 = a95, a94 + a2 = a98, a97 = a101, a107 = a109,
a110 + a2 = a111, a115 = a116. (4.14)
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Now we calculate nη · u.
nη · u =
 ∏
λ∈O29
λ(a)
 87(2a2)93(a2)96(a2)98(a2)100(2a2)101(a2)102(a2)
103(2a2)104(a2)105(a2)106(2a2)107(a2)110(2a2)111(a2)112(a2)113(2a3)
114(2a3)115(2a3)116(4a3)117(6a3)118(6a3)119(8a3)120(10a3)85(a85)
86(a86)87(a87)88(a88)89(a89)90(a90)91(a91)92(a92)93(a96)94(a94)
95(a99)96(a93)97(a97)98(a102)
99(a95)100(a100)101(a105)102(a98)103(a103)104(a107)105(a101)106(a106)
107(a104)108(a108)109(a109)110(a110)111(a112)112(a111)113(a113)
114(a115)115(a114)116(a116)117(a117)118(a118)119(a119)120(a120)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a86)87(2a2 + a87)88(a88)89(a89)90(a90)
91(a91)92(a92)93(a2 + a96)94(a94)95(a99)96(a2 + a93)97(a97)
98(a2 + a102)99(a95)100(2a2 + a100)101(a2 + a105)102(a2 + a98)
103(2a2 + a103)104(a2 + a107)105(a2 + a101)106(2a2 + a106)
107(a2 + a104)108(a108)109(a109)110(2a2 + a110)111(a2 + a112)
112(a2 + a111)113(2a3 + a113)114(2a3 + a115)115(2a3 + a114)
116(4a3 + a116)117(6a3 + a117)118(6a3 + a118)119(8a3 + a119)
120(10a3 + a120)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a86)87(a87)88(a88)89(a89)90(a90)91(a91)
92(a92)93(a2 + a96)94(a94)95(a99)96(a2 + a93)97(a97)98(a2 + a102)
99(a95)100(a100)101(a2 + a105)102(a2 + a98)103(a103)104(a2 + a107)
105(a2 + a101)106(a106)107(a2 + a104)108(a108)109(a109)110(a110)
111(a2 + a112)112(a2 + a111)113(a113)114(a115)115(a114)116(a116)
117(a117)118(a118)119(a119)120(a120).
Then nη · u = u gives
a93 + a2 = a96, a95 = a99, a98 + a2 = a102, a101 + a2 = a105, a104 + a2 = a107,
a111 + a2 = a112, a114 = a115. (4.15)
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Finally, we calculate nξ · u.
nξ · u =
 ∏
λ∈O29
λ(a)
 85(2a2)86(2a2)88(2a2)89(2a2)91(2a2)92(2a2)93(2a2)
95(2a2)96(a2)98(2a2)100(a2)102(a2)104(2a2)105(a2)106(a2)107(a2)
108(a2)110(a2)113(11a3)114(11a3)115(12a3)116(16a3)117(14a3)
118(14a3)119(14a3)120(14a3)85(a85)86(a86)87(a87)88(a88)89(a89)
90(a90)91(a91)92(a92)93(a93)94(a94)95(a95)96(a100)97(a97)98(a98)
99(a103)100(a96)101(a101)102(a106)103(a99)104(a104)105(a108)106(a102)
107(a110)108(a105)109(a111)110(a107)111(a109)112(a112)113(a114)
114(a113)115(a115)116(a116)117(a117)118(a118)119(a119)120(a120)
=
 ∏
λ∈O29
λ(a)
 85(2a2 + a85)86(2a2 + a86)87(a87)88(2a2 + a88)
89(2a2 + a89)90(a90)91(2a2 + a91)92(2a2 + a92)93(2a2 + a93)94(a94)
95(2a2 + a95)96(a2 + a100)97(a97)98(2a2 + a98)99(a103)100(a2 + a96)
101(a101)102(a2 + a106)103(a99)104(2a2 + a104)105(a2 + a108)
106(a2 + a102)107(a2 + a110)108(a2 + a105)109(a111)110(a2 + a107)
111(a109)112(a112)113(11a3 + a114)114(11a3 + a113)115(12a3 + a115)
116(16a3 + a116)117(14a3 + a117)118(14a3 + a118)119(14a3 + a119)
120(14a3 + a120)
=
 ∏
λ∈O29
λ(a)
 85(a85)86(a86)87(a87)88(a88)89(a89)90(a90)91(a91)
92(a92)93(a93)94(a94)95(a95)96(a2 + a100)97(a97)98(a98)99(a103)
100(a2 + a96)101(a101)102(a2 + a106)103(a99)104(a104)105(a2 + a108)
106(a2 + a102)107(a2 + a110)108(a2 + a105)109(a111)110(a2 + a107)
111(a109)112(a112)113(a3 + a114)114(a3 + a113)115(a115)116(a116)
117(a117)118(a118)119(a119)120(a120).
Then nξ · u = u gives
a96 + a2 = a100, a99 = a103, a102 + a2 = a106, a105 + a2 = a108, a107 + a2 = a110,
a109 = a111, a113 + a3 = a114. (4.16)
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Solving (4.10),(4.11),(4.12),(4.13),(4.14),(4.15), and (4.16) simultaneously, we get
a85 = a86 = a88 = a89 = a91 = a92 = a93 = a95 = a98 = a99 = a100 = a103
= a104 = a105 = a106 = a110 = a112.
a87 = a85 + a2.
a87 = a90 = a94 = a96 = a97 = a101 = a102 = a107 = a108 = a109 = a111.
a113 = a117 = a118 = a119 = a120.
a114 = a113 + a3.
a114 = a115 = a116.
Since the set {nα, nβ, nγ, nδ, n nη, nξ} generates H, we have
CRu(Pαβγδηξ)(H) =
{ ∏
λ∈O29
λ(a)
 85(b)86(b)87(a2 + b)88(b)89(b)
90(a2 + b)91(b)92(b)93(b)94(a2 + b)95(b)96(a2 + b)
97(a2 + b)98(b)99(b)100(b)101(a2 + b)102(a2 + b)103(b)
104(b)105(b)106(b)107(a2 + b)108(a2 + b)109(a2 + b)110(b)
111(a2 + b)112(b)113(c)114(a3 + c)115(a3 + c)116(a3 + c)
117(c)118(c)119(c)120(c) | a, b, c ∈ k
}
. (4.17)
In (4.17), set b = 0, c = 0, and differentiate with respect to a, and evaluate at
a = 0, we get ∑
λ∈O29
eλ ∈ Lie(CRu(Pαβγδηξ)(H)).
Note that all weight-2 roots mutually commute by Proposition 2.3.5. So, by
Lemma 2.3.4, we get ∑
λ∈O85
eλ ∈ Lie(CRu(Pαβγδηξ)(H)).
Similarly, all weight-3 roots mutually commute, so we get∑
λ∈O113
eλ ∈ Lie(CRu(Pαβγδηξ)(H)).
So we have{
a(
∑
λ∈O29
eλ) + b(
∑
λ∈O85
eλ) + c(
∑
λ∈O113
eλ) | a, b ∈ k
}
⊆ Lie(CRu(Pαβγδηξ)(H)).
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We already know that
Lie(CRu(Pαβγδηξ)(H)) ⊆ cLie(Ru(Pαβγδηξ))(H) ={
a(
∑
λ∈O29
eλ) + b(
∑
λ∈O85
eλ) + c(
∑
λ∈O113
eλ) | a, b ∈ k
}
.
Therefore we have shown that
Lie(CRu(Pαβγδηξ)(H)) = cLie(Ru(Pαβγδηξ))(H).
Thus, we have the following.
Proposition 4.2.6. There is no nilpotent witness to the G-nonseparability of H
in Lie (Ru(Pαβγδηξ)).
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Chapter 5
A positive example
5.1 Introduction
Let G be a simple algebraic group of type E7. We use the same notation as in
the previous chapters. In the next section we find an example of a G-nonseparable
subgroup H of G. Here, we describe a generic way to find such a subgroup H of
G. Consider a subgroup H with two generators, say, P1 and P2, where P1 and P2
are products of nτ satisfying the following two conditions.
1. One of the orbits of 〈P1, P2〉 in Ψ(Ru(P )) contains an odd number of pairs
of roots whose corresponding root-subgroups are non-commuting and con-
tributing to a weight-2 root-subgroup, say, Uζ , and get their order swapped
by the action of 〈P1, P2〉.
2. P1 centralizes a weight-2 root ζ.
We show how this method works by finding a nilpotent witness to the G-nonsep-
arability of H. Then we find an example we are after in the following way. First,
we check that H is G-cr. Then we conjugate H by some particular element u(a)
of G, following the method in [BMRT10, Sec. 7]. We explain the reason for this
particular choice of u(a), which is not explicitly mentioned in [BMRT10, Sec. 7].
Then, we find a reductive subgroup M of G containing u(a)Hu(a)−1 such that
u(a)Hu(a)−1 is NOT M -cr using the results from geometric invariant theory.
5.2 A G-nonseparable subgroup H
Let G be a simple algebraic group of type E7. We use the same Levi sub-
group Lαβγδη of type A6, and the same parabolic subgroup Pαβγδη of G, as in
Section 4.2.2. We have Ψ+(G), Ψ(Ru(Pαβγδη)), and Ψ+(Lαβγδη) as follows.
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α β γ δ  η
σ
Figure 5.1: Dynkin diagram of E7
Ψ+(G) ={1, · · · , 63},
Ψ(Ru(Pαβγδη)) ={1, · · · , 42},
Ψ+(Lαβγδη) ={43, · · · , 63}.
We fix an ordering of Ψ(Ru(Pαβγδη)) in the natural order. Define P1 and P2 as
follows.
P1 =nnβnγnαnβ,
P2 =nnβnγnαnβnηnδnβ.
Now let
H = 〈P1, P2〉.
It is not difficult to calculate how P1 and P2 act on Ψ(Ru(Pαβγδη)). Let pi1 be
the corresponding representation of H on Sym(Ψ(Ru(Pαβγδη))). Then we have
pi1(P1) =(2 9)(3 12)(4 5)(6 8)(7 14)(10 17)(11 25)(15 32)(16 18)(19 24)(20 29)
(22 28)(23 27)(26 30)(31 34)(33 35)(36 38)(37 39)(40 41),
pi1(P2) =(1 9 32 35 33 15 2)(3 4 14 25 30 31 22)(5 12 28 34 26 11 7)
(6 24 29 21 20 19 8)(10 13 17 18 27 23 16)(36 38 39 41 42 40 37).
From this, we calculate all orbits of H in Ψ(Ru(Pαβγδη)).
O1 = {1, 2, 9, 15, 32, 33, 35},
O3 = {3, 4, 5, 7, 11, 12, 14, 22, 25, 26, 28, 30, 31, 34},
O6 = {6, 8, 19, 20, 21, 24, 29},
O10 = {10, 13, 16, 17, 18, 23, 27},
O36 = {36, 37, 38, 39, 40, 41, 42}.
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Then by Corollary 2.3.3, we have
cLie(Ru(Pαβγδη))(H) ={a(
∑
λ∈O1
eλ) + b(
∑
λ∈O3
eλ) + c(
∑
λ∈O6
eλ) + d(
∑
λ∈O10
eλ)
+m(
∑
λ∈O36
eλ) | a, b, c, d,m ∈ k}.
Lemma 5.2.1. ∑λ∈O6 eλ /∈ Lie(CRu(Pαβγδη)(H)).
Proof. Suppose that∑λ∈O6 eλ ∈ Lie(CRu(P )(H)). By Corollary [Spr98, Cor. 14.2.7],
CRu(Pαβγδη)(H)◦ is isomorphic as a variety to kn for some n ∈ N. Therefore there
exists a morphism of varieties u : k → CRu(Pαβγδη)(H)◦ such that u(0) = 1 and
u′(0) = ∑λ∈O6 eλ. By Lemma 2.3.4, u(a) can be expressed uniquely as
u(a) =
∏
λ∈{1,··· ,42}
λ(fλ(a)), (5.1)
where fλ ∈ k[a].
Note that any fλ cannot contain any nonzero constant term since if cλ = fλ(0)
then we have u(0) = ∏λ∈{1,··· ,42} λ(cλ) = 1, which is possible only when cλ = 0
for all λ ∈ {1, · · · , 42}. Differentiating 5.1, and evaluating at a = 0, we get
u′(0) =
∑
λ∈{1,··· ,42}
(fλ)′(0)eλ.
Since u′(0) = ∑λ∈O6 eλ, we get
(fλ)′(0) =
1 if λ ∈ O6.0 if λ ∈ Ψ(Ru(Pαβγδη))\O6.
Then we have
fλ(a) =
a+ gλ(a) if λ ∈ O6gλ(a) if λ ∈ Ψ(Ru(Pαβγδη))\O6
where gλ ∈ k[a] has no constant or linear term.
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Now we have
P1 · u(a) =P1 ·
 ∏
λ∈{1,··· ,42}
λ(fλ(a))

=P1 ·
 ∏
λ∈{1,··· ,5}
λ(gλ(a))
 6(a+ g6(a))7(g7(a))8(a+ g8(a)) ∏
λ∈{9,··· ,18}
λ(gλ(a))
 19(a+ g19(a))20(a+ g20(a))21(a+ g21(a))
22(g22(a))23(g23(a))24(a+ g24(a))
 ∏
λ∈{25,··· ,28}
λ(gλ(a))

29(a+ g29(a))
 ∏
λ∈{30,··· ,41}
λ(gλ(a))
 42(g42(a))

=
 ∏
λ∈{1,··· ,5}
P1·λ(gλ(a))
 P1·6(a+ g6(a))P1·7(g7(a))P1·8(a+ g8(a)) ∏
λ∈{9,··· ,18}
P1·λ(gλ(a))
 P1·19(a+ g19(a))P1·20(a+ g20(a))
P1·21(a+ g21(a))P1·22(g22(a))P1·23(g23(a))P1·24(a+ g24(a)) ∏
λ∈{25,··· ,28}
P1·λ(gλ(a))
 P1·29(a+ g29(a))
 ∏
λ∈{30,··· ,41}
P1·λ(gλ(a))

P1·42(g42(a))
=
 ∏
λ∈{1,··· ,5}
P1·λ(gλ(a))
 8(a+ g6(a))P1·7(g7(a))6(a+ g8(a)) ∏
λ∈{9,··· ,18}
P1·λ(gλ(a))
 24(a+ g19(a))29(a+ g20(a))21(a+ g21(a))
P1·22(g22(a))P1·23(g23(a))19(a+ g24(a))
 ∏
λ∈{25,··· ,28}
P1·λ(gλ(a))

20(a+ g29(a))
 ∏
λ∈{30,··· ,41}
P1·λ(gλ(a))
 P1·42(g42(a)). (5.2)
Now, we reorder the terms in the last expression of 5.2 using Proposition 2.3.5,
Proposition 2.3.7, and (??). We focus on new a2 terms contributing to the 42
term that occur during reordering. First, note that P1·42(g42) = 42(g42). We get
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a new contribution to the 42 term when we swap a non-commuting pair i, j
such that i+˜j = 42 by Proposition 2.3.7. Note that when this happens, we have
i(fi(a))j(fj(a)) = j(fj(a))i(fi(a))42(fi(a)fj(a))
Note that each of fi and fj is the zero polynomial, or has lowest degree term a,
or has lowest degree term of degree greater or equal to 2. We divide into 3 cases
depending on the type of the lowest degree term in fifj.
1. If fi = 0 or fj=0, then fifj = 0.
2. If both of fi and fj have lowest degree term a, then the lowest degree term
of fifj is a2.
3. Otherwise, the lowest degree term of fifj has degree 3 or greater.
Therefore during the reordering, we get a new a2 term contributing to the 42
term only when we swap a non-commuting pair {P1·i(a+ gi(a)), P1·j(a+ gj(a))}
such that (P1 ·i)+˜(P1 ·j) = 42. Here, we list of all non-commuting root subgroups
Ui, Uj with i+˜j = 42.
{U7, U35} {U10, U34} {U14, U33} {U15, U32}
{U17, U31} {U19, U30} {U20, U29} {U22, U28}
{U23, U27} {U24, U26}
Table 5.1: Non-commuting pairs of root subgroups Ui, Uj in Ru(Pαβγδη)
From the last equation and Table 5.1, it is easy to see that during the re-
ordering we need to swap only one such non-commuting pair of i’s whose lowest
degree term is a, namely, 20(a + g29(a)) and 29(a + g20(a)). Therefore after
reordering, we have
P1 · u(a) =
 ∏
λ∈{1,··· ,41}
λ(hλ(a))
 42(a2 + h42(a) + g42(a)),
where hλ, h42, g42 ∈ k[a] with h42 having lowest degree term
at least 3 or h42 = 0.
If u(a) ∈ CRu(Pαβγδη)(H), we must have u = P1 · u. So, in particular, we must
have
g42(a) = a2 + h42(a) + g42(a)
⇔ a2 + h42(a) = 0.
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Since h42 is the zero polynomial or a polynomial of the degree of the lowest
degree term at least 3, the last equation can not hold for all a ∈ k. This is a
contradiction.
Proposition 5.2.2. H is non-separable in G.
Proof. This is the consequence of Lemma 5.2.1 and the form of cLie(Ru(Pαβγδη))(H)
as given before the lemma.
Proposition 5.2.3. H is G-cr.
Proof. By Theorem 2.2.6, it it enough to show that H is L-cr. We know that H is
L-cr if and only if H is [L,L]-cr from Theorem 2.2.5. We also know that Lαβγδη is
of type A6, so [Lαβγδη, Lαβγδη] ∼= SL7(k) or PGL7(k). From Theorem 2.2.5, we
can assume that [Lαβγδη, Lαβγδη] ∼= SL7(k) in order to prove that H is [L,L]-cr.
From [Spr98, Sec. 9.2.2], there is an isomorphism pi2 from [Lαβγδη, Lαβγδη] to
SL7(k) which satisfies the followings.
pi2(nα) =

0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

, pi2(nβ) =

1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
pi2(nγ) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

, pi2(nδ) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
pi2(n) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1

, pi2(nη) =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0

.
71
Consider the permutation representation pi3 of 〈nα, nβ, nγ, nδ, n, n〉 on S7. We
have
pi3(nα) = (1 2), pi3(nβ)= (2 3), pi3(nγ) = (3 4),
pi3(nδ) = (4 5), pi3(n) = (5 6), pi3(nη) = (6 7).
Then we get
pi3(P1) = (5 6)(2 3)(3 4)(1 2)(2 3) = (1 3)(2 4)(5 6),
pi3(P2) = (5 6)(2 3)(3 4)(1 2)(2 3)(6 7)(4 5)(2 3) = (1 3 4 6 7 5 2).
Note that pi3(P1) and pi3(P2) satisfy the following equations.
(pi3(P1))2 = (pi3(P2))7 = 1, pi3(P1)pi3(P2)(pi3(P1))−1 = (pi3(P2))−1.
Thus it is easy to see that H ∼= D14. After relabeling, pi3(P2) can be expressed as
pi3(P2) = (1 2 3 4 5 6 7).
or, in matrix form, we have
pi2(P2) =

0 0 0 0 0 0 1
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0

.
The characteristic polynomial of this matrix is λ7 − 1. Let ω be a 7th root of 1.
Then, choosing the suitable basis, the matrix can be diagonalized as
pi2(P2) =

1 0 0 0 0 0 0
0 ω 0 0 0 0 0
0 0 ω−1 0 0 0 0
0 0 0 ω2 0 0 0
0 0 0 0 ω−2 0 0
0 0 0 0 0 ω3 0
0 0 0 0 0 0 ω−3

.
Let the 1-dimensional eigenspaces of pi2(P2) be V1, Vω, Vω−1 , Vω2 , Vω−2 , Vω3 , and
Vω−3 where the subscripts represent the corresponding eigenvalues. We have
pi2(P1)pi2(P2)(pi2(P1))−1 = (pi2(P2))−1,
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so it is easy to see that pi2(P1) fixes V1, and permutes Vωn with Vω−n for n ∈
{1, 2, 3}. Therefore pi2(P1) must look like
pi2(P1) =

1 0 0 0 0 0 0
0 0 a 0 0 0 0
0 a−1 0 0 0 0 0
0 0 0 0 b 0 0
0 0 0 b−1 0 0 0
0 0 0 0 0 0 c
0 0 0 0 0 c−1 0

, for some a, b, c ∈ k∗.
Normalizing the basis, we can assume that a = b = c = 1, that is
pi2(P1) =

1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0

.
Let ρ be the restriction of pi2 toH. For each a ∈ {1, 2, 3}, define the representation
ρa : H → GL2(k) such that
ρa(P2) =
[
ωa 0
0 ω−a
]
.
ρa(P1) =
[
0 1
1 0
]
.
From the matrices of P1 and P2, it is easy to see that
ρ ∼= ρ1 ⊕ ρ2 ⊕ ρ3 ⊕ ρ0,
where ρ0 is 1-dimensional trivial representation.
It is obvious that ρa is irreducible for any a ∈ {1, 2, 3}. Therefore H is
[Lαβγδη, Lαβγδη]-cr, and we are done.
5.3 A positive example
In this last section, we find a pair of reductive subgroups H and M of G such
that H < M < G and H is G-cr but NOT M -cr. We use the same notation and
the same H = 〈P1, P2〉 and G as in Section 5.2. We define
Gi := 〈Ui ∪ U−i〉, where i ∈ {1, · · · , 42}.
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Pick any a ∈ k∗, and define
u(a) =
∏
i∈O6
i(a), where O6 = {6, 8, 19, 20, 21, 24, 29}.
Set
Ha = u(a)Hu(a)−1 = 〈u(a)P1u(a)−1, u(a)P2u(a)−1〉.
Set
M = 〈Lαβγδη, G36, G37, · · · , G42〉.
Then M is a reductive group containing T such that
Ψ(M) = {±36, · · · ,±63}
because {±36, · · · ,±63} is a closed subsystem of Ψ(G), that is, it is closed under
taking negatives and has the property that for any α, β ∈ Ψ(M), if m,n ∈ Z≥0
and mα + nβ ∈ Ψ(G) then mα + nβ ∈ Ψ(M).
Note that P1 = P−11 . So, we have
u(a)P1u(a)−1 =P1P1u(a)P1u(a)−1
=P1(P1 · u(a))u(a)−1
=P1
P1 · ( ∏
i∈O6
i(a))
∏
i∈O6
i(a)
−1
=P1
∏
i∈O6
P1·i(a)
∏
i∈O6
i(a)
−1
=P1
(
8(a)6(a)24(a)29(a)21(a)19(a)20(a)
)
29(a)−124(a)−1
21(a)−120(a)−119(a)−18(a)−16(a)−1
=P1
(
6(a)8(a)19(a)20(a)21(a)24(a)29(a)
)
 ∏
i∈{36···41}
i(fi(a))
42(a2)29(a)−124(a)−121(a)−120(a)−1
19(a)−18(a)−16(a)−1
=P1
 ∏
i∈{36···41}
i(fi(a))
 42(a2), where fi ∈ k[a].
(5.3)
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We have used the same argument in the proof of 5.2.1 to reorder terms. Also
note that
pi1(P−12 ) =(1 2 15 33 35 32 9)(3 22 31 30 25 14 4)(5 7 11 26 34 28 12)
(6 8 19 20 21 29 24)(10 16 23 27 18 17 13)(36 37 40 42 41 39 38).
Then similarly we have
u(a)P2u(a)−1 =P2P−12 u(a)P2u(a)−1
=P2(P−12 · u(a))u(a)−1
=P2
P−12 · ( ∏
i∈O6
i(a))
∏
i∈O6
i(a)
−1
=P2
∏
i∈O6
(P2)−1·i(a)
∏
i∈O6
i(a)
−1
=P2
(
8(a)19(a)20(a)21(a)29(a)6(a)24(a)
)
29(a)−124(a)−1
21(a)−120(a)−119(a)−18(a)−16(a)−1
=P2
(
6(a)8(a)19(a)20(a)21(a)24(a)29(a)
)
 ∏
i∈{36···42}
i(fi(a))

29(a)−124(a)−121(a)−1
20(a)−119(a)−18(a)−16(a)−1
=P2
 ∏
i∈{36···42}
i(fi(a))
 , where fi ∈ k[a].
Then it is easy to see that u(a)P1u(a)−1 = P1v1(a) ∈ M and u(a)P2u(a)−1 =
P2v2(a) ∈M , where each of v1(a) and v2(a) is the product of some i(a)’s corre-
sponding to weight-2 roots. Therefore we have
Ha < M < G.
Note that P1v1(a) /∈ H because v1(a) contains 42(a2) which is a nontrivial weight-
2 term.
Theorem 5.3.1. Let a ∈ k∗. Then Ha is G-cr, but not M-cr.
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Proof. In Section 5.2 we have shown that H is G-cr. Now Ha is G-conjugate to
H, therefore, Ha is G-cr. Let
λ = 3α∨ + 6β∨ + 9γ∨ + 12δ∨ + 8∨ + 4η∨ + 7σ∨.
Then we have
〈α, λ〉 = 0, 〈β, λ〉 = 0, 〈γ, λ〉 = 0,
〈δ, λ〉 = 0, 〈, λ〉 = 0, 〈η, λ〉 = 0,
〈σ, λ〉 = 2.
Therefore we have
Pαβγδη = Pλ, Lαβγδη = Lλ.
We have a homomorphism cλ : Pλ → Lλ (see Definition 2.2.2). By Theorem 2.2.7,
it is enough to find an element h ∈ Ha such that cλ(h) exists and cλ(h) is not
M - conjugate to h in order to prove that Ha is not M -cr. Set h := u(a)P1u(a)−1.
We know that u(a)P1u(a)−1 ∈ Ha. Also we have
cλ(u(a)P1u(a)−1) = lim
x→0(λ(x)u(a)P1u(a)
−1λ(x)−1)
= lim
x→0(λ(x)P1v1(a)λ(x)
−1)
= lim
x→0(P1λ(x)v1(a)λ(x)
−1)
=P1.
The last equation holds since v1(a) ∈ Ru(Pλ). Therefore cλ(u(a)P1u(a)−1) exists.
By Theorem 2.2.8, it suffices to show that cλ(u(a)P1u(a)−1) is not Ru(Pλ(M))-
conjugate to u(a)P1u(a)−1 in order to prove that Ha is not M -cr. Suppose the
contrary. Then there exists m ∈ Ru(Pλ(M)) such that
u(a)P1u(a)−1 = mP1m−1 (5.4)
Note that we have
Ψ(Ru(Pλ(M))) = {36, · · · , 42}.
So, by Lemma 2.3.1, m can be expressed uniquely as
m :=
∏
i∈{36,··· ,42}
i(ai), for some ai ∈ k.
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Then by 5.4 we have
u(a)P1u(a)−1 =mP1m−1
=P1P1
 ∏
i∈{36,··· ,42}
i(ai)
P1m−1
=P1
 ∏
i∈{36,··· ,42}
P1·i(ai)
m−1
=P1
(
38(a36)39(a37)36(a38)37(a39)41(a40)40(a41)42(a42)
)
(
42(a42)41(a41)40(a40)39(a39)38(a38)37(a37)36(a36)
)
=P1
(
36(a36 + a38)37(a37 + a39)38(a36 + a38)
39(a37 + a39)40(a40 + a41)41(a40 + a41)
)
.
This is a contradiction because u(a)P1u(a)−1 contains a nontrivial 42 term by 5.3.
Therefore cλ(u(a)P1u(a)−1) is not Ru(Pλ(M))-conjugate to u(a)P1u(a)−1, and we
are done.
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Appendix A
Calculation in E8 with Maple
We use Maple to calculate CRu(Pαβγδηξ)(H). Here, M [29], · · · ,M [120] rep-
resent the roots of Ru(Pαβγδηξ), and the vector M [i] gives the coefficients of
the root i with respect to σ, α, β, γ, δ, , η, ξ in this order. For example, M [29]
represents σ, M [48] represents σ + γ + 2δ + 2 + 2η, and M [100] represents
2σ + β + 2γ + 3δ + 4+ 3η + 2ξ, etc.
> M[29]:=[1,0,0,0,0,0,0,0]:M[30]:=[1,0,0,0,0,1,0,0]:
> M[31]:=[1,0,0,0,1,1,0,0]:M[32]:=[1,0,0,0,0,1,1,0]:
> M[33]:=[1,0,0,1,1,1,0,0]:M[34]:=[1,0,0,0,1,1,1,0]:
> M[35]:=[1,0,0,0,0,1,1,1]:M[36]:=[1,0,1,1,1,1,0,0]:
> M[37]:=[1,0,0,1,1,1,1,0]:M[38]:=[1,0,0,0,1,2,1,0]:
> M[39]:=[1,0,0,0,1,1,1,1]:M[40]:=[1,1,1,1,1,1,0,0]:
> M[41]:=[1,0,1,1,1,1,1,0]:M[42]:=[1,0,0,1,1,2,1,0]:
> M[43]:=[1,0,0,1,1,1,1,1]:M[44]:=[1,0,0,0,1,2,1,1]:
> M[45]:=[1,1,1,1,1,1,1,0]:M[46]:=[1,0,1,1,1,2,1,0]:
> M[47]:=[1,0,1,1,1,1,1,1]:M[48]:=[1,0,0,1,2,2,1,0]:
> M[49]:=[1,0,0,1,1,2,1,1]:M[50]:=[1,0,0,0,1,2,2,1]:
> M[51]:=[1,1,1,1,1,2,1,0]:M[52]:=[1,1,1,1,1,1,1,1]:
> M[53]:=[1,0,1,1,2,2,1,0]:M[54]:=[1,0,1,1,1,2,1,1]:
> M[55]:=[1,0,0,1,2,2,1,1]:M[56]:=[1,0,0,1,1,2,2,1]:
> M[57]:=[1,1,1,1,2,2,1,0]:M[58]:=[1,1,1,1,1,2,1,1]:
> M[59]:=[1,0,1,2,2,2,1,0]:M[60]:=[1,0,1,1,2,2,1,1]:
> M[61]:=[1,0,1,1,1,2,2,1]:M[62]:=[1,0,0,1,2,2,2,1]:
> M[63]:=[1,1,1,2,2,2,1,0]:M[64]:=[1,1,1,1,2,2,1,1]:
> M[65]:=[1,1,1,1,1,2,2,1]:M[66]:=[1,0,1,2,2,2,1,1]:
> M[67]:=[1,0,1,1,2,2,2,1]:M[68]:=[1,0,0,1,2,3,2,1]:
> M[69]:=[1,1,2,2,2,2,1,0]:M[70]:=[1,1,1,2,2,2,1,1]:
> M[71]:=[1,1,1,1,2,2,2,1]:M[72]:=[1,0,1,2,2,2,2,1]:
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> M[73]:=[1,0,1,1,2,3,2,1]:M[74]:=[1,1,2,2,2,2,1,1]:
> M[75]:=[1,1,1,2,2,2,2,1]:M[76]:=[1,1,1,1,2,3,2,1]:
> M[77]:=[1,0,1,2,2,3,2,1]:M[78]:=[1,1,2,2,2,2,2,1]:
> M[79]:=[1,1,1,2,2,3,2,1]:M[80]:=[1,0,1,2,3,3,2,1]:
> M[81]:=[1,1,2,2,2,3,2,1]:M[82]:=[1,1,1,2,3,3,2,1]:
> M[83]:=[1,1,2,2,3,3,2,1]:M[84]:=[1,1,2,3,3,3,2,1]:
> M[85]:=[2,0,0,1,2,3,2,1]:M[86]:=[2,0,1,1,2,3,2,1]:
> M[87]:=[2,1,1,1,2,3,2,1]:M[88]:=[2,0,1,2,2,3,2,1]:
> M[89]:=[2,1,1,2,2,3,2,1]:M[90]:=[2,0,1,2,3,3,2,1]:
> M[91]:=[2,1,2,2,2,3,2,1]:M[92]:=[2,1,1,2,3,3,2,1]:
> M[93]:=[2,0,1,2,3,4,2,1]:M[94]:=[2,1,2,2,3,3,2,1]:
> M[95]:=[2,1,1,2,3,4,2,1]:M[96]:=[2,0,1,2,3,4,3,1]:
> M[97]:=[2,1,2,3,3,3,2,1]:M[98]:=[2,1,2,2,3,4,2,1]:
> M[99]:=[2,1,1,2,3,4,3,1]:M[100]:=[2,0,1,2,3,4,3,2]:
> M[101]:=[2,1,2,3,3,4,2,1]:M[102]:=[2,1,2,2,3,4,3,1]:
> M[103]:=[2,1,1,2,3,4,3,2]:M[104]:=[2,1,2,3,4,4,2,1]:
> M[105]:=[2,1,2,3,3,4,3,1]:M[106]:=[2,1,2,2,3,4,3,2]:
> M[107]:=[2,1,2,3,4,4,3,1]:M[108]:=[2,1,2,3,3,4,3,2]:
> M[109]:=[2,1,2,3,4,5,3,1]:M[110]:=[2,1,2,3,4,4,3,2]:
> M[111]:=[2,1,2,3,4,5,3,2]:M[112]:=[2,1,2,3,4,5,4,2]:
> M[113]:=[3,1,2,3,4,5,3,1]:M[114]:=[3,1,2,3,4,5,3,2]:
> M[115]:=[3,1,2,3,4,5,4,2]:M[116]:=[3,1,2,3,4,6,4,2]:
> M[117]:=[3,1,2,3,5,6,4,2]:M[118]:=[3,1,2,4,5,6,4,2]:
> M[119]:=[3,1,3,4,5,6,4,2]:M[120]:=[3,2,3,4,5,6,4,2]:
The next code lists all roots {i, j, i+˜j} such that [Ui, Uj] 6= 0. For example,
the output [29, 68, 85] means [U29, U68] 6= 0 and 29+˜68 = 85.
> S:=NULL:
> for i from 29 to 120
> do
> for j from i+1 to 120
> do
> for k from 29 to 120
> do
> if M[i]+M[j]=M[k]
> then S:=S,[i,j,k]:
> end if
> end do
> end do
> end do;
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> S;
We get
[29, 68, 85], [29, 73, 86], [29, 76, 87], [29, 77, 88], [29, 79, 89], [29, 80, 90],
[29, 81, 91], [29, 82, 92], [29, 83, 94], [29, 84, 97], [29, 109, 113], [29, 111, 114],
[29, 112, 115], [30, 62, 85], [30, 67, 86], [30, 71, 87], [30, 72, 88], [30, 75, 89],
[30, 78, 91], [30, 80, 93], [30, 82, 95], [30, 83, 98], [30, 84, 101], [30, 107, 113],
[30, 110, 114], [30, 112, 116], [31, 56, 85], [31, 61, 86], [31, 65, 87], [31, 72, 90],
[31, 75, 92], [31, 77, 93], [31, 78, 94], [31, 79, 95], [31, 81, 98], [31, 84, 104],
[31, 105, 113], [31, 108, 114], [31, 112, 117], [32, 55, 85], [32, 60, 86], [32, 64, 87],
[32, 66, 88], [32, 70, 89], [32, 74, 91], [32, 80, 96], [32, 82, 99], [32, 83, 102],
[32, 84, 105], [32, 104, 113], [32, 110, 115], [32, 111, 116], [33, 50, 85], [33, 61, 88],
[33, 65, 89], [33, 67, 90], [33, 71, 92], [33, 73, 93], [33, 76, 95], [33, 78, 97],
[33, 81, 101], [33, 83, 104], [33, 102, 113], [33, 106, 114], [33, 112, 118], [34, 49, 85],
[34, 54, 86], [34, 58, 87], [34, 66, 90], [34, 70, 92], [34, 74, 94], [34, 77, 96],
[34, 79, 99], [34, 81, 102], [34, 84, 107], [34, 101, 113], [34, 108, 115], [34, 111, 117],
[35, 48, 85], [35, 53, 86], [35, 57, 87], [35, 59, 88], [35, 63, 89], [35, 69, 91],
[35, 80, 100], [35, 82, 103], [35, 83, 106], [35, 84, 108], [35, 104, 114], [35, 107, 115],
[35, 109, 116], [36, 50, 86], [36, 56, 88], [36, 62, 90], [36, 65, 91], [36, 68, 93],
[36, 71, 94], [36, 75, 97], [36, 76, 98], [36, 79, 101], [36, 82, 104], [36, 99, 113],
[36, 103, 114], [36, 112, 119], [37, 44, 85], [37, 54, 88], [37, 58, 89], [37, 60, 90],
[37, 64, 92], [37, 73, 96], [37, 74, 97], [37, 76, 99], [37, 81, 105], [37, 83, 107],
[37, 98, 113], [37, 106, 115], [37, 111, 118], [38, 43, 85], [38, 47, 86], [38, 52, 87],
[38, 66, 93], [38, 70, 95], [38, 72, 96], [38, 74, 98], [38, 75, 99], [38, 78, 102],
[38, 84, 109], [38, 97, 113], [38, 108, 116], [38, 110, 117], [39, 42, 85], [39, 46, 86],
[39, 51, 87], [39, 59, 90], [39, 63, 92], [39, 69, 94], [39, 77, 100], [39, 79, 103],
[39, 81, 106], [39, 84, 110], [39, 101, 114], [39, 105, 115], [39, 109, 117], [40, 50, 87],
[40, 56, 89], [40, 61, 91], [40, 62, 92], [40, 67, 94], [40, 68, 95], [40, 72, 97], [40, 73, 98],
[40, 77, 101], [40, 80, 104], [40, 96, 113], [40, 100, 114], [40, 112, 120], [41, 44, 86],
[41, 49, 88], [41, 55, 90], [41, 58, 91], [41, 64, 94], [41, 68, 96], [41, 70, 97],
[41, 76, 102], [41, 79, 105], [41, 82, 107], [41, 95, 113], [41, 103, 115], [41, 111, 119],
[42, 47, 88], [42, 52, 89], [42, 60, 93], [42, 64, 95], [42, 67, 96], [42, 71, 99],
[42, 74, 101], [42, 78, 105], [42, 83, 109], [42, 94, 113], [42, 106, 116], [42, 110, 118],
80
[43, 46, 88], [43, 51, 89], [43, 53, 90], [43, 57, 92], [43, 69, 97], [43, 73, 100],
[43, 76, 103], [43, 81, 108], [43, 83, 110], [43, 98, 114], [43, 102, 115], [43, 109, 118],
[44, 45, 87], [44, 59, 93], [44, 63, 95], [44, 69, 98], [44, 72, 100], [44, 75, 103],
[44, 78, 106], [44, 84, 111], [44, 97, 114], [44, 105, 116], [44, 107, 117], [45, 49, 89],
[45, 54, 91], [45, 55, 92], [45, 60, 94], [45, 66, 97], [45, 68, 99], [45, 73, 102],
[45, 77, 105], [45, 80, 107], [45, 93, 113], [45, 100, 115], [45, 111, 120], [46, 52, 91],
[46, 55, 93], [46, 62, 96], [46, 64, 98], [46, 70, 101], [46, 71, 102], [46, 75, 105],
[46, 82, 109], [46, 92, 113], [46, 103, 116], [46, 110, 119], [47, 48, 90], [47, 51, 91],
[47, 57, 94], [47, 63, 97], [47, 68, 100], [47, 76, 106], [47, 79, 108], [47, 82, 110],
[47, 95, 114], [47, 99, 115], [47, 109, 119], [48, 52, 92], [48, 54, 93], [48, 58, 95],
[48, 61, 96], [48, 65, 99], [48, 74, 104], [48, 78, 107], [48, 81, 109], [48, 91, 113],
[48, 106, 117], [48, 108, 118], [49, 53, 93], [49, 57, 95], [49, 67, 100], [49, 69, 101],
[49, 71, 103], [49, 78, 108], [49, 83, 111], [49, 94, 114], [49, 102, 116], [49, 107, 118],
[50, 59, 96], [50, 63, 99], [50, 66, 100], [50, 69, 102], [50, 70, 103], [50, 74, 106],
[50, 84, 112], [50, 97, 115], [50, 101, 116], [50, 104, 117], [51, 55, 95], [51, 60, 98],
[51, 62, 99], [51, 66, 101], [51, 67, 102], [51, 72, 105], [51, 80, 109], [51, 90, 113],
[51, 100, 116], [51, 110, 120], [52, 53, 94], [52, 59, 97], [52, 68, 103], [52, 73, 106],
[52, 77, 108], [52, 80, 110], [52, 93, 114], [52, 96, 115], [52, 109, 120], [53, 56, 96],
[53, 58, 98], [53, 65, 102], [53, 70, 104], [53, 75, 107], [53, 79, 109], [53, 89, 113],
[53, 103, 117], [53, 108, 119], [54, 57, 98], [54, 62, 100], [54, 63, 101], [54, 71, 106],
[54, 75, 108], [54, 82, 111], [54, 92, 114], [54, 99, 116], [54, 107, 119], [55, 61, 100],
[55, 65, 103], [55, 69, 104], [55, 78, 110], [55, 81, 111], [55, 91, 114], [55, 102, 117],
[55, 105, 118], [56, 57, 99], [56, 60, 100], [56, 64, 103], [56, 69, 105], [56, 74, 108],
[56, 83, 112], [56, 94, 115], [56, 98, 116], [56, 104, 118], [57, 61, 102], [57, 66, 104],
[57, 72, 107], [57, 77, 109], [57, 88, 113], [57, 100, 117], [57, 108, 120], [58, 59, 101],
[58, 62, 103], [58, 67, 106], [58, 72, 108], [58, 80, 111], [58, 90, 114], [58, 96, 116],
[58, 107, 120], [59, 64, 104], [59, 65, 105], [59, 71, 107], [59, 76, 109], [59, 87, 113],
[59, 103, 118], [59, 106, 119], [60, 63, 104], [60, 65, 106], [60, 75, 110], [60, 79, 111],
[60, 89, 114], [60, 99, 117], [60, 105, 119], [61, 63, 105], [61, 64, 106], [61, 70, 108],
[61, 82, 112], [61, 92, 115], [61, 95, 116], [61, 104, 119], [62, 69, 107], [62, 74, 110],
[62, 81, 112], [62, 91, 115], [62, 98, 117], [62, 101, 118], [63, 67, 107], [63, 73, 109],
[63, 86, 113], [63, 100, 118], [63, 106, 120], [64, 72, 110], [64, 77, 111], [64, 88, 114],
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[64, 96, 117], [64, 105, 120], [65, 66, 108], [65, 80, 112], [65, 90, 115], [65, 93, 116],
[65, 104, 120], [66, 71, 110], [66, 76, 111], [66, 87, 114], [66, 99, 118], [66, 102, 119],
[67, 70, 110], [67, 79, 112], [67, 89, 115], [67, 95, 117], [67, 101, 119], [68, 69, 109],
[68, 74, 111], [68, 78, 112], [68, 91, 116], [68, 94, 117], [68, 97, 118], [69, 85, 113],
[69, 100, 119], [69, 103, 120], [70, 73, 111], [70, 86, 114], [70, 96, 118], [70, 102, 120],
[71, 77, 112], [71, 88, 115], [71, 93, 117], [71, 101, 120], [72, 76, 112], [72, 87, 115],
[72, 95, 118], [72, 98, 119], [73, 75, 112], [73, 89, 116], [73, 92, 117], [73, 97, 119],
[74, 85, 114], [74, 96, 119], [74, 99, 120], [75, 86, 115], [75, 93, 118], [75, 98, 120],
[76, 88, 116], [76, 90, 117], [76, 97, 120], [77, 87, 116], [77, 92, 118], [77, 94, 119],
[78, 85, 115], [78, 93, 119], [78, 95, 120], [79, 86, 116], [79, 90, 118], [79, 94, 120],
[80, 87, 117], [80, 89, 118], [80, 91, 119], [81, 85, 116], [81, 90, 119], [81, 92, 120],
[82, 86, 117], [82, 88, 118], [82, 91, 120], [83, 85, 117], [83, 88, 119], [83, 89, 120],
[84, 85, 118], [84, 86, 119], [84, 87, 120]
In the next code, we input∏λ∈{29,··· ,84} nζ ·λ(a) for ζ ∈ {α, β, γ, δ, , η, ξ}. Here,
“alpha” represent ∏λ∈{29,··· ,84} nα·λ(a), and [29,a] in “alpha” represents 29(a).
> alpha:=[[29,a],[30,a],[31,a],[32,a],[33,a],[34,a],[35,a],[40,a],
> [37,a],[38,a],[39,a],[36,a],[45,a],[42,a],[43,a],[44,a],[41,a],
> [51,a],[52,a],[48,a],[49,a],[50,a],[46,a],[47,a],[57,a],[58,a],
> [55,a],[56,a],[53,a],[54,a],[63,a],[64,a],[65,a],[62,a],[59,a],
> [60,a],[61,a],[70,a],[71,a],[68,a],[69,a],[66,a],[67,a],[75,a],
> [76,a],[74,a],[72,a],[73,a],[79,a],[78,a],[77,a],[82,a],[81,a],
> [80,a],[83,a],[84,a]];
> beta:=[[29,a],[30,a],[31,a],[32,a],[36,a],[34,a],[35,a],[33,a],
> [41,a],[38,a],[39,a],[40,a],[37,a],[46,a],[47,a],[44,a],[45,a],
> [42,a],[43,a],[53,a],[54,a],[50,a],[51,a],[52,a],[48,a],[49,a],
> [60,a],[61,a],[57,a],[58,a],[59,a],[55,a],[56,a],[67,a],[69,a],
> [64,a],[65,a],[66,a],[62,a],[73,a],[63,a],[74,a],[71,a],[72,a],
> [68,a],[70,a],[78,a],[76,a],[77,a],[75,a],[81,a],[80,a],[79,a],
> [83,a],[82,a],[84,a]];
> Gamma:=[[29,a],[30,a],[33,a],[32,a],[31,a],[37,a],[35,a],[36,a],
> [34,a],[42,a],[43,a],[40,a],[41,a],[38,a],[39,a],[49,a],[45,a],
> [46,a],[47,a],[48,a],[44,a],[56,a],[51,a],[52,a],[59,a],[54,a],
> [55,a],[50,a],[63,a],[58,a],[53,a],[66,a],[61,a],[62,a],[57,a],
> [70,a],[65,a],[60,a],[72,a],[68,a],[69,a],[64,a],[75,a],[67,a],
82
> [77,a],[74,a],[71,a],[79,a],[73,a],[78,a],[76,a],[80,a],[81,a],
> [82,a],[83,a],[84,a]];
> Delta:=[[29,a],[31,a],[30,a],[34,a],[33,a],[32,a],[39,a],[36,a],
> [37,a],[38,a],[35,a],[40,a],[41,a],[48,a],[43,a],[44,a],[45,a],
> [53,a],[47,a],[42,a],[55,a],[50,a],[57,a],[52,a],[46,a],[60,a],
> [49,a],[62,a],[51,a],[64,a],[59,a],[54,a],[67,a],[56,a],[63,a],
> [58,a],[71,a],[66,a],[61,a],[68,a],[69,a],[70,a],[65,a],[72,a],
> [73,a],[74,a],[75,a],[76,a],[80,a],[78,a],[82,a],[77,a],[83,a],
> [79,a],[81,a],[84,a]];
> epsilon:=[[30,a],[29,a],[31,a],[32,a],[33,a],[38,a],[35,a],[36,a],
> [42,a],[34,a],[44,a],[40,a],[46,a],[37,a],[49,a],[39,a],[51,a],
> [41,a],[54,a],[48,a],[43,a],[50,a],[45,a],[58,a],[53,a],[47,a],
> [55,a],[56,a],[57,a],[52,a],[59,a],[60,a],[61,a],[68,a],[63,a],
> [64,a],[65,a],[66,a],[73,a],[62,a],[69,a],[70,a],[76,a],[77,a],
> [67,a],[74,a],[79,a],[71,a],[72,a],[81,a],[75,a],[80,a],[78,a],
> [82,a],[83,a],[84,a]];
> eta:=[[29,a],[32,a],[34,a],[30,a],[37,a],[31,a],[35,a],[41,a],
> [33,a],[38,a],[39,a],[45,a],[36,a],[42,a],[43,a],[50,a],[40,a],
> [46,a],[47,a],[48,a],[56,a],[44,a],[51,a],[52,a],[53,a],[61,a],
> [62,a],[49,a],[57,a],[65,a],[59,a],[67,a],[54,a],[55,a],[63,a],
> [71,a],[58,a],[72,a],[60,a],[68,a],[69,a],[75,a],[64,a],[66,a],
> [73,a],[78,a],[70,a],[76,a],[77,a],[74,a],[79,a],[80,a],[81,a],
> [82,a],[83,a],[84,a]];
> xi:=[[29,a],[30,a],[31,a],[35,a],[33,a],[39,a],[32,a],[36,a],
> [43,a],[44,a],[34,a],[40,a],[47,a],[49,a],[37,a],[38,a],[52,a],
> [54,a],[41,a],[55,a],[42,a],[50,a],[58,a],[45,a],[60,a],[46,a],
> [48,a],[56,a],[64,a],[51,a],[66,a],[53,a],[61,a],[62,a],[70,a],
> [57,a],[65,a],[59,a],[67,a],[68,a],[74,a],[63,a],[71,a],[72,a],
> [73,a],[69,a],[75,a],[76,a],[77,a],[78,a],[79,a],[80,a],[81,a],
> [82,a],[83,a],[84,a]];
The next code checks whether {Ui, Uj} is a non-commuting pair of root subgroups
or not, and if so, gives [true, i+ j].
> IsInList:=proc(a,b,F)
> local i, x, K;
> for i from 1 to nops(F) do
> x:=[op(1,op(i,F)),op(2,op(i,F))];
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> if [a,b]=x then
> K:=[true,op(3,op(i,F))];
> end if;
> end do;
> K;
> end proc;
The next procedure reorders ∏λ∈{29,··· ,84} nζ ·λ(a) for ζ ∈ {α, β, γ, δ, , η, ξ} and
produces extra terms if they occur.
> Reorder:=proc(W)
> local i,j,z,s,t,M,L;
> L:=W:
> for i from 1 to 200 do
> for j from 1 to nops(L)-1 do
> if op(1, op(j,L)) > op(1, op(j+1,L)) then
> z:=IsInList(op(1,op(j+1,L)),op(1,op(j,L)),[S]);
> if z[1] = true then
> s:=op(2,op(j,L));
> t:=op(2,op(j+1,L));
> M:=op(1..j-1,L),op(j+1,L),op(j,L),[z[2],s*t],op(j+2..nops(L),L);
> L:=[M];
> else M:=op(1..j-1,L),op(j+1,L),op(j,L),op(j+2..nops(L),L);
> L:=[M];
> end if;
> end if;
> end do;
> end do;
> print(L);
> end proc;
Using this procedure, we get
> Reorder(alpha);
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[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [86, a2], [87, a2], [90, a2],
[91, a2], [91, a2], [92, a2], [96, a2], [98, a2], [98, a2], [99, a2], [104, a2], [104, a2],
[105, a2], [105, a2], [106, a2], [106, a2], [110, a2], [110, a2], [112, a2], [112, a2],
[113, a3], [113, a3], [113, a3], [113, a3], [114, a3], [114, a3], [114, a3], [114, a3],
[114, a3], [114, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3],
[116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [117, a3], [117, a3],
[117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [118, a3], [118, a3],
[118, a3], [118, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[119, a3], [119, a3], [119, a3], [119, a3], [120, a3], [120, a3], [120, a3], [120, a3],
[120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3]]
> Reorder(beta);
[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [88, a2], [88, a2], [92, a2],
[93, a2], [93, a2], [94, a2], [99, a2], [100, a2], [100, a2], [102, a2], [107, a2], [107, a2],
[109, a2], [109, a2], [111, a2], [111, a2], [113, a3], [113, a3], [114, a3], [114, a3],
[114, a3], [114, a3], [115, a3], [115, a3], [115, a3], [115, a3], [116, a3], [116, a3],
[116, a3], [116, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3],
[119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[120, a3], [120, a3], [120, a3], [120, a3]]
> Reorder(Gamma);
85
[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [85, a2], [85, a2], [87, a2],
[89, a2], [96, a2], [96, a2], [98, a2], [101, a2], [102, a2], [104, a2], [104, a2], [105, a2],
[106, a2], [108, a2], [110, a2], [110, a2], [112, a2], [112, a2], [113, a3], [113, a3],
[113, a3], [113, a3], [114, a3], [114, a3], [114, a3], [114, a3], [115, a3], [115, a3],
[115, a3], [115, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3],
[117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [118, a3], [118, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[119, a3], [119, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3],
[120, a3], [120, a3]]
> Reorder(Delta);
[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [88, a2], [90, a2], [91, a2],
[93, a2], [93, a2], [94, a2], [95, a2], [95, a2], [98, a2], [98, a2], [99, a2], [99, a2],
[100, a2], [100, a2], [101, a2], [103, a2], [103, a2], [104, a2], [105, a2], [106, a2],
[106, a2], [107, a2], [108, a2], [110, a2], [113, a3], [113, a3], [114, a3], [114, a3],
[114, a3], [114, a3], [115, a3], [115, a3], [115, a3], [115, a3], [116, a3], [116, a3],
[116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [117, a3],
[117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3],
[120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3]]
> Reorder(epsilon);
86
[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [85, a2], [85, a2], [86, a2],
[86, a2], [88, a2], [88, a2], [89, a2], [89, a2], [90, a2], [91, a2], [91, a2], [93, a2],
[94, a2], [98, a2], [110, a2], [111, a2], [112, a2], [112, a2], [113, a3], [113, a3],
[113, a3], [113, a3], [113, a3], [113, a3], [113, a3], [113, a3], [113, a3], [113, a3],
[114, a3], [114, a3], [114, a3], [114, a3], [114, a3], [114, a3], [114, a3], [114, a3],
[114, a3], [114, a3], [114, a3], [114, a3], [115, a3], [115, a3], [115, a3], [115, a3],
[115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3],
[116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3],
[116, a3], [116, a3], [116, a3], [116, a3], [117, a3], [117, a3], [117, a3], [117, a3],
[117, a3], [117, a3], [117, a3], [117, a3], [118, a3], [118, a3], [118, a3], [118, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [120, a3], [120, a3],
[120, a3], [120, a3], [120, a3], [120, a3]]
> Reorder(eta);
[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [87, a2], [87, a2], [93, a2],
[96, a2], [98, a2], [100, a2], [100, a2], [101, a2], [102, a2], [103, a2], [103, a2],
[104, a2], [105, a2], [106, a2], [106, a2], [107, a2], [110, a2], [110, a2], [111, a2],
[112, a2], [113, a3], [113, a3], [114, a3], [114, a3], [115, a3], [115, a3], [116, a3],
[116, a3], [116, a3], [116, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3],
[117, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [119, a3],
[119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [120, a3],
[120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3],
[120, a3]]
87
> Reorder(xi);
[[29, a], [30, a], [31, a], [32, a], [33, a], [34, a], [35, a], [36, a], [37, a], [38, a], [39, a], [40, a],
[41, a], [42, a], [43, a], [44, a], [45, a], [46, a], [47, a], [48, a], [49, a], [50, a], [51, a], [52, a],
[53, a], [54, a], [55, a], [56, a], [57, a], [58, a], [59, a], [60, a], [61, a], [62, a], [63, a], [64, a],
[65, a], [66, a], [67, a], [68, a], [69, a], [70, a], [71, a], [72, a], [73, a], [74, a], [75, a], [76, a],
[77, a], [78, a], [79, a], [80, a], [81, a], [82, a], [83, a], [84, a], [85, a2], [85, a2], [86, a2],
[86, a2], [88, a2], [88, a2], [89, a2], [89, a2], [91, a2], [91, a2], [92, a2], [92, a2],
[93, a2], [93, a2], [95, a2], [95, a2], [96, a2], [98, a2], [98, a2], [100, a2], [102, a2],
[104, a2], [104, a2], [105, a2], [106, a2], [107, a2], [108, a2], [110, a2], [113, a3],
[113, a3], [113, a3], [113, a3], [113, a3], [113, a3], [113, a3], [113, a3], [113, a3],
[113, a3], [113, a3], [114, a3], [114, a3], [114, a3], [114, a3], [114, a3], [114, a3],
[114, a3], [114, a3], [114, a3], [114, a3], [114, a3], [115, a3], [115, a3], [115, a3],
[115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3], [115, a3],
[115, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3],
[116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3], [116, a3],
[116, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3],
[117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [117, a3], [118, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [118, a3],
[118, a3], [118, a3], [118, a3], [118, a3], [118, a3], [119, a3], [119, a3], [119, a3],
[119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3], [119, a3],
[119, a3], [119, a3], [119, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3],
[120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3], [120, a3],
[120, a3]]
88
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