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Abstract
In this paper, we propose a novel panel data factor stochastic volatility model em-
bracing both observable factors and unobservable factors that can influence financial
returns. The model is an extension of the multivariate stochastic volatility model
composed of the three parts of the mean equation, the volatility equation and the
factor volatility evolution. The stochastic volatility equation uses a one-step forward
prediction process that simplifies parameter estimation in high-dimensional parame-
ter spaces. In particular, Forward Filtering Backward Sampling (FFBS) based on the
Kalman Filter Recursive Algorithm (KFRA) is utilized for parameter estimation of the
stochastic volatility equation, under the Bayesian Markov Chain Monte Carlo Simula-
tion (MCMC) framework. The results from numeric simulations demonstrate that the
algorithm possesses robustness and consistency for parameter estimation and latent
factor sampling. Using the new model and its estimation method, this paper makes
a comparative analysis on the influence of observable and unobservable factors on In-
ternet financial and traditional financial companies listed in the Chinese stock market.
The results show that the influence of the observable factors is similar for the two types
of listed companies, while that of the unobservable factors is noticeably different.
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1 Introduction
In the financial markets, the return and volatility of financial assets are both sequen-
tially correlated, with the volatility typically having time-varying characteristics. Both the
stochastic volatility (SV) model and generalized autoregressive conditional heteroskedastic-
ity (GARCH) model have been widely used to capture the dependence and the volatility
clustering in financial time series. The stochastic volatility (SV) model assumes that the
stochastic volatility of the return is influenced by unobservable factors, accompany with the
impact from the volatility of the previous period. The stochastic volatility model is shown
to perform well in modeling the realized volatility of high frequency data. From the in-depth
study of the realized volatility, high frequency transaction data constantly reflect the con-
tinuous time characteristics, giving rise to the majority of the modern stochastic volatility
research carried out around continuous data. In particular, the geometric Brownian mo-
tion process, the non-Gaussian O-U process, the time-varying Levy process, the Markovian
switching process and other stochastic processes with jump based on continuous time have
been extensively applied for stochastic volatility models.
Shephard (2005) marked the beginning of a new generation of stochastic volatility models.
Whereas the early stochastic volatility models were simple stochastic differential equations
based on the geometric Brownian motion, the new generation of research mainly focused on
update methods for model estimation and testing. Since the late 1990s, there have been great
advances in stochastic volatility models for the purposes of realized volatility prediction and
high frequency modeling. In addition to traditional estimation and testing, recent research
on stochastic volatility models focused more on the characterization of local characteristics,
such as long memory, jump, diffusion and microstructure noise, in the modeling of high
frequency transaction data. These stochastic volatility models can process both continuous
and discrete data.
Although there is some controversy about who firstly proposed the stochastic volatility
model (see Shephard (2005) for details), it is an indisputable fact that the stochastic volatility
model have been applied to discrete time series analysis. Due to the incomparability of high
frequency and relatively low frequency data in terms of means of acquisition and analysis
significance, the study of univariate stochastic volatility model originated from the applica-
tion of time-varying Brownian motion in financial econometrics. Taylor (1982) is regarded
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as one of the early pioneers of stochastic volatility model for his contributions in introducing
the features of volatility clustering and time-varying volatility simultaneously. Harvey et
al. (1994) first proposed the multivariate stochastic volatility model. While Diebold and
Nerlove’s (1989) adopted multiple factors in their multivariate factor model, the multivari-
ate stochastic volatility model lays more emphasis on the study of multiple financial assets.
In addition to the asymmetry caused by the difference in reaction to risk, the multivari-
ate random volatility model also considers the joint influence of multiple assets. Therefore,
the multivariate factor model plays an important role in multivariate stochastic volatility
modeling.
Han (2005) and Chib et al. (2006) pushed the research of high-dimensional multivariate
stochastic volatility modeling further. In their studies, the high-dimensional feature contains
two aspects. On the one hand, the high dimension refers to the large number of assets,
including dozens or even hundreds of financial assets. On the other hand, there are a large
number of parameters that need to be estimated due to the complexity of the multivariate
stochastic volatility model structure. In the Han’s study, a total of 222 parameters need to
be estimated in the stochastic volatility model when there are 36 return series and 3 factors.
In the Chib’s model, if the number of assets is 50 and the number of factors is 8, then
the parameters to be estimated will reach 688. The estimation of such a large number of
parameters requires a special computation method. The high-dimensional factor stochastic
volatility models all adopted the block estimation method. The block estimation method
reduces the complexity of calculation by dividing the parameters into several groups for block
updating in the Gibbs sampler or the Metropolis-Hastings algorithm.
For the stochastic volatility model, the covariance structure of the model’s error compo-
nents must be specified. For the error components, routine rules regarding positive defini-
tiveness and correlation must be followed regarding the covariance matrix. Tsay (2010)
considered Cholesky decomposition to re-parametrize the covariance matrix owing to its
many advantages. Firstly, Cholesky decomposition ensures the positive definitiveness of a
covariance matrix easily. Secondly, each element of the decomposition matrix has favorable
explanatory ability. Finally, such decomposition can reflect the time-varying characteris-
tics of volatility. Since Cholesky decomposition can run into high-dimensional problems,
Lopes, McCulloch and Tsay (2012) put forward a more practical approach to estimate the
Cholesky’s stochastic volatility model. Their method adopts the matrix transformation of
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the multivariate random error terms, and uses Cholesky decomposition to simplify the esti-
mation of the large number of parameters for the conditional covariance matrix. Although
these methods simplify the structure of random error components, corresponding estima-
tion methods are required for processing the high-dimensional parameters. For this purpose,
Kastner et al. (2017) proposed an efficient Bayesian method to estimate the factor stochas-
tic volatility model, which they demonstrated the superior performance on the analysis of
26-dimensional exchange rate data.
In contrast to the univariate stochastic volatility model that studies the influencing factors
for the rate of return on a single asset, the multivariate stochastic volatility model also
captures the influences on a large number of financial assets. For both the univariate and
multivariate stochastic volatility models, these influencing factors are considered to be either
observable or unobservable. The influences from these factors are considered as self-driven.
In fact, in addition to the influencing factors on the characteristics of volatility, the impact
on the asset price changes can also be analyzed for external influencing factors. For example,
some models solely consider the influence of observable factors on the change of asset return,
which include the Fama and French’s three-factor model (1992) and the BARRA factor
model (proposed by BARRA company).
In order to study the influence of observable factors and unobservable factors on the
stochastic volatility of financial assets furtherly, this paper proposes the panel data stochastic
volatility model by introducing observable factors into the multivariate stochastic volatility
model. Such observable factors can include not only market factors such as industrial (stock)
average return, trading volume and transaction amount, but also out of counter trade factors
such as macroeconomic variables and industrial development level. Compared with the
regular multivariate stochastic volatility model, the panel data stochastic volatility model
considers a large number of observable factors in the market and out of the market, providing
a more realistic practical application. Despite the theoretical basis and practical application
significance inherited from the stochastic volatility model, add-on observable influencing
factors can lead to more difficult in the model estimation and interpretation in the panel
data stochastic volatility model.
This paper proposes a novel panel data factor stochastic volatility model and estimation
methods for the high-dimensional parameters. The main contents are arranged as follows.
The second section discusses the specification of the panel data factor stochastic volatility
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model, including the mean equation, volatility equation and factor equation, along with the
embodiment of the stochastic effect. The third section studies model estimation methods,
including the realization of joint estimation based on MCMC and FFBS algorithm. The
fourth section presents simulation studies to test the validity of the proposed estimation
method. The fifth section performs an application study for comparing internet financial
and traditional financial companies listed in China’s stock market, based on the differences
in the observable and unobservable factors that influence the two types of companies. Finally,
concluding remarks and future research are given in the last section.
2 Specifications of Panel Data Factor Stochastic
Volatility Model
The specification of stochastic volatility term in panel data stochastic volatility model
(PDSVM) is similar to the multivariate stochastic volatility model. The factors related to
the change of the rate of return are treated as explanatory variables in the model, which
will influence the structure of the stochastic volatility terms. Since the multivariate factor
model is difficult to explain theoretically and cannot adapt to model transformation, we only
consider the additive factor structure for the panel data factor stochastic volatility model.
Furthermore, the additive factors and other covariates are assumed to be independent each
other. For the individual and period effects, we propose to use either the panel data random
effect model where such effects are treated as random effects, or the panel data fixed effect
model where they are treated as fixed effects. In both cases, the individual effect and the
time effect can be included simultaneously in the model.
2.1 Panel Data Stochastic Volatility Model
In financial asset allocation and portfolio management, the excess logarithmic return rate
of an investment portfolio with N financial assets can be denoted by rt = (r1t, r2t, · · · , rNt)′
, where rit (i = 1, 2, · · · , N, t = 1, · · · , T ) represents the excess logarithmic return rate of
asset i in time t. The varying coefficient panel data random effect model can be used to
capture the influence of observable and unobservable factors on the return rate of financial
assets. The mean equation of panel data stochastic volatility model can be set as follows:
rit = β
′
ixit + ξi + ηt + uit, (2.1)
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where the vector xit contains the observable factors that affect the rate of return on financial
assets, with its dimension k being the number of influence factors that can be either internal
or external factors affecting the financial market. The vectors ξi and ηt contain respectively
the individual effects and the time effects that are both assumed to be random. The influence
of the factors on the volatility of rit is reflected in the specification of error component
terms. Here, we focus on the individual effects. Assuming that the mean of the error
component uit at time t is 0, µε = E(ut) = 0, the conditional covariance matrix satisfies
Cov(ut) = Σt = diag(σ
2
1t, · · · , σ2Nt) with σ2it = exp(hit).
Furthermore, we assume that the volatility equation of the panel data stochastic volatility
model is
hit = αi0 + αi1hit−1 + vit, (2.2)
where αi0 is a scalar, uit and vit have independent normal distributions with mean 0
and variance σ2iξ and σ
2
iη respectively. The exponential transformation of hit guarantees the
positive definiteness of the variance covariance matrix Σt. In order to satisfy the stationarity
of the time series, it is assumed that the regression parameter satisfies |αi1| < 1, otherwise,
alternatively higher-order lag terms of the corresponding variable can be introduced. Models
(2.1) and (2.2) constitute the basic form of a panel data stochastic volatility model. The
random error term is simplified via specification of the random individual effect and random
time effect in the panel data model.
2.2 Panel Data Factor Stochastic Volatility Model
The explanatory variables in panel data stochastic volatility model (2.1) only reflect
observable factors, which may be internal or external market factors. In the aforementioned
model, these influencing factors constitute the explanatory variables of the panel data model.
The unobservable factors of the panel data model comprise of three parts: the random effect
(fixed effect), random error component (stochastic volatility term), and statistical factor
component. Here, panel data factor stochastic volatility model (PDFSVM) utilities the
statistical factor stochastic volatility model to capture the influence of common shock on
multiple assets. This common shock is represented by common factors. After introducing
the common factors, the panel data factor stochastic volatility model can be written as
rit = β
′
ixit + λ
′
ift + uit, (2.3)
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where the random error component possesses the structure in (2.2). In the factor decom-
position term λ
′
ift, λi = (λi1, · · · , λip)′ contains the factor loadings, and ft = (f1t, · · · , fpt)′
represents the common factors, with the number of common factors is p (p < N).
The conditional covariance structure of stochastic volatility term uit is the same as the
panel data stochastic volatility model (2.1). In order to reflect the lag effect of common
factors, i.e., the impact of continuous decay caused by the common shocks, we specify a
structure similar to the multi-factor stochastic volatility model proposed by Jacquier et al.
(1995) and Lopes and Carvalho (2007).
In particular, we assume that the common factors of panel data stochastic volatility
model have the same evolution of stochastic volatility:
fjt = exp(qjt/2)εjt
qjt = ϕj0 + ϕj1qjt−1 + wjt
j = 1, · · · , p; t = 1, · · · , T,
(2.4)
where εjt ∼ N(0, 1), wjt ∼ N(0, σ2w), and the error terms are independent each other.
Based on the process (2.4), for given qjt and any j = 1, · · · , p, we have E(fjt) = 0
and V ar(fjt) = exp(qjt). The common factors in ft satisfy (ft|Qt) ∼ N(0,Qt), where
Qt is the variance-covariance matrix of the common factors ft. Hence, we have Qt =
diag(exp(q1t), · · · , exp(qpt)) for the conditional variance, where qjt is given by the AR (1)
process in equation (2.4). In order to ensure the stationarity of the sequence generated by
the state process (2.4), it is assumed |ϕj1| < 1 here.
Equations (2.3), (2.2) and (2.4) compose the panel data factor stochastic volatility model.
Due to some restrictions applied to the factor loadings and common factors in factor decom-
position, the estimation of panel data factor stochastic volatility model is more complex
than the regular panel data stochastic volatility model. The estimation of the effects of the
predictive variables and latent variables in model (2.2) - (2.4) need to be carried out simulta-
neously, a situation difficult for obtaining a closed-form solution for the maximum likelihood
estimation. For numerical optimization based on iterative algorithms, the large number
of parameters gives rise to difficulty in the algorithm convergence in the high-dimensional
parameter space.
In the panel data factor stochastic volatility model, the curse of dimensionality mainly
comes from the large number of parameters to be estimated for the conditional covariance
matrix and factor decomposition. Although the application of the factor model can help
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to reduce the dimensionality when the number of assets N is very large, the total number
of parameters generated from the estimation process can be far greater than the number
of assets. For the panel data factor stochastic volatility model (2.3), βi is a k dimensional
vector, up to a total of k × N regression coefficients. λi and ft are p dimensional column
vectors. Since the number of periods and individuals are T and N respectively, under the
condition of applying identification constraints, λi and ft have p(p − 1)/2 and p(p + 1)/2
constraints respectively. With ft being latent factors, and there are still Np− (p2 + p)/2 free
parameters to be estimated. The number of coefficients in model (2.4) αi0 and αi1 is equal to
the total number of financial assets N . Both ϕj0 and ϕj1 in model (2.4) contain coefficients
for the regression of AR (1), each of them having p parameters to be estimated.
For applying identification constraints, there are kN + Np − (p2 + p)/2 + 2(N + p)
parameters to be estimated in the panel data factor stochastic volatility model (2.2) - (2.4),
Np − (p2 + p)/2 of which are determined by factor decomposition. Thus, for a financial
portfolio with N = 40 assets, k = 3 explanatory variables, and p = 6 factors, there are 431
model parameters to be estimated without consideration the factor loading coefficients and
the parameters related to random error terms. For the panel data factor stochastic volatility
model, the high-dimensional problem can be caused by a large value of either k, N , T , or p.
Hence, we will consider how to reasonably reduce the dimension for model computation and
parameter estimation in high-dimensional scenarios.
From the above specification, we may argue that the panel data stochastic volatility
model is similar to the panel data factor stochastic volatility model, despite their difference
in the factor model structure. In the subsequent sections, we will focus on the panel data
factor stochastic volatility model, although many of the results are also applicable to the
regular panel data stochastic volatility model. From a comparative standpoint, the model
specification and estimation is more complicated for the panel data factor stochastic volatility
model in high-dimensional scenarios, and which will require innovative iterative algorithms
and computing techniques.
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3 Estimation and Computation of Panel Data Fac-
tor Stochastic Volatility Model
Model (2.3) is an extension of the panel data dynamic mixed double factor model
(DMDFM) proposed by Fang, Zhang and Chen (2018). For the mean equation of the model
(2.3), Bai (2009) developed the Least Squares (LS) method and the Least Squares Dummy
Variable (LSDV) estimator of panel data fixed effect model based on Pesaran (2006) and
Coakley, et al. (2002), he proved the consistency, asymptotic normality and other limiting
properties of estimators. Similar alternative estimation methods include the Generalized
Moment Method (GMM) of Ahn, Lee and Schmidt (2001) and the Quasi-Difference method
(QD) of Holtz-Eakin, Newey and Rosen (1988). For the time series dynamic factor model
that contains a large number of predictors, Stock and Watson (2002) proposed Nonlinear
Least Square method to estimate the model parameters.
The parameter estimation of the panel data factor stochastic volatility model becomes
relatively complex after adding the stochastic equation (2.2) and (2.4). In particular, the
likelihood function associated with the model is intractable. Since models (2.2), (2.3) and
(2.4) are nested with each other, it is natural to perform estimation based on the profile
likelihood given the estimates of the nested parameters. This paper uses MCMC method
based on Gibbs sampling and Metropolis-Hastings Algorithm that allows block updating in
posterior sampling.
3.1 Preliminary Tact
The observable information of the panel data factor stochastic volatility model can be
divided into two parts. The first part comes from the predictors (independent variables) xit,
and the other part comes from the response (dependent) variable rit. Denoting the infor-
mation set It−1 composed of observable historical records, the parameters of the model are
ω = (βi, λi, ft, αi0, αi1, ϕj0, ϕj1), and the conditional density function of the latent variables
is p(ψ|ω,It−1). The conditional probability function of the observed variables (i.e., the
conditional likelihood function with respect to the parameters) can be written as:
p(rt|ω) =
∏T
t=1
∫∫
p(rt|ht,qt,βi,λi, ft,xt)p(ψ|ω,It−1)dhtdqt
=
∏T
t=1
∫∫
N(rt|β′ixit + λ
′
ift,Ωt)p(ψ|ω,It−1)dhtdqt,
(3.1)
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where, N(·|·) denotes the multivariate normal distribution, β′ixit + λ′ift is the conditional
mean of rt, and Ωt is its marginal condition covariance matrix that can be written as:
Ωt = ΛQtΛ
′
+ Σt. (3.2)
Although the density function of the multivariate normal distribution has an explicit form,
the above integral in (3.1) does not have an analytical solution. For the proposed model,
the conditional density function of latent variables ψ can’t be written analytically. Thus,
the likelihood function given in equation (3.1) in tractable, making it difficult to estimate
the panel data factors stochastic volatility model via maximum likelihood estimation.
Here, we will use the Markov Chain Monte Carlo Simulation (MCMC) method to imple-
ment the panel data factor stochastic volatility model (2.1) - (2.4). This method constructs
aperiodic and irreducible Markov chains to obtain the invariant-distribution of posterior
distribution of the target parameters. For the proposed model, the latent variables and pa-
rameters can be sampled simultaneously based on Markov chains. In particular, the joint
posterior distribution can be denoted as follows:
pi(βi,λi, ft, αi0, αi1, ϕj0, ϕj1, hit, qjt|rt,xt). (3.3)
The invariant-distribution of all latent variables and parameters will contain a huge number
of distributional components that can be decomposed for computational purposes. For the
Bayesian implementation, we will resort to hierarchical Bayesian methods for which the
effectiveness and consistency of estimation depends on the prior specification and other
posterior settings. Because of the dynamic features of the parameters and the similarity in
the structure of the AR (1) process in (2.2) and (2.4), the dynamic correlation of the latent
variables will be estimated via the processing method of the Dynamic Linear Model (DLM).
With adaption to the high-dimensional characteristics of the multivariate stochastic
volatility model, Chib (2001) summarized the Bayesian inference method based on MCMC
techniques. Chib, Nardari and Shephard (2006) discussed the estimation and comparison of
high-dimensional latent factor stochastic volatility models with jumps and alternative spec-
ifications. Han (2005) studied the portfolio construction and risk control of a large number
of financial assets by using the dynamic factor multivariate stochastic volatility model, and
achieved favorable prediction performance. For the high-dimensional multivariate stochastic
volatility model and the panel data stochastic volatility model, estimation of a large num-
ber of parameters in the presence of latent variables is a challenging problem in Bayesian
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inference. Lopes, McCulloch and Tsay (2012) used parallel computing techniques. In or-
der to obtain computational efficiency, they performed parallel estimation of multiple assets
via recursive conditional regression, after partition the assets into several smaller portfolios.
The parallel computing technique is appropriate for the multivariate factor decomposition
model. For the panel data stochastic volatility model, however, the explanatory variables
exhibit both temporal and spatial correlation, resulting in cross-sectional dependence among
individuals that needs to be captured using alternative algorithms.
In the Bayesian estimation of the panel data stochastic volatility model, Chib et al. (2006)
proposed the blocking method to improve the computing speed. The method divides the
parameters and latent variables into separate blocks (groups) so that they can be updated
sequentially within each iteration of the MCMC algorithm. The blocking algorithm design
requires consideration of factors such as the blocking strategy, the form of the likelihood
function, the prior distribution specification, and the form of the joint posterior distribution
of the parameters.
For designing a blocking MCMC algorithm, it is natural to divide the parameters and
latent variables in (3.1) into three parts according to the three equations of the panel
data factor stochastic volatility model. The three parts are the parameters and variables
(βi,λi, ft, hit, qjt) in model (2.3); (αi0, αi1), the mean and variance of the random terms in
model (2.2); (ϕj0, ϕj1) in model (2.4) and the estimation of mean and variance of its random
term. When subdivided further, (βi), (λi), (ft, qjt) and (hit) can be sampled in blocks. For
posterior sampling, the conditional posterior distribution of each parameter or latent vari-
able must be considered. When using the hierarchical Bayesian method, both the specific
form and parameters of the distribution needs to be studied. In the subsequent paragraphs,
we will focus on the algorithm implementation, after specifying the posterior parameters. In
order to reduce computational time, each iteration of the MCMC algorithm will be divided
into three blocks corresponding to the estimation of regression coefficients, factor decompo-
sition and the dynamic linear model. The relationship between these three parts is shown
in the simplified directed graphical structure given in Figure 1.
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Figure 1: Directed graphical structure for the panel data factor stochastic volatility model.
3.2 Prior and Posterior Specification for Latent Variables and
Model Parameters
The key step in Bayesian block sampling techniques is the specification of the ”blocks”,
and the conditional posterior distribution of each block whilst the others are given. For
the panel data factor stochastic volatility model, the parameters and latent variables can be
divided into four parts: the regression coefficients βi, factor loadings λi, the common factors
ft, and the latent variables hit and qjt for the evolution of stochastic volatility. The four
parts are dependent a posteriori. The conditional posterior distribution is specified for each
block, given the samples from the other blocks. The detailed process of prior and posterior
specification can be seen in Fang & Zhang (2014).
3.2.1 Prior and posterior specification for βi
The joint prior distribution of βi (i = 1, 2, · · · , N) can be specified as a multivariate
normal distribution given as
βi ∼ N(µβ,Vβ), (3.4)
with the hyper-parameters of its mean and inverse covariance matrix having prior distribu-
tions given by:
µβ ∼ N(µβ,Σβ)
V−1β ∼ W (νβ,V−1β ).
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Correspondingly, the joint posterior distribution of βi have the multivariate normal form:
βi|rt,M,µβ,Vβ ∼ N(β¯i, V¯i), (3.5)
where V¯i = (MX
′
iXi + V
−1
β )
−1, β¯i = V¯i(MX
′
iyi + V
−1
β µβ), and M is the model error
accuracy that can directly affect the posteriors.
3.2.2 Prior and posterior specification for λi
To ensure the identification of parameters, assume that the factor loading parameters λi
form a lower triangular matrix, i. e. λij = 0 ( i < j; i = 1, · · · , N ; j = 1, · · · , p ). The prior
distribution of λij can be set as follows:
λij ∼ N(0, C), i > j
λij ∼ N(0, C)I(λii > 0), i = 1, · · · , p,
where I(·) is the indicator function, C is variance of the prior distribution.
When i ≤ p, the posterior distribution of λi is
λi ∼ N(µ¯λ, C¯λ)I(λii > 0). (3.6)
When i > p, the posterior distribution of λi is
λi ∼ N(µ¯λ, C¯λ). (3.7)
It should be noted that the factor loading parameters λi need to be specified jointly with
the ft as follows. The algorithm is given in the appendix.
3.2.3 Prior and posterior specification for ft
The common factors ft and factor loadings λi need to be sampled simultaneously based
on their joint posterior distributions. Compared with the factor loadings, the specification
of the common factors is relatively simple. The joint posterior distribution of ft in the panel
data factor stochastic volatility model is related to the fixed effect parameters and the terms
in the volatility equation. Its conditional posterior distribution (ft|βi,λi, rt,xt, hit, qjt) still
has a multivariate normal distribution. Given the factor loadings, ft is assumed to follow the
p - dimensional normal distribution:
ft ∼ N(µf ,Vf ). (3.8)
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In particularly, given the factor loadings λi, the posterior distribution of ft is given by
ft ∼ N(G−1λ′iΣ−1∗ rt,G−1), (3.9)
where
G−1 = Ip + λ
′
iΣ
−1
∗ λi,
and Σ∗ is determined by the identification conditional constraints by choosing an appropriate
Σ∗ to make λ
′
iΣ
−1
∗ λi = Ip.
3.2.4 Prior and posterior specification for (αi0, αi1) and (ϕj0, ϕj1)
The conditional distribution of the logarithmic error volatility vector ht can be specified
as an N -dimensional normal distribution. In particular, we set
ht|ht−1,α0,α1,Σν ∼ N(µh,Vh), (3.10)
where Σν is the variance-covariance matrix of the volatility equation. Since we assume that
Σν and Vh are both diagonal matrices, that is, there is no correlation between error terms
and volatility terms. The volatility equation can be simplified as N independent univariate
autoregressive processes conditions (Pitt and Shephard (1999), Migon, Gamerman, Lopes
and Ferreira (2005)). It could be decomposed into N independent dynamic linear models.
If these dynamic linear models are regarded as the evolution process, the prior, prediction
and posterior conditional distribution of the volatility term ht at time t can be expressed
respectively as:
p(ht|It−1) =
∫
p(ht|ht−1)p(ht−1|It−1)dht−1
p(rt|It−1) =
∫
p(rt|ht)p(ht|It−1)dht
p(ht|It) ∝ p(ht|It−1)p(rt|It−1),
where the information setIt−1 is composed of the data set {rt,xt} and the derived parameter
set {βi,λi, ft, αi0, αi1, ϕj0, ϕj1, hit, qjt}, which can be denoted as:
It = {βi,λi, ft, αi0, αi1, ϕj0, ϕj1, hit, qjt, rt,xt}.
Since the volatility equation can be decomposed into N independent components, the
prior distribution of the logarithmic volatility hit can be specified as follow:
hit ∼ N(µh, V h). (3.11)
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The blocking movement method proposed by Chib et al. (2006) is adopted to the panel
data factor stochastic volatility model. Denote hT = (h1, · · · ,hT )′. Both the coefficient
block and the logarithmic fluctuation block are required to specify the posterior conditional
distribution in the blocking movement sampling method.
Given prior distribution (3.11), for coefficient αi and volatility variance σ
2
iη, the corre-
sponding posterior distribution is also normal - inverse Gamma distribution. In a hierarchical
form, it can be expressed as follows:
(αi|σ2iη, rt,xt,hT ) ∼ N(α¯i, σ2iηV¯h) (3.12)
(σ2iη|rt,xt,hT ) ∼ IG(ν¯h/2, ν¯hs¯2h/2). (3.13)
The relationship between the prior distribution and the conjugate posterior distribution
of ht in equation (3.10) can be obtained via the Bayesian law.
3.3 MCMC Algorithm for Joint Parameter Estimation
For convenience in algorithm design, we divide the parameters of the panel data factor
stochastic volatility model into several blocks for MCMC sampling. Based on the structure of
the model, it is divided into three blocks. The first block contains the regression coefficients
of the explanatory variables, which we refer to as the joint parameters. The second block
contains the factor decomposition terms, including the common factors and factor loadings.
The third block contains the random errors and the other terms from the corresponding
stochastic volatility equation. The major advantage of Bayesian inference is its ability to
incorporate prior information through MCMC. Equations (3.4) - (3.7) provide the founda-
tions for specifying the joint hierarchical posterior distribution of the regression coefficients
of explanatory variables. In order to sample the joint parameters βi via Gibbs sampling and
the Metropolis-Hastings (M-H) algorithm, some assumptions must be made about the error
accuracy involving factorization. In algorithm design for the factor decomposition and error
terms, the assumption on the error accuracy is closely related to the sampling of the joint
parameters βi.
Previously, it has been assumed that the variance-covariance matrix of the error terms
(including the factorization part) of the panel data stochastic volatility model is M−1IT .
This is due to the fact that the error terms of stochastic volatility model are subject to
both heteroscedasticity and sequential correlation. In order to facilitate the estimation of
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the joint parameters βi, combining Basu & Chib (2003) and Chib & Greenberg (1994) , we
assume that the variance-covariance matrix is σ2i ϑ
−1
i IN on the premise of heteroscedasticity
and temporal correlation. Here, σ2i has the following hierarchical form:
σ2i |δσ ∼ IG
(
νσ
2
,
δσ
2
)
δσ ∼ G
(
νσ0
2
,
δσ0
2
)
,
where σ2i and δσ have inverse Gamma and Gamma prior distributions, respectively. The
parameters of δσ, νσ and νϑ are scale constants. Furthermore, it is assumed that the prior
distribution of ϑi is
ϑi ∼ G
(νϑ
2
,
νϑ
2
)
.
The aforementioned covariance matrix specification captures the heteroscedasticity of the er-
ror terms very well. The sequential correlation is also determined by the parameters (αi0, αi1)
and (ϕj0, ϕj1) of the volatility equation, with the autocorrelation parameters denoted as φ.
Posterior sampling can be performed based on the following algorithm:
(1) Sampling the joint parameters from their conditional posterior given by
βi|rt, {σi}, {ϑi}, φ ∼ N(βi,Vi); (3.14)
(2) Sampling the scale parameter of the variance covariance matrix from
ϑi|rt, {σi},βi, φ ∼ G
(
νϑ +N
2
,
νϑ + ν
2
)
;
(3) Sampling the variance parameter from its conditional posterior distribution given by
σi|rt,βi, {ϑi}, φ ∼ IG
(
νϑ +N
2
,
δϑ + δ
2
)
;
(4) Sampling the autocorrelation parameter according to
φ|rt, {σi}, {ϑi},βi ∝ p(φ)
N∏
i=1
N(ri|β′ixi + λ
′
if , σ
2
i ϑ
−1
i IN);
(5) Gibbs sampling and M-H algorithm are used to iterate until convergence. Given the
posterior samples from the above algorithm, the posterior samples of ν and δ can be obtained
from
ν = σ−2i (ri − β
′
ixi − λ
′
if)
′
(ri − β′ixi − λ
′
if)
δ =
N∑
i=1
ϑi(ri − β′ixi − λ
′
if)
′
(ri − β′ixi − λ
′
if).
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The conditional posterior density function of pi(φ) can be approximated as the multivariate
t distribution.
pi(φ|rt, {σi}, {ϑi},βi) = t(φˆ,Vφ, νφ),
where φˆ, Vφ and νφ are the location (vector) parameters, scale (matrix) parameters and
degrees of freedom respectively. The degree of freedom νφ can be set to any constant greater
than 1. The other two parameters φˆ and Vφ will be sampled using the Forward Filtering
Backward Sampling (FFBS) algorithm in section 3.5 below.
In the MCMC algorithm of joint parameters βi, the parameters σi, φ and ϑi depend on
the factorization results and the settings of volatility equation. Here, σi is a parameter that
reflects heteroscedasticity, and φ and ϑi are autocorrelation parameters. Therefore, in the
M-H algorithm for these parameters, it is necessary to combine the volatility equation and
factor decomposition results within each iteration. This is the main difference between the
panel data factor stochastic volatility model and the individual random effect panel data
model in parameter estimation.
3.4 MCMC Algorithm for Factor Decomposition
The conditional posterior distributions of the factor loadings and common factors (factor
scores) are specified as normal distributions. Based on the Bayesian law, the Gibbs sampler is
used to sample the parameters with conjugate priors. The conditional posterior distribution
of the factor loadings λi is
pi(λi|rt,xt,βi, ft, hit, qjt) ∝ p(λi)
T∏
t=1
p(rt|λi,β, ft, hit, qjt)
∝ p(λi)
T∏
t=1
N(β
′
xt,Ωt),
where Ωt = ΛQtΛ
′
+ Σt is given by Equation (3.2), and Σt = diag(σ
2
1t, · · · , σ2Nt). The
decomposition of common factors can be carried out simultaneously with the sampling of
the joint parameters, with the remaining part of rt − βˆ′xt consisting of the factorization
terms and the stochastic volatility terms. When the identification constraints are applied,
the number of factor loadings λi is Np+ p(1− p)/2. This causes a rather high-dimensional
issue for parameter estimation, especially when the sample size is very large.
Chib, Nardari and Shephard (2006) proposed to use the t-distribution as the approxi-
mate distribution of p(λi) as alternative distributions of the factor loadings. This method is
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simpler than the normal distribution approach and is easier to deal with in high-dimensional
problems. The influence of the fixed effects on the parameter estimation needs to be consid-
ered in the estimation of factor loadings of the panel factor stochastic volatility. Here, we
assume that the factor loadings λi are subject to the multivariate t-distribution.
T (λi|s,Ξ, υ).
Denote ` = log
{∏T
t=1N(β
′
xt,Ωt)
}
. The location parameter s in the multivariate t-distribution
is generally obtained by empirical approximation on the mode of logarithms of multivariate
densities. The degree of freedom υ can be set to any constant. The scale parameter Ξ is
the inverse of the second derivative of `, i.e., −∂2`/∂2λi. Theoretically, approximation using
the multivariate t-distribution works well with the multivariate normal distribution. Such
approximation makes it easy to design relevant algorithms. The Newton-Raphson algorithm
is usually used in the calculation of s and Ξ. When dealing with higher dimensional prob-
lems, the operation time can be increased. The MCMC algorithm of factor loadings assumes
subject to the multivariate normal distribution form. Since the M-H algorithm does not
require symmetry in its jumping distribution in here, the multivariate t-distributions are
used as the jumping distribution.
The sampling process of the common factors ft is very similar to that for factor loadings.
Based on a multiplicative relation among them, the factor decomposition process of the factor
stochastic volatility model captures the unobservable factors of the response variables. The
process combines the sampling of the joint and the influence of the volatility equation on the
specification of the random error components. The idiosyncratic variance part σ2λ of factor
decomposition is the filtering of stochastic volatility terms.
When i ≤ p, the algorithm of free elements λij in the factor loading matrix and the
corresponding common factors (scores) is based on the following steps of sampling steps.
(1) Sampling λi according to the conditional posterior distribution
λi|rt,xt,βi, ft, σλ ∼ N(µλ,Cλ)I(λii > 0); (3.15)
(2) Sampling σλ from
σλ|λi, rt,xt,βi, ft ∼ IG
(
νλ + T
2
,
νλs
2 + δλ
2
)
;
(3) The M-H algorithm is used to sample the free elements of λ∗i , based either on the
multivariate normal distribution or the approximate multivariate t-distribution given samples
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of the other parameters. The current value λt−1i is chose by the following rules:
pi(λt−1i ,λ
∗
i |rt,xt,βi, ft, σλ) = min
1,
p(λ∗i )
T∏
t=1
N(β
′
xt,Λ
∗QtΛ∗
′
+ Σ∗t )T (λ
t−1
i |s,Ξ, υ)
p(λt−1i )
T∏
t=1
N(β ′xt,ΛQtΛ
′ + Σ∗t )T (λ∗i |s,Ξ, υ)
 ,
with the new free elements λ∗i generated based on above probability. If the value is rejected,
the current value λt−1i is accepted as a node element of the Markov chain, iterating until the
stationary distribution of each λij is obtained.
(4) According to the multiplicative form of the factor decomposition, the common factors
are sampled from the following distribution:
ft ∼ N(G−1λ′iΣ−1∗ rt,G−1); (3.16)
(5) The algorithm iterates through the above steps until the Markov chain converges.
When i > p, sampling algorithms for factor loading λi and common factor ft can be set
similarly. Compared with i ≤ p, the sampling distribution dimension of factor loading and
common factor are different. For the high-dimensional factor model, the dimension of factor
decomposition is decided by the purpose of dimensionality reduction.
Here, we focus on the dimension reduction regarding the number of individuals. How to
reduce the dimension of individuals to an appropriate number of common factors and factor
loadings depends not only on the criteria for the selection, but also on the real application
of concern. Note that the selection of the number of common factors can also impact the
performance of the algorithm.
3.5 FFBS Estimation of Dynamic Stochastic Volatility Equation
The panel data factor stochastic volatility model includes two volatility equations, namely
the factor volatility equation and error volatility equation. Unlike the specification of major
multivariate stochastic volatility models, the random disturbance terms of these two volatility
equations are assumed to have no individual correlation. Hence, they are not expressed as the
product of two independent components. In a stochastic volatility model without considering
the leverage effect and jump, the volatility equation can be regarded as the state-space
equation. The logarithmic χ2 distribution can be converted into seven normal distributions
of independent components. The volatility equation can be expressed as a Gaussian state-
space model. The Kalman filtering algorithm of state-space model can be used for one-step
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forward prediction. Here, we mainly consider the Gibbs sampling algorithm proposed by
Carter and Kohn (1994) and the Forward Filtering Backward Sampling (FFBS) method
proposed by Fruhwirth-Schnatter (1994). The two volatility equations are both AR (1)
processes of volatility terms. For the joint sampling of the two blocks, we will reform models
(2.2)-(2.4) into an alternative form involving the following two steps. Firstly, after getting the
joint parameter sampling according to (3.14) in Section 3.3, βˆ
′
ixit, the observable fixed design
part at the right side of model (2.3) can be moved to the left side for performing logarithmic
transformations. Secondly, combining models (2.2) and (2.3) into one model. In order to
differentiate its different sources, the first N terms represent error disturbance terms, and
the last p terms represent factor volatility terms. Let h∗t−1 = (I,ht−1), ht = (h1t, · · · , hMt)′
be an vector with N + p dimension. We can write
zt = ct + biht + et (3.17)
ht = αh
∗
t−1 + νt, (3.18)
where equation (3.17) is a transformation of equation (2.3), equation (3.18) is combined
from equations (2.2) and (2.4), ct is the drift term, and E(et) = 0. According to the seven-
component decomposition from Chib et al. (2002), et ∼ N(0,Σe). Amongst the volatility
equation (3.18), the dynamic coefficients are α = (αi0, αi1)
′Ii≤N + (ϕi0, ϕi1)′IN<i≤N+p, νt ∼
N(0,Σν).
Models (3.17) and (3.18) convert the factor panel stochastic volatility model into the
special Gaussian dynamic linear model. In addition to the observable part zt, we sample
the volatility coefficients α through the particle filtering algorithm so as to extrapolate the
prediction of the latent variables ht. The FFBS block sampling algorithm needs to construct
Markov chains to extract discrete samples from a block which has been set beforehand.
Here, It = It−1 ∪ {zt} is the information set up to time t − 1 plus the observation values
of the explanatory variables and the response variable at time t. These values are generally
observable. It contains the full observable information set and the unobservable information
set at time t. Given the other parameters and sample data, h is denoted as an implied
volatility block, of which the joint full conditional posterior distribution is pi(h|Σe,Σν , IT ).
The conditional distribution is characterized by the volatility equation and the generation
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process of the latent variables:
pi(h|Σe,Σν , IT ) = p(hT |Σe,Σν , IT )
T∏
t=1
p(ht|ht+1,Σe,Σν ,It). (3.19)
The joint posterior distribution of the implied volatility blocks are determined by the con-
ditional distribution at time T . Therefore, the conditional distribution can be described
as:
p(h|Σe,Σν ,IT ) = p(h2, · · · ,hT |Σe,Σν ,IT )
= p(hT |Σe,Σν ,IT )p(hT−1|hT ,Σe,Σν , IT ) · · · p(h1|h2, · · · ,hT ,Σe,Σν ,IT )
= p(hT |Σe,Σν ,IT )p(hT−1|hT ,Σe,Σν , IT ) · · · p(h1|h2,Σe,Σν ,IT ).
(3.20)
The last step of equation (3.20) is obtained from the backward property of the Markov chain.
Here, ht is conditionally independent of ht+j(j ≥ 1).
According to Bayesian law, the conditional distribution of (ht|ht+1,Σe,Σν ,It) in formula
(3.20) can be acquired from the conditional transition probability function p(ht+1|ht,Σe,Σν ,It)
and the conditional probability function p(ht|Σe,Σν ,It). Denote E(ht|IT ) = mt and
V ar(ht|IT ) = Dt. We have
(ht|ht+1,Σe,Σν ,It) ∼ N(µ∗h,V∗h), (3.21)
where
µ∗h = (α
′
Σ−1ν α+ m
−1
t )
−1(α
′
Σ−1ν ht+1 + Dt)
V∗h = (α
′
Σ−1ν α+ m
−1
t )
−1.
The joint sampling of ht consists of two steps: backward sampling and forward Kalman
filtering. Note that (ht|IT ) is subject to the normal distributions. Using the Kalman filtering
algorithm, the estimation of the mean mt and variance Dt of (ht|IT ) can be obtained. Since
ht−1 and It are independent to each other, from Markov chain (ht−1|ht), we have
p(ht−1|ht,Σe,Σν , It) = p(ht−1|ht,Σe,Σν , It−1),
where p(ht−1|ht,Σe,Σν ,It) can be sampled from the information set It−1 via the mean
equation and the volatility equation. The implied volatility block h is sampled in MCMC.
The sampling algorithm of the implied volatility blocks of the panel data factor stochastic
volatility model can constructed via the multivariate FFBS as follows:
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(1) Using Kalman filtering to filter ht from the conditional probability density p(ht|Σe,Σν , It),
forming a series of parameters and the probability density function of ht ( t = 1, · · · , T − 1).
(2) The current value ht of the state vector is sampled from the distribution given by the
marginal density (3.21).
(3) The previous value ht−1 is sampled from the conditional probability p(ht−1|ht,Σe,Σν ,It−1)
by backward sampling. Return to step (2) until t = 1 and complete the backward sampling
process.
In all, the FFBS method includes two steps: forward filtering and backward sampling.
The algorithm we propose can take the advantage of the information until time t to predict
ht. The unobservable volatility terms ht have sequential correlation, a situation for which the
two-step algorithm is more effective. The multivariate sampling algorithm is also favorable
for capturing the correlation between individuals and for simultaneously accounting for the
pairwise correlations of the panel data sequence and the cross sectional characteristics. In the
multivariate FFBS, both the conditional probability density and marginal probability density
of latent variables ht satisfy the multivariate normal distribution. In the joint sampling
for the volatility equation with multiple individuals, the correlation between individuals is
captured by the parameters of multivariate normal distribution given in equation (3.18).
4 Simulation Studies
The posterior estimation of PDFSVM is a joint estimation process. The three-block sam-
pling method proposed in here captures the aforementioned structural characteristics of each
component. As mentioned earlier, the full model is divided into three blocks in the prior
and posterior specification: the joint parameters, factor decomposition and volatility equa-
tion whilst determining the posterior distributions for constructing the MCMC algorithm.
In the actual sampling process, these three blocks of parameters are sampled sequentially
and cannot be separated completely. From the joint parameter estimation, the influence of
the observable factors on the response variables can be assessed according to the estimation
of regression coefficients. The factorization results of unobservable factors can be used to
explain the unobservable stochastic volatility factors. Thus, the factorization process should
be combined with the estimation of the stochastic equation. In order to validate the effec-
tiveness of the joint estimation method designed in the previous section, we consider the
influence of unobservable factors firstly, then add the observable variables to estimate the
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Table 1: Model dimensional settings for simulated data sets.
Model N k p T No. of Model N k p T No. of
Parameters Parameters
M1 10 3 3 200 80 M5 10 4 4 200 98
M2 20 3 3 200 160 M6 20 4 4 200 198
M3 10 3 3 400 80 M7 40 4 4 400 398
M4 20 3 3 400 160 M8 40 4 6 1000 471
mean equation.
From the perspective of model fitting and efficiency, we mainly discuss four aspects: the
estimation accuracy, the robustness of the estimation results, the prior distribution, and
the influence of the initial values on the estimation results. In the simulation study, a set
of models are constructed to mimic real application problems. For example, we consider a
large portfolio consisting of 20 to 40 financial assets. It includes not only observable factors
but also unobservable factors on the price changes of financial assets. In order to study
the estimation efficiency of joint estimation based on MCMC, the data generation process
is designed according to models (2.2) - (2.4). The high-dimensional property of the panel
data factor stochastic volatility model are characterized by the number of individuals N , the
period length T , the number of covariates k, and the number of common factors p. In the
simulation study, we consider eight different models to reflect the impact of these numbers
on the estimation results. The model dimension settings are shown in table 1.
The generation process of the response variable rit is determined by the high-dimensional
parameters involved in each of model elements. After specifying the numbers of individuals,
periods, covariates and common factors, we randomly generate the parameters and data sets
including each free element λij of the factor loading matrix λ, covariates xit = (1, · · · , xkit),
regression coefficients β
′
i = (βi1, · · · , βik), factor volatility coefficients (αi0, αi1), stochastic
volatility coefficients (ϕj0, ϕj1), random error terms vit and wjt. It is assumed that the
parameters are independent of each other except for the correlations inherited from the
model setting.
The data generation process (DGP) for the scenarios in table 1 are set as follows:
(1) Generate xit (a total of k − 1 variables in addition to the constant terms), assuming
that the observable factors x2it, · · · , and xkit all come from different normal distributions.
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For example, the a-th explanatory variable xait is generated by a normal distribution with
mean 2a and variance 2a (a = 2, · · · , k ).
(2) Generate β
′
i for the random intercept model where the coefficient of each explanatory
variable changes with the individual. For individual i, for example, the coefficients βi1, · · · ,
and βik are obtained from the normal distribution. Without loss of generality, its mean and
variance are assumed to be 0.06 and 0.009.
(3) Generate λij from normal distributions. For any i = 1, 2, · · · , N ; j = 1, 2, · · · , p, we
assumed λij ∼ N(0.8, 0.1).
(4) Generate (αi0, αi1). For any i = 1, 2, · · · , N , we assume αi0 ∼ N(0.08, 0.01), with αi1
generated from a rescaled Beta distribution with mean 0.85 and variance 0.25.
(5) Generate (ϕj0, ϕj1). For any j = 1, 2, · · · , p, we assume ϕj0 ∼ N(0.09, 0.01), with ϕj1
generated from a rescaled Beta distribution with mean 0.95 and variance 0.3.
(6) Generate vit from the standard normal distribution N(0, 1), assuming the error term
is white noise.
(7) Generate wjt from the standard normal distribution N(0, 1), assuming the error term
is white noise.
(8) Set the initial value of hit−1 to 0.0.
(9) Set the initial value of qjt−1 to 0.0.
Note that the generation process of the random disturbance terms and factor volatility
terms depends not only on hit and qjt that are generated by volatility equation (2.2) and
(2.3), but also on its hierarchical form.
(10) Generate uit according to the setting of random error terms, with uit = exp(hit/2)ηit,
where ηit ∼ N(0, 1).
(11) Generate the factor volatility terms ft with fjt = exp(qjt/2)εjt, where εjt ∼ N(0, 1).
From steps (1) - (11) of the DGP, multivariate time series {rit}(i = 1, · · · , N) with length
T can be generated. Our purpose is to establish the panel data factor stochastic volatility
model for applying the aforementioned MCMC algorithm for model esitmation, and validate
the estimation efficiency and performance. For the prior specification of the high-dimensional
factor model, we assume independent prior distributions, in order to improve the algorithm
performance. The prior specifications are as follows:
The prior distribution of the joint parameters is βij ∼ N(0.02, 0.04). We neglect the
difference between sampling by column and sampling by row here. The free elements of
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factor loadings λij ∼ N(0.9, 0.1). αi0 and ϕj0 are assumed to have the normal distribution
N(−0.04, 0.01). From Chib et al. (2006), it is assumed that αi1 = 2α∗i1 − 1 and ϕj1 =
2ϕ∗j1−1, where α∗i1 ∼ Beta(0.85, 0.2) and ϕ∗j1 ∼ Beta(0.9, 0.25). For cases involving degrees of
freedom, we assume that the degrees of freedom come from the uniform distribution of lattice
points (7,10,13,16,19,22,25,30). Prior and posterior specification of the other parameters are
given in equations (2.2) - (2.3).
In posterior sampling, we consider how to combine the factor decomposition and FFBS
algorithm, after considering the interaction of each system of equations and the others.
Whereas the factorization process is an in-depth analysis of unobservable factors, the FFBS
algorithm takes into account the generation process of the latent variables. Hence, the
filtering process in the forward prediction is closely related to the factor decomposition
process. Furthermore, there is a nesting structure between the potential fluctuation terms
hit, the factor fluctuation terms qjt and the estimation of the joint parameters. Based on the
relationships between the three, the follow steps must be obeyed: (1) sampling observable
factors before the non-observable factors and (2) carrying out component decomposition
before dynamic linear model estimation. Due to various factors that need to be considered,
the overall process of model implementation is very complex. Here, we mainly focus on
the estimation of the regression coefficients and other parameters that can describe the
fluctuation characteristics of explanatory variables. Without loss of generity, we generate
12,000 posterior samples for each parameter, with the first 2,000 samples are discarded as
burn-in and the last 10,000 samples are retained for inference.
The three blocks of parameters from the panel data factor stochastic volatility model need
to be sampled jointly in each iteration, as the posterior distribution of each block depends
on the current values of the other two blocks. In order to verify the estimation performance
of the proposed algorithm, we consider the four parts of parameters and random terms:
the factor loadings, the implied volatility terms, the scores of the common factors, and
the regression coefficients of the covariates. The implied volatility terms include the factor
volatility and random volatility terms. In what as follows, we only report the simulation
results from model M1. The results of other models are similar, and will be reported only
when a comparison needs to be done between the models.
The sampling of the factor loadings λij depends on the choice of the number of factors.
In simulation model M1, the number of individuals is 10 and the observation period is 200.
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 Figure 2: Posterior samples of factor loadings for the three factors of Model M1.
According to the ICp criterion proposed by Bai and Ng (2002), the number of common
factors is 3, so the factor loading matrix Λ contains 10 rows and 3 columns. Based on
the 10,000 posterior samples, the average factor loading corresponding to the three common
factors are calculated respectively. From figure 2, after 2000 simulations, the distribution
of the posterior samples of the factor loading tends to be stationary, with the posterior
distribution covering the mean of the initial distribution. The histograms show that the
posterior distributions are approximately normal. Compared with the initial value used in
the data generation process, the location parameter has some deviation. Such deviation
can be explored in the future research. The posterior samples of the factor loadings can be
generated simultaneously from the above MCMC algorithm.
With the generation mechanism, the sampling of the stochastic volatility terms ht and
factor volatility terms qt are related to the factor decomposition process and the state transi-
tion rule of the volatility equation at the same time. In the FFBS algorithm, the filtering and
sampling the two groups of latent state variables are apparently different due to the struc-
tural difference in the models. The estimates of the stochastic volatility terms ht describe
the heteroscedasticity and stochastic volatility of the model, while the possible correlation in
the sequence of error terms reflects the error structures of the mean equation. The estimates
of the factor volatility terms qt describe the structure characteristics of the common factors.
The common factors obtained by factorization are latent variables, with the estimate reflect-
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ing the impact of each common factor. For the simulation study, the estimates and the true
values of the factor scores can be compared for assessing the effectiveness of factor volatility
model and factor decomposition process.
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Figure 3: The latent factors estimated by multivariate FFBS joint estimation.
The sampling process is similar to the two types of latent factors. Figure 3 shows the
posterior samples of the latent factors of random error terms. In order to reflect the change
of latent factors over time, we average the latent factors for each individual. The observation
period in the left figure is T = 200, and the right figure is 1000. Obviously, with the growth
of observation period, the posterior samples of the latent factors tend to stationary distribu-
tions. This shows that the FFBS method for the panel data factor stochastic volatility model
works better for data with a long observation period. This is consistent with the require-
ment of a long observation period by the mixed double factor model and the discrete panel
data dynamic factor model, according with the large number of outliers at the beginning of
initial observation periods. When the forward filtering and backward sampling algorithm is
adopted, the outliers in the initial stage are effectively accounted for later in the observation
period. This is the reason that the performance of the model seems well in the left and right
panels of the figure. The posterior mean of the latent factors (represented by “h(t) aver”
in the figure) almost coincides with the true value, both falling within the 95% confidence
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interval, which shows the joint sampling based on FFBS captures the transfer rule of the
potential factors better. In figure 3, the scatter plots below the two graphs are based on the
posterior samples of the variance of the latent factors. For the convenience of comparison,
we used a different scale (raised by one unit) for the posterior samples of the mean of the
latent factors. It can be seen that the errors of the latent factors have apparent clustering
characteristics, revealing the heteroscedasticity of the stochastic volatility model.
For the latent factor terms, the scores of common factors and the random error compo-
nents of the mean equation can be obtained through the relationship between the generation
process of common factors and latent factors expressed as follows:
fjt = exp(qjt/2)εjt.
In order to compare the true factor scores and their estimates, the individual average method
is used to obtain the estimates of the common factor scores. Let f¯t represents the common
factor individual average score. We can write
f¯t =
p∑
j=1
exp(qjt/2)εjt.
The individual average of the true factor scores is calculated in the same way as that for
the posterior estimates, with the comparison, the two results are given in figure 4. The
left panel of figure 4 shows the fitting performance based on the true factor scores and
estimated scores based on 200 observations. The middle panel gives the scatter plot of the
true factor scores (x-axis) versus the fitted (y-axis). In the middle panel, the observations
closely scattered around the diagonal line, which indicates favorable fitting performance. The
right panel shows the autocorrelogram of the posterior samples of the factor scores. With
the AR (1) process added to the stochastic volatility effect, there is no obvious high-order
autocorrelation of the factor score items. Overall, the results of figure 4 shows that the joint
method of filtering and sampling is effective in estimation the latent factor volatility.
The favorable performance of the joint algorithm is reflected not only through the fitting
of the latent fluctuation terms and factor error terms but also through the fitting of the
interception term and coefficients of the autoregressive terms of the AR (1) process in the
volatility equation. For the data generation processes, the constant term αi0 and slope term
αi1 of factor volatility equation are set to 0.08 and 0.85, respectively. From the simulation
study, we observe that αi1 gets closer to 1 as soon as αi0 gets closer to 0, showing the
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Figure 4: Comparison of the true and fitted values of the common factor scores.
goodness of fit resulting from the assumption E(fjt) = 0. Combined with other conditions,
the assumption E(fjt) = 0 help guarantee the unique identification of the factorization
results. The left panel of figure 5 presents the individual average of the interception α0 and
the slope term α1. The right penal presents the frequency based on the posterior samples,
showing that the posterior samples oscillate around the true values and the posterior mean
gradually tends to the true values of 0.08 and 0.85 after a burn-in of 2000 samples. The
frequency figure validates that the mode is very close to the true value. With the increase of
the chain length and observation period, the posterior samples of the coefficients converges
to the true values very well.
Furthermore, we verify the estimation accuracy of the regression coefficients βij. Com-
pared with the simple stochastic volatility model and the multivariate stochastic volatility
model, the regression coefficients of the factor panel data model has specific real implica-
tions. Based on such implications, we can further analyze estimation results of βij. Here, we
verify the performance of joint algorithm with the FFBS algorithm for the latent fluctuation
terms and hierarchical Bayesian factor decomposition. Based on the data generation process
designed earlier, we use the joint algorithm to implement Models M1-M8 in table 1. Here,
we only report the estimation results of models M1 and model M5. The number of individ-
uals in model M1 and model M5 is 10, and the number of covariates is 3 and 4 respectively.
Both models include interception terms. The regression coefficients βij are generated by a
normal distribution with mean 0.6 and variance 0.009.
In the panel data factor stochastic volatility model, the influence of various observable
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Figure 5: Posterior samples of coefficients from volatility equation.
factors on the response variables is captured by the covariates and individual effects. In the
joint algorithm, the regression coefficients are estimated by the hierarchical Bayesian method
of the panel data random coefficient model, with each model assumed to have interception
terms. In the MCMC algorithm, a total of 10,000 posterior samples are taken after the burn-
in period. The simulation was repeated 1000 times to obtain the estimates of coefficients
of each individual variable, according to the new data generated process. The estimated
standard error of each coefficient and the root-mean-square error (RMSE) are very small,
so we only report the average of the estimated coefficient and the t-statistic. The estimates
and t-statistics are presented in table 2.
In table 2, ind represents individuals and var represents variables. And const represents
the interception term of the model. The estimation of each coefficient is the average of the
1000 repeated simulations. The t-statistic value under the estimated coefficient is computed
based on the average of the estimated standard error. The estimated values of coefficients
from the two models are very close to the mean of the normal distribution, with the all
t-tests all are highly significant. This shows the super performance goodness of fit. The
results of numerical simulations show that the deviation between the estimated value and
the true value depends on the estimation method and the initial data generation process.
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Table 2: Estimates and t-statistics for regression coefficients of model M1 and model M5.
Model1 ind1 ind2 ind3 ind4 ind5 ind6 ind7 ind8 ind9 ind10
const 0.058 0.058 0.057 0.057 0.057 0.058 0.057 0.057 0.057 0.058
t-value 21.22 21.31 21.24 21.39 21.13 21.30 21.40 21.33 20.98 21.34
var1 0.061 0.060 0.060 0.060 0.060 0.060 0.060 0.060 0.060 0.061
t-value 68.51 66.81 66.43 65.67 65.26 68.29 68.98 66.94 69.89 69.26
var2 0.056 0.056 0.055 0.056 0.055 0.056 0.055 0.055 0.056 0.056
t-value 64.64 63.00 62.55 63.00 64.88 62.56 61.19 64.45 64.18 62.88
var3 0.057 0.058 0.056 0.057 0.057 0.058 0.057 0.057 0.057 0.058
t-value 66.20 67.89 64.66 65.21 65.77 66.36 66.26 65.48 66.26 66.80
Model5 ind1 ind2 ind3 ind4 ind5 ind6 ind7 ind8 ind9 ind10
const 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059
t-value 24.14 24.09 24.34 24.16 24.08 24.15 24.15 24.30 24.17 24.28
var1 0.055 0.054 0.053 0.054 0.054 0.054 0.054 0.054 0.054 0.054
t-value 61.77 62.37 59.33 61.13 61.06 61.25 62.88 62.12 62.00 61.24
var2 0.058 0.058 0.058 0.058 0.058 0.059 0.058 0.058 0.058 0.058
t-value 66.89 64.90 64.94 66.40 67.29 66.22 66.81 65.17 66.97 66.27
var3 0.058 0.058 0.057 0.057 0.057 0.058 0.058 0.058 0.057 0.058
t-value 65.51 66.85 65.26 64.48 66.11 64.77 64.45 65.20 64.83 65.88
var4 0.058 0.058 0.057 0.057 0.057 0.058 0.057 0.058 0.057 0.058
t-value 64.26 65.06 62.15 64.54 64.31 65.51 64.10 63.41 65.68 65.41
The estimates’ result will be more accurate when we reduce the variance of the normal
distribution of βij in the data generation process.
The simulation results demonstrate that the proposed algorithm is effective for the panel
data factor stochastic volatility model. The estimated coefficient of the mean equation
or stochastic equation and the extraction of latent factors and random error components
both have good fitting performance on simulated data. The estimates of the observable
factors are reflected in the individual random coefficients, while the unobservable factors are
determined by the volatility equation and factor decomposition. From the simulation studies,
we can study that each part can reflect the distribution features observed in real data. The
estimates from the proposed algorithm are accurate in overall, with the mean structure of
rit being estimated more precisely. Hence, the panel data factor stochastic volatility model
implemented with FFBS has the capacity of capturing the influence of observable factors
and unobservable factors very well.
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5 Comparative Analysis on Internet and Traditional
Financial Listed companies in China
Compared with other stochastic volatility models, the main advantage of the factor panel
stochastic volatility model is its ability to simultaneously capture the influence of observ-
able and unobservable factors on the investment return of financial assets. The observable
and unobservable factors can be represented by influencing factors from the real world. Ex-
planatory variables in the panel data stochastic volatility model represent influencing factors
that are observable, whereas the unobservable factors are represented by latent factors and
random error terms. In research concerning the stock market, observable factors can in-
clude market factors, over-the-counter market factors, and industrial factors related to the
company. Unobservable factors can have the same sources as observable factors but are not
observable or captured in the available data. By analyzing various factors, companies may
be able to minimize the risk of financial assets, optimize the allocation of financial assets, as
well improve the investment return.
In recent years, internet finance started booming in China’s financial market, the concept
of internet finance attract great attention in the capital market. Many listed companies have
incorporated internet finance into their main businesses. Internet financial companies take
advantage of modern information technology and take traditional financial businesses from
the counter to the network. Here, we use the term ’internet financial company’ for a listed
company with main businesses including internet financial technologies, internet financial
services, direct or indirect control a P2P online lending platforms fully. Traditional financial
companies are those that rely on banking as the main businesses solely. P2P lending platform
and crowd funding are regarded as newcomer Internet-based financial businesses in China.
Many listed companies have paid great interesting in investing in internet finance. Therefore,
we will compare influence of the observable and unobservable factors on the stock returns of
internet financial companies and traditional financial listed companies in the Chinese stock
market.
The internet financial companies have been growing rapidly in recent years in China.
For comparative analysis purposes, we select 10 listed companies from the three classes
of internet financial companies defined above. Because the state-owned commercial banks
in China are very large, we select 10 regional commercial banks from the public banking
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sector. In China, regional commercial banks refer to banking financial institutions whose
business area is subject to regional restrictions. All of these listed companies come from the
stock markets of Shenzhen A-shares, Shanghai A-shares and the Growth Enterprise Market
(GEM). For simplicity, the stock code is used to represent the name of the listed company.
The trade data of the listed companies come from the CSMAR China Stock Market Trading
Database. We apply the panel data factor stochastic volatility model based on the company
trading records. For the model, we assume that the mean equation and common factors have
volatility evolution, with both the excess logarithmic rate of return sequence and the factor
component assumed to have lag effects. Due to such assumptions, the continuity of data
period must be ensured. For the analysis, we use the trading records of the aforementioned 10
listed companies of internet finance and regional banks from November 1, 2017 to October
12, 2018 for a total of 231 consecutive trading days. It is assumed that the observable
information and unobservable information of the listed companies has been reflected in the
changes of stock price, stock transaction amount and trading volume. For the daily trading
data, price fluctuation is revealed from the close price, which reflects the change of one day
return. The direct related factor of daily stock price is the trading volume and trading
amount on that day. In addition, the amount of the circulation market value reflects the
scale and value of the listed company, which is a comprehensive evaluation of the company’s
operating status by the market.
In model (2.3), daily per stock return (ShrRet) (including dividend) is selected as the
dependent variable. Daily per stock trading volume (TrdV ol), daily per stock transaction
amount (TrdV al) and daily per stock circulation market value (MrkV al) are selected as
the explanatory variables. In order to increase the comparability between companies of
different scales and market values, the three explanatory variables were standardized. Thus,
the individual random effect panel data model without constant terms can be rewritten as:
ShrRetit = β1TrdV alit + β2TrdV olit + β3MktV alit + λ
′
ift + uit. (5.1)
The proposed algorithm is used to implement the model (5.1) together with the factor
panel stochastic volatility model (2.2) - (2.4). According to number of factors choice the
method proposed by Bai and Ng (2002), three common factors are selected. The estimates of
the factor loadings and individual random effects are shown in table 3 and table 4 respectively.
From table 3, internet financial companies and traditional financial companies have obvi-
ous differences in estimated factor loadings. Among them, internet financial listed companies
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Table 3: Estimates and standard errors of panel data factor loadings of Internet financial
and traditional financial companies.
Internet Fctor1 Factor2 Factor3 Tradition Fctor1 Factor2 Factor3
Finance Finance
600570 0.48295 0.26396 -0.39941 601229 0.24935 -0.6055 0.34556
300468 0.48165 0.2527 -0.33806 601009 -0.35094 -0.80025 0.10056
600446 0.53242 0.29306 -0.43271 002142 -0.10866 -0.61911 0.21143
600588 0.41928 0.2797 -0.27535 601997 0.15192 -0.66763 0.25843
002095 0.40358 0.28249 -0.46229 600919 0.40977 -0.69211 -0.18339
600599 0.26668 0.14423 -0.16483 600908 0.45947 -0.74334 -0.20374
300300 0.34265 0.19878 -0.29666 600926 0.31993 -0.73738 0.13836
300295 0.59382 0.29622 -0.28131 002839 0.35223 -0.62106 -0.39002
002285 0.44411 0.23941 -0.09751 002807 0.40254 -0.74668 -0.34116
300178 0.40544 0.21892 -0.31614 601169 -0.01292 -0.69512 0.16557
have generally higher loadings on the first common factor, while traditional financial listed
companies have higher loadings on the second common factor. Since the common factors
represent the common shocks or the common influencing factors on a group of stocks, it
reveals that the influencing factors of these two classes of financial companies are completely
different, or they are from different sources. On the other hand, traditional financial listed
companies have both positive and negative factor loadings on the three factor loadings, indi-
cating that their directions of impact are not consistent. However, for listed internet financial
companies, the signs are all positive for the first factor loading and the second factor load-
ing, and all negative for the third factor load, showing a consistent pattern. In conclusion,
these two classes of financial listed companies show obvious difference behavioral from their
transactions, which verifies that there is indeed a noticeable difference between their internal
and external influential factors.
While the factor loading analysis only reveals influence of unobservable factors, in the
factor panel data stochastic fluctuation model, we can assess the influence of observable
factors such as trading volume, transaction amount and current market value and their
lag terms on the current stock return from the estimated regression coefficients. Using
the Chinese stock market data, the estimates of model (5.1) from the FFBS method are
presented in table 4. Since all explanatory variables have been standardized, the coefficient
of each explanatory variable is comparable for the two types of listed companies. As shown
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Table 4: Estimates and standard errors of random coefficients for Internet financial and
traditional financial companies.
Internet TrdV ol TrdV al MrkV al Tradition TrdV ol TrdV al MrkV al
Finance Finance
600570 7.29E-03 -0.00751 0.030701 601229 -3.01E-02 0.032915 -0.00375
SE 1.86E-03 0.001888 0.000227 SE 9.49E-03 0.009507 0.000948
300468 -4.80E-03 0.011402 0.022815 601009 6.45E-05 0.000153 0.015969
SE 4.72E-03 0.004782 0.00155 SE 2.84E-03 0.00285 0.00031
600446 8.21E-03 -0.00909 0.031296 002142 5.09E-03 -0.00478 0.019807
SE 1.71E-03 0.00176 0.000439 SE 2.18E-03 0.002189 0.000212
600588 5.67E-03 -0.0049 0.036145 601997 3.23E-03 -0.00342 0.015774
SE 2.10E-03 0.002107 0.000429 SE 1.72E-03 0.001737 0.000213
002095 8.56E-04 -0.00212 0.030323 600919 -1.04E-02 0.009408 0.016956
SE 2.01E-03 0.002051 0.000403 SE 1.20E-02 0.012167 0.001323
600599 1.07E-03 -0.00187 0.021443 600908 1.09E-02 -0.0124 0.020783
SE 2.26E-03 0.002284 0.000378 SE 1.66E-03 0.001691 0.000261
300300 -2.52E-03 0.005383 0.020595 600926 2.38E-03 -0.00234 0.01458
SE 5.88E-03 0.005877 0.001016 SE 6.91E-04 0.000697 0.000135
300295 7.36E-03 -0.00692 0.028783 002839 -1.56E-02 0.0213 0.003849
SE 2.14E-03 0.002159 0.000429 SE 1.13E-02 0.01144 0.002175
002285 1.13E-02 -0.01066 0.029251 002807 9.91E-03 -0.00977 0.02229
SE 2.87E-03 0.002884 0.000697 SE 1.43E-03 0.001442 0.000291
300178 -1.50E-03 0.000133 0.332127 601169 3.56E-03 -0.00371 0.010487
SE 3.29E-03 0.000226 0.005708 SE 2.12E-03 0.002139 0.000208
from table 4, the estimated coefficients of the stock circulation market value have relatively
smaller standard errors, and all of them are significance at the significance level of 10%.
The estimated coefficients of these observable factors show no obvious difference in patterns
for the two types of companies. Except for the bank of Shanghai (601229), there is a
significant positive correlation between the current market value and the stock return. It
shows that listed companies with larger current market values have a higher expected positive
return during the observation period. The results do not seem to be consistent regarding
the influence of trading volume and trading amount on the return for the two types of
companies. However, except for the bank of Nanjing (601009), most stock trading volume
and transaction amount are negatively correlated with the stock return. It shows that the
market performance seems to differ between the high price stocks and the low price stocks.
From the comparative analysis, Internet financial companies and traditional financial
35
companies of concern are affected by various observable and unobservable factors. There
seems to be similarity and dissimilarity with regard to the influential patterns with these
factors. The effects of the observable factors seems to be similar for the market performance
of the two types of companies, while the unobservable influence seems to different upon
individual stocks.
Regarding the observable factors, the current market value of the company has a positive
correlation with the stock return. Since the period from the end of 2017 to the end of 2018
selected here are stock price associated with a downward trend in China’s stock market, the
increase in trading volume or transaction amount maybe simply reflect the decline on the
stock returns. From table 4, the estimated coefficients of individual random effects is nega-
tive, indicating a negative correlation between the return and the trading volume/trasaction
amount. This demonstrates the potential purpose of using the factor panel data stochastic
volatility model to predict the trend of company’s stock return based on observable factors.
On the other hand, the influence of unobservable factors on the two types of listed com-
panies seems to be noticeably different. Based on the estimates from factor decomposition
for the unobservable factors, we may obtain practical implications of each common factor
or a group of common factors and their associated influences. The results can be used to
classify the company in order to help individual and institutional investors make reasonable
investment decisions. Compared with other stochastic volatility models, the panel data fac-
tor stochastic volatility model containing both unobservable and observable factors provides
an alternative tactic to analyze the investment value and market performance of a listed
company.
6 Conclusions and Further Research
In this paper, we proposed the panel data factor stochastic volatility model and discussed
its estimation using the multivariate FFBS algorithm based on block sampling. Potential al-
ternative methods for model implementation include the generalized moment method which
has been widely used for the multivariate stochastic volatility model, quasi-maximum like-
lihood estimation, simulated maximum likelihood, important sampling technique, as well
as other estimation methods which have been successfully applied to univariate and mul-
tivariate stochastic volatility models. Other filtering algorithms combining MCMC with
Kalman filtering and particle filtering also can be considered. For high-frequency data, the
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reflection of jump, microstructure noise and realized volatility can also be considered when
constructing estimation method.
For the empirical study, the Forward Filtering Backward Sampling algorithm is used to
implement the new panel data model. The empirical study shows that the panel data factor
stochastic volatility model, which considers the observable factors inside the market and
the unobservable factors outside the market, can not only capture the impact of common
shocks on the same type of stocks, but also differences between different types of stocks.
Based on factor analysis in the literature shows that stock returns are main determined
by macroeconomic factors, industrial factors and individual factors, we study the effects of
observable factors including macroeconomic factor and industrial factors and unobservable
factors representing individual factors. From the empirical analysis, we observe that the
influence of observable factors and unobservable factors on stock returns shows different
patterns. The observable factors seem to have similar effects on the two types of stocks
from internet financial and traditional financial companies, while the unobservable individual
factors seem to have different patterns of effects.
In addition to estimates of parameters and standard errors, future research can be done
on model diagnosis for the panel data factor stochastic volatility model. Pitt and Shephard
(1999) proposed four methods for the stochastic volatility model diagnostic, including the
methods of logarithmic likelihood, standardized logarithmic likelihood, consistency residual,
and distance measurement. Due to the large number of free parameters including latent
factors included in the model, traditional methods such as AIC and BIC are not suitable
for selection model estimated by MCMC method. For a complex model such as the factor
model, the deviation information criterion (DIC) proposed by Spiegelhalter et al. (2002)
can be difficult to computing. In future studies, the distance measurement method or an
improved DIC can be considered. In addition, the model selection methods for spatial and
temporal two-dimensional panel data models can be used for alternative Bayesian models.
Appendix:
The FFBS Algorithm for Panel Data Factor Stochastic Volatility Model
The Forward Filtering and Backward Sampling (FFBS) algorithm was proposed by Carter
& Cohen (1994) and Fru¨hwirth-Schnatter (1994) separately. Hore et al. (2010) documented
the FFBS algorithm in a nonlinear state space model in detail. This paper mainly discusses
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the panel data factor stochastic volatility model estimation based on the multivariate FFBS
algorithm.
For model (2.1), the observable response and explanatory variables items (including the
coefficients obtained by the joint estimate) can be merged and moved to the left hand, while
the unobservable factors, the factor loadings and error components can be moved to the
right hand of the model. After the re-parametrization and rearrangemeng, the model can be
written as:
zt = ct + bih˜t + et. (6.1)
Let ht = bih˜t, and assume that h
∗
t−1 = (I,ht−1). Since the unobservable factors bi are
uncorrelated with the time variable, we can obtain model (3.18) and (3.19). To predict
the implicit volatility block, in model (3.20), neglecting the known parameters and data
information gives the conditional probability density:
pi(h|IT ) = p(hT |IT )
T∏
t=1
p(ht|ht+1,It), (6.2)
with the Information set It and IT defined earlier.
Since
p(hT−1,hT |IT ) = p(hT |IT )p(hT−1|hT , IT ), (6.3)
the backward sampling process of (6.2) can be written as:
p(h1,h2, · · · ,hT |IT ) = p(hT−1,hT |IT )
T−2∏
t=1
p(ht|ht+1,It). (6.4)
The estimation of high-dimensional implicit volatility terms ht can be done in two steps:
forward filtering and backward sampling.
6.0.1 Forward Filtering
To use the information collected at timing t to predict the state of future timing, we can
add the state variables ht+1 at timing t + 1 to the state equation (6.3), and obtain the full
conditional density of joint states as:
p(ht−1,ht,ht+1|It) = p(ht−1,ht|It)p(ht+1|ht−1,ht,It). (6.5)
The It includes the full information of model parameters and data IT . From the property
of Markov chains, we have
p(ht+1|ht−1,ht,It) = p(ht+1|ht,It) = p(ht+1|ht). (6.6)
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The first term at the RHS of equation (6.5) can be written as
p(ht−1,ht|It) = p(ht−1|ht,It)p(ht|It), (6.7)
where
p(ht−1|ht,It) = p(ht−1|ht,It−1, zt)
= p(ht−1|ht,It−1).
(6.8)
The last step of (6.8) is true since ht−1 and zt are conditionally independent. Combining
(6.5)-(6.8), we have
p(ht,ht+1|It) = p(ht|It)p(ht+1|ht). (6.9)
After introducing the information of parameters and data at timing t+ 1, (6.9) evolved into
a renewal process. At this point, the forward filtering algorithm of state equation (3.19) is
realized by transfer rule (3.20), where
(ht|ht+1,Σe,Σν ,It) ∼ N((α′Σ−1ν α+m−1t )−1(α
′
Σ−1ν ht+1+Dt), (α
′
Σ−1ν α+m
−1
t )
−1). (6.10)
Moreover, the Kalman filtering algorithm of the nonlinear state equation is given by
(ht−1,ht|It−1) ∼ N(mt|t−1,Dt|t−1)
mt|t−1 =
(
ht−1|t−1,ht|t−1
)
Dt|t−1 =
(
Σt−1|t−1
αΣt−1|t−1
αΣt−1|t−1
Σt|t−1
)
,
(6.11)
where •|• represents the state transition equations, the corresponding mt|t−1 and Dt|t−1
terms are conditional expectation and conditional variance-covariance matrices. Filtered by
equation (6.3), the posterior samples of the implied volatility ht can be obtain in sequence.
6.0.2 Backward Sampling
The backward sampling process of equation (6.4) is designed to smooth the state vari-
ables. From the property of Markov chains, we have
p(ht|ht+1, · · · ,hT ,IT ) = p(ht|ht+1, IT+1,IT )
= p(ht|ht+1,IT+1).
(6.12)
On the other hand, we can obtain
p(ht−1,ht, zt|ht+1, zt+1,It+1) = p(ht−1,ht, zt|ht+1, zt+1). (6.13)
In order to realize the posterior joint sampling, assuming that the joint distribution of
(ht−1,ht) is the multivariate normal distribution, the block samples of the implied volatility
terms can be extracted from the distribution of (6.11).
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