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GRADIENT ESTIMATES VIA TWO-POINT FUNCTIONS
FOR ELLIPTIC EQUATIONS ON MANIFOLDS
BEN ANDREWS AND CHANGWEI XIONG
Abstract. We derive estimates relating the values of a solution at any
two points to the distance between the points, for quasilinear isotropic
elliptic equations on compact Riemannian manifolds, depending only
on dimension and a lower bound for the Ricci curvature. These esti-
mates imply sharp gradient bounds relating the gradient of an arbitrary
solution at given height to that of a symmetric solution on a warped
product model space. We also discuss the problem on Finsler manifolds
with nonnegative weighted Ricci curvature, and on complete manifolds
with bounded geometry, including solutions on manifolds with bound-
ary with Dirichlet boundary condition. Particular cases of our results
include gradient estimates of Modica type.
1. Introduction
Let (Mn, g) be a compact Riemannian manifold without boundary. As-
sume the Ricci curvature ofM has lower bound Ric ≥ (n−1)κ. We consider
“isotropic” equations of the following form:[
α(u, |Du|)DiuDju|Du|2 + β(u, |Du|)(δij −
DiuDju
|Du|2 )
]
DiDju+ q(u, |Du|) = 0.
(1)
We assume that Equation (1) is nonsingular, i.e. the left hand side of (1) is
continuous on R× TM × Sym2(T ∗M), α and β are nonnegative functions,
and that β(s, t) > 0 for t > 0. Our first main result is the following estimate:
Theorem 1. Let (Mn, g) be a compact Riemannian manifold with non-
negative Ricci curvature, and let u be a viscosity solution of Equation (1).
Suppose ϕ : [a, b]→ [inf u, supu] is a C2 solution of
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′) = 0 on [a, b]; (2)
ϕ(a) = inf u; ϕ(b) = supu; ϕ′ > 0 on [a, b]. (3)
Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M.
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By allowing y to approach x, we deduce the following gradient estimate:
Corollary 2. Under the assumptions of Theorem 1, |Du(x)| ≤ ϕ′(ψ(u(x)))
for all x ∈M .
By applying this result in special situations, we recover several previously
known results, known as Modica-type gradient estimates. These originate
from the work of Modica [26], who considered bounded solutions on Rn of
the equation
∆u−Q′(u) = 0, (4)
where Q is chosen (by adding a suitable constant) to be non-negative on the
range of u. The key gradient estimate of [26] is the following: |Du(x)|2 ≤
2Q(u(x)) for all x. This was proved by differentiating Equation (4) to
derive a maximum principle for the function P = 12 |Du|2 − Q(u), and
subsequent works have followed this method (sometimes called the “P -
function method”). We observe that this is a consequence of Corollary 2:
In this case α = 1, and Equation (2) is equivalent to the statement that
P = 12(ϕ
′)2−Q(ϕ) is constant. We can define ϕ by solving this with P = 0,
and then we have ϕ′(ψ(z)) =
√
2Q(z) for each z ∈ [inf u, supu], so that the
estimate of Corollary 2 is exactly Modica’s estimate.
Caffarelli, Garofalo and Segala [6] generalized Modica’s result to critical
points of energies of the form
E(u) =
∫
Rn
(
1
2
Φ(|Du|2) +Q(u)
)
dx, (5)
where Φ ∈ C3(R+) with Φ(0) = 0 and Q ∈ C2(R) (Modica’s result corre-
sponds to Φ(z) = z). The Euler-Lagrange equation for E is given by
div(Φ′(|Du|2)Du)−Q′(u) = 0. (6)
Note that Equation (6) is a special case of (1), with α = 2Φ′′(z)z + Φ′(z)
and β = Φ′(z) where z = |Du|2. In [6] the following estimate was derived:
P ≤ 0, where
P = Φ′(|Du|2)|Du|2 − 1
2
Φ(|Du|2)−Q(u)
(again Q is chosen to be non-negative on the range of u). As before, this
estimate is a direct consequence of our Corollary 2: In this case Equation (2)
becomes
0 = (2Φ′′((ϕ′)2)(ϕ′)2 + Φ′((ϕ′)2))ϕ′′ −Q′(ϕ).
Multiplying by ϕ′ we obtain
0 =
(
Φ′((ϕ′)2)(ϕ′)2 − 1
2
Φ((ϕ′)2)−Q(ϕ)
)′
= P ′.
Defining ϕ by solving P = 0, we obtain a solution of (2) and deduce the
claimed inequality from Corollary 2.
Subsequent to [26] and [6], many other authors have considered related
problems in Rn, e.g. [7, 9, 11, 14, 16, 17] and on Riemannian manifolds with
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non-negative Ricci curvature [13, 15, 24, 25]. The proofs of these results
involve a P -function constructed from the solution u and the first derivatives
Du. The gradient estimates amount to pointwise inequalities on the P -
function, deduced by application of the maximum principle to an equation
resulting from differentiation of the equation satisfied by u.
In this paper we use a different approach, deriving the two-point estimate
of Theorem 1 and then deducing the gradient estimate of Corollary 2. We
refer the reader to the papers [2, 3] and the recent survey [1] which gives a
discussion of the application of two-point estimates in a variety of geometric
contexts. This approach has several advantages: First, the estimate is easily
motivated, since it gives a comparison between an arbitrary solution and
a particular symmetric solution on a product manifold. This implies in
particular that the resulting estimate is sharp. Second, the details of the
proof are comparatively simple and geometric compared to the calculations
involved in the P -function approach. For example, this increased simplicity
allows us to treat rather arbitrary isotropic equations, and not only those
which arise as Euler-Lagrange equations for variational problems, which was
the case for the results obtained using the P -function method: It is clear
from our argument that although the variational or divergence structure
seemed important in the P -function computations, it is in fact irrelevant
to the validity of the estimate. Finally, our argument does not involve
differentiating the equation, and consequently applies (using ideas from [22,
23]) with minimal regularity requirements on the solution u, corresponding
to the viscosity solution requirement in Theorem 1. Throughout the paper
we use the terminology of viscosity solutions from [10].
We now describe the additional results we obtain using this method:
The simplicity of our method allows us to extend the proof to a more
general situation of manifolds with a negative lower Ricci curvature bound,
again by comparison with a suitable one-dimensional “warped product” so-
lution:
Theorem 3. Let (M,g) be a compact Riemannian manifold (possibly with
boundary, in which case we assume the boundary is locally convex and impose
the Neumann boundary condition), and κ < 0 such that Ric ≥ (n − 1)κg.
Let M¯ = N× [a, b] and g¯ = ds2+ρ(s)2gN be such that Ric(∂s, ∂s) = (n−1)κ
and ρ′/ρ is strictly increasing, and let u¯(x, s) = ϕ(s) be a solution of (1) on
M¯ , where ϕ is an increasing C2 diffeomorphism from [a, b] to [c, d]. Let ψ
be the inverse function of ϕ. Let u be a viscosity solution of (1) on M with
range contained in [c, d]. Then for all x and y in M we have
ψ(u(y)) − ψ(u(x)) − dM (x, y) ≤ 0.
As we explain in Section 4, the assumption that u¯ is a solution of (1) is
equivalent to a certain elliptic equation for ϕ which involves α and β and
also the warping factor ρ.
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Corollary 4. Under the assumptions of Theorem 3, |Du(x)| ≤ ϕ′(ψ(u(x)))
for all x ∈M .
It is an interesting question whether such a result holds also in this gen-
erality in the case κ > 0. Our proof does not appear to apply in that
situation. However we discuss a different argument which works for general
κ ∈ R under somewhat more stringent assumptions, in Section 5.
In addition we notice that the method of two-point functions also applies
for equations on Finsler measure spaces with nonnegative weighted Ricci
curvature, where we only consider the variational equations corresponding
to (6). We address this problem in Section 6. Then in Section 7, we discuss
the resulting gradient estimates of Modica type and related rigidity results.
In the final section (Section 8) we present various extensions of the two-
point functions method. For complete noncompact Riemannian manifolds
with bounded geometry, the “translation invariance” of Equation (1) plays
a key role; while for compact Riemannian or Finsler manifolds with bound-
ary, the estimates near the boundary for solutions with Dirichlet boundary
condition are crucial. Besides, we also consider anisotropic PDEs on cer-
tain possibly unbounded domains with boundary in Rn, a case where the
P -function method seems hard to apply. See Section 8 for the precise state-
ments.
The paper is built up as follows. In Section 2 we recall background ma-
terial including the definition of viscosity solutions, maximum principles for
semicontinuous functions on manifolds, and the first and second variation
formulas for the arclength of a curve. In Section 3 we give the proof of The-
orem 1 and Corollary 2. The more general result of Theorem 3 is proved in
Section 4. Section 5 discusses a different argument which applies for general
lower bounds on the Ricci curvature. Section 6 is devoted to the setting
of compact Finsler manifolds with nonnegative weighted Ricci curvature.
Section 7 gives the pointwise gradient estimates of Modica type and some
rigidity results. The final section collects extensions as stated above.
2. Preliminaries
2.1. Definition of viscosity solutions on manifolds. Let M be a Rie-
mannian manifold. We use the following notations:
USC(M) = {u :M → R|u is upper semicontinuous},
LSC(M) = {u :M → R|u is lower semicontinuous}.
Next we introduce the semijets on manifolds.
Definition 2.1. For a function u ∈ USC(M), the second order superjet of
u at a point x0 ∈M is defined by
J 2,+u(x0) :=
{
(Dϕ(x0),D
2ϕ(x0)) : ϕ ∈ C2(M), such that u− ϕ
attains a local maximum at x0} .
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For u ∈ LSC(M), the second order subjet of u at x0 ∈M is defined by
J 2,−u(x0) := −J 2,+(−u)(x0).
We also define the closures of J 2,+u(x0) and J 2,−u(x0) by
J¯ 2,+u(x0) = {(p,X) ∈ Tx0M × Sym2(T ∗x0M)|there is a sequence (xj , pj ,Xj)
such that (pj ,Xj) ∈ J 2,+u(xj)
and (xj, u(xj), pj ,Xj)→ (x0, u(x0), p,X) as j →∞}.
J¯ 2,−u(x0) = −J¯ 2,+(−u)(x0).
Now we can define the viscosity solution for the general equation
F (x, u,Du,D2u) = 0 (7)
on M : Assume F ∈ C(M × R× TM × Sym2(T ∗M)) is degenerate elliptic,
i.e.
F (x, r, p,X) ≤ F (x, r, p, Y ), whenever X ≤ Y.
Definition 2.2. (1) A function u ∈ USC(M) is a viscosity subsolution
of (7) if for all x ∈M and (p,X) ∈ J 2,+u(x),
F (x, u(x), p,X) ≥ 0.
(2) A function u ∈ LSC(M) is a viscosity supersolution of (7) if for all
x ∈M and (p,X) ∈ J 2,−u(x),
F (x, u(x), p,X) ≤ 0.
(3) A viscosity solution of (7) is a continuous function which is both a
viscosity subsolution and a viscosity supersolution of (7).
2.2. Maximum principle for semicontinuous functions.
Theorem 5 (Theorem 3.2 in [10]). Let Mn11 ,. . . ,M
nk
k be Riemannian man-
ifolds, and Ωi ⊂Mi open subsets. Let ui ∈ USC(Ωi) and ϕ ∈ C2(Ω1× · · ·×
Ωk). Suppose the function
w(x1, . . . , xk) := u1(x1) + · · · + uk(xk)− ϕ(x1, . . . , xk)
attains a maximum at (xˆ1, . . . , xˆk) on Ω1 × · · · × Ωk. Then for each λ > 0
there exists Xi ∈ Sym2(T ∗xˆiMi) such that
(Dxiϕ(xˆ1, . . . , xˆk),Xi) ∈ J¯ 2,+ui(xˆi) for i = 1, . . . , k,
and the block diagonal matrix with entries Xi satisfies
−( 1
λ
+ ||A||)I ≤


X1 · · · 0
...
. . .
...
0 · · · Xk

 ≤ A+ λA2,
where A = D2ϕ(xˆ1, . . . , xˆk).
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2.3. First and second variation formulae for arclength. Let γ0 :
[0, l] → M be a geodesic in M parametrised by arc length. Suppose γ(ε, s)
is any smooth variation of γ0(s) with ε ∈ (−ε0, ε0). Then the first variation
formula for arclength is
∂
∂ε
∣∣∣∣
ε=0
L(γ(ε, ·)) = 〈γs, γε〉
∣∣l
0
,
where γs is the unit tangent vector of γ0 and γε =
∂
∂εγ is the variational
vector field.
Furthermore, the second variation formula is given by
∂2
∂ε2
∣∣∣∣
ε=0
L(γ(ε, ·)) =
∫ l
0
(
|∇γs(γ⊥ε )|2 −R(γs, γε, γε, γs)
)
ds+ 〈γs,∇γεγε〉
∣∣l
0
,
where γ⊥ε means the normal part of the variational vector. Here and in the
sequel we use the convention on the Riemannian curvature tensor R such
that Ric(X,Y ) = trg(R(X, ·, ·, Y )) for X,Y ∈ TxM .
3. Riemannian manifolds with nonnegative Ricci curvature
First we prove the following modulus of continuity estimate, which implies
Theorem 1 immediately.
Theorem 6. Let (Mn, g) be a compact Riemannian manifold with Ric ≥ 0
and u be a viscosity solution of Equation (1). Suppose the barrier ϕ : [a, b]→
[inf u, supu] satisfies
ϕ′ > 0, (8)
d
dz
(
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
)
< 0. (9)
Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M. (10)
By letting y approach x, we get the following gradient bound.
Corollary 7. Under the conditions of Theorem 6, if moreover u ∈ C1(M),
then for every x ∈M we have
|∇u(x)| ≤ ϕ′(ψ(u(x))).
Now we show how Theorem 6 implies Theorem 1. Let ϕ satisfy (2) and
(3) in Theorem 1. Then for sufficiently small δ > 0, we can solve
α(ϕδ , ϕ
′
δ)ϕ
′′
δ + q(ϕδ, ϕ
′
δ) = −δz · ϕ′δ · β(ϕδ , ϕ′δ),
ϕδ(a) = ϕ(a), ϕ
′
δ(a) = ϕ
′(a),
to get ϕδ which satisfies (8) and (9). So by Theorem 6 we have (10) for ϕδ.
Letting δ → 0+, we finish the proof of Theorem 1.
Next we focus on proving Theorem 6. For that purpose we need a lemma
about the behaviour of semijets when composed with an increasing function.
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Lemma 8. Let u be a continuous function. Let ϕ : R→ R be a C2 function
with ϕ′ > 0. Let ψ be the inverse of ϕ, so that
ϕ(ψ(u(x))) = u(x).
(1) Suppose (p,X) ∈ J 2,+(ψ ◦ u)(x0). Then
(ϕ′p, ϕ′′p⊗ p+ ϕ′X) ∈ J 2,+u(x0),
where all derivatives of ϕ are evaluated at ψ ◦ u(x0).
(2) Suppose (p,X) ∈ J 2,−(ψ ◦ u)(x0). Then
(ϕ′p, ϕ′′p⊗ p+ ϕ′X) ∈ J 2,−u(x0),
where all derivatives of ϕ are evaluated at ψ ◦ u(x0).
(3) The same holds if we replace the semijets by their closures.
Proof. (1) Recall the definition of the superjet:
J 2,+u(x0) := {(Dϕ(x0),D2ϕ(x0)) : ϕ ∈ C2(M), such that u− ϕ
attains a local maximum at x0}.
Assume (p,X) ∈ J 2,+(ψ◦u)(x0). Let h be a C2 function such that ψ(u(x))−
h(x) has a local maximum at x0 and (Dh,D
2h)(x0) = (p,X). Since ϕ is
increasing, we know u(x) − ϕ(h(x)) = ϕ(ψ(u(x))) − ϕ(h(x)) has a local
maximum at x0. So it follows that
(ϕ′p, ϕ′′p⊗ p+ ϕ′X) ∈ J 2,+u(x0).
(2) is similar. (3) follows by approximation. 
Proof of Theorem 6. The proof is by contradiction. Assume there exists
some ε0 > 0 such that
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ ε0,
for any x, y ∈M and with equality for some x0 6= y0.
Next we want to replace d(x, y) by a smooth function d˜(x, y) on a neigh-
bourhood of (x0, y0). To construct this we let γ0 be the unit speed length-
minimizing geodesic joining x0 and y0, with length l = L(γ0). Let {ei(s)}ni=1
be parallel orthonormal vector fields along γ0 with en(s) = γ
′
0(s) for each
s. Then in small neighbourhoods Ux0 about x0 and Uy0 about y0, there are
mappings x 7→ (a1(x), . . . , an(x)) and y 7→ (b1(y), . . . , bn(y)) defined by
x = expx0(
n∑
1
ai(x)ei(0)), y = expy0(
n∑
1
bi(y)ei(l)).
Then for some C2 nonnegative function f : [0, l] → R to be determined, we
can define a smooth function d˜(x, y) in Ux0 × Uy0 to be the length of the
curve
expγ0(s)
(
l − s
l
n∑
1
ai(x)
f(s)
f(0)
ei(s) +
s
l
n∑
1
bi(y)
f(s)
f(l)
ei(s)
)
, s ∈ [0, l].
8 BEN ANDREWS AND CHANGWEI XIONG
It is easy to see that d(x, y) ≤ d˜(x, y) in Ux0 × Uy0 and with equality at
(x0, y0). Therefore we have
ψ(u(y)) − ψ(u(x)) − d˜(x, y) ≤ ε0,
for any (x, y) ∈ Ux0 × Uy0 and with equality at (x0, y0).
Thus we can apply the maximum principle to conclude that for each
λ > 0, there exist X ∈ Sym2(T ∗x0M) and Y ∈ Sym2(T ∗y0M) such that
(Dy d˜(x0, y0), Y ) ∈ J¯ 2,+(ψ ◦ u)(y0),
(Dxd˜(x0, y0),−X) ∈ J¯ 2,+(−ψ ◦ u)(x0),
i.e. (−Dxd˜(x0, y0),X) ∈ J¯ 2,−(ψ ◦ u)(x0),
and (−X 0
0 Y
)
≤M + λM2,
where M = D2d˜(x0, y0).
Note that Dy d˜(x0, y0) = en(l) and Dxd˜(x0, y0) = −en(0). By Lemma 8,
we have
(ϕ′(zy0)en(l), ϕ
′(zy0)Y + ϕ
′′(zy0)en(l)⊗ en(l)) ∈ J¯ 2,+u(y0),
(ϕ′(zx0)en(0), ϕ
′(zx0)X + ϕ
′′(zx0)en(0) ⊗ en(0)) ∈ J¯ 2,−u(x0),
where zx0 = ψ(u(x0)) and zy0 = ψ(u(y0)).
On the other hand, since u is both a subsolution and a supersolution of
(1), we have
tr(ϕ′(zy0)A2Y + ϕ
′′(zy0)A2en(l)⊗ en(l)) + q(ϕ′(zy0), ϕ(zy0)) ≥ 0
and
tr(ϕ′(zx0)A1X + ϕ
′′(zx0)A1en(0)⊗ en(0)) + q(ϕ′(zx0), ϕ(zx0)) ≤ 0,
where
A1 =


β(ϕ(zx0), ϕ
′(zx0)) . . . 0 0
...
. . .
...
...
0 . . . β(ϕ(zx0), ϕ
′(zx0)) 0
0 . . . 0 α(ϕ(zx0), ϕ
′(zx0))

 ,
and
A2 =


β(ϕ(zy0), ϕ
′(zy0)) . . . 0 0
...
. . .
...
...
0 . . . β(ϕ(zy0), ϕ
′(zy0)) 0
0 . . . 0 α(ϕ(zy0), ϕ
′(zy0))

 .
Therefore, first we have
0 ≤ q(ϕ(zy0), ϕ′(zy0))+ϕ′′(zy0)α(ϕ(zy0), ϕ′(zy0))+ϕ′(zy0)tr
((
0 C
C A2
)(−X 0
0 Y
))
,
GRADIENT ESTIMATES FOR ELLIPTIC EQUATIONS ON MANIFOLDS 9
whereC is an n×nmatrix to be determined. Multiplying by f2(l)ϕ′(zy0 )β(ϕ(zy0 ),ϕ′(zy0))
gives
0 ≤ f
2(l)
ϕ′(zy0)β(ϕ(zy0), ϕ
′(zy0))
(q(ϕ(zy0), ϕ
′(zy0)) + ϕ
′′(zy0)α(ϕ(zy0), ϕ
′(zy0)))
+
f2(l)
β(ϕ(zy0), ϕ
′(zy0))
tr
((
0 C
C A2
)(−X 0
0 Y
))
.
Similarly, for the inequality at x0 we get
0 ≥ f
2(0)
ϕ′(zx0)β(ϕ(zx0), ϕ
′(zx0))
(q(ϕ(zx0), ϕ
′(zx0)) + ϕ
′′(zx0)α(ϕ(zx0), ϕ
′(zx0)))
− f
2(0)
β(ϕ(zx0), ϕ
′(zx0))
tr
((
A1 0
0 0
)(−X 0
0 Y
))
.
Combining them we obtain
0 ≤ f
2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ′))
∣∣∣∣
zy0
− f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0
+
f2(l)
β(ϕ(zy0), ϕ
′(zy0))
tr
((
0 C
C A2
)(−X 0
0 Y
))
+
f2(0)
β(ϕ(zx0), ϕ
′(zx0))
tr
((
A1 0
0 0
)(−X 0
0 Y
))
.
Letting
C =


f(0)
f(l) β(ϕ(zy0), ϕ
′(zy0))
. . .
f(0)
f(l) β(ϕ(zy0), ϕ
′(zy0))
0

 ,
then the matrix
W =
f2(l)
β(ϕ(zy0), ϕ
′(zy0))
(
0 C
C A2
)
+
f2(0)
β(ϕ(zx0), ϕ
′(zx0))
(
A1 0
0 0
)
=


f2(0)In−1 0 f(0)f(l)In−1 0
0 f2(0)α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣
zx0
0 0
f(0)f(l)In−1 0 f
2(l)In−1 0
0 0 0 f2(l)α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣
zy0


is positive semidefinite.
So we can use (−X 0
0 Y
)
≤M + λM2
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to get
0 ≤ f
2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zy0
− f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0
+ tr(WM) + λ tr(WM2).
Now we compute tr(WM) as follows.
tr(WM) =
n−1∑
i=1
D2d˜((f(0)ei(0), f(l)ei(l)), (f(0)ei(0), f(l)ei(l)))
+
α(ϕ,ϕ′)
β(ϕ,ϕ′)
∣∣∣∣
zx0
D2d˜((f(0)en(0), 0), (f(0)en(0), 0))
+
α(ϕ,ϕ′)
β(ϕ,ϕ′)
∣∣∣∣
zy0
D2d˜((0, f(l)en(l)), (0, f(l)en(l))).
Note that
D2d˜((f(0)ei(0), f(l)ei(l)), (f(0)ei(0), f(l)ei(l)))
=
d2
dt2
∣∣∣∣
t=0
d˜(expx0(tf(0)ei(0)), expy0(tf(l)ei(l)))
=
d2
dt2
∣∣∣∣
t=0
L(expγ0(s)(tf(s)ei(s))s∈[0,l])
=
∫ l
0
[(f ′(s))2 − f2(s)R(en, ei, ei, en)]ds
=ff ′
∣∣l
0
−
∫ l
0
f(f ′′ + fR(en, ei, ei, en))ds,
which implies
n−1∑
i=1
D2d˜((f(0)ei(0), f(l)ei(l)), (f(0)ei(0), f(l)ei(l)))
=(n− 1)ff ′∣∣l
0
−
∫ l
0
f((n− 1)f ′′ + fRic(en, en))ds
≤(n− 1)ff ′∣∣l
0
−
∫ l
0
(n− 1)f(f ′′ + κf)ds.
Similarly we get
D2d˜((f(0)en(0), 0), (f(0)en(0), 0)) = 0,
D2d˜((0, f(l)en(l)), (0, f(l)en(l))) = 0.
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In summary, we have
0 ≤ f
2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zy0
− f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0
+ (n− 1)ff ′∣∣l
0
−
∫ l
0
(n− 1)f(f ′′ + κf)ds+ λ tr(WM2). (11)
Taking f(s) ≡ 1 and κ = 0, and letting λ→ 0, we have
0 ≤ q(ϕ,ϕ
′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zy0
zx0
.
Now taking Condition (9) into account, since zy0 = zx0+d(x0, y0)+ε0 > zx0 ,
we get a contradiction. Then we must have
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0,
which is the desired result.

4. Manifolds with negative lower Ricci curvature bound
In this section we prove the following modulus of continuity estimate.
Theorem 9. Let (Mn, g) be a compact Riemannian manifold with Ricci
curvature Ric ≥ (n− 1)κ, κ < 0, and u a viscosity solution of Equation (1).
Suppose the barrier ϕ : [a, b]→ [inf u, supu] satisfies
ϕ′ > 0, (12)
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
z
+ (n− 1)ρ
′
ρ
= 0, (13)
where ρ : [a, b]→ R+ satisfies ρ′′ + κρ = 0 and (ρ′ρ )′ > 0. Moreover let ψ be
the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M.
By letting y approach x, we get the following gradient bound.
Corollary 10. Under the conditions of Theorem 9, if moreover u ∈ C1(M),
then for every x ∈M we have
|∇u(x)| ≤ ϕ′(ψ(u(x))).
Remark 11. In fact, Theorem 9 is an equivalent statement of Theorem 3.
First, in a warped product M¯ = N × [a, b] with g¯ = ds2 + ρ(s)2gN , the
requirement Ric(∂s, ∂s) = (n− 1)κ is equivalent to ρ′′ + κρ = 0. Second, by
the calculation in [1, Sec. 3], u¯(x, s) = ϕ(s) being a solution of (1) means
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′) + (n − 1)ϕ′β(ϕ,ϕ′)ρ
′
ρ
= 0.
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Remark 12. Note that (ρ
′
ρ )
′ > 0 with ρ′′+κρ = 0 implies κ < −(ρ′)2/ρ2 and
so necessarily κ < 0. In addition, it is easy to see that ρ(z) = cosh(z0 + z)
satisfies our conditions; while ρ(z) = cos z does not, which means for κ > 0
(or for other choices of ρ with κ < 0) we need a different argument.
Proof of Theorem 9. The proof is by contradiction. Define
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y).
Assume otherwise
max
x,y∈M
Z(x, y) = Z(x0, y0) = ε0 > 0.
As derived in the last section, we have
0 ≤ f
2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zy0
− f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0
+ (n− 1)ff ′∣∣l
0
−
∫ l
0
(n− 1)f(f ′′ + κf)ds.
Take f(s) = ρ(zx0 + ε0 + s). And (13) shows that
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
z
= −(n− 1)ρ
′(z)
ρ(z)
is strictly decreasing. So we have
0 <
f2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zy0
− f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0+ε0
+ (n− 1)ff ′
∣∣∣∣
l
0
−
∫ l
0
(n− 1)f(f ′′ + κf)ds
= ρ2
(
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
+ (n− 1)ρ
′
ρ
) ∣∣∣∣
zy0
zx0+ε0
= 0,
which is a contradiction. Then we must have
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0,
which is the desired result. 
5. Riemannian manifolds with general lower Ricci bound
5.1. The result and an example. As observed in Remark 12, the case
κ > 0 may not be handled as in the last two sections. In other words, for this
case we may not prove that any solution ϕ to the one-dimensional equation
is a barrier. However, we find that for some family of the one-dimensional
solutions, the property of being barriers can be extended smoothly in the
family, and in fact this phenomenon holds for any κ ∈ R regardless of its
sign. More precisely, we prove the following result.
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Theorem 13. Let (Mn, g) be a compact Riemannian manifold with Ricci
curvature Ric ≥ (n − 1)κ, κ ∈ R. Assume in Equation (1) the coefficients
α, β are C2 functions, and q a continuous function. Let u be a C3 solution
of Equation (1). Suppose there exists a family of functions ϕc from [ac, bc]
to [inf u, supu] which satisfies
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
+ (n− 1)ρ
′
ρ
= 0,
ϕ′ > 0,
and depends smoothly on c ∈ (cu,+∞). Here ρ is a positive C2 function on
[ac, bc] satisfying ρ
′′+κρ = 0. Moreover, assume for c≫ cu, ϕ′c is uniformly
large. Then for any c > cu we have
ψc(u(y))− ψc(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M, (14)
where ψc is the inverse of ϕc.
By letting y approach x, we get the following gradient bound.
Corollary 14. Under the conditions of Theorem 13, for every x ∈ M we
have
|∇u(x)| ≤ ϕ′c(ψc(u(x))), c > cu.
Here we give an example in which Theorem 13 applies.
Example 5.1. Let us consider the following equation:
divg(Φ
′(|∇gu|2)∇gu) + q(u) = 0,
where q(u) = Q′(u) for some function Q, on a Riemannian manifold with
Ric ≥ n − 1. Here Φ satisfies some structure conditions in Subsection 6.5.
We also use the following notations:
K(s) := Φ′(s)s− 1
2
Φ(s),
Λ(s) := 2Φ′′(s)s+Φ′(s).
Note that for this example, α(u, |∇u|) = Λ(|∇u|2) and β(u, |∇u|) = Φ′(|∇u|2).
Let cu = supr∈[inf u,supu]Q(r) and suppose u0 ∈ [inf u, supu] is such that
Q(u0) = cu. Then the ODE appearing in Theorem 13 becomes the following:
(Here c > cu and ρ(z) = cos z.){
Λ((ϕ′c)
2)ϕ′′c + q(ϕc) = (n− 1) tan z · Φ′((ϕ′c)2)ϕ′c,
ϕ(0) = u0, ϕ
′(0) =
√
K−1 ◦ (c− cu),
(15)
which has a unique solution ϕc : [a, b] → [inf u, supu], where 0 ∈ [a, b] ⊂
(−pi/2, pi/2). Here K−1 denotes the inverse function of K. Equivalently, ϕc
satisfies:
K((ϕ′)2) +Q(ϕ) = c+
∫ z
0
(n− 1) tan z · Φ′((ϕ′)2)(ϕ′)2dz.
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Since
∫ z
0 (n− 1) tan z · Φ′((ϕ′)2)(ϕ′)2dz ≥ 0, we always have
ϕ′c(z) ≥
√
K−1 ◦ (c−Q(ϕc)) ≥
√
K−1 ◦ (c− cu) > 0.
Moreover, when c ≫ cu, ϕ′c is uniformly large. So by Theorem 13, for the
corresponding inverse ψc (c > cu), we have
ψc(u(y))− ψc(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M.
5.2. The proof. In this subsection, we first give the outline of the proof
and then derive a computational lemma which is needed in the proof.
Proof of Theorem 13. Assume by contradiction that (14) does not hold for
some c0 > cu. Then for any c > c0 we can solve by perturbation

α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
= −(n− 1)ρ
′
ρ
− δ(c) z
ρ2
,
ϕ(ac) = ϕc(ac), ϕ
′(ac) = ϕ
′
c(ac),
(16)
to get a function ϕc,δ(c), where δ(c) > 0 is small, and depends on c with
limc→c0 δ(c) = 0.
Denote D = {(x, x) : x ∈ M}. Then we consider a manifold Mˆ with
boundary which compactifies (M ×M) \D as follows: As a set, Mˆ is the
disjoint union of (M ×M) \D with the unit sphere bundle SM = {(x, v) ∈
TM : ||v|| = 1}. The manifold-with-boundary structure is defined by the
atlas generated by all charts for (M ×M) \D, together with the charts Yˆ
from SM×(0, r) defined by taking a chart Y for SM , and setting Yˆ (z, s) :=
(exp(sY (z)), exp(−sY (z))).
In the following we write ϕ = ϕc,δ(c) and ψ = ψc,δ(c) for short. Let
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y).
We define a function Zˆ on Mˆ as follows: For (x, y) ∈ (M×M)\D, we define
Zˆ(x, y) =
Z(x, y)
d(x, y)
.
For (x, v) ∈ SM , we define
Zˆ(x, v) =
1
ϕ′(zx)
Dvu(x)− 1.
Then one can check that Zˆ is a continuous function on Mˆ . And when
c≫ c0, we have Zˆ ≤ 0 on Mˆ .
Thus we can define
c1 := inf{c¯ > c0
∣∣Zˆ ≤ 0 on Mˆ for c ∈ (c¯,+∞)}.
By assumption we have c1 > c0, which we shall prove leads to a contradic-
tion.
In fact for c = c1 there will be two cases.
Case 1: 0 = Zˆ(x0, y0) for some x0 6= y0, i.e. Z(x0, y0) = 0.
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Case 2: Z(x, y) < 0 for any x 6= y ∈ M and Zˆ(x0, v0) = 0 for some
(x0, v0) ∈ SM .
We will rule out these two cases, so c1 > c0 is impossible.
For that purpose, we need the following lemma:
Lemma 15. Let u be a C3 solution of Equation (1). Let x 6= y with d(x, y) <
inj(M), the injectivity radius of M . Let γ0 : [0, l] → M be the length-
minimizing geodesic from x to y, and choose Fermi coordinates along γ0 as
before. Fix a C2 function f : [0, l] → R. Then Z = Z(x, y) satisfies the
following equation
LZ : = f(l)2α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣∣∣
zy
D2(0,en),(0,en)Z + f(0)
2α(ϕ,ϕ
′)
β(ϕ,ϕ′)
∣∣∣∣
zx
D2(en,0),(en,0)Z
+
∑
i<n
D2(f(0)ei,f(l)ei),(f(0)ei,f(l)ei)Z
= −f(l)2α(ϕ,ϕ
′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zy
+ f(0)2
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx
− (n − 1)f(s)f ′(s)
∣∣∣∣
l
0
+
∫ l
0
(
(n − 1)ff ′′ + f2Ric(en)
)
ds+DZ ∗DZ + P ·DZ,
where the coefficients of DZ ∗DZ and DZ are C1 functions.
With this lemma at hand, choose
f(s) = ρ(zx + Z + s).
Using the condition on Ricci curvature, we can derive
LZ +DZ ∗DZ + P ·DZ
≥ −f(l)2α(ϕ,ϕ
′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zy
+ f(0)2
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx
− (n− 1)f(s)f ′(s)
∣∣∣∣
l
0
= −ρ2
(
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
+ (n− 1)ρ
′
ρ
) ∣∣∣∣
zy
zx+Z
+ f(0)2
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx
zx+Z
. (17)
Let us first consider Case 1. The same computation applies and so by the
maximum principle we have at (x0, y0)
0 ≥LZ +DZ ∗DZ + P ·DZ
= −ρ2
(
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
+ (n− 1)ρ
′
ρ
) ∣∣∣∣
zy
zx
= δ(c1)z
∣∣zy
zx
= δ(c1)l > 0.
This contradiction shows that Case 1 cannot occur.
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Next we consider Case 2: Z(x, y) < 0 for any x 6= y ∈M . In this case by
(17) and the choice of ϕc,δ(c), we have, for x 6= y close enough to each other,
LZ +DZ ∗DZ + P ·DZ
≥ δ(c1)z
∣∣zy
zx+Z
+ f(0)2
(
−(n− 1)ρ
′
ρ
− δ(c) z
ρ2
) ∣∣∣∣
zx
zx+Z
= δ(c1)l + C(x, y)Z ≥ C(x, y)Z,
where C(x, y) is some bounded function. That is, the inequality above holds
near the boundary of Mˆ . Now recall the boundary Hopf maximum princi-
ple from [19], applying to any C2 function Z which has a strict maximum
boundary value zero and satisfies aijZij + b
iZi + cZ ≥ 0 with aij ∈ C2,
bi ∈ C1, c ∈ L∞ and [aij ] ≥ 0. Thus we derive for (x0, v0)
0 > D(0,v)Z(x, x) = lim
t→0
Z(x, expx(tv)) − Z(x, x)
t
= lim
t→0
ψ(u(expx(tv))) − ψ(u(x)) − d(x, expx(tv))
t
=
1
ϕ′(zx)
Dvu(x)− 1,
which contradicts Zˆ(x0, v0) =
1
ϕ′(zx0 )
Dv0u(x0)−1 = 0. So Case 2 is also ruled
out. So c1 > c0 is impossible, and the proof of Theorem 13 is complete. 
Finally we give the proof of Lemma 15.
The proof of Lemma 15. Recall
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y).
For any X ∈ TxM and Y ∈ TyM , there exists a variation γ(ε, s) of γ0(s)
such that γε(0) = X and γε(l) = Y . Then the first derivative of Z in the
direction (X,Y ) is
D(X,Y )Z = ψ
′(u(y))〈∇u(y), γε(l)〉 − ψ′(u(x))〈∇u(x), γε(0)〉 − 〈T (s), γε(s)〉|l0
= 〈ψ′(u)∇u− γs, γε(s)〉|l0.
Furthermore the second derivative of Z is
D2(X,Y ),(X,Y )Z = ψ
′′(u)〈∇u, γε(l)〉2 + ψ′(u) (〈Dγε(∇u), γε(l)〉+ 〈∇u,Dγεγε(l)〉)
− ψ′′(u)〈∇u, γε(0)〉2 − ψ′(u) (〈Dγε(∇u), γε(0)〉 + 〈∇u,Dγεγε(0)〉)
−
∫ l
0
(
|∇γs(γ⊥ε )|2 −R(γs, γε, γε, γs)
)
ds− 〈γs,∇γεγε〉
∣∣l
0
.
Note that
ψ′ · ϕ′ = 1,
ψ′′·(ϕ′)2 + ψ′ · ϕ′′ = 0.
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We get
D2(X,Y ),(X,Y )Z = −
ϕ′′
(ϕ′)3
〈∇u, γε(l)〉2 + ϕ
′′
(ϕ′)3
〈∇u, γε(0)〉2
+
1
ϕ′
D2u(γε(l), γε(l))− 1
ϕ′
D2u(γε(0), γε(0))
−
∫ l
0
(
|∇γs(γ⊥ε )|2 −R(γs, γε, γε, γs)
)
ds+D(Dγεγε(0),Dγεγε(l))Z.
Now we choose particular variations to obtain inequalities for particular
parts of the Hessian of Z:
(1). Vary y: Choose the variation
γ(ε, s) = γ0(s+ ε
s
l
).
So γε(l) = en, γε(0) = 0. Then we get
D(0,en)Z = 〈
1
ϕ′
∇u− γs, en〉(l) = un(y)
ϕ′
− 1,
D2(0,en),(0,en)Z = −
ϕ′′u2n(y)
(ϕ′)3
+
1
ϕ′
unn(y)
= −ϕ
′′
ϕ′
(1 +D(0,en)Z)
2 +
1
ϕ′
unn(y).
(2). Vary x: Choose the variation
γ(ε, s) = γ0(s+ ε
l − s
l
).
So γε(l) = 0, γε(0) = en. Then similarly we get
D(en,0)Z = −〈
1
ϕ′
∇u− γs, en〉(0) = −un(x)
ϕ′
+ 1,
D2(en,0),(en,0)Z =
ϕ′′u2n(x)
(ϕ′)3
− 1
ϕ′
unn(x) =
ϕ′′
ϕ′
(1−D(en,0)Z)2 −
1
ϕ′
unn(x).
(3). Vary γ0 along ei(s) for fixed i < n: Choose
γ(ε, s) = expγ0(s)(εf(s)ei(s)).
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So γε(s) = f(s)ei(s). Therefore
D(f(0)ei,f(l)ei)Z = 〈
1
ϕ′
∇u− γs, f(s)ei(s)〉|l0
=
f(l)
ϕ′
ui(y)− f(0)
ϕ′
ui(x),
D2(f(0)ei,f(l)ei),(f(0)ei,f(l)ei)Z = −
ϕ′′
(ϕ′)3
f2(l)u2i (y) +
ϕ′′
(ϕ′)3
f2(0)u2i (x)
+
1
ϕ′
f2(l)uii(y)− 1
ϕ′
f2(0)uii(x)
−
∫ l
0
[(f ′(s))2 − f2(s)R(en, ei, ei, en)]ds.
Then after summation from i = 1 to i = n− 1 we have∑
i<n
D2(f(0)ei,f(l)ei),(f(0)ei,f(l)ei)Z = −
ϕ′′
(ϕ′)3
f2(l)
∑
i<n
u2i (y) +
ϕ′′
(ϕ′)3
f2(0)
∑
i<n
u2i (x)
+
1
ϕ′
f2(l)
∑
i<n
uii(y)− 1
ϕ′
f2(0)
∑
i<n
uii(x)
− (n− 1)f(s)f ′(s)|l0 +
∫ l
0
[(n− 1)ff ′′ + f2Ric(en)]ds.
Now recall that at x0 or y0 Equation (1) is
α(ϕ,ϕ′)unn + β(ϕ,ϕ
′)
∑
i<n
uii + q(ϕ) +DZ ∗DZ + P ·DZ = 0.
Therefore direct computation yields
LZ :=− f(l)2α(ϕ,ϕ
′)ϕ′′
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zy
(1 +D(0,en)Z)
2 + f(0)2
α(ϕ,ϕ′)ϕ′′
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx
(1−D(en,0)Z)2
− ϕ
′′
ϕ′
∣∣∣∣
zy
∑
i<n
(D(0,f(l)ei)Z)
2 +
ϕ′′
ϕ′
∣∣∣∣
zx
∑
i<n
(D(f(0)ei,0)Z)
2
− f(l)2 q(ϕ)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zy
+ f(0)2
q(ϕ)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx
− (n− 1)f(s)f ′(s)
∣∣∣∣
l
0
+
∫ l
0
(
(n− 1)ff ′′ + f2Ric(en)
)
ds+DZ ∗DZ + P ·DZ.
Putting the terms involvingDZ together, we complete the proof of Lemma 15.

6. Finsler spaces with nonnegative weighted Ricci curvature
In this section we consider the problem on Finsler manifolds, although
only for Equation (18) below of divergence form. We first briefly review the
fundamentals of Finsler geometry [4,31] and some developments from [28,30].
Then we give the structure conditions for the equation and regularity of its
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solutions. Finally we will discuss the modulus of continuity estimates in this
Finsler context.
6.1. Finsler manifolds. Let M be an n-dimensional connected smooth
manifold without boundary. Given a local coordinate {xi}ni=1 on an open
set U ⊂M , let {xi, V j}ni,j=1 be the coordinate of TU , i.e.
V = V j
∂
∂xj
,∀V ∈ TxM,x ∈ U.
Definition 6.1 (Finsler structures). A function F : TM → [0,∞) is called
a Finsler structure if the following three conditions hold:
(1) (Regularity) F is C∞ on TM \ 0;
(2) (Positive 1-homogeneity) F (x, cV ) = cF (x, V ) for all (x, V ) ∈ TM
and all c > 0;
(3) (Strong convexity) The matrix
gij(x, V ) :=
∂2
∂V i∂V j
(
1
2
F 2
)
(x, V )
is positive definite for all (x, V ) ∈ TM \ 0.
We call such a pair (M,F ) a smooth Finsler manifold. If moreover a
measure m is given on M , we call the triple (M,F,m) a Finsler measure
space. Note that for every non-vanishing vector field V , gij(x, V ) induces a
Riemannian structure gV on M by the following formula
gV (X,Y ) = gij(x, V )X
iY j ,∀X,Y ∈ TxM.
By the homogeneity of F , gV (V, V ) = F
2(x, V ).
For x, y ∈M , the distance function from x to y is defined by
d(x, y) := inf
γ
∫ 1
0
F (γ(t), γ˙(t))dt,
where the infimum is taken over all C1-curves γ : [0, 1] → M such that
γ(0) = x and γ(1) = y. Note that generally d(x, y) 6= d(y, x) since F is only
positively homogeneous.
A C∞-curve γ : [0, 1] → M is called a geodesic if it is locally minimizing
and has a constant speed (i.e. F (γ(t), γ˙(t)) is constant). For V ∈ TxM ,
if there exists a geodesic γ : [0, 1] → M with γ˙(0) = V , then we define
the exponential map by expx(V ) := γ(1). We say that (M,F ) is forward
complete if the exponential map is defined on whole TM . Then by Hopf-
Rinow theorem (see [4]), any pair of points can be connected by a minimal
geodesic.
6.2. Chern connection and Ricci curvature. Let pi : TM → M be
the projection. There exists a unique linear connection on pi∗TM , which
is called Chern connection. The Chern connection is determined by the
following structure equations:
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(1) Torsion freeness:
DVXY −DVY X = [X,Y ];
(2) Almost g-compatibility:
Z(gV (X,Y )) = gV (D
V
ZX,Y ) + gV (X,D
V
Z Y ) + 2CV (D
V
Z V,X, Y ),
for V ∈ TM \ 0,X, Y, Z ∈ TM .
Here DVXY is the covariant derivative with respect to the reference vector V
and
CV (X,Y,Z) := Cijk(V )X
iY jZk =
1
4
∂3F 2(x, V )
∂V i∂V j∂V k
XiY jZk
is the Cartan tensor of (M,F ). Note that DcVX Y = D
V
XY , c > 0 (see e.g.
(2.5) in [30]), and CV (V,X, Y ) = 0 due to the homogeneity of F .
Given two linear independent vectors V,W ∈ TxM \ 0, the flag curvature
is defined by
KV (V,W ) =
gV (R
V (V,W )W,V )
gV (V, V )gV (W,W )− gV (V,W )2 ,
where RV is the Riemannian curvature given by
RV (X,Y )Z := DVXD
V
Y Z −DVY DVXZ −DV[X,Y ]Z.
Then the Ricci curvature is defined by
Ric(V ) :=
n−1∑
i=1
KV (V, ei),
where {e1, · · · , en−1, VF (V )} is the orthonormal basis of TxM with respect to
gV . (Note that Ric is 0-homogeneous.)
Next we recall the definition of the weighted Ricci curvature on Finsler
manifolds introduced by Ohta in [28].
Definition 6.2. Given a unit vector V ∈ TxM , let γ : (−ε, ε) →M be the
geodesic with γ(0) = x and γ˙(0) = V . We decompose the measure dm as
dm = e−Ψvolγ˙ along γ, where volγ˙ is the volume form of gγ˙ . Define the
weighted Ricci curvature as
(1) Ricn(V ) :=
{
Ric(V ) + (Ψ ◦ γ)′′(0), if (Ψ ◦ γ)′(0) = 0,
−∞, otherwise,
(2) RicN (V ) := Ric(V ) + (Ψ ◦ γ)′′(0)− (Ψ ◦ γ)
′(0)2
N − n for N ∈ (n,∞),
(3) Ric∞(V ) := Ric(V ) + (Ψ ◦ γ)′′(0).
For c ≥ 0 and N ∈ [n,∞], define RicN (cV ) := c2RicN (V ). (Note that RicN
is 2-homogeneous.)
We say that RicN ≥ K for some K ∈ R if RicN (V ) ≥ KF (V )2 for all
V ∈ TM . It is proved by Ohta [28] that the bound RicN (V ) ≥ KF (V )2 is
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equivalent to Lott-Villani and Sturm’s curvature-dimension condition, which
has many interesting applications (see [28,29]).
6.3. Gradient and Laplacian. Given a Finsler structure F on a manifold
M , its dual Finsler structure F ∗ on the cotangent bundle T ∗M is defined
by
F ∗(x, ξ) := sup
Y ∈TxM\0
ξ(Y )
F (x, Y )
,∀ξ ∈ T ∗xM.
The Legendre transformation L : TM → T ∗M is given by
L(Y ) :=
{
gY (Y, ·), Y 6= 0,
0, Y = 0.
It is easy to check that L is a diffeomorphism from TM \0 onto T ∗M \0 and
F (Y ) = F ∗(L(Y )),∀Y ∈ TM . Moreover, there holds the Cauchy-Schwarz
inequality
gY (Y,Z) ≤ F (Y )F (Z),
for ∀Y 6= 0, Z ∈ TM .
Now for a smooth function u : M → R, we define the gradient vector
∇u(x) as ∇u(x) := L−1(du(x)) ∈ TxM . In a local coordinate system, we
can write it as
∇u(x) =

g
ij(x,∇u) ∂u
∂xi
∂
∂xj
, if du(x) 6= 0,
0, otherwise,
where gij(x,∇u) is the inverse of gij(x,∇u). Also note that gij(x,∇u) =
g∗ij(x, du).
For a differentiable vector field V on M and x ∈ MV := {x|V (x) 6= 0},
we define ∇V ∈ T ∗xM ⊗ TxM by
∇V (Y ) := DVY V ∈ TxM, Y ∈ TxM.
Then the Hessian of u is given by ∇2u := ∇(∇u) on M∇u, which can also
be seen as in T ∗xM ⊗ T ∗xM via
∇2u(X,Y ) = g∇u(D∇uX ∇u, Y ).
One can check that ∇2u(X,Y ) is symmetric. See details in [30] or [33].
Now for a given positive C∞-measure m on M , define the divergence of
a differentiable vector field V with respect to m in the weak form by∫
M
φdivmV dm = −
∫
M
dφ(V )dm
for ∀φ ∈ C∞c (M). In a local coordinate system where dm = σ(x)dx,
divmV =
1
σ(x)
∂
∂xi
(
σ(x)V i
)
.
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The Finsler Laplacian of u ∈W 1,2loc (M) is given by ∆mu = divm(∇u). Recall
the relationship between ∆mu and ∇2u is that (see e.g. [35, Lemma 3.3])
∆mu =
n∑
i=1
∇2u(ei, ei)− S(∇u), on M∇u.
Here {ei}ni=1 is the g∇u-orthonormal basis and S : TM → R is the S-
curvature [31] given by
S(V ) =
d
dt
∣∣∣∣
t=0
Ψ ◦ γ(t),
where γ is a geodesic with γ′(0) = V and dm = e−Ψvolγ˙ . Note that S(cV ) =
cS(V ), for c > 0.
On the other hand, for a given smooth non-vanishing vector field V , we
can define the weighted gradient vector and the weighted Laplacian on the
weighted Riemannian manifold (M,gV ,m) by
∇V u(x) = gij(x, V ) ∂u
∂xj
∂
∂xi
,
and
∆Vmu = divm(∇V u),
respectively. It is worth mentioning that ∇∇uu = ∇u and ∆∇um u = ∆mu on
M∇u.
6.4. The first and second variation formulas for arclength of geo-
desic. Let γ0 : [0, l] → M be a unit speed geodesic in M . Suppose γ(ε, s)
is any variation of γ0(s) with ε ∈ (−ε0, ε0). Then the first variation formula
for arclength is (see e.g. [28])
∂
∂ε
∣∣∣∣
ε=0
L(γ(ε, ·)) = gγs(γs, γε)
∣∣l
0
,
where γs is the unit tangent vector of γ0 and γε =
∂
∂εγ is the variational
vector field.
Furthermore, the second variation formula is given by (see e.g. [28])
∂2
∂ε2
∣∣∣∣
ε=0
L(γ(ε, ·)) =
∫ l
0
{gγs(Dγsγs (γε⊥),Dγsγs (γε⊥))− gγs(Rγs(γs, γε)γε, γs)}ds
+ gγs(D
γs
γεγε, γs)
∣∣l
0
,
where γ⊥ε means the normal part of the variational vector.
6.5. Euler-Lagrange equation of energy functional, structure con-
ditions and notations. Let (Mn, F,m) be a compact Finsler measure
space without boundary. We consider the following energy functional
E(u) =
∫
M
(
1
2
Φ(F 2(∇u))−Q(u)
)
dm,
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where Φ ∈ C3(R+) with Φ(0) = 0 and Q ∈ C2(R). The Euler-Lagrange
equation for E is given by
divm(Φ
′(F 2(∇u))∇u) + q(u) = 0, (18)
where q(u) = Q′(u). We always assume Φ satisfies the following structure
conditions: Φ(0) = 0, and there exist p > 1, τ ≥ 0 and c1, c2 > 0 such that
for any V,W ∈ TM \ 0,
c1(τ + F (V ))
p−2 ≤ Φ′(F 2(V )) ≤ c2(τ + F (V ))p−2 (19)
and
c1(τ + F (V ))
p−2F 2(W ) ≤ a(V )(W,W ) ≤ c2(τ + F (V ))p−2F 2(W ), (20)
where a(V ) = 2Φ′′(F 2(V ))L(V )⊗ L(V ) + Φ′(F 2(V ))gV .
Remark 16. If we choose
Φ(s) =
2
p
s
p
2 ,
we obtain the p-Finsler-Laplace operator, which is the model for our struc-
ture conditions.
We also use the following notations:
K(s) := Φ′(s)s− 1
2
Φ(s),
Λ(s) := 2Φ′′(s)s+Φ′(s).
Note that K ′(s) = 12Λ(s). And taking in (20) W = V , we have Λ(s) ≥
c1(τ + s
1
2 )p−2 > 0, for s > 0.
6.6. The regularity of the solutions to the equation. By Theorem 1
in [32] (see also [12] and [21]), any solution u of (18) satisfies u ∈ C1,α(M)
and
||u||C1,α(M) ≤ C(|u|∞,M).
Furthermore, on any domain Ω such that infΩ¯ F (∇u) > 0, Equation (18)
is uniformly elliptic in Ω. Then Theorem 6.3 in [20, Chap.4] implies u ∈
C2,α(Ω).
6.7. Modulus of continuity estimate. We shall prove the following mod-
ulus of continuity estimate.
Theorem 17. Let (Mn, F,m) be a compact Finsler measure space with
nonnegative weighted Ricci curvature Ric∞ and u ∈ W 1,p(M) a solution
of Equation (18). Suppose the barrier function ϕ : [a, b] → [inf u, supu]
satisfies
ϕ′ > 0, (21)
d
ds
(
Λ((ϕ′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
)
< 0. (22)
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Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(s)) = s. Then we have
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M.
Remark 18. In the result above, by simple perturbation, we can replace
Condition (22) by the equality
Λ((ϕ′)2)ϕ′′ + q(ϕ) = 0.
By letting y approach x, we get the following gradient bound.
Corollary 19. Under the conditions of Theorem 17, for every x ∈ M we
have
F (∇u(x)) ≤ ϕ′(ψ(u(x))).
Proof of Theorem 17. The proof is by contradiction. Define
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y).
Assume otherwise
max
x,y∈M
Z(x, y) = Z(x0, y0) = ε0 > 0.
Obviously x0 6= y0 and for any smooth unit speed curve γ : [0, l]→M
Z(γ) := ψ(u(γ(l))) − ψ(u(γ(0))) − L(γ) ≤ Z(γ(0), γ(l)) ≤ ε0,
with equality when γ = γ0, a length-minimising geodesic from x0 to y0.
Let γ(ε, s) be any variation of γ0(s). The first derivative condition yields
0 = ψ′(u(y0))g∇u(∇u(y0), γε(l))−ψ′(u(x0))g∇u(∇u(x0), γε(0))−gγs(γs, γε)
∣∣l
0
.
Since the variation is arbitrary, we have
ψ′(u(y0))∇u(y0) = T (l),
ψ′(u(x0))∇u(x0) = T (0),
or equivalently
∇u(y0) = ϕ′(zy)T (l),
∇u(x0) = ϕ′(zx)T (0),
where T is the unit tangent vector of γ, zy = ψ(u(y0)) and zx = ψ(u(x0)).
Next we will obtain some information from the following second derivative
condition:
0 ≥ ψ′′(u)g∇u(∇u, γε(l))2 + ψ′(u)
(
g∇u(D
∇u
γε ∇u, γε(l)) + g∇u(∇u,D∇uγε γε(l))
)
− ψ′′(u)g∇u(∇u, γε(0))2 − ψ′(u)
(
g∇u(D
∇u
γε ∇u, γε(0)) + g∇u(∇u,D∇uγε γε(0))
)
−
∫ l
0
{gγs(Dγsγs (γε⊥),Dγsγs (γε⊥))− gγs(Rγs(γs, γε)γε, γs)}ds − gγs(Dγsγεγε, γs)
∣∣l
0
,
where we have suppressed some notations.
Choose at x0 an orthonormal basis {e1, · · · , en−1, en = T (0)} with respect
to gγs(0). Then parallel transport along γ0 to produce an orthonormal basis
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{ei(s)} for each tangent space Tγ0(s)M (So Dγsγse(s) = 0). Note that en(s) =
T (s) for each s. Then we consider the following three variations.
(1) Vary y0. Choose the variation
γ(ε, s) = γ0(s+ ε
s
l
).
So γε(l) = en and γε(0) = 0. Then we get
0 ≥ ψ′′(u)g∇u(∇u, γε(l))2 + ψ′(u)g∇u(D∇uγε ∇u, γε(l))
= ψ′′un(y0)
2 + ψ′unn(y0)
=
unn(y0)− ϕ′′(zy)
ϕ′(zy)
. (23)
(2) Vary x0. Choose the variation
γ(ε, s) = γ0(s+ ε
l − s
l
).
So γε(l) = 0 and γε(0) = en. Then similarly we get
0 ≥ −unn(x0)− ϕ
′′(zx)
ϕ′(zx)
. (24)
(3) Vary γ0 along ei(s) for fixed i < n. Choose
γ(ε, s) = expγ0(s)(εei(s)).
So γε(s) = ei(s). Therefore
0 ≥ ψ′(u(y0))uii(y0)− ψ′(u(x0))uii(x0) +
∫ l
0
gγs(R
γs(γs, ei)ei, γs)ds
=
uii(y0)
ϕ′(zy)
− uii(x0)
ϕ′(zx)
+
∫ l
0
gγs(R
γs(γs, ei)ei, γs)ds. (25)
Then after summation from i = 1 to i = n− 1 and noting
Ric∞(γs) = Ric(γs) + (Ψ ◦ γ)′′ ≥ 0,
we have
0 ≥
∑
i<n uii(y0)
ϕ′(zy)
−
∑
i<n uii(x0)
ϕ′(zx)
−
∫ l
0
(Ψ ◦ γ)′′ds
=
∑
i<n uii(y0)
ϕ′(zy)
−
∑
i<n uii(x0)
ϕ′(zx)
− (Ψ ◦ γ)′∣∣l
0
. (26)
Now recall Equation (18) is
0 = Φ′′(F 2(∇u))2uijuiuj +Φ′(F 2(∇u))∆mu+ q(u)
= Φ′′(F 2(∇u))2uijuiuj +Φ′(F 2(∇u))
(
n∑
i=1
uii − S(∇u)
)
+ q(u)
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on M∇u. In particular, at x0 or y0
Φ′′((ϕ′)2)2unn(ϕ
′)2 +Φ′((ϕ′)2)
(
n∑
i=1
uii − ϕ′(Ψ ◦ γ)′
)
+ q(ϕ) = 0.
As a result we can solve∑
i<n
uii = −Λ((ϕ
′)2)unn + q(ϕ)
Φ′((ϕ′)2)
+ ϕ′(Ψ ◦ γ)′ (27)
at x0 or y0.
Plugging (27) into (26) and using (23) and (24), finally we have
0 ≥ −Λ((ϕ
′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
∣∣∣∣
zy
+
Λ((ϕ′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
∣∣∣∣
zx
.
Now taking (22) into account, since zy = zx + d(x0, y0) + ε0 > zx, we get a
contradiction. Then we must have
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0,
which is the desired result. 
7. Gradient estimates and rigidity results for Finsler
manifolds with nonnegative weighted Ricci curvature
In this section we continue the study on Finsler manifolds in Section 6.
More precisely, we derive the gradient estimates of Modica type and some
standard rigidity results.
Define
cu := sup
r∈[inf u,supu]
Q(r).
Then we shall prove the following gradient estimates of Modica type.
Theorem 20. Let (Mn, F,m) be a compact Finsler measure space with
nonnegative weighted Ricci curvature Ric∞ and u ∈ W 1,p(M) a solution of
Equation (18). Then for all x ∈M , there holds
Φ′(F 2(∇u))F 2(∇u)− 1
2
Φ(F 2(∇u)) ≤ cu −Q(u). (28)
Proof of Theorem 20. Fix any
c > cu = sup
r∈[inf u,supu]
Q(r).
Then we can solve
K((ϕ′)2) = c−Q(ϕ) (29)
to get a solution ϕc with ϕ
′
c > 0 and its image being [inf u, supu]. In fact,
s = s0 +
∫ ϕc
inf u
dϕ√
K−1 ◦ (c−Q(ϕ)) (30)
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for ϕc ∈ [inf u, supu]. Differentiating (29) we know ϕc solves
Λ((ϕ′)2)ϕ′′ + q(ϕ) = 0.
Now noting Remark 18, we can apply Corollary 19 to get
K(F 2(∇u)) +Q(u) ≤ K((ϕ′c)2) +Q(ϕc) = c.
Finally since c > cu is arbitrary we have
K(F 2(∇u)) +Q(u) ≤ cu.
So we complete the proof of Theorem 20.

Another application of our modulus of continuity estimate, Theorem 17,
is a rigidity result for u concerning cu as follows.
Theorem 21. Let u be as in Theorem 20. Suppose τ = 0 in the structure
conditions (19) and (20). Moreover, when p > 2, we assume at any r0 with
Q(r0) = cu and Q
′(r0) = 0 there holds Q(r) = Q(r0)+O(|r−r0|p) as r → r0.
If there exists a point x0 ∈ M satisfying Q(u(x0)) = cu and Q′(u(x0)) = 0,
then u is constant.
Remark 22. Here we provide an example to illustrate some aspects of The-
orem 21: Let p = 2 and Q(u) = sinu. Then Theorem 21 indicates that the
image [inf u, supu] of any non-constant solution u can not contain points in
{2kpi + pi2 : k ∈ N}, which gives a restriction on the solutions.
Proof of Theorem 21. Assume u is not a constant function. Then [inf u, supu]
has nonempty interior. Without loss of generality we may assume u(x0) >
inf u. Then using (30) we get
ψc(u(x0))− ψc(inf u) =
∫ u(x0)
inf u
dϕ√
K−1 ◦ (c−Q(ϕ)) , c > cu.
Next we claim
lim
c→c+u
∫ u(x0)
inf u
dϕ√
K−1 ◦ (c−Q(ϕ)) = +∞.
So when c is close enough to c+u , we get a contradiction to the modulus of
continuity estimate
ψc(u(y))− ψc(u(x)) ≤ d(x, y) < +∞, x, y ∈M.
To prove the claim, first we observe that
s
p
2 ≤ 2
ε0
K(s), 0 < ε0 <
2
p
c1. (31)
In fact, define G(s) = 2K(s)− ε0s
p
2 with ε0 <
2
pc1. Then G(0) = 0 and
G′(s) = Λ(s)− ε0 p
2
s
p
2
−1 > 0
by the assumption. Thus G(s) ≥ 0, which is (31).
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Therefore, we obtain√
K−1 ◦ (cu −Q(ϕ)) ≤ c(cu −Q(ϕ))1/p = c(Q(u(x0))−Q(ϕ))1/p.
Note that for 1 < p ≤ 2, by Taylor expansion Q(r)−Q(r0) = O(|r− r0|2) =
O(|r − r0|p). For p > 2, by the assumption Q(r)−Q(r0) = O(|r − r0|p). In
either case, we can conclude√
K−1 ◦ (cu −Q(ϕ)) ≤ c˜(u(x0)− ϕ), ϕ ≤ u(x0),
which implies that ∫ u(x0)
inf u
dϕ√
K−1 ◦ (cu −Q(ϕ))
= +∞.
So we obtain the desired claim and finish the proof of Theorem 21.

Also we can give a characterization of cu.
Theorem 23. Under the same assumptions as Theorem 21, we have
cu = max{Q(inf u), Q(supu)}.
Moreover, if there exists a point x0 ∈ M satisfying Q(u(x0)) = cu, then
either u(x0) = inf u or u(x0) = supu.
Proof of Theorem 23. Without loss of generality, we assume that u is not
a constant. Assume cu > max{Q(inf u), Q(supu)}. Then there exists r0 ∈
(inf u, supu) such that
sup
r∈[inf u,supu]
Q(r) = cu = Q(r0).
So r0 is a local maximum point for Q and Q
′(r0) = 0.
Meanwhile by the continuity of u, there exists a point y0 such that u(y0) =
r0. Thus Q(u(y0)) = cu and Q
′(u(y0)) = 0. So u is constant by Theorem 21,
which is a contradiction. This completes the proof.

8. Noncompact manifolds and manifolds with boundary
In this section we consider various extensions of the two-point function
method. More precisely, for noncompact manifolds without boundary, we
shall make use of the “translation invariance” of the equation; while for
compact manifolds with boundary and solutions with Dirichlet boundary
condition, we derive a sharp barrier estimate near the boundary. In addi-
tion, we also consider anisotropic PDEs on certain unbounded domains with
boundary in Rn, which is a special Finsler measure space with boundary.
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8.1. Noncompact Riemannian manifolds without boundary. In this
subsection we shall use the Cheeger-Gromov convergence of a sequence of
complete pointed Riemannian manifolds (Nnk , gk, xk) to complete pointed
Riemannian manifold (Nn∞, g∞, x∞). By definition, it means that there ex-
ist an exhaustion {Uk} of N∞ by open domains with x∞ ∈ Uk (k ∈ N), and a
sequence of diffeomorphisms Φk : Uk → Vk := Φk(Uk) ⊂ Nk with Φk(x∞) =
xk such that (Uk,Φ
∗
k(gk|Vk)) converges smoothly and locally uniformly to
(N∞, g∞). Recall the Cheeger-Gromov convergence theorem (see e.g. [8]):
any sequence of complete pointed Riemannian manifolds (Nnk , gk, xk) with
uniformly bounded geometry converges to a complete pointed Riemannian
manifold (Nn∞, g∞, x∞) in the sense of Cheeger-Gromov, up to a subse-
quence.
Our first result in this subsection is as follows.
Theorem 24. Let (Mn, g) be a complete noncompact Riemannian manifold.
Assume M is of bounded geometry and has nonnegative Ricci curvature. Let
u be a bounded viscosity solution of Equation (1) on M . Suppose ϕ : [a, b]→
[inf u, supu] is a C2 solution of
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′) = 0 on [a, b]; (32)
ϕ(a) = inf u; ϕ(b) = supu; ϕ′ > 0 on [a, b]. (33)
Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M.
Remark 25. It can be seen from the proof of Theorem 24 that for non-
compact manifolds the argument depends crucially on certain “translation
invariance” of Equation (1). The exploitation of the translation invariance
has already appeared in the known works which use P -function method.
Our proof of Theorem 24 is a combination of the translation invariance and
the two-point functions method, and Theorem 24 can recover the results in
e.g. [6, 26].
Proof of Theorem 24. The proof is by contradiction, and proceeds as in the
proof of Theorem 6 with suitable modifications. First by perturbation we
may assume ϕ satisfies
d
dz
(
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
)
< 0.
Let N denote the set of complete noncompact Riemannian manifolds
(Nn, gN ) with RicN ≥ 0, and with bounded geometry of the same bounds
as those for M . For any (Nn, gN ) ∈ N , let SN be the set of all viscosity
solutions of Equation (1) on N with the same upper and lower bounds as
those for u on M . Set
Z(N, v, x, y) = ψ(v(y)) − ψ(v(x)) − dgN (x, y), N ∈ N , v ∈ SN , x, y ∈ N.
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It suffices to prove supN∈N ,v∈SN ,x,y∈N Z(N, v, x, y) ≤ 0. Assume otherwise
sup
N∈N ,v∈SN ,x,y∈N
Z(N, v, x, y) = ε0 > 0. (34)
So there exist Nk ∈ N , vk ∈ SNk and xk, yk ∈ Nk (k ∈ N) such that
ε0 − 1
k
≤ Z(Nk, vk, xk, yk) ≤ ε0. (35)
Now by Cheeger-Gromov convergence, we know
(Nk, gNk , xk)→ (N∞, g∞, x∞), k →∞,
in the sense of Cheeger-Gromov. Moreover, the followings hold true: (i) vk
on Nk converge locally uniformly to a viscosity solution v∞ of Equation (1)
on N∞ with the same bounds as u (see e.g. [10, Lem. 6.1]), and (ii) up to a
subsequence yk → y∞ ∈ N∞ in the sense of Cheeger-Gromov as k →∞.
So v∞ ∈ SN∞ . Then sending k to ∞ in Equation (35) and noting (34),
we may derive
Z(N∞, v∞, x, y) ≤ ε0, x, y ∈ N∞,
with equality at (x, y) = (x∞, y∞).
Then the remaining argument is the same as in the proof of Theorem 6,
which finishes the proof. 
Analogously, we are able to prove the following result for the case where
the Ricci curvature has a negative lower bound. We omit its proof here.
Theorem 26. Let (Mn, g) be a complete noncompact Riemannian manifold.
Assume M is of bounded geometry and its Ricci curvature satisfies Ric ≥
(n − 1)κ, κ < 0. Let u be a bounded viscosity solution of Equation (1) on
M . Suppose the barrier ϕ : [a, b]→ [inf u, supu] satisfies
ϕ′ > 0,
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
z
+ (n− 1)ρ
′
ρ
= 0,
where ρ : [a, b]→ R+ satisfies ρ′′ + κρ = 0 and (ρ′ρ )′ > 0. Moreover let ψ be
the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d(x, y) ≤ 0, ∀x, y ∈M.
8.2. Compact Riemannian manifolds with boundary. For manifolds
with boundary, we discuss the solutions with Dirichlet boundary condition.
First we would like to prove:
Theorem 27. Let (Mn, g) be a compact Riemannian manifold with non-
negative Ricci curvature and with mean convex boundary ∂M . Let u be a
viscosity solution of Equation (1) on M with Dirichlet boundary condition
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u|∂M = u0 for some constant u0. Suppose ϕ : [a, b] → [inf u, supu] is a C2
solution of
α(ϕ,ϕ′)ϕ′′ + q(ϕ,ϕ′) = 0 on [a, b];
ϕ(a) = inf u; ϕ(b) = supu; ϕ′ > 0 on [a, b].
Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d¯(x, y) ≤ 0, ∀x, y ∈M.
Remark 28. Here in Theorem 27 and below in Theorem 30, the generalized
distance function d¯ :M ×M → R is defined as
d¯(x, y) := inf
γ
Length(γ),
where the infimum is taken over all C1 curves lying in M and connecting x
and y.
Remark 29. The papers [14] and [7] considered the problem on, besides
bounded domains, certain unbounded domains in Rn with mean convex
boundary. By combining the arguments in Theorems 24 and 27, we may see
that the two-point functions method is applicable for the unbounded settings
in [7, 14]. Moreover, in [7, 14] the solutions are assumed to be nonnegative;
while here we do not need this additional assumption. See Theorem 33
below for the general case.
Proof of Theorem 27. The proof is by contradiction, and proceeds as in the
proof of Theorem 6 with suitable modifications. First assume ϕ(c) = u0 for
c ∈ [a, b]. By perturbation we solve the following ODE:
α(ϕδ , ϕ
′
δ)ϕ
′′
δ + q(ϕδ , ϕ
′
δ) = −δ(z − c) · ϕ′δ · β(ϕδ , ϕ′δ), (36)
ϕδ(a) = ϕ(a), ϕ
′
δ(a) = ϕ
′(a),
where δ > 0 is chosen small. In the following we use ϕδ to derive a contra-
diction, and for simplicity we will use ϕ to stand for ϕδ.
As before define
Z(x, y) = ψ(u(y)) − ψ(u(x)) − d¯(x, y), x, y ∈M.
To get a contradiction let us assume
sup
x,y∈M
Z(x, y) = ε0 > 0.
Since M is compact, there exist x0, y0 ∈M such that
Z(x0, y0) = ε0 > 0.
Then there are three cases for the position of (x0, y0).
Case 1: x0 ∈M and y0 ∈ ∂M . In this case it is easy to see that
c− ψ(u(x)) − d(x, ∂M) ≤ ε0, x ∈M,
with equality at x = x0. The function d(x, ∂M) may not be smooth. So we
shall construct a smooth function d˜ on a small neighbourhood U(x0) of x0 to
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replace it. The construction of such d˜ is standard (see e.g. [34, pp. 73–74]),
which may be stated as follows.
Note that d(x0, y0) = d(x0, ∂M) := l. Let γ be the unit speed length-
minimizing geodesic joining x0 and y0 with γ(0) = x0 and γ(l) = y0. For
any X ∈ exp−1x0 U(x0), apply the parallel translate along γ to X to get X(t)
(t ∈ [0, l]) and decompose it as:
X(t) = aX⊥(t) + bγ′(t),
where a and b are constants along γ satisfying a2+ b2 = |X|2, and X⊥(t) is
a parallel unit vector field along γ orthogonal to γ′(t).
Then we define the vector field
W (t) = af(t)X⊥(t) + b(1− t
l
)γ′(t),
where f : [0, l] → R+ is a C2 function to be chosen. Next we can define
the n-parameter family of curves γX : [0, l] → N (X ∈ exp−1x0 U(x0)) such
that (1) γ0 = γ; (2) γX(0) = expx0(W (0)) and γX(l) ∈ ∂M ; and (3) W (t) is
induced by the one-parameter family of curves s 7→ γsX(t) (−s0 ≤ s ≤ s0,
0 ≤ t ≤ l); (4) γX depends on X smoothly. Let d˜(x) be the length of the
curve γX(x) where x = expx0(X) ∈ U(x0). Then we get d˜(x) ≥ d(x, ∂M) on
U(x0), d˜(x0) = l, Dd˜|x0 = −γ′(0), and
D2d˜(X,X) = −a2 f(l)2II(X⊥(l),X⊥(l)) + a2
∫ l
0
((f ′)2 − f2KM (X⊥ ∧ γ′))dt,
where II is the second fundamental form of the boundary at y0 and KM
denotes the sectional curvature of a two-plane.
Now we may analyse the inequality
c− ψ(u(x)) − d˜(x) ≤ ε0, x ∈ U(x0),
with equality at x = x0, just as in the proof of Theorem 6. The details do
not need elaboration and finally we will obtain (compare (11))
0 ≤ − f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0
− f2(l)H + (n− 1)ff ′∣∣l
0
−
∫ l
0
f((n− 1)f ′′ +Ric(γ′)f)ds.
Choosing f ≡ 1, and using H ≥ 0 and Ric ≥ 0, we get
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx0
≤ 0.
On the other hand, noting zx0 = c− l − ε0 < c and Equation (36), we have
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
zx0
> 0,
a contradiction. So Case 1 is ruled out.
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Case 2: x0 ∈ ∂M and y0 ∈ M . In this case we still choose a unit
speed length-minimizing geodesic γ joining x0 and y0 with γ(0) = x0 and
γ(l) = y0. Then we carry out the similar analysis as in Case 1 to get (again
compare (11))
0 ≤ f
2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zy0
− f2(0)H + (n− 1)ff ′∣∣l
0
−
∫ l
0
f((n− 1)f ′′ +Ric(γ′)f)ds.
Again taking f ≡ 1, and using H ≥ 0 and Ric ≥ 0, we shall get a contra-
diction to Equation (36). So Case 2 is also ruled out.
Case 3: x0 ∈M and y0 ∈M . In this case we have
ψ(u(y)) − ψ(u(x)) − d¯(x, y) ≤ ε0, (37)
for x in a neighbourhood of x0 and y in a neighbourhood of y0, with equality
at (x0, y0).
First we claim that d¯ in the inequality above is indeed d, that is, x0
and y0 can be connected by a geodesic in the interior of M . To prove the
claim, notice that the metric completion M of the Riemannian manifold
M with boundary is metrically complete and locally compact. Then by
Theorem 2.5.23 in [5], we know x0 and y0 can be connected by a shortest
path γ0 in M such that Length(γ0) = d¯(x0, y0). If γ0 lies in the interior of
M , the claim follows immediately. Otherwise denote by x∗ (resp. y∗) the
nearest point on γ0 to x0 (resp. y0) which lies on ∂M . Then we have
(ψ(u(y0))− c− d(y∗, y0)) + (c− ψ(u(x0))− d(x0, x∗)) = ε0 + d¯(x∗, y∗).
Now without loss of generality we may assume c−ψ(u(x0))−d(x0, x∗) =: ε1
is positive. Moreover in view of (37) we may show
c− ψ(u(x)) − d(x, x∗) ≤ ε1,
or consequently
c− ψ(u(x)) − d(x, ∂M) ≤ ε1,
for x in a neighbourhood of x0, with equality at x0. However this is impos-
sible due to Case 1. So we have proved the claim.
With the claim at hand, the remaining is the same as in the proof of
Theorem 6. Therefore Case 3 is ruled out, and we have finished the proof
of Theorem 27.

Similarly we can prove:
Theorem 30. Let (Mn, g) be a compact Riemannian manifold with Ricci
curvature Ric ≥ (n− 1)κ, κ < 0, and with horo-mean convex boundary such
that H∂M ≥ (n− 1)
√−κ. Let u be a viscosity solution of Equation (1) with
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Dirichlet boundary condition u|∂M = u0 for some constant u0. Suppose the
barrier ϕ : [a, b]→ [inf u, supu] satisfies
ϕ′ > 0,
q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′)
ϕ′β(ϕ,ϕ′)
∣∣∣∣
z
+ (n− 1)ρ
′
ρ
= 0, (38)
where ρ : [a, b]→ R+ satisfies ρ′′ + κρ = 0 and (ρ′ρ )′ > 0. Moreover let ψ be
the inverse of ϕ, i.e. ψ(ϕ(z)) = z. Then we have
ψ(u(y)) − ψ(u(x)) − d¯(x, y) ≤ 0, ∀x, y ∈M.
Sketch of the proof. The proof goes through as in Theorem 27. Here we only
point out some difference. We still have three cases. In Case 1, as before we
will first get (compare (11))
0 ≤ − f
2(0)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zx0
− f2(l)H + (n− 1)ff ′∣∣l
0
−
∫ l
0
f((n− 1)f ′′ +Ric(γ′)f)ds.
Then let f(s) = ρ(zx0 +ε0+s). By use of (38), (
ρ′
ρ )
′ > 0, Ric(γ′) ≥ (n−1)κ
and H ≥ (n− 1)√−κ, we can obtain
0 < ρ(c)ρ′(c)−√−κρ2(c).
On the other hand, ρ′′ + κρ = 0 and (ρ
′
ρ )
′ > 0 implies
−√−κ < ρ
′
ρ
<
√−κ. (39)
So we have a contradiction.
In Case 2, we first get (compare (11))
0 ≤ f
2(l)
ϕ′β(ϕ,ϕ′)
(q(ϕ,ϕ′) + ϕ′′α(ϕ,ϕ′))
∣∣∣∣
zy0
− f2(0)H + (n− 1)ff ′∣∣l
0
−
∫ l
0
f((n− 1)f ′′ +Ric(γ′)f)ds.
Let f(s) = ρ(c+ ε0 + s). Then similarly we will get
0 ≤ −ρ(c+ ε0)ρ′(c+ ε0)−
√−κρ2(c+ ε0),
contradicting with (39).
Lastly, Case 3 can be handled as in Theorem 27. So we complete the
proof of Theorem 30.

Remark 31. We have not treated the case of metrically complete manifolds
with boundary here, but the techniques above (a combination of the methods
of sections 8.1 and 8.2) easily extends to this case given a suitable version
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of the compactness theorem for Riemannian manifolds with boundary and
with bounded geometry in a suitable sense. Such a compactness result is
available in [27]. We discuss the Finsler case below in a somewhat more
restricted setting (see Theorem 33)
8.3. Finsler manifolds with boundary. For a Finsler measure space
(Mn, F,m) with boundary (∂M,F |T∂M ,m|∂M ), let νo and νi be the outer
and inner unit normals of the boundary, respectively. Then the outer mean
curvature Hout and the inner mean curvature H in are given by
Hout = −
n−1∑
k=1
gνo(D
νo
ek
ek, νo),
H in =
n−1∑
k=1
gνi(D
νi
ek
ek, νi),
where {ek}n−1k=1 are orthonormal basis of T∂M with respect to the corre-
sponding metrics.
Now we may introduce the weighted outer and inner mean curvatures as
follows.
Definition 8.1. The weighted outer mean curvature is defined by
Hout∞ = H
out − S(νo),
where S : TM → R is the S-curvature. Similarly, the weighted inner mean
curvature is defined by
H in∞ = H
in + S(νi).
Our first result in this subsection is concerned with compact Finsler mea-
sure spaces with boundary.
Theorem 32. Let (Mn, F,m) be a compact Finsler measure space with
nonnegative weighted Ricci curvature Ric∞ and with nonempty boundary.
Moreover, assume both the outer and inner weighted mean curvatures of
(∂M,F |T∂M ,m|∂M ) are nonnegative. Let u ∈ W 1,p(M) be a bounded solu-
tion of Equation (18) with Dirichlet boundary condition u|∂M = u0 for some
constant u0. Suppose the barrier function ϕ : [a, b]→ [inf u, supu] satisfies
ϕ′ > 0,
Λ((ϕ′)2)ϕ′′ + q(ϕ) = 0.
Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(s)) = s. Then we have
ψ(u(y)) − ψ(u(x)) − d¯(x, y) ≤ 0, ∀x, y ∈M,
where d¯ is the generalized distance function on M ×M .
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Sketch of the proof. Assume ϕ(c) = u0 for some c ∈ [a, b]. By perturbation
we may assume that ϕ satisfies
Λ((ϕ′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
= −δ(z − c)
for some small δ > 0. Then the remaining argument proceeds as in the proof
of Theorem 27, with suitable adaptation to the Finsler setting. Once again
there are three cases, and we only need to consider the adaptation in Case 1
and Case 2.
In Case 1, i.e. x0 ∈M and y0 ∈ ∂M , by checking the proof of Theorem 17,
we first get (see (24))
unn(x0) ≥ ϕ′′(zx0),
and (compare (25))
0 ≥ −
∑n−1
i=1 uii(x0)
ϕ′(zx0)
+
∫ l
0
Ric(γ′)ds+Hout,
where Hout = −∑n−1k=1 gνo(Dνoekek, νo) is the outer mean curvature of ∂M
and ν0 = γ
′(l) is the outer unit normal at y0.
Taking into account
1
ϕ′
∑
i<n
uii = −Λ((ϕ
′)2)unn + q(ϕ)
ϕ′Φ′((ϕ′)2)
+ (Ψ ◦ γ)′(0), at x0,
Ric∞(γ
′) = Ric(γ′) + (Ψ ◦ γ)′′ ≥ 0,
Hout∞ = H
out − S(νo) = Hout − (Ψ ◦ γ)′(l) ≥ 0,
we can derive
Λ((ϕ′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
∣∣∣∣
zx0
≤ 0.
Then we will get a contradiction as before.
In Case 2, i.e. x0 ∈ ∂M and y0 ∈M , similarly we first get (see (23))
unn(y0) ≤ ϕ′′(zy0),
and (compare (25))
0 ≥
∑n−1
i=1 uii(y0)
ϕ′(zy0)
+
∫ l
0
Ric(γ′)ds +H in,
where H in =
∑n−1
k=1 gνi(D
νi
ek
ek, νi) is the inner mean curvature of ∂M and
νi = γ
′(0) is the inner unit normal at x0.
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Again taking into account
1
ϕ′
∑
i<n
uii = −Λ((ϕ
′)2)unn + q(ϕ)
ϕ′Φ′((ϕ′)2)
+ (Ψ ◦ γ)′(l), at y0,
Ric∞(γ
′) = Ric(γ′) + (Ψ ◦ γ)′′ ≥ 0,
H in∞ = H
in + S(νi) = H
in + (Ψ ◦ γ)′(0) ≥ 0,
we can derive
Λ((ϕ′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
∣∣∣∣
zy0
≥ 0.
Then we will get a contradiction as before.
This completes the proof.

Lastly, we consider the anisotropic problem on Rn or the domains in Rn.
In [17] and [9], pointwise gradient bounds for solutions of anisotropic PDEs
on Rn were obtained. More precisely, let us consider the general equation
from [9] which is of the form
div(B′(H(Du))DH(Du)) + q(u) = 0, (40)
where B(t) = Φ(t2)/2 in the language here, and H : Rn → R is a positively
homogeneous function of degree 1. Assume B, H and Q (q = Q′ and Q
is the F in [9]) satisfy all the assumptions in [9]. It can be checked that
the standard Euclidean space Rn equipped with such H is equivalent to a
Finsler measure space (Rn, F,m) with m = dx. In fact, F and H are dual
to each other, i.e. F = H∗. And it is more appropriate to view Du in (40)
as an element in T ∗Rn; while ∇u = H(Du)DH(Du) an element in TRn. By
this view, Equation (40) is the same as
divm(Φ
′(F 2(∇u))∇u) + q(u) = 0. (41)
Here we consider the anisotropic version of the results in [7, 14].
Theorem 33. Let Ω be a proper domain in Rn with ∂Ω ∈ C2,αloc for some
α ∈ (0, 1). Assume the outer and inner anisotropic mean curvatures of ∂Ω
are nonnegative. Moreover, suppose Ω is of either of the three forms: (i)
Ω = Ω0 × Rn−k where Ω0 ⊂ Rk is a bounded domain and 1 ≤ k ≤ n; (ii) Ω
is an epigraph, i.e. there exists Ψ : Rn−1 → R such that Ψ ∈ C2,αloc (Rn−1),||DΨ||C1,α(Rn−1) < +∞, and
Ω = {x = (x′, xn) : xn > Ψ(x′)};
(iii) The (ordinary) second fundamental form h of the boundary ∂Ω has
a uniform bound ||h||Cα(∂Ω) ≤ C, and there exists r0 > 0 such that F :
∂Ω × [0, r0] → Ω given by F (x, s) = x − sN(x) is a diffeomorphism. Here
N(x) denotes the (ordinary) outer unit normal of ∂Ω at x ∈ ∂Ω.
38 BEN ANDREWS AND CHANGWEI XIONG
Let u ∈ C1,α(Ω) be a bounded weak solution of Equation (40) with Dirich-
let boundary condition u|∂Ω = u0 for some constant u0. Suppose the barrier
function ϕ : [a, b]→ [inf u, supu] satisfies
ϕ′ > 0,
Λ((ϕ′)2)ϕ′′ + q(ϕ) = 0.
Moreover let ψ be the inverse of ϕ, i.e. ψ(ϕ(s)) = s. Then we have
ψ(u(y)) − ψ(u(x)) −H∗(y − x) ≤ 0, ∀x, y ∈ Ω.
Remark 34. Although Case (iii) contains Case (i) and Case (ii), we sepa-
rate Case (i) and Case (ii) as examples so that the readers can refer to the
corresponding argument in [7, 14]. Other special cases of Case (iii) include
domains in Rn bounded by periodically rotationally symmetric hypersur-
faces, as observed in [7, p. 1985].
Remark 35. As mentioned above, Theorem 33 is an extension of [7, 14]
to the anisotropic setting. For its proof we shall make use of two-point
functions method together with the translation invariance of Equation (40).
In contrast, the P -function method seems not easy to apply in the setting
of Theorem 33. Furthermore, as in the isotropic setting, here we also do
not assume the solution has a sign. Besides, from the proof below, it is not
hard to see that two-point functions method can apply to recover the results
in [17] and [9].
Remark 36. It can be checked that as a Finsler measure space, (Rn,H∗, dx)
has zero weighted Ricci curvature Ric∞ and vanishing S-curvature. So the
weighted anisotropic mean curvatures are equal to the non-weighted ones.
Sketch of the proof. As before assume ϕ(c) = u0 for some c ∈ [a, b]. By
perturbation we may suppose that ϕ satisfies
Λ((ϕ′)2)ϕ′′ + q(ϕ)
ϕ′Φ′((ϕ′)2)
= −δ(z − c)
for some small δ > 0. Note that B and Φ are determined mutually, so that
we are free to use either notation.
Here we only consider in details Case (ii) where Ω is an epigraph. Case (i)
is easier by following the lines in [7, 14]; while Case (iii) guarantees the
compactness (in certain sense) of any sequence of domains in the class, so
that the argument for Case (ii) also works. We shall sketch the proof for
Case (iii) in the end.
Let N be the set of all domains
Ωθ = {x = (x′, xn) : xn > θ(x′)},
with θ ∈ C2,αloc (Rn−1;R) satisfying ||Dθ||C1,α(Rn−1) ≤ ||DΨ||C1,α(Rn−1), and
with nonnegative outer and inner anisotropic mean curvatures along ∂Ωθ.
For any Ωθ ∈ N , let Sθ be the set of all C1,α weak solutions v of (40) in
Ωθ with inf u ≤ v ≤ supu, ||Dv||Cα(Ωθ) ≤ ||Du||Cα(Ω) and v|∂Ωθ = u0.
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Set
Z(Ωθ, v, x, y) := ψ(v(y))−ψ(v(x))−H∗(y−x), Ωθ ∈ N , v ∈ Sθ, x, y ∈ Ωθ.
As before, to get a contradiction let us assume
sup
Ωθ∈N , v∈Sθ , x,y∈Ωθ
Z(Ωθ, v, x, y) = ε0 > 0.
So there exist Ωθk ∈ N , vk ∈ Sθk and xk, yk ∈ Ωθk such that
ε0 − 1
k
≤ Z(Ωθk , vk, xk, yk) ≤ ε0.
Let
uk(x) := vk(x+ xk), and Ωθ′
k
:= Ωθk − {xk},
for some θ′k ∈ C2,αloc (Rn−1;R). So uk ∈ Sθ′k and we get
ε0 − 1
k
≤ Z(Ωθ′
k
, uk, 0, yk − xk) ≤ ε0. (42)
Next we intend to take the limit in the inequality above (up to subsequence).
For that purpose first note that ||uk||C1,α(Ωθ′
k
) ≤ C. Then Lemma 6.37 of [18]
allows us to extend uk to u˜k ∈ C1,α(Rn) such that
u˜k = uk, in Ωθ′
k
, ||u˜k||C1,α(Rn) ≤ C. (43)
Now we may discuss the limit in (42) as follows. Note that θ′k(0) ≤ 0. So
there are two cases.
Case a: {θ′k(0)}k∈N is unbounded and so goes to −∞. Then Ωθ′k → Rn
(noticing ||∇θ′k||C1,α(Rn−1) ≤ C) and uk → u∞ in C1,αloc , where u∞ is a C1,α
bounded weak solution of (40) on Rn. Moreover, from (42) we may derive
ψ(u∞(y))− ψ(u∞(x))−H∗(y − x) ≤ ε0, x, y ∈ Rn,
with equality at x0 = 0 and some point y0. Now interpret the problem
in Finsler language, i.e. consider (41) on Finsler measure space (Rn, F, dx)
instead of (40) on Euclidean space Rn with an anisotropic function H. Then
we can derive a contradiction as in Theorem 17.
Case b: {θ′k(0)}k∈N is bounded. Noting ||∇θ′k||C1,α(Rn−1) ≤ C, we know
θ′k → θ∞ in C2,αloc , where θ∞ ∈ C2,αloc (Rn−1;R). Also note that ∂Ωθ∞ has
nonnegative outer and inner anisotropic mean curvatures. On the other
hand, in view of (43), we know u˜k → u∞ in C1,αloc (Rn), and it can be checked
that u∞ is a C
1,α bounded weak solution of (40) in Ωθ∞ , inf u ≤ u∞|Ωθ∞ ≤
supu, and u∞|∂Ωθ∞ = u0. Now once again from (42) we may derive
ψ(u∞(y))− ψ(u∞(x))−H∗(y − x) ≤ ε0, x, y ∈ Ωθ∞ ,
with equality at x0 = 0 and some point y0 ∈ Ωθ∞ . Then interpreting the
problem in Finsler language, we can obtain a contradiction as in Theorem 32.
So we complete the proof for Case (ii).
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At last let us sketch the proof for Case (iii) as promised. Let N be the set
of all domains Ω′ which satisfy the same condition (with the same bounds)
as Ω in Case (iii).
For any Ω′ ∈ N , let SΩ′ be the set of all C1,α weak solutions v of (40) in
Ω′ with inf u ≤ v ≤ supu, ||Dv||Cα(Ω′) ≤ ||Du||Cα(Ω) and v|∂Ω′ = u0.
Set
Z(Ω′, v, x, y) := ψ(v(y))−ψ(v(x))−H∗(y−x), Ω′ ∈ N , v ∈ SΩ′ , x, y ∈ Ω′.
Then to get a contradiction, (after the translation) we can get a sequence of
(Ωk, uk, xk, yk) with Ωk ∈ N , uk ∈ SΩk , 0 ∈ Ωk, and yk−xk ∈ Ωk, such that
ε0 − 1
k
≤ Z(Ωk, uk, 0, yk − xk) ≤ ε0. (44)
Then there are two subcases: either Ωk converges to R
n, or Ωk converges
to some Ω∞ ∈ N , up to a subsequence. This depends on whether d(0, ∂Ωk)
approaches +∞ or not. In either subcases we can get a contradiction as in
Case (ii). So we can finish the proof for Case (iii).

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