Motivation: Accurate predictive models for the impact of single amino acid substitutions on protein stability provide insight into protein structure and function. Such models are also valuable for the design and engineering of new proteins. Previously described methods have utilized properties of protein sequence or structure to predict the free energy change of mutants due to thermal ( G) and denaturant ( G H2O ) denaturations, as well as mutant thermal stability ( T m ), through the application of either computational energy-based approaches or machine learning techniques. However, accuracy associated with applying these methods separately is frequently far from optimal. Results: We detail a computational mutagenesis technique based on a four-body, knowledge-based, statistical contact potential. For any mutation due to a single amino acid replacement in a protein, the method provides an empirical normalized measure of the ensuing environmental perturbation occurring at every residue position. A feature vector is generated for the mutant by considering perturbations at the mutated position and it's ordered six nearest neighbors in the 3-dimensional (3D) protein structure. These predictors of stability change are evaluated by applying machine learning tools to large training sets of mutants derived from diverse proteins that have been experimentally studied and described. Predictive models based on our combined approach are either comparable to, or in many cases significantly outperform, previously published results. Availability: A web server with supporting documentation is
INTRODUCTION
Experimental assessments of changes in protein stability, which result from amino acid residue substitutions, represent an important area of research in biochemistry and molecular biology. A more complete understanding of the factors that influence protein folding can be developed through the analysis of this information, including the persistence or elimination of non-covalent contacts (hydrophobic and van der Waals interactions; hydrogen and ionic bonds) upon * To whom correspondence should be addressed. mutation as well as the secondary structure and solvent accessibility of each substituted position. Such studies are also useful for the elucidation of catalytic residues in enzymes and for developing a clearer understanding of the functional roles of other residue positions in proteins. Additionally, these data are keys for designing new proteins that possess desired attributes, such as specific levels of stability or enzymatic activity, avoidance of protein aggregation and enhancement or diminution of protein-protein interactions or DNA binding capability. Given the abundance and significance of applications, and due to the costly nature with respect to both time and expense of performing exhaustive wet-lab mutagenesis studies, accurate predictive models of protein stability changes upon single point substitutions are in great demand.
Predictions have been carried out by some groups through the application of force fields based on physical effective energy functions derived from molecular mechanics (Lazaridis and Karplus, 2000; Moult, 1997; Wang et al., 1996) , which are often combined with molecular dynamics or Monte Carlo simulations (Duan and Kollman, 1998; Duan et al., 1998; Kollman et al., 2000; Pitera and Kollman, 2000; Prevost et al., 1991) . However, these approaches are computationally expensive, limiting their practical utility to small sets of protein mutants. Alternatively, methods described in the literature that utilize force fields based on pseudo-energy functions have been effectively applied to the stability analysis of large mutant datasets. These techniques are derived either from knowledge-based statistical potentials Rooman, 1996, 1997; Hoppe and Schomburg, 2005; Kwasigroch et al., 2002; Meyerguz et al., 2007; Ota et al., 1995; Parthiban et al., 2007; Topham et al., 1997; Wang et al., 1998; Zhou and Zhou, 2002) , or from physical descriptions of possible interactions combined with experimentally obtained empirical data (Bordner and Abagyan, 2004; Guerois et al., 2002; Saraboji et al., 2006) .
Recently, supervised classification and regression machine learning techniques have been used successfully to predict the direction (increased or decreased) and value of mutant stability change, respectively (Capriotti et al., 2004 (Capriotti et al., , 2005a Cheng et al., 2006; Frenz, 2005; Huang et al., 2006 Huang et al., , 2007 . These approaches are capable of utilizing local and non-local interactions that impact protein stability by learning complex nonlinear functions based on large training sets of protein mutants with experimentally measured stability changes. Independent variables (i.e. predictors) include information about the mutation as well as the protein sequence or structure, and each protein mutant is encoded as an ordered vector of these attributes.
In this article, we have merged a four-body, knowledge-based statistical potential and machine learning techniques, yielding a novel and accurate method for predicting stability changes in proteins upon single point mutations. Briefly, the potential was developed by abstracting every amino acid to a point in a training set of protein structures and applying a computational geometry technique known as Delaunay tessellation to each discretized structure. The points associated with the residues are utilized as vertices for generating a compact tiling of the space into tetrahedral simplices, which objectively identify all quadruplets of nearestneighbor residues in the protein. A computational mutagenesis based on this multibody potential yields a normalized environmental change (EC) score measuring perturbations at every residue position in a protein structure resulting from a single amino acid substitution. Among the ordered attributes defining each protein mutant for analysis with machine learning algorithms, we have included the EC scores of the mutated position and its six nearest neighbors in a 3-dimensional (3D) protein structure defined by the tessellation. By employing machine learning tools and large protein mutant datasets that were used in previously published reports; we illustrate the significantly improved performance of models designed with these predictors. To our knowledge, this is the first reported application combining attributes obtained explicitly from a knowledge-based potential with supervised classification and regression machine learning techniques, for the prediction of mutant protein stability changes.
METHODS

Delaunay tessellation and the four-body potential
A non-homologous training set of over 1400 high-resolution crystallographic protein structures with low primary sequence identity was selected from the Protein Data Bank (PDB) (Berman et al., 2000) for developing the knowledge-based potential. Each structure was represented as a discrete set of points in 3D space, corresponding to the C α atomic coordinates of each of the constituent amino acid residues in the protein. A computational geometry construct known as Delaunay tessellation, applied to each discretized protein structure, generates an aggregate of non-overlapping, space-filling, irregular tetrahedral simplices by utilizing the points as vertices (Singh et al., 1996; Vaisman et al., 1998) . Hence, this approach objectively defines quadruplets of nearest neighbor amino acids in a protein structure based on the residue identities represented by the vertices of the simplices formed by a protein tessellation (Fig. 1) . As an added measure to ensure physically meaningful interactions, we only considered simplices in protein tessellations for which all six edge-lengths were <12 Å. The Quickhull algorithm was used to perform the Delaunay tessellation of each protein structure (Barber et al., 1996) . An in-house suite of Java and Perl programs was used for preprocessing of the PDB structure files, which included checking for the absence of gaps, and post-processing of the Quickhull output data.
Without regard to order, there are 8855 distinct quadruplet types that can be formed from the 20 amino acids naturally occurring in proteins (Singh et al., 1996; Vaisman et al., 1998) . For each quadruplet, we determined the observed proportion of simplices among all training set protein tessellations whose vertices represented the four amino acids. We also computed a rate expected by chance for each quadruplet based on a multinomial reference distribution that utilized the individual amino acid frequencies in the training set proteins. Modeled after the inverse Boltzmann law, an empirical potential of quadruplet interaction (log-likelihood score) was calculated as a logarithm (Pettersen et al., 2004) .
of the ratio of observed to expected values. The four-body statistical potential is defined as the collection of 8855 quadruplet (or simplex) types along with each of their respective log-likelihood scores (Singh et al., 1996; Vaisman et al., 1998) .
Given any tessellated protein structure of interest, the four-body potential can be used to calculate a residue environment score for each amino acid position, by locally summing the log-likelihood scores of all simplices that share the C α coordinate of the residue position as a vertex. The vector of residue environment scores for all amino acid positions in a protein structure, ordered by the primary sequence, is referred to as a 3D-1D potential profile (Bowie et al., 1991; Masso and Vaisman, 2003; Masso et al., 2006) .
Computational mutagenesis and predictors of mutant protein stability changes
Given the abstraction of amino acids to single points in 3D for the purpose of tessellation, coupled with the robustness of Delaunay tessellation with respect to small shifts in the point coordinates as well as unavailability of solved structures for all single point protein mutants, potential profiles for protein mutants were calculated by using the wild type (wt) structure tessellation. For each single point mutant, the amino acid identity was altered at the C α coordinate representing the mutated position, and the log-likelihood scores of the simplices sharing the point were recomputed. In the wt potential profile vector, such a substitution only alters the residue environment scores of the mutated position itself, as well as all positions whose C α coordinates participate as vertices in simplices with the C α coordinate of the mutated position (Masso and Vaisman, 2003; Masso et al., 2006) . The residual profile of a mutant is defined as the difference between the mutant and wt protein 3D-1D potential profile vectors, and the value of each residual profile component is referred to as an EC score. Specifically, the residual profile components with nonzero EC scores identify the mutated position and all of its structural nearest neighbors defined by the tessellation, and the values of these nonzero EC scores signify the degree of environmental perturbation at those positions caused by the specific type of residue replacement at the mutated position. Due to its significance, the EC score at the mutated position component in a mutant residual profile is referred to as the residual score of the mutant.
Assuming that each C α coordinate in a protein structure tessellation participates in at least two simplices as the only shared vertex, every amino acid position is expected to have a minimum of six nearest neighbor residues defined by the tessellation. An attribute vector was generated for every single point protein mutant under consideration, consisting of the residual score (i.e. EC score of the mutated position), followed by the EC scores of the six nearest neighbors, ordered by the 3D Euclidean distances of the neighboring C α coordinates from that of the mutated position. Additional attributes that we evaluated include the identities of the wt and substituted amino acids at the mutated position, the ordered identities of the amino acids at the six nearest neighbor positions and the ordered primary sequence distances between the nearest neighbors and the mutated position. Finally, in order to perform direct comparisons with published reports, we also included where appropriate the thermodynamic parameters of pH and temperature under which experimental mutagenesis and stability measurements were performed, in addition to relative accessibility and secondary structure of the mutated residue, as provided by those studies and described more fully in subsequent sections. For the protein structures under consideration, tessellations were performed only on single chains of multimeric proteins, and for NMR structures, only a single model was tessellated unless a minimized average structure was available.
Datasets
The Capriotti datasets
The dataset S1948 consists of 1948 distinct single amino acid substitutions in 58 proteins with solved structures in the PDB, which are also uniformly distributed among the four major SCOP structural classifications (http://scop.mrc-lmb.cam.ac.uk/scop/) (Capriotti et al., 2005b) . Mutants with experimentally measured and published free energy changes due to thermal denaturations ( G), for which the experimental conditions of pH and temperature were also reported, were obtained from the ProTherm database (Bava et al., 2004 ). An RSA value (Relative Solvent Accessible Area) was also calculated for each mutant using the DSSP program (Capriotti et al., 2004 (Capriotti et al., , 2005b Kabsch and Sander, 1983) . We identified two structures with missing residues (PDB codes 1CAH and 1TPK), which eliminated 12 mutants from our set. We also eliminated one degenerate mutant from a protein with numerous other bona fide mutants (PDB code 1PGA, mutation T53T). Finally, we eliminated 10 mutants for which the mutated position had fewer than six nearest neighbors based on Delaunay tessellation with a 12 Å distance cutoff, three of which constituted the only mutants from a particular protein (PDB code 1ARR). Hence, our version of S1948 consists of 1925 single point mutants in 55 proteins.
The dataset S1615 is similarly defined and consists of 1615 distinct single point mutants in 42 proteins with solved structures (Capriotti et al., 2004) . We eliminated 11 mutants for which the mutated position had fewer than six nearest neighbors, which again resulted in the loss of all three mutants associated with 1ARR. Our version of S1615 therefore consists of 1604 single point mutants in 41 proteins. Finally, the dataset S388 is a subset of S1615 that contains only experiments performed under physiological conditions (temperature: 20-40˚C and pH: 6-8) and consists of 388 mutants in 17 protein structures (Capriotti et al., 2004) . Likewise, our version of S388 consists of 382 mutants in 16 protein structures.
The Gromiha datasets
The dataset S1791 consists of 1791 distinct single point mutants with experimentally determined thermal stability ( T m ), as well as secondary structure (helix, strand, coil, turn) and accessible surface area (ASA) (0≤ASA≤2, buried; 2<ASA≤50, partially buried; ASA>50, exposed; M. Gromiha, personal communication) at the mutated positions, and were obtained from the ProTherm database (Saraboji et al., 2006) . Due to the elimination of PDB structures with missing residues, as well as mutations at positions with fewer than six nearest neighbors, our version of S1791 consists of 1749 single point mutants.
The datasets S1396 and S2204 consist of 1396 and 2204 distinct single point mutants with experimentally determined free energy change due to thermal ( G) and denaturant ( G H2O ) denaturations, respectively, as well as secondary structure and ASA at the mutated positions, collected from the ProTherm database (Huang et al., 2007; Saraboji et al., 2006) . Since 174 of the mutants in the S1396 dataset are not associated with any solved protein structure, and due to elimination of an additional 18 mutants as a result of either missing residues in PDB structures or mutated positions with fewer than six nearest neighbors, our version of S1396 consists of 1204 single point mutants. Although all mutants in the S2204 dataset are associated with solved structures, 242 mutants were eliminated due to missing residues in PDB structures and mutated positions with fewer than six nearest neighbors. Hence, our version of S2204 consists of 1962 single point mutants.
Machine learning algorithms and evaluation of performance
The S1948 dataset was previously used to train support vector machine (SVM) classification and regression models, utilizing a radial basis function (RBF) kernel and a 20-fold cross-validation (CV) testing procedure (Capriotti et al., 2005b) . In the case of classification only the sign of G for each mutant was considered for prediction ( G<0, decreased stability; G≥0, increased stability), while the actual G values were used for SVM regression. The S1615 and S388 datasets were previously evaluated with neural network (NN) (Capriotti et al., 2004) and SVM (Cheng et al., 2006) classifiers, again based on a 20-fold CV procedure. Additionally, SVM regression and 20-fold CV was applied to the S1615 dataset (Cheng et al., 2006) , and S1615 was recently used to train iPTREE (Huang et al., 2006) , a C4.5 decision tree classifier (Quinlan, 1993) augmented by the Adaboost adaptive boosting algorithm (Freund and Schapire, 1996) , along with 10-fold CV. Capriotti et al. (2004) also applied NN with 20-fold CV on the S388 dataset; however, they subsequently used S388 as a validation test set to obtain prediction accuracies for other existing methods and compared their 20-fold CV results on S388 to predictions made by the other methods (i.e. a comparison of different testing procedures). Similarly, Cheng et al. (2006) applied SVM with 20-fold CV on the S388 dataset and compared his results to those of Capriotti and the other methods. Instead of machine learning, an average assignment method, combined with leave-one-out CV (known as the jackknife) and self-consistency (also referred to as 'back-check,' i.e. training and testing with the full dataset) testing procedures, was recently implemented for classifying mutants in the S1791, S1396 and S2204 datasets (Saraboji et al., 2006) . On the other hand, a classification and regression tree (CART) algorithm (Breiman et al., 1984) , using 4-and 5-fold CV testing, was also recently applied to the S1396 and S2204 datasets (Huang et al., 2007) .
In cases where SVM classification or regression and iPTREE were applied, we used the same algorithms and testing procedures in order to directly compare the performance of our predictors to those that have been reported. SVM uses a kernel function to nonlinearly map training set examples into a higher-dimensional feature space, where an optimal separating hyperplane is constructed that provides a maximal margin of separation between examples from two differing classes and corresponds to a nonlinear decision boundary in the original space. However, we also implemented alternative machine learning tools, including random forest (RF) learning (Breiman, 2001 ) and reduced error pruning tree (REPTree) regression, in order to try and improve further on performance. RF utilizes bagging (bootstrap aggregating) to generate multiple bootstrapped datasets, each of which trains a classification tree by random selection of a fixed-size subset of the available predictors for splitting at each node, and predictions are made by majority vote. Similarly, we compared Adaboost/C4.5 to the average assignment method on the S1791 dataset, while RF was compared to average assignment on the S1396 and S2204 datasets, all using the selfconsistency and jackknife performance measures. Boosting with Adaboost is similar to bagging, in that it uses voting to combine the output of multiple models (C4.5 decision trees in this case); however, boosting is iterative, so that new models are influenced by the performance of previous ones, and model contributions are weighted by their performance. Finally, we compared our performance of RF and REPTree using 4-and 5-fold CV to that of CART on the S1396 and S2204 datasets. All algorithms were implemented using the Weka suite of machine learning tools (Frank et al., 2004) .
The following information was calculated for evaluating algorithm performance and making comparisons with previously published reports. Depending on the dataset, mutants are classified as 'increased stability' ('+' and 'stabilizing' are terms also used) if T m , G, or G H2O ≥0;
otherwise the mutants belong to the 'decreased stability' (i.e. '-' or 'destabilizing') class. With the understanding that TP (TN) = total number of correctly predicted 'increased stability' ('decreased stability') mutants, and FN (FP) = total number of respectively misclassified mutants, the overall accuracy is defined as Q = ( and AUC refers to area under the receiver operating characteristic (ROC) curve, a plot of true positive rate (i.e. sensitivity) versus false positive rate (i.e. 1-specificity) for a particular class. Class predictions are based on probabilities assigned to mutants by a decision function associated with each machine learning tool. ROC for a given class is obtained by ranking mutants according to their predicted probabilities for belonging to the class, then plotting successive points based on the actual class memberships of mutants that lie above a steadily decreasing predicted probability threshold.
RESULTS AND DISCUSSION
Predictions with the S1948 dataset
Among the 1925 mutants in our version of this dataset, there were 582 'increased stability' mutants with a mean residual score of 0.58 ± 1.38, and 1343 'decreased stability' mutants with a mean residual score of −0.61 ± 1.87. Application of the F-test shows that the class variances differ significantly, and a t-test verifies that the difference in the mean residual scores of the classes is statistically significant (P = 4.81 × 10 −51 ). Figure 2 suggests that non-conservative amino acid substitutions (Dayhoff et al., 1978) are primarily responsible for the trend, a property that we previously observed among large datasets of protein-specific single point mutants with experimentally determined activity classes (Masso et al., 2006) . Each of the 1925 mutants was represented as an attribute vector consisting of the following features:
(1) wt and replacement amino acid identities at the mutated position; Fig. 2 . Structure (mean residual score)-function (stability change) correlation among the mutants in the S1948 dataset.
(2) Residual score (i.e. EC score at the mutated position obtained from the residual profile vector);
(3) For the six nearest neighbors of the mutated position, defined by the Delaunay tessellation of the structure and ordered by 3D Euclidean distance, we include: EC scores obtained from the residual profile vector, amino acid identities at those positions and their primary sequence distances away from the mutated position;
(4) Computed RSA and experimental temperature, pH and G (sign for classification, actual value for regression).
The features in (1) and (4) are common to both our attribute vectors as well as those of Capriotti et al. (2005) , while the features in (2) and (3) are specifically based on our four-body potential. In order to make a direct comparison with the previous study, we trained an SVM classifier using an RBF kernel and a 20-fold CV testing procedure. The results using all the mutant attributes (Table 1 ) reveal an increase of 0.04 (5%) in accuracy over Capriotti's SVM, assisted significantly by a 0.14 (25%) sensitivity increase in the '+' class and leading to a 0.08 (29%) drop in BER and a 0.10 (20%) increase in MCC. We also applied a RF classifier with 20-fold CV, where parameters chosen included growing 50 trees from bootstrapped datasets and selecting five random attributes (from among all the attributes described above) to split at every node of every tree. As shown in Table 1 , accuracy improved by 0.06 (8%) over Capriotti's SVM as a result of significant increases in all sensitivity and precision measures, resulting in a 0.10 (36%) drop in BER and a 0.15 (29%) increase in MCC. When only seven mutant attributes were provided, corresponding to the mutant residual score and the ordered EC scores of the six nearest neighbors, our RF classifier (50 trees, four random attributes/node) again outperformed the SVM classifier of Capriotti et al. (2005) with respect to all reported measures (Table 1) .
To further investigate the robustness of high performance of SVM and RF using all predictors, ROC curves were plotted based on 20-fold CV (Fig. 3) , for which AUC values were 0.86 (SVM) and 0.91 (RF). Controls in Figure 3 are based on initially performing a random shuffling of the 582 '+' and 1343 '-' stability class labels among the 1925 mutants in the dataset prior to applying SVM and RF. Next, we performed 10 iterations of 20-fold CV to assess the degree of variability between runs. Mean values of Q, BER and MCC were 0.84 ± 0.003, 0.21 ± 0.004 and 0.60 ± 0.01 using SVM, and 0.86 ± 0.003, 0.19 ± 0.003 and 0.65 ± 0.01 using RF. We also performed 10 stratified random split iterations to investigate the performance of trained models on separate validation test sets. With every iteration, 66% of the mutants in the original dataset were randomly selected for training a model, and the remaining mutants that were held-out (34% of the original dataset) and blindly predicted by the trained classifier. Mean values of Q, BER and MCC were In order to gauge the impact of training set size on accuracy, learning curves were prepared (Fig. 4) . For each size increment, 10 mutant sets were generated by selecting with replacement from among the full dataset, and 20-fold CV accuracy was obtained with each set using SVM and RF. Points on the learning curves represent the mean 20-fold CV accuracy at each increment, and error bars represent ±1 SD. The graphs reveal how the RF and SVM classifiers clearly benefit by learning from larger training sets.
Finally, mutant class labels obtained from the sign of G were replaced with the actual G values in the mutant attribute vectors, and we applied SVM regression (SVMreg) to our dataset, using an RBF kernel and 20-fold CV for direct comparison. As shown in Table 2 , the correlation (r) of the predicted and experimental data is 0.76 with a standard error of 1.2 kcal/mol based on our predictors, a significant improvement over the results of Capriotti et al. (2005) . We also applied REPTree regression in conjunction with a bagging (bootstrapped aggregating) procedure and 20-fold CV, whereby 50 bootstrapped training sets equal in size to the original dataset were utilized, and the final mutant predictions were obtained by averaging. Fig. 3 . ROC curves based on 20-fold CV classification of S1948 mutants with RF and SVM (all attributes). Controls were obtained by randomly shuffling class labels among the mutants prior to classification. 
Predictions with the S1615 and S388 datasets
Our version of S1615 was initially used for training an RF classifier with 100 trees and five randomly chosen attributes/node selected from among all the attributes described at the start of the previous section. All of our RF performance measures associated with a 20-fold CV (Table 3 ; center row, top section) displayed significant improvements over those obtained by Cheng et al. (2006) based on an SVM approach with an RBF kernel and the use of sequence and structure (ST) mutant attributes, as well as results obtained by Capriotti et al. (2004) based on an NN approach along with attributes defined by sequence and structure (Table 3 ; center and bottom rows, bottom section). These previous studies also included computed RSA and experimental temperature and pH conditions for each mutant, justifying our inclusion of these attributes for direct comparison to those methods. As done in the previous section, in order to highlight the strongly predictive capabilities of attributes derived strictly from our four-body potential, we considered only seven attributes (EC scores of the mutated position and the ordered six nearest neighbors) and applied RF (100 trees, four random attributes/node) and 20-fold CV. The results (Table 3 ; bottom row, top section) again reveal improvement over the NN approach.
In order to perform a direct comparison with iPTREE (Huang et al., 2006) on the S1615 dataset (Table 3 ; top row, bottom section), we used all of our attributes and applied Weka implementations of the AdaBoost algorithm (400 iterations) in conjunction with the C4.5 decision tree algorithm (all default parameters, pruning with confidence factor C = 0.25), and we performed a 10-fold CV testing procedure. Our results based on the combined Adaboost/C4.5 algorithms (which are iPTREE by definition) and tabulated in the top row of Table 3, reveal that we achieved performance levels comparable to those of iPTREE, with identical correlation coefficients of 0.67.
Replacing the sign of G with the actual values for each mutant in S1615, we next turned to application of REPTree and SVM regression with 20-fold CV, using all of our attributes so that we could make a direct comparison to the SVM regression with RBF kernel approach used by Cheng et al. (2006) . As described earlier, REPTree was implemented with bagging by averaging results from 50 bootstrapped datasets, and an RBF kernel was utilized with SVM regression. The correlation of predicted and experimental G values based on REPTree and SVM regression were 0.77 and 0.74, respectively, with standard errors of 1.09 and 1.14 kcal/mol (Table 4) , which are comparable to the previously published result.
Lastly, we trained two RF models by using the subset of mutants remaining in S1615 after the removal of the S388 mutants (referred to as S1227 in Table 5 ). The first RF model (100 trees, five random attributes/node) was trained using mutant feature vectors that incorporated all the attributes described earlier, while the second RF model (100 trees, four random attributes/node) utilized only seven EC scores (mutant residual score and ordered EC scores of the six nearest neighbors). The trained models were subsequently used to blindly predict the mutants in S388, which served as a validation test set. As detailed in the Methods, Capriotti et al. (2004) and Cheng et al. (2006) reported 20-fold CV results on S388 and compared them to predictions made on S388, as a validation test set, by three other existing methods. It is not clear why they chose to compare (Gilis and Rooman, 1997; Kwasigroch et al., 2002) b http://sparks.informatics.iupui.edu (Zhou and Zhou, 2002) c http://fold-x.embl-heidelberg.de (Guerois et al., 2002) 20-fold CV results to those based on using S388 as a separate test set; however, our approach of training an RF model without using any of the S388 data, and then using that model to predict the S388 data, allows for an appropriate comparison with predictions made by the three other methods. We also applied RF (100 trees, five random attributes/node) with 20-fold CV to S388 in order to compare our results with those of Capriotti et al. (2004) and Cheng et al. (2006) . The results of all predictions on S388 are detailed in Table 5 . The data specific to the utilization of S388 as a validation test set clearly indicate that our trained RF, S1227 (all attributes) model yields a substantial overall improvement in prediction performance, summarized by a 6% BER decrease and 72% MCC increase relative to the best values obtained by the other three methods. Additionally, the RF, S1227 (EC scores) model results suggest that these seven attributes alone provide a substantial portion of the information required for training an accurate predictive model.
Predictions with the Gromiha datasets (S1791,
S1396 and S2204) Saraboji et al. (2006) applied an average assignment method for the classification of mutants in the S1791 dataset as stabilizing or destabilizing. For each of the 380 possible (wt, new) amino acid pairs, the experimental T m values of all mutants in the dataset defined by the pair were averaged, and this average was assigned to each of those mutants. Accuracy and correlation based on this classification method were evaluated by comparing the experimental and assigned stability values. They reported significant improvement by initially segregating the S1791 mutants into clusters, based on either secondary structure or ASA, and performing the average assignment to each cluster. We implemented Adaboost (20 iterations) together with C4.5 (default parameters, C = 0.25) and evaluated the performance on our mutant attribute vectors, using the full dataset as well as each of the grouped subsets (Table 6 ). In all cases, except for accuracy of the jackknife applied to mutations in strands, our approach significantly outperformed that of average assignment [jackknife correlation data not provided in Saraboji et al. (2006) ]. As expected, the RF algorithm generated Q and MCC performance measures similar to those shown for Adaboost/C4.5 in Table 6 (data not shown).
Likewise, jackknife accuracy values (Q) using the average assignment method applied to S1396 were reported as 74% (the full set), 82% (overall, after clustering by secondary structure) and 84% (overall, after clustering by ASA); corresponding values for the S2204 dataset were 80, 83 and 82%. For comparison, we implemented RF (50 trees, five random attributes/node) on the full S1396 and S2204 datasets using our attributes and obtained jackknife accuracy values of 83% for each case, which is significantly higher than average assignment accuracies on each of these full datasets and is comparable to the overall accuracy results for average assignment based on clustering by ASA or secondary structure. Huang et al. (2006) applied CARTs on S1396 and S2204, and prediction accuracy, correlation and mean absolute error (MAE) were reported based on 4-and 5-fold CV as well as the use of 48 predictor attributes for each mutant. We implemented RF (50 trees. five random attributes/node) with 4-and 5-fold CV in order to obtain classifier accuracy (Q) and correlation (MCC), and we similarly implemented REPTree (100 bagged iterations) regression to calculate MAE based on the difference between experimental and predicted stability change (Table 7) . A comparison of the results reveals that RF performed slightly better on S1396 while CART performed slightly better on S2204; however, REPTree performed better on both datasets.
Significance of the combined approach for making predictions
Energy-based methods learn functions for making predictions by fitting a linear combination of (pseudo-) energy data obtained from experimental or knowledge-based approaches. On the other hand, machine learning techniques learn complex nonlinear functions for making predictions that depend on a common set of measured attributes for all examples in a dataset. Currently, published reports on applications of machine learning to the prediction of activity or stability changes in proteins due to single residue substitutions have all utilized as attributes information about protein sequence or structure, or evolutionary information, without making use of the more strongly correlative data obtained from energy-based methods.
Here, for the first time, we have made explicit use of data obtained from a four-body, knowledge-based, statistical contact potential, by defining a computational mutagenesis procedure leading to mutant attributes that quantify the environmental perturbations occurring at the mutated position and its six closest neighbors. In some instances, by leveraging the power of machine learning on as few as these seven energy-based attributes, we have outperformed techniques that utilize a much larger number of predictors. In all cases, our results are at least comparable to those of previous studies when analogous sequence, structure or experimental parameter attributes are included. Unlike other energy-based approaches, the simplicity with which the four-body potential and computational mutagenesis can be applied makes it ideally suited for use in conjunction with machine learning techniques as a way to develop improved models for predicting activity and stability changes in protein mutants.
