Introduction
For patients, suffering from severe lung damage like acute respiratory distress syndrome (ARDS), mechanical ventilation is a life saving procedure that is daily clinical routine. The success of treatment strongly depends on ventilator settings made by the clinician and on the underlying algorithms of the ventilator itself [1] . For improving mechanical long time ventilation, realistic physician training and further development of the ventilating machines are crucial. To provide medical professionals with a safe and flexible way of training and to help engineers develop, implement and test intelligent and adaptive ventilation algorithms [2] , mechanical lung simulators were introduced. They are divided into two groups: passive and active systems. Passive simulators like the approach presented by Meka et.al. [3] are capable of simulating linear lung behaviour by utilizing either material properties (e.g. expansibility) or mechanical elements (e.g. springs). Active simulators mainly consist of cylinder-piston systems or bellows that are driven by a motor [4] . Physiological lung properties are defined within software and realised by a controlled movement of the mechanics. However, current systems lack of stability and flexibility when it comes to simulating highly dynamical changes in lung properties. Therefore a new concept for an active mechanical lung simulator was introduced [5] . It is based on a cylinder-piston system driven by a linear electromagnetic motor. Volume is changed by moving the piston inside the cylinder. To keep friction at a minimum level, roll membranes are used to seal cylinder and piston. For controlling the motor and measuring all necessary signals, a real-time (RT) device is employed. As the simulator should be able to reproduce highly dynamical lung behaviour, a fast and stable control has to be realised. Based on the hardware setup presented by Knoebel et.al. [6] , a transfer function representing the mechanical simulator was identified.
Methods
The system setup consists of motor drive, motor, mechanical simulator and a RT processor incorporating a field programmable gate array (FPGA). As the motor should be controlled in position mode, a transfer function relating motor position ŷ = x m to the set point û = x s has to be found (Eq. 1).
A servo controller card is used to generate the set point signal calculated by the FPGA (U s = ±10V  x s = 0-100mm). The FPGA sampling rate is set to f Sample = 4000Hz (T Sample = 250µs). As input signal û, sinusoidal voltages were applied, leading to a motor displacement of the same frequency but different phase φ and amplitude ŷ (see Eq. 2, system is assumed to be linear and time-invariant).
To check whether the system shows constant behaviour over its whole travel length (i.e. the parameters of the transfer function stay constant for different positions), the sine responses at varying positions x m = [x 1 ...x n ] were acquired. Increasing frequencies from f = 1Hz to f = 30Hz were used to gain the frequency response H(jω) = f(x m ) at the desired operating points (Fig.  1 ). 
of an n th -order parametric transfer function by applying a Least-Squares-Method. To overcome the initial value problem (IVP), the measured amplitude frequency response was used to identify superimposed basic transfer elements and their breakpoints for usage as initial parameter values for the parameter identification process (PIP). As error function the sum of squared errors between the measured amplitude/phase and the calculated amplitude/phase was used. Figure 2 shows the measured frequency response of the simulator and of the identified transfer function (see Eq. 5). The phase margin of φ pm ≈ -270° of the measured system indicates a transfer function of third order (relative). The identified basic transfer elements gained from the amplitude frequency response, lead to the system given in Eq. 3.
Results
The resulting parametric transfer function (see Eq. 4) is of fifth order in the denominator and second order in the numerator (relative third order). 
In Table 1 the normalized parameter values identified by the PIP and their deviations are given. The parameters α [1] [2] [3] [4] [5] determine the location of the poles. Zeros are determined by β 1-2 . 0.8417 ± 0.0720 8.6 % a 4 0.8478 ± 0.0877 10.3 % a 5 1 ± 0 -
Discussion
Resulting from solver influences caused by the initial value problem [7] , the dependency of x m and measurement errors, α [1] [2] [3] [4] [5] (parameters determining the poles) and β 1-2 (parameters determining the zeros) vary up to 19.3%. However, the identified transfer functions are all able to reproduce the measured amplitude frequency and phase response in the desired frequency range of f = 1Hz to f = 30Hz and at the desired operating points. The overall system behavior is therefore assumed to be constant and thus valid over the whole simulator travel length x m . This assumption leads to the generalized transfer function given in Eq. The steady state gain of K = 6.31•10 5 was calculated using the Bode Diagram (K was set to one in the PIP).
Conclusion
First tests showed that modeled and measured positions for the same input signal are of good accordance. Nevertheless a detailed verification of the generalized transfer function accuracy over the travel length x m has to be performed. Based on the verified transfer function a position control regime can be developed and implemented.
