ABSTRACT. The Infrared Array Camera (IRAC) on the Spitzer Space Telescope is absolutely calibrated by comparing photometry of a set of A stars near the north ecliptic pole to predictions based on ground-based observations and a stellar atmosphere model. The brightness of point sources is calibrated to an accuracy of 3%, relative to models for A-star stellar atmospheres, for observations performed and analyzed in the same manner as for the calibration stars. This includes corrections for the location of the star in the array and the location of the centroid within the peak pixel. Long-term stability of the IRAC photometry was measured by monitoring the brightness of A dwarfs and K giants (near the north ecliptic pole) observed several times per month; the photometry is stable to 1.5% (rms) over a year. Intermediate-timescale stability of the IRAC photometry was measured by monitoring at least one secondary calibrator (near the ecliptic plane) every 12 hr while IRAC was in nominal operations; the intermediate-term photometry is stable, with a 1% dispersion (rms). One of the secondary calibrators was found to have significantly time-variable (5%) mid-infrared emission, with a period (7.4 days) matching the optical light curve; it is possibly a Cepheid variable.
INTRODUCTION
The Infrared Array Camera (IRAC) was built at NASA Goddard Space Flight Center under the direction of the Smithsonian Astrophysical Observatory (Fazio et al. 2004) . It is the midinfrared camera on the Spitzer Space Telescope (Werner et al. 2004) , with four arrays observing at 3.6, 4.5, 5.8, and 8 mm. The absolute calibration of the camera was performed in flight by comparing observed to predicted brightness for a set of stars that was selected and characterized before launch (Cohen 2003; Cohen et al. 2003) . This paper presents the in-flight calibration results, including the observing strategy, the predictions and measurements, and an assessment of the calibration accuracy and stability of the instrument and the pipeline-processed data provided by the Spitzer Science Center (SSC) to observers.
CALIBRATOR SELECTION AND OBSERVING STRATEGY
The primary calibrators (Table 1) are a set of A main-sequence and K giant stars. They were chosen from a larger list of candidates on the basis of having good spectral and photometric data and no known evidence of variability . The set of plausible calibrators was observed during the in-orbit checkout (IOC) to select which ones would become the primary 1 Spitzer Science Center, MS 220-6, California Institute of Technology, Pasadena, CA 91125; reach@ipac.caltech.edu.
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calibrators for the nominal mission. Table 2 lists the coordinates of the candidate primary calibrators that were observed during the in-orbit checkout, together with the IRAC channels in which useful data were obtained. Table 1 lists the primary calibrators that have been observed during the nominal mission.
Primary calibrators are observed with all four IRAC arrays during every instrument campaign. The primary calibrators are located in the Spitzer continuous viewing zone, a region approximately 10Њ in radius centered on the north ecliptic pole. The south ecliptic pole is also continuously visible, but it saves observing time to have all calibrators close together on the sky. After the first 6 months of the nominal science mission, the radius of the continuous viewing zone was decreased to 7Њ .5, making two of the primary calibrators visible for only 8 months each year.
Secondary calibrators are observed approximately every 12 hr while IRAC is on; they are intended to monitor the gain stability during each observing campaign. Because routine Spitzer operations require pointing the high-gain antenna at the Earth every ∼12 hr to downlink data, we chose a network of secondary calibrators that can be rapidly observed after each downlink. The Spitzer orbit is close to the ecliptic plane, and the telescope points opposite the high-gain antenna. Thus, when the antenna points at Earth, the telescope points somewhere near the ecliptic plane at a longitude that changes about once a year. Secondary calibrators spaced along the ecliptic can therefore be observed efficiently before or after telemetry downlinks, with little slewing overhead. The network of secondary calibrators has two stars every 20Њ of ecliptic longitude. One or two secondary calibrators (Table 3) are chosen for each campaign. (Klemola et al. 1987) , with "p" replacing ϩ, or the designation KF from a north ecliptic pole optical/near-infrared survey (Kümmel & Wagner 2000) . These are not intended to replace the formal designations.
b Designation of the corresponding 2MASS catalog entry, with "2MASSJ" prefix removed, comprising the J2000.0 right ascension and declination sans punctuation (2 decimal places of seconds of right ascension and one decimal place of arcseconds of declination).
All calibration star observations are performed by placing the star in five positions: the center of the array and the centers of the four quadrants of the array. A single frame is taken at each position. Exposure times are set to place the peak brightness at approximately 1/3 of saturation, so that the signal-tonoise ratio is high and the nonlinearity corrections are accurate. The IRAC arrays saturate at ∼10 5 e or 40,000 DN (whichever is lower).
PHOTOMETRY
As input, we use the Basic Calibrated Data (BCD) generated by the IRAC science pipeline (ver. S10 4 ). In short, the pipeline removes the electronic bias, subtracts a dark sky image generated from observations of relatively empty sky near the ecliptic pole, flat-fields using a "superflat" generated from the first year's calibration observations of relatively blank fields near the ecliptic plane, and linearizes using laboratory measurements of each pixel's response to a calibration lamp, in frames of varying length. For each BCD image in each standard-star observation, aperture photometry was used to determine the source flux. The target is located as the image maximum after spatial filtering (low-pass, median, 7 pixel width) to reduce noise and cosmic rays; this filtered image was used only for source identification. (Some of the candidate calibrators observed during in-orbit checkout have other stars nearby; they were located using the coordinates of the star and the astrometric calibration of the images.) The target location is then refined using a centroiding algorithm (cntrd in IDLPHOT). We convert the image into electron units for proper error estimation: from the pipeline-processed images (which are in MJy sr Ϫ1 ), we multiply by the gain (GAIN in the header; e DN Ϫ1 ) and exposure time (EXPTIME in the header) and divide by the calibration factor (FLUXCONV in the header; MJy sr Ϫ1 DN Ϫ1 s) that had been used in the pipeline; the scaled image at pixel i, j is then in electrons. To get the absolute brightness of I ij each pixel, we also added the brightness of the zodiacal light at the time of the sky-dark observation (approximately 0.036, 0.18, 1.6, and 4.4 MJy sr Ϫ1 in channels 1, 2, 3, and 4, respectively); this is only important for error propagation, as it is a constant over the image. The background is calculated by a robust average in an annulus spanning a 12 to 20 pixel radius centered on the target:
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The on-source flux is calculated by summing over a 10 pixel radius centered on the target (aper in IDLPHOT):
elec on ij sky
The electron production rate, , is proportional to the N p F /t e elec stellar flux. An array-location-dependent photometric correction must be applied to IRAC photometry to account for the variation in pixel solid angle (due to distortion) and the variation of the spectral response (due to the tilted filters and wide field of view) over the array (J. Hora et al. 2005, in preparation) . The photometric corrections are defined to be unity in the center of the array, so their role in the data analysis here is to remove a systematic error that would make the calibration stars, which were observed at five widely separated positions on the array (see Table 4 for the exact locations), have dispersions significantly higher than the measurement uncertainties. (Klemola et al. 1987) , with "p" replacing ϩ, or the designation KF from a north ecliptic pole optical/near-infrared survey (Kümmel & Wagner 2000) . These are not intended to replace the formal designations.
are , then the fluxes in channel i at position j were divided f ij by . 1 ϩ f /100 ij A photometric correction must also be applied to IRAC photometry to account for the variation in the flux of a source as a function of location within a pixel. Sources placed directly in the center of a pixel give higher count rates than those placed near a pixel edge. The effect may be due to a nonuniform quantum efficiency across each pixel. We refer to the "pixel phase" as the distance of the centroid of a star from the center of the pixel containing the centroid. The pixel-phase corrections are normalized such that randomly placed sources will have equal chances of requiring an increase or decrease in the flux. For randomly placed sources, this location is pixels from ͱ 1/ 2p the center. The pixel-phase dependence is only clearly detected in channel 1, and an approximate fit is
phase where p is the distance (in pixels) from the source centroid to the center of the pixel containing that centroid. Observed fluxes in channel 1 were divided by . The channel 1 calibration f phase stars tended on average to fall closer to the centers of their pixels than a random distribution, and the median correction %.
The photometric uncertainty estimate includes three terms. First, the uncertainty in the subtracted sky background is the rms of the pixel values in the sky annulus, , divided by the j sky square root of the number of pixels in the sky annulus, and multiplied by the number of on-target aperture pixels:
sky sky on sky where denotes the rms intensity in the sky annulus. Sec-R sky ond, noise due to sky variations within the on-source aperture is
sky, on sky on
And third, the Poisson noise on the total background-subtracted counts within the on-source aperture is
Poisson elec
The uncertainty in the flux is then the quadrature sum of the three error terms:
F sky sky, on Poisson
We have not explicitly included random variations in the instrument or its calibration. Instead, we attempt to measure those variations through the dispersion in photometry on a large number of images. All three terms in equation (7) reduced by decreasing the size of the on-source aperture, but then we would lose some flux and require larger aperture corrections. The choice of on-source and sky apertures used here is optimized for calibration purposes, where we attempt to gather as much of the star's flux as possible. For source detection, a smaller on-source aperture is recommended. All of the calibration stars are bright; for example, for NPM1p64.0581, the flux-touncertainty ratio ( ) is 158, 106, 123, and 96 for channels 1, F/j F 2, 3, and 4, respectively, in a single BCD image.
The flux and photometric uncertainty were calculated for 
PHOTOMETRIC STABILITY
To monitor the stability of the camera on various timescales, the primary and secondary calibrators were all reduced uniformly and plotted together. Figures 1-5 show the results for five IRAC nominal operations campaign.
Stability on Weekly Timescales
The relative repeatability of IRAC was measured by taking the rms variations of each secondary calibration star photometry during a campaign. The distribution of these variances among all of the campaigns has a x 2 probability distribution function. The median of these rms values is 1.7%, 2.2%, 1.5%, 2005 PASP, 117:978-990 and 1.6% in channels 1, 2, 3, and 4, respectively. The variance of the rms is consistent with the median photometric measurement error, which is 0.5%, 0.9%, 0.7%, and 0.9% in channels 1, 2, 3, and 4, respectively. Some stars have higher dispersions, but only one star at one wavelength (compared to a total of 20 stars at four wavelengths) has an rms dispersion larger than 5%. This is a measure of the repeatability of photometry within a campaign, which can be summarized as being stable to 2%.
Stability on Long Timescales
The camera is evidently stable on all timescales that have been checked. Table 5 summarizes the statistics characterizing the long-term stability for eight primary calibrators over 11 months.
To assess the stability, we use the statistics for individual calibrators in Table 5 . Normalizing the count rates for each primary calibrator by their median, the long-term dispersion in the photometry becomes 1.7%, 0.9%, 0.9%, and 0.5% in channels 1, 2, 3, and 4, respectively.
To determine whether the photometry has significant longterm variations (due to source or instrument), we inspected the long-term trends for each calibrator. Figure 6 shows the trend of the count rates over the first 11 months of the mission, and the last two columns in Table 5 show least-squares-fitted slopes to the temporal variations. An instrumental trend will be the same for each primary calibrator, while stellar variability will appear only in the individual star. Measurement errors generate dispersion (both random and systematic) that should not correlate between stars. Only one (KF09T1, channel 3) of the 32 (eight calibrators, four channels) trend plots shows a slope that is formally significant. 5 The other primary calibrators are all stable at a level of !1.5% yr Ϫ1 .
5 This example shows how a simple monitoring program with observations of five frames each every 10-20 days can limit variability at the 2% level.
ABSOLUTE CALIBRATION

Flux Prediction for Primary Calibrators
For each primary calibrator, we predicted the count rate in each IRAC channel. The procedure was explained in detail by Cohen et al. (2003) . In brief, the spectral type of each star was determined from ground-based visible spectroscopy . The intrinsic spectral energy distribution for that type was determined from models for the A stars (Kurucz 1993a (Kurucz , 1993b or from empirical spectral templates derived from observations for the K giants (Cohen et al. 1996) . For Such a monitoring program takes approximately 2 hr of observing time per year, including slews to the target and observing at all four wavelengths. (Skrutskie 1999 ) and the derived extinction for each primary calibrator. The reddened stellar SED template for each primary calibrator gives its flux density at all wavelengths on a scale consistent with the network of standards constructed by Cohen et al. (1999) and absolutely validated by Price et al. (2004) . The fluxes in the IRAC wavebands were calculated by integrating the normalized spectral template for each star over the IRAC spectral response. The detailed derivation of the calibration factors is as follows. The number of electrons per unit of time collected from a source with spectrum using a telescope with
where R is the system spectral response (in units of electrons per photon, at frequency , determined from prelaunch mean surements). The calibration factor is the ratio of the flux density at the nominal wavelength, if the source had the l p c/n 0 0 nominal p constant spectrum, to the observed electron nF n production rate: * *
N e where the color correction
For an imager like IRAC, we calibrate in units of surface brightness, and the flux measurements are made using aperture photometry in a finite aperture that does not necessarily include all of the flux. We continue to use as the true source spectrum, F n and we define the calibration factor such that after performing both aperture and color corrections to the observations, the best measurement of the source flux is obtained. To convert from raw IRAC units of data numbers (DN) into surface brightness per pixel, the calibration factor is * *
where G is the gain (e DN Ϫ1 ), is the pixel solid angle Q pix (pixels are square, with 1Љ .22 sides), and is the aperture f ap correction factor (taken to be unity; see § 5.5). The units of the calibration factor C are (MJy sr Ϫ1 )/(DN s Ϫ1 ). The asterisk (*) indicates that the quantity refers to a calibration star, rather than a generic spectrum. It is perhaps worth emphasizing that the only properties of the stellar spectra that enter into the absolute calibration are the integrated in-band fluxes for each IRAC channel, and that the calibration factors are directly proportional to the in-band flux. Table 6 shows the predicted fluxes of the IRAC primary calibrators. The flux predictions, , are in IRAC "quoted" * * n R dn
∫
The nominal wavelengths calculated in this way, using the current spectral response curves (Fazio et al. 2004), are 3.550, 4.493, 5.731, and 7 .872 mm in channels 1, 2, 3, and 4, respectively. Figure 7 shows the model spectra for an A dwarf and K giant calibrator, together with the spectral responses. We calculated the calibrator color corrections separately for * K each calibrator spectrum. For reference, the color corrections are (in channels 1, 2, 3, and 4, respectively), for an A1 V star:
, The IRAC spectral response calibration convention, such that no color corrections are needed for sources with p constant nF n spectra, is essentially the same convention used by IRAS (Beichman et al. 1988) , COBE DIRBE (Hauser et al. 1998) , and ISO (Blommaert et al. 2003) , except that the monochromatic flux densities are at the nominal wavelength (eq. [12]) for each channel, rather than at a round-number wavelength.
Comparison of Different Standard Stars
To search for systematic trends in the comparison of observed and predicted fluxes, we used two samples: the primary standard stars selected for the nominal mission (11 stars; Table 1 ) and the candidate calibrators observed during the in-orbit checkout (34 stars; Table 2 ). The primary standards defined the IRAC calibration, so we consider the candidate calibrators as a relatively independent comparison sample to search for trends. Figure 8 shows the histograms of the predicted/observed fluxes for the candidate calibrators, for each IRAC channel. The "observed" fluxes have been scaled using the calibration factors averaged over the primary standards in the method described below in § 5.3. The distributions are centered near unity, demonstrating good agreement between the candidate calibrator and primary standards.
We found one systematic trend in the predicted/observed fluxes: a displacement between the calibration derived from A dwarfs and K giants, in IRAC channels 1 and 2. Figure 8 shows the histogram of the calibration factors separately for these two types of primary calibrators. The difference in average calibration inferred from the two types of calibrators is twice as large as the widths (3.4%) of the distributions for each calibrator type. This leads to an unnecessary systematic error in the calibration, with a spectral dependence that changes channels 1 and 2 with respect to the other IRAC channels. To bolster the statistics, we include the primary standards together with the calibrators observed only in IOC; the total sample comprises 13 A stars and 29 K stars. The difference between the A and K star distributions of predicted/observed fluxes is 7.3% ‫ע‬ 2.3% in channel 1, 6.5% ‫ע‬ 2.4% in channel 2, 3.6% ‫ע‬ 2.5% in channel 3, and 2.1% ‫ע‬ 2.8% in channel 4, with the predicted/observed fluxes higher for K stars than for A stars in all four channels. Our original calibration strategy was to observe both A and K calibrators, then take the average to guard against model uncertainties. After seeing such a clear systematic difference, with a color dependence, between the two types of calibrators, and furthermore, seeing that there is no temporal drift in the calibration (so that we can use all calibration star data all the way back to the in-orbit checkout), we decided to adopt an A-staronly absolute calibration convention. At present, we do not know why the K giants are systematically offset from the A stars, nor do we conclusively know which of the two types of calibration are correct. With the relatively small number of stars observed and analyzed here, and with only two types of calibrators analyzed, it is not possible to conclusively say whether the template spectra are inaccurate representations of the stars, or if the particular sample of stars is anomalous.
The distribution of predicted/observed flux (Fig. 8) is nonGaussian, because it is a combination of the measurement uncertainties (which do have a Gaussian distribution) and the systematic uncertainties (which do not). In all four IRAC channels (but particularly channel 1), two peaks in the distribution are evident, due to the separate distributions of A and K stars. Furthermore, there are too few calibrators for the central limit theorem to lead to a clean Gaussian distribution for each type. The dispersions of the distributions are ∼2.5%-3.5%, which is comparable to the uncertainty in the predicted fluxes based only on prelaunch ground and space measurements with other telescopes.
Best Calibration Factors and Their Uncertainties
The recommended calibration factors for IRAC were calculated as a weighted average of calibration factors for the four A-type primary calibrators. The results are given in Table 7 . Weights were inversely proportional to the uncertainties in the absolute calibration of each star .
The total uncertainty in the calibration factor is not the statistical uncertainty in the weighted mean, since % of j p 1.5 abs the uncertainty in each of the predicted fluxes arises from the absolute calibration of Vega and Sirius, which scales all of the predictions. To assess the uncertainty in the calibration, we separate three items in Table 7 . The absolute calibration uncertainty for each star is . The dispersion in calibration j ground factors derived from an individual star is j rms , attributed largely to measurement errors. Finally, the campaign-averaged calibration factor for each star and each calibrator has some dispersion from campaign to campaign of , which limits longj repeat term drifts (which are apparently not present for IRAC). The combined uncertainty for n calibrators is determined from 2 2 2 2
C abs ground abs rms
We used this equation, with , to derive the uncertainty n p 4 (2.0% in all four IRAC bands) in the absolute calibration factors listed in Table 7 .
Including the larger sample of calibrators observed only during IOC, the calibration differs from the values in Table 7 by Ϫ0.9%, Ϫ1.1%, Ϫ1.7%, and Ϫ2.3%, respectively, in channels 1, 2, 3, and 4. This difference is marginally significant, and we incorporate it into the overall calibration uncertainty. The IRAC calibration will be updated in future to include these results and a wider sample of spectral types.
IRAC Magnitude System
We define the IRAC magnitude system such that an observer measures the flux density of a source from the calibrated quot F n images out of the IRAC pipeline, performs image-based corrections (array-location-dependent photometric correction, pixel-phase correction, and aperture correction), and then uses the zero-magnitude flux densities to calculate the mag- [i] F zero nitude , where , 4.5, 5.8, and
10 zero n 8 are the four IRAC channels. In this system, there is no need to know the spectral shape of the source, as the magnitude is a measure of the in-band flux relative to that of Vega. The zero-magnitude fluxes were determined by integrating the Kurucz model spectrum of a Lyr over the passbands using the equations above; specifically,
zero
The resulting zero-magnitude flux densities are , 280. 
Aperture Corrections and Extended Emission
All the discussion so far has been based on aperture photometry with a specified beam size and sky annulus ( § 3), and the calibration factors in Table 7 are defined for these parameters. The parameters were optimized for photometry of isolated, bright point sources and will not in general be suitable for other applications. In particular, some of the source flux lands in the sky annulus and is subtracted, while additional flux lands outside the sky annulus and is ignored. Measurements using different beam sizes or sky annuli will need to account for these effects. Therefore, 1. point sources extracted with the same aperture that we used for calibration will get the correct flux (no further aperture correction needed); 2. point sources extracted with other on-source radii or sky annuli can use aperture correction tables as long as they are normalized such that there is no correction for apertures identical to those used in our absolute calibration; 3. point sources extracted using point-spread function fitting should verify that the normalization of the point-spread function would give unity flux if the on-source and sky calibration apertures are applied (i.e., not unity flux for the integral over the entire point-spread function); and 4. extended emission surface brightness will be incorrectly calibrated and will require scaling by the "infinite" aperture correction.
The reason we have not attempted an aperture correction is that the measurements are still under way and the empirically derived values are not well understood. Part of the effect is simple diffraction and could be estimated using, for example, an Airy function determined by the primary mirror size and the filter central wavelength; this effect explains channels 1 and 2. However, in channels 3 and 4, substantially more of the source flux is scattered out of the calibration aperture than can be explained by diffraction theory. This light is thought to be scattered within the detector material. Its distribution, dependence on location of the source in the array, and the ultimate fate of the lost source flux are under investigation. The empirical determination of the aperture corrections will be described by M. Marengo et al. (2005, in preparation) . At present we recommend that extended emission (including the basic calibrated data and the image mosaics from the pipeline) be multiplied by the effective aperture correction factors of 0.944, 0.937, 0.772, and 0.737 for channels 1, 2, 3, and 4, respectively.
Three further practical matters have already been mentioned but are worth summarizing here as well.
1. The IRAC science pipeline generates images in units of surface brightness, but because of distortion, the pixels do not subtend constant solid angle.
2. The IRAC spectral response varies over the field of view, and therefore the color corrections are field dependent.
3. The electron rate in the 3.6 mm channel depends slightly on pixel phase. The present calibration factors are correct on average, as is appropriate for sources observed multiple times at multiple dither positions. For the most precise photometry, however, pixel phase should be taken into account.
Corrections 1 and 2 are available from the Spitzer Science Center and are described by J. Hora et al. (2005, in preparation) ; they were taken into account in the present paper by using the array-location-dependent photometric corrections in Table 4 . Correction 3 was applied using the simple equations in § 3. Observers should apply these corrections in a manner consistent with that applied in this paper, in order for the absolute calibration to apply.
SERENDIPITOUS RESULTS
The secondary calibrator SA 115-554 has a periodic light curve. It was observed every 12 hr in two campaigns spanning a total of 26 days. The light curve phases well to a period of 7.4 days, with an amplitude of 5%. Figure 9 shows the light curve, phased to 0 at modified Julian Date 52,996.5. The light curve is identical at all four IRAC wavelengths, indicating that the source of variability is not a mid-infrared-specific phenomenon, but rather something with colors comparable to the star, which is classified as a K1.5 III. This star was found to be variable as part of the All Sky Automated Survey (ASAS) by Pojmański (2000) , who found I-band variability with a period of 7.451 days, identical to the IRAC period. The amplitude of the I-band variation was 0.18 mag, and its light curve is distinctly different from that measured by IRAC.
If the variability were due to an orbiting companion, then the companion would probably be late type and small, perhaps 2005 PASP, 117:978-990 an M dwarf. But the observed variability likely arises from pulsations of the star itself. The optical light curve is more characteristic of a Cepheid variable, and the spectral type obtained by Drilling & Landolt (1979) was G7, consistent with a Cepheid, although the spectral type derived from our own work was a K1.5 III.
The primary calibrator HD 165459 was found to have a significant excess (∼40%) at 24 mm in the MIPS (Multiband Imaging Photometer for Spitzer) calibration program. Presumably, this excess is due to a disk around the star, such as in other "Vega"-type A stars. Is there any evidence for this disk at IRAC wavelengths? Calibrating the measured fluxes with the new calibration factors, we find that the star's flux relative to the photospheric model is , , 0.982 ‫ע‬ 0.020 0.987 ‫ע‬ 0.024 , and in channels 1, 2, 3, and 4, 0.976 ‫ע‬ 0.022 0.993 ‫ע‬ 0.022 respectively. Since these are absolute measurements, we have used j rms from Table 7 as the calibration uncertainty (combined with the uncertainty in this individual star's measurements). In fact, we can remove the absolute uncertainty in the size of the star by normalizing all fluxes at 3.6 mm. Then the ratio of observed to photospheric flux, assuming there is no excess at 3.6 mm, is , , and 1.006 ‫ע‬ 0.009 0.994 ‫ע‬ 0.009 1.011 ‫ע‬ 0.008 in channels 2, 3, and 4, respectively. It appears that there is no mid-infrared excess for this star in the 3.6-8 mm range, at a 95% confidence upper limit of 4% (with no assumptions), or at 4.5, 5.8, or 8 mm, at a 95% confidence limit of 1.2%, 1.8%, or 1.6% (assuming no excess at 3.6 mm).
CONCLUSIONS
The Infrared Array Camera on the Spitzer Space Telescope has a stable gain on all measured timescales, making it possible to measure variability at the 2% level for carefully reduced data. The absolute calibration using stellar photospheric models scaled to ground-based photometry at optical through nearinfrared wavelengths is accurate to 1.8%, 1.9%, 2.0%, and 2.1% in channels 1 (3.6 mm), 2 (4.5 mm), 3 (5.8 mm), and 4 (8 mm), respectively. To measure fluxes at this high level of accuracy requires several photometric corrections: array position dependence (due to changing spectral response and pixel solid angle over the camera field of view), pixel phase dependence (due to nonuniform quantum efficiency over a pixel), color correction (due to the different system response integrated over the passband for sources of different color), and aperture correction (due to the fractions of light included within the measurement aperture and lost in the background aperture).
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