Action-outcome (A-O) and stimulus-response (S-R) processes that are two forms of instrumental conditioning that are important components of decision making and action selection. The former adapts its response according to the outcome while the latter is insensitive to the outcome. An unsolved question is how these two processes emerge, cooperate and interact inside the brain in order to issue a unique behavioral answer. Here we propose a model of the interaction between the cortex, the basal ganglia and the thalamus based on a dual competition. We hypothesize that the striatum, the subthalamic nucleus, the internal pallidum (GPi), the thalamus, and the cortex are involved in closed feedback loops through the hyperdirect and direct pathways. These loops support a competition process that results in the ability for the basal ganglia to make a cognitive decision followed by a motor decision. Considering lateral cortical interactions (short range excitation, long range inhibition), another competition takes place inside the cortex allowing this latter to make a cognitive and a motor decision. We show how this dual competition endows the model with two regimes. One is oriented towards action-outcome and is driven by reinforcement learning, the other is oriented towards stimulus-response and is driven by Hebbian learning. The final decision is made according to a combination of these two mechanisms with a gradual transfer from the former to the latter. We confirmed these theoretical results on primates using a two-armed bandit task and a reversible bilateral inactivation of the internal part of the globus pallidus.
Introduction
policy independently of the value function. The actor is in charge 48 of choosing an action in a given state (policy) while the critic 49 is in charge of evaluating (criticizing) the current state (value The computational task 123 In the present study, we restrict the n-armed bandit task to n = 2 124 with an explicit dissociation between the choice of the option 125 (cognitive choice) and the actual triggering of the option (motor 126 choice). This introduces a supplementary difficulty because only 127 the motor choice -the physical (and visible) expression of the 128 choice -will be taken into account when computing the reward. 129 If cognitive and motor choices are incongruent, only the motor 130 choices matters. Unless specified otherwise, we consider a set of cues {C i } i∈ [1,n] associated with reward probabilities {P i } i∈ [1,n] 132 and a set of four different locations ({L i } i∈ [1, 4] ) corresponding 133 to the up, down, left, right positions on the screen. A trial is made 134 of the presentation of two random cues C i and C j (i ̸ = j) at two 135 random locations (L i and L j ) such that we have L i ̸ = L j (see 136 Fig. 1) . A session is made of n successive trials and can use one 137 to several different cue sets depending on the condition studied 138 (e.g. reversal, devaluation). Unless specified otherwise, in the 139 present study, exactly one cue set is used throughout a whole 140 session.
142
Once a legal motor decision has been made, reward is com-143 puted by drawing a random uniform number between 0 and 1. If 144 the number is less or equal to the reward probability of the cho-145 sen cue, a reward of 1 is given, else, a reward of 0 is given. If no 146 motor choice has been made or if the motor choice leads to an 147 empty location (illegal choice), the trial is considered to be failed 148 and no reward is given, which is different from giving a reward of 149 0. Best choice for a trial is defined as the choice of the cue associ-150 ated with the highest reward probability among the two presented 151 cues. Performance is defined as the ratio of best choices over the 152 total number of trials. A perfect player with full-knowledge can 153 achieve a performance of 1 while the mean expectation of reward 154 is directly dependent on the cue sampling policy 1 .
155
The behavioral task 156 With kind permission from the authors (Piron et al., 2016) , we 157 reproduce here the details of the experimental task which is similar. 158
159
The primates were trained daily in the experimental room and 160 familiarized with the setup, which consisted of 4 buttons placed 161 on a board at different locations (0 • , 90 • , 180 • , and 270 • ) and a 162 further button in a central position, which detects contact with a 163 monkey's hand. These buttons correspond to the 4 possible dis-164 play positions of a cursor on a vertical screen. The monkeys were 165 seated in chairs in front of this screen at a distance of 50cm ( Fig. 166  2) . The monkeys initiated a trial by keeping their hands on the 167 Figure 2 . The behavioral task. The monkeys initiate a trial by keeping their hands on the central button, which induced the appearance of the cursor in the central position of the screen. After a random delay, two cues appears in 2 different positions. The monkey has a random duration time window (0.5s to 1.5s) to press the button associated with one cue. It moves the cursor over the chosen cue and it has to maintain the position for some duration. After this delay, the monkey is rewarded (0.3 ml of water) or not according to the reward probability of the chosen cue.
central button, which induced the appearance of the cursor in the 168 central position of the screen. After a random delay (0.5s to 1.5s), 169 2 cues appeared in 2 (of 4) different positions determined ran-170 domly for each trial. Each cue had a fixed probability of reward 171 (P 1 =0.75 and P 2 = 0.25) and remains the same same during a 172 session. Once the cues were shown, the monkeys had a random 173 duration time window (0.5s to 1.5s) to press the button associated 174 with one cue. It moves the cursor over the chosen cue and they 175 have to maintain the position for 0.5 s to 1.5 s. After this delay, 176 the monkeys were rewarded (0.3 ml of water) or not according to 177 the reward probability of the chosen target. An end-of-trial signal 178 corresponding to the disappearance of the cursor was given, in-
179
dicating to the monkeys that the trial was finished and they could 180 start a new trial after an inter-trial interval between 0.5 s and 1.5s.
181
The model 182 The model is designed to study the implications of a dual com-183 petition between the cortex and the basal ganglia (BG). The com-184 petition inside the cortex is conveyed through direct lateral inter-185 actions (short-range excitation and long range inhibition, (H. R. & Cowan, 1972 & Cowan, , 1973 Coultrip, Granger, & Lynch, 1992 motor area (CMA)), the motor striatum (putamen), the motor 205 STN, the motor GPi (motor territory of the pallidum and the 206 substantia nigra) and the motor thalamus (ventrolateral thala-207 mus (VLm and VLo)). The associative loop comprises the cog-208 nitive cortex (dorsolateral prefrontal cortex (DLPFC), the lateral 209 orbitofrontal cortex (LOFC)) and the associative striatum (asso-210 ciative territory of the caudate). The cognitive loop comprises 211 the cognitive cortex (anterior cingulate area (ACA), medial or-212 bitofrontal cortex (MOFC)), the cognitive striatum (ventral cau-213 date), the cognitive STN, the cognitive GPi (limbic territory of the 214 pallidum and the substantia nigra and) the cognitive thalamus 215 (ventral anterior thalamus (VApc, VAmc)).
186

Wilson
216
Populations 217 The model comprises 12 populations: 5 motor populations, 4 cog-218 nitive populations and 2 associative populations ( Fig. 4 ). These 219 populations comprises from 4 to 16 neural assemblies and pos-220 sess each a specific geometry whose goal is to facilitate connectiv-221 ity description. Each assembly is modeled using a neuronal rate 222 model (Hopfield, 1984; Shriki, Hansel, & Sompolinsky, 2003) that 223 give account of the spatial mean firing rate of the neurons com-224 posing the assembly. Each assembly is governed by the following 225 equations:
where τ is the assembly time constant (decay of the synaptic in-227 put), V is the firing rate of the assembly, I syn is the synaptic in-228 put to the assembly, I ext is the external input representing the 229 sensory visual salience of the cue, h is the threshold of the as-230 sembly, f is the transfer function and n is the (correlated, white) 231 Figure 4 . Segregated loops. The model is further detailed into three segregated circuits (cognitive, associative, motor). The cognitive and motor circuit each comprises a cortical, a striatal, a thalamic, a subthalamic, and a pallidal population while the associative loop only comprises a cortical and a striatal population. This latter interacts with the two other circuits via diffused connections to the pallidal regions and from all cortical populations. Arrows, excitatory connections. Dots, inhibitory connections. noise term. Each population possess its own set of parameters 232 according to the group it belongs to (see Table 1 ). Transfer func-233 tion for all population but the striatal population is a ramp func-234 tion (f(x) = max(x, 0)). The striatal population that is silent 235 at rest (Sandstrom & Rebec, 2002) , requires concerted coordi-236 nated input to cause firing (C. J. Wilson & Groves, 1981) , and 237 has a sigmoidal transfer function (nonlinear relationship between 238 input current and membrane potential) due to both inward and 239 outward potassium current rectification (Nisenbaum & Wilson, 240 1995) . This is modeled by applying a sigmoidal transfer func-241 tion to the activation of cortico-costriatal inputs in the form of 242 the Boltzmann equation:
where V min is the minimum activation, V max the maximum acti-244 vation, V h the half-activation, and V c the slope. This is similar to 245 the use of the output threshold in the (Gurney, Prescott, & Red-246 grave, 2001) model and results in small or no activation to weak 247 inputs with a rapid rise in activation to a plateau level for stronger 248 inputs. The parameters used for this transfer function are shown 249 in Table 2 and were selected to give a low striatal output with no 250 cortical activation (1 spike/s), starting to rise with a cortical input 251 of 10 sp/s and a striatal output of 20 spike/s at a cortical activation 252 of 30 spike/s.
253
Connectivity
254
Even though the model takes advantage of segregated loops, they 255 cannot be entirely separated if we want the cognitive and the 256 motor channel to interact. This is the reason why we incorpo-257 rated a divergence in the corticostriatal connection followed by 258 a re-convergence within the GPi (Graybiel, Aosaki, Flaherty, & 259 Kimura, 1994; Parent et al., 2000) (see Fig. 5 ). Furthermore, 260 we considered the somatotopic projection of the pyramidal cor-261 tical neurons to the striatum (Webster, 1961) Wilson, 1998) and small cortical areas innervating the striatum 266 in a discontinuous pattern with areas of denser innervation sepa-267 rated by areas of sparse innervation (Brown, Smith, & Goldbloom, 268 1998; Flaherty & Graybiel, 1991) . We also cinsidered the large 269 reduction in the number of neurons from cortex to striatum to 270 GPi ( Bar-Gad & Bergman, 2001; Oorschot, 1996) . These findings 271 combined lead to striatal areas that are mostly specific for input 272 from one cortical area alongside areas where there is overlap be-273 tween inputs from two or more cortical areas (Takada et al., 2001) 274 and which are here referred to as the associative striatum.
275
The gain of the synaptic connection from population A (presy-276 naptic) to population B (postsynaptic) is denoted as G A→B , and 277 the total synaptic input to population B is: Figure 5. Partial connectivity in the cognitive and associative loops. For clarity, only one assembly has been considered. The motor loop is symmetric to the cognitive one.
The "T" symbol on some name means the geometry of the group has been transposed (for readability). A The direct pathway from cognitive cortical assemblies diverge from cortex to associative and cognitive striatum. the pathway converges into cognitive GPi, send parallel projection to the thalamus and forms a closed loop with the original cognitive cortical assembly. B Thanks to the convergence of motor and cognitive pathways in association striatum, there is a cross-talking between the motor and cognitive loops. This allow a decision made in the cognitive loop to influence the decision in motor loops and vice-versa. C The hyperdirect pathway from cognitive cortical assembly diverges from STN to GPi, innervating all cognitive, but not motor, GPi regions and feeds back to all cognitive cortical assemblies. D The pathway from associative cortex and associative striatum is made of parallel localized projections.
where A is the presynaptic assembly, B is the postsynaptic assem-279 bly, and U A is the output of presynaptic assembly A. The gains 280 for each pathway are shown in 
(1,i) → (1,i) 1.0 Table 3 . Connectivity gains and pattern between the different populations. For connectivity patterns, "*" means all. For example, (1,i) → (1,*) means one-to-all connectivity while (1,i) → (1,i) means one-to-one connectivity. Plastic pathways are indicated by a "•" symbol. and C2 receive an external current and assemblies in the motor cortex encoding the two positions M1 and M2 receive similarly an external current. These activities are not sufficient to disambiguate between the situation (C1/M1, C2/M2) and the situation (C1/M2, C2/M1). This is the reason why the associative cortex encoding one of these two situations receives an external current, (C1/M1, C2/M2) in the present case.
are not sufficient to disambiguate between the situation (C 1 /M 1 , 291 C 2 /M 2 ) and the situation (C 1 /M 2 , C 2 /M 1 ). This is the reason 292 why the associative cortex encoding one of these two situations 293 receives an external current (7Hz), (C 1 /M 1 , C 2 /M 2 ) in the present 294 case (see Fig. 6 . The decision of the model is decoded from the 295 activity in the motor cortex only, i.e. independently of the activity 296 in the cognitive cortex. If the model chooses a given cue but pro-297 duces the wrong motor command, the cognitive choice will not 298 be taken into account and the final choice will be decoded from 299 the motor command that may lead to an irrelevant choice. All weights are bound between W min and W max (see Table 4 ) such 336 that for any change ΔW(t), weight W(t) is updated according to 337 the equation: Figure 7 . Activity in the different populations during a single trial of action selection before learning. The model is started at time t=0ms and allowed to settle to a steady state before the presentation of the cues at t=500ms. Solid lines represents activity related to the selected population, dashed lines represent activity related to the non selected population. Decision threshold has been set to 40 spikes/s between the two cortical populations and is indicated on the x axis. Raster plots are related to the cortical populations and has been generated from the firing rate of 10 neurons. A Activity in the motor populations in the absence of lateral competition in the cortical populations. The damped oscillations during the settling phase are characteristic of the delayed feedback from the subthalamic nucleus (excitation) and the striatum (inhibitory) through the globus pallidus and the thalamus. B Activity in the motor populations in the absence of the feedback from the basal ganglia (GPi) to the cortical populations via the thalamus. Decision threshold is reached thanks to the direct lateral competition in both cognitive and motor cortical channels. There is no damped oscillation since there is no delay between the cortical populations and the decision times are slower than in the previous case. C Activity in the motor populations in the full model with a dual competition, one cortical, one basal. When congruent (cortical and basal decision are the same), decision time for both the motor and cortical channels are faster than in the absence of one of the competition loop. Dan, 2008; Feldman, 2009; Hiratani & Fukai, 2016) . After each 366 trial, once a move has been initiated, the cortico-cortical weights 367 are updated according to: Cannula guides were implanted into the left and right GPi in both 390 animals under general anesthesia. Implantation was performed 391 inside a stereotaxic frame guided by ventriculography and single-392 unit electrophysiological recordings. A ventriculographic can-393 nula was introduced into the anterior horn of the lateral ventricle 394 and a contrast medium was injected. Corrections in the position 395 of the GPi were performed according to the line between the an-396 terior commissure (AC) and the posterior commissure (PC) line. 397 The theoretical target was AP: 23.0mm, L: 7.0 mm, P: 21.2 mm.27 398 A linear 16-channel multielectrode array was lowered vertically 399 into the brain. Extracellular single-unit activity was recorded 400 from 0mm to 24 mm relative to the AC-PC line with a wireless 401 recording system. Penetration of the electrode array into the GPi 402 was characterized by an increase in the background activity with 403 the appearance of active neurons with a tonic firing rate (around 404 the AC-PC line). The exit of the electrode tips from the GPi was 405 characterized by the absence of spike (around 3-4 mm below the 406 AC-PC line). When a clear GPi signal from at least 3 contacts had 407 been obtained, control radiography of the position of the record-408 ing electrode was performed and compared to the expected posi-409 tion of the target according to the ventriculography. If the devi-410 ation from the expected target was less than 1mm, the electrode 411 was removed and a cannula guide was inserted with a spare can-412 nula inside so that the tip of the cannula was superimposed on the 413 location of the electrode array in the control radiography. Once 414 the cannula guide was satisfactorily placed, it was fixed to the skull 415 with dental cement.
416
Bilateral Inactivation of the GPi 417
Micro-injections were delivered bilaterally 15 minutes before a 418 session. For both animals injections of the GABA A agonist mus-419 cimol hydrobromide (Sigma) or saline (NaCl 9‰) were randomly 420 assigned each day. Muscimol was delivered at a concentration 421 of 1μg/μl (dissolved in a NaCl vehicle). Injections (1μl in each 422 side) were performed at a constant flow rate of 0.2 μl/min using 423 a micro-injection system. Injections were made through a 30-424 gauge cannulae inserted into the 2 guide cannulae targeting left 425 and right GPi. Cannulas were connected to a 25 μl Hamilton sy-426 ringe by polyethylene cannula tubing.
427
Data Analysis
428
Theoretical and experimental data were analyzed using Wallis rank sum test between the three conditions (saline (C0), 430 muscimol (C1) or saline following muscimol (C2)) for the 6 431 samples (12×10 first trials of C0 (control), 12×10 last trials 432 of C0 (control), 12×10 first trials of C1 (GPi Off/muscimol); 433 12×10 last trials of C1(GPi OFF/muscimol); 12×10 first trails of 434 C2(GPi On/saline); 12×10 last trials of C2(GPi On/saline)) with 435 posthoc pairwise comparisons using Dunn's-test for multiple H0 statistic (H) p value C0 start = C2 start 2.965 0.0051 C1 start = C2 start 4.986 1.8e-6 C1 end = C2 start 3.099 0.0036 Table 5 . Theoretical results statistical analysis. Kruskal-Wallis rank sum test between the three conditions (saline (C0), muscimol (C1) or saline following muscimol (C2)) with posthoc pairwise comparisons using Dunn's-test for multiple comparisons of independent samples.
We tested our hypothesis on the model using 12 different ses-467 sions (corresponding to 12 different initializations of the model).
468
On day 1, we suppressed the GPi output by cutting the connec-469 tions between the GPi and the thalamus. When the GPi output 470 has been suppressed on day 1, the performance is random at the 471 beginning as shown by the average probability of choosing the 472 best option (expressed in mean±SD) in the first 10 trials (0.408 473 ±0.161) and remain so until the end of the session (0.525 ±0.164).
474
Statistical analysis revealed no significant difference between the 475 10 first and the 10 last trials. On day 2, we re-established connec-476 tions between the GPi and the thalamus and the model has to per-477 form the exact same task as for day 1 using the same set of stimuli. 478 Results shows a significant change in behavior: the model starts 479 with an above-chance performance on the first 10 trials (0.717 480 ±0.241) and this change is significant (see Table 5 and Fig. 8) as 481 compared to the start of C1, as compared to the end of C1 and as 482 compared to the start of C0, confirming our hypothesis that the 483 BG have previously learned the value of stimuli even though they 484 were unable to alter behavior.
485
Experimental results
486
H0 statistic (H) p value C0 start = C2 start 3.181 0.0024 C1 start = C2 start 3.738 0.0004 C1 end = C2 start 2.803 0.0069 Table 6 . Experimental results statistical analysis. Kruskal-Wallis rank sum test between the three conditions (saline (C0), muscimol (C1) or saline following muscimol (C2)) with posthoc pairwise comparisons using Dunn's-test for multiple comparisons of independent samples.
We tested the prediction on two female macaque monkeys 487 which have been implanted with two cannula guides into the left 488 and right GPi (see Materials and Methods section for details). 489 In order to inhibit the GPi, we injected bilaterally a GABA ago-490 nist (muscimol, 1μg) 15 minutes before working session on day 491 1 (C1). The two monkeys were trained for 7 and 5 sessions re-492 spectively, each session using the same set of stimuli. Results on 493 day 1 shows that animals were unable to choose the best stimulus 494 in such condition from the start (0.433 ±0.236) to the end (0.492 495 ±0.250) of the session. Statistical analysis revealed no significant 496 difference between the 10 first and the 10 last trials on day 1. On 497 day 2 (C2), we injected bilaterally a saline solution 15 minutes be-498 fore working session and animals had to perform the exact same 499 protocol as for day 1. Results shows a significant change in behav-500 ior (see Table 6 and Fig. 8 ): animals start with an above-chance 501 performance on the first 10 trials (P=0.667 ±0.213), as compared 502 to the start of C1, as compared to the end of C1 and as compared 503 to the start of C0, confirming our hypothesis that the BG has pre-504 viously learned the value of stimuli.
505
Discussion
506
Covert learning in the BG
507
These results reinforce the classical idea that the basal ganglia 508 architecture is based on an actor critic architecture where the 509 dopamine serves as a reinforcement signal. However, the pro-510 posed model goes beyond this classical hypothesis and proposes 511 a more general view on the role of the BG in behaviour and the 512 entanglement with the cortex. Our results, both theoretical and 513 experimental, suggest that the critic part of the BG extends its 514 role beyond the basal ganglia and makes it de facto a central com-515 ponent in behavior that can evaluate any action, independently 516 of their origin. This hypothesis is very congruent with the results 517 introduced in Charlesworth, Warren, and Brainard (2012) where 518 authors show that the anterior forebrain pathway in Bengalese 519 finches contributes to skill learning even when it is blocked and 520 Histograms show the mean performance at the start and the end of a session in day 1 and day 2 conditions for both the model (A) and the monkeys (B). At the start of day 2, the performance for both the model and the monkeys is significantly higher compared to the start and end of day 1, suggesting some covert learning occurred during day 1 even though performances are random during day 1. C Individual trials (n=2x60) for all the sessions (n=12) for the primates. D Individual trials (n=2x60) for all the sessions (n=12) for the model. A black dot means a successful trial (the best stimulus has been chosen), an outlined white dot means a failed trial (the best stimulus has not been chosen). Measure of success is independent of the actual reward received after having chosen one of the two stimuli. The bottom part of each panel shows the mean success rate over a sliding window of ten consecutive trials and averaged across all the sessions. The thick black line is the actual mean and the gray-shaded area represents the standard deviation (STD) over sessions. This can be simply understood by scrutinizing a session in con-530 trol and lesion condition (see Fig. 9 ). In control condition, the 531 model learns to select the best cue thanks to the BG. Because it 532 learns what is the best stimulus, this induces a preferential selec-533 tion of the best stimulus in order to obtain a higher probability 534 of reward. If the process is repeated over many trials, this leads 535 implicitly to an over-representation of the more valuable stimuli 536 at the cortical level and since cortex learns with Hebbian learn-537 ing, it is implicitly learned. Said differently, the value of the best 538 stimulus has been converted to the temporal domain. In lesion 539 condition, the selection is random and each stimulus is roughly 540 selected with equal probability and this allows the BG to evaluate 541 the value of the two stimuli even more precisely. We believe this 542 is the same for the monkeys even though we do not have access 543 to internal value and weights. However, we can see on Fig. 10 544 that the estimated value of stimuli (computed as the probability 545 of reward) reflects the highest value for the best stimulus. Sim-546 ilarly, the number of time a given stimulus has been selected is 547 correlated with its actual value even if it is not significant. From action-outcome to stimulus-response 549 These new results, together with our previous results (Piron 550 et al., 2016) shed a new light on a plausible neural mechanism 551 responsible for the gradual mix between an action-outcome 552 behavior and a stimulus-response one. The novelty in our 553 hypothesis is that there is no transfer per se. There is instead a 554 joint combination of the two systems that act and learn together 555 and we tend to disagree with the hypothesis of a hierarchical 556 system (Dezfouli & Balleine, 2013) . In our case, the final 557 behavioral decision results from a subtle balance between the 558 two decisions. When a new task needs to be solved, the basal 559 ganglia initially drives the decision because it has initially a faster 560 dynamic. In the meantime, the cortex takes advantage of this 561 driving and gradually learns the decision independently of the 562 reward. We've shown how this could be the case for monkeys, 563 even though we lack experimental evidence that the decision in 564 muscimol condition is actually driven by the cortex. The actual 565 combination of the two systems might be more complex than 566 a simple weighted linear combination and this make the study 567 even more difficult to carry on. What we see at the experimental 568 level might the projection of a more complex phenomenon. 569 Persisting in a devaluated task does not mean the system is frozen 570 but the time to come back from a stimulus-response oriented 571 behavior might be simply much longer than the time to initially 572 acquire the behavior.
574
Finally, our results suggest a behavioral decision results from 575 both the cooperation (acquisition) and competition (expression) 576 of two distinct but entangled systems.
577
