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Abstract
Given an n× n complex matrix A define the matrix polytope determined by A asP(A) =
{AD |D = diag(d1, . . . , dn),−1  di  1, i = 1, . . . , n}. We investigate the class of matri-
ces A such that every eigenvalue of every member of P(A) is contained in the convex hull of
the eigenvalues of the extreme points of P(A).
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1. Introduction
We will call an n× n complex matrix A spectrally stable if the eigenvalue set
of the matrix polytope P(A) determined by A is a subset of the convex hull of
the eigenvalues of the extreme points of P(A) which, in turn, must be a subset of
the open unit disk in the complex plane. This idea originated in the field of control
systems analysis [1,5,7,9]. Very little is known about these matrices. In this note we
explore the mathematical properties of the class of spectrally stable matrices and
give new examples of these matrices. We begin by describing the eigenvalue set of a
matrix polytope and the convex hull of the eigenvalues of the extreme points.
The set of all n× n complex (resp. real) matrices is denoted by Mn(C) (resp.
Mn(R)). Given a matrix A = [aij ], |A| denotes the matrix [|aij |]. The identity matrix
is denoted by I . The set of all eigenvalues of A, denoted by σ(A), is called the
spectrum ofA. The spectral radius ofA is denoted by ρ(A) (= max{|λ| | λ ∈ σ(A)}).
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The operator norm of A is denoted by ‖A‖ = √ρ(AA) where A is the adjoint
(conjugate transpose) of A.
For A ∈ Mn(C), it is easy to show that {AD |D real and |D| = I } is the set of
extreme points of the matrix polytope P(A). The representation of each of the 2n
extreme points of P(A) will be unique if and only if every column of A is nonzero.
We call the extreme points the vertices ofP(A) and denote this set byV(A). If S is
a subset of a vector space, the convex hull of S, denoted by Conv(S), equals the set
of all finite convex combinations of elements of S.
The following theorem is well known [8, p. 50].
Theorem 1. Let A ∈ Mn(C). Then each B ∈ P(A) can be represented as a finite
convex combination of vertices of P(A).
Definition 1. For an n× n matrix A, define
C(A) = Conv


⋃
V∈V(A)
σ (V )

 .
Proposition 1. Let A ∈ Mn(C). Then:
1. C(A) is a solid polygon (possibly a line segment or a point).
2. C(A) is symmetric about the origin.
3. C(A) is a compact subset of C.
4. If B is permutation similar to A, then C(A) = C(B).
Proof. Since Q(A) = {⋃ σ(V ) |V ∈V(A)} is a finite point set, parts 1 and 3 are
well known. To demonstrate 2, note that if V is a vertex so is −V . Hence Q(A) =
−Q(A) and C(A) = −C(A).
Finally, suppose BK = PAP TK is a vertex of P(B). Here P is a permutation
matrix and K is diagonal with |K| = I . Now σ(BK) = σ(AP TKP) = σ(AL) for
some vertex AL ofP(A) so that Q(B) ⊂ Q(A). Next, A is also permutation similar
to B, so by what we just proved, Q(A) ⊂ Q(B). It follows that Q(B) = Q(A),
hence C(A) = C(B). 
Definition 2. If A is an n× n matrix we define
(A) =
{⋃
σ(B) |B ∈ P(A)
}
.
Proposition 2. Let A ∈ Mn(C). Then:
1. (A) is symmetric about the origin.
2. (A) is pathwise connected.
3. If B is permutation similar to A, then (B) = (A).
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Proof. If B is in P(A), so is −B, hence (1) holds. Next, if λ ∈ σ(B) for some
B ∈ P(A) then tλ ∈ σ(tB) ⊂ (A) for all t in [−1, 1]. This path connects λ to 0,
so (2) is true. The proof of (3) is similar to the proof of (4) in Proposition 1. 
The following result is needed in the proof of Theorem 3.
Theorem 2 [6]. Let
p(λ) = λn + an−1λn−1 + · · · + a1λ+ a0
with real or complex coefficients and with roots λ1, . . . , λn. For any sufficiently small
 > 0, there is a δ > 0 such that the roots µi of any polynomial
q(λ) = λn + bn−1λn−1 + · · · + b1λ+ b0
with |bi − ai |  δ, i = 0, 1, . . . , n− 1
can be ordered so that |λi − µi |  , i = 1, . . . , n.
Theorem 3. If A ∈ Mn(C) then (A) is a compact set.
Proof. Since P(A) = AP(I ), P(A) is the continuous image of the compact set
P(I ). Hence it is compact and thus norm bounded by some positive constant k. Since
ρ(B)  ‖B‖  k for every B ∈ P(A), (A) is bounded. Now let z be in its closure
and for each positive integer n choose Bn ∈ P(A) with characteristic polynomial qn
having spectrum in the radius 1/n disc centered at z. Let B ∈ P(A) with characteris-
tic polynomial p be a limit point of {Bn}. Then the coefficients of qn approach those
of p. By Theorem 2, z ∈ σ(B). Hence (A) is closed. 
The definition of spectrally stable can be formulated as follows.
Definition 3. A ∈ Mn(C) is spectrally stable if (A) ⊂ C(A) ⊂ D, where D de-
notes the open unit disk of C. The class of spectrally stable n× n complex (resp.
real) matrices is denoted by Sn(C) (resp. Sn(R)).
It follows from Propositions 1 and 2 that if A ∈ Mn(C) and B is permutation
similar to A, then A ∈Sn(C) if and only if B ∈Sn(C).
Example 1. Let A = [aij ] be a square complex matrix which is permutation similar
to a triangular matrix. Let r = |akk| = max{|aii |}. Then (A) is the union of the
complex intervals [−aii , aii] and C(A) is the convex hull of these intervals. If some
line through the origin contains all the aii , then (A) = [−akk, akk] = C(A). If no
such line exists then (A) is not convex. If r < 1, such an A is spectrally stable.
Note that if A is permutation similar to a strictly upper (lower) triangular matrix,
then λA ∈Sn(C) for all λ ∈ C.
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Example 2. Let A = [aij ] be an n× n real matrix. Set the super diagonal entries of
A and an1 equal to r > 0, and set the remaining entries of A equal to zero. C(A) is a
solid regular 2n-gon and (A) consists of the line segments connecting its vertices
to the origin. A is spectrally stable if r < 1.
2. Spectrally stable matrices
In this section we review the literature on spectrally stable matrices from a math-
ematical perspective, give a counter example to a conjecture of Bhaya and Kas-
zkurewicz [1], and define a new subclass of spectrally stable matrices.
Definition 4. A real or complex square matrix A is said to be:
1. Schur stable if ρ(A) < 1.
2. Schur D-stable if (A) ⊂ D.
3. Vertex stable if ρ(V ) < 1 for every V ∈V(A).
Note that A ∈ Mn(C) is spectrally stable if and only if A is vertex stable and
Conv{(A)} is a subset of C(A).
The following theorem characterizes the Schur D-stable matrices in M2(R).
Theorem 4 [2]. Let
A =
[
a b
c d
]
∈ M2(R).
The following statements are equivalent:
1. A is Schur D-stable.
2. A is vertex stable.
3. A satisfies the conditions:
(i) |ad − bc| < 1,
(ii) |a + d| < 1 + (ad − bc),
(iii) |a − d| < 1 − (ad − bc).
It is clear that every spectrally stable matrix is Schur D-stable. Bhaya and Kas-
zkurewicz [1] conjectured that every Schur D-stable matrix is spectrally stable. The
following example due to Bryan Cain shows this conjecture is false.
Example 3. (i) Let
A =
[ 1
2
1
8
1
8 0
]
.
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A is Schur D-stable by Theorem 4. Let B = AK , K = diag[k, l], −1  k, l  1.
The characteristic equation for B is
λ2 − 1
2
kλ− kl
64
= 0
with solution
λ = 1
2

1
2
k ±
√
k2
4
+ kl
16

 .
The discriminant is positive if |k| = |l| = 1 so that C(A) contains only real num-
bers. However the discriminant is negative if k = 18 and l = −1. Thus (A) contains
complex numbers which implies A is not spectrally stable.
(ii) For n > 2, define the block diagonal n× n matrix
B =
[
A 0
0 0
]
,
where A is given in (i). B is Schur D-stable but is not spectrally stable. Since B
is nonnegative, is self-adjoint and is tridiagonal, these classes of Schur D-stable
matrices are not contained in Sn(C).
The following subset ofSn(C) was discovered by Wang [9]. This result general-
ized results of Shi and Gao [7], who worked with self-adjoint matrices.
Theorem 5 [9]. If A ∈ Mn(C) is vertex stable and every vertex of P(A) is normal,
then A is spectrally stable.
Our next theorem shows how these matrices can be constructed from unitary ma-
trices.
Theorem 6. Let A ∈ Mn(C) and let t be the number of different real numbers in
M = {|z| | z ∈ σ(A)} = {r1, . . . , rt } with r1 > · · · > rt  0. Let ni denote the sum
of the algebraic multiplicities of the eigenvalues of A such that |z| = ri . Let Ei be
obtained from I by changing its ith diagonal entry to −1. The following statements
are equivalent:
1. A,AE2, . . . , AEn are normal.
2. A is permutation similar to diag[r1U1, . . . , rtUt ] where Ui is an ni × ni unitary
matrix, 1  i  t.
3. Every V in V(A) is normal.
Such an A is spectrally stable if and only if 0  ri < 1, i = 1, . . . , t.
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Proof. (3)⇒ (1) is clear.
(1)⇒ (2). The normality assumptions giveEiAAEi = AEi(AEi) = AA =
AA. Hence the off diagonal entries of row i and column i of AA are zero if i > 1.
It follows that AA is diagonal. Its diagonal entries are the squares of the singular
values of A. Since A is normal these are the r2i ’s in some order, each r
2
i occurring ni
times. Let Q be a permutation matrix such that
BB = QAAQ = diag[r21 , . . . , r21 , r22 , . . . , r22 , . . . , r2t , . . . , r2t ]
where each r2i appears ni times and where B = QAQ. The positive semidefinite
factor in the polar decomposition UP of B is
P = diag[r1, . . . , r1, . . . , rt , . . . , rt ]
where each ri appears ni times. Since B is normal, U and P commute. Hence U =
diag[U1, . . . , Ut ] as required.
(2)⇒ (3). Let |E| = I and F = QEQ, Q as defined above. Then
(AE)(AE)= QFBBFQ = QFPPFQ = QPFFPQ = QPPQ
= QUPPUQ = QUPFFPUQ = QBFFBQ
= (AE)(AE).
Hence every AE is normal.
Finally, since each vertex V is normal and VV = AA,
ρ(V ) = ‖V ‖ = [ρ(AA)]1/2 = max
1it
ri .
Since A is vertex stable if and only if 0  ri < 1, i = 1, . . . , t , it follows that A is
spectrally stable by Theorem 5. 
Note that if each vertex of P(A) is required to be self-adjoint then A must be
diagonal.
Mota [5] used the essential idea in Wang’s work to prove the next result. Recall
that the numerical range of A ∈ Mn(C), N(A) = {xAx | x ∈ Cn, xx = 1}.
Theorem 7 [5]. Let A ∈ Mn(C) be such that for each vertex V of P(A), the nu-
merical range N(V ) ⊂ C(A). Then A is vertex stable if and only if A is spectrally
stable.
The following theorem is used to construct a spectrally stable matrix which is not
normal and which satisfies the hypotheses of Theorem 7.
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Theorem 8 [4]. Let A ∈ Mn(C). Then N(A) = Conv{σ(A)} if and only if A is uni-
tarily similar to a matrix of the form[
A1 0
0 A2
]
,
where A1 is diagonal and N(A2) ⊂ N(A1) if A2 is nontrivial.
Example 4. Let
A1 =


0 12 0
0 0 12
1
2 0 0

 .
By Theorem 6 the vertices ofP(A1) are normal and A1 is vertex stable. The numer-
ical range of each vertex V of P(A1) either is equal to C = Conv{cube roots of 18 }
or D = Conv{cube roots of − 18 }. If
A2 =
[
0 β
0 0
]
,
N(A2) is a circular disk centered at the origin with radius 12 |β|. Choose β /= 0 so
that for each V ∈V(A2),
N(V ) = N
([
0 hβ
0 0
])
with |h| = 1
is contained in C ∩D. Finally, define A ∈ M5(R) by
A =
[
A1 0
0 A2
]
.
No vertex ofP(A) is normal. Each vertex V ofV(A) satisfies N(V ) = Conv{σ(V )}
by Theorem 8. Since A is vertex stable, Theorem 7 implies A is spectrally stable.
Example 1 provides the motivation for the following definition.
Definition 5. An n× n matrix A is perfectly spectrally stable if (A) = C(A) ⊂
D. We represent the set of n× n perfectly spectrally stable complex (resp. real)
matrices by PSn(C) (resp. PSn(R)).
It is immediate from Propositions 1 and 2 that if A ∈ PSn(C) and B is permuta-
tion similar to A then B ∈ PSn(C). If A belongs to either Sn(C) or PSn(C) then
A is vertex stable if and only if it is Schur D-stable.
In the following section we characterizePS2(R). Although no complete descrip-
tion of PSn(C) is known we do have some results.
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Definition 6. Let A be a subset of Mn(C) which is closed under scalar multiplica-
tion. We say A has property D if A ∈A is vertex stable if and only if A is Schur
D-stable.
M2(R), M3(R) and the tri-diagonal matrices in Mn(R) have property D. M4(R)
does not have property D [2,3].
Set d(A) = max{ρ(B) |B ∈ P(A)} and e(A) = max{ρ(V ) |V ∈V(A)}.
Lemma 1. LetA be a class of matrices which has propertyD. For A ∈A, assume
e(A) < 1. Then d(A) = e(A).
Proof. By definition e(A)  d(A). If the conclusion is false there exists B ∈ P(A)
such that ρ(B) = R with e(A) < R < 1. Choose τ > 1 so that 0 < 1 − τe(A) <
R − e(A). Now τA is vertex stable since τe(A) = e(τA) < 1. Since τA ∈A,
τA is Schur D-stable. We have ρ(τB) = τR and τB ∈ P(τA). Therefore 0 <
1 − τe(A) < R − e(A) < τ(R − e(A)) so that 1 < τR, which contradicts the fact
that τA is Schur D-stable. Therefore d(A) = e(A). 
Proposition 3. Let A ∈ Mn(C) be vertex stable. If d(A) = e(A) and (A) is a sub-
set of any line in the complex plane, then A ∈ PSn(C).
Proof. By Proposition 2 and Theorem 3 (A) is a symmetric, connected com-
pact subset of a line through 0 and hence is a complex interval [−z, z] with |z| =
d(A). Thus (A) is convex and hence contains C(A) = −C(A). Since d(A) =
e(A), C(A) = [−z, z] also. 
Proposition 4. Let A ∈ Mn(C) be positive semidefinite with spectral radius r < 1.
Then (A) = C(A) = [−r, r] so that A ∈ PSn(C).
Proof. Let B = AD ∈ P(A), and let S denote the positive semidefinite square root
of A. Then σ(B) = σ(SDS) is a subset of R. In fact ρ(AD)  ‖A‖‖D‖  r since
each diagonal entry of D lies in [−1, 1]. Therefore (A) and C(A) lie in [−r, r].
Since r ∈ σ(A) we have equality. 
3. S2(R) and PS2(R)
We proceed to characterizePS2(R). In doing so we also discover some matrices
in S2(R) which are not perfectly spectrally stable.
Let
A =
[
a b
c d
]
∈ M2(R).
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Each B ∈ P(A) has the form B = AK , K = diag[k, l], −1  k, l  1, with corre-
sponding characteristic polynomial
p(k, l, z) = z2 − (ak + dl)z+ (ad − bc)kl
and spectrum
λ(k, l,±) = ak + dl ±
√
f (k, l)
2
where f (k, l) = (ak − dl)2 + 4bckl. Let e = ad − bc = det(A), let r > 0 satisfy
rr = |e| and let s be a square root of bc. This notation is used throughout the section.
Proposition 5. If a = d and −bc > 0 then (A) is not convex and (A) ⊂ C(A).
Proof. If a and d both equal 0 the result follows from Example 2, so we assume
a = d /= 0. In fact (A) = (−A) and C(A) = C(−A) so we may assume a > 0.
Let G be the graph of λ(k, 1,±) for k in [−1, 1]. Since λ(k, 1,±) = λ(1, k,±) =
−λ(−k,−1,±), the graph L of λ(k, l,±) for all (k, l) on the boundary of the square
with vertices (±1,±1) consists of G ∪ (−G). Thus we proceed to graph
λ(k, 1,±) = a(k + 1)±
√
a2(k + 1)2 − 4ek
2
, −1  k  1.
When k=−1, λ(−1,1,±) = ±r . Since a and e are positive, as k increases λ(k, 1,−)
increases while λ(k, 1,+) decreases. They have the common value a(kˆ + 1)/2 when
f (kˆ, 1) = 0. For kˆ < k  1, λ(k, 1,±) = u(k)+ iv(k) with 2u(k) = a(k + 1) and
2v(k) = √4ek − a2(k + 1)2. Note that
4[u2(k)+ v2(k)] = 4ek = 4e
[
2u(k)
a
− 1
]
,
or (
u(k)− e
a
)2 + v2(k) = e2
a2
− e > 0.
Thus for kˆ < k  1, λ(k, 1,±) traces simultaneously along the upper and lower
halves of this circle C, stopping when k = 1 at the points a ± i√−bc which lie
on the circle of radius r centered at the origin. Clearly [−r, r] and a ± i√−bc
lie in C(A). Since a < r , G is contained in C(A). Hence L = G ∪ (−G) is con-
tained in C(A) ∪ (−C(A)) = C(A). Finally, (A) =⋃{ρL | 0  ρ  1} implies
that (A) ⊂ C(A). The line segment from a + i√−bc to √e does not belong to
(A), thus (A) is not convex. 
Example 5. If
A =
[ 1
2 − 18
1
4
1
2
]
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then A is vertex stable by Theorem 4 and satisfies the hypotheses of Proposition 5.
Therefore A is spectrally stable but is not perfectly spectrally stable.
Lemma 2. If e > 0 and both |λ(−1, 1,±)|  r then a = d and λ(1, 1,±) = a ± s.
If, in addition, both |a ± s|  r then bc  0.
Proof. Since −e < 0 is the constant term of p(−1, 1, z), its roots are real and hence
equal to r and −r . Then the coefficient of z in p(−1, 1, z), which is −a + d , must
be 0. It follows that λ(1, 1,±) = a ± s. If bc > 0 and |a ± s|  r , then equality
must hold since their product must be e = r2. Hence a = 0 and s = ±r . But then
e = (a + s)(a − s) = r(−r) = −e, contradicting e > 0. Hence bc  0. 
Proposition 6. Let A ∈ M2(R). (A) is convex if and only if (A) ⊂ R.
Proof. (⇒) If bc = 0 the result follows from Example 1, so we assume bc /= 0.
If a = d = 0 Example 2 shows that (A) is not convex. We may assume a /= 0 by
part (3) of Proposition 2. Since (A) = (Adiag[−1, 1]) we may assume e > 0.
Finally, since (A) = (−A) we may assume a > 0. Suppose now g ∈ (A) is
not real. Then g¯ is in (A) and g¯g = ekl for some k, l in [−1, 1]. Hence |g|  r
for all nonreal g in (A). If at least one of the four values |λ(±1, 1,±)| > r then
the line segment connecting it to g contains complex numbers with modulus > r ,
contradicting the convexity of (A). Hence all four values |λ(±1, 1,±)|  r and
we apply Lemma 2 and then Proposition 5 to conclude (A) is not convex. Thus no
such g exists.
(⇐) This follows from properties 1 and 2 of Proposition 2. 
The following theorem follows from Lemma 1 and Propositions 3 and 6.
Theorem 9. Let A ∈ M2(R). A is perfectly spectrally stable if and only if (A) ⊂
(−1, 1).
Proposition 7. Let
A =
[
a b
c d
]
have real entries. Then (A) ⊂ R if and only if bce  0.
Proof. (A) ⊂ R if and only if f (k, l)  0 for all k and l in [−1, 1] which is true
if and only if f (k, l)  0 for all real k and l. Therefore the quadratic form asso-
ciated with A is positive semidefinite. Since a2  0, the quadratic form is positive
semidefinite if and only if the discriminant of f = bce  0. 
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Proposition 8. Let
A =
[
a b
c d
]
have real entries. A is perfectly spectrally stable if and only if bce  0 and A is vertex
stable.
Proof. Apply Proposition 7 and Theorem 9. 
Example 6
A =
[ 1
4 −1
− 116 12
]
is perfectly spectrally stable by Theorem 4 and Proposition 8.
4. Properties of Sn(C) and PSn(C)
In this final section we explore the properties of Sn(C) and PSn(C).
First, note that these classes of matrices are balanced over the field from which
the matrix entries are chosen.
Proposition 9. Sn(C) and PSn(C) are pathwise connected in Mn(C).
Proof. Let A be in either set. Then so is the path tA for t in [0, 1], which connects
A to the origin. 
Proposition 10. For n  2, PSn(C) and Sn(C) are unbounded sets in Mn(C).
Proof. The strictly upper triangular matrices are contained in each of these sets and
form an unbounded set in Mn(C). 
Example 7. For n  2, consider the n× n matrices A = [aij ] defined by a12 = 2
and aij = 0 otherwise, and set B = A. A and B belong toPSn(C) while σ( 12A+
1
2B) = {0, 1,−1}. Hence neitherSn(C) norPSn(C) is a convex subset of Mn(C).
Example 8. For n  2, let A be the n× n matrix defined by a12 = i and aij = 0
otherwise. A and A belong to PSn(C) but AA does not belong to PSn(C).
Thus PSn(C) and Sn(C) are not closed under matrix multiplication.
Proposition 11. If n  2 then neither PSn(R) nor Sn(R) is an open subset of
Mn(R).
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Proof. Let
A =
[ 1
2
1
8
1
8 0
]
and define the n× n matrices
B(τ) =
[
τA 0
0 0
]
, τ > 0.
Both Sn(R) and PSn(R) contain 0, which is a limit point of B(τ), none of whose
members lie in either set by Example 3. 
Proposition 12. Neither PSn(C) nor Sn(C) is closed in Mn(C).
Proof. The set of matrices {diag[z, 0, . . . , 0] | |z| < 1} in PSn(C) has limit points
which do not belong to PSn(C). 
Theorem 10. Let A ∈ Mn(C) be block diagonal. If each of the blocks is spectrally
stable then A is spectrally stable.
Proof. We assume A = diag[A1, . . . , Ak] and that each Al is spectrally stable for
1  l  k. If z ∈ (A) then due to the block structure of each element of P(A), z
belongs to (Ai) for some i. Hence z ∈ C(Ai) ⊂ C(A). Since C(Ai) ⊂ D for each
i it follows from the block structure of A that C(A) ⊂ D. 
The following example shows the converse of Theorem 10 is not true.
Example 9. If
A1 =
[ 1
2
1
8
1
8 0
]
then V ∈V(A1) implies ρ(V )  2+
√
5
8 < .625. Set
A =


1
2
1
8 0 0
1
8 0 0 0
0 0 .65 + .65i 0
0 0 0 .65 − .65i

 .
C(A) is a square centered at the origin with the vertex .65 + .65i in the first quadrant.
From the block nature of A we see that (A) ⊂ C(A) ⊂ D so that A is spectrally
stable. But we know from Example 3 that A1 is not spectrally stable.
This example also shows that if A ∈ Mn(C) is spectrally stable, every principal
submatrix of A need not be spectrally stable. The next example shows that a result
similar to Theorem 10 is not possible for perfectly spectrally stable matrices.
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Example 10. Let
A1 =
[ 1
2 0
0 − 12
]
and A2 =
[ i
2 0
0 − i2
]
.
A1 and A2 are perfectly spectrally stable in M2(C) but
A =
[
A1 0
0 A2
]
is not perfectly spectrally stable in M4(C).
Example 11
A =
[ 1
2
1
8
1
8 0
]
is not spectrally stable by Example 3. A is unitarily equivalent to[
2+√5
8 0
0 2−
√
5
8
]
which is perfectly spectrally stable.
Therefore neither PSn(C) nor Sn(C) is closed under unitary similarities.
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