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Abstract
The main aim of this article is to study non-singular version of Moser-Trudinger and
Adams-Moser-Trudinger inequalities and the singular version of Moser-Trudinger equality
in the Cartesian product of Sobolev spaces. As an application of these inequalities, we
study a system of Kirchhoff equations with exponential non-linearity of Choquard type.
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1 Introduction and main results
Let Ω be a smooth bounded domain in Rn. Then the classical Sobolev space embedding says
that
W 1,p0 (Ω) →֒ L
p∗(Ω) if n > p where p∗ =
np
n− p
or equivalently
sup
‖u‖
W
1,p
0 (Ω)
≤1
∫
Ω
|u|r <∞ for all 1 ≤ r ≤ p∗ where ‖u‖p
W 1,p0 (Ω)
=
∫
Ω
|∇u|pdx
and in the limiting case p = n, W 1,n0 (Ω) →֒ L
r(Ω) for all 1 ≤ r < ∞ but not embedded in
L∞(Ω). The maximal exponent p∗ is called as Sobolev critical exponent. Hence, a natural
question in connection with Orlicz space embeddings is to find a function φ : R → R+ with
maximal growth such that
sup
‖u‖
W
1,n
0 (Ω)
≤1
∫
Ω
φ(u)dx <∞.
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In this connection, in 1960’s, Pohozaev [24] and Trudinger [26] independently answered the
question using the above function with φ(t) = exp(|t|
n
n−1 ) − 1. Later on, in [20], Moser
improved the result by proving the following inequality which is popularly known as the
Moser-Trudinger inequality:
MT Theorem 1.1. For n ≥ 2, Ω ⊂ Rn is a bounded domain and u ∈W 1,n0 (Ω),
sup
‖u‖
W
1,n
0
(Ω)
≤1
∫
Ω
exp(α|u|
n
n−1 )dx <∞
if and only if α ≤ αn, where αn = nω
1
n−1
n−1 and ωn−1 = (n − 1)- dimensional surface area of
S
n−1.
Consequently, Adams [2] extended the Moser’s inequality to higher order Sobolev spaces by
proving the following inequality which is known as Adams-Moser-Trudinger inequality:
TM-ineq Theorem 1.2. Let Ω be a bounded domain in Rn and n,m ∈ N satisfying m < n. Then for
all 0 ≤ ζ ≤ ζn,m and u ∈W
m, n
m
0 (Ω) we have
sup
‖∇mu‖
L
n
m (Ω)
≤1
∫
Ω
exp(ζ|u|
n
n−m )dx <∞,
where ζn,m is sharp and given by
ζn,m =

n
ωn−1
(
πn/22mΓ
(
m+1
2
)
Γ
(
n−m+1
2
) ) nn−m when m is odd,
n
ωn−1
(
πn/22mΓ
(
m
2
)
Γ
(
n−m
2
) ) nn−m when m is even.
The symbol ∇mu denotes the mth-order gradient of u and is defined as
∇mu =
{
∇∆(m−1)/2u if m is odd,
∆m/2u if m is even
where ∆ and ∇ denotes the usual Laplacian and gradient operators respectively.
Using the interpolation of Hardy inequality and Moser-Trudinger inequality, Adimurthi-
Sandeep [1] established the singular Moser-Trudinger inequality for functions in W 1,n0 (Ω).
This was consequently extended by Lam-Lu [12] for functions in W
m, n
m
0 (Ω) while proving the
following singular Adams-Moser-Trudinger inequality.
TM-ineq1 Theorem 1.3. Let 0 ≤ α < n, Ω be a bounded domain in Rn and n,m ∈ N satisfying m < n.
Then for all 0 ≤ κ ≤ κα,n,m =
(
1− αn
)
ζn,m we have
sup
u∈W
m, nm
0 (Ω), ‖∇
mu‖
L
n
m (Ω)
≤1
∫
Ω
exp(κ|u|
n
n−m )
|x|α
dx <∞. (1.1) AM
If κ > κα,n,m then the above supremum is infinite (i.e. κα,n,m is sharp).
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In recent years, numerous generalizations, extensions and applications of the Moser-
Trudinger and Adams-Trudinger-Moser inequalities have been widely explored and studied.
A vast amount of literature is available which are devoted to study these kinds of inequalities.
We refer readers to [1, 2, 12, 20] for such topics and the survey article [13] including the ref-
erences within. In the field of geometric analysis curvature and partial differential equations
where the nonlinear term behaves like exp
(
|t|
n
n−m
)
as t→∞, these inequalities play a vital
role to carry out the analysis.
Motivated by the wide interest in the current literature, the aim of this paper is to answer
the question of maximal growth function in Cartesian product of Sobolev spaces and es-
tablish both Moser-Trudinger and Adams-Moser trudinger inequality alongwith the singular
Moser-Trudinger inequality in the Cartesian product of Sobolev spaces for n,m ∈ N such that
n ≥ 2m. Let
Y :=W
m, n
m
0 (Ω)×W
m, n
m
0 (Ω)
be the Banach space endowed with the norm
‖(u, v)‖Y :=
(
‖u‖
n
m
W
m, nm
0 (Ω)
+ ‖v‖
n
m
W
m, nm
0 (Ω)
)m
n
where ‖u‖
n
m
W
m, nm
0 (Ω)
:=
∫
Ω |∇
mu|
n
m dx.
Recently, Megrez et al. [18] proved the following Moser-Trudinger inequality in the product
space for the case n = 2, m = 1 (i.e. Y = H10 (Ω)×H
1
0 (Ω)). Precisely, they established - for
(u, v) ∈ Y and Ω ⊂ R2 a smooth bounded domain,
sup
‖(u,v)‖Y=1
∫
Ω
exp(ρ(u2 + v2))dx <∞, provided ρ ≤ 4π.
In this article, we first establish the non-singular version of Moser-Trudinger and Adams-
Moser-Trudinger inequalities in higher dimensional product spaces. Precisely, we prove the
following new result:
MTST0 Theorem 1.4. For (u, v) ∈ Y, n,m ∈ N such that n ≥ 2m and Ω ⊂ Rn is a bounded domain,
we have ∫
Ω
exp
(
Θ
(
|u|
n
n−m + |v|
n
n−m
))
dx <∞
for any Θ > 0. Moreover,
sup
‖(u,v)‖Y=1
∫
Ω
exp
(
Θ
(
|u|
n
n−m + |v|
n
n−m
))
dx <∞, provided Θ ≤
ζn,m
2n,m
(1.2) main112
where 2n,m = 2
n−2m
n−m . Furthermore if Θ >
ζn,m
2n,m
, then there exists a pair (u, v) ∈ Y with
‖(u, v)‖Y = 1 such that the supremum in (1.2) is infinite.
As an consequence of Theorem 1.4, we prove the following version of Lions’ Lemma [16] in
the product space Y.
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MTST01 Theorem 1.5. Let (uk, vk) ∈ Y such that ‖(uk, vk)‖Y = 1 for all k and (uk, vk) ⇀ (u, v) 6≡
(0, 0) weakly in Y. Then for all p <
ζn,m
2n,m(1− ‖(u, v)‖
n
m )
m
n−m
,
sup
k∈N
∫
Ω
exp
(
p
(
|uk|
n
n−m + |vk|
n
n−m
))
dx <∞.
Next, we prove the singular version of Moser-Trudinger inequality in the Cartesian product
of Sobolov spaces when m = 1.
MTST00 Theorem 1.6. For (u, v) ∈ Y = W 1,n0 (Ω) ×W
1,n
0 (Ω), n ≥ 2, λ ∈ [0, n) and Ω ⊂ R
n is a
smooth bounded domain, we have∫
Ω
exp(β(|u|
n
n−1 + |v|
n
n−1 ))
|x|λ
dx <∞
for any β > 0. Moreover,
sup
‖(u,v)‖Y=1
∫
Ω
exp(β(|u|
n
n−1 + |v|
n
n−1 ))
|x|λ
dx <∞ if and only if
2nβ
αn
+
λ
n
≤ 1 (1.3)
where 2n := 2n,1 = 2
n−2
n−1 .
Similarly we can prove singular and non-singular Moser-Trudinger inequalities in the product
space Z :=W 1,n(Ω)×W 1,n(Ω) where Ω ⊂ Rn is a bounded domain endowed with the norm
‖(u, v)‖Z :=
(
‖u‖nW 1,n(Ω) + ‖v‖
n
W 1,n(Ω)
) 1
n
where ‖u‖nW 1,n(Ω) :=
∫
Ω
(|u|n + |∇u|n) dx. Precisely we establish the following new result.
MTST11 Theorem 1.7. For (u, v) ∈ Z, n ≥ 2, λ ∈ [0, n) and Ω ⊂ Rn be a smooth bounded domain,
we have ∫
Ω
exp(β˜(|u|
n
n−1 + |v|
n
n−1 ))
|x|λ
dx <∞
for any β˜ > 0. Moreover,
sup
‖(u,v)‖Z=1
∫
Ω
exp(β˜(|u|
n
n−1 + |v|
n
n−1 ))
|x|λ
dx <∞ if and only if
2β˜
αn
+
λ
n
≤ 1. (1.4) 1main1
As an application of Theorems 1.4 and 1.5, we study the existence of solution for the following
Kirchhoff system involving the exponential nonlinearity of Choquard type
(KCS)

−m
(∫
Ω
|∇u|ndx
)
∆nu =
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f1(x, u, v), u > 0 in Ω,
−m
(∫
Ω
|∇v|ndx
)
∆nv =
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f2(x, u, v), v > 0 in Ω,
u, v = 0 on ∂Ω
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where Ω is a smooth bounded domain, n ≥ 2, 0 < µ < n, m : R+ → R+ is a continuous
function, ∆nu := div(|∇u|
n−2∇u), F satisfies suitable growth assumptions and f1 =
∂F
∂u , f2 =
∂F
∂v . The system of type (KCS) having doubly nonlocal feature was not studied in the
literature so far.
In 1883, Kirchhoff extends the classical D’Alembert wave equation to the following model:
utt −m
(∫ L
0
|ux|
2
)
uxx = 0
for t ≥ 0 and 0 < x < L, where u(t, x) is the lateral displacement at the space coordinate x
and time t, m(t) = p0ρh +
Ym
2ρL t, Ym is Young modulus, ρ is mass density, h is the cross section
area, L is the length of string, p0 the initial axial tension. In the case of degenerate Kirchhoff
problems m(0) = 0 i.e initial axial tension is zero. From the physical point of view, m(0) = 0
can be interpreted as follows: The base tension of the string is zero and m measures the
change of the tension in the string caused by the change of its length during vibration. It
shows that the presence of nonlinear coefficient m is meaningful to be considered. We cite
[3, 4, 5, 14] and there references within for further considerations.
On an analogous note, the non-local problems involving the following convolution type non-
linearity
−∆u+ V (x)u =
(
|x|−µ ∗ F (x, u)
)
f(x, u) in Rn, µ ∈ (0, n)
got attention by a large scale of researchers due to its occurrence in several physical models.
In 1954, Pekar [23] used such equation to describe the quantum theory of a polaron at rest. In
1976, Choquard [15] used it to model an electron trapped in its own hole. In 2000, Berge´ and
Couairon [7] studied standing waves of the non-linear non-local Schro¨dinger equation which
influence the propagation of electromagnetic waves in Plasma. These kind of non-linearities
also play a crucial role in the Bose-Einstein condensation [8]. For interested readers, we refer
the recent survey paper on Choquard equations by Moroz and Schaftingen [21] and Mukherjee
and Sreenadh [22]. In 2014, Lu¨ [17] studied the non-degenerate Choquard equation with
Kirchhoff operator in R3 and using the method of Nehari manifold established the existence
of ground state solution. In [25], authors studied the existence of non-negative solutions
of a Schro¨dinger-Choquard-Kirchoff type p-fractional equation via variational methods. The
problem of the type (KCS) for the single equation, n = 2 and without Choquard non-linearity,
i.e.
−m
(∫
Ω
|∇u|2
)
∆u = f(x, u) in Ω, u = 0 in ∂Ω,
was studied by Figueiredo and Severo [9] which was generalized for n-Laplace equation by
Goyal et al [10]. Recently in [5, 6], authors have studied the Kirchhoff-Choquard problem
with exponential nonlinearity in the case of a single equation and proved the existence of
solution using variational methods.
Coming to the system of equations, Megrez et al. [18] studied the following parametric
gradient system with exponential nonlinearity
−∆u = λuq + f1(u, v), u > 0 in Ω,
−∆v = λvq + f2(u, v), u > 0 in Ω,
u, v = 0 on ∂Ω,
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where Ω ⊂ R2 is a smooth bounded domain, q ∈ (0, 1) and proved the existence and non-
existence result for a suitable range of λ by using generalized version of mountain-pass lemma.
Motivated from the above articles, we study the Kirchhoff system of equations (KCS) with
exponential nonlinearity of Choquard type. To the best of our knowledge there is no work
available till date, for Kirchhoff system involving exponential non-linearity of Choquard type
even for n=2 and m(t) ≡ 1. So, in this regard our work is first of its kind. Also on an
important note, we work with the nonlinear n-Laplace operator for n ≥ 2. .
We recall the well known Hardy-Littlewood-Sobolev inequality:
HLS Proposition 1.1. Let t, r > 1 and 0 < µ < n with 1/t + µ/n + 1/r = 2, f ∈ Lt(Rn) and
h ∈ Lr(Rn). Then there exists a sharp constant C(t, n, µ, r) > 0, independent of f, h such
that ∫
Rn
∫
Rn
f(x)h(y)
|x− y|µ
dxdy ≤ C(t, n, µ, r)‖f‖Lt(Rn)‖h‖Lr(Rn). (1.5) HLSineq
If t = r = 2n2n−µ then
C(t, n, µ, r) = C(n, µ) = π
µ
2
Γ
(
n
2 −
µ
2
)
Γ
(
n− µ2
) {Γ (n2 )
Γ(n)
}−1+µ
n
.
In this case there is equality in (1.5) if and only if f ≡ (constant) h and
h(x) = A(γ2 + |x− a|2)
−(2n−µ)
2
for some A ∈ C, 0 6= γ ∈ R and a ∈ Rn.
Now we state the assumptions on m and f for the problem (KCS). Let m : R+ → R+ be a
continuous function satisfying the following conditions:
(m1) M(t+ s) ≥M(t) +M(s) for all t, s ≥ 0 where M(t) is the primitive of the function m.
(m2) There exist constants c0, c1, c2 > 0 and t˜ > 0 such that for some r, z ∈ R
+
m(t) ≥ c0 or m(t) ≥ t
z, for all t ≥ 0
and
m(t) ≤ c1 + c2t
r, for all t ≥ t˜.
(m3) The map t 7→ m(t)t is non-increasing for t > 0.
We remark that the assumption (m2) covers both degenerate as well as non-degenerate case
of the Kirchhoff term.
Example 1: An example of a function m satisfying (m1) − (m3) is m(t) = d0 + d1t
β for
β < 1 and d0, d1 ≥ 0.
Let the function F : Ω × R2 → R be continuously differentiable with respect to second and
third variable and of the form F (x, t, s) = h(x, t, s) exp(|t|
n
n−1 + |s|
n
n−1 ) such that
f1(x, t, s) :=
∂F
∂t
(x, t, s) = h1(x, t, s) exp(|t|
n
n−1 + |s|
n
n−1 ),
f2(x, t, s) :=
∂F
∂s
(x, t, s) = h2(x, t, s) exp(|t|
n
n−1 + |s|
n
n−1 ).
We assume hi’s for i = 1, 2 are continuous functions satisfying the following conditions-
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(f1) hi(x, t, s) = 0 when either t ≤ 0 or s ≤ 0 and hi(x, t, s) > 0 when t, s > 0, for all x ∈ Ω
and i = 1, 2.
(f2) For any ǫ > 0 and i = 1, 2
lim
t,s→∞
sup
x∈Ω
hi(x, t, s) exp(−ǫ(|t|
n
n−1 + |s|
n
n−1 )) = 0,
lim
t,s→∞
inf
x∈Ω
hi(x, t, s) exp(ǫ(|t|
n
n−1 + |s|
n
n−1 )) =∞.
(f3) There exists
l >

max
{
n− 1,
n(r + 1)
2
}
when m is non-degenerate,
max
{
n− 1,
n(z + 1)
2
,
n(r + 1)
2
}
when m is degenerate.
such that the maps t 7→ f1(x,t,s)
|t|l
, s 7→ f2(x,t,s)
|s|l
are increasing functions of t (uniformly in
s and x) and s (uniformly in t and x) respectively.
(f4) There exist q, s0, t0,M0 > 0 such that s
qF (x, t, s) ≤ M0f2(x, t, s) for all s ≥ s0 and
tqF (x, t, s) ≤M0f1(x, t, s) for all t ≥ t0 uniformly in x ∈ Ω.
(f5) There exists a γ satisfying n−22 < γ such that lim(t,s)→(0,0)
fi(x,t,s)
sγ+tγ = 0 holds for i = 1, 2.
existence Theorem 1.8. Let m satisfies (m1)− (m3) and f satisfies (f1)− (f5) and
lim
t,s→∞
(f1(x, t, s)t+ f2(x, t, s)s)F (x, t, s)
exp(q(|t|
n
n−1 + |s|
n
n−1 ))
=∞ uniformly in x ∈ Ω.
for some q > 2. Then there exists a positive weak solution of the problem (KCS).
Turning to the layout of the paper: In section 2, we prove the Theorems 1.4, 1.5, 1.6, 1.7.
In section 3, as an application of Theorem 1.4 ,1.5, 1.7, we prove the main existence result:
Theorem 1.8 for the system of equations (KCS).
2 Proof of the main results
basic Lemma 2.1. If a, b > 0 such that a+ b = 1 then aα + bα ≤ 21−α for all 0 < α < 1.
Proof. Let r : (0, 1] × (0, 1]→ R such that r(a, b) = aα + bα and a+ b = 1 then
r˜(a) := r(a, 1− a) = aα + (1− a)α
and
d
da
r˜(a) = α(aα−1 − (1− a)α−1) = 0
gives a = 12 , which is the point of maximum (since
d
da
(
d
da r˜
)
(a)
∣∣
a= 1
2
< 0 ). Therefore the
maximum value of r˜ in (0, 1] is 21−α.
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Proof of Theorem 1.4:
We denote ‖ · ‖ := ‖ · ‖
W
m, nm
0 (Ω)
. Without loss of generality, let (u, v) ∈ Y \ {(0, 0)} be such
that ‖(u, v)‖Y = 1. If either u ≡ 0 or v ≡ 0, the result follows from Theorem 1.2.
We set α = mn−m , a = ‖u‖
n
m and b = ‖v‖
n
m then Lemma 2.1 gives us that
‖u‖
n
n−m
2n,m
+
‖v‖
n
n−m
2n,m
≤ 1
where 2n,m = 2
n−2m
n−m .
Case 1: Let ‖u‖
n
n−m
2n,m
+ ‖v‖
n
n−m
2n,m
< 1.
Then there exists 1 < c := c(u, v) <∞ such that
‖u‖
n
n−m
2n,m
+
‖v‖
n
n−m
2n,m
+
1
c
= 1.
Using the generalized Ho¨lder’s inequality and Θ ≤
ζn,m
2n,m
we obtain∫
Ω
exp(Θ(|u|
n
n−m + |v|
n
n−m ))
≤ |Ω|
1
c
(∫
Ω
exp(Θ2n,m
(
|u|
‖u‖
) n
n−m
)
) ‖u‖ nn−m
2n,m
(∫
Ω
exp(Θ2n,m
(
|v|
‖v‖
) n
n−m
)
) ‖v‖ nn−m
2n,m
≤ C
(∫
Ω
exp(ζn,m
(
|u|
‖u‖
) n
n−m
)
) ‖u‖ nn−m
2n,m
(∫
Ω
exp(ζn,m
(
|v|
‖v‖
) n
n−m
)
) ‖v‖ nn−m
2n,m
(2.1) est1
where C is a positive constant depending on |Ω| but independent of u, v.
Case 2:
‖u‖
n
n−m
2n,m
+ ‖v‖
n
n−m
2n,m
= 1.
Applying the Ho¨lder’s inequality and Θ ≤
ζn,m
2n,m
we obtain∫
Ω
exp(Θ(|u|
n
n−m + |v|
n
n−m ))
≤
(∫
Ω
exp(Θ2n,m
(
|u|
‖u‖
) n
n−m
)
) ‖u‖ nn−m
2n,m
(∫
Ω
exp(Θ2n,m
(
|v|
‖v‖
) n
n−m
)
) ‖v‖ nn−m
2n,m
≤
(∫
Ω
exp(ζn,m
(
|u|
‖u‖
) n
n−m
)
) ‖u‖ nn−m
2n,m
(∫
Ω
exp(ζn,m
(
|v|
‖v‖
) n
n−m
)
) ‖v‖ nn−m
2n,m
.
(2.2) est2
Now by combining (2.1), (2.2) and taking supremum over ‖(u, v)‖Y = 1, we obtain the desired
inequality (1.2). For the remaining part of the proof, we assume that 0 ∈ Ω and seek use of
the Adams function to construct a sequence of test functions. Let us denote B(0, l)
def
= Bl as
a ball with center 0 and radius l in Rn then without loss of generality, we can assume that
B(0, l) ⊂ Ω for ∈ (0, 1). We recall the following result (see [11]): For l ∈ (0, 1), there exists
Ul ∈ {u ∈W
m, n
m
0 (Ω) : u|Bl = 1} (2.3) ul
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such that
‖Ul‖
n
m = Cm, n
m
(Bl;B1) ≤
(
ζn,m
n log
(
1
l
))n−mm
where Cm, n
m
(K,E) is the conductor capacity of K in E whenever E is an open set and K is
relatively compact subset of E and Cm, n
m
(K;E)
def
= inf{‖u‖
n
m : u ∈ C∞0 (E), u|K = 1}. Let us
set σ > 0 and l = 1k , for k ∈ N. Also we define
Ak(x) =

(
n log(k)
ζn,m
)n−m
n
U 1
k
(x
σ
)
if |x| < σ;
0 if |x| ≥ σ.
Then we have Ak(x)
∣∣
Bσ
k
=
(
n log(k)
ζn,m
)n−m
n
and ‖Ak‖ ≤ 1, Now we consider
Zk = c1wk and Vk = c2wk
where wk(x) =
Ak
‖Ak‖
and c1, c2 ∈ R
+ verifies
c
n
m
1 + c
n
m
2 = 1 and c
n
n−m
1 + c
n
n−m
2 = 2n,m
which implies that supp(wk) ⊂ Bσ(0) and ‖wk‖ = 1 for all k. The existence of c1, c2 can be
proved using Lemma 2.1. Thus we obtain
‖Zk, Vk‖Y =
(
‖Zk‖
n
m + ‖Vk‖
n
m
)m
n
=
(
c
n
m
1 ‖wk‖
n
m + c
n
m
2 ‖wk‖
n
m
)m
n
= ‖wk‖(c
n
m
1 + c
n
m
2 )
m
n = 1.
So if Θ >
ζn,m
2n,m
, then for some ǫ > 0, Θ = (1 + ǫ)
ζn,m
2n,m
which gives that∫
Ω
exp(Θ(|Uk|
n
n−m + |Vk|
n
n−m )) ≥
∫
Bσ
k
exp
(
(1 + ǫ)
ζn,m
2n,m
(|wk|
n
n−m (c
n
n−m
1 + c
n
n−m
2 ))
)
=
∫
Bσ
k
kn(1+ǫ) ≥ C3k
ǫ →∞ as k →∞.
This completes the proof.
Proof of Theorem 1.5 : Using Brezis-Lieb lemma, it is easy to see that
lim
k→∞
‖(uk − u), (vk − v)‖
n
m
Y = 1− ‖(u, v)‖
n
m
Y
and
|uk|
n
n−m ≤
(
|uk − u|
n
n−m + |u|
n
n−m
)
+ C(|uk − u|
m
n−m |u|+ |u|
m
n−m |uk − u|) (2.4) est5
where C
def
= C(n,m) > 0. Now for any ǫ > 0, from Young’s inequality we have that
ab ≤
m
n
(ǫa)
n
m +
n−m
n
(
b
ǫ
) n
n−m
.
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This gives us
|uk|
n
n−m ≤
(
(1 + C1ǫ
n
m + C1ǫ
n
n−m )|uk − u|
n
n−m + (1 + C1ǫ
−n
m + C1ǫ
−n
n−m )|u|
n
n−m
)
:= C1,ǫ|uk − u|
n
n−m + C ′1,ǫ|u|
n
n−m (say).
Similarly we also have
|vk|
n
n−m ≤ C1,ǫ|vk − v|
n
n−m + C ′1,ǫ|v|
n
n−m .
Therefore by using Ho¨lder inequality and above estimates we obtain,∫
Ω
exp
(
p(|uk|
n
n−m + |vk|
n
n−m )
)
dx ≤
(∫
Ω
exp
(
pC1,ǫr1
(
|uk − u|
n
n−m + |vk − v|
n
n−m
))
dx
) 1
r1
.
(∫
Ω
exp
(
pC ′1,ǫr2
(
|u|
n
n−m + |v|
n
n−m
))
dx
) 1
r2
≤ C(n,m, u, v, r2)
(∫
Ω
exp
(
pC1,ǫr1(‖(uk − u), (vk − v)‖Y )
n
n−m
((
|uk − u|
‖(uk − u), (vk − v)‖Y
) n
n−m
+
(
|vk − v|
‖(uk − u), (vk − v)‖Y
) n
n−m
))
dx
) 1
r1
where r1 and r2 are Ho¨lder conjugate to each other and C(n,m, u, v, r2) is a positive constant
independent of k. Now since C1,ǫ → 1 as ǫ → 0, by choosing ǫ > 0 small enough and r1 > 1
very close to 1 such that
pr1C1,ǫ(1− ‖(u, v)‖
n
m
Y )
m
n−m <
ζn,m
2n,m
we get the desired result, by using Theorem 1.4.
To prove the following Singular Moser-Trudinger inequality in cartesian product of Sobolev
space taking m = 1 and using the idea of Theorem 2.1 in [1].
Proof of Theorem 1.6:
We denote ‖ · ‖ := ‖ · ‖
W 1,n0 (Ω)
in this proof. Let (u, v) ∈ Y be such that ‖(u, v)‖Y = 1,
λ ∈ (0, n) and β > 0. Then following two cases arise:
Case 1: Let β2nαn +
λ
n < 1 then we choose t > 1 such that
β2n
αn
+
λt
n
= 1.
Now by using Cauchy-Schwarz inequality and Theorem 1.4, we obtain∫
Ω
exp(β(|u|
n
n−1 + |v|
n
n−1 ))
|x|λ
≤
(∫
Ω
exp
(
αn
2n
(
|u|
n
n−1 + |v|
n
n−1
)))β2nαn
.
(∫
Ω
1
|x|
n
t
)λt
n
≤ C
(2.5) est01
where C is a constant independent of u, v.
Case 2: Let β2nαn +
λ
n = 1. Then from standard symmetrization and density arguments we
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can reduce to the case Ω being a ball B(0, R) with centre origin and radius R and u, v being
positive smooth and radial functions. Therefore∫
B(0,R)
(|∇u|n + |∇v|n)dx = ωn−1
∫ R
0
((u′(r))n + (v′(r))n)rn−1dr (2.6) est02
and
∫
B(0,R)
exp
(
sαn
2n
(|u|
n
n−1 + |v|
n
n−1 )
)
|x|(1−s)n
dx =
∫ R
0
exp
(
sαn
2n
(|u|
n
n−1 + |v|
n
n−1 )
)
rsn−1dr (2.7) est03
where s = β2nαn so that λ = (1− s)n. Now we set
u˜(r) = s
n−1
n u(r
1
s ) and v˜(r) = s
n−1
n v(r
1
s ) for r ∈ [0, Rs].
Therefore ∫ R
0
((u′(r))n + (v′(r))n)rn−1dr =
∫ Rs
0
((u˜′(r))n + (v˜′(r))n)rn−1dr, (2.8) est04
∫ R
0
exp
(
sαn
2n
(|u|
n
n−1 + |v|
n
n−1 )
)
rsn−1dr =
1
s
∫ Rs
0
exp
(
αn
2n
(|u˜|
n
n−1 + |v˜|
n
n−1 )
)
rn−1dr. (2.9) est05
Now by combining (2.6)-(2.9) and taking supremum, we obtain
sup
‖(u,v)‖Y=1
∫
B(0,R)
exp
(
sαn
2n
(|u|
n
n−1 + |v|
n
n−1 )
)
|x|(1−s)n
dx
≤ sup
‖(u˜,v˜)‖Y=1
Rs(n−1)
s
∫ Rs
0
exp
(
αn
2n
(|u˜|
n
n−1 + |v˜|
n
n−1 )
)
dr <∞
which is the desired inequality. For the remaining part of the proof, we assume 0 ∈ Ω and
define
wk(x) =
1
ω
1
n
n−1

(log k)
n−1
n , 0 ≤ |x| ≤
ρ
k
,
log
(
ρ
|x|
)
(log k)
1
n
,
ρ
k
≤ |x| ≤ ρ,
0, |x| ≥ ρ
such that supp(wk) ⊂ Bρ(0) and ‖wk‖ = 1 for all k. Let c1, c2 ∈ R
+ such that cn1 + c
n
2 = 1
and c
n
n−1
1 + c
n
n−1
2 = 2
n−2
n−1 (The existence of c1, c2 can be proved by taking the maximum of
function mentioned in Lemma 2.1).
Also we define
Uk = c1wk and Vk = c2wk
such that
‖Uk, Vk‖Y = (‖Uk‖
n + ‖Vk‖
n)
1
n = (cn1‖wk‖
n + cn2‖wk‖
n)
1
n = ‖wk‖(c
n
1 + c
n
2 )
1
n = 1.
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Now let β >
(
1− λn
)
αn
2n
, then for some ǫ > 0, β = (1 + ǫ)
(
1− λn
)
αn
2n
and
∫
Ω
exp
(
β(|Uk|
n
n−1 + |Vk|
n
n−1 )
)
|x|λ
≥
∫
B ρ
k
exp
(
(1 + ǫ)
(
1− λn
)
αn
2n
|wk|
n
n−1 (c
n
n−1
1 + c
n
n−1
2 )
)
|x|λ
≥
∫
B ρ
k
kn(1+ǫ)(1−
λ
n)+λ ≥ C3k
ǫ(n−λ) →∞ as k →∞.
Proof of Theorem 1.7: The proof can be done by following the same steps as in Theorems
1.4 and 1.6.
3 Applications
In this section, we study the following system of n-Kirchhoff Choquard equations with expo-
nential nonlinearity
(KCS)

−m(
∫
Ω
|∇u|ndx)∆nu =
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f1(x, u, v), u > 0 in Ω,
−m(
∫
Ω
|∇v|ndx)∆nv =
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f2(x, u, v), v > 0 in Ω,
u, v = 0 on ∂Ω,
where Ω is a smooth bounded domain in Rn, 0 < µ < n and m, f satisfies assumptions
(m1)− (m3) and (f1)− (f5). Let P := W 1,n0 (Ω)×W
1,n
0 (Ω) endowed with the graph norm
‖(u, v)‖ :=
(
‖u‖n
W 1,n0 (Ω)
+ ‖v‖n
W 1,n0 (Ω)
) 1
n
where ‖u‖n
W 1,n0 (Ω)
:=
∫
Ω |∇u|
ndx. The study of the elliptic system (KCS) is motivated by
Theorems 1.4 and 1.5. Following is the notion of weak solution for (KCS).
Definition 3.1. A function (u, v) ∈ P is said to be weak solution of (KCS) if for all (φ,ψ) ∈
P, it satisfies
m(‖u, v‖n)
(∫
Ω
|∇u|n−2∇u∇φdx+
∫
Ω
|∇v|n−2∇v∇ψdx
)
=
∫
Ω
(∫
Ω
F (x, u, v)
|x− y|µ
dy
)
(f1(x, u, v)φ + f2(x, u, v)ψ)dx.
We define the energy functional J on P as
J(u, v) =
1
n
M(‖u, v‖n)−
1
2
∫
Ω
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
F (x, u, v)dx. (3.1) EneFunc
Using assumption (f1)− (f3), we get that for any ǫ > 0, p ≥ 1 and 1 ≤ k < l + 1 there exist
constant C1, C2 such that for any (x, t, s) ∈ Ω× R
2
|F (x, t, s)| ≤ C1(|s|
k + |t|k) + C2(|s|
p + |t|p) exp((1 + ǫ)(|s|
n
n−1 + |t|
n
n−1 )). (3.2) bdd1
Then by using Sobolev embedding and Hardy-Littlewood Sobolev inequality, we obtain F (u, v) ∈
Lq(Ω× Ω) for any q ≥ 1 and the energy functional J is well defined in P.
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3.1 Mountain Pass geometry and Analysis of Palais-Smale sequence
In this section we show that the energy functional J satisfies the mountain pass geometry
and derive the integral estimates of Choquard term by exploiting the weak convergence of
Palais-Smale squence in appropriate spaces.
MPG Lemma 3.1. Assume m and f satisfies (m2) and (f1)− (f3) respectively then
(i) There exists ρ > 0 such that J(u, v) ≥ σ when ‖(u, v)‖ = ρ, for some σ > 0.
(ii) There exists a (u˜, v˜) ∈ P such that J(u˜, v˜) < 0 and ‖(u˜, v˜)‖ > ρ.
Proof. Let (u, v) ∈ P such that ‖(u, v)‖ = ρ (to be determined later). Then from (3.2),
Proposition 1.1, Sobolev embedding, Ho¨lder inequality, we have for any ǫ > 0, p ≥ 1 and
1 ≤ k < l + 1 we have∫
Ω
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
F (x, u, v)dx ≤ C(n, µ)‖F (x, u, v)‖2
L
2n
2n−µ (Ω)
≤
[
C1
(∫
Ω
|u|k + |v|k
) 2n
2n−µ
+ C2
(∫
Ω
(|u|p + |v|p)
2n
2n−µ exp
(
(1 + ǫ)2n
2n− µ
(|u|
n
n−1 + |v|
n
n−1 )
))] 2n−µ
n
≤
[
C1 (‖(u, v)‖)
2nk
2n−µ
+ C2 (‖(u, v)‖)
2np
2n−µ
(∫
Ω
exp
(
(1 + ǫ)4n‖(u, v)‖
n
n−1
2n− µ
(
|u|
n
n−1 + |v|
n
n−1
‖(u, v)‖
n
n−1
))) 1
2 ] 2n−µ
n
.
If we choose ǫ > 0 and ρ such that 4n(1+ǫ)ρ
n
n−1
2n−µ ≤
αn
2n
, then by using Theorem 1.4 in above we
obtain, ∫
Ω
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
F (x, u, v)dx ≤ C3‖(u, v)‖
2k + C4‖(u, v)‖
2p. (3.3) est11
Niw by using (3.3) and (m2) (for non-degenerate Kirchhoff term), we get
J(u, v) ≥ c0
‖(u, v)‖n
n
− C3‖(u, v)‖
2k − C4‖(u, v)‖
2p.
So choosing k > n/2, p > n/2 and ρ small enough such that J(u, v) ≥ σ when ‖(u, v)‖ = ρ
for some σ > 0 depending on ρ. Similarly for degenerate Kirchhoff term we get,
J(u, v) ≥
‖(u, v)‖n(z+1)
n
− C3‖(u, v)‖
2k − C4‖(u, v)‖
2p
and we can choose 2k > n(z + 1), 2p > n(z + 1) and ρ˜ small enough such that ‖(u, v)‖ = ρ˜
and J(u, v) ≥ σ˜ for some σ˜ depending upon ρ˜.
Furthermore, again by using (m2), there exist constant ci, i = 1, 2, 3 such that
M(‖(u, v)‖n) ≤

c1
(r + 1)
‖(u, v)‖n(r+1) + c2‖(u, v)‖
n + c3, r 6= 1,
c1 ln(‖(u, v)‖
n) + c2‖(u, v)‖
n + c3 r = 1,
(3.4) est12
13
for ‖(u, v)‖ ≥ t˜ where
c3 =
M(t˜)− c2t˜−
c1
(r + 1)
t˜r+1, r 6= 1,
M(t˜)− c2t˜− c1 ln(t˜) r = 1.
Let (u0, v0) ∈ P such that u0 ≥ 0, v0 ≥ 0 and ‖(u0, v0)‖ = 1. Then by using (f3), there exists
pi ≥ 0, i = 1, 2, 3 and K >
n(r+1)
2 such that F (x, t, s) ≥ p1|t|
K + p2|s|
K − p3 and∫
Ω
(∫
Ω
F (y, ξu0, ξv0)
|x− y|µ
dy
)
F (x, ξu0, ξv0)dx ≥ C5ξ
2K − C6ξ
K + C7. (3.5) est13
Finally by combining (3.4) and (3.5), we obtain J(ξu0, ξv0) → −∞ as ξ → ∞. Hence there
exists (u˜, v˜) ∈ P such that J(u˜, v˜) < 0 and ‖(u˜, v˜)‖ > ρ.
PS-bdd Lemma 3.2. Every Palais-Smale sequence is bounded in P.
Proof. Let (uk, vk) be a Palais-Smale sequence such that J(uk, vk)→ c and J
′(uk, vk)→ 0 as
k →∞ for some c ∈ R. Therefore we have:∣∣∣∣M(‖(uk, vk)‖n)n − 12
∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
F (x, uk, vk)dx
∣∣∣∣→ c (3.6) est14
and ∣∣∣∣m(‖(uk, vk)‖n)(∫
Ω
|∇uk|
n−2∇uk∇φdx+
∫
Ω
|∇vk|
n−2∇vk∇ψdx
)
−
∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)φ+ f2(x, uk, vk)ψ)dx
∣∣∣∣ ≤ ǫk‖(φ,ψ)‖. (3.7) est15
Now by using (f3) and (m3), there exists η > n2 , θ ≥ 2n such that
ηF (x, t, s) ≤ tf1(x, t, s) and ηF (x, t, s) ≤ sf2(x, t, s) for all (x, t, s) ∈ Ω×R
2
and
1
n
M(t)−
1
θ
m(t)t in nonnegative and nondecreasing for t ≥ 0.
Then by taking φ = uk and ψ = vk in (3.7) along with (m2) (for both degenerate and
non-degenerate Kirchhoff terms) and above inequalities, we obtain
J(uk, vk)−
〈J ′(uk, vk), (uk, vk)〉
4η
=
M(‖(uk, vk)‖
n)
n
−
m(‖(uk, vk)‖
n)
4η
‖(uk, vk)‖
n
+
1
4η
∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)uk + f2(x, uk, vk)vk − 2ηF (x, uk, vk))dx
≥
M(‖(uk, vk)‖
n)
n
−
m(‖(uk, vk)‖
n)
4η
‖(uk, vk)‖
n
≥
(
1
2n
−
1
4η
)
m(‖(uk, vk)‖
n)‖(uk, vk)‖
n
≥

c0
(
1
2n
−
1
4η
)
‖(uk, vk)‖
n
or(
1
2n
−
1
4η
)
‖(uk, vk)‖
n+z.
(3.8) est16
14
Also, from (3.6) and (3.7), we get for some constant C > 0
J(uk, vk)−
〈J ′(uk, vk), (uk, vk)〉
4η
≤ C
(
1 + ǫk
‖(uk, vk)‖
4η
)
. (3.9) est17
Therefore, by combining (3.8) and (3.9), we obtain {(uk, vk)} is bounded in P.
weakconv Lemma 3.3. Let {(uk, vk)} be a Palais-Smale sequence then up to a subsequence
|∇uk|
n−2∇uk ⇀ |∇u|
n−2∇u
|∇vk|
n−2∇vk ⇀ |∇v|
n−2∇v
}
weakly in W 1,n0 (Ω).
Proof. From Lemma 3.2, we know that every Palais-Smale sequence satisfies (3.6) and (3.7)
and is bounded in P. So there exist u, v ∈W 1,n0 (Ω) such that up to a subsequence{
uk ⇀ u, vk ⇀ v weakly in W
1,n
0 (Ω).
uk → u, vk → v strongly in L
q(Ω) ∀q ≥ 1 and a.e. in Ω.
Since |uk|
n+ |∇uk|
n and |vk|
n+ |∇vk|
n is bounded in L1(Ω), so there exist two radon measures
µ1, µ2 and two functions u1, v1 ∈ (L
n
n−1 (Ω))n such that upto a subsequence
|uk|
n + |∇uk|
n → µ1 and |vk|
n + |∇vk|
n → µ2 in the sense of measure and
|∇uk|
n−2∇uk ⇀ u1, |∇vk|
n−2∇vk ⇀ v1 weakly in (L
n
n−1 (Ω))n as k →∞.
We set σ1, σ2 > 0 such that
2n
2n−µ(σ1 + σ2)
1
n−1 < αn2 and Xσi = {x ∈ Ω : µi(Br(x) ∩ Ω)) ≥
σi), for all r > 0} for i = 1, 2. Then Xσi must be finite sets and we claim that for any open
and relatively compact subset K of Ω \ (Xσ1 ∪Xσ2)
lim
k→∞
∫
K
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
f1(x, uk, vk)uk → lim
k→∞
∫
K
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f1(x, u, v)u
(3.10) Claim1
and
lim
k→∞
∫
K
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
f2(x, uk, vk)vk → lim
k→∞
∫
K
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f2(x, u, v)v.
(3.11) Claim2
Let x0 ∈ K and ri > 0 be such that µi(Bri(x0)∩Ω) < σi and consider ψi ∈ C
∞(Ω) satisfying
0 ≤ ψi ≤ 1 for x ∈ Ω, ψi = 1 in B ri
2
(x0) ∩ Ω and ψi = 0 in Ω \Bri(x0) for i = 1, 2. Then
lim
k→∞
∫
B r1
2
(x0)∩Ω
|uk|
n+|∇uk|
ndx ≤ lim
k→∞
∫
Br1 (x0)∩Ω
(|uk|
n+|∇uk|
n)ψ1dx = µ1(Br1(x0)∩Ω) < σ1
and
lim
k→∞
∫
B r2
2
(x0)∩Ω
|vk|
n+|∇vk|
ndx ≤ lim
k→∞
∫
Br2 (x0)∩Ω
(|vk|
n+|∇vk|
n)ψ2dx = µ2(Br2(x0)∩Ω) < σ2.
Then by choosing k ∈ N large enough and r0 := min{r1, r2} we get
‖(uk, vk)‖
n
Z(B r0
2
(x0)∩Ω)
:=
∫
B r0
2
(x0)∩Ω
(|uk|
n + |∇uk|
n + |vk|
n + |∇vk|
n) < (σ1 + σ2). (3.12) est18
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Now by using (3.12), Theorem 1.7 with λ = 0 and choosing ǫ > 0 small enough and q > 1
such that 2nq2n−µ(1 + ǫ)(σ1 + σ2)
1
n−1 ≤ αn2 we get the following estimates for i = 1, 2∫
B r0
2
(x0)∩Ω
|fi(x, uk, vk)|
2nq
2n−µ dx
=
∫
B r0
2
(x0)∩Ω
|hi(x, uk, vk)|
2nq
2n−µ exp
(
2nq
2n− µ
(|uk|
n
n−1 + |vk|
n
n−1 )
)
dx
≤ Cǫ
∫
B r0
2
(x0)∩Ω
exp
(
2nq(1 + ǫ)
2n− µ
(|uk|
n
n−1 + |vk|
n
n−1 )
)
dx
≤ Cǫ
∫
B r0
2
(x0)∩Ω
exp
 2nq
2n− µ
(1 + ǫ)(σ1 + σ2)
1
n−1
 |uk| nn−1 + |vk| nn−1
‖(uk, vk)‖
n
n−1
Z(B r0
2
(x0)∩Ω)

 dx ≤ C˜ǫ
(3.13) est19
for some constant C˜ǫ > 0. First we prove (3.10), a similar proof provides (3.11). Consider∫
B r0
2
(x0)∩Ω
∣∣∣∣(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
f1(x, uk, vk)uk −
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
f1(x, u, v)u
∣∣∣∣ dx
≤
∫
B r0
2
(x0)∩Ω
∣∣∣∣(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
(f1(x, uk, vk)uk − f1(x, u, v)u)
∣∣∣∣ dx
+
∫
B r0
2
(x0)∩Ω
∣∣∣∣(∫
Ω
F (y, uk, vk)− F (y, u, v)
|x− y|µ
dy
)
f1(x, uk, vk)uk
∣∣∣∣ dx
:= I1 + I2 (say).
From (3.2), (3.13), Ho¨lder’s inequality and asymptotic growth of fi we obtain that families
{f1(x, uk, vk)uk} and {f2(x, uk, vk)vk} are equi-integrable over B r0
2
(x0) ∩ Ω and µ ∈ (0, n)
gives ∫
Ω
F (y, u, v)
|x− y|µ
dy ∈ L∞(Ω). (3.14) est20
Then (3.14) and Vitali’s convergence theorem combined with pointwise convergence of
f1(x, uk, vk)uk → f1(x, u, v)u implies I1 → 0. Now we show that I2 → 0 as k → ∞. Then
by using semigroup property of the Riesz potential (see [19]) and (3.13) we get that for some
constant C > 0 independent of k∫
Ω
(∫
Ω
F (y, uk, vk)− F (y, u, v)
|x− y|µ
dy
)
χB r0
2
∩Ω(x)f1(x, uk, vk)ukdx
≤
(∫
Ω
(∫
Ω
|F (y, uk, vk)− F (y, u, v)|dy
|x− y|µ
)
|F (x, uk, vk)− F (x, u, v)|dx
) 1
2
×
(∫
Ω
(∫
Ω
χB r0
2
∩Ω(y)
f1(y, uk, vk)uk
|x− y|µ
dy
)
χB r0
2
∩Ω(x)f1(x, uk, vk)ukdx
) 1
2
≤ C
(∫
Ω
(∫
Ω
|F (y, uk, vk)− F (y, u, v)|dy
|x− y|µ
)
|F (x, uk, vk)− F (x, u, v)|dx
) 1
2
.
16
Now we claim that
lim
k→∞
∫
Ω
(∫
Ω
|F (y, uk, vk)− F (y, u, v)|
|x− y|µ
dy
)
|F (x, uk, vk)− F (x, u, v)|dx = 0. (3.15) est21
From (3.6) and , (3.7) we get that there exists a constant C1, C2 > 0 (independent of k) such
that ∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
F (x, uk, vk)dx ≤ C1,∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)uk + f2(x, uk, vk)vk)dx ≤ C2.
(3.16) est22
We argue as along equation (3.19) in Lemma 3.4 in [5]. Consider∫
Ω
(∫
Ω
|F (y, uk, vk)− F (y, u, v)|
|x− y|µ
dy
)
|F (x, uk, vk)− F (x, u, v)|dx ≤∫
Ω
(∫
Ω
|F (y, uk, vk)χA(y)− F (y, u, v)χB(y)
|x− y|µ
dy
)
|F (x, uk, vk)χA(x)− F (x, u, v)χB(x)|dx
+ 2
∫
Ω
(∫
Ω
(F (y, uk, vk)χA(y) + F (y, u, v)χB(y) + F (y, u, v)χD(y))
|x− y|µ
dy
)
F (x, uk, vk)χC(x)dx
+ 2
∫
Ω
(∫
Ω
(F (y, uk, vk)χA(y) + F (y, u, v)χB(y))
|x− y|µ
dy
)
F (x, u, v)χD(x)dx
+
∫
Ω
(∫
Ω
F (y, uk, vk)χC(y)
|x− y|µ
dy
)
F (x, uk, vk)χC(x)dx
+
∫
Ω
(∫
Ω
F (y, u, v)χD(y)
|x− y|µ
dy
)
F (x, u, v)χD(x)dx := I3 + I4 + I5 + I6 + I7.
where for a fixed M > 0
A = {x ∈ Ω : |uk| ≤M and |vk| ≤M}, B = {x ∈ Ω : |u| ≤M and |v| ≤M},
C = {x ∈ Ω : |uk| ≥M or |vk| ≥M} and D = {x ∈ Ω : |u| ≥M or |v| ≥M}.
Now using (3.16), (f4), semigroup property of the Riesz Potential we obtain Ij = o(M) for
j = 4, . . . , 7, when M is large enough and from Lebesgue dominated convergence theorem we
obtain I3 → 0 as k →∞. Hence (3.15) holds and I2 → 0 as k →∞. Now to conclude (3.10)
and (3.11), we repeat this procedure over a finite covering of balls using the fact that K is
compact. Now the remaining proof can be done by using the same arguments as in Lemma
3.4 in [5].
Choqest Lemma 3.4. Let {(uk, vk)} be a Palais-Smale sequence for the energy functional J . Then
there exists (u, v) ∈ P such that upto a subsequence∫
Ω
(∫
Ω
F (x, uk, vk)
|x− y|µ
dy
)
fi(x, uk, vk)φdx→
∫
Ω
(∫
Ω
F (x, u, v)
|x− y|µ
dy
)
fi(x, u, v)φdx
for all φ ∈ C∞c (Ω) and i = 1, 2 and(∫
Ω
F (x, uk, vk)
|x− y|µ
dy
)
F (x, uk, vk)→
(∫
Ω
F (x, u, v)
|x− y|µ
dy
)
F (x, u, v)dx in L1(Ω).
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The proof of the above Lemma follows from similar arguments as in Lemma 3.5 and Lemma
3.6 in [5].
Now we define the Mountain pass critical level and associated Nehari Manifold as
l∗ = inf
γ∈Γ
max
t∈[0,1]
J(γ(t)) where Γ = {γ ∈ C([0, 1],P) : γ(0) = 0, J(γ(1)) < 0}
and
N = {(u, v) ∈ (W 1,n0 (Ω) \ {0})
2 : 〈J ′(u, v), (u, v)〉 = 0}.
cricest Lemma 3.5. Let l∗∗ = infu∈N J(u). Assume (m3), (f3) and for some q > 2
lim
t,s→∞
(f1(x, t, s)t+ f2(x, t, s)s)F (x, t, s)
exp(q(|t|
n
n−1 + |s|
n
n−1 ))
=∞ uniformly in x ∈ Ω (3.17) mainassu
holds then
l∗ ≤ l∗∗ and 0 < l∗ <
1
n
M
(((
2n − µ
2n
)
αn
2n
)n−1)
.
Proof. Let (u, v) ∈ N and h : (0,∞)→ R such that h(t) = J((tu, tv)). Then
h′(t) = m(‖(tu, tv)‖n)tn−1‖(u, v)‖n−
∫
Ω
(∫
Ω
F (y, tu, tv)
|x− y|µ
dy
)
(f1(x, tu, tv)u+f2(x, tu, tv)v)dx.
Since (u, v) ∈ N , we get
h′(t) = h′(t)− t2n−1〈J ′(u, v), (u, v)〉 = t2n−1
(
m(‖(tu, tv)‖n)
tn‖(u, v)‖n
−
m(‖(u, v)‖n)
‖(u, v)‖n
)
‖(u, v)‖2n
+ t2n−1
[ ∫
Ω
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)
(f1(x, u, v)u + f2(x, u, v)v)dx
−
∫
Ω
(∫
Ω
F (y, tu, tv)
t2n|x− y|µ
dy
)
(f1(x, tu, tv)tu+ f2(x, tu, tv)tv) dx
]
.
Now (f3) implies, for any (x, s) ∈ Ω×R+, the map r 7→ rf1(x, r, s)− nF (x, r, s) and for any
(x, r) ∈ Ω×R+, the map s 7→ sf2(x, r, s)− nF (x, r, s) is increasing on R
+. Using this we get
rf1(x, r, s) − nF (x, r, s) ≥ 0 and sf2(x, r, s) − nF (x, r, s) ≥ 0 for all (x, r, s) ∈ Ω × R
2 which
implies
t 7→
F (x, tu, tv)
tn
is non-decreasing for t > 0.
Then for 0 < t ≤ 1, x ∈ Ω and by using (m3) and (f3), we obtain
h′(t) ≥ t2n−1
(
m(‖(tu, tv)‖n)
tn‖(u, v)‖n
−
m(‖(u, v)‖n)
‖(u, v)‖n
)
‖(u, v)‖2n
+ t2n−1
[ ∫
Ω
(∫
Ω
F (y, u, v)
|x− y|µ
dy
)((
f1(x, u, v)u
un
−
f1(x, tu, tv)tu
(tu)n
)
un(x)
+
(
f2(x, u, v)v
vn
−
f2(x, tu, tv)tv
(tv)n
)
vn(x)
)]
≥ 0.
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This gives that h′(t) ≥ 0 for 0 < t ≤ 1 and h′(t) < 0 for t > 1. Hence J(u, v) =
maxt≥0 J(tu, tv). Now we define g : [0, 1] → P as g(t) = (t0u, t0v)t where t0 > 1 is such
that J((t0u, t0v)) < 0. So, g ∈ Γ which gives
l∗ ≤ max
t∈[0,1]
J(g(t)) ≤ max
t≥0
J(tu, tv) = J(u, v).
Since u ∈ N is arbitrary, we get l∗ ≤ l∗∗. For u, v 6≡ 0, J(tu, tv) → −∞ as t → ∞ (from
Lemma 3.1) and by definition l∗ ≤ maxt∈[0,1] J(tu, tv) for (u, v) ∈ (W
1,n
0 (Ω)\{0})
2 satisfying
J(u, v) < 0. So, it is enough to prove that there exists a (w1, w2) ∈ P such that ‖(w1, w2)‖ = 1
and
max
t∈[0,∞)
J(tw1, tw2) <
1
n
M
(((
2n− µ
2n
)
αn
2n
)n−1)
. (3.18) est23
To prove this, we consider the sequence of functions {(Uk, Vk)} as defined in the proof of
Theorem 1.6 such that supp(Uk), supp(Vk) ⊂ Bρ(0) and ‖(Uk, Vk)‖ = 1 for all k. So we claim
that there exists a k ∈ N such that (3.18) is satisfied for w1 = Uk and w2 = Vk.
We proceed by contradiction, suppose this is not true then for all k ∈ N there exists a tk > 0
such that (3.18) does not holds i.e.
max
t∈[0,∞)
J(tUk, tVk) = J(tkUk, tkVk) ≥
1
n
M
(((
2n − µ
2n
)
αn
2n
)n−1)
.
Since J((tUk, tVk)→ −∞ as t→∞ uniformly in k therefore {tk} must be a bounded sequence
in R. Then from (3.1), ‖Uk, Vk‖ = 1 and monotonicity of M , we obtain(
2n − µ
2n
)
αn
2n
≤ t
n
n−1
k . (3.19) est24
Since ddt(J((tUk, tVk))|t=tk = 0 and
∫
Bρ/k
∫
Bρ/k
dxdy
|x−y|µ ≥ Cµ,n
( ρ
k
)2n−µ
then by using (3.17), for
k ∈ N large enough we obtain
m(tnk)t
n
k =
∫
Ω
(∫
Ω
F (y, tkUk, tkVk)
|x− y|µ
dy
)
(f1(x, tkUk, tkVk)tkUk + f2(x, tkUk, tkVk)tkVk)dx
≥
∫
Bρ/k
(∫
Bρ/k
F (y, tkUk, tkVk)
|x− y|µ
dy
)
(f1(x, tkUk, tkVk)tkUk + f2(x, tkUk, tkVk)tkVk)dx.
≥ exp
q(c nn−11 + c nn−12 )
 t nn−1k (log k)
ω
1
n−1
n−1
∫
Bρ/k
∫
Bρ/k
dxdy
|x− y|µ
≥ C˜µ,nk


q
(
c
n
n−1
1
+c
n
n−1
2
)
t
n
n−1
k
ω
1
n−1
n−1
−(2n−µ)


.
Hence by using the fact that (c
n
n−1
1 + c
n
n−1
2 ) = 2n, t
n
k is bounded, q > 2 and (3.19), we arrive
at a contradiction by taking k large enough.
Proof of Theorem 1.8:
Let {(uk, vk)} denotes a Palais Smale sequence at the mountain pass critical level l
∗. Then by
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Lemma 3.2 there exists a u0, v0 ∈ W
1,n
0 (Ω) such that up to a subsequence uk ⇀ u0, vk ⇀ v0
weakly in W 1,n0 (Ω) as k →∞. We prove our main result in several steps.
Step 1: Positivity of u0, v0.
If u0 = v0 ≡ 0 (or either one of them) then using Lemma 3.4, we infer that∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
F (x, uk, vk)dx→ 0 as k →∞
and which further gives that limk→∞ J(uk, vk) =
1
n limk→∞M(‖(uk, vk)‖
n) = l∗. Now in the
light of Lemma 3.5 and monotonicity of M , we obtain
2n
2n− µ
‖(uk, vk)‖
n
n−1 <
αn
2n
for large enough k. Now, this implies that supk
∫
Ω fi(x, uk, vk)
qdx < +∞ for some q > 2n2n−µ ,
i = 1, 2. Along with (3.2), Theorem 1.4, the Hardy-Littlewood-Sobolev inequality and the
Vitali’s convergence theorem, we also obtain∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)uk + f2(x, uk, vk)vk)dx→ 0 as k →∞.
Hence limk→∞〈J
′((uk, vk)), (uk, vk)〉 = 0 gives limk→∞m(‖(uk, vk)‖
n)‖(uk, vk)‖
n = 0. Now
from (m2), we obtain limk→∞ ‖(uk, vk)‖
n = 0. Thus using Lemma 3.4, it must be that
limk→∞ J(uk, vk) = 0 = l
∗ which contradicts l∗ > 0. Thus u0, v0 6≡ 0 and there exists a
constant Υ > 0 such that up to a subsequence ‖uk‖
n + ‖vk‖
n → Υn as k → ∞. Then from
Lemma 3.3 and Lemma 3.4, we get as k →∞,∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)ϕ+ f2(x, uk, vk)ψ)dx→∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)ϕ+ f2(x, u0, v0)ψ)dx
and
m(Υn)
∫
Ω
(|∇u0|
n−2∇u0∇ϕ+ |∇v0|
n−2∇v0∇ψdx
=
∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)ϕ+ f2(x, u0, v0)ψ)dx, for all ϕ,ψ ∈W
1,n
0 (Ω).
(3.20) est25
In particular, taking ϕ = u−0 and ψ = 0 (similarly ϕ = 0 and ψ = v
−
0 ) in (3.20) we get
m(Υn)‖u−0 ‖ = 0 (similarly m(Υ
n)‖v−0 ‖ = 0) and together with assumption (m2) implies
u−0 = 0 ( v
−
0 = 0) a.e. in Ω. Therefore u0, v0 ≥ 0 a.e. in Ω.
From Theorem 1.4 and Ho¨lder inequality we get,(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0) + f2(x, u0, v0))dx ∈ L
q(Ω)
for 1 ≤ q < ∞. By elliptic regularity results and strong maximum principle, we finally get
that u0, v0 > 0 in Ω.
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Step 2:m(‖u0, v0‖
n)‖(u0, v0)‖
n ≥
∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)u0+f2(x, u0, v0)v0) dx.
Suppose by contradiction
m(‖u0, v0‖
n)‖(u0, v0)‖
n <
∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)u0 + f2(x, u0, v0)v0)dx
which implies that 〈J ′(u0, v0), (u0, v0)〉 < 0. For t > 0 small enough, using (f3) and (f5) we
have that
〈J ′(tu0, tv0), (u0, v0)〉 ≥ m0t
n−1‖u0, v0‖
n
−
1
2n
∫
Ω
(∫
Ω
f1(y, tu0, tv0)tu0 + f2(x, tu0, v0)tv0
|x− y|µ
dy
)
(f1(x, tu0, tv0)u0 + f2(x, u0, v0)v0) dx
≥ m0t
n−1‖u0, v0‖
n −
t2γ+1
2n
∫
Ω
(∫
Ω
((uγ0 + v
γ
0 )u0 + (u
γ
0 + v
γ
0 )v0)
|x− y|µ
dy
)
((uγ0 + v
γ
0 )u0 + (u
γ
0 + v
γ
0 )v0) dx
≥ 0.
Thus there exists a t∗ ∈ (0, 1) such that 〈J
′(t∗u0, t∗v0), (u0, v0)〉 = 0 i.e. (t∗u0, t∗v0) ∈ N . So
using Lemma 3.5, (m3) and (f3) we get
l∗ ≤ l∗∗ ≤ J((t∗u0, t∗v0)) = J(t∗u0, t∗v0)−
1
2n
〈J ′(t∗u0, t∗v0), (u0, v0)〉
=
M(‖t∗u0, t∗v0‖
n)
n
−
1
2
∫
Ω
(∫
Ω
F (y, t∗u0, t∗v0)
|x− y|µ
dy
)
F (x, t∗u0, t∗v0)dx
−
1
2n
m(‖t∗u0, t∗v0‖
n)‖(t∗u0, t∗v0)‖
n
+
1
2n
∫
Ω
(∫
Ω
F (y, t∗u0, t∗v0)
|x− y|µ
dy
)
(f1(x, t∗u0, t∗v0)t∗u0 + f2(x, t∗u0, t∗v0)dx
<
M(‖u0, v0‖
n)
n
−
1
2n
m(‖(u0, v0)‖
n)‖(u0, v0)‖
n
+
1
2n
∫
Ω
(∫
Ω
F (y, t∗u0, t∗v0)
|x− y|µ
dy
)
(f1(x, t∗u0, t0v0)t∗u0 + f2(x, t∗u0, t∗v0)− nF (x, t∗u0, t∗v0))dx
≤
M(‖u0, v0‖
n)
n
−
1
2n
m(‖u0, v0‖
n)‖u0, v0‖
n
+
1
2n
∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)u0 + f2(x, u0, v0)− nF (x, u0, v0))dx
≤ lim inf
k→∞
(
M(‖uk, vk‖
n)
n
−
1
2n
m(‖(uk, vk)‖
n)‖(uk, vk)‖
n
+
1
2n
∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)uk + f2(x, uk, vk)− nF (x, uk, vk))dx
)
= lim inf
k→∞
(
J(uk, vk)−
1
2n
〈J ′(uk, vk), (uk, vk)〉
)
= l∗.
This gives a contradiction and completes the proof of Step 2. Similar arguments follows for
the degenerate case also using (m3).
Step 3: J(u0, v0) = l
∗.
Using the weakly lower semicontinuity of norms in limk→∞ J(uk, vk) = l
∗ and Lemma 3.4 we
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obtain J(u0, v0) ≤ l
∗. If J(u0, v0) < l
∗ then it must be limk→∞M(‖uk, vk‖
n) > M(‖u0, v0‖
n).
Then continuity and motonicity of M implies Υn > ‖u0, v0‖
n and
M(Υn) = n
(
l∗ +
1
2
∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
F (x, u0, v0)dx
)
. (3.21) est26
Define the sequence of functions
(u˜k, v˜k) =
(
uk
‖uk, vk‖
,
vk
‖uk, vk‖
)
such that ‖u˜k, v˜k‖ = 1 and u˜k, v˜k ⇀ (u˜0, v˜0) =
(
u0
Υ ,
v0
Υ
)
weakly in P and ‖u0, v0‖ < Υ. From
Theorem 1.5, we have that
sup
k∈N
∫
Ω
exp
(
p(|u˜k|
n
n−1 + |v˜k|
n
n−1 )
)
dx < +∞, for 1 < p <
αn
2n(1− ‖u˜0, v˜0‖n)
1
n−1
. (3.22) est27
Then from (m3), Claim (1) and Lemma 3.5 we obtain
J(u0, v0) =
M(‖u0, v0‖
n)
n
−
m(‖u0, v0‖
n)‖u0, v0‖
n
2n
+
1
2n
∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)u0 + f2(x, u0, v0)v0 − nF (x, u0, v0))dx ≥ 0.
and from (3.21) we get
M(Υn) = nl∗ − nJ(u0, v0) +M(‖u0, v0‖
n) < M
(((
2n − µ
2n
)
αn
2n
)n−1)
+M(‖u0, v0‖
n)
which further implies together with (m1) that
Υn <
1
1− ‖u˜0, v˜0‖n
((
2n− µ
2n
)
αn
2n
)n−1
.
Thus for k ∈ N large enough it is possible b > 1 but close to 1 such that
2n
2n − µ
b ‖uk, vk‖
n
n−1 ≤
αn
2n(1− ‖u˜0, v˜0‖n)
1
n−1
.
Therefore from (3.22) we conclude that∫
Ω
exp
(
2n
2n− µ
b(|uk|
n
n−1 + |vk|
n
n−1
)
≤ C (3.23) est28
and ∫
Ω
(∫
Ω
F (y, uk, vk)
|x− y|µ
dy
)
(f1(x, uk, vk)uk + f2(x, uk, vk)vkdx→∫
Ω
(∫
Ω
F (y, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)u0 + f2(x, u0, v0)v0dx.
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This implies (uk, vk)→ (u0, v0) strongly in P and hence J(u0, v0) = l
∗ which is a contradiction.
Hence, J(u0, v0) = l
∗ = limk→∞ J(uk, vk) and ‖(uk, vk)‖ → Υ implies Υ = ‖(u0, v0)‖. Then
finally we have
m(‖u0, v0‖
n)
(∫
Ω
|∇u0|
n−2∇u0∇φdx+
∫
Ω
|∇v0|
n−2∇v0∇ψdx
)
=
∫
Ω
(∫
Ω
F (x, u0, v0)
|x− y|µ
dy
)
(f1(x, u0, v0)φ+ f2(x, u0, v0)ψ)dx
for all φ,ψ ∈W 1,n0 (Ω). This completes the proof.
4 Extensions and relative problems
The results of this paper can be extended in various directions. Let us mention here some
obvious generalizations:
1: The class of system (KCS) can be extended to the following fractional Kirchhoff-Choquard
system involving singular weights:
(F )

−m
(∫
Rn
∫
Rn
|u(x)− u(y)|n/s
|x− y|2n
dxdy
)
∆sn/su =
(∫
Ω
F (y, u, v)
|y|α|x− y|µ
dy
)
f1(x, u, v)
|x|α
in Ω,
−m
(∫
Rn
∫
Rn
|v(x) − v(y)|n/s
|x− y|2n
dxdy
)
∆sn/sv =
(∫
Ω
F (y, u, v)
|y|α|x− y|µ
dy
)
f2(x, u, v)
|x|α
in Ω,
u, v = 0 in Rn \ Ω,
where (−∆)sn/s is the n/s fractional Laplace operator, s ∈ (0, 1), n ≥ 1, µ ∈ (0, n), 0 < α <
min{n2 , n − µ}, Ω ⊂ R
n is a smooth bounded domain, m : R+ → R+ and F : Ω × R2 → R is
a continous functions where F behaves like exp(|u|
n
n−s + |v|
n
n−s ) as |u|, |v| → ∞.
We conjecture that the following Moser-Trudinger inequality holds in case fractional Sobolev
space (counterpart of Theorem 1.4): Define L := X0 ×X0 endowed with the norm
‖(u, v)‖L :=
(
‖u‖
n/s
X0
+ ‖u‖
n/s
X0
) s
n
where
X0 := {u ∈W
s,n/s(Rn) : u = 0 in Rn \Ω}
endowed with the norm
‖u‖X0 =
(∫
R2n\(Ω×Ω)c
|u(x)− u(y)|
n
s
|x− y|2n
dxdy
)n/s
MTST011 Theorem 4.1. For (u, v) ∈ L, n/s > 2 and Ω ⊂ Rn is a smooth bounded domain, we have∫
Ω
exp
(
Π
(
|u|
n
n−s + |v|
n
n−s
))
dx <∞
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for any Π > 0. Moreover,
sup
‖(u,v)‖L=1
∫
Ω
exp
(
Π
(
|u|
n
n−s + |v|
n
n−s
))
dx <∞, provided Π ≤
αn,s
2n,s
(4.1) main1121
where αn,s =
n
ωn−1
(
Γ(n−s2 )
Γ( s2)2sπ
n/2
) −n
n−s
, 2n,s = 2
n−2s
n−s . Furthermore if Π >
α∗n,s
2n,s
, then there exists
a pair (u, v) ∈ L with ‖(u, v)‖L = 1 such that the supremum in (4.1) is infinite.
Using Theorem 4.1, doubly weighted Hardy-Littlewood-Sobolev inequality, we can prove the
existence and multiplicity of solutions for the problem (F ) (see [5, 6]).
2: We infer that similiar methods can be used to the following Kirchhoff-Choquard system
for the Polyharmonic operator:
(P )

−M(
∫
Ω
|∇mu|2dx)∆mu =
(∫
Ω
F (y, u, v)
|y|α|x− y|µ
dy
)
f1(x, u, v)
|x|α
, u > 0 in Ω,
−M(
∫
Ω
|∇mv|2dx)∆mv =
(∫
Ω
F (y, u, v)
|y|α|x− y|µ
dy
)
f2(x, u, v)
|x|α
, v > 0 in Ω,
u = ∇u = · · · = ∇m−1u = 0 on ∂Ω,
v = ∇v = · · · = ∇m−1v = 0 on ∂Ω,
where n = 2m, µ ∈ (0, n), 0 < α < min{n2 , n − µ}, Ω ⊂ R
n is a smooth bounded domain,
M : R+ → R+ and F : Ω×R2 → R is a continous functions where F behaves like exp(|u|
n
n−m+
|v|
n
n−m ) as |u|, |v| → ∞. The vectorial polyharmonic operator ∆mn
m
is defined as
∆mn
m
u =
{
∇.{∆j−1(|∇∆j−1u|
n
m
−2∇∆j−1u)} if m = 2j − 1;
∆j(|∆ju|
n
m
−2∆ju) if m = 2j.
The symbol ∇mu denotes the mth order gradient of u and is defined as,
∇mu =
{
∇∆(m−1)/2u if m is odd;
∆m/2u if m is even,
where ∆ and ∇ denotes the usual Laplacian and gradient operator respectively and also
∇mu.∇mv denotes the product of two vectors when m is odd and product of two scalars when
m is even.
Using Theorems 1.4, 1.5 and extension of Theorems 1.6 and 1.7 (which is an open question),
we can study the system of Kirchhoff-Choquard equation for the Polyharmonic operator.
3: Another important open question is the Adams-Moser-Trundinger inequalities in Cartesian
product of Sobolev space with unbounded domain (or in Rn).
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