This paper proposes a new method for calculating the response of structural systems subjected to a special type of nonstationary, random excitation, called cyclostationary. The main characteristic of this type of excitation is that its statistical properties (e.g., the RMS) vary periodically in time in contrast to a traditional, random stationary model, which assumes constant statistical properties. Systems like a submarine propeller, a turbine blade and an internal combustion engine are subjected to this type of excitation. The paper presents a method for modeling the excitation and for calculating the response of such systems. It demonstrates that a cyclostationary model yields considerably more accurate estimates of the RMS of the response of a vehicle driven on rough pavement compared to a traditional stationary model.
Introduction
Many stochastic processes encountered in real life exhibit an inherent periodicity in the variation of their statistical properties and should be modeled as cyclostationary (CS) processes. This periodic variation in the statistical properties can be due to: 1. Repetitive operation, such as sampling and scanning on random signals. A common example is the output of a receiver connected to a narrow-beam radar antenna, which rotates in a non-uniform field produced by a stationary signal source [Franks, 1969] . 2. Rotation of a component of a structure in a non-uniform flow field. For example, as the blades of a gas turbine rotate, they encounter a random velocity field, which is caused by the flow distortion due to the stator blades [El-Aini et al., 1997]. The statistical properties of the velocity field vary periodically. Cyclostationary random processes are nonstationary processes, whose statistical properties vary periodically with time. They are fundamentally different from stationary random processes. Although they have been used in signal processing [e.g., Stephens, 1996], they are almost unknown to researchers in mechanics. It has been almost a general trend to stationarize a CS process to use available methods for stationary random process to find the response of a dynamic system. Stationarization is done in several ways. One can assume that the phase of the signal is a random variable, distributed uniformly over the range of -π to π and then calculate the statistical properties by calculating their ensemble average. Another method is to calculate the statistical properties by calculating their average over a long time period. However, these methods lose of information about the power representation, phase relationship, carrier frequency, and the time variation of the standard deviation of the signals [Gardner, 1975] .
We will show that the above stationarization methods underestimate the response of a system. In many design problems, the variation of the statistical properties in time is important. As a result, the stationarization may give erroneous estimates of the design load or the load parameters. In general, a CS model is more conservative and realistic than a stationary model of a CS process obtained by the above methods. Nikolaidis, Perakis and Parsons (1989) showed that a CS process is more likely to cross a certain level over a given period than a stationary process that has the same average intensity of fluctuation. Therefore, if one accounts for the cyclostationary characteristics of the vibratory displacement of a turbine blade, one will find a significantly larger maximum displacement over a period than if one uses a stationary process. Therefore, a structure subjected to a CS excitation has higher first excursion and fatigue failure probabilities [e.g., Crandall and Mark, 1973] than an identical structure subjected to a stationary excitation with the same average RMS.
Previous works on cyclostationary models in mechanical systems
As mentioned earlier, in mechanics there have been a very few studies on cyclostationary random processes. Nikolaidis, Perakis and Parsons (1989) calculated the statistics of the responses of marine diesel engine shafting systems due to CS engine and propeller excitations. George et al. (1992) considered CS models for the excitation of bladed-disk assemblies rotating in non-uniform flow fields. Koenig, Toerk and Boehme (1995) modeled the pressure due to the combustion in the cylinders of a car engine as a CS process. Vibrations in rotating machinery are produced by a combination of periodic and random processes. The combinations of such components result in a signal, which has periodically time-varying ensemble statistics. MacCormick and Nandi (1998) have modeled this signal as a CS process.
Goal and outline of this paper
This paper, first, describes the basic concepts of a CS process and the inputoutput relationship of the statistical properties for a multi-input, multi-output (MIMO), linear, time invariant (LTI) system under CS excitation. The methodology is applied to a single degree of freedom system model of a vehicle moving on a road made up of slabs.
Characterization of cyclostationary processes and input-output problem
Here we present the basic concepts and definitions related to a CS process [Gardner, 1987] . The autocorrelation function of a cyclostationary excitation is a function of the time, t, and difference, t, of two points in time where the autocorrelation is measured. Therefore, a CS process is nonstationary. We can calculate the Fourier series of the autocorrelation function, which is periodic in t, and treat each coefficient of the series as the autocorrelation function of a stationary process. This leads to three conclusions:
• We can derive a relationship between the statistics of the input and output of a linear, time invariant system, which is simpler than that for a general nonstationary process.
• The concept of power spectral density used for stationary processes can be extended to CS processes.
• If the input to a linear, time invariant system is cyclostationary, the output will be also cyclostationary.
In
We define a random process Y (t) as first order cyclostationary process if its probability density function is periodic with time,
This implies that mean, η(t), of a CS process is also periodic,
where
E[Y(t)] denotes the expected value of Y(t).
Similarly, we define that a random process Y (t) is second order cyclostationary if its joint probability density function, f Y(t1),Y(t2) (y1, y2) , is invariant to a shift of the time origin by an integral multiple of a constant, T, called period,
The autocorrelation function, R YY (t 1 , t 2 ), is periodic in time,
R YY (t 1 , t 2 )=R YY (t 1 + n T, t 2 + n T)
The autocorrelation function can be also written in the following form:
R YY (t + τ, t) = R YY (t + τ + n T, t) where t = t 1 and Ã2Ã 2 -t 1
The autocorrelation function is periodic (period T) in t so we can be represent it by its Fourier series,
The coefficients of the Fourier series are,
… (iii)
r Y (n, τ) is called cyclic autocorrelation. If a process satisfies the conditions for both first order and second order cyclostationarity, it is called wide sense cyclostationary (WSCS).
The Fourier transform of the cyclic autocorrelation matrix, r Y (n, t), is called cyclic power spectral density matrix of the input,
Calculation of the statistics of the output of a MIMO, LTI System under a CS excitation
Let Y(t) be the input vector of a MIMI, LTI system, with n inputs and m outputs. The output vector, Z(t), is the convolution of the input vector with the matrix of the impulse response functions, h(t),
The first and second order statistical properties of the output can be written in matrix notation: 
S ZZ (n, ω) is the cyclic power spectral density matrix of the output. It is the Fourier transform of the cyclic autocorrelation matrix, r Z (n, t). H(w) is the Fourier transform of the matrix of the impulse response functions, h(t) and H*(ω) is H(w) Hermitian.
The above mentioned method will be referred as "analytical method". If we drop all terms with n¡0 in the above method, we will get the response of the system to a stationary excitation. This model will be called " approximate stationary model".
Example of vehicle on a road made up of concrete slabs
We applied the analytical method to a vehicle modeled by a single degree of freedom spring-mass-damper system. The excitation was due to the uneven surface of a road. The road was made up of concrete slabs of constant length, d, but different heights, H i . The heights of slabs were assumed normally distributed, independent, random variables. The mean value of H i is zero and its standard deviation is σ H . We also assumed that the surface of each slab is horizontal.
Let y (x) be the height of the road at a distance x from origin. y(x) can be written as
where, Figure [2] shows a sample path of the road elevation. Figure [3] shows the standard deviations of the response as a function of time calculated using the Monte Carlo simulation and the analytical method. The two results are in good agreement. This figure also compares the standard deviation of the response calculated using the CS model and an approximate stationary model. Figure [3] demonstrates that an approximate stationary model can underestimate the maximum value of the standard deviation of the vehicle response. As a result, an approximate stationary model could considerably underestimate the probability of failure because of first excursion or fatigue [Crandall and Mark, 1973] . The reasons are that the first excursion probability is sensitive to the standard deviation of the stress and fatigue damage is proportional to a power ( 5) of the stress or strain at a point.
Conclusions
This paper presented a class of random process, called cyclostationary, which can represent the random excitation on a wide class of structural systems, such as turbine blades, submarine propellers and internal combustion engines. A key characteristic of the excitation is that its statistics are not constant in time, as a stationary model would assume, but they vary periodically in time. The paper showed that the road excitation on a vehicle could be modeled as a cyclostationary process. Using a quarter-vehicle model, the paper showed that a cyclostationary model of the road excitation could provide considerably more accurate estimates of the response and reliability than a traditional stationary model. 
