Introduction
For a polynomial f we define the filled-in Julia set K(f ) as the set of points that do not escape to infinity under iteration of f , i.e.
The boundary ∂K(f ) is called the Julia set of f and is denoted by J(f ). The strategy of the proof is the same as in the "1/4" case, but there are very important differences. In our case the dependence of the distance of the points of the Julia set to 0 as a function of c in the natural motion, which influences d , is much less clear and must be studied in detail. Moreover, under the assumption d(−3/4) < 4/3, there is no f −3/4 -invariant probability measure equivalent to the Hausdorff measure in dimension d(−3/4) (there only exists a σ-finite measure; see [1] ). For f 1/4 such a measure does exist.
If the estimate d(−3/4) > 4/3 held, the derivative d (c) would be bounded, which would be easy to prove. In fact, in this case we would not need a crucial part of Section 11. But it would be very hard to verify whether the derivative is positive or negative. Though there is numerical evidence that this case does not hold, the above comments may by applicable for other parameters for which there exists a parabolic periodic point.
In Section 2 we obtain a formula for the derivative of the Hausdorff dimension for f c . Next, in Sections 3-8 we give some results about the Julia set and invariant measures. Results of Sections 6-7 correspond to those obtained in [7] , while Section 8 is specific to our case. Theorem 1.1 will be proven in Sections 10-13. The map (c, s) → Φ c (s) gives a holomorphic motion for c ∈ M 0 (see [9] ). Therefore the functions Φ c are quasiconformal, and so also Hölder, while c → Φ c (s) are holomorphic for every s ∈ C \ D (in particular for s ∈ ∂D).
Thermodynamical formalism
Let us note that f c (z) = 2z. Thus if we write Φ c (s) = z, then f c (z) = 2Φ c (s). Now we use the thermodynamical formalism, which holds for hyperbolic rational maps, but we will consider only such maps. Write X = ∂D, T (s) = s 2 , and let ϕ : X → R be a Hölder continuous function, to be often called a potential function. We will consider potentials of the form ϕ = −t log |2Φ c | for c ∈ (−3/4, 1/4), t ∈ R.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
LUDWIK JAKSZTAS
The topological pressure can be defined as follows: The function t → P (T, −t log |2Φ c |) is strictly decreasing from +∞ to −∞. In particular, there exists a unique t 0 such that P (T, −t 0 log |2Φ c |) = 0. By Bowen's Theorem (see [10, is a single eigenvalue of L ϕ associated with an eigenfunctionh ϕ > 0. Moreover, there exists a unique probability measureω ϕ such that L * ϕ (ω ϕ ) = βω ϕ , where L * ϕ is conjugated to L ϕ . If β = 1 (that is, P (T, ϕ) = 0, and in our case ϕ = −d(c) log |2Φ c |), thenμ ϕ :=h ϕωϕ is an invariant measure for T .
It follows from [15, Proposition 6.11] or [10, Theorem 4.6.5] that for every Hölder ψ and ϕ at every t ∈ R, we have (2.2) ∂ ∂t P (T, ψ + tϕ) = ∂D ϕ dμ ψ+tφ μ ψ+tϕ (∂D) .
Set ϕ c := −d(c) log |2Φ c |. We will use the notationω c :=ω ϕ c andμ c :=μ ϕ c (measures supported on the unit circle). The Böttcher coordinate Φ c allows us to define related measures supported on J c , which will be denoted by ω c and μ c , respectively.
The measure ω c is called an f c -conformal measure with exponent d(c), i.e. ω c is a Borel probability measure such that for every Borel subset A ⊂ J c , Proof. We can assume that the measuresμ c are normalized. Write P (t, c) := P (T, −t log |2Φ c |). By (2.1) (Bowen's Theorem) we have that P (t, c) = 0 if and only if t = d(c), so we will use the implicit function theorem.
From (2.2), because potential function is equal to −t log |2Φ c |, we get
which is different from zero, because f c is hyperbolic (this is the Lyapunov exponent of f c with respect to μ c ). So, equation P (t, c) = 0 defines an analytic function t(c) = d(c), and we have
Let us compute the c-derivative. Fix c 0 ∈ (−3/4, 1/4). For every s ∈ C \ D the map c → Φ c (s) is holomorphic, so we can take the Taylor series for −t log |2Φ c | centered at c 0 (as a function of c):
The higher order terms can be omitted because P (t, c) is C 2 -smooth (see [10, Theorem 4.7.4]), so using (2.2) we get
Taking into account the t-derivative and replacing t(c) by d(c), we derive (2.3).
Position of the Julia set I
In this section we give some preliminary results about the position of the Julia set near the orbit of period two.
When c −3/4, the points of period two and the attracting fixed point tend to −1/2, which is the parabolic fixed point for f −3/4 . So, first we formulate a theorem about the behavior of a holomorphic map in a neighborhood of such a point (see [1] ).
Let us assume that 0 is a parabolic point for f and f (0) = 1. Then on a neighborhood V 0, f can be written as follows:
where a = 0 and p 1 (p is the number of petals). Consider the set {z : az p ∈ R and az p > 0}, which is the union of p rays beginning at zero and forming angles which are multiples of 2π/p. Denote these rays by
For 1 j p, 0 < r ∞ and 0 θ < 2π, let S j (θ, r) ⊂ V be the set of those points z lying in the open ball B(0, r), for which the angle between the ray L j and the interval which joins the points 0 and z does not exceed θ. 
The map f −3/4 has a parabolic fixed point at −1/2, and we have f −3/4 (−1/2) = −1. Thus (f 
where δ c = c + 3/4. The attracting fixed point will be denoted by α c ,
For f −3/4 the vertical direction is unstable, while the horizontal is stable, so the Julia set "tends" to p 
Fix θ > 0 (we can assume that θ is small). First we prove that for a suitable chosen c 0 > −3/4 and r 0 > 0,
, where c ∈ [−3/4, c 0 ) and r ∈ (0, r 0 ]. Using (3.1), we will study how to change the modulus |f 
So, we can assume thatF c is in Z c as close to translation by 2 as we want.
Proof. Using functions Z −1
c we can conjugate the translation Z → Z + 2 to a family of odd functionsĜ c , which can be defined on the whole plane C. In order to prove thatF c is close to the translation in Z c , it is enough to show thatF c andĜ c are close to each other.
Let us take the Taylor series forĜ c centered at √ δ c and forF c at √ δ c . Since
we can get (in a fixed neighborhood) 
We can find a neighborhood of 0 and c 0 > − 
Cylinders
In this section we will define a partition of a neighborhood of the points of period two. Pieces of this partition will be called cylinders. We will also prove some of their properties.
First we define a partition of a subset of the the unit circle ∂D. 18 24 ] (included in I − ). Next, for n > 1, let C n be the component of the preimage of C n−1 under T (s) = s 2 which is included in I + ∪ I − (four connected components). So we have defined cylinders C n for n 1. Note that T maps C n onto C n−1 bijectively, interiors of C i and C j are disjoint provided i = j, and For N ∈ N let us define the set of points which are "near" the points of period two:
The rest, i.e. points which are "far", is denoted by
Related subsets of J c are denoted by M N (c) and B N (c).
Instead of the diameters of the cylinders, we use a quantity which will be called the size of the cylinder and denoted by |C n (c)|. Let I 
Later on we will show that the constant in the first statement can be arbitrarily close to 1 (for suitably large n, and c close to −3/4). Now we use the Fatou coordinates which were introduced in the previous section. Let us take a repelling periodic pointẑ −3/4 ∈ U for the mapF −3/4 . Using the Implicit Function Theorem we get a family of repelling periodic pointsẑ c ∈ J(F c ) depending analytically on the parameter. Let N be the number for whichẑ c ∈ C N (c). We can also assume thatẑ c ∈ U for c ∈ [− 
Since the diameter of C n (c) is comparable with the size (Corollary 5.1 (2)) and
is univalent on strips of width π/δ c in the left half-plane, so we can control distortion). Thus the above inequalities hold for each point fromĈ N (c), and sincê F c is close to the translation, they also hold for cylindersĈ n (c), n > N (possibly changing K 1 and K 2 ). So, we have already proven that there exist K 1 and K 2 for which the statement holds.
In order to improve K 1 and K 2 it is enough to consider the sufficiently small neighborhood U 0 and cylindersĈ n (c), n > N +ñ, whereñ is sufficiently large.
Lemma 5.3. For every
In particular, for every r > 0 there exist
c andF c are affinely conjugated, it is enough to prove similar estimates with |ẑ| instead of |z − α c | (conjugation maps α c onto 0). Hence we need to estimate |ẑ|. It follows from (4.2) that
Let us consider the first statement. It follows from Lemma 5.2 (1) and assump-
and using (4.2) we obtain
which gives the first statement. Now we prove the second statement. We can assume that n > N for some fixed N ∈ N. By Lemma 5.2 (parts (2) and (1)) and next, by using assumption nδ c α,
Hence we can assume that Re(δ c Z) ∈ (−K.0), where K > 0 is a constant independent of the parameter. Since we also have
which completes the proof.
Proof. Because the maps conjugating f
Note that for every K we can find r and θ, so that the set {ẑ : 
Proof. Put ζ := z −z . Taking the Taylor series for f 2 c centered at z and subtracting z = z + ζ from both sides, we get
Suitably choosing r and c 0 we can assume that (f 
Moreover, we can assume that K is arbitrarily close to
Proof. It is enough to consider cylinders C n (c) with indexes greater than some fixed N ∈ N, because then only finitely many of them remain and we may just change the constant. Let us consider a neighborhood U 0 on whichF c is sufficiently close to translation in the coordinates Z c , for c ∈ [− Thus we obtain that for every K > 1 there exist N and c 0 for which 
By equation (4.2), we conclude that
Combining this with (6.1), we get
So it remains to replace |ẑ| by |z − α c | and estimate Re(Z) by −n up to a constant (Lemma 5.2).
Proposition 6.2. For every
Proof. Combining Lemma 6.1 with the first point of Lemma 5.3 we obtain the first statement.
The estimate from the second point of Lemma 5.3 gives 1
Therefore, by assumption nδ c α we get
and the proof is finished.
Remark 6.3. In the rest of the paper we will assume that α is fixed. The precise value of α (and the constant K in the above proposition) does not matter to us, but the optimal value of the constant in Lemma 6.1 is important. 
Proof. For every λ > 0 there exists
Ce λx for x 0. If we substitute nδ c in place of x, then we get
Combining this inequality with Proposition 6.2 completes the proof.
Invariant measures
In this section, in our case (the maps f c : J c → J c and the measures ω c ) we recall the construction of σ-finite (finite for f c -hyperbolic) invariant measures (see [14] ). These measures have already been denoted by μ c . This idea was also used in [3] and [1] , in the case where maps admit a parabolic fixed point.
The unit circle admits a natural partition with "Markov property", corresponding to the dyadic development of the argument (divided by 2π). We denote cylinders of order 1 by B(0) (the closed arc between arguments 0 and π) and B(1) (the closed arc between π and 2π). If B(j 1 , . .., j n ) is a cylinder of order n 1, then its preimages under T (s) = s 2 (cylinders of order n + 1) included in the upper and lower half-plane are denoted by B (0, j 1 , ..., j n ) and B(1, j 1 , . .., j n ), respectively. Using the Böttcher coordinate we can define the corresponding partition on J c , for c ∈ [−3/4, 0] (we will use the same notation). Now we define the partition B of J c and the jump transformation, which helps us construct invariant measures. We claim that for every parameter c ∈ [− 
It follows from [14, Theorem 2] or [3, Theorem 3.7] that there exists a unique (up to multiplicative constant) σ-finite f c -invariant measure μ c equivalent to ω c whose Radon-Nikodym derivative is given by the formula
Hence if A ⊂ J c , then
Because the maps f c are hyperbolic for c ∈ (− ). Hence we can normalize μ c , but it will be more comfortable to consider densities given by the formula (7.2).
Recall that the measures on the unit circle ∂D which correspond to μ c and ω c have already been denoted byμ c ,ω
c (A))). The theorems will be formulated in the case ofμ c and ω c , while some of the proofs will be carried out using μ c and ω c . 
Proof. Fix n 1; (7.3) leads to 
The union of all images f −k c,B (C n (c)) has the following form:
Hence, using (7.4), we obtain the assertion. 
Proof. The bounded distortion implies that ω c (C n (c)) can be estimated by |C n (c)| d(c) , so using Lemma 7.1 we get that there exist K > 1 such that for every
Statements (1) and (3) can be obtained by using Proposition 6.2 (1) and Corollary 6.4. Namely, we get a series of the form (C > 0) and
where A B denotes A/K < B < KA for a certain constant K which is independent of the parameter c ∈ [− 3 4 , c 0 ). The right-hand side inequality in statement (2) follows from statement (3). By (7.5) and (7.6) for m = [α/δ c ] + 1 we can conclude that
Hence the sum of "hyperbolic" estimates can be bounded below by the sum of "parabolic" ones. Therefore the left-hand side inequality follows from (7.6) and Proposition 6.2. Proof. It follows from (7.1) that h * c can be bounded below by D −1 . Thus using (7.2), we get the left-hand side inequality.
Lemma 7.3. There exists D > 1, and for every
Fix N ∈ N. Note that the distance between B N (c) and the set of images of the critical point can be estimated from below by a constant, independent of c ∈ [−3/4, 0] (but dependent on N ). Therefore, distortion of the inverse branches f
−n c,B
is uniformly bounded on B N (c). Hence there exists a constant K(N ) such that for every x, y ∈ B N (c), we have
The measuresω c are a probability, so it follows from (7.1) and (7.2) that the above series converge, and next that the Radon-Nikodym derivatives dμ c /dω c are uniformly bounded above.
In the case of the whole set J c and c ∈ [c 0 , 0], we proceed analogously, since J c is separated from the set of images of the critical point. Proof. Fix N 1. By Proposition 7.2 and using (7.5), (7.6) we get
. 
It follows from the assumption d(−

Position of the Julia set II
In Section 3 we have proven that in some neighborhood of − 
We begin with a lemma which gives us information about the iteration of points belonging to S(α c − 1, 1). This will help us draw a conclusion about the Julia set. 
Since 3/4 − δ c + c = 0, we get
Note that the complex numbers (e 2it − e −it ), (1 − e it ) are related to some chords of the unit circle, where the first is subtended by three times greater angle. The arguments of those numbers differ by π, and if we assume that Im(z) > 0 (t > 0), then the arguments will be equal to (π/2 + t/2) and (−π/2 + t/2), respectively. Since p
Next, increasing t (t > t c 0) we get
because the length of the shorter chord grows relatively faster. Therefore we have 
Since f c (z 0 ) = z 0 + ζ, we have
For suitable r and c 0 , By the second statement |2ζ| < |f
which gives the third statement.
, then in the remainder of this section we will denote by z 0 the closest point from S(α c − 1, 1). Moreover z − z 0 will be denoted by ζ. Thus we have z = z 0 + ζ and |ζ| = dist(z, S(α c − 1, 1)). Now we prove the main results of this section.
Proposition 8.2.
There exist K > 0 and c 0 > −3/4 such that for every n ∈ N,
Proof. It is enough to consider cylinders C n (c) with indexes greater than some fixed N ∈ N, because there remains finitely many. Thus, we can assume that z ∈ J c ∩ (S If z ∈ C n (c), then f c (z) ∈ C n−1 (c), and using Corollary 5.1 we obtain
and the proof is finished. 
Proof. Let us fix ε > 0 and consider the first statement.
If z ∈ C n (c), then applying Lemma 6.1 to Proposition 8.2, for some constant K and set of parameters [−3/4, c 0 ), we have
Moreover, using Corollary 3.
So, using (8. 
Let us assume that Im
Using (8.5) with |z − α c | replaced by Im(z), analogously as before, we can obtain the assertion for z ∈ M N (c) provided Im 2 (z) > 4δ c . For parameters close to −3/4, the set of points for which those conditions are satisfied contains a cylinder "fundamental domain" (for c = −3/4 it finishes the proof, because δ −3/4 = 0). So, the trajectory of every point z ∈ M N (c) meets the set for which the proposition is already proven. We can also assume that it happens for an even iteration. Hence we have Re(f 2k c (z)) −1/2 for some k, and the whole trajectory from z to f , r) . Therefore, because f c is univalent on this set, in order to finish the proof, it is enough to show that if
Indeed, it means that we cannot leave the set {z :
The remainder of this section is devoted to formulate some corollaries. The most important is the first statement of Corollary 8.4, because the value of the constant from the right-hand side is strongly related to the constant which will be obtained in Lemma 11.7, which is the key to the proof of Theorem 1.1. 
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Proof. Now we prove the first statement. In order to estimate |f c (z)| 2 − 1, let us consider the triangle with vertexes 0, −1, 2z. By the law of cosines, we get + 1) ).
If z ∈ M N (c), then Proposition 8.3 leads to
where the right-hand side inequality follows from the second point, while the lefthand side follows from the first. Indeed, for z ∈ S(−3/2 + ε, 1 − ε), we have |z+1/2| = −2(1−ε) cos(Arg(z+1/2)) (in polar coordinates the circle S(−1+ε, 1−ε) satisfies r = −2(1 − ε) cos ϕ). Hence, (8.6) leads to
and the first statement is proved. In order to prove the second statement, it is enough to divide both sides by |f c (z)| + 1 and use the fact that |f c (z)| + 1 2.
Corollary 8.5. For every
Proof. Let us fix ε > 0. We will assume that z ∈ M N (c) for suitable N ∈ N, c ∈ [−3/4, c 0 ) and Im(z) > 0 (recall that z = z 0 + ζ, where z 0 ∈ S(α c − 1, 1)). Now we consider the first statement. Subtracting z 0 from both sides of (8.1) and taking imaginary parts, we get
Let us estimate the expression from the right-hand side. Lemma 8.1 (2) implies
Using Lemma 8.1 (1) we can assume that Arg(f c (z 0 )−z 0 ) is close to −π/2 (because Im(z 0 ) > 0). Hence the above inequalities give us
Next, because 2z 0 is close to −1, |ζ| small relative to |ζ 2 |, and Arg(ζ) close to 0 or ±π, we can assume that | Im(2z 0 ζ + ζ 2 )| < ε|ζ|. Thus, Proposition 8.2 leads to
For suitable N and c 0 , it follows from (8.7), (8.8) , and (8.9) that
Since Arg(ζ) is close to 0 or ±π, and |ζ| < K|C n (c)|, we can assume that
So, multiplying the above inequalities by −1, we get 
Introduction to the proof
Beginning with the next section we will estimate integrals from the formula (2.3). Also in Section 10 we will deal with the integral being in the denominator:
It is rather easy to prove that it can be bounded above and below by constants, independently of c ∈ [−3/4, 0]. Therefore, we will need the following estimate of the second integral (K > 0): Differentiating both sides with respect to c, we obtaiṅ 
If Φ c (s) = z, then 2Φ c (s) = f c (z). Therefore the above formula can be written as follows:
Note that for every c ∈ (
.
If z ∈ C n (c), then taking (9.3) for m = n, we divideΦ c (s) onto two parts, the finite sum "until living the set M 0 (c)" and the "tail". The finite sum will be denoted byΨ c (z). Hence, if z ∈ C n (c) we have
If for the points p
So, by (9.3) and (9.4)Ψ c (z) is equal to the quotient of the derivatives, and hence is equal to the derivative of the implicit function Ψ c defined by
, if we want to getΨ c 0 (z)). In Section 11, we will study the function Re(Ψ c /Φ c ) (i.e. Re(Φ c /Φ c ) without the "tail"). It will be proven that on the set M N it can be estimated from above and below by positive constants. Notice that the main problem of the proof is to get the lower bound.
Sinceμ c (M N ) is comparable to δ (see Corollary 7.4) , it follows that the estimates (9.1) hold for the integral M N Re(Ψ c /Φ c )dμ c . Next, we will prove that the integral over B N is bounded (Section 12) and that the "tail" is not important (Section 13), which will give us (9.1).
Denominator
Now we estimate the integral from the denominator of the formula (2.3). 
log |f c (z)| < log 4. It follows form Lemma 7.3 that dμ c /dω c is bounded above and below by λ(N ) and D −1 , respectively. Thus we have
So, there exists C > 1 such that
There remains to estimate the integral restricted to M N . By Lemma 3.4 this integral is bounded below by 0, so we deal with the upper bound. Let z n be a sequence of points such that z n ∈ C n (c). Then, for some constant K 1 > 0 we have
By Corollaries 8.4 and 3.3, |f c (z n )|−1 can be estimated from above by K 2 |z n −α c | 2 . Next by using Lemma 5.3 it can also be estimated from above by K 3 δ c or K 3 n −1 . So, it follows from Proposition 7.2 that the above integral can be bounded by
Thus we get
Combining this and (10.1) we get the assertion for c ∈ [−3/4, c 0 ). If c ∈ [c 0 , 0], then it follows from Lemma 7.3 that the measuresμ c are uniformly bounded on ∂D. So, because |f c | is uniformly separate from zero on the set J c (see Lemma 3.4) , the assertion follows.
Estimation on the set M N
In this section we estimate the value of the function Re(Ψ c /Φ c ) on the set M N . We prove that it can be bounded above and below by positive constants.
Since we investigate the behavior near the periodic point of period two, it is useful to writeΨ c in the following form:
where z ∈ C n (c) and n = 2m. If n = 2m + 1, we must add
If z ∈ C n (c) and n 1 < n, then we havė
. Thus, we get the formula which is similar to (9.3), namely
where z ∈ C n (c) and n 1 < n. Now we prove a lemma which says that the functionΨ c is almost constant on the cylinders C First note that if z ∈ C n (c), 2k < n, then it follows immediately from Corollary 5.1 (3) that for some constant K 1 > 1,
We will estimate the difference between the terms of the sum (11.1) for x and y (under the assumption n − 2k >ñ), namely
After reducing to the common denominator, the numerator has the following form: 
,
Combining this with (11.3), we obtain
If we assume n − 2k >ñ for suitableñ, then it follows from Corollaries 8.5 and 3.3 that
Thus, changing the constant if necessary, Im(f 2k c (x)) can be replaced by |f c (f 2k c (x)) + 1| in (11.7).
Using (11.6), (11.7) (after replacing) and (11.3), the expression (11.5) can be estimated from above by
The quotients of the sizes of the consecutive cylinders are bounded by a constant, so using (11.3) we can estimate (11.4) from above by
There remains to estimateñ terms of (9.4), but each derivative can be bounded, as in ( Moreover, if Im(z) > 0, then the modulus can be omitted.
Proof. Let us fix ε > 0. We will assume that Im(z) > 0. Note that for suitable chosen N and c 0 , α(z) is small, so because β > 1/100, we can assume that |Ψ c (z)| is as large as we want. By (11.8) we have Arg Ψ c (z) = Arg(Ψ c (f c (z)) − 1) − Arg(f c (z)) (mod 2π).
In this case we must add 2π; hence (11.14) Arg Ψ c (z) − Arg Ψ c (f c (z)) − 1 = − π − 2α(z) + 2π.
By Lemma 11.3 the real part ofΨ c is bounded. Because the modulus is large, it means that Arg(Ψ c ) is close to ±π/2. Again using Lemma 11.3 (under the assumption Im(z) > 0) we get Arg(Ψ c (z)) ≈ π/2 and Arg(Ψ c (f c (z))) ≈ −π/2. Since |Ψ c | is large, we deduce that addition −1 changes the argument ofΨ c (f c (z)) about the inverse of the modulus. More precisely, for every ε > 0 we can choose N and c 0 so that
Taking into account (11.14), we get So, by chosen suitably large N 0 , we get the assertion.
