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Introduzione 
Descrizione generale del contesto di ricerca 
La globalizzazione e l’espansione dell’Unione Europea stanno modificando la nostra 
economia, tutti i protagonisti del mercato sono colpiti da questo forte cambiamento: i 
cittadini/consumatori, le aziende, le amministrazioni ed il governo. 
Grazie all’evoluzione dell’economia sono state emesse nuove leggi che danno 
maggiori opportunità alle compagnie che fanno parte degli Stati Membri dell’EU, per 
esempio gli imprenditori possono:  
• creare liberamente una Società Europea (SE); 
• trasferire la sede di una società in un altro Stato Membro; 
• aprire facilmente nuove filiali di una società in altri Stati Membri; 
• unire le loro società con quelle di altri Stati Membri. 
 Per far fronte a questi cambiamenti è nato Brite (Business Register Interoperability 
Throughout Europe), un progetto a livello Europeo che si propone di rispondere ai 
cambiamenti legislativi e di contribuire alla formazione del nuovo mercato dell’EU. 
Questa iniziativa è una stima dei cambiamenti che la nuova legislazione dell’EU 
impone ai BRs e ai principali protagonisti  all’interno dell’economia. I suoi obbiettivi 
sono:  
• scoprire, implementare e dimostrare un nuovo modello avanzato ed 
interoperativo; 
• gestire gli strumenti per i BRs  garantendo l’interazione tra gli Stati dell’EU. 
Brite è una piattaforma che lavora principalmente sui BRs, i  fondamentali punti di 
contatto che le compagnie hanno con la pubblica amministrazione. I BRs, in un EU 
allargata dove le compagnie si muovono liberamente, hanno bisogno di interagire 
attraverso i confini, di scambiarsi informazioni sulle registrazioni e di riuscire a farlo 
nonostante le possibili barriere  amministrative, tecniche, linguistiche e culturali. 
Le informazioni registrate sui BRs sono accessibili al pubblico per questo essi 
giocano un ruolo chiave sul mercato in quanto garantiscono la trasparenza e tutelano 
coloro che si comportano correttamente. 
Brite è un progetto abbastanza complesso dove stanno lavorando vari partners tra i 
quali l’Università di Pisa che ha il compito di sviluppare un componente in grado di 
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monitorare ad alto livello i dati collezionati (dataset). Nel caso specifico di Brite il 
dataset è costituito da una grande quantità di dati che rappresentano il comportamento 
dei processi come risultato delle operazioni che le società eseguono sui vari BRs. La 
disponibilità di un’ontologia del dominio e di un’ontologia dei processi consente di 
effettuare un’interpretazione semantica dei singoli dati, mentre i patterns ricorrenti 
comunicano il comportamento di un qualche processo. Ciò è ottenuto con l’induzione 
sui dati collezionati (osservazione) e con la deduzione di informazioni raccolte dai 
dati, il tutto in accordo con la conoscenza memorizzata nelle ontologie (teorie). 
Le ontologie contengono la conoscenza degli esperti, che può essere usata per 
indirizzare il processo di riconoscimento di anomalie nelle azioni eseguite su Brite.  
L’obbiettivo del componente di cui si occupa l’Università di Pisa è permettere un alto 
monitoraggio dei processi in esecuzione sulla piattaforma affinché si possano: 
• scoprire comportamenti maliziosi sulle operazioni eseguite secondo un  
criterio che può includere sequenze di azioni (anche non consecutive) e può 
essere espresso su un’ontologia di monitoraggio per migliorarne l’utilizzo; 
• scoprire sequenze frequenti di azioni nell’esecuzione dei processi; i patterns 
scoperti possono essere usati nel dominio degli esperti per supportare una 
profonda analisi sul comportamento delle società nel campo dei BRs; 
•  prevenire possibili crimini finanziari  quando si constatano comportamenti 
sospettosi; questa scoperta può essere fatta guardando i logs precedenti di 
attività criminali e cercando di individuare patterns ricorrenti in azioni illegali;  
• aiutare le agenzie qualificate e le istituzioni finanziarie fornendo loro 
informazioni sulle società e sulle operazioni che queste effettuano sui BRs. 
Un altro tipo di analisi affrontato all’Università è la verifica di correttezza dei dati ad 
alto livello forniti dagli esperti di dominio. Dalla specifica del progetto possiamo 
vedere i processi come workflow complessi. Fino ad ora i workflows per i vari 
processi sono stati dati dagli esperti dei BRs, ma la progettazione è molto complicata, 
costosa anche per quanto riguarda il tempo, e come abbiamo percepito dal 
management esistono delle discrepanze tra i workflows forniti e i processi. La 
gestione dei processi complessi eseguita dai Workflow Management System è limitata 
dalle difficoltà incontrate nella fase di progettazione, infatti i processi spesso hanno 
delle dinamiche molto complicate che richiedono lunghe analisi non sempre fattibili 
dal punto di vista economico.  Per cercar di risolvere questi problemi, sono state 
 Introduzione 9 
proposte le tecniche di Process Mining. Queste tecniche sono capaci di indirizzare nel 
modo giusto la (ri)progettazione di processi complessi con l’utilizzo di algoritmi che 
automaticamente scoprono modelli capaci di rappresentare tutti gli eventi memorizzati 
nei file di logs (collezionati durante l’esecuzione delle attività di un dato sistema ) 
forniti come input. Infine il modello estratto è usato per la (ri)progettazione di uno 
schema workflow dettagliato, in grado di favorire imminenti approvazioni e di fare 
confronti con schemi workflow precedenti.  
L’architettura dell’ambiente di monitoraggio dei processi rispetto alla prima 
problematica è basata su tre componenti differenti, ma strettamente integrati: 
• “pattern detection”: componente che riconoscerà le sequenze legali o illegali 
di un’operazione, facendo riferimento alle regole espresse nell’ontologia; 
• “sequential pattern”: componente che conterrà meccanismi di estrazione di 
sequenze frequenti di azioni temporali per fornire comportamenti usuali non 
ancora conosciuti; 
• una parte deduttiva che sarà utilizzata per prevenire possibili azioni criminali. 
Ogni operazione eseguita su Brite viene salvata su un file di Logs dove verranno 
memorizzate tutte le informazioni necessarie a tenere traccia di quando, chi e cosa si è 
fatto sulla piattaforma; le operazioni convenzionalmente sono chiamate processi e 
sono composte da diverse azioni . Le informazioni memorizzate saranno: 
• la data e l’ora dell’operazione; 
•  il tipo di operazione, per esempio un cambio di sede o l’apertura di una 
nuova filiale; 
•  il BR di origine, cioè quello che ha eseguito l’operazione per conto 
dell’azienda; 
•  l’azienda che ha richiesto l’operazione;  
• l’identificativo dell’azione con l’aggiunta di un eventuale BR destinazione nel 
caso in cui ci siano degli scambi di informazione tra BRs diversi ; 
• l’identificativo unico dell’operazione.  
Ecco un esempio di file di Logs: 
 
# 01/01/2006 16:30  ChangeOfSeat  BR_Ita  TrenitaliaSPA  FirstReq  Pratica378  
# 01/01/2006 17:00  ChangeOfSeat  BR_Ita  BarillaSPA  FirstReq  Pratica401 
# 03/03/2006 18:30  ChangeOfSeat   Br_De VodafoneDE SendDocument<BR_Ita> Pratica50 
# 28/03/2006 09:30  ChangeOfSeat  BR_Ita  TrenitaliaSPA  UploadDocuments  Pratica378. 
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Possiamo fare due tipi di analisi sui logs: una a basso livello analizzando le azioni di 
ciascun processo(operazione) ed una ad alto livello analizzando i processi 
(operazioni). 
Per ogni operazione (processo) esiste un workflow dove i nodi rappresentano le azioni 
che compongono il processo e gli archi rappresentano le regole di precedenza tra le 
azioni. Gli items su cui possiamo lavorare per un analisi a basso livello sono: 
• solo l’identificativo dell’azione, {a1, a2,…, an}, sono considerate tutte le azioni; 
• l’identificativo dell’azione ed il BR di origine, {(a1, br1 ), (a2, br1),…,(an, br1)}, 
sono considerate solo le azioni dove il business register br1 è un attore; 
• l’identificativo dell’azione, il BR di origine e l’azienda, {(a1,br1,c2), 
(a2,br1,c2),…,(an,br1,c2)}, sono considerate le azioni dove il business register 
br1 è un attore e che coinvolge l’azienda c2; 
• l’identificativo dell’azione e l’azienda, {(a1, c2), (a2, c2),…,(an, c2)}, sono 
considerate solo le azioni chi coinvolgono l’azienda c2. 
Questi modelli permettono di realizzare un più accurato controllo sulle varie attività. 
In particolare le principali informazioni che possiamo scoprire sono: 
• colli di bottiglia: in generale un collo di bottiglia è uno “stato” nel processo  
che lo rallenta o lo ferma. Anche nel nostro caso, il collo di bottiglia può 
verificarsi con riferimento alle sequenze di azioni che hanno dei vincoli 
temporali, per tanto occorrerà porre maggiore attenzione alle azioni che 
richiedono più tempo; questa analisi può essere fatta usando le tecniche di 
sequential pattern mining con vincoli temporali; 
• comportamenti infrequenti: sono quelle azioni o sequenze di azioni che hanno 
una bassa frequenza o una frequenza minore rispetto ad una soglia fissa. 
Spesso le informazioni interessanti sono nascoste dietro i comportamenti meno 
frequenti rispetto a quelli frequenti; in questo caso il dominio degli esperti  
può caratterizzare nuovi eventi non previsti in precedenza; 
• cause di un rifiuto nell’applicazione: usando le tecniche di sequential pattern 
mining possiamo scoprire sequenze di azioni che inducono al rifiuto della 
richiesta. 
I processi che vanno in esecuzione su Brite rappresentano le operazioni che un utente 
può fare sui BRs. Gli items su cui possiamo lavorare per un analisi ad alto livello sono: 
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• solo il tipo dell’operazione (processo), {p1,p2…,pn}, nell’analisi sono 
considerati tutti i processi; 
• l’identificativo del processo e l’azienda, {(p1, c2), (p2, c2),…,(pn, c2)}, sono 
considerate solo i processi che coinvolgono l’azienda c2. 
• l’identificativo del processo ed il BR di origine, {(p1, br1 ), (p2, br1),…,(pn, 
br1)}, sono considerate solo i processi dove il business register br1 è un attore, 
a questo livello possiamo raffinare l’analisi specificando i vecchio ed il nuovo 
BR o aggiungendo anche l’azienda; 
Uno dei modelli principali che possiamo applicare ad entrambe le analisi (ad alto e a 
basso livello) è il Sequential Pattern che prova a trovare relazioni tra occorrenze di 
eventi sequenziali per descrivere i dati,  predire eventi e identificare regole che 
caratterizzano classi di dati. Utilizzando gli algoritmi che ci permettono di specificare 
vincoli riusciamo ad estrarre pattern sequenziali utili al nostro lavoro di monitoraggio 
ad alto livello. 
Oltre all’estrazione di pattern sequenziali possiamo applicare altre due tecniche di 
data mining:  
• la clusterizzazione sui pattern. L’idea è di applicare un algoritmo di clustering 
simile a quello utilizzato per le traiettorie: inseriamo nello stesso cluster le 
aziende che eseguono le stesse sequenze più lunghe di processi che 
differiscono al più per un dato numero di elementi; 
• la classificazione sulle compagnie. Supponendo di avere un accesso ai dati 
possiamo predire comportamenti maliziosi e possiamo predire sequenze di 
processi basate sui risultati del cluster. 
 
Obbiettivo della tesi 
L’obbiettivo della tesi è stato studiare tutte le tecniche di data mining presenti in 
letteratura applicabili al progetto BRITE (in particolare lo stato dell’arte riguardante i 
Sequential Pattern ed il Workflow Mining), scegliere e implementare un algoritmo per 
inferire pattern sequenziali dai file di logs estratti dalla piattaforma.  
L’algoritmo implementato è GenPrefixGrowth [43] e il linguaggio di 
programmazione utilizzato è Java. Si basa sul metodo pattern-growth e la sua 
caratteristica principale è la possibilità di trattare vincoli di tipo temporale, 
esistenziale (minimo supporto) e di contenuto. Nel corso di questa tesi per semplicità 
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sono stati applicati solo i primi due vincoli. GenPrefixGrowth inoltre utilizza una 
tecnica di proiezione del database basata sul prefisso, la pseudo proiezione, che è una 
versione main memory.  
 
Struttura della tesi 
La tesi si articola nel seguente modo: 
 Introduzione. Descrizione generale del contesto di ricerca ed introduzione al lavoro 
svolto. 
Capitolo 1. Viene presentata una panoramica sullo stato dell’arte. In particolare, viene 
trattato il processo KDD, i suoi obiettivi, le aree applicative, puntando maggiormente 
l’attenzione sulla fase di Data Mining. 
Capitolo 2. Viene presentata una panoramica dello stato dell’arte dei pattern 
sequenziali: caratteristiche, argomenti correlati, algoritmi proposti e problematiche 
affrontate. Si effettua una classificazione degli algoritmi in base all’analisi di 
particolari caratteristiche.  
Capitolo 3. Viene presentata una panoramica dello stato dell’arte del workflow 
mining: caratteristiche principali, argomenti correlati e algoritmi proposti. 
Capitolo 4. Si sceglie un particolare algoritmo, GenPrefixGrowth con vincoli 
esistenziali e temporali (mingap e maxgap) e con pseudo proiezione. Si evidenziano le 
motivazioni della scelta, le decisioni implementative e la struttura dell’algoritmo. 
Capitolo 5. Test e risultati ottenuti. 
Capitolo 6. Conclusioni e sviluppi futuri. 
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Capitolo 1   
Stato dell’arte: KDD e Data Mining 
I sistemi classici di memorizzazione dei dati, i DBMS, rendono possibile memorizzare 
ed accedere ai dati con sicurezza, efficienza e velocità, ma non permettono 
l’estrazione di informazioni utili. Per queste ragioni negli ultimi anni ha assunto 
notevole importanza il concetto di Knowledge discovery in database(KDD) che è un 
processo che consente l’estrazione di informazioni da grandi quantità di dati. 
Il KDD è utilizzato in diversi campi, per esempio nell’analisi di marketing, nel 
controllo della produzione, nella gestione del business, nelle scienze nell’analisi delle 
sequenze del DNA, e così via,  per estrarre “conoscenza ” non nota a priori.  
Il KDD è in continua evoluzione, il suo passo principale è il Data Mining  e anche se 
alcuni li considerano sinonimi, per noi in seguito saranno due cose distinte. 
Il Data Mining si può definire come il processo di esplorazione e modellazione di 
grandi masse di dati per mezzo di tecniche statistiche, matematiche e informatiche, 
efficienti e moderne, atte a trattare le informazioni a disposizione e trarne delle 
conoscenze, precedentemente non note, utili al fine di supportare processi decisionali, 
ottimizzare i servizi offerti, migliorare le performance [1].   
 
1.1 Un po’ di storia 
Il KDD può essere visto come il risultato naturale dell’evoluzione dell’informazione 
tecnologica. 
Sin dal 1960 i database e la tecnologia dell’informazione si sono evoluti 
sistematicamente dai primitivi sistemi di file processing  ai sofisticati e potenti sistemi 
di basi di dati. 
Dal 1970 fino ai primi degli anni ’80,  invece, c’è stato il progresso del Database 
Management Systems: sono nati i sistemi per database gerarchici e su rete, i database 
relazionali con la modellizzazione dei dati  E-R (Entity-Relationship) ed infine sono 
nate alcune tecniche di organizzazione e indicizzazione dei dati (B+-tree, hashing,..). 
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In questi anni inoltre, gli utenti hanno iniziato ad accedere ai dati attraverso linguaggi 
di query, interfacce utente e gestione delle transazioni. Si è rivelato particolarmente 
efficiente il metodo OLTP (on-line transaction processing) dove una query è vista 
come una transazione in solo lettura; esso ha contribuito all’evoluzione di strumenti 
che consentono una più efficiente memorizzazione, estrazione e gestione di  grandi 
quantità di dati. Durante la metà degli anni ’80, sono stati elaborati modelli di basi di 
dati avanzati: extended-relational, object-oriented, object-relational e modelli 
deduttivi. 
Dalla fine del 1980 ai giorni nostri i dati sono stati memorizzati in differenti tipi di 
database tra questi il data warehouse, un repository di dati sorgenti multipli ed 
eterogenei, organizzati sotto un unico schema per facilitare la gestione delle decisioni 
da prendere. 
La tecnologia data warehouse include il data cleaning, il data integration e OLAP (on-
line analytical processing). Quest’ultimo è l’analisi con le funzionalità di riassunto, 
consolidazione e aggregazione dei dati e supporta analisi multidimensionali ed 
utilizza altri strumenti per l’analisi in profondità come la classificazione, la 
clusterizzazione e la caratterizzazione dei dati che cambiano nel tempo. 
Un’innumerevole quantità di dati è stata collezionata e memorizzata in grandi e 
numerosi database, contemporaneamente però, si è sentita la necessità di utilizzare i 
dati non solo come informazione memorizzata, ma anche per estrarre informazioni 
non presenti nelle basi di dati a partire dai dati esistenti. 
Gli autori J. Han e M. Kamber hanno utilizzato la seguente frase: 
“Siamo ricchi di dati ma poveri di informazioni ” 
affermando così che la raccolta esclusiva dei dati non è sufficiente. I dati devono 
essere analizzati affinché si possano estrarre informazioni utili. E’ perciò in questo 
contesto che assume rilevanza il KDD [2]. 
 
1.2 Il processo KDD 
Che cos’è il Knowledge Discovery? E’ un processo per l’estrazione di informazioni, o 
meglio di conoscenza, da grosse quantità di dati. 
Il KDD visto come processo, consiste di una sequenza iterativa di passi nei quali i dati 
sono manipolati e trasformati per riuscire ad estrarre informazioni utili. 
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Il processo di  KDD si suddivide nelle seguenti fasi (Figura 1.1): 
• Data cleaning: sono rimossi dati corrotti e inconsistenti; 
• Data integration: i dati multipli possono essere combinati; 
• Data selection: i dati più interessanti per un determinato task sono estratti dal 
database; 
• Data trasformation: i dati sono trasformati o consolidati nella forma 
appropriata; 
• Data mining: processo essenziale dove sono applicati metodi intelligenti per 
estrarre data patterns; 
• Pattern evaluation: per identificare i patterns veramente interessanti che 
rappresentano la conoscenza basata su alcune misure; 
• Knowledge presentation: tecniche per la  visualizzazione e la  presentazione 
della conoscenza estratta all’utente. 
I passi del KDD possono essere combinati nel seguente modo [3]: 
• Data cleaning +Data integration = Data preprocessing; 













          
Data cleaning e data 
integration
Data selection e data 
trasformation 
DATA MINING









Figura 1.1 -Il processo KDD [2]
 
Il KDD è il processo di scoperta delle conoscenza di interesse da una grande quantità 
di dati memorizzati nei databases, nei data warehouse o in altre forme di repositories. 
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L’architettura di un tipico sistema di KDD deve avere i seguenti componenti (Figura 
1.2 presa da [2]): 
• Database, data warehouse o altri repository: le tecniche di data cleaning e 
data integration possono essere eseguite sui dati; 
• Database o data warehouse server: recupera i dati rilevanti basati sulle 
richieste di data mining fatte dall’utente; 
• Knowledge base: è il dominio di conoscenza utilizzato per guidare la ricerca 
o valutare quanto sono rilevanti i patterns; 
• Data Mining engine: è essenziale al sistema di data mining e consiste in un 
set di moduli funzionali  per compiti come caratterizzazione, associazioni, 
classificazione, analisi e valutazioni; 
• Pattern evaluation module: assume misure interessanti e interagisce con il 
modulo di data mining per focalizzare la ricerca verso pattern interessanti; 
• Grafical user interface: mezzo di comunicazione tra l’utente ed il sistema di 
data mining. Dà la possibilità all’utente di interagire con il sistema di data 
mining specificando query o altri tipi di task. 
 
       
                                               Grafics User Interface 
 
                                                 Pattern     Evaluation 
 
                                            Data Mining     Engine                        Knowledge Base 
 
                                      Database o  Database  Warehouse Server 
 
                                                  Database                     Data  
                                                                                                                    Warehouse 
Figura 1.2-Architettura di un tipico sistema di KDD[2] 
 
 
Nei prossimi paragrafi daremo un’occhiata più in dettaglio alle fasi che compongono 
il processo KDD, vedremo, quindi come si arriva ad un output di informazioni utili 
partendo da un input di dati grezzi  provenienti da diverse sorgenti. 
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1.2.1 Consolidamento dei dati 
L’obiettivo è di prelevare i dati da sorgenti eterogenee e costruirne una visione 
uniforme. 
 
   RDBMS 
 
     Legacy 
      Dbms                                                                       
                                                                                                      
   Flat Files 
 





Figura 1.3-Consolidamento dati [3] 
 
Il risultato dell’operazione di consolidamento dei dati è il Data Warehouse (DWH), a 
cui nel seguito diamo uno sguardo più approfondito. 
 
1.2.2 Data Warehouse 
Il DWH è definito in molti modi [8]: 
 
      Un database di supporto alle decisioni che è mantenuto separatamente 
            dal database operazionale dell’azienda. 
 
      Fornisce una solida piattaforma di dati consolidati e storici per l’analisi. 
 
     “A data warehouse is a subject-oriented, integrated, time-variant, and 
nonvolatile collection of data in support of management’s decision               
making  process.”-W. H. Inmon [4] 
 
Quest’ultima definizione presenta le più grandi caratteristiche di un data warehouse 
che lo fanno distinguere da altri tipi di repository; ecco in dettaglio le quattro chiavi: 
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• Orientato al soggetto: è organizzato intorno ai principali soggetti della 
corporazione per modellare il dominio di analisi; 
• Integrato: un data warehouse è costruito attraverso l’integrazione di sorgenti 
multiple ed eterogenee come database relazionali, files, ecc. Ai dati sorgenti 
sono applicate le tecniche di data cleaning e data integration affinché le 
inconsistenze presenti nei sorgenti siano eliminate; 
• Time variant: i dati contenuti nei databases che sono analizzati possono 
variare nel tempo. I dati sono memorizzati per fornire informazioni da una 
rappresentazione storica;  
• Non volatile: vi è una separazione tra i dati trasformati e l’ambiente operativo, 
è importante che il data warehouse  non richieda frequenti aggiornamenti. 
Generalmente sono richieste solo due operazioni sull’accesso ai dati: initial 
loading of data e access of data.  
Il data warehousing è molto utile dal punto di vista dell’integrazione di database 
eterogenei. Tipicamente molte organizzazioni collezionano diversi tipi di dati, quindi  
il data warehouse li integra e fornisce un facile ed efficiente accesso ad essi. 
Il DWH è una base di dati che mantiene tutte le informazioni sulle attività dell'azienda 
e che viene utilizzata dal management per prendere decisioni strategiche.  
I dati vengono semplicemente raccolti ed inseriti nel data warehouse con programmi 
di caricamento dai sistemi informativi dell’azienda. 
Le attività che si possono svolgere sui dati del data warehouse sono molteplici. Quando 
si opera con basi dati di notevoli dimensioni è tuttavia necessario utilizzare gli strumenti 
adeguati.   
Alcune attività tipiche sono [10]:  
• DBMS: la scelta del DBMS è strategica per il progetto DWH. Tutti gli attuali 
DBMS hanno introdotto funzionalità che vanno incontro alle esigenze dei 
DWH. Una tra tutte: le dimensioni enormi del DB e delle tabelle in esso 
contenute.  
• Trasferimento/conversione/caricamento dati: gli strumenti di trasferimento, 
conversione e caricamento dei dati sono fondamentali. Spesso tali strumenti 
sono in grado di generare codice sorgente per le diverse esigenze di 
caricamento dati.  
Capitolo 1 - Stato dell’arte: KDD e Data Mining 19 
• Data mining: strumenti che consentono ricerche puntuali sui dati per trovare 
anomalie, inefficienze, opportunità commerciali, ...  
• Elaborazioni statistiche: è un po' generale tuttavia in diverse attività sono 
necessari strumenti statistici evoluti.  
• Report: sono necessari strumenti per la costruzione di report che possano 
essere utilizzati direttamente dagli utenti  
• Analisi multidimensionale: strumenti di analisi che consentono di "navigare" 
sui dati come se si trattasse di tabelle multidimensionali e sfruttano le semplici 
operazioni di "drill-down" e "drill-up". 
Le normali tecniche di disegno delle basi dati non sono applicabili nel disegno del 
DWH che è una base di dati ma non una base di dati operazionale. 
I dati di un DWH sono caricati da sistemi operazionali esterni e vengono utilizzati in 
sola lettura. Normalizzare i dati non è necessario, al contrario, denormalizzandoli si 
possono evitare join tra tabelle.  
 Il disegno delle origini e mappature dei dati sul DWH viene chiamato Meta Database. 
Un DWH viene utilizzato in sola lettura.  
I sistemi data warehouse possono organizzare o presentare i dati in vari formati per far 
fronte alle  necessità di differenti utenti; questi sistemi sono conosciuti come on-line 
analytical processing (OLAP).     
Con il sistema OLAP possiamo avere una visione logica multidimensionale dei dati, 
detta Data Cube, che offre la possibilità di aggregare dati in base ad ogni dimensione, 
di visualizzare grafici o di eseguire calcoli statistici. 
Un Data Cube permette ai dati di essere modellati e visti in una dimensione multipla; 
esso è definito con dimensioni e fatti. 
Ogni dimensione è la rappresentazione o l’entità che un’organizzazione vuole tenere 
memorizzata; essa può avere una tabella associata, detta dimension table, che descrive 
appunto la dimensione. 
Il modello multidimensionale è tipicamente organizzato attorno ad un tema centrale, per 
esempio le vendite. Questo tema è rappresentato dalla fact table composta dai fatti e 
dalle misure numeriche. I fatti sono ciò che è interessante per le imprese, mentre le 
misure sono attributi che descrivono quantitativamente il fatto da diversi punti di vista. 
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Esempio di modello multidimensionale centrato sul tema delle vendite: 
Fatto: vendite dei prodotti, giornaliere, per negozi 
Dimensioni: prodotto, tempo (giorno), negozio 
Misure: quantità vendute, incasso, costo 
 
                                          a 
             prodotto           b 
                                  c 
                              sede1             
  
            negozio    sede2     
                      sede3  
                         
                                     t1      t2    t3     tempo 
Figura 1.4- Un esempio di data cube sulle dimensioni elencate sopra 
 
Ciascuna dimensione è organizzata in una gerarchia che rappresenta i possibili livelli 
di aggregazione per i dati; è utile nell’estrazione di multipli livelli di astrazione. 
 Esempio di gerarchia (Figura1.5): 
• negozio, città, provincia, regione 
• prodotto, categoria, marca 
• giorno, mese, trimestre, anno 
 
regione                                                                                            anno                                   
 
provincia                                                                                     trimestre                                 
 
   città                                 categoria            marca                         mese 
 
negozio                                            prodotto                                 giorno   
Figura 1.5- Esempi di gerarchie 
 
Le principali operazioni che si eseguono sul modello dei dati multidimensionale si 
suddividono nelle seguenti: 
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• Roll up: aggrega i dati rispetto all’interrogazione, per esempio il volume totale 
delle vendite per categoria di prodotto o per regione 
• Drill down: passa da un livello di dettaglio basso ad un livello di dettaglio alto, 
per esempio per un particolare prodotto trova le vendite dettagliate per ogni 
venditore e per ogni data 
• Slice & Dice: selezione e proiezione, per esempio vendite del prodotto di tipo 
a in Toscana negli ultimi 6 mesi 
• Pivot: riorganizza il cubo 
 
1.2.3 Selezione e Preprocessing 
Dati puliti e ben comprensibili sono un prerequisito importante affinché un progetto di 
data mining abbia successo. 
Si tratta della parte più problematica del secondo step nel processo KDD in quanto i 
dati selezionati sono generalmente raccolti da numerosi sistemi operazionali, 
inconsistenti e poco documentati. 
Il data preprocessing ha inizio con uno sguardo generale della struttura dei dati e con 
qualche misurazione della loro qualità. Gli approcci possono essere vari, ma 
richiamano generalmente una combinazione di metodi statistici e di tecniche di 
visualizzazione dati. 
Durante la fase di preprocessing, due dei problemi che possono più comunemente 
sorgere sono quelli dei “noisy data” e dei “missing values”, per questo si ha la 
necessità di ripulire i dati (Data cleaning) [5]: 
• Noisy Data: una o più variabili hanno valori decisamente diversi da quelli che 
sarebbe lecito attendersi. Le osservazioni in cui occorrono questi noisy values 
vengono chiamate “outliers” e la loro presenza può essere dovuta a diversi 
fattori. 
• Missing Values: includono valori non presenti o non validi. La mancanza di 
alcuni valori può derivare da un errore umano, dal fatto che l’informazione 
non era disponibile al momento dell’input o perché i dati sono stati presi da 
fonti eterogenee.  
 
                                                                                                                                      Data cleaning [2] 
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Un’altra fase del preprocessing è cercare di combinare insieme diversi dati 
appartenenti a diverse sorgenti in un unico database  che deve essere coerente con 
ognuno di essi (Data Integration). In questo passo si affrontano problemi differenti: 
• Identity identification: consiste nel determinare quando due attributi con 
diverso nome hanno lo stesso significato 
• Ridondanza: abbiamo informazioni ridondanti quando un attributo può essere 
derivato da un altro. Alcuni tipi di ridondanze si possono scoprire con l’analisi 
di correlazione tra due attributi; essa è una misura che indica l’indipendenza  
degli attributi considerati: se la misura dell’analisi di correlazione  è uguale a 
zero allora gli attributi sono indipendenti, se maggiore (minore) di zero allora 
gli attributi sono positivamente (negativamente) correlati. Se la misura 
assoluta di correlazione è grande abbastanza allora uno dei due attributi 












Il passo successivo è quello di trasformare i dati al fine di generare il modello 
analitico dei dati (Data Trasformation). Tale modello è una ristrutturazione 
consolidata ed integrata dei dati, selezionati e preprocessati, presi dalle diverse fonti 
(operazionali ed esterne). Una volta che il modello è stato costruito, i dati vengono 
revisionati per assicurarsi che corrispondano ai requisiti degli algoritmi di data mining 
che devono essere usati. 
Le operazione che sono eseguite sono aggregazione, generalizzazione, 
normalizzazione e così via [5]. 
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-2, 32 , 100, 59, 48          -0,02, 0,32, 1, 0,59, 0,48     Data Trasfomation[2] 
 
Applicando analisi complesse su grandi quantità di dati si rischia di impiegare troppo 
tempo per produrre un risultato, ottenibile con una quantità di dati inferiore. La 
soluzione è quella di eliminare attributi non significativi ai fini del processo o 
campionare un insieme di tuple (Data Reduction). 
Tra le tecniche di riduzione dei dati ricordiamo la data cube aggregation e la 
discretizzazione. 
 




1.2.4 Data Mining 
In questo terzo step sono scelti i tipi di metodo o gli algoritmi da utilizzare per la 
ricerca dei patterns e delle regolarità tra i dati.  L’obiettivo è chiaramente quello di 
applicare gli algoritmi di data mining selezionati ai dati preprocessati. 
Nonostante in questo generico processo la fase di data mining è rappresentata come 
indipendente, nella realtà essa è praticamente inscindibile dal quarto step (analisi dei 
risultati), così come è molto raro che essa possa essere ultimata senza tornare, almeno 
una volta, alla fase precedente (preparazione dei dati) [5]. 
Il DM è il passo principale del processo KDD e per questo ne parlerò in maniera più 
approfondita in seguito. 
 
1.2.5 Interpretazione e valutazione 
E’ inutile sottolineare come l’analisi dei risultati del mining sia uno degli steps più 
importanti dell’intero processo. Il suo obiettivo è quello di rispondere alla domanda: 
“abbiamo trovato qualcosa di interessante, valido ed utilizzabile?”. Mentre le tecniche 
statistiche si limiterebbero ad un “sì/no”, i risultati del data mining sono in grado di 
suggerire la risposta o, nella peggiore delle ipotesi, indicare la direzione da 
intraprendere in una successiva ricerca. 
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Nel momento in cui viene sviluppato un modello predittivo, uno degli obiettivi 
cruciali è quello di testare la sua accuratezza.  
Una delle più comuni fonti di errore nella costruzione di un modello predittivo,  è la 
scelta di variabili troppo predittive. Un’altra difficoltà è data dall’overtraining: il 
modello predice bene sui dati utilizzati per il training, ma male su quelli utilizzati per 
la fase di testing e su quelli per cui la classificazione non è nota a priori. 
Da tenere in considerazione vi sono poi le cosiddette “association rules”: se il livello 
di confidenza è troppo basso, il modello predittivo individua regole che regole non 
sono. Viceversa, se il livello è troppo alto, vengono individuate soltanto le regole più 
generali, già conosciute dagli addetti ai lavori [5]. 
La ricerca attuale ha prodotto tecniche di visualizzazione, quali istogrammi o 
animazioni, utili per aiutare l’analista a fissare l’utilità di conoscenza astratta e a 
stabilire le decisioni finali. 
Se i risultati ottenuti non sono soddisfacenti, allora si dovranno ripetere una o più fasi 


































































Support Pasta => Fresh Cheese 14
Bread Subsidiaries => Fresh Cheese 28
Biscuits => Fresh Cheese 14
Fresh Fruit => Fresh Cheese 14











Figura 1.6- Raffinata tecnica per la visualizzazione di regole di associazione [3] 
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1.3 Data Mining 
La disciplina del Data Mining può fornire gli strumenti per estrarre conoscenze utili 
ed interessanti, cioè regole, patterns, vincoli, da una grande quantità di dati. 
Uno dei principali problemi del data mining è di scoprire patterns che hanno 
occorrenze frequenti nei dati sequenziali.  
Il problema dell’estrazione di frequent patterns in un set di sequenze di dati insieme 
ad alcuni algoritmi fu introdotto da Agrawal e Srikant [7]. 
Essi consideravano i patterns (chiamati sequential patterns) come sequenze di sets di 
items e la misura che esprimeva quanto uno di essi fosse interessante era data dalla 
percentuale dei data sequence contenenti il pattern (supporto)[6]. 
In seguito ci furono altre formulazioni del problema e furono aggiunte le gerarchie 
sugli items e i vincoli di tempo; inoltre ci fu la scoperta di patterns (detti episodi) che 
hanno differenti tipi di ordinamento:full (episodi seriali), none (episodi paralleli) o 
partial [6]. 
La scoperta dei sequential patterns è la più popolare tecnica di data mining applicata 
alle sequenze di eventi, ma in alcuni casi un utente può voler fornire classificazioni o 
clustering su sets di oggetti descritti attraverso eventi sequenziali associati con essi [6]. 
Il principale obiettivo è quindi quello di individuare modelli per descrivere i dati che 
siano facilmente interpretabili dall’uomo per fornire un valido supporto alle decisioni. 
Ora andiamo ad analizzare in maniera più approfondita le tecniche Data Mining per 
l’estrazione di regole di associazione, la classificazione e la clusterizzazione.    
 
1.3.1 Regole di associazione 
Le regole di associazione trovano interessanti associazioni o correlazioni tra un 
grande set di items. 
Con le grandi quantità di dati che sono memorizzate e collezionate, molte industrie 
sono interessate a questa tecnica di data mining per scoprire associazioni tra  le 
relazioni dai loro databases. 
Le associazioni scoperte tra le grandi quantità di records rappresentanti transazioni di 
business possono aiutare in molte decisioni come il design dei cataloghi, il marketing, 
ecc. 
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L’esempio di applicazione più nota è l’analisi dei prodotti venduti all’interno di un 
supermercato, detta Market Basket Analysis, utilizzata per individuare le correlazioni 
tra i vari prodotti (e le categorie di prodotti) che un cliente acquista attraverso l’analisi 
degli scontrini di cassa [2]. 
Queste informazioni possono aiutare il settore marketing  a progettare sconti e 
promozioni particolari, o a disporre i prodotti in maniera più strategica in base alle 
scelte del cliente. 
Una regola di associazione può essere definita informalmente come un legame valido 
tra gli attributi dei records di una base di dati, ossia un’espressione del tipo X Y 
dove X e Y sono insiemi di attributi. 
⇒
 
Concetti di base 
Sia I = {i1,…,in} un insieme di letterali chiamati items; D un insieme di transazioni, 
dove ogni transazione T è un sottoinsieme di items tali che T⊆ I; X un insieme di 
items, detto itemset. Diciamo che la transazione T contiene l’itemset X se X ⊆ T. Si 
può definire il supporto di X su D come la percentuale delle transazioni di D che 
contengono X. 
Una regola di associazione (RdA) è allora un’implicazione della forma X ? Y, dove 
X ⊆ I, Y ⊆ I, X ∩ Y = ∅;  
Su tale regola possono essere definiti due parametri: 
• la regola ha un supporto s su D se l’s% delle transazioni in D contengono    X 
∪ Y; quindi: 
supporto=P(X ∪ Y) 
• la regola di associazione ha una confidenza c se il c% delle transazioni di D 
che contengono X contengono anche Y ; quindi: 
confidenza (X ? Y) = P(Y|X) 
Un itemset che soddisfa un supporto minimo è detto frequente. Una regola è detta 
forte se soddisfa un supporto ed una confidenza minima.  
Esempio 
Consideriamo l’itemset I = {A,B,C,D,E,F} con l’insieme delle transazioni riportare in 
Tabella 1.1. Supponiamo di fissare le soglie per il supporto e la confidenza minime a 
0.50 (50%). 
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Tabella 1.1 – Transazioni di acquisto 
 
Si ha: 
• Supporto ({A}) = 0.75 quindi {A} è un itemset frequente 
 
• Supporto ({A,B}) = 0.25 quindi {A,B} non è un itemset frequente 
 
• Supporto (A ? C) = Supporto ({A,C}) = 0.50 
 
• Confidenza (A ? C) = Supporto ({A,C}) / Supporto ({A}) = 0.66 
 
• La regola A ? C è una regola forte perché soddisfa supporto e confidenza 
minimi 
L’insieme degli itemset frequenti è riportato in Tabella 1.2 





Tabella 1.2 – Itemset frequenti relativi alle transazioni di tabella 1.1 
Da questo esempio, si intuisce il meccanismo che sta alla base dei concetti di supporto 
e confidenza: 
• Il supporto di una regola denota la frequenza della regola all’interno delle 
transazioni; un alto valore significa che la regola appare in una parte 
considerevole del database. 
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• La confidenza denota invece la percentuale delle transazioni contenenti X che 
contengono anche Y; è quindi una stima della probabilità condizionata in 
quanto esprime una misura della validità dell’implicazione logica. 
 
 
Algoritmi per l’estrazione di RdA 
L’estrazione di una regola di associazione consiste prima nel trovare set di items 
frequenti (cioè X e Y soddisfano la soglia minima di supporto) dai quali sono generate 
forti regole di associazioni  nella forma X⇒Y. 
Queste regole soddisfano anche una minima soglia di confidenza, cioè una specificata 
probabilità che soddisfa Y sotto la condizione che X è soddisfatta. 
L’algoritmo Apriori è un efficiente algoritmo per l’estrazione di RdA; esso si basa 
sulla proprietà: 
 
“Dato Y un insieme di items, se Y è frequente e X Y allora anche X è frequente”. ⊆
 
Alla k-esima iterazione (k>1), l’algoritmo forma (k+1)-itemset frequenti con 
cardinalità (k+1) basati sui frequenti k-itemset con cardinalitè k e scandisce il 
database una sola volta per trovare il completo set di (k+1)-itemset frequenti, Lk+1 
[2]. 
La ricerca attuale ha prodotto molte varianti per migliorare l’efficienza dell’Apriori 
[14, 15, 16, 17] basate su tabelle hash [18], partizionamento dei dati [20], riduzione 
delle transazioni o riduzione del numero delle scansioni del database [15, 18, 19]. 
 
Classificazione delle RdA 
Le regole di associazione possono essere classificate in alcune categorie basate su 
diversi criteri: 
• Tipo di valori: si dividono in regole di associazione booleane e regole di 
associazione quantitative. Le prime rappresentano la presenza o l’assenza di 
un item, le seconde, invece, sono utilizzate per attributi con valore discreto, 
cioè in questo caso interessa oltre la presenza dell’item anche che esso 
appartenga ad un intervallo discreto di valori. 
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• Dimensione dei dati: si dividono in regole di associazione single-dimensional 
(cioè ogni attributo all’interno della regola si riferisce ad una singola 
dimensione) ed in regole di associazione multi-dimensional (cioè la regola 
riferisce a due o più dimensioni). 
• Livello di astrazione: si dividono in single-level (l’analisi avviene ad un solo 
livello di astrazione) e multi-level (l’analisi avviene a differenti livelli di 
astrazione, in questo modo un attributo può essere specializzato o 
generalizzato in accordo ad una gerarchia di concetti). 
 
1.3.2 Classificazione 
La classificazione è il processo che trova un insieme di modelli che descrivono 
diverse classi di dati che saranno in seguito applicati ad oggetti non ancora 
classificati. 
Il processo di classificazione si articola in due passi[2]:  
• nel primo è costruito un modello che descrive un predeterminato set di classi; 
• nel secondo il modello costruito è utilizzato per classificare nuovi dati di cui 
ignoriamo l’attributo di classificazione.  
La costruzione del modello avviene analizzando le tuple del database, esse sono 
descritte dagli attributi ed ognuna appartiene ad una certa classe fra un determinato 
numero di classi. 
L’appartenenza di una tupla ad una classe è determinata da uno degli attributi 
chiamato attributo di classificazione (class label attribute). 
Le tuple utilizzate per definire il modello formano il training data set, cioè un 
database campione costituito da esempi pre-classificati, nel quale ogni tupla contiene 
un valore ben preciso per l’attributo di classificazione.  
Dopo la fase di training (cioè della costruzione del modello), c’è la fase di test per 
controllare l’accuratezza del modello usando il test set formato da un insieme di tuple 
precedentemente classificate diverse da quelle inserite nel training set. 
La misura di accuratezza è uguale alla % degli esempi del test set che sono 
correttamente classificati dal modello. 
La classificazione è un classico problema estensivamente studiato in statistica, 
nell’apprendimento automatico e nelle reti neurali. 
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Alcune applicazioni della tecnica di classificazione sono[9]: 
• classificazioni di tendenze di mercato; 
• identificazione automatica delle immagini; 
• identificazione dei rischi su assicurazioni o mutui; 





































(Sole, Debole, yes) 
If (prospettiva = “sole”) 
and (vento = “debole”) 
then play = “yes”
Classificazione attraverso alberi 
Il modello fondamentale a cui si riferisce la classificazione è un albero detto albero di 
classificazione. 
Un albero di classificazione  è una struttura ad albero dove ogni nodo interno denota 
un test su un attributo, ogni ramo rappresenta il possibile valore dell’attributo 
soprastante, mentre le foglie dell’albero sono etichettate con i differenti valori 
dell’attributo da classificare. 
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Secondo questa soluzione, un oggetto può essere classificato seguendo un percorso 
lungo l’albero dalla radice alla foglia, la quale contiene il valore di classificazione 
cercato. 
Gli alberi di decisione sono più veloci rispetto ad altri metodi, sono facili da 
interpretare attraverso le regole di classificazione e possono essere convertiti in 
interrogazioni SQL per interrogare la base di dati [9]. 
La classificazione attraverso gli alberi di decisione si può dividere in due fasi [9]: 
• La fase di building: si costruisce l’albero iniziale, partizionando ripetutamente 
il training set sul valore di un attributo, fino a quando tutti gli esempi in ogni 
partizione appartengono ad una sola classe. 
• La fase di pruning: si pota l’albero, eliminando rami inutili o dovuti a 
fluttuazioni statistiche. 
Consideriamo, per esempio [2], 
Età Reddito Studente Stima del credito Compra_computer 
<=30 Alto No Discreto No 
<=30 Alto No Eccellente No 
31..40 Alto No Discreto Yes 
>40 Medio No Discreto Yes 
>40 Basso Yes Discreto Yes 
>40 Basso Yes Eccellente No 
31.40 Basso Yes Eccellente Yes 
<=30 Medio No Discreto No 
<=30 Basso Yes Discreto Yes 
>40 Medio Yes Discreto Yes 
<=30 Medio Yes Eccellente Yes 
31..40 Medio No Eccellente Yes 
31..40 Alto Yes Discreto Yes 
>40 Medio No Eccellente No 
Tabella 1.3 – Training set per Compra_computer 
il training set riportato nella Tabella 1.3 da cui interessa estrarre un albero di decisione 
che permetta di classificare nuove tuple relative ai potenziali clienti che acquisteranno 
un computer. L’attributo di classificazione in questo caso è Compra_computer che può 
assumere soltanto due valori possibili. Il classificatore ottenuto è mostrato in figura 1.8. 
L’albero consente di stabilire se un cliente sarà un potenziale acquirente di computer. 
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Come si può notare, le foglie contengono solo uno dei possibili valori dell’attributo di 
classificazione (yes, no); in questo caso il modello estratto prende il nome di albero di 
decisione. Per classificare una nuova istanza è sufficiente partire dalla radice e 
procedere verso le foglie, selezionando, ad ogni livello, l’attributo specificato dal nodo 
corrente e procedendo lungo l’arco etichettato con il valore assegnato all’istanza. Il 
valore di classificazione da assegnare sarà quello della foglia raggiunta. 
Età ? 
Studente ? Stima del credito ? 










Figura 1.8– Albero di decisione per Compra_computer 
 




Uno degli algoritmi più conosciuti e usati per la classificazione è il C4_5 [13] basato 
sugli alberi. Esso è capace di trattare classi di problemi multiple e di manipolare tre 
tipi di attributi: binari, nominali, continui. 
C4_5 seleziona un modello random dentro il training set e ripete lo sviluppo del 
processo  sul modello tante volte per garantire che l’albero più promettente sarà quello 
scelto. 
La costruzione del modello avviene dividendo ricorsivamente l’insieme degli esempi 
in sottoinsiemi mediante un criterio detto criterio di splitting. 
Il criterio di splitting del C4_5 si basa sul concetto di Information Gain Ratio che 
utilizza concetti di teoria dell’informazione (entropia). Questo approccio minimizza il 
numero di test necessari per associare una classe ad un nuovo esempio e garantisce la 
costruzione di un albero “semplice”. 
Formalmente: 
Capitolo 1 - Stato dell’arte: KDD e Data Mining 33 
Sia S il training set, sia |S| il numero di records in S, sia C={C1,..,Cn} un set di valori 
ammessi per la classe C e sia freq(Cj,S) il numero di record in S che hanno come 
classe  Cj  (1 j n). ≤ ≤
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L’informazione necessaria per dividere S in n sottoinsiemi distinti {Si}, rispetto al 
risultato sul test di un attributo A è 
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Il guadagno ottenuto scegliendo A come attributo di splitting  è calcolato come: 
 
( ) ( ) ( )Again A Info S Info S= − . 
Un problema legato al gain come criterio di splitting è che tende a scegliere attributi 
con molti valori che si possono rivelare sbagliati. Questo problema è risolto dal 
gainRatio, che normalizza il gain usando l’informazione ottenuta dallo split di S 
rispetto al valore di A. 








dove splitInfo è calcolato così: 
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C4_5 può manipolare tre tipi di tests[12]: 
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• Un test standard su un attributo discreto producendo un ramo per ogni suo 
possibile valore  
• Un test più complesso, basato su un attributo discreto, nel quale ogni valore è 
associato ad un gruppo. Il numero di gruppi non è fissato e ogni gruppo è 
associato a un risultato che  sarà associato al ramo che si riferisce al valore in 
quel gruppo  
• Un test binario basato su un attributo a valori continui. Per esempio, dato un 






I classificatori Bayesiani possono predire la probabilità che un’istanza appartiene ad 
una particolare classe; essi sono basati sul teorema di Bayes, che brevemente ricordo. 
 
Teorema di Bayes: Sia X una tupla per la quale non si conosce il valore della classe. 
Sia H un’ipotesi su X tale che: X appartiene ad una certa classe C. Per il problema 
della classificazione vogliamo determinare la probabilità a posteriori che H valga 
sapendo che X è verificata: 
( | ) ( )( | )
( )
P X H P HP H X
P X
=  
dove P(H|X) è la probabilità di H conoscendo X, mentre P(X|H) è la probabilità a 
posteriori di X conoscendo H. 
La probabilità di Bayes è una proprietà dell’osservatore che assegna la probabilità, 
una sua diretta conseguenza è la riduzione dello spazio delle alternative e una 
riduzione della complessità del problema. 
I teorema di Bayes è utilizzato per la costruzione degli alberi, per esempio nel 
classificatore Naive Bayes, che introduce la seguente ipotesi: gli attributi da 
classificare devono essere tra loro indipendenti rispetto al valore della classe. 
L’ipotesi consiste nel fatto che la probabilità condizionata di un vettore di valori degli 
attributi rispetto alla classe è ricondotta al prodotto delle probabilità condizionate dei 
singoli valori: 
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p(A1=a1 ∧…∧ Am=am|C=cj) = p(A1=a1 | C=cj) ⋅… ⋅p(Am=am | C=cj) 





∏ P(ak | Cj). 
Ogni P(ai |Cj) può essere calcolato considerando  gli esempi nel training set dove: 




 dove sji  è il 
numero di esempi associati alla classe Cj che ha il valore ai  per l’attributo kth, 
mentre sj  è il numero totale degli esempi nel training set associato alla classe 
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σ  sono la media e la varianza standard dei valori dell’attributo k per le 
istanze del training  associate alla classe Cj . 
 
Il classificatore Naive Bayes [8] gestisce i valori mancanti ignorando le istanze 
durante il calcolo della stima della probabilità, però purtroppo l’assunzione di 
indipendenza può non essere valida per qualche attributo. 
 
1.3.3 Clusterizzazione 
Il clustering  non si basa su una qualche conoscenza a priori e gli oggetti analizzati 
sono raggruppati in cluster affinchè ogni oggetto all’interno dello stesso cluster sia il 
più simile possibile ad ogni altro oggetto nello stesso cluster (similarità) e il più 
diverso possibile da ogni altro oggetto non appartenente allo stesso cluster 
(dissimilarità). 
L’analisi di cluster è un importante attività umana che raggruppa oggetti in cluster. 
Il clustering è anche definito come unsupervised classification, in questo caso però 
non abbiamo classi predefinite. 
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Questa tecnica è utilizzata sia come strumento per capire la distribuzione dei dati sia 
come passo di preprocessing per altri algoritmi. 
Il clustering è utilizzato in diverse applicazioni tra le quali [8]: 
• nel web per classificare i documenti o cluster di weblog per scoprire gruppi di 
accessi simili; 
• image Processing e Pattern recognition; 
• nello studio di terremoti per costruire cluster di epicentri 
• …. 
 
Il clustering differisce dalla classificazione in quanto non si basa sul calcolo di un 
singolo attributo, ma lavora su elementi definiti da un certo numero di attributi e li 
assegna ad un gruppo (il cluster) in base alle loro somiglianze. 
Un buon metodo di clustering produrrà cluster di alta qualità con alta similarità intra-
class e bassa similarità inter-class. 
La qualità del risultato del clustering dipende dalla misura di similarità usata e dallo 
specifico algoritmo usato, inoltre è anche misurata in base alla sua abilità di scoprire  
alcuni o tutti i pattern nascosti. Un possibile modo per esprimere la similarità tra 
oggetti è di utilizzare una funzione distanza d(i,j) la cui definizione è diversa a 
seconda del tipo di variabili trattate. 
 Ad esempio, una popolare misura di distanza per oggetti p-dimensionali (array) è la 
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 dove i = (xi1, xi2, …., xip) e j = (xj1, xj2, …. , xip) sono oggetti p-dimensionali e q è un 
intero positivo (se q=1 si ottiene la distanza di Manhattan, se q=2 si ha la distanza di 
Euclide).  
Generalmente un database contiene vari tipi di variabili, ad esempio booleane, a valori 
nominali o continui, variabili intervallo. E’ quindi necessario utilizzare la misura di 
distanza più opportuna per ogni tipo di variabile e combinare i loro effetti attraverso 
una formula pesata. 
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Algoritmi di clustering 
Il clustering è una materia di ricerca continua nel DM e sono stati scoperti un gran 
numero di algoritmi che si possono distinguere nelle seguenti categorie principali in 
base al tipo di metodo utilizzato [2]: 
• Metodo di partizionamento 
• Metodo gerarchico 
• Metodo basato sulla densità 
• Metodo basato su griglia 
• Metodo basato su modello 
 
Metodo di partizionamento 
Un metodo di partizionamento prima crea un set iniziale di k partizioni, dove il 
parametro k è il numero di partizioni da costruire; poi utilizza una tecnica di 
rilocazione iterativa che tenta di migliorare il partizionamento spostando oggetti da un 
gruppo ad un altro. 
Il più importante algoritmo di questa categoria è il k-means (Figura 1.9) che è basato 
su metodi euristici. 
 
Figura 1.9-Esempio di iterazione dell’algoritmo k-means 
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 Dato in ingresso il numero di clusters da estrarre k, l’algoritmo procede con i passi 
seguenti: 
1. Si partizionano gli oggetti del database in k clusters non vuoti 
2. Si calcolano i k centroidi associati ai clusters della partizione corrente. Il 
centroide è il centro, ossia il punto di media del cluster. 
3. Viene riassegnato ogni oggetto al cluster il cui centroide calcolato sopra è più 
vicino 
4. Si ripete il passo 2 finché non ci sono più assegnamenti o finché non si verifica 
una condizione di terminazione stabilita a priori 
Nella ricerca sono state proposte ulteriori varianti dell’algoritmo che differiscono 
nella selezione dei centri iniziali, nel calcolo della media e nella definizione di 
distanza; un esempio è il k-medoids in cui l’assegnamento degli elementi ad ogni 
cluster avviene tenendo conto della distanza dalla mediana (l’elemento più centrale 
del cluster) in sostituzione della media. 
Un altro algoritmo che appartiene alla categoria del metodo di partizionamento è 
CLARA (Clustering LARge Applications) evolutosi successivamente in CLARAS 
(Clustering Large Applications based upon RANdomized Search) nato per migliorare 
la scalabilità su grossi database; l’idea di base è di calcolare i centri dei clusters 




Il metodo gerarchico crea una decomposizione gerarchica di un dato set di oggetti. 
Può essere classificato a seconda del tipo di decomposizione degli oggetti in: 
• agglomerative (botton-up) il quale inizia inserendo ogni oggetto nel proprio 
cluster e poi unendo i clusters atomici con altri più grandi per formare clusters 
sempre più vasti fino a quando tutti gli oggetti appartengono ad un unico 
cluster;  
•  divisive (top-down) il quale al contrario del primo inizia con tutti gli oggetti 
che appartengono ad un unico cluster che man mano è suddiviso in clusters 
sempre più piccoli fino a quando ogni oggetto forma il proprio cluster.  
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Alcuni algoritmi appartenenti a questo metodo sono CURE dove l’oggetto è 
analizzato collegandolo ad ogni partizionamento gerarchico  e BIRCH nel quale 
l’oggetto è analizzato integrando altre tecniche di clustering come la rilocazione 
iterativa. 
 
Metodo basato sulla densità 
Questo metodo si basa sul concetto di densità, cioè sul numero di oggetti all’interno di 
un dato raggio; in questo caso vengono aggiunti oggetti ai clusters finché la densità 
non supera una soglia minima prefissata. 
Un algoritmo appartenente a questo metodo è il DBSCAN il quale scopre cluster di 
forma arbitraria in database spaziali con noise/outlier. 
 
Metodo basato su griglia 
Il metodo basato su griglia prima quantifica lo spazio degli oggetti in un numero finito 
di celle che formano una struttura a griglia e poi esegue il clustering su quest’ultima. 
STING è un tipico esempio di metodo su griglia che si basa su informazioni 
statistiche memorizzate nelle celle.  
 
Metodo basato su modello 
Il metodo basato su modello ipotizza un modello per ogni clusters e trova il dato più 
idoneo a quel modello, basandosi sull’assunzione che i dati sono generati secondo 
distribuzioni probabilistiche ben precise. 
Questo metodo per generare i modelli utilizza due principali approcci: uno statistico 
ed uno di rete neurale. 
Un popolare esempio che appartiene al primo approccio è COBWEB che crea un 
clustering gerarchico nella forma di alberi di classificazione  dove i suoi oggetti di 
input sono descritti come una coppia di valori attributo-valore. 
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Capitolo 2  
Sequential Pattern 
Tra le differenti tecniche di data mining,  sequential pattern mining  può ottenere 
l’informazione più significativa da una base di dati  considerando il fattore tempo. 
Sequential pattern mining cerca di trovare le relazioni esistenti tra le occorrenze di 
eventi sequenziali.  
Il database è visto come una  sequenza di dati, ogni transazione è un insieme di items 
(itemset) ed ogni sequenza è una lista di transazioni ordinata nel tempo [21]. 
Il problema dell’estrazione di frequent patterns in un insieme di sequenze di dati 
insieme ad alcuni algoritmi fu introdotto da Agrawal e Srikant [7], essi consideravano 
i patterns (chiamati sequential patterns) come sequenze di insiemi di items e la misura 
che esprimeva quanto uno di essi fosse interessante era data dalla percentuale dei data 
sequence contenenti il pattern (supporto) [6]. 
In seguito ci furono altre formulazioni del problema e furono aggiunte le gerarchie 
sugli items e i vincoli di tempo; inoltre ci fu la scoperta di patterns (detti episodi) che 
hanno differenti tipi di ordinamento:full (episodi seriali), none (episodi paralleli) o 
partial [6]. 
La scoperta di relazioni sequenziali o pattern presenti in tali dati è utile per vari scopi 
come descrizione dei dati, predizione di eventi, identificazione di regole sequenziali 
che caratterizzano differenti classi di dati. 
La tecnica del sequential pattern mining è utilizzata in molte applicazioni diverse tra 
loro: nei database che memorizzano gli acquisti dei clienti per scoprire strategie di 
produzione e marketing, nell’analisi dei Web Log  per fornire accessi più facili ai 
links importanti e per migliorare la struttura del sito, nelle reti di telecomunicazione 
per scoprire comportamenti anomali ed intrusioni e nelle sequenze del DNA [21]. 
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2.1 Argomento correlato: estrazione di episodi 
Nell’introduzione parlando un po’ della storia dei pattern sequenziali, ho parlato di 
alcuni tipi di patterns: gli episodi. 
Un episodio è definito come un insieme di eventi che occorrono con un ordine 
definito parzialmente all’interno di un determinato limite di tempo (time-window) 
[25]. 
Essi sono collezioni di eventi che occorrono insieme frequentemente. Ci sono tre 
forme di episodi [24]: 
• episodi seriali: dentro una finestra di tempo gli eventi dovrebbero occorrere in 
un ordine specifico;      
• episodi paralleli: non includono vincoli sull’ordine relativo degli eventi; 
• episodi composti: sono formati da composizioni di eventi seriali e paralleli, si 
ha un ordinamento parziale. 
Esempio (Figura 2.1 [25]): 
L’episodio α  è un episodio seriale: gli eventi di tipo E e F occorrono in questo ordine 
nella sequenza e tra questi due ci possono essere occorrenze di altri eventi. 
L’episodio β è un episodio parallelo: non c’è nessun vincolo sul relativo ordine di A e 
B. 
L’episodio γ è composto: esso occorre in una sequenza se ci sono occorrenze di A e B 
e queste precedono un’occorrenza di C; non c’è nessun vincolo di ordinamento tra A e 
B. 
                                                    
                                                           A A
C 
B





         α                                              β                                                     γ  
Figura 2.1-Episodi α, β, e  γ 
 
L’obiettivo è di trovare relazioni tra occorrenze sequenziali di particolari eventi. 
La forma più generale di una relazione sequenziale valida può essere rappresentata 
attraverso un grafo diretto ciclico [24] dove il nodo rappresenta un evento o un 
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insieme di eventi ed un arco diretto dal nodo A al nodo B indica che gli eventi A 
occorrono prima degli eventi B. 
Alcuni nodi sono associati ad un insieme di eventi prima del processo di discovery, 
che chiamiamo event constraints [24], altri nodi, invece sono associati a diversi 
possibili insiemi di eventi durante il processo discovery.  
Gli episodi frequenti possono essere usati per ottenere regole che descrivono 
connessioni tra eventi. 
Definiamo formalmente un episodio [25]: 
Un episodio α è una tripla (V, ≤ , g) dove V è un insieme di nodi, ≤  è un ordinamento 
parziale su V e g: V E indica l’associazione tra ogni nodo ed un tipo di evento. →
Gli eventi in g(V) devono occorrere nell’ordine descritto da ≤ : l’episodio α sarà 
parallelo se l’ordinamento parziale ≤  è insignificante, sarà invece seriale se la 
relazione  è un ordinamento totale. ≤
 
2.1.1 Algoritmi per estrarre episodi 
In questo paragrafo vediamo brevemente gli approcci utilizzati da i due algoritmi 
principali per l’estrazione di episodi frequenti  Winepi e Minepi [24, 25]. 
Formalmente il problema può essere definito nel seguente modo: 
Data una classe di episodi e un input di sequenze di eventi trovare tutti gli episodi che 
occorrono frequentemente nella sequenza di eventi. 
L’algoritmo Winepi trova prima tutti gli episodi frequenti di piccole dimensioni e poi 
progressivamente cerca gli episodi frequenti con dimensioni più grandi, mentre 
l’algoritmo Minepi trova gli episodi frequenti  utilizzando le occorrenze minimali. 
Per la soluzione del problema  abbiamo quindi  due approcci diversi, ora vediamo più 
in dettaglio come si comportano i due algoritmi. 
 
Winepi 
Data una sequenza di eventi s, un insieme di episodi ε , una finestra ampia win e una 
soglia di frequenza min_fr l’algoritmo trova l’insieme F(s, win, min_fr) degli episodi 
frequenti.  
Winepi esegue una ricerca accurata in ampiezza (breadth-first) nella classe degli 
episodi utilizzando la relazione di sottoepisodio e iniziando dagli episodi più generali, 
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cioè quelli con un solo evento. Ad ogni livello l’algoritmo prima calcola una 
collezione di episodi candidati e poi controlla la loro frequenza nella sequenza di 
eventi; la generazione dei candidati segue il lemma sottostante [25]: 
Se un episodio α è frequente in una sequenza di eventi s, allora tutti i sottoepisodi β≤α 
sono frequenti. 
Seguendo questa regola l’algoritmo non prende in considerazione gli episodi che 
possono non essere frequenti, infatti l’insieme dei candidati consiste di episodi dove  
tutti i più piccoli sottoepisodi sono frequenti. 
L’individuazione degli episodi all’interno delle sequenze avviene in maniera 
incrementale: per due finestre w = (w, ts, ts+win) e w’ = (w’, ts+1, ts+win+1), le 
sequenza  w e w’ hanno eventi simili [24]. 
Utilizzando il vantaggio della similarità dopo il riconoscimento degli episodi in w, 
l’algoritmo fa un aggiornamento incrementale alla struttura dati per realizzare lo shift 
della finestra e ottenere w’. 
L’algoritmo inizia considerando la finestra vuota appena prima dell’input della 
sequenza e finisce dopo aver considerato la finestra vuota subito dopo la sequenza.  
Questo metodo incrementale garantisce che durante il calcolo della frequenza degli 
episodi vengono prese in considerazione solo le finestre utili sull’input delle sequenze. 
 
Minepi 
L’algoritmo invece di guardare le finestre e considerare solo se un episodio occorre o 
meno in una finestra, trova le esatte occorrenze di episodi e le relazioni tra di esse. 
L’idea si basa sulle occorrenze minimali che si identificano con un intervallo di tempo 
nel seguente modo: 
Dato un episodio α e una sequenza di eventi s, diciamo che l’intervallo [ts , te] è 
un’occorrenza minimale di α in s, se α occorre nella finestra w=(w, ts , te) su s e se α 
non occorre in alcuna sottofinestra di w, cioè non deve occorrere nella finestra 
w’=(w’, t’s , t’e) su s tale che  ts≤ t’s, t’e≤ te, e ampiezza(w’)< ampiezza(w). 
 
L’insieme delle occorrenze minimali di un episodio α in una sequenza di eventi è 
indicato così: mo(α)={[ ts , te ) | [ ts , te) è un’occorrenza minimale di α}. 
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Uno dei vantaggi di questo approccio  è che si focalizza sulle occorrenze degli episodi 
e che permette facilmente di trovare regole con l’utilizzo di due finestre ampie, una 
per la parte sinistra della regola e l’altra per l’intera regola; per esempio “se A e B 
occorrono entro 15 secondi allora C segue entro 30 secondi” [25]. 
Il metodo utilizzato è semplice ed efficiente e le frequenze delle regole sono ottenute 
velocemente, ma soprattutto se si vuole modificare le ampiezze delle finestre non c’è 
bisogno di effettuare un’ulteriore analisi. 
Per ogni episodio frequente Minepi memorizza la posizione delle sue occorrenze 
minimali e durante la fase di individuazione può anche calcolare le posizioni delle 
occorrenze minimali di un episodio candidato α come l’unione temporale di due 
occorrenze minimali di due sottoepisodi di α. 
L’approccio utilizzato dall’algoritmo Minepi dà più potere per rappresentare 
connessioni tra eventi così fornisce regole con due limiti di tempo. 
 
2.2 Concetti di base 
In questa sezione cerchiamo di definire il problema dei patterns sequenziali dando 
alcune definizioni [22] importanti che ci saranno utili nel corso della trattazione. 
Utilizzando come riferimento il database di sequenze della Tabella 2.1, supponiamo 
che il database riguardi le transazioni di acquisto in una libreria e che quindi le lettere 








Tabella 2.1- Database di sequenze [22] 
 
L’insieme degli n elementi distinti presenti nel database si indica con  I ={x1,….,xn} e 
ciascun elemento è detto item. 
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Nell’esempio, gli items in I sono i libri della libreria. 
I può avere associato un insieme di attributi come: valori, prezzo, profitto, periodo, 
ecc. Il valore su un attributo A dell’item x è indicato con x.A. 
Un itemset è un sottoinsieme non vuoto di items ed un itemset con k elementi è 
chiamato k-itemset. 
 
La prima riga e seconda colonna del database individuano una cella contenente tre 
itemset, chiamati anche transazioni, e sono rispettivamente: (a), (bc) e (e). Per 
semplicità le parentesi sono omesse quando un itemset è formato da un unico 
elemento. Nell’esempio, gli elementi di una transazione rappresentano i libri comprati 
nella stessa occasione. 
 
Una sequenza α = < X1,….,Xm > è una lista ordinata di itemsets.  
Un itemset Xi  (1 ≤ i ≤ m) in una sequenza è detto una transazione. Una transazione Xi  
può avere un attributo speciale, time-stamp, indicato con Xi.time nel quale è 
memorizzato il momento in cui la transazione è stata eseguita. 
 
Gli elementi della seconda colonna del database rappresentano delle sequenze; ogni 
sequenza è costituita infatti da transazioni che sono ordinate rispetto al tempo. Per 
esempio la prima sequenza descrive le transazioni d’acquisto di un cliente che in tre 
occasioni diverse ha comprato in ordine di tempo la prima volta il libro a, la seconda 
due libri, b e c, la terza il libro e. 
 
Il numero di transazioni in una sequenza è detta length (lunghezza) della sequenza. 
Data la sequenza α la sua lunghezza è espressa anche come | α |.  Una sequenza α con 
lunghezza l è chiamata l-sequence, denotata come | α |=l. L’i-esimo itemset di una 
sequenza è indicato con α[i]. 
 
Dall’esempio, la prima sequenza è lunga 4, la seconda è lunga 7, la terza è lunga 9 e 
infine l’ultima è lunga 5; rispettivamente esse hanno 4, 7, 9 e 5 items. Si noti che la 
lunghezza di una sequenza è indipendente dal numero di itemset che la compongono. 
 
Una sequenza α = < X1,….,Xm > è detta una subsequence (sottosequenza) di un’altra 
sequenza β = < Y1,….,Yn > (m ≤ n) e β una super-sequence (supersequenza) di α, 
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indicata come α β, se esiste un intero 1 ≤ i⊆ 1 <…<im ≤ n tale che X1  Yi⊆ 1,…, Xm 
⊆Yim . 
 
La sequenza <(ab)d> è una sottosequenza di <e(ab)(bc)dd> e di <c(aef)(abc)dd>, a 
loro volta entrambe queste sequenze sono supersequenze della prima. 
 
Un sequence database (SDB) è una coppia (sid, α), dove sid è un sequence-id ed α 
una sequenza. Un esempio di database di sequenze è proprio il database della Tabella 
2.1. 
 
Si dice che una sequenza γ è contenuta in una coppia (sid, α), se γ è una sottosequenza 
di  α. Per esempio la coppia (10,< a(bc)e >) contiene la sequenza < (bc) >, infatti < 
(bc) > è una sottosequenza di < a(bc)e >. 
 
Il numero di coppie in un SDB che contengono la sequenza γ è detto supporto di γ e si 
indica con sup(γ). Il supporto della sequenza < (ab)d > è 2, sono due infatti le 
sequenze del database che la contengono. 
 
Si definisce anche il supporto con percentuale di una sequenza come il rapporto fra il 
suo supporto e il numero di sequenze nel database: 
sup( )( )
| |DBS DBS
ασ α =  
 
Riferendosi all’esempio precedente, il supporto percentuale di (ab)d  è 50%. 
 
Dato un intero positivo min_sup come soglia del supporto, una sequenza γ è un 
sequential pattern in un SDB se  sup(γ) ≥ min_sup. 
 
Fissando una soglia di supporto pari per esempio al 75%, alcuni pattern sequenziali 
del database della tabella 2.1 sono: a(bc), e, dd. 
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Il  problema del sequential pattern mining si occupa di trovare l’insieme completo di 
patterns sequenziali rispetto ad un dato sequence database e una data soglia min_sup 
del supporto.   
Come in molti problemi sui pattern sequenziali frequenti ci sono due grandi difficoltà: 
• Effectiveness (efficacia): l’operazione di estrazione può ritornare una grande 
quantità di patterns, molti dei quali potrebbero non essere interessanti 
all’utente 
• Efficiency (efficienza): considera sostanzialmente l’efficienza del processo per 
estrarre il completo insieme di sequential patterns in una grande basi di dati di 
sequenze. 
 
L’estrazione dei patterns basata sui vincoli può superare entrambe le difficoltà poiché 
i vincoli generalmente rappresentano l’interesse dell’utente che limita sotto un 
particolare insieme di condizioni il numero di patterns da  trovare. 
Dato un constraint (vincolo) C per un sequential pattern α sia C(α) una funzione 
booleana. Il problema del sequential pattern mining basato su vincoli è di trovare 
l’insieme completo di patterns sequenziali che soddisfano il vincolo C e si indica con 
SAT(C). 
 
2.3 Algoritmi per estrarre Sequential Pattern 
Il Sequential Pattern Mining è stato intensamente studiato durante gli anni recenti, 
così esistono una grande varietà di algoritmi per la loro estrazione, tra i quali 
ricordiamo AprioriAll [7], GSP [27], SPADE [30], PrefixSpan [28, 45], SPIRIT [24, 
29], FreeSpan [17]. 
In generale il compito di questi algoritmi è di prendere in pasto i dati e di restituire i 
pattern sequenziali trovati lavorando in maniera iterativa o ricorsiva a partire da un 
database contenente i dati in esame e il supporto che deve essere verificato. 
Dall’analisi di questi algoritmi abbiamo realizzato una loro classificazione sulla base 
di alcune caratteristiche. 
Gli algoritmi si possono distinguere nel seguente modo: 
• sul tipo di formattazione dei dati  
• utilizzano o meno le restrizioni 
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• utilizzano il supporto fisso o no 
• rispettano o meno la proprietà di Apriori 
• l’algoritmo si svolge in memoria principale o si fanno accessi al disco 
Nei prossimi sottoparagrafi andiamo ad esaminare in maniera approfondita queste 
caratteristiche. 
 
Algoritmo Restrizioni Supporto Main-Memory Formato dati 
AprioriAll No Fisso no O 
GSP No Fisso no O 
Spirit Sì Fisso no O 
Spade No Fisso sì V 
cSpade Sì Fisso no V 
FreeSpan No Fisso no P 
PrefixSpan No Fisso sì P 
PrefixGrowth Sì Fisso no P 
GenPrefixGrowth Sì Fisso sì P 
SLPminer No Variabile no P 
FORMATO DATI: O: Orizzontale, V: Verticale, P:Proiezione 
Tabella 2.2 –Riassunto caratteristiche algoritmi 
 
2.3.1 Metodo di formattazione dei dati 
Un’altra suddivisione può essere data esaminando il metodo di formattazione dei dati 
utilizzato, individuiamo così tre classi di algoritmi: 
1. Apriori-based, metodo di formattazione orizzontale 
2. Apriori-based, metodo di formattazione verticale 
3. projection-based, metodo di crescita di pattern basata su proiezione 
 
Supponiamo di essere nel dominio di Web Usage Mining, di avere come input 
delle visite di utenti (Tabella 2.3 [26] ) e di voler conoscere i pattern sequenziali 
in questi dati. 
La maggior parte degli algoritmi per l’estrazione di pattern sequenziali utilizzano una 
formattazione orizzontale dei dati; in questo caso il database consiste di un insieme di 
sequenze di input, ognuna di essa ha un insieme di eventi (itemset) formati da items. 
Dopo la prima scansione si ottiene come risultato gli items frequenti con il relativo 
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supporto; ad ogni generico passo i dati esaminati sono sempre le possibili 
sottosequenze candidate ed il relativo supporto (vedi la Tabella 2.4 [26]). 
UserId Time Visit 
1 10 3,4 
1 15 1,2,3 
1 20 1,2,6 
1 25 1,3,4,6
2 15 1,2,6 
2 20 5 
3 10 1,2,6 
4 10 4,7,6 
4 20 2,6 
4 25 1,7,8 
 
                        Tabella 2.3- Database originale 
 
 
        Tabella 2.4 –Formattazione dei dati orizzontale 
 
Nel caso della formattazione dei dati verticale, ad esempio utilizzata nell’algoritmo di 
Spade, per ogni item è mantenuta una lista detta id-list ed ogni sua entrata è una 
coppia (sid,eid) dove sid e eid sono rispettivamente la sequenza di input in cui l’item 
occorre e il time-stamp (vedi la Tabella 2.5 [26] ). 
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Tabella 2.5- Formattazione dei dati verticale 
 
Nel terzo caso, gli items frequenti sono utilizzati per proiettare ricorsivamente il 
database originale in un insieme di database più piccoli. 
Questo processo partiziona sia i dati che l’insieme dei patterns frequenti che devono 
essere testati, e restringe ogni test al corrispondente più piccolo database proiettato.  
La Tabella 2.6 [26] mostra i database proiettati dalle sequenze frequenti di lunghezza 




Tabella 2.6 - Formato dei dati ottenuto usando il metodo di proiezione 
 
2.3.2 Algoritmi con o senza restrizioni sui dati 
Come ho già detto in precedenza l’estrazione di sequential patterns basata sulle 
restrizioni aiuta a superare le difficoltà di effectiveness e di efficiency, focalizzando di 
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più l’interesse dell’utente e restringendo lo spazio di ricerca. In particolare, le 
restrizioni possono essere inserite nel processo di mining, e questo permette 
possibilmente di acquisire maggiore efficienza [22]. 
Vediamo un esempio [22]. Per caratterizzare una nuova malattia dei ricercatori 
possono voler trovare dei pattern sequenziali su dati costituiti da sintomi di malattia: 
“trovare pattern con restrizioni del tipo tosse da 2 a 7 giorni seguita da febbre in 
media da 37.5C° a 39C° con una temperatura media di 38+0.2C°, e tutti i sintomi 
appaiono in un lasso di tempo di 2 settimane”. 
Un pattern potrebbe essere “5 giorni di tosse più 4 giorni di febbre con forte mal di 
testa”. 
Comunque non è ancora chiaro come incorporare tutte le restrizioni nel processo di 
mining e nonostante siano essenziali per molte applicazioni non ci sono ancora studi 
sistematici su sequential pattern mining basati su restrizioni. 
Le restrizioni possono essere di vario tipo, vediamone alcune [22, 43, 45]: 
• restrizione di item. Specifica quali sono il particolare item o gruppi di item che 
dovrebbero essere o non essere presenti nei pattern; 
• restrizione di lunghezza. Specifica la lunghezza del pattern, dove la lunghezza 
può essere sia il numero di occorrenze di items o il numero di transazioni. 
Questo tipo di restrizione può anche essere specificata come il numero di item 
distinti o anche il numero massimale di item per transazione; 
• restrizione aggregata. E’ la restrizione su un aggregato di item in un pattern, 
dove la funzione aggregata può essere sum, avg, max, min...; 
• restrizione di durata (time-windows). Questo tipo di restrizione è definita 
solamente nei database dove ogni transazione in ogni sequenza ha associato 
un time-stamp. Essa richiede che il pattern appaia frequentemente nel 
database di sequenze tale che la differenza di time-stamp tra la prima e 
l’ultima transazione nel pattern debba essere più lunga o più corta di un dato 
periodo; 
• intervallo max/min fra gli elementi di una sequenza. Anche questo tipo di 
restrizione è definita solamente nei database dove ogni transazione in ogni 
sequenza ha associato un time-stamp. Essa richiede che il pattern appaia 
frequentemente nel database di sequenze tale che la differenza di time-stamp 
Capitolo 2 - Sequential Pattern 52 
tra ogni due transazioni adiacenti debba essere più lunga o più corta di un 
dato intervallo; 
• restrizione di espressione regolare CRE. E’ una restrizione specificata come 
un’espressione regolare su un insieme di item che usa un insieme stabilito di 
operatori di espressioni regolari, come la disgiunzione e la chiusura di Kleene. 
Un sequential pattern soddisfa CRE se e solo se il pattern è accettato dal suo 
automa deterministico a stati finiti equivalente; 
• restrizione super-pattern. E’ nella forma Cpat (α)≡( ∃  γ∈P . γ  α) dove P è 
un insieme di patterns dato. Trova i patterns che contengono un particolare 
insieme di patterns (γ) come sub-patterns. 
⊆
• restrizione Ω . E’ una tripla =( , ,ϕ θ σ ), dove ϕ  è un vincolo di contenuto 
(espresso con espressione regolare: verificare se una sequenza è accettata 
dall’automa a stati o con linguaggi liberi da contesto: verificare se una 
sequenza è accettata dall’automa a pila del linguaggio), θ  è un vincolo 
temporale (gap, maxspan, window size) e σ  è un vincolo esistenziale 
(supporto). 
 
In recenti studi sul problema dei constrained frequent pattern mining le restrizioni 
sono caratterizzate dalle nozioni di monotonicità, anti-monotonicita, concisione [22]. 
Una restrizione CM è detta monotona se data una sequenza α che soddisfa CM, allora 
ogni super-sequenza di α soddisfa CM. 
Una restrizione CA è anti-monotona se data una sequenza α che soddisfa CA, allora 
ogni sottosequenza non-vuota di α soddisfa  CA. 
Una restrizione è concisa se si usa una “formula” precisa e con quest’ultima si 
possono generare tutti i patterns che soddisfano questo tipo di restrizione. 
Si noti che esiste anche la restrizione di supporto, ma essendo così importante viene 
trattata in maniera approfondita nel paragrafo 2.3.2. 
2.3.2.1 Spirit 
L’algoritmo Spirit [24, 29] estrae tutti i patterns sequenziali che soddisfano la 
restrizione di espressione regolare CRE  specificata dall’utente, quindi il suo output è 
l’insieme delle sequenze frequenti nel database D che soddisfano il vincolo CRE. 
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L’esecuzione del programma alla k-esima iterazione genera k sequenze CK che 
soddisfano potenzialmente il vincolo ed esegue una fase di pruning utilizzando 
l’informazione ricavata dalle iterazioni precedenti. Alla fine di questa operazione 
l’esecuzione continua con la scansione del database per calcolare il supporto delle k 
sequenze candidate e crea l’insieme FK delle sequenze frequenti presenti in CK. 
Spirit  è simile nella struttura alla strategia di Apriori, però ha due differenze 
importanti [29]: 
1. rilassamento del vincolo C attraverso l’utilizzo di un vincolo più debole C’: 
il vincolo C’ è meno restrittivo rispetto al vincolo C se ogni sequenza che 
soddisfa C soddisfa anche C’, per esempio C = Nome(Pippo) e C’ = 
Nome(Pippo | Pluto) dove ‘|’ è il simbolo di disgiunzione; 
2. usando ad ogni iterazione sia nella generazione dei candidati che nella fase di 
pruning il vincolo rilassato C’: l’algoritmo mantiene l’insieme delle sequenze 
frequenti F che soddisfano il vincolo rilassato C’, F e C’ sono usati al passo k: 
a) nella generazione dei candidati per produrre un insieme di candidati CK 
che soddisfa C’ con la combinazione o l’estensione delle sequenze presenti 
in F; 
b) nella fase di pruning per eliminare da CK tutte le k sequenze candidate che 
contengono almeno una sottosequenza che soddisfa C’ e non appaiono in F. 
Spirit per ridurre il più possibile l’insieme delle k sequenze candidate ad ogni passo k 
utilizza due differenti tipi di pruning [29]: 
• pruning basato su vincoli (Constraint-based pruning)  
• pruning basato sul supporto (Support-based pruning) 
Il pruning basato su vincoli prova a restringere CK  rafforzando il vincolo di input C 
per renderlo più restrittivo, mentre il pruning basato sul supporto prova a restringere 
CK controllando la restrizione del minimo supporto per classificare le sottosequenze. 
La fase di calcolo dei candidati è la più costosa di tutto il processo di estrazione di 
pattern ed il suo overhead è direttamente proporzionale alla dimensione di CK, ma per 
rendere più efficiente l’organizzazione dei candidati si può utilizzare una  struttura di 
ricerca specializzata come un hash tree. 
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Esistono quattro algoritmi che differiscono tra loro solo per il livello di rilassamento 
dei vincoli utilizzato: SPIRIT(N), SPIRIT(L), SPIRIT(V), SPIRIT(R) (dal livello 
meno restrittivo a quello più restrittivo). 
2.3.2.2 cSpade 
L’algoritmo cSpade [31] è principalmente un estensione dell’algoritmo Spade con 
l’aggiunta di vincoli. Utilizza un formato dei dati verticale dove associa ad ogni item 
X presente nella sequenza la sua id_list (L(X)), che è la lista di coppie formata da tutte 
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• trovare sequenze caratterizzanti almeno una classe, cioè è applicabile per la 
classificazione di datasets dove ogni sequenza di input ha un’etichetta. 
L’approccio che utilizza è che ognuno di questi vincoli è pienamente integrato dentro 
il processo di mining e non in un passo successivo. 
Tutti i vincoli escluso l’intervallo massimo  sono class-preserving, quindi le sequenze 
frequenti possono essere elencate usando solo l’informazione locale delle classi 
suffisse. Due sequenze di lunghezza k fanno parte della stessa classe se hanno in 
comune lo stesso suffisso di lunghezza k-1. 
L’input della procedura atta a enumerare le sequenze è una classe suffissa insieme alle 
id_list per ogni suo elemento. Le sequenze frequenti sono generate unendo le id_list 
di tutte le coppie di sequenze distinte in ogni classe e controllando il supporto della id-
list risultato; questo processo è ricorsivo e si ripete fino a quando tutte le sequenze 
frequenti sono state enumerate (Tabella 2.8 [31]). 
 
A->B 
Tabella 2.8- Union suffissa delle due id-list per ottenre AB->B 
 
Per quanto riguarda invece il vincolo di intervallo massimo che non è class-preserving, 
usa un metodo di enumerazione più costoso ed inoltre ha bisogno di informazione 
globale. 
La proprietà di class-preserving è un nuovo modo per specificare se un vincolo è anti-
monotono o no. 
cSpade per l’estrazione delle sequenze utilizza la relazione di sottosequenza dove ≤ 
definisce un ordinamento parziale sull’insieme delle sequenze, quindi se una sequenza 
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ampiezza o in profondità espande le sequenze da quella più generale (un singolo item) 
a quella più specifica (sequenza massimale). 
L’algoritmo cSpade è semplice da implementare, non richiede nessuna speciale 
struttura dati interna, rispetto per esempio a Spirit [29] (hash tree) e la sua buona 
performance e la sua facilità nell’inserimento dei vincoli sono due suoi punti di forza.  
2.3.2.3 Prefix-Growth 
L’algoritmo Prefix-Growth [22] si basa sulla proprietà prefix-monotone e tutti i 
vincoli monotoni e anti-monotoni, come i vincoli di tipo espressione regolare sono 
prefix-monotone e possono essere inseriti nella procedura di mining dell’algoritmo.  
Diamo ora le seguenti definizioni [22] per capire cosa indica la proprietà prefix-
monotone: 
Un vincolo è detto prefix-monotone se è prefix monotonic o prefix anti-monotonic. 
Un vincolo C è detto prefix anti-monotonic se per ogni sequenza α che soddisfa il 
vincolo, lo soddisfa anche ogni prefisso di  α. 
Un vincolo C è detto prefix monotonic se per ogni sequenza di α che soddisfa il 
vincolo, lo soddisfa anche ogni sequenza avente α come prefisso. 
L’algoritmo utilizza un formato dati basato sulla proiezione del database rispetto a 
una sequenza α, cioè viene proiettato il database composto solo da tutte le sequenze 
che hanno come sottosequenza α. 
Prefix-growth come input prende un database di sequenze, la soglia del minimo 
supporto e un vincolo C di tipo prefix-monotone e restituisce come output l’insieme 
completo dei patterns sequenziali che soddisfano C. 
L’esecuzione del programma inizia col trovare tutti i patterns di lunghezza 1 e 
rimuove tutti quelli che sono poco frequenti o che non soddisfano C. In maniera 
ricorsiva alla k-esima iterazione abbiamo come parametri α prefisso di lunghezza k ed 
il database proiettato rispetto ad α ; l’algoritmo si articola nelle seguenti fasi: 
1. scandisce il database proiettato rispetto ad α prima per trovare le sequenze 
frequenti di lunghezza (l+1) che hanno come prefisso α e rimuove gli items 
non frequenti e le sequenze inutili; 
2. per ogni sequenza α’ di lunghezza (l+1) che potenzialmente soddisfa il vincolo 
C, fa il controllo e se effettivamente α’ soddisfa C, allora α’ è un pattern di 
output, ed in fine crea il database proiettato rispetto ad α’; 
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3. l’algoritmo continua in maniera ricorsiva fino a quando non ci sono item locali 
frequenti o non ci sono prefissi legittimi.  
Prefix-growth  utilizzando vincoli di tipo prefix-monotone inserisce restrizioni più 
forti sulle possibili sottosequenze per sviluppare e quindi tagliare lo spazio di ricerca  
in maniera più efficiente. 
2.3.2.4 GenPrefixGrowth 
GenPrefixGrowth [43, 45] come l’algoritmo Prefix-Growth si basa sui vincoli prefix-
monotone e prefix anti-monotone. 
Oltre alla possibilità di trattare restrizioni temporali ed esistenziali, l’algoritmo ha 
come sua forza quella di essere in grado di trattare vincoli di contenuto non 
esprimibili con espressioni regolari, ma utilizzando linguaggi liberi da contesto1 . 
Affinché si possano esprimere linguaggi liberi da contesto l’implementazione di 
GenPrefixGrowth deve prevedere la programmazione di un automa a pila con dei 
metodi che controllano se una sequenza soddisfa il linguaggio. 
Nel caso in cui GenPrefixGrowth tratti solo vincoli esistenziali il suo comportamento 
si può simulare con PrefixSpan; entrambi gli algoritmi si basano sul concetto di 
database proiettati ma in maniera differente. Infatti GenPrefixGrowth invece di 
guardare solo la prima occorrenza di un item a le prende in considerazione tutte. Per 
esempio: se ho due sequenze acjcde e achcde, la proiezione su c per quanto riguarda 
GenPrefixGrowth è {jcde, de, hcde, de}, invece per PrefixSpan sarebbe stata 
{jcde,hcde}. 
Per calcolare il supporto di un item si considera il numero di sequenze in cui 
quell’item è presente. Per un corretto calcolo del supporto ad ogni sequenza proiettata 
viene associato un identificatore che equivale a quello associato alla sequenza iniziale; 
questo garantisce che nel calcolo del supporto più occorrenze dell’item  all’interno di 
una stessa sequenza vengano considerate una sola volta. Per esempio: se ho due 
sequenze 1-acjcde e 2-achcde allora la proiezione su c è {1- jcde, 1-de,2- hcde ,2-de} 
quindi il supporto di d è 2.  
                                                 
 
1 Ricordiamo che per ogni linguaggio libero da contesto esiste un automa a pila che lo riconosce. 
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L’esecuzione dell’algoritmo inizia col trovare tutti i patterns frequenti di lunghezza 1 
e contemporaneamente elimina le sequenze che non hanno nemmeno una 
sottosequenza che soddisfa il vincolo di contenuto. 
Per ogni pattern di lunghezza 1 “c” controlla se può essere prefisso di una sequenza 
valida rispetto al vincolo di contenuto, in caso affermativo l’algoritmo si articola nelle 
seguenti fasi: 
1.  manda “c” in output e costruisce il database proiettato su “c”(come spiegato 
in precedenza); 
2. scandisce il database proiettato  allo scopo di individuare gli items che 
soddisfano i vincoli di gap rispetto al pattern di cui sono postfissi; 
3. prende gli items individuati al passo precedente  che rispettano il vincolo di 
supporto; 
4. per ognuno di questi “d” li concatena al prefisso ottenendo “cd”; 
5. controlla se il nuovo pattern rispetta il vincolo di contenuto, se sì lo manda in 
output, costruisce il database proiettato e ritorna al punto 2. 
L’algoritmo termina quando il database proiettato è vuoto o quando gli items non 
soddisfano più i vincoli di supporto e di gap o quando gli items trovati non soddisfano 
il vincolo di contenuto. 
 
2.3.3 Algoritmi con o senza supporto fisso  
Come accennato in precedenza il supporto è la misura che indica quanto un pattern 
estratto è interessante per l’utente.  
La caratteristica comune di questi algoritmi è che usano una restrizione di supporto 
costante per controllare la complessità esponenziale del problema; in sintesi una 
potenziale sottosequenza candidata α  diventa frequente se verifica la restrizione di 
supportoε , cioè se supp ( )s α ε≥ .   
La sua definizione formale [23]: 
Il supporto di una sequenza s in un database sequenziale D, indicato con σD(s), è 
calcolato come |Ds|/|D| dove Ds = {si | s  s⊆ i ∧  si ∈  D}. 
Nella definizione di supporto appena illustrata i patterns frequenti sono generati 
usando un valore di supporto costante, che non prende in considerazione la lunghezza 
dei patterns trovati. 
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Definisco formalmente il problema di trovare patterns sequenziali frequenti con il 
supporto costante [23]: 
Dato un database sequenziale D e un minimo supporto σ (0 ≤ σ ≤ 1), trova tutte le 
sequenze che sono supportate da  almeno σ|D| sequenze in D.  
In generale i patterns che contengono solo alcuni items tenderanno ad essere 
interessanti se hanno un supporto alto, mentre i patterns lunghi possono essere già 
interessanti anche se il loro supporto è relativamente piccolo [23].  
Pertanto usando questi algoritmi con supporto costante, in un certo senso, perdiamo 
dell’informazione che potrebbe essere importante. 
Per questo motivo, recentemente è stato introdotto il problema di trovare itemset 
frequenti il cui supporto è una funzione che dipende dalla loro lunghezza (length-
decreasing support) [23] e con esso un algoritmo il cui nome è SLP-Miner. 
L’obbiettivo di questo algoritmo è quello di trovare itemset il cui supporto diminuisce 
come una funzione della lunghezza dell’itemset: stiamo parlando del length-
decreasing support che è dato come una funzione appunto della lunghezza dell’itemset 
f(l) tale che f(la) ≥ f(lb) per ogni la, lb che soddisfano la < lb [23]. 
L’idea è che usando una funzione supporto che decresce all’aumentere della 
lunghezza dell’itemset siamo in grado di trovare itemset lunghi che devono essere 
interessanti senza generare un numero grande di itemset più piccoli. 
Questo discorso si può applicare anche alla lunghezza delle sequenze e formalmente 
diventa [23]: 
Dato un database sequenziale D e una funzione f(l) che soddisfa 1 ≥ f(l) ≥ f( l+1) ≥ 0 
per ogni intero positivo l, una sequenza s è frequente se e solo se σD(s) ≥ f(|s|). 
La funzione inversa di f(l) è definita nel seguente modo [23]: 
Dato un vincolo length-decreasing support f(l), la sua unzione inversa è definita  con 
f -1(l) = min ({l | f(l) ≤ σ}) per 0 ≤ σ ≤ 1. 
Il problema del sequential pattern mining con length-decreasing support è definito 
formalmente: 
Dato un database sequenziale D e un vincolo length-decreasing support f(l), trova 
tutti i patterns sequenziali s tale che σD(s) ≥ f(|s|).                                                                                         
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Figura 2.2- Tipica restrizione di lenght-decreasing support [23] 
 
E’ importante notare che in questo caso la famosa proprietà di Apriori [14, 15, 16, 17], 
cioè che “qualsiasi sottoparte di un modello frequente deve essere frequente”, non è 
valida. Infatti sotto l’ipotesi di un supporto variabile, una sequenza può essere 
frequente anche se le sue sottosequenze non sono frequenti dal momento che il valore 
di supporto minimo decresce con l’aumentare della lunghezza della sequenza. 
Viene così identificata una proprietà chiave, già utilizzata per trovare itemset 
frequenti rispetto ad un supporto decrescente con la lunghezza, riguardante le 
sequenze il cui supporto diminuisce come una funzione della loro lunghezza. 
Questa proprietà, chiamata “smallest valid extension” o “SVE” in breve [23],  rende 
possibile la potatura (pruning) di grandi porzioni di database di sequenze che sono 
irrilevanti per trovare pattern frequenti e permette di acquisire una maggiore 
performance sviluppando dei metodi di pruning molto efficaci. Ecco in cosa consiste 
formalmente[23]: 
Dato un sequential database D e una particolare sequenza α ∈  S, se la sequenzaα  è 
momentaneamente non frequente, cioè ( ) (| |)s fσ α α< , la funzione 1( ( ))sf σ α−  è la 
lunghezza minima che una sequenza 'α α⊃  deve avere prima che essa possa 
diventare potenzialmente frequente (f—1 è definita come ho detto sopra. ). 
La figura 2.3 presa da [23] illustra questa relazione graficamente. La lunghezza di  'α  
è il punto in cui una linea parallela all’asse delle x interseca la curva di supporto nel 
punto ( )sy σ α= . Qui assumiamo il caso migliore in cui 'α   esiste ed è supportata 
Length-decreasing support constraint f(l) 0.001 
0.0001 
1 10 
Length of sequence 
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dallo stesso insieme di sequenze della sua sottosequenza α .  Anche questa proprietà è 
stata introdotta per il problema di trovare gli itemset che soddisfano un supporto 
decrescente con la lunghezza. 
 
 
Figura 2.3- Smallest Valid Extension (SVE) [23] 
 
2.3.3.1 SLPMiner 
L’algoritmo SLPMiner come ho già scritto sopra trova tutti i patterns sequenziali 
frequenti che soddisfano una data restrizione length-decreasing support utilizzando un 
approccio basato sulla proiezione del database. 
La chiave di questo algoritmo è l’uso di due alberi, uno per organizzare il processo di 
scoperta dei pattern sequenziali e l’altro per rappresentare i patterns che devono 
ancora essere trovati. 
Ogni nodo dell’albero rappresenta un pattern sequenziale frequente e la relazione tra 
un particolare nodo a livello k ed il suo nodo padre a livello k-1 è che hanno lo stesso 
prefisso, quindi un pattern figlio è ottenuto aggiungendo alla fine del pattern padre un 
item (prefix-tree). La radice dell’albero rappresenta la sequenza nulla, cioè nessun 
item. 
SLPMiner inizia dal nodo radice e  lo espande per creare nodi figli che corrispondono 
ad items frequenti, poi ricorsivamente visita ogni figlio seguendo l’ordinamento in 
profondità (depth-first) e gli espande ulteriormente in altri nodi figli che 
rappresentano patterns sequenziali frequenti. 
L’algoritmo aumenta ogni pattern in due modi differenti: 








Length of sequence 
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• sequence extension, cioè un pattern cresce aggiungendo un nuovo itemset 
vicino all’ultimo itemset del pattern; 
• itemset extension, cioè un pattern cresce aggiungendo un item alla fine 
dell’itemset del pattern, dove l’item aggiunto deve essere lessicograficamente 
più grande rispetto agli item contenuti nell’ultimo itemset del pattern originale. 
Prefix Tree
 
Figura 2.4-Prefix tree di un database sequenziale[23] 
 
Il passo computazionale  dell’algoritmo è di contare per ogn
frequenze dei vari itemset e sequence extensions. 
Affinché SLPMiner sia più efficiente sono utilizzati dei metodi 
notevolmente lo spazio di ricerca, ne elenchiamo tre che usano
riducono  sostanzialmente la dimensione del database proiettato:
• sequence pruning (SP); 
• item pruning (IP); 
• structure-based pruning (MP). 
Per far vedere le performance di questo algoritmo riport
esperimento preso da [23], dove sono stati usati una varietà di d
Quest group. 
Prendo in considerazione il dataset DS1 (Tabella 2.9) che con
metto a confronto SLPMiner con SPADE che ha il minimo sup
minl≤1f(l). 
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L’esperimento valutato mostra che SLPMiner è due ordini di grandezza più veloce e il 
suo tempo di esecuzione aumenta gradualmente all’aumentare della lunghezza media 
delle sequenze (vedi Tabella 2.10). 
Parametri DS1 
|D|: numero di sequenze 25000 
|C|: numero medio di itemsets per sequenza x= 10, 12, …,30 
|T|: numero medio di items per itemset 2.5 
N: numero di items 10000 
|S|: lunghezza media delle potenziali sequenze frequenti x/2 
|I|: lunghezza media dei potenziali itemsets frequenti 1.25 
 
Tabella 2.9 -Parametri del dataset DS1 utilizzati nel test 
 
SLPMiner Dataset SPADE 
SP IP MP 
DS1-10 10.562 11.514 11.570 12.641 
DS1-12 18.245 15.316 15.430 17.804 
DS1-14 46.216 21.290 21.583 24.453 
DS1-16 87.289 27.342 26.635 31.230 
DS1-18 273.325 39.228 39.030 43.490 
DS1-20 594.777 46.147 48.440 54.727 
DS1-22 4702.697 63.351 65.123 74.905 
DS1-24 - 82.756 85.622 94.640 
DS1-26 - 106.986 112.180 126.647
DS1-28 - 139.369 142.760 162.062
DS1-30 - 180.715 189.029 212.848
 
Tabella 2.10  -Risultati del test 
 
 
2.3.4 Apriori-based o pattern-growth 
Tra questi gli algoritmi più conosciuti sono GSP e PrefixSpan che rappresentano i due 
principali approcci al problema: apriori-based e pattern-growth [16, 45]. 
Andiamo a descrivere entrambi i metodi. 
Capitolo 2 - Sequential Pattern 64 
Apriori-based 
Molti algoritmi si basano sulla proprietà Apriori: “Qualsiasi sotto pattern di un 
modello frequente è frequente”. 
La proprietà è basata sull’osservazione che se un pattern I non soddisfa la soglia di 
minimo supporto, allora I non è frequente e qualsiasi super-pattern di I sarà anch’esso 
non frequente. 
GSP segue la filosofia di generazione di candidati e test. Inizia con la scoperta di 1-
sequence frequenti e poi genera l’insieme (k+1)- sequence potenzialmente frequente a 
partire dall’insieme k-sequence frequente, chiamato candidati. 
La generazione delle k-sequence potenzialmente frequenti usa i frequenti (k-1)-
sequence generati al passo precedente, può ridurre il numero di sequenze da 
considerare ad ogni istante. 
Notiamo che per decidere se una sequenza s è frequente o no, è necessario scandire 
l’intero database, verificando se s è contenuta in ogni sequenza nel DB. 
Per ridurre il tempo GSP utilizza tre ottimizzazioni: 
• mantiene tutti i candidati in un hash-tree così ad ogni iterazione il DB viene 
scandito una sola volta; 
• crea un nuovo insieme di k-candidati solo quando ci sono due (k-1)-sequences 
con il prefisso di uno uguale al suffisso dell’altro; 
• elimina tutti i candidati che hanno alcune sottosequenze non frequenti. 
Utilizzando queste strategie, GSP riduce il tempo speso per la scansione del database 
e di conseguenza aumenta la sua performance. 
Possiamo notare inoltre che GSP ad ogni passo mantiene in memoria solo i candidati 
di lunghezza k appena trovati. 
In generale i metodi basati su Apriori possono essere visti come una visita breath-first, 
essi costruiscono tutti i k patterns in maniera simultanea. 
 
Pattern-growth 
I metodi pattern-growth [45] sono approcci più recenti che cercano di dare una 
soluzione al problema del sequential pattern mining. 
L’idea chiave è di eliminare il passo di generazione dei candidati e di focalizzare la 
ricerca  su una porzione ristretta del DB iniziale. 
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PrefixSpan è l’algoritmo più promettente tra quelli che appartengono a questa 
categoria; è basato sulla ricorsione, costruisce i patterns restringendo simultaneamente 
lo spazio di ricerca con la proiezione del database. 
Un α-proiezione del DB rappresenta l’insieme  delle sottosequenze nel DB che sono 
suffissi delle sequenze che hanno come prefisso α. 
L’algoritmo PrefixSpan  ad ogni passo,  cerca nel corrispondente database proiettato 
le sequenze frequenti con prefisso α. 
In questo modo lo spazio di ricerca si riduce ad ogni passo, quindi con un supporto 
piccolo avremo una migliore performance. 
In generale i metodi pattern-growth possono esseri visti come algoritmi di tipo depth-
first, infatti essi costruiscono separatamente ogni pattern in maniera ricorsiva. 
 
 
Figura 2.5- Curva di performance rispetto alla soglia di supporto[28] 
2.3.5 Algoritmi main memory o disk-based 
Alcuni algoritmi presentano un’altra caratteristica utile: in casi particolari in cui il 
database da processare può essere contenuto in memoria principale e grazie anche alle 
particolari caratteristiche di questi algoritmi il processo di mining può essere 
interamente svolto in memoria principale senza alcun accesso al disco, è il caso di 
algoritmi come PrefixSpan e SPADE. Solitamente questa è un’opzione in più, nel 
senso che questi algoritmi hanno sia una versione main memory che disk-based
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Capitolo 3   
Workflow Mining 
Recenti ricerche hanno proposto tecniche di workflow mining che permettono di 
estrarre informazioni utili ed inaspettate circa un processo e di prendere appropriate 
decisioni riguardo le esecuzioni di istanze future. Si parte da un workflow schema e si 
analizza un numero di esecuzioni del processo sulla base dello schema per trovare 
patterns frequenti di attività. 
Un workflow schema si presenta come un grafo diretto dove i nodi rappresentano le 
attività del processo e gli archi le regole di precedenza tra le varie attività. Attraverso 
il workflow mining si scoprono informazioni utili per il supporto dei processi 
decisionali delle aziende, si identificano attività critiche, si ottimizza il workflow e si 
caratterizzano successi e fallimenti. 
Gli approcci proposti in letteratura fanno affidamento sulle tecniche di data mining su 
grafi, i dati sono visti come un insieme di grafi etichettati e si cerca di scoprire i 
sottografi più frequenti per vedere quali sono i tasks del processo che vengono 
eseguiti maggiormente. 
Esistono delle tecniche ortogonali al workflow mining, quelle di process mining che 
usano l’informazione raccolta durante l’attivazione di un processo P per derivare un 
modello, cioè un workflow schema, che possa spiegare gli eventi registrati. 
Dopo la progettazione del workflow, questo può essere utilizzato per estrarre delle 
informazioni che riguardano il processo, utili per prendere decisioni importanti su 
esecuzioni di istanze future, predire le esecuzioni più probabili o sapere con una certa 
probabilità se una determinata sequenza di attività porterà ad uno stato di successo o 
di insuccesso. 
 
3.1 Argomenti correlati  
Nei prossimi sottoparagrafi parleremo di due argomenti vicini al workflow mining già 
in parte accennati nell’introduzione: 
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• Data Mining su grafi: estrazione di sottografi frequenti da un data set iniziale 
di grafi; 
• Process Mining: estrazione di uno schema workflow che modella un processo 
a partire da un workflow Log, cioè un insieme di tracce del processo stesso. 
3.1.1  Data Mining su grafi 
In questi ultimi anni in molte applicazioni sia scientifiche che commerciali si sono 
sviluppate tecniche di data mining per l’estrazione di sottostrutture frequenti  [36]. 
Un grafo etichettato può essere utilizzato per modellare molte sottostrutture pattern tra 
i dati. Formalmente un grafo è rappresentato da una tripla G(V, E, f) dove V è 
l’insieme dei vertici, E rappresenta l’insieme degli archi ed f è una funzione f: E→ 
VxV. 
Dato un insieme di grafi D ={G0, G1, …,Gn},  supporto(g) indica il numero di grafi in 
D nei quali g  è sottografo. La soluzione al problema di estrarre sottografi frequenti è 
quindi quello di trovare tutti i sottografi g il cui supporto di g deve essere maggiore di 
una certa soglia minima,  supporto(g)≥minSup.   
Il punto fondamentale del data mining su grafi è il test sull’isomorfismo del sottografo, 
cioè dati due grafi Gx(Vx, Ex, fx) e Gy(Vy, Ey, fy) trovare due sottografi Gsx(Vsx, Esx, fx) 
e Gsy(Vsy, Esy, fy) e una funzione bigettiva gxy tra i vertici in Vsx  e in Vsy  tale che Gsx e 
Gsy sono identici: fx(exh) =( vxi, vxj) ∈  Esx se e solo se fy(eyh) =( vyi, vyj) ∈  Esy dove vyi 
=gxy (vxi) e vyj =gxy (vxj)[37] . 
Per esempio i sottografi a e b di Figura 3.1 condividino il sottografo composto dai 
vertici {v1, v2, v3} e dagli archi {e1, e2, e3, e5} sotto la funzione bigettiva di vi = 
gab(vi), i= 1, 2, 3. Quindi la proprietà di isomorfismo del sottografo tra i grafi a e b 
vale. 
Il problema dell’isomorfismo dei sottografi, come il problema di decidere se un grafo 
è sottografo di un altro è NP-comlpeto. 
Nel data mining di sottostrutture vengono utilizzate varie misure, la selezione della 
misura dipende dall’approccio di mining utilizzato. Anche nell’estrazione di sottografi 
la misura più importante è il supporto. 
Dato un data set D di grafi, come definito sopra, il supporto del sottografo Gs , sup (Gs) 
è definito come segue: 
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s
s
numero di grafi in D che includono GSup(G )=
numero totale di grafi in D
. 
Questa misura ha la proprietà di anti.monoticità, cioè sup(Gsx)≤sup(Gsy) se Gsy  è 
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Figura 3.1- Due sottografi isomorfi tra loro[37] 
In altri approcci di estrazione di sottografi sono utilizzate altre misure, tra le quali 
l’informazione sull’entropia, informazione sul gain, il gini-index e la descrizione 
minima della lunghezza (MDL).[37] 
3.1.1.1 Diversi approcci per l’estrazione di sottografi  
Il problema dell’isomorfismo di sottografi deve essere risolto utilizzando un metodo 
di ricerca efficiente.  
Ora andiamo ad analizzare tre approcci che sono attualmente diffusi [37]; essi si 
differenziano in base alla completezza della ricerca (euristica o completa) ed al 
metodo di confronto, diretto o indiretto, utilizzato per il controllo dell’isomorfismo sui 
sottografi. Il metodo di confronto indiretto non risolve il problema dell’isomorfismo, 
ma la similarità dei sottografi sotto alcune misure.  
 
Approccio Basato sulla Ricerca Greedy 
Questo approccio utilizza una tecnica di tipo greedy, applicata nei primi lavori di data 
mining sui grafi, ed è caratterizzato dalla ricerca euristica e dal metodo di confronto 
diretto. 
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Esso può utilizzare due tipi di ricerca greedy: in profondità (DFS) o in ampiezza 
(BFS). 
 
Figura 3.2- Data set iniziale composto da 4 grafi
 
Inizialmente il rilevamento di fs1 da un vertice in un sottografo candidato ad un 
vertice nel grafo presente in un data set iniziale (per esempio quello in Figura 3.2)  è 
ricercato rispettando una misura di mining. 
Al vertice rilevato con la funzione di mapping fs1 aggiungiamo un suo vertice 
adiacente estendendo la funzione di mapping ad  fs2. Il nuovo sottografo viene 
mappato sui grafi presenti nel data set iniziale utilizzando la funzione di mapping  fs2 
sempre rispettando la funzione di mining. 
Questo processo si ripete fino a quando è possibile un’estensione della funzione di 
mapping fsn  dove n è la massima profondità del grafo nella ricerca DFS e la massima 
ampiezza nella ricerca BFS e nel caso in cui la misura di mining. 
DFS  da un lato limita il consumo della memoria, ma dall’altro, quando la ricerca 
finisce a causa di un limite di tempo e lo spazio di ricerca è troppo grande,  trova solo 
una parte arbitraria di isomorfismo del sottografo. 
In seguito al recente progresso dei computer in campo hardware la memoria 
disponibile è aumentata, quindi i recenti approcci di data mining sui grafi usano la 
ricerca in ampiezza. 
A B
D
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Un vantaggio della BFS è la certezza di trovare tutti i sottografi isomorfi di una 
specificata dimensione  anche sotto uno schema di ricerca di tipo greedy. 
Quando lo spazio di ricerca è molto grande la memoria potrebbe non bastare. Per 
ridurre lo spazio si utilizza un tipo di ricerca detto beam dove viene specificato il 
massimo numero di “rami” da espandere nella BFS. La ricerca procede quindi verso il 
basso tagliando le parti che non rientrano nel numero massimo di “rami”. 
Con la limitazione alla BFS la ricerca dei sottografi isomorfi finisce in un tempo 
ragionevole, ma si perde la sua completezza.  
 
Grafo a A B C D C / / 
Grafo b A B E D F F / 
Grafo c A B L D QP HB QB
Grafo d D C E C H / / / 
Tabella 3.1- Visita BFS dei grafi  appartenenti al data set iniziale di Figura 3.2 
       
                                    
Trovo fs1 a partire dal data set iniziale: fs1(A)=1 1
Guardando la visita mi accorgo che un 
nodo adiacente ad A è B, allora fs2(B)=2 
1 2
1 2
Guardando la visita mi accorgo che 
un nodo adiacente a B è D, allora 
fs3(D)=3 
3
Figura 3.3- Costruzione del sottografo isomorfo al sottografo A→B→D prendendo in 
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Approccio basato sulla programmazione logica induttiva 
 
Questa tecnica applica la struttura della programmazione logica induttiva (ILP) che è 
conosciuta come la combinazione di “abduzione”, atta a selezionare alcune ipotesi, e 
di “giustificazione”, atta a  cercare le ipotesi per giustificare i fatti osservati. 
Il suo principale vantaggio è la capacità di introdurre una conoscenza di fondo 
associata all’isomorfismo dei sottografi e di perseguire l’obbiettivo proprio del data 
mining su grafi. 
Con questo approccio, partendo da una conoscenza di fondo, si possono derivare 
informazioni da un insieme di dati rappresentate con la logica del primo ordine. 
Uno svantaggio di ILP è la dimensione, in generale molto grande, dello spazio di 
ricerca che rende intrattabile la sua computazione. 
IPL a seconda della conoscenza utilizzata per il controllo del processo può effettuare 
una ricerca di tipo euristico o completo e un confronto di tipo diretto o indiretto. 
Il metodo è euristico quando il controllo della conoscenza è utilizzato per tagliare 
alcuni percorsi di ricerca con bassa possibilità di trovare sottografi isomorfi e 
rispettando una data misura di mining, altrimenti è completo.  
Le informazioni di un sottografo predeterminato sono introdotte per confrontare 
sottografi e il metodo è indiretto quando sono estratti i patterns che includono il 
pattern predeterminato o quelli simili ad esso. In questo caso, però, l’isomorfismo dei 
sottografi non è interamente risolto. 
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Figura 3.4- Esempio di grafo con grammatica dove (a) il grafo di input, (b) la prima regola induttiva 
appresa e (c) la seconda e la terza regola induttiva appresa [42] 
 
Approccio basato sul database induttivo 
Questo approccio ha come input un determinato data set e utilizza come tecniche di 
mining alberi di decisione, basket analysis (regole di associazione) e ILP per 
pregenerare regole induttive, relazioni o patterns. 
Il database è interrogato utilizzando un linguaggio di query creato ad hoc per 
esprimere condizioni sulla forma dei risultati pregenerati memorizzati nel db.  
Sottografi e relazioni tra sottografi sono pregenerati usando il mining basato su grafi e 
sono memorizzati in un database induttivo2. 
Un vantaggio di questo metodo è la velocità con cui vengono estratti i grafi poiché i 
patterns di base dei sottografi e delle relazioni sono già pregenerati. 
                                                 
 
2 Un db induttivo è un database, che oltre ai dati (database relazionali), contiene patterns (itemset, 
episodi, sottografi e sottostringhe) e modelli (alberi di classificazione, equazioni di regressione, 
reti Bayesiane, modelli misti). La differenza tra i patterns e i modelli  è che i primi sono locali e 
descrivono le proprietà dei sottoinsiemi di dati, mentre i secondi sono globali e caratterizzano 
l’intero data set. 
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Dall’altro lato un suo svantaggio è la grande quantità di computazioni e di 
occupazione di memoria per pregenerare e memorizzare i patterns nel database 
induttivo. 
Questo approccio è usato in unione con il metodo di ricerca comlpeto level-wise, 
molto diffuso nella basket analysis; entrambi sono metodi di ricerca completa e usano 
il confronto diretto. 
Uno dei più rappresentativi algoritmi utilizzati nella basket analysis è Apriori [37, 38]; 
se applicato ad un grafo esso inizia la ricerca partendo dai grafi frequenti di 
dimensione 1, cioè quelli composti da un singolo vertice. I grafi candidati frequenti di 
dimensione 2 sono trovati con la combinazione di due vertici frequenti e sono 
mantenuti solo se hanno un supporto maggiore rispetto a minsup. Tra questi vengono 
scartati quelli dove l’esistenza o l’etichetta dell’arco tra i due vertici non rispettano i 
grafi presenti nel data set.  
Questo processo è ripetuto per estendere in maniera incrementale la dimensione dei 
grafi frequenti in maniera level-wise e finisce quando tutti i sottografi frequenti sono 
trovati. 
Misura di mining: Minsup=2. 
Estraggo i sottografi frequenti di dimensione 1: A, B, D, C. 
Estraggo i sottografi frequenti di dimensione 2 a partire da quelli di 
dimensione 1, metto una barra su quelli che non rispettano la misura di 
mining: A→B A→D B→D A→C B→C D→C 
Estraggo i sottografi frequenti di dimensione 3 a partire da quelli di 
dimensione 2: A→B→D  B→D→C. 
 
Figura 3.5-AlgoritmoLevel-Wise: costruzione di tutti i sottografi frequenti  a partire dal data set iniziale di 
Figura 3.2 
3.1.2 Process Mining 
L’obbiettivo del process mining è di estrarre informazione sui processi partendo dalle 
transazioni di logs che sono file dove vengono memorizzate informazioni utili sul 
processo in esecuzione; per esempio possiamo salvare quale operazione si sta 
effettuando, chi è l’utente che l’ha richiesta e la data con l’ora. Invece di iniziare con 
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un progetto di workflow, inizia raccogliendo informazioni su come si sviluppano i 
processi workflow. 
Il process mining è utile per almeno due motivi [40]: potrebbe essere usato come 
strumento per dimostrare come  persone e/o procedure lavorano realmente ed inoltre 
per fare un’analisi Delta, cioè confrontando il processo attuale con alcuni processi 
predefiniti (descrittivi o prescrittivi) si possono scoprire differenze utili a migliorare il 
processo. 
Per capire meglio i principi del process mining, consideriamo i log di un processo 
riportati in Tabella 3.2.  
Assumiamo che sia possibile memorizzare eventi di un processo tali che [39]: 
• ogni evento rappresenta un task; 
• ogni evento rappresenta un caso, cioè un’istanza del processo; 
• gli eventi sono ordinati totalmente. 
Il log mostra che sono stati eseguiti i task A, B, C e D per i casi 1, 2, 3, 4 e per il caso 
5 sono stati eseguiti i tasks A, E e D. Ogni caso inizia con l’esecuzione di A e finisce 
con l’esecuzione di D. Basandoci sulle informazione della Tabella 3.2 possiamo 
dedurre il modello del processo in Figura 3.6. Tale modello è rappresentato in termini 
di reti di Petri3, inizia con il task A e finisce con il task D. I tasks sono rappresentati 
attraverso transazioni. Dal disegno si vede che dopo l’esecuzione di A c’è una scelta 
tra l’esecuzione dei tasks B e C in parallelo o del task E. Possiamo notare che per 
l’esecuzione in parallelo dei task B e C sono stati aggiunti due elementi (AND-split e 
AND-join che illustreremo in seguito) che non sono presenti nei logs del processo, ma 





                                                 
 
3 Le reti di Petri costituiscono uno strumento espressivo che si presta alla modellizzazione ed 
all’analisi di sistemi concorrenti. Gli elementi fondamentali sono due: le piazze, che definiscono 
lo stato del sistema, e le transazioni, che invece modificano lo stato. Formalmente le reti di Petri 
sono definite così: Una rete N è una tripla N=(P, T, F) dove P è l’insieme delle piazze, T è 
l’insieme delle transazioni ed F è detta relazione di flusso.  P e T sono due insiemi finiti.  
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Caso identificato Task  identificato 
Caso 1 task A 
Caso 2 task  A 
Caso 3 task A 
Caso 3 task B 
Caso 1 task B 
Caso 1 task C 
Caso 2 task C 
Caso 4 task A 
Caso 2 task B 
Caso 2 task D 
Caso 5 task A 
Caso 4 task C 
Caso 1 task D 
Caso 3 task C 
Caso 3 task D 
Caso 4 task B 
Caso 5 task E 
Caso 5 task D 
Caso 4 task D 
 
Tabella 3.2-Workflow log [40] 
 
 
Figura 3.6 -Modello del processo corrispondente al workflow log [40]
 
In molte applicazioni i workflow log contengono, per ogni evento, una marca 
temporale che può essere utile per estrarre informazioni aggiuntive. 
Durante l’esecuzione del process mining possiamo incontrare numerevoli 
complicazioni: 
• è molto più difficile l’estrazione di modelli workflow di grandi dimensioni; 
• i workflow logs possono contenere rumore, parte dei logs possono essere 
incompleti e sbagliati; 
• in tabella 3.2 è mostrato esclusivamente l’ordine degli eventi, senza dare altre 
informazioni che potrebbero essere richieste come il tipo dell’evento(se è un 
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evento iniziale, se un evento è completo o se un evento è rimosso), la marca 
temporale e gli attributi degli eventi (dati utili per i casi e/o i task). 
3.1.2.1 Diversi approcci per il process mining 
Il problema del procces mining è stato affrontato in diversi modi, ora andiamo ad 
analizzare in dettaglio due delle soluzione adottate: 
• approccio basato sulle Reti di Petri; 
• approccio basato sui grafi diretti. 
 
Approccio basato sulle Reti di Petri 
Il processo workflow è progettato per gestire casi simili che sono manipolati 
attraverso l’esecuzione dei tasks in un determinato ordine. 
Le reti di Petri sono state proposte per modellare un processo workflow e furono un 
buon punto di partenza per il concetto di workflow management che nacque in seguito.   
Nella rete di Petri i tasks sono modellati con transazioni e le dipendenze casuali con 
places e archi. La rete di Petri in Figura 3.7 modella un processo workflow. 
 
 
Figura 3.7 - Esempio di processo workflow modellato con una rete di Petri [32] 
 
Le transazioni T1, T2, …, T13 rappresentano i tasks, i places Sb, P1,…,Se 
rappresentano le dipendenze casuali; i places possono essere utilizzati come pre-
condizione e/o come post-condizione per i tasks. 
Le dipendenze casuali si distinguono in quattro tipi[32]: 
• AND-split: si ha quando un’attività attiva tutti i suoi successori in maniera 
deterministica. Nelle reti di Petri corrisponde ad una transazione con due o più 
places in uscita (da T2 a P2 e P3); 
Capitolo 3 - Workflow Mining 77 
• AND-join: si ha quando un’attività può essere eseguita dopo che sono stati 
completati tutti i suoi predecessori. Nelle reti di Petri corrisponde ad una 
transazione con due o più places in ingresso (da P8 e P9 a T11); 
• OR-split: si ha quando un’ attività attiva uno dei suoi successori. Nelle reti di 
Petri corrisponde a places con più archi uscenti (da P5 a T6 e T7); 
• OR-join: si ha quando un’attività è attivata da almeno un suo predecessore. 
Nelle reti di Petri corrisponde a places con più archi entranti (da T7 e T10 a 
P8). 
Una rete di Petri che modella  il controllo del flusso di un workflow è detta Workflow 
Net(WF-net) [32]. Una WF-net ha un place sorgente Sb ed un place di terminazione Se 
e specifica il ciclo di vita di un caso. 
 
Approccio basato sui grafi diretti 
Questo approccio prende in input un log che rappresenta l’esecuzione di un processo e 
genera un grafo che lo modella. Il grafo risultato rispecchia il controllo del flusso di 
un processo di business e soddisfa le caratteristiche di [33]: 
• completezza: il grafo preserva tutte le dipendenze tra le attività che sono 
presenti nel log e permette tutte le esecuzioni del processo presenti nel log; 
• non ridondanza: il grafo non introduce inutili dipendenze tra le attività; 
• minimalità: il grafo ha il minimo numero di archi. 
Il processo di business consiste di attività separate, dove l’attività è un azione che può 
anche essere pensata come una funzione che modifica lo stato del processo. 
Nel grafo modellante per il processo di business le attività sono rappresentate con i 
nodi. Gli archi del grafo, invece, rappresentano il potenziale controllo del flusso da 
un’attività ad un’altra. Ogni arco è associato ad una funzione booleana (sullo stato del 
processo), che determina se l’arco sarà percorso o meno. Se un vertice ha più di un 
arco uscente le rispettive funzioni booleane sono indipendenti da ogni altra. 
Il grafo risultato avrà una singola sorgente ed un solo nodo di terminazione. 
L’esecuzione del processo business segue le attività del grafo; per ogni attività u che 
termina, l’output o(u) è calcolato. Se la funzione booleana sull’arco che va dal nodo u 
a quello v con output o(u), f(u,v) (o(u)), è vera allora testiamo se v può essere eseguita. 
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Il test è un’espressione logica che coinvolge tutte le attività che puntano a v; quando v 
è pronta significa che le sono stati passati tutti gli output dei nodi che la puntano e 
quindi viene inserita in una coda per essere eseguita appena possibile. 
Vediamo in Figura 3.8 il grafo di un processo P che consiste di cinque attività A, B, C, 
D, E. 
 
Figura 3.8-Esempio di grafo[33] 
 
A è l’attività iniziale ed E è l’attività finale. Gli archi (A,B), (B,E), (A,C), (C,D), 
(C,E), (D,E) rappresentano il flusso di esecuzione così che D segue sempre C, ma B e 
C possono essere eseguite in parallelo. Ogni attività ha un insieme di parametri di 
output che sono passati lungo gli archi, o(A),…o(E). Ogni arco ha una funzione 
booleana f sui parametri, quindi nell’esecuzione di questo processo sarà inclusa 
l’attività D se f(A,C) e f(C,D) sono vere. Ogni esecuzione di un processo è una lista di 
eventi che memorizza quando ogni attività è iniziata e quando è terminata. 
 
3.2 Concetti di base 
In questo paragrafo andiamo a dare alcune definizioni utili per la trattazione sul 
workflow mining che ci potranno servire nel corso del capitolo [34, 35]. 
 
Uno dei concetti fondamentali è il controllo del flusso con il quale si rappresenta un 
processo come un grafo diretto etichettato, dove i nodi corrispondono ai tasks da 
eseguire e gli archi descrivono le precedenze tra essi (Figura 3.9). 
Formalmente il controllo del flusso di un processo P è definito nel seguente modo: 
CF(P)= 0, , ,A E a F  dove A è un insieme finito di attività, E { }( ) ( oA F A a⊆ − × − ) è 
una relazione di precedenza tra le attività, 0a A∈  è l’attività iniziale, è 
l’insieme delle attività finali. 
F A⊆
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Figura 3.9-Grafo di controllo del flusso di un processo[35] 
 
Ogni sottografo connesso ,I II A E=  di CF(P), tale che 0 Ia A∈  e  è 
potenzialmente un’istanza di P (Figura 3.10).     
IA F∩ ≠∅
 
Figura 3.10- Due esempi di istanze del grafo di Figura 3.9 [35] 
 
Per modellare restrizione sulle possibili istanze, la descrizione dei grafi è arricchita 
con vincoli di tipo locale e di tipo globale che esprimono relazioni tra le attività 
presenti nel grafo di controllo del flusso. 
I vincoli locali specificano una proprietà locale di una specifica attività nel rispetto di 
quelle ad essa adiacenti. Un esempio di questo tipo di vincolo è quando un’attività 
può essere eseguita solo dopo che tutte le sue precedenti sono completate. 
Formalmente assumiamo che i vincoli locali possano essere espressi in termini di tre 
funzioni: IN, OUTmin e OUTmax , assegnando ad ogni nodo un numero naturale (A→N) 
come segue: 
• { } ( )0 ,0 ( )a A a IN a InDegree a∀ ∈ − < ≤ ; 
• ( ) ( )min,0a A F OUT a OutDegree a∀ ∈ − < ≤ ; 
•  e ( )0 0,IN a = ( ) ( )min max, 0a F OUT a OUT a∀ ∈ = = ; 
dove ( ) ( ){ } ( ) ( ){ }, , ,InDegree a e b a OutDegree a e a b= = = = , e e E∈ . 
Quindi i vincoli locali sono i seguenti e sono mostrati in Figura 3.4: 
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• IN(a) = InDegree(a), allora a è un nodo and-join: può essere eseguito solo 
dopo che sono stati completati tutti i suoi predecessori; 
• IN(a) = 1, allora a è un nodo or-join: può essere eseguito non appena è stato 
completato uno dei suoi predecessori; 
• OUTmax (a) = OutDegree(a), allora a è un nodo full-fork: può attivare tutti gli 
archi uscenti; 
• OUTmin (a) = OUTmax (a), allora a è un nodo and-fork (deterministic fork): 
attiverà sempre tutti i suoi archi uscenti; 
• OUTmax (a) = 1, a è un nodo xor-fork: attiverà esattamente uno dei suoi archi 
uscenti. 
I vincoli globali specificano relazioni tra attività non necessariamente connesse, sono 
regole discriminanti del tipo a → not b, cioè ogni volta che occorre l’attività a non 
può occorrere quella b. Questo vincolo, riferendoci a alla Figura 3.4, ha il significato 
intuitivo che la fidelity discount non può essere applicata ad un nuovo cliente, f → not 
m. 
Per un processo P, il suo schema workflow, indicato WS(P), è una tripla 
( )( ), ( ), ( )L GCF P C P C P , dove CF(P) è il grafo di controllo del fusso di P, CL(P) e 
CG(P) sono gli insiemi, rispettivamente, dei vincoli locali e globali. Dato un 
sottografo I di CF(P) ed un vincolo c in ( ) ( )L GC P C P∪ , scriviamo che I |= c, se I 
soddisfa c nella semantica associata. Se I |= c per tutti i c presenti in , 
e contiene l’attività iniziale a
( ) ( )L GC P C P∪
0 e un’attività finale in F, allora I è detta istanza di 
WS(P), cioè I |= WS(P). 
3.3 Definizione del problema 
Il workflow mining, al contrario del process mining, ha come punto di partenza lo 
schema workflow. La conoscenza ricavata può essere usata per risolvere i seguenti 
problemi [41]: 
• Predizione di terminazione con successo: assumiamo che un esecuzione sia 
arrivata ad un certo punto nel quale si deve scegliere un’attività iniziale da un 
insieme, allora si vuole conoscere qual è la scelta presa nel passato che ha 
portato in maniera più frequente alla desiderata configurazione finale; 
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• Identificazione di attività critiche: in ogni workflow schema ci sono alcune 
attività che possono essere considerate critiche, cioè esse sono schedulate dal 
sistema con successo in ogni esecuzione;  
• Caratterizzazione di successo o fallimento del processo: analizzando le 
esperienze passate si deve essere a conoscenza che fattori discriminanti 
caratterizzano nell’esecuzione il fallimento o il successo; 
• Ottimizzazione del workflow: le informazioni collezionate nei logs del sistema 
possono essere usate per discutere sull’ottimalità del workflow di esecuzione. 
L’approccio utilizzato per il workflow mining è quello di estrarre sottografi frequenti 
a partire da uno schema workflow  WS= ( ), ,L GCF C C  e da un insieme di istanze 
{ }1,..., nF I I= dato.  











Pe      and-join 
       or-join   
and-fork
or-fork                                                                                  
Figura 3.11- Esempio di uno schema workflow [41] 
 grafo p = ,p pA E C⊆ F  è un F-pattern (F|=p) se esiste ,I II A E F= ∈
I
 tale che 
p A⊆  e p  è il sottografo di I composto dai nodi in Ap . Nel caso in cui F = I(WS), 
sottografo è detto pattern. 
supporto di un F-pattern p è definito nel seguente modo: 
{ }p( ) | | | | / | |p I F I p F= ∈ = . Dato un numero reale σ consideriamo il seguente 
oblema: trovare tutti i patterns connessi che hanno un supporto maggiore di σ. 
i F-patterns possono essere utilizzati per decidere con un ragionevole supporto se 
a sequenza di stati condurrà ad una terminazione di successo (ad uno stato finale) 
l processo. 
r risolvere questo problema sono stati proposti due algoritmi [41]: 
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• w-find, che esegue una ricerca di tipo level-wise iniziando dai patterns 
frequenti “elementari” e 
• c-find, che estrae istanze frequenti unendo componenti connesse. 
L’ approccio non considera grafi con cicli; questa assunzione è necessaria per iniziare 
con un modello semplificato che già copre molti punti di interesse.  
Nei prossimi paragrafi andiamo a vedere nello specifico i due algoritmi e poi li 
metteremo a confronto. 
 
3.3.1 Algoritmo w-find 
L’algoritmo w-find estrae patterns connessi frequenti (sottografi) dalle istanze di un 
workflow, cioè genera direttamente i sottografi e testa in tempo polinomiale se sono 
istanze del WS relativo al processo. 
Prima di entrare nei dettagli dell’algoritmo abbiamo ancora bisogno di alcune nozioni. 
L’idea base è ridurre il numero di patterns  da generare considerando gli F-patterns 
che non sono solo connessi, ma anche deterministicamente chiusi. Questa restrizione è 
formalizzata come segue: 
Dato un grafo p= , 2wsp pA E ∈ , la chiusura deterministica di p (ws-closure(p)) è 
definita induttivamente come il grafo p’ = ' ',p pA E  tale che: 
1.  e 'p pA A⊆ 'p pE E⊆ (base induttiva), 
2.  è un and-join, allora per ogni (b,a)'pa A∈ ∈E, (b,a) 'pE∈ e b 'pA∈ , 




Un grafo p tale che p=ws-closure(p) è detto essere ws-closed. 
Questa definizione può essere usata per introdurre una nozione di pattern che 
dipendono solo dalla struttura dello schema workflow, piuttosto che dalle istanze F o 
I(WS): i weak patterns. 
Un weak pattern, o semplicemente w-pattern, è un grafo connesso di WS(p), tale che  
ws-closed e per ogni nodo a, ( ) ( ){ } ( )max| , | , |pa b a b E OUT a∈ ≤ . 
Consideriamo lo schema workflow di Figura 3.11 e i sottografi di Figura 3.12. 
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Figura 3.12- Esempi di sottografi delle schema di Figura 3.11. p2 e p4 sono w-patterns [41] 
 
Allora p1 e p3 non sono w-patterns in quanto ws-closure(p1) = p2 ≠ p1 e ws-
closure(p3)= p4 ≠ p3, quindi non è soddisfatto il secondo punto della definizione di 
chiusura deterministica. Invece p2 e p4 sono w-patterns in quanto ws-closure(p1) = p2 
e ws-closure(p3) = p4.  
Sia p un F-pattern frequente. Si ha che: 
• ws-closure(p) è sia un weak pattern che un F-pattern frequente e 
• ogni weak pattern 'p p⊆ è un F-pattern frequente. 
Tuttavia un weak pattern non è necessariamente un F-pattern e neanche un pattern. 
Sia WS= ,A E  uno schema workflow. a A∀ ∈ , il grafo ws-closure(<{a},{}>) è 
chiamato un weak pattern elementare(ew-pattern). 
Possiamo osservare che il grafo vuoto, ⊥ , è un weak pattern elementare. L’insieme di 
tutti i ew-pattern è denotato con EW. Se p è un w-pattern, allora EWp rappresenta 
l’insieme di tutti ew-patterns presenti in p. Se e è un ew-pattern , EWe  non è 
necessariamente singolo in quanto può contenere altri ew-patterns. Dato un insieme 
, Compl(E’) = EW-  contiene tutti ew-patterns meno quelli che 





Indichiamo con E  l’insieme degli archi di WS la cui sorgente non è deterministica, 
cioè 
⊆
( ){ }min, | ( ) ( )E a b E OUT a OutDegree a⊆ = ∈ < .  
Come ho già detto precedentemente i weak pattens sono utili per ridurre lo spazio di 
ricerca; l’algoritmo per estrarre F-patterns frequenti usa la teoria level-wise. 
Incrementalmente costruisce weak patterns frequenti iniziando dai weak pattern 
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elementari frequenti  e estendendoli usando due operazioni: aggiungendogli un arco 
frequente e unendolo ad un altro weak pattern elementare frequente. 
L’algoritmo w-find inoltre si basa sulla relazione < definita in questo modo: 
Dati due w-patterns connessi, p = ,p pA E  e p’ = ' ',p pA E , p< p’ se e solo se: 
• Ap = Ap’ e Ep’ = Ep U {(a,b)} dove (a,b) ∈ E⊆  - Ep e OUTmax(a) > 
OutDegree (a), oppure 
• esiste p’’ ∈ Compl(EWp) tale che p’ = p U p’’ U X, dove X è vuoto se p e p’’ 
sono connessi oppure contiene esattamente un arco in E⊆ con estremità in p e 
p’’ . 
 
Sia p= ,p pA E  un w-pattern connesso. Allora esiste una catena di w-patters 
connessi, tale che ⊥<p1<…<pn = p.  
In Figura 3.13 possiamo notare che i sottografi p1, p2 e p4 sono ew-patterns per lo 
schema in Figura 3.11, infatti p1 è la chiusura del nodo e1, p2 è la chiusura del nodo e2 
e p4 è la chiusura del nodo c. 
P3 non è un ew-pattern perché non c’è alcun nodo che possa generarlo. Inoltre si ha 
che p1<p3, p2<p3, p4<p1, p4<p2. 
  
Figura 3.13- Esempi di patterns elementari e di relazioni di precedenza 
 
Ora andiamo a vedere come si comporta l’algoritmo w-find.  
Ad ogni iterazione si costruisce in modo incrementale l'insieme degli F-patterns 
frequenti LK+1 estendendo l'insieme LK dell'iterazione precedente. 
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L'estensione viene fatta in due modi secondo la definizione di <; per ogni pattern p di 
LK: (k è inizialmente = 0): 
1. aggiungendo a p tutti gli archi frequenti (a,b) tali che  
            - i nodi a e b sono già presenti in p ma non sono ancora connessi; 
            - il nodo a è una sorgente non deterministica. 
Se il nuovo pattern così ottenuto è soddisfatto da WS  allora viene aggiunto 
all'insieme U. 
2. per ogni ew-pattern ewp di L0: 
            - si pone  p' = ( p ∪  ewp ).  
Se p' risulta essere un grafo connesso, soddisfatto da WS  allora p' viene 
aggiunto all'insieme U, altrimenti si tenta di inserire in p' tutti gli archi 
frequenti (a',b') tali che 
            - l'arco (a', b') non  occorre in p 
 - ( il nodo a' è già presente in p e il nodo b' è già presente in ewp ) OR  ( il         
nodo a' è già presente in ewp e il nodo b' è già presente in p) 
             - il nodo a' è una sorgente non deterministica  
Se il nuovo pattern così ottenuto è soddisfatto da WS allora viene aggiunto 
all'insieme U. 
Si assegna a LK+1 tutti i grafi p di U che sono frequenti. Il ciclo termina quando LK+1 
è uguale all'insieme vuoto e calcola tutti e solo i weak patterns frequenti connessi. 
3.3.2 Algoritmo c-find 
Una differente strategia, rispetto a w-find, può essere pensata osservando che, in 
generale, ogni pattern connesso può essere ottenuto o componendo due sottografi 
connessi o estendendo un sottografo per mezzo di un arco. 
Quindi due candidati possono essere generati iterativamente connettendo le 
componenti che devono essere tali che i nodi di confine possano combaciare. 
Dato un sottografo p = ,p pA E di WS definiamo con   
• { }( ) | ( ) ( )p pINBORDER p a A InDegree a InDegree a= ∈ < , l’insieme di tutti i 
nodi in p che ammettono un ulteriore arco entrante (frontiera di input); 
• { }max( ) | ( ) ( )p pOUTBORDER p a A OutDegree a OUT a= ∈ ≤ ,  l’insieme di tutti 
i nodi in p che ammettono un arco uscente (frontiera di output). 
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Gli insiemi INBORDER(p) e OUTBORDER(p) rappresentano rispettivamente 
l’insieme dei nodi dentro p che possono raggiungere o essere raggiunti da altri nodi 
non presenti in p. Per come sono stati definiti, possiamo notare che INBORDER di un 
w-pattern non può contenere nodi di tipo and-join e OUTBORDER non può contenere 
nodi deteministic fork. 
I confini possono essere sfruttati per connettere componenti, infatti un arco unisce le 
frontiere di due elementi. Quindi è sufficiente concentrarsi sugli archi frequenti ed in 
maniera iterativa generare nuovi candidati “mergendo” le componenti frequenti le cui 
frontiere sono connesse per mezzo di questi archi. 
Il cuore dell’algoritmo c-find è un ciclo principale in cui : 
• per ogni nodo a di WS vengono calcolati i due insiemi di F-pattern  INF(a) e 
OUTF(A) contenenti a rispettivamente nella frontiera di input e nella frontiera 
di output; 
• vengono memorizzati gli archi frequenti che possono connettere patterns nella 
variabile FA e vengono memorizzati i candidati che potrebbero essere generati 
componendo patterns “compatibili” all’interno della variabile FP; 
• quindi le frontiere vengono ricalcolate con i nuovi candidati e gli F-patterns 
frequenti vengono selezionati calcolando la frequenza di ogni candidato. Le 
frontiere possono essere calcolate incrementalmente estendendo quelle delle 
componenti connesse e possono essere generati nuovi candidati anche unendo 
F-patterns che condividono nodi. 
L’algoritmo termina, calcolando tutti e soli i weak pattern frequenti connessi, quando 
non vengono più trovati dei candidati, cioè quando i patterns estratti hanno le frontiere 
di input e di output vuote.  
3.3.3 Confrontiamo w-find e c-find 
Entrambi gli algoritmi estraggono tutti i weak pattens connessi frequenti, ma come 
abbiamo visto nei due paragrafi precedenti, utilizzano due strategie differenti; quindi 
sia C l’insieme dei candidati generati da c-find e siano Nc i passi richiesti per la sua 
esecuzione e sia W l’insieme dei candidati generati da w-find e siano Nw i passi 
richiesti per la sua esecuzione: si ha che W C e Nc ≤ Nw. ⊆
Capitolo 3 - Workflow Mining 87 
Con questa affermazione possiamo dire che c-find può generare più candidati di w-
find, ma in generale la ricerca converge più velocemente in quanto il numero di 
iterazioni è inferiore. 
In [41] sono riportati i risultati di un esperimento che mette a confronto i due 
algoritmi. Gli autori per valutare la complessità dello schema workflow sfruttano il 
valore f =  |  che rappresenta il potenziale grado di non determinismo in WS. | / | |E⊆ E
In un primo insieme di esperimenti è fisso f (0.7) e sono generate in maniera random 
5000 istanze. Per quanto riguarda il numero dei candidati generati su tali istanze, al 
variare del minimo supporto, w-find è migliore di c-find, soprattutto per i valori più 
bassi di minSupp (Figura 3.14 [41]). 
 
Figura 3.14- Confronto tra w-find e c-find. Numero di candidati per diversi valori di minSupp 
 
Per un secondo insieme di esperimenti è fisso il valore di minSupp = 0.2 ed il 
confronto è fatto al variare di f . In questo caso si conferma la qualità di w-find  nel 
generare meno candidati, per ogni tipo di workflow. 
Il fattore che può portare a preferire c-find è il numero di iterazioni che utilizza. 
Guardando il numero di candidati generati ad ogni passo differente dell’algoritmo, il 
comportamento di c-find risulta essere in qualche modo doppio a quello di w-find.  
Ad ogni iterazione successiva, c-find genera più candidati rispetto a quella precedente 
e questo porta il processo a convergere più velocemente. Al contrario, w-find dopo un 
certo numero di iterazioni riduce drasticamente il numero dei nuovi patterns frequenti 
estratti e quindi richiede più passi (Figura 3.15 [41]). 
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Capitolo 4    
Algoritmo GenPrefixGrowth 
Nei due capitoli precedenti abbiamo posto la nostra attenzione sulle due principali 
tecniche di mining applicabili ai file di  Logs estratti dal progetto Brite, i pattern 
sequenziali e il workflow mining. 
 In questo capitolo affrontiamo l’obiettivo finale di questa tesi: scegliere un algoritmo 
per inferire pattern sequenziali al fine di estrapolare pattern sequenziali frequenti che 
rispettino i vincoli temporali di gap. 
Evidenzieremo le caratteristiche dell’algoritmo GenPrefixGrowth, spiegheremo i 




GenPrefixGrowth, è un algoritmo per estrarre pattern sequenziali, fa parte della 
famiglia degli algoritmi pattern-growth, l’unica proprietà richiesta è che i vincoli  
siano prefix anti-monotono o prefix-monotono (richiesta più debole rispetto alla 
precedente); ricordiamo le due definizioni [22]: 
 
Un vincolo C è detto prefix anti-monotono se per ogni sequenza α che soddisfa il 
vincolo, lo soddisfa anche ogni prefisso di  α. 
Un vincolo C è detto prefix-monotono se per ogni sequenza di α che soddisfa il 
vincolo, lo soddisfa anche ogni sequenza avente α come prefisso. 
 
A differenza di altri algoritmi, è in grado di trattare diversi tipi di vincoli: i pattern 
sequenziali estratti, oltre ad essere frequenti (quindi rispettare il minimo supporto ) 
devono soddisfare le altre restrizioni sia di tipo temporale che di contenuto. La sua 
forza sta nell’essere in grado di trattare vincoli che non sono esprimibili tramite 
espressioni regolari, ma utilizzando linguaggi liberi da contesto, infatti deve prevedere 
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l’implementazione di un automa a pila e dei metodi per verificare se una sequenza 
soddisfa il linguaggio.  
Il tipo di formattazione dei dati utilizzata da GenPrefixGrowth è il database proiettato, 
quindi le sequenze frequenti sono utilizzate come prefisso per proiettare il database 
originale in un insieme di database più piccoli. Nel calcolare il database proiettato di 
una sequenza viene presa in considerazione ogni sua occorrenza nel DB. 
Diamo le definizioni di prefisso, proiezione, postfisso e database proiettato [28]: 
 
Supponiamo che tutti gli items di un elemento siano in ordine crescente. 
Data una sequenza 1 2, ,..., ne e eα =< > , una sequenza ' ' '1 2, ,..., me e eβ =< > (m n ) è 
detta un prefisso di 
≤
α  se e solo se: 
1.  per ( i≤m-1); 'ie e= i
)
2. ; 'm me e⊆
3. tutti gli items in occuperanno in ordine crescente le posizioni 
successive a  
'( m me e−
'
me .
Esempio:<a>, <aa>, <a(ab)>, e <a(abc)> sono prefissi della sequenza s= 
<a(abc)(ac)d(cf)>, ma nè <ab> nè <a(bc)> è considerato un  prefisso. 
 
Date due sequenze α  e β  tale che β  è una sottosequenza di α , ( β α⊆ ). Una 
sottosequenza 'α  della sequenza α  è detta una proiezione di α (rispetto al prefisso 
β ) se e solo se: 
1. 'α  ha prefisso β ; 
2. non esiste nessuna super sequenza ''α  di 'α  ( '' 'α α⊆ ''e 'α α≠ ) tale che ''α  è 
una sottosequenza di α  che ha anche come prefissoβ .  
Esempio: prendiamo in considerazione la sequenza s=<a(abc)(ac)d(cf)>. Per il 
prefisso <a> il postfisso è s1=<(abc)(ac)d(cf)> mentre per il prefisso <aa> il suo 
postfisso è s2=<(_bc)(ac)d(cf)>.  
 
Data la proiezione di ' 1 2... ne e eα =< > α rispetto al prefisso 
β =  La sequenza '1 2 1... ( ).m me e e e m n−< > ≤ '' 1...m m ne e eγ +=< >  è detto il postfisso di 
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α (rispetto al prefisso β  ), denotata come /γ α β= , dove . E’ anche 
denotato 
'' '(m m me e e= − )
α β γ= ⋅ . 
Seβ   non è una sottosequenza di α  , sia la proiezione che il postfisso di α  
sono vuoti. 
 
Sia α  un pattern sequenziale in S, dove S è l’insieme di tutte le sequenze che 
contengono α .  Il database proiettato rispetto ad α  , denotato con S|α, è la 
collezione di postfissi delle sequenze in S rispetto al prefisso α.  
 
 
Per calcolare il supporto di un item si considera il numero di sequenze in cui 
quell’item è presente. Per un corretto calcolo del supporto ad ogni sequenza proiettata 
viene associato un identificatore che equivale a quello associato alla sequenza iniziale; 
questo garantisce che nel calcolo del supporto più occorrenze dell’item  all’interno di 
una stessa sequenza vengano considerate una sola volta. Per esempio: se ho due 
sequenze 1-acjcde e 2-achcde allora il database proiettato su c è {1- jcde, 1-de,2- 
hcde ,2-de} e il supporto di d è 2.  
 
4.2 Scelta dell’algoritmo 
Per scegliere l’algoritmo da implementare abbiamo pensato al progetto Brite, in 
particolare su che tipo di dati lavoriamo e che tipo di informazioni vogliamo estrarre 
dai Logs.  
Abbiamo scelto un algoritmo di tipo pattern-growth rispetto a quelli Apriori-like in 
quanto evita totalmente la generazione dei candidati e le molteplici scansioni del 
database, inoltre lo spazio di ricerca per il calcolo del supporto ad ogni passo  diventa 
più piccolo. 
Dopo un attento studio dei vari algoritmi per inferire  pattern sequenziali ci siamo resi 
conto che avevamo bisogno di un algoritmo in grado di trattare allo stesso tempo 
vincoli temporali, esistenziali e di contenuto; abbiamo analizzato gli algoritmi visti 
nel Capitolo 2,  che fanno uso di vincoli, sottolineando i loro limiti: 
Spirit: nonostante le sue innovazioni in termini di restrizioni non risulta essere di 
particolare efficienza rispetto ad altri algoritmi come cSPADE. 
Capitolo 4 – Algoritmo GenPrefixGrowth 92 
 cSPADE: in generale risultano essere degli algoritmi efficienti per l’estrazione di 
pattern sequenziali. Essi utilizzano un formato dei dati da analizzare verticale  e 
questo richiede un notevole overhead di preprocessing impiegato nel convertire il 
database di input nel formato verticale. 
Prefix-Growth: è molto simile a GenPrefixGrowth con l’eccezione che  Prefix- 
Growth  usa vincoli esprimibili solo con espressioni regolari, invece noi abbiamo 
bisogno anche di inserire vincoli esprimibili mediante linguaggi liberi da contesto.  
 
GenPrefixGrowth  è l’unico algoritmo in letteratura che ha soddisfatto le nostre 
esigenze, in quanto nella piattaforma di Brite dobbiamo poter inserire anche vincoli 
non esprimibili con espressioni regolari ma solo con linguaggi liberi da contesto; ecco 
un banale esempio: 
 
In Brite vogliamo analizzare il comportamento di una compagnia che vuole aprire n 
filiali all’estero.  Ipotizziamo che questo tipo di operazione (processo) richieda due 
azioni a e b e che devono essere eseguite in un certo ordine; supponiamo che la 
compagnia possa aprire più filiali contemporaneamente, quindi per ogni singolo 
processo deve eseguire a e b e l’azione a deve precedere la corrispondente azione b. 
Se vogliamo rappresentare questo tipo di vincolo  con una regola equivale a dire che 
un pattern deve contenere lo stesso numero di a e b (se a e b vengono eseguite 
esclusivamente durante l’operazione di apertura filiale all’estero) e che in un 
determinato istante il numero di b che occorrono deve essere minore o uguale al 
numero di a presenti nella stessa unità di tempo. Si accettano sequenze del tipo 
“abab” o “aabbab”, ma non si accettano sequenze come “aabbb” e “baab”.  
 
Vincoli di questo tipo non sono esprimibili  con le espressioni regolari, ma richiedono 
strumenti più forti come i linguaggi liberi da contesto. 
 Per semplicità è stata implementata una versione base dell’algoritmo 
GenPrefixGrowth in cui si trattano solo i vincoli temporali (max gap e min gap) per i 
quali non è stato necessario definire un linguaggio libero da contesto.  
 
Capitolo 4 – Algoritmo GenPrefixGrowth 93 
4.3 Scelte implementative 
GenPrefixGrowth è uno fra i più efficienti algoritmi per il sequential pattern 
mining in grado di trattare vincoli temporali, esistenziali e di contenuto. 
Non è necessaria nessuna generazione dei candidati, compito che appesantisce 
notevolmente gli algoritmi, grazie al metodo di proiezione basata su prefisso. Questo 
metodo fa si che il database proiettato utilizzato ad ogni passo risulti di dimensione 
sempre più piccola rendendo, di conseguenza, l’algoritmo più veloce. Il maggiore 
overhead di GenPrefixGrowth è dovuto alla proiezione. Utilizzando come soluzione la 
pseudo proiezione il risultato dell’algoritmo prescelto è ottimale: la pseudo proiezione 
assicura un basso uso di memoria e riduce i costi. 
 
In generale cos’è una Pseudo proiezione[28]? 
In caso di main memory, invece di costruire una proiezione fisica mettendo assieme 
tutti i postfissi, si possono usare dei puntatori che riferiscono le sequenze nel database 
come una pseudo proiezione. Ogni proiezione è costituita da due informazioni: 
• un puntatore alla sequenza nel database; 
• un offset del postfisso nella sequenza. 
Una volta acceduto alla sequenza, l’offset  indica l’inizio della proiezione. 
La pseudo proiezione evita di avere fisicamente più copie dei postfissi. Questo è 
efficiente sia in termini di tempo di esecuzione che di spazio. Ovviamente questo tipo 
di proiezione non è efficiente se usata per accessi basati su disco. 
Gli autori suggeriscono di utilizzare la pseudo proiezione quando i database 
proiettati possono stare in memoria. 
Esempio: la proiezione della sequenza s=<a(abc)(ac)d(cf)> rispetto al prefisso <ab> è  
<(_c)(ac)d(cf)>. La pseudo proiezione è composta da due informazioni: contiene il 
puntatore alla sequenza s ed il valore dell’offset è 4 indicando che il postfisso inizia 
dall’item c.  
 
La scelta fatta, è quindi di realizzare GenPrefixGrowth con pseudo proiezione 
inserendo vincoli esistenziali e di gap; questa implementazione dell’algoritmo è main 
memory.  Il linguaggio di programmazione utilizzato è Java, mentre l’ambiente di 
sviluppo è Eclipse. 
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4.3.1 Dati di input e dati di output 
I dati in input al nostro algoritmo sono i dati memorizzati nei file di Logs 
preprocessati. Il preprocessing consiste nell’applicare i vincoli temporali di window 
size e maxspan e nell’associare una corrispondenza univoca tra un’azione e un 
carattere, ad esempio l’operazione “change of site” corrisponderà sempre al carattere 
“c” . 
 Il vincolo window size definisce la distanza temporale massima che deve esistere tra 
il primo item e l’ultimo item di un itemset, ovvero decidere quando considerare due o 
più items paralleli, mentre quello maxspan specifica la distanza massima consentita 
tra il primo elemento della sequenza e l’ultimo. 
L’algoritmo prende in input un file di testo “input.txt” che conterrà i dati 
preprocessati: ogni riga corrisponde ad una sequenza che a sua volta è composta da 
uno o più itemset aventi uno o più items. Un itemset si indvidua perché è racchiuso tra 
parentesi tonde; nel caso in cui contenga più items essi sono separati da “;”. 
Un item è formato da un carattere, che corrisponde ad una determinata azione, e da un 
timestamp, che indica quando è stata eseguita quell’azione; questi due elementi sono 









La seconda sequenza ( cioè seconda riga del file) è formata da quattro itemset di cui 
solo il primo è formato da tre items in parallelo, a, c e j aventi lo stesso timestamp 
01/01/2006 (window size=0) . 
 
Oltre al file “input. txt”, l’algoritmo ha bisogno di altri quattro dati: 
1. Minsup, valore intero che indica il minimo supporto, cioè la soglia minima 
affinché una sequenza può essere considerata frequente. Ricordiamo che il 
supporto di un pattern sequenziale è il numero di sequenze in cui è contenuto. 
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Prendiamo in considerazione il file di esempio sopra, il pattern sequenziale 
“ac”  ha supporto 2, infatti è presente nella seconda e nella quarta sequenza. 
2. Vincoli, tipo String,  indica se l’utente vuole estrarre sequential pattern che 
soddisfanto vincoli temporali (“true”) o vuole solo estrarre pattern che 
soddisfano il minimo supporto (“false”). Nel caso in cui il valore è a true 
allora servono i successivi parametri (punto 3, punto 4, punto 5). 
3. Granularità, valore intero che indica se la distanza temporale minima e 
massima tra due timestamp deve essere calcolata in termini di ore (valore 
corrispondente 0), giorni (valore corrispondente 1), settimane (valore 
corrispondente 2) o mesi (valore corrispondente 3). 
4. Maxgap, valore intero che indica la distanza temporale massima che deve 
essere soddisfatta nel DB originale da due itemset che nel pattern sequenziale 
sono adiacenti. 
5. Mingap, valore intero che indica la distanza temporale minima che deve essere 




L’output dell’algoritmo GenPrefixGrowth (vedi Tabella 4.1)  sarà formato da tutti i 
pattern sequenziali frequenti che soddisfano i vincoli temporali di mingap e di 
maxgap con i loro rispettivi supporti. Partendo dal file di input di esempio con i valori 
di minsup=2, vincoli=true, granularità=1(giorni), maxgap=120 e mingap=0, alcuni 
risultati dell’algoritmo saranno i seguenti: 
Ad esempio, il terzo pattern sequenziale estratto “(ac)c” indica che ac in parallelo 
seguito da c in seriale soddisfa i vincoli di gap ed è frequente infatti il suo supporto è 
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Tabella 4.1-Risultati dell’algoritmo 
 
4.3.2 Strutture dati utilizzate 
Per la scelta delle strutture dati da utilizzare nell’implementazione dell’algoritmo 
GenPrefixGrowth è stato fatto uno studio ben approfondito per cercare di ridurre 
l’occupazione di memoria e i costi di accesso ad  esse. 
Nei prossimi sottoparagrafi andiamo più in dettaglio sulle strutture dati che abbiamo 
scelto, cercando in particolare di definirle nel contesto in cui sono state utilizzate. 
 
4.3.2.1 Stack 
Lo Stack S memorizza oggetti di tipo FreqElement che hanno due campi: il pattern 
sequenziale frequente e il suo supporto. 
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Questi oggetti vengono salvati man mano che sono estratti partendo da quelli di 
lunghezza 1. Utilizzando lo stack, l’algoritmo è iterativo: si estrae l’elemento in testa 
(S.pop(el)) e si espande calcolando nuovi pattern sequenziali frequenti che vengono  
memorizzati in S e così via fino a quando lo stack è vuoto. 
 
4.3.2.2 Database originale 
Il database di origine (Figura 4.1) viene costruito a partire dal file di input “input.txt”. 
Come abbiamo già detto ogni riga del file equivale ad una sequenza che è 
memorizzata nel vettore DB, quindi la dimensione di questo vettore è uguale al 
numero di righe. Ogni sequenza è composta da itemset, infatti ciascun elemento di DB 
è a sua volta un vettore chiamato Itemset, la sua dimensione equivale al numero di 
itemset contenuti nella corrispettiva sequenza. 
Ogni elemento del vettore Itemset è a sua volta un vettore di oggetti di tipo Item 
(vettore Items) in quanto un itemset contiene uno o più items.  L’oggetto Item ha due 
elementi: 
• action di tipo String, che indica l’azione effettuata; 

























da un vettore 
di items 
• action 
• timestamp Ogni 
sequenza è 
composta da 
un vettore di 
itemset                              
Figura 4.1- Strutture dati utilizzate per costruire  il DB di partenza 
Capitolo 4 – Algoritmo GenPrefixGrowth 98 
4.3.2.3 Pseudo proiezione e calcolo del supporto 
Come già detto per GenPrefixGrowth il problema principale è il costo della fase di 
proiezione. Quindi abbiamo deciso di implementare una versione dell’algoritmo main 
memory utilizzando la tecnica della pseudo proiezione, che comporta effettuare una 
proiezione dei prefissi non fisica, ma virtuale. 
La struttura dati scelta è l’hashtable in quanto i costi di inserimento, estrazione e 
eliminazione di un elemento sono fissi, O(1). La hashtable T (Figura 4.2) avrà come 
chiave i pattern sequenziali frequenti a partire da quelli di lunghezza 1 e come valore 
un oggetto di tipo Projection che contiene le pseudo proiezioni dei pattern rispetto al 
DB di partenza. 
L’oggetto Projection ha all’interno due array di interi, uno dei quali,  proj, contiene 
per ogni sequenza frequente che rispetta i vincoli temporali di gap, tante pseudo 
proiezioni quante sono le volte che è presente nel DB di origine. Ogni pseudo 
proiezione occupa 7 posizioni all’interno dell’array: 
• la prima posizione è il numero di sequenza 
• la seconda e  la terza rispettivamente indicano l’indice dell’itemset e la 
posizione al suo interno del primo item dell’itemset precedente all’itemset 
corrente, se non c’è conterrà -1,  -1; questo elemento serve per risalire al 
timestamp per il calcolo dei gap (se sono soddisfatti o meno) 
• la quarta e la quinta rispettivamente indicano l’indice dell’itemset e la 
posizione al suo interno del primo item nell’itemset corrente; anche questo 
elemento  serve  per risalire al timestamp per il calcolo dei gap (se sono 
soddisfatti o meno) 
• la sesta e la settima rispettivamente indicano l’indice dell’itemset e la 
posizione al suo interno dell’item corrente (questa è la pseudo proiezione 
vera e propria dell’item concatenato al prefisso di partenza in quanto 
soddisfa i vincoli di gap ed è frequente) 
Esempio: partendo dal file di input di esempio l’array proj per l’item ‘d’ conterrà:  
 
1 -1 -1 2 0 2 0 3 -1 -1 2 0 2 0
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Il secondo array, aux, viene utilizzato per il calcolo del supporto dei pattern di 
lunghezza 1 per  individuare quali sono quelli frequenti. L’array aux di lunghezza tre 
memorizza:  
• nella prima posizione l’ultimo numero di sequenza che contiene l’item 
corrente; 
• nella seconda posizione il valore del supporto;  
• nella terza posizione l’indice di riempimento dell’array per la pseudo 
proiezione di ciascun item; serve per aggiungere una nuova pseudo proiezione 
all’array proj. 
















Figura 4.2- Hashtable T dove sono memorizzati i pattern frequenti e le pseudo proiezione 
 
Dopo aver individuato i pattern frequenti di lunghezza 1 essi vengono memorizzati in 
un ArrayList chiamata ActionFreq e viene creata una hashtable T_id che ha come 
chiave l’item individuato e come valore la posizione id che ha l’azione  all’interno 
dell’ArrayList. Queste due strutture dati (Figura 4.3) servono come ausilio per il 
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frequenti Figura 4.3 – Strutture dati ArrayList ActionFeq e Hashta
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contiene la pseudo proiezione dell’item in parallelo con l’ultimo item del 
prefisso. 
• arSize, contiene nella posizione (2*id) la lunghezza dell’array che contiene la 
pseudo proiezione dell’item in seriale con l’ultimo item del prefisso; la 
posizione(2*id+1 ) contiene la lunghezza dell’array che contiene la pseudo 
proiezione dell’item in parallelo con l’ultimo item del prefisso; serve per 
sapere quando si deve raddoppiare l’array, cioè quando arIndex[i]=arSize[i] (è 
inizializzato al valore 7). 
 
Esempio: a partire dal file di input di esempio e dalla  seguente T_id   per il pattern 
sequenziale ‘d’  i cinque array saranno: 




               
 











































Abbiamo creato i cinque array di lunghezza 8 e abbiamo trovato il nuovo pattern 
sequenziale frequente ‘de’ (infatti ha supporto 2), concatenando ‘e’ in seriale al 
prefisso ‘d’. 
4.4 Struttura dell’algoritmo 
L’algoritmo scelto è un algoritmo main-memory, pertanto si è cercato di 
ridurre al massimo l’occupazione di memoria. 
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Le classi realizzate sono in tutto sette, passiamo alla descrizione di ciascuna. 
 
Tesi 
Questa classe è quella che contiene il main e che attiva le due classi principali: 
BuildDB e GenPrefixGrowth. Riceve i seguenti parametri di ingresso: 
1. args[0]-> nome del file di input; 
2. args[1]->soglia del minimo supporto; 
3. args[2]-> vincolo, se si vuole estrarre pattern con vincoli temporali “true” 
altrimenti  “false”;  
4. args[3]->granularità; 
5. args[4]->valore del maxgap; 
6. args[5]->valore del mingap. 
L’unico parametro obbligatorio è il primo, gli altri possono essere settati con  valori di 
default. 
Questa classe crea un istanza della classe BuildDB passandogli il nome del file di 
input ed il valore del minimo supporto e crea un’istanza della classe GenPrefixGrowth 
passandogli il valore del minimo supporto, la granularità, il valore del maxgap  e 
quello del mingap (nel caso in cui questi parametri non sono stati inseriti dall’utente 
utilizziamo il costruttore vuoto). 
 
BuildDB 
Questa classe a partire dal file di input passato dall’utente crea il database originale e 
costruisce la pseudo proiezione di tutti i pattern frequenti di lunghezza 1. Inoltre crea 
le due strutture dati di ausilio: l’ArrayList ActionFreq e la hashtable T_id che 
verranno utilizzate nella classe GenPrefixGrowth per calcolare i pattern frequenti di 
lunghezza maggiore di 1. 
Ecco il costruttore: 
 
public BuildDB(String nf,int ms){ 
 nomefile=nf; 
minSup=ms; 
      } 
I due parametri stanno ad indicare il nome del file di input e il valore del minimo 
supporto.  
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All’interno di questa classe ci sono cinque metodi: 
 
public Vector build(){ 
} 
Questo metodo a partire dal file di input costruisce il database originale: legge il file 
riga per riga e per ognuna utilizza lo StringTokenizer per suddividere la sequenza 
(riga) in itemset; poi ciascun itemset individuato viene a sua volta diviso in item. 
Ogni item letto viene a sua volta separato per costruire l’oggetto di tipo Item 
passandogli la stringa action ed il timestamp. Utilizzando questo procedimento 
vengono riempiti i tre vettori: Items, Itemset e DB. Man mano che costruiamo il DB 
chiamando il metodo BuildHash1 possiamo riempire la hashatable T dove andiamo a 
memorizzare come chiave la action e come valore un oggetto di tipo Projection che 
conterrà la sua pseudo proiezione ed il supporto: 
 
public void buildHash1(String a, int indS, int indI, int 
indIt){} 
 
Questo metodo viene chiamato per ogni item letto dal file di input. Il metodo ha i 
seguenti parametri: 
1. String a-> l’azione eseguita che è poi la chiave di T; 
2. int indS-> il numero di sequenza dove ho incontrato l’azione; 
3. int indI-> l’indice dell’itemset dove ho incontrato l’azione; 
4. int indIt-> la posizione dell’azione all’interno dell’itemset. 
 Nel caso in cui la chiave a sia già presente nella hash andiamo a modificare solo il 
valore, cioè l’oggetto Projection altrimenti aggiungiamo un nuovo elemento a T. 
 
Dopo la costruzione del DB e della hashtable T dobbiamo trovare i pattern frequenti 
di lunghezza 1, ecco il metodo che li calcola prendendo come parametro il valore del 
supporto: 
public Vector buildFreqDB(int minSup){} 
 
In questo metodo si crea un’enumerazione delle chiavi in T: ogni elemento che ha il 
valore del supporto <= al minSup lo eliminiamo altrimenti inseriamo la chiave 
nell’ActionFreq e nella T_id salvando la posizione che ha all’interno dell’ArrayList, 
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dopodichè creiamo un oggetto di tipo FreqElement (passandogli come parametri la 
chiave ed il valore del supporto) che inseriamo nello stack S. 
Per raddoppiare la dimensione degli array che contengono le pseudo proiezioni e per 
diminuire la loro lunghezza abbiamo rispettivamente i seguenti due metodi: 
Object grow(int []l){} 
 
Object decrease(int l[],int index){} 
 
GenPrefixGrowth 
Questa classe ha il compito di estrarre tutti i pattern sequenziali frequenti che 
soddisfano i vincoli di maxgap e mingap. Ha tre costruttori: il primo per i parametri 
definiti dall’utente, il secondo quando dobbiamo usare valori di default, il terzo 
quando non si usano restrizioni temporali. 
public GenPrefixGrowth(int minSup, int granularità, int 
maxGap, int minGap){ 
  ms=minSup; 
  gran=granularità; 
  max=maxGap; 
  min=minGap;} 
I parametri sono: 
1. int minSup->valore del minimo supporto; 
2. int granularità->la granularità con la quale dobbiamo calcolare i gap tra due 
timestamp; 
3. int maxGap->il valore del maxgap; 
4. int minGap->il valore del mingap. 
 
public GenPrefixGrowth(){ 
  ms=3; 
  gran=1; 
  max=20; 
  min=5; 
 } 
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Questo costruttore non ha parametri, quindi abbiamo assegnato ai parametri dei valori 
di default pari a 3, 1, 20, 5. 
 
public GenPrefixGrowth(int minSup){ 
  ms=3; 
 } 
Questo costruttore ha un unico parametro: il valore del minimo supporto; si utilizza 
quando l’utente vuole estrarre sequential pattern senza vincoli temporali, quindi 
quando il parametro  booleano di input vincoli è false. 
 
Questa classe ha otto metodi: 
 
public void Extract(Vector struct){ 
} 
 
public void Extract2(Vector struct){ 
} 
Il primo metodo è usato quando i pattern devono soddisfare i vincoli di gap, il 
secondo invece quando l’utente vuole estrarre pattern sequenziali frequenti senza 
inserire dei vincoli temporali. 
Entrambi i metodi prendono come parametro un vettore che contiene tutte le strutture 
dati costruite nella classe BuildDB: 
• la Hashtable T_id; 
• l’ArrayList ActionFreq; 
• lo Stack S; 
• il Vector DB. 
 
Per ogni pattern in S il metodo Extract, prima lo salva nell’array Risultato come dato 
di output e poi accede alla hash T,  prendiamo la sua pseudo proiezione e a partire da 
questa scorriamo il DB. Per ogni item si distinguono due casi: 
• quello parallelo-> per gli items che appartengono allo stesso itemset. In questo 
caso dobbiamo controllare se è soddisfatto il maxgap tra l’item corrente ed il 
primo item dell’itemset precedente se non c’è -1,-1 (seconda e terza posizione 
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dell’array pseudoproiezione). Nel caso in cui il gap sia soddisfatto o ci sia -1,  
-1 andiamo a riempire in posizione (2*id+1) (id estratto da T_id con chiave il 
pattern estratto da S) gli array arSupporto, arLastSeq, arProjection, arIndex 
con i valori opportuni. 
• quello seriale-> per gli items che non appartengono allo stesso itemset. In 
questo caso facciamo il controllo del maxgap e del mingap tra l’item corrente 
ed il primo item dell’itemset corrente (quarta e quinta posizione dell’array 
pseudo proiezione); nel caso in cui entrambi sono soddisfatti allora andiamo a 
riempire in posizione (2*id) (id estratto da T_id con chiave il pattern estratto 
da S) gli array arSupporto, arLastSeq, arProjection, arIndex con i valori 
opportuni. 
Il metodo Extract2 fa lo stesso lavoro di Extract senza controllare se gli items 
rispettano i vincoli temporali. 
 
Per vedere se il maxgap ed il mingap sono soddisfatti usiamo i seguenti due metodi, 
restituiscono true se la differenza tra i due timestamp è minore del valore di maxgap e 
maggiore del valore di mingap: 
public boolean maxGap(Date t1, Date t2){} 
public boolean minGap(Date t1, Date t2){} 
Entrambi prendono come parametri di input due date (timestamp) e chiamano il 
metodo 
public int diffDate(Date t1, Date t2, int granularità){} 
 che calcola la differenza tra due timestamp in termini di ore, giorni, settimane o mesi 
a seconda della granularità richiesta dall’utente. 
 
Per il calcolo dei nuovi pattern sequenziali frequenti a partire da quello estratto dallo 
Stack S usiamo il metodo  
public void calcFreq(int []arSupport, Projection [] 
arProjection, int[] arIndex, ArrayList ActionFreq, String 
seqF, Stack S){} 
che prende come parametri le seguenti strutture dati: 
1. int [] arSupporto, array dove abbiamo salvato tutti i supporti degli item che 
rispettano i vincoli di gap; 
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2. Projection [] arProjection, array dove abbiamo memorizzato le pseudo 
proiezioni  degli item che rispettano i vincoli di gap; 
3. int [] arIndex, array dove abbiamo memorizzato gli indici di riempimento 
degli array delle pseudo proiezioni; 
4. ArrayList ActionFreq, array delle azioni frequenti; 
5. String seqF, pattern frequente estratto dallo Stack; 
6. Stack S, dove andiamo a memorizzare i nuovi pattern frequenti. 
Questo metodo scorre l’array arSupporto  e controlla se il valore memorizzato è >= 
del minimo supporto, in tal caso se l’indice 
• è pari, quindi l’item va aggiunto in seriale-> allora calcoliamo il valore di id 
dividendo l’indice per 2 e accedendo all’ActionFreq  estraiamo l’item che 
concateniamo al pattern estratto da S. Creiamo un oggetto di tipo FreqElement 
con la nuova sequenza ed il supporto; 
• è dispari, quindi l’item va aggiunto in parallelo-> allora calcoliamo il valore di 
id dividendo per 2 l’indice -1 e accedendo all’ActionFreq estraiamo l’item che 
concateniamo al pattern estratto da S. Creiamo un oggetto di tipo FreqElement 
con la nuova sequenza ed il supporto. 
Una volta trovata una nuova sequenza la inseriamo come chiave in T e come valore 
inseriamo l’oggetto Projection che prendiamo da arProjection. 
 
 Per raddoppiare la dimensione degli array che contengono le pseudo proiezioni e per 
diminuire la loro lunghezza abbiamo rispettivamente i seguenti due metodi: 
Object grow(int []l){} 
 
Object decrease(int l[],int index){} 
 
Item 
Questa classe la utilizziamo per creare oggetti di tipo Item; ecco il costruttore che 
prende come parametri l’azione ed il timestamp: 
public Item(String a, Date t){ 
  action=a; 
  timestamp=t;} 
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Projection 
Questa classe è utilizzata per fare la pseudo proiezione; ha due costruttori: 
il primo prende due array ed è utilizzato solo per il calcolo dei pattern frequenti di 
lunghezza 1, ha due argomenti int [] p che contiene la pseudo proiezione e int [] a che 
è l’array di ausilio; 
public Projection(int [] p, int [] a){ 
 proj=p; 
 aux=a;} 
il secondo invece ha come argomento solo l’array della pseudo proiezione. 
public Projection(int []l){ 
 proj=l; 
} 
I metodi get e set  di questa classe sono: 
public int [] auxGet(){} 
public int [] projGet(){} 
public void auxSet(int [] a){} 





Questa classe crea oggetti di tipo FreqElement; il suo costruttore è 
public FreqElement(String a, int sup){ 
 actionF=a; 
 supporto=sup;  
} 
che ha come argomenti il pattern sequenziale frequente estratto ed il suo supporto. 
 
Hash 
Questa classe è utilizzata per creare la hashtable T e per accedere ad essa; T è una 
variabile della classe di tipo Hashtable con il modificatore static. Il costruttore è il 
seguente: 
public Hash(Hashtable t){ 
  T=t; 
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 } 
I metodi statici per accedere a T sono: 
static void set(String a, Projection p){} 
per inserire un nuovo elemento in T. 
 
static Projection get(String a){} 
usato per estrarre da T il valore in corrispondenza della chiave a. 
 
static boolean presente(String a){} 
mi indica se la chiave è già presente o meno in T. 
 
static void elimina(String a){} 
per eliminare da T  l’elemento con chiave a. 
 
static Enumeration ciclo(){} 
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Capitolo 5    
Test e risultati 
In questo capitolo analizziamo i test fatti con l’algoritmo GenPrefixGrowth, 
implementato come descritto nel capitolo precedente. I risultati verranno confrontati 
con quelli ottenuti dall’algoritmo PrefixSpan di cui daremo una  breve introduzione. 
Tutti i test sono stati eseguiti su un Intel(R) Pentium(R) M  CPU 1.73 GHz con 1GB 
di RAM, 1024 di memoria virtuale e Microsoft Windows XP Home Edition versione 
2002. 
5.1 File per i test 
I dati per creare i file di input sono stati estratti da un database dove per ogni utente 
memorizza le url delle pagine Web che ha visitato ed il rispettivo timestamp (cioè 
quando le ha visitate). Lo scopo del progetto Click World [46]  è la sperimentazione 
di tecniche di mining e web mining ed il dataset utilizzato si riferisce ai dati anagrafici 
di utenti e a log di accesso a siti del dominio vivacity.it.  
Il DB è composto da tre tabelle principali: 
• Anagrafica, contieni i dati personali degli utenti registrati al sito; 
• WebLog Url, contiene informazioni sulle URL delle richieste http e dei 
referrer ( anche URL di altri domini); 
• WebLog, contiene informazioni sulle richieste http. 
Esistono inoltre altre tabelle definite come tabelle di decodifica, cioè contengono per 
ogni entry code e value, cioè un dato codice è associato un particolare valore. 
Ecco un esempio di dati estratti dal  DB (Tabella5.1) definendo delle query che 
coinvolgono le tabelle Anagrafica e WebLog. 
I risultati delle query  sono poi  pre processati per ottenere i file di input per il nostro 
algoritmo. I file di test saranno composti da tante sequenze quanti sono gli utenti presi 
in considerazione e gli items sono le url; nel caso in cui le url sono state visitate lo 
stesso giorno  apparterranno allo stesso itemset. Per maggiore chiarezza le url sono 
state associate a numeri interi. 
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id_utente url timestamp 
2794 4.0431614072287034E+17 2/18/2003 7:41:37 PM 
2794 4.0431614072287034E+17 2/18/2003 7:45:12 PM 
2794 4.0431614072287034E+17 2/28/2003 10:38:33 PM 
2794 4.0431614072287034E+17 2/28/2003 10:43:56 PM 
3807 7.8909225077857E+17 12/16/2002 3:03:16 PM 
3807 7.8909225077857E+17 12/16/2002 3:03:17 PM 
3807 7.8909225077857E+17 12/16/2002 3:04:02 PM 
Tabella 5.1- Esempio di dati estratti dal DB Click World 
 
Ecco il risulato del preprocessing partendo dai dati estratti dal DB in Tabella 5.1, ogni 
sequenza corrisponde ad ogni id_utente: 
 
(0,2/18/2003 7:41:37;0, 2/18/2003 7:45:12)(0,2/28/2003 10:38:33;0,2/28/2003 10:43:56) 
(1, 12/16/2002 3:03:16;1, 12/16/2002 3:03:17;1, 12/16/2002 3:03:17) 
 
I file di input sono dei file di testo che, come si può vedere anche dall’esempio, 
rispettano il formato discusso nel paragrafo 4.3.1; la Tabella 5.2 ne riassume le 
caratteristiche. 
 
nomeFile numero items numero sequenze Dimensione in KB 
newtest1.txt 109 15 3kb 
newtest2.txt 402 60 9kb 
newtest3.txt 3096 451 69kb 
newtest4.txt 5917 871 131kb 
newtest5.txt 10552 1373 229kb 
newtest6.txt 16037 2400 339kb 
newtest7.txt 38402 5585 811kb 
newtest8.txt 77533 11142 1654kb 
Tabella 5.2- Informazioni relative ai file utilizzati per i test 
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5.2 Test su GenPrefixGrowth 
Per studiare le performance di GenPrefixGrowth abbiamo fatto tre tipi di test in 
assenza di vincoli di gap: 
• per dimensione dei file di input fissato il supporto; 
• per valore del supporto fissata la dimensione del file; 
• per lunghezza massima delle sequenze, fissati dimensione del file e supporto.  
In Figura 5.1 viene illustrata l’esecuzione dell’algoritmo all’aumentare del numero di 
sequenze (#DB) tenendo il valore del supporto fisso a 3; dal grafico possiamo vedere 
che al crescere della dimensione dei file di input cresce in maniera lineare il tempo di 
esecuzione.  


















     #DB
 
Figura 5.1- Tempo di esecuzione di GenPrefixGrowth al variare dei file di input 
 
Il grafico di Figura 5.2 fa capire il comportamento dell’algoritmo al variare del valore 
del supporto; il test è stato fatto sui  tre file di test che hanno una dimensione 
maggiore. Dalla figura si può vedere che i tempi di esecuzione diminuiscono in 
maniera lineare all’aumentare del supporto, sono comunque leggermente più lunghi 
per il file di dimensione maggiore e man mano tendono a diminuire al diminuire del 
numero di sequenze. 
 





















Figura 5.2-Tempo di esecuzione di GenPrefixGrowth al variare del supporto 
 
L’ultimo test sull’algoritmo GenPrefixGrowth è stato fatto per vedere le sue 
performance al variare della lunghezza massima delle sequenze, cioè il numero 
massimo di items per sequenza, tenendo fissi il supporto e la dimensione del DB 
(numero sequenze).  
Per fare questo tipo di test abbiamo creato 5 file di input ad hoc a partire dai dati 
estratti da clickworld con 60 utenti (quindi 60 sequenze) mettendo un filtro sul 
numero massimo di items presenti in ciascuna sequenza; nei file non tutte le sequenze 
saranno lunghe uguali, ma al massimo i valori stabiliti. Le informazioni sui file che 
abbiamo utilizzato sono  riassunte in Tabella 5.3. 
 
Nome File Numero sequenze Numero items Lunghezza massima 
Lenght5test 60 246 5 
Lenght10test 60 412 10 
Lenght20test 60 492 20 
Lenght30test 60 621 30 
Lenght40test 60 746 40 
  
Tabella 5.3 – Informazioni sui file utilizzati per i test variando la lunghezza massima delle sequenze 
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Dal grafico in Figura 5.4 si può vedere il risultato del test tenendo fisso il valore del 
supporto e la dimensione del DB: all’aumentare del numero di items nelle sequenze 
anche il tempo di esecuzione dell’algoritmo aumenta in maniera lineare. 
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Figura 5.3- Tempo di esecuzione di GenPrefixGrowth al variare della lunghezza massima delle 
sequenze 
 
Durante la fase di testing ci siamo resi conto che il caso peggiore per l’algoritmo 
GenPrefixGrowth si ha quando il database (file di input) è composto da un 
significativo numero di sequenze aventi  uno stesso elemento ripetuto più volte. In 
questo caso infatti gli array delle pseudo proiezioni diventano molto più lunghi 
dell’array che contiene la pseudo proiezione del DB originale violando l’assunzione 
che la dimensione dei DB proiettati non possono essere più grandi della dimensione 
del DB originale. In questi casi sfortunati l’algoritmo non termina la sua esecuzione in 
quanto va in out of memory sullo heap.  
Supponiamo che il nostro file di input sia una sola sequenza composta da elementi 
uguali e supponiamo che il minimo supporto sia uguale a 1; ecco una dimostrazione 
teorica di cosa accade: 
la sequenza è (5,1;5,2;5,3;5,4;5,5;5,6) dove l’item è 5 seguito dal rispettivo timestamp; 
il DB originale lo possiamo indicare così DB ={ (51,52,53,54,55,56)}. 
Iniziamo il calcolo della pseudo proiezione rispetto a 5: 
DB_prj_5={1.(_52 53 54 55 56), 1.(_53 54 55 56), 1.(_54 55 56), 1.(_55 56), 1.(_56)} 
dove “1.” indica il numero di sequenza dove è presente l’item e “ _” sostituisce il 
prefisso, che in questo caso specifico è 5.  
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Notiamo che l’unico item distinto che rispetta il minsup è 5, quindi espandiamo il 
prefisso 5 concatenandoci 5 e proiettiamo rispetto (55) a partire da DB_prj_5: 
DB_prj_(55)={1.(_53 54 55 56), 1.(_54 55 56), 1.(_55 56), 1.(_56), 1.(_54 55 56), 
1.(_55 56), 1.(_56), 1.(_55 56), 1.(_56), 1.(_56)} 
Notiamo che l’unico item distinto che rispetta il minsup è 5, quindi espandiamo il 
prefisso (55) concatenandoci 5 e proiettiamo rispetto (555) a partire da DB_prj_(55): 
DB_proj_(555)={1.(_54 55 56), 1.(_55 56), 1.(_56), 1.(_55 56), 1.(_56), 1.(_56), 
1.(_55 56), 1.(_56), 1.(_56), 1.(_56)}, e così via. 
Da questo esempio banale possiamo vedere che entrambi i DB proiettati sono di 
dimensione maggiore rispetto al DB originale, infatti GenPrefixGrowth crea le 
pseudo proiezioni prendendo in considerazione tutte le occorrenze del pattern da 
espandere (prefisso) quindi se la sequenza è composta da tanti elementi uguali il 
numero di combinazioni diventa alto, in generale se ho n item uguali nella stessa 
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5.3 Algoritmo di confronto: PrefixSpan 
PrefixSpan [28] è uno dei più importanti algoritmi appartenente alla famiglia dei 
pattern-growth e si basa sulla costruzione dei sequential patterns in maniera ricorsiva. 
Il suo grande vantaggio è l’uso dei database proiettati in quanto ad ogni passo il db 
proiettato che verrà preso in esame tende a diminuire la propria dimensione rendendo 
di conseguenza l’algoritmo più veloce. 
Nel caso in cui GenPrefixGrowth tratti solo vincoli esistenziali il suo comportamento 
si può simulare con PrefixSpan; entrambi gli algoritmi si basano sul concetto di 
database proiettati ma in maniera differente. Infatti GenPrefixGrowth invece di 
guardare solo la prima occorrenza di un item a le prende in considerazione tutte. Per 
esempio: se ho due sequenze acjcde e achcde, la proiezione su c per quanto riguarda 
GenPrefixGrowth è {jcde, de, hcde, de}, invece per PrefixSpan è {jcde,hcde}. 
L’algoritmo di confronto [44] utilizzato è scritto in Java, è una versione main memory 
e calcola i pattern sequenziali frequenti in maniera ricorsiva. Come per 
GenPrefixGrowth il suo costo maggiore è nel calcolo dei DB proiettati, ma per far 
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fronte a questo costo utilizziamo un’implementazione che utilizza la soluzione della 
pseudo proiezione. 
L’input utilizzato dall’algoritmo consiste di un file di testo dove ogni riga rappresenta 
una transazione utente. Ogni riga ha il seguente formato: 
<user_id> <item_1>…<item n> 
dove user_id è un intero che identifica un generico utente ed item_i identifica un item 
all’interno dello stesso itemset. Tutte le righe che hanno lo user_id uguali 
appartengono alla stessa sequenza. 
I file utilizzati per i test di confronto tra PrefixSpan e GenPrefixGrowth sono gli stessi 
della Tabella 5.2, ma con un diverso formato; ecco un esempio del file di input per 
PrefixSpan a partire dai dati estratti dal DB Click World (Tabella 5.1): 
2794 0 0 
2794 0 0 
3807 1 1 1 
5.4 Test di confronto con PrefixSpan 
Per mettere a confronto le performance dei due algoritmi abbiamo eseguito dei test 
con i file di Tabella 5.2 al variare del supporto. Dai grafici (Figura 5.4 e 5.5) si può 
vedere che PrefixSpan ha tempi di esecuzione inferiori rispetto a GenPrefixGrowth in 
quanto il nostro algoritmo calcola più database proiettati (per tutte le occorrenze del 
prefisso) e tiene in memoria molte più informazioni perché dà la possibilità all’utente 
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Figura 5.4- Confronto tra PrefixSpan e GenPrefixGrowth sul file newtest8.txt al variare del supporto 





















Figura 5.5- Confronto tra PrefixSpan e GenPrefixGrowth sul file newtest7.txt al variare del supporto 
 
Dai test fatti (Figura 5.6 e 5.7) si può osservare anche che al diminuire dei DB (file di 
input) i tempi di esecuzione  di PrefixSpan  nel caso di  supporto uguale ad 1% sono 
maggiori rispetto a GenPrefixGrowth. In questi casi specifici evidentemente costa di 
più la ricorsione per calcolare i sequential pattern rispetto al calcolo delle pseudo 
proiezioni per tutte le occorrenze del prefisso anche perché gli array che le 






















Figura 5.6- Confronto tra PrefixSpan e GenPrefixGrowth sul file newtest6.txt al variare del 
supporto 
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PrefixSpan vs GenPrefixGrowth
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Figura 5.7- Confronto tra PrefixSpan e GenPrefixGrowth sul file newtest5.txt al variare del 
supporto 
 
I risultati dei due algoritmi sono pattern sequenziali frequenti che rispettano il vincolo 
esistenziale (minimo supporto); entrambi restituiscono le stesse sequenze anche se in 
PrefixSpan il supporto è espresso in percentuale, cioè il rapporto tra la frequenza del 
pattern all’interno del DB ed il numero di sequenze. 
Vediamo alcuni pattern sequenziali estratti (Tabella 5.4) da entrambi gli algoritmi 
utilizzando come file di input newtest2.txt e come valore del supporto 10 per 
GenPrefixGrowth ed il corrispettivo valore 16% per PrefixSpan ( 10 100
| |DB
∗  dove 
|DB|=60). 
 
Risultati GPG Risultati PS 
5 con supporto 35 5;58.0% 
(5,5) con supporto 27 (5,5);45.0% 
(5,5,5) con supporto 15 (5,5,5);30.0% 
(5,5,5,5) con supporto 12 (5,5,5,5);21.0% 
(5,5,5,5,5) con supporto 11 (5,5,5,5,5);18.0%
(5,5),5 con supporto 14 (5,5) 5;23.0% 
5,5 con supporto 20 5 5;33.0% 
5,(5,5) con supporto 12 5 (5,5);20.0% 
Tabella 5.4- Sequential Pattern estratti, il valore 5 corrisponde alla url 
5.7126657256538976E+17 estratta dal DB Clickworld 
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La scelta di GenPrefixGrowth è stata fatta in relazione al progetto Brite: ci serviva un 
algoritmo che ci permettesse di estrarre pattern sequenziali frequenti con vincoli 
esistenziali, temporali e di contenuto anche non esprimibili attraverso espressioni 
regolari. Per semplicità è stata implementata una versione base che non permette di 
inserire vincoli di contenuto, ma uno degli sviluppi futuri sarà aggiungere questa 
opzione. 
Dai risultati dei test fatti sui due algoritmi, GenPrefixGrowth ha dei tempi di 
esecuzione maggiori rispetto a PrefixSpan, ma risulta essere più completo in quanto 
considera tutti i DB proiettati ( quindi non si rischia di perdere conoscenza) e permette 
di esprimere vincoli temporali che sono essenziali per l’analisi dei Log e per estrarre 
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Capitolo 6   
Conclusioni e Sviluppi Futuri 
Per far fronte ai grandi cambiamenti che ha subito l’economia dopo l’espansione 
dell’Unione Europea servono strumenti che facilitino lo scambio di informazioni tra i 
Business Registers dei diversi Paesi, e per questo motivo è nata la piattaforma Brite. 
In questa tesi si è studiato lo stato dell’arte relativo alle tecniche di mining applicabili 
al progetto e si è implementato un algoritmo per estrarre conoscenza utile dai Logs, 
file dove vengono registrate tutte  le operazioni eseguite su Brite.  
 
6.1 Conclusioni 
Il lavoro fatto si articola in due fasi principali, una più teorica con la ricerca e lo 
studio del materiale in letteratura e l’altra più pratica con l’implementazione 
dell’algoritmo per l’estrazione di pattern sequenziali frequenti che soddisfano vincoli 
temporali. 
Nella fase teorica ci siamo inizialmente concentrati sul dominio di applicazione delle 
tecniche di mining facendo una rassegna sullo stato dell’arte del KDD e del Data 
Mining.  In seguito abbiamo fatto lo studio e l’analisi di un primo modello di Data 
Mining applicabile al progetto Brite: i pattern sequenziali. E’ stata svolta una ricerca 
in letteratura del lavoro sviluppato da altri ricercatori sull’argomento ed in seguito si 
sono studiati i concetti base dei patterns e gli argomenti correlati. Dopo 
un’approfondita analisi  si è passati allo studio dei vari algoritmi di calcolo proposti 
partendo dai primi più semplici per arrivare a quelli più recenti e complessi; si sono 
individuate le caratteristiche principali dei vari algoritmi e si è fatta una loro 
classificazione. 
In un secondo momento  abbiamo fatto lo studio e l’analisi di un secondo modello di 
Data Mining applicabile al progetto Brite: il workflow mining. Per sviluppare questo 
argomento si è svolta una ricerca in letteratura e si sono studiati i concetti 
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fondamentali e gli argomenti correlati. Dopo la definizione del problema si sono 
analizzati i due algoritmi fondamentali presenti in letteratura: c-find e w-find. 
La parte teorica di questa tesi si è conclusa con la scelta dell’algoritmo da 
implementare: GenPrefixGrowth che estrae pattern sequenziali frequenti che 
soddisfano i vincoli temporali. Dopo un accurato studio delle strutture dati da 
utilizzare si è passati alla fase di sviluppo vera e propria: il linguaggio di 
programmazione usato è Java e l’ambiente di sviluppo è Eclipse; si è implementata 
una versione main memory con pseudo proiezione.  
La fase pratica di questa tesi si conclude con i test fatti su GenPrefixGrowth ed il suo 
confronto con PrefixSpan che, a differenza del nostro algoritmo, non prevede nessun 
tipo di restrizione ed utilizza una diversa tecnica per la costruzione dei DB proiettati. 
 
6.2 Sviluppi Futuri 
Il lavoro svolto in questa tesi proseguirà con il miglioramento dell’algoritmo 
GenPrefixGrowth. Un primo obbiettivo è quello di far funzionare in maniera ottimale 
l’algoritmo anche nel caso in cui il DB sia formato da tante sequenze che hanno un 
numero elevato di items uguali, evitando l’incontrollabile crescita dei DB proiettati. Si 
cercherà di trovare una soluzione efficiente per superare questo limite affinché si 
rispetti la seguente assunzione: la dimensione dei DB proiettati non deve eccedere la 
dimensione del DB originale. 
Per semplicità in questa tesi si è implementata una versione di GenPrefixGrowth solo 
con vincoli temporali ed esistenziali, ma per scoprire nuove informazioni utili 
all’analisi dei Logs in Brite si aggiungeranno i vincoli di contenuto, anche quelli non 
esprimibili con espressioni regolari, utilizzando i linguaggi liberi da contesto.  
In questa  nuova versione l’algoritmo dovrà prevedere la programmazione di un 
automa a pila con dei metodi che controllano se una sequenza soddisfa il linguaggio. 
Un altro naturale miglioramento è rendere GenPrefixGrowth out memory, in 
particolare una possibile soluzione è quella di integrare un tipo di proiezione dei DB 
(bi-level) per processing basati su disco [28] e la pseudo proiezione quando l’intero 
database può essere interamente contenuto in memoria principale.
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