This paper is devoted to the study of perturbations of a matrix pencil, structured or unstructured, such that a perturbed pencil will reproduce a given deflating pair while maintaining the invariance of the complementary deflating pair. If the latter is unknown, it is referred to as no spillover updating. The specific structures considered in this paper include symmetric, Hermitian, ⋆-even, ⋆-odd and ⋆-skew-Hamiltonian/Hamiltonian pencils. This study is motivated by the wellknown Finite Element Model Updating Problem in structural dynamics, where the given deflating pair represents a set of given eigenpairs and the complementary deflating pair represents the remaining larger set of eigenpairs. Analytical expressions of structure preserving no spillover updating are determined for deflating pairs of structured matrix pencils. Besides, parametric representations of all possible unstructured perturbations are obtained when the complementary deflating pair of a given unstructured pencil is known. In addition, parametric expressions are obtained for structured updating with certain desirable structures which relate to existing results on structure preservation of a symmetric positive definite or semi definite matrix pencil.
Introduction
The model updating problem (MUP) with no spillover effect on unmeasured spectral data has found its place in the core research areas of numerical linear algebra due to its importance in real world applications, for example, in vibration industries including automobile, space and aircraft industries [15, 11, 18, 29] . The problem is to update a quadratic matrix polynomial in such a way that a small number of measured eigenvalues and eigenvectors are reproduced by the updated model while maintaining the no spillover of the large number of remaining unmeasured eigenpairs. It is of utmost practical interest that the finite-element inherited structures, such as the symmetry, positive definiteness or semi-definiteness are preserved in the updated model. The quadratic finite element model associated with the MUP is given by
where M, D, K are square matrices of dimension, say n × n, x(t) is a column vector of order n. Usually, M is called mass matrix which is Hermitian positive definite, K is Hermitian positive semi-definite and called stiffness matrix, and D is a Hermitian matrix which is called the damping matrix [11, 21, 13] . The equation (1) represents an undamped model if D is the zero matrix. Solutions of (1) can be obtained as x(t) = x 0 e λ0t , where (λ 0 , x 0 ) turns out to be eigenpairs of the quadratic matrix polynomial Q(λ) = λ 2 M + λD + K ∈ C n×n [λ].
Let {(λ i , x i ) : i = 1, . . . , 2n} be a collection of eigenpairs of Q(z). Then given a positive integer p ≪ 2n and a set of scalars µ i , i = 1, . . . , p, the model updating problem is concerned with finding structure preserving quadratic matrix polynomials △Q(z) = λ 2 △M + λ△D + △K ∈ C n×n [λ] such that (Q(µ i ) + △Q(µ i ))y i = 0, i = 1, . . . , p
for some y i = 0. In addition, if (λ j , x j ), j = p+1, . . . , 2n are not known then it is a no spillover updating. That is, (Q(λ j ) + △Q(λ j ))x j = 0, j = p + 1, . . . , 2n
for such △Q(z) [16, 17] . In the context of applications, equation (1) represents a theoretical finite-element model of a structure that needs to be updated by a few measured eigenvalues (µ i , i = 1, . . . , p) obtained from the real structure without disturbing the unmeasured eigenvalues (λ j , j = p+1, . . . , 2n) of the model. Several attempts have been made to solve the problem both by finding analytical and algorithmic solutions [4, 5, 7, 10, 35, 43, 8, 3, 30, 9, 11, 12, 14] . However, a complete characterization of solution sets describing △Q(z) which satisfy (2) and (3) remains an open problem [21] . We emphasize that a solution of the no spillover quadratic model updating does not necessarily yield a solution of the no spillover linear updating, just be setting the damped matrix to be the null matrix. For example:
• Consider the solution sets proposed in [12] and [14] for quadratic models. In [12] , M is symmetric positive definite, D is symmetric and K is symmetric positive definite, and in [14] , the authors consider a same structure of Q(λ) but K is semi-definite. Setting D = 0 in the solutions proposed both in [12] and [14] , it can be seen that the perturbation △D is a nonzero matrix. Hence the proposed solutions do not solve the MUP with no spillover for undamped structural models.
• In [21] , the authors consider quadratic models Q(λ), where M is a real symmetric nonsingular matrix, D and K are symmetric matrices. However, it can be easily checked that setting D = 0, the proposed solution provides △D = 0.
• In [22] and [23] , the author considers the MUP problem with/without spillover for quadratic models where M is symmetric/Hermitian positive deifinite, D and K are symmetric/Hermitian matrices. However the author utilizes the Jordan pair of Q(λ) in order to redefine the problem in terms of self-adjoint triple, and the coefficient matrices M, D, K are written using the moments of the corresponding system. Due to this formulation, it is not clear how setting D to be the zero matrix will produce structured perturbations of the linear pencil from the solution of quadratic model, unless the Jordan pair satisfies an orthogonality condition.
Thus it may be concluded that the MUP with/without spillover for quadratic models and undamped models are inherently different if M is a positive definite matrix. In this paper we consider the MUP with no spillover for undamped models Mẍ(t) + Kx(t) = 0 represented by structured matrix pencils described as follows.
For A ∈ C m×n let A T denote its transpose and let A * =Ā T denote its conjugate transpose. Let ⋆ ∈ { * , T } and ǫ 1 , ǫ 2 ∈ {−1, 1}. We say that the pencil L(λ) = λ M + K ∈ C n×n [λ] has (⋆, ǫ 1 , ǫ 2 )-structure if
Pencils of this form are known under the following names. name (⋆, ǫ 1 , ǫ 2 ) symmetric (T, 1, 1) Hermitian ( * , 1, 1) T -odd (T, 1, −1) * -odd ( * , 1, −1) T -even (T, −1, 1) * -even ( * , −1, 1)
The set of these pencils is denoted by L n (⋆, ǫ 1 , ǫ 2 ). We also consider ⋆-skew-Hamiltonian/Hamiltonian matrix pencils L(λ) = λ M + K ∈ C 2n×2n [λ] which appear in different applications including gyroscopic systems and linear response theory, where (JM ) ⋆ = −JM, (JK) ⋆ = JK and J = 0 I n −I n 0 [6] . Thus JL(λ) ∈ L 2n (⋆, −1, 1). These structured matrix pencils arise in a variety of real world problems, see [25, 33] . Now, we define MUP with no spillover effect on unmeasured spectral data for pencils L(λ) = λM + K as follows.
(P1) (model updating problem with no spillover) Let (λ c i , x c i ), i = 1, . . . , p be a collection of given eigenpairs of L(λ). Suppose (λ f j , x f j ), j = p + 1, . . . , n is a collection of complementary eigenpairs of L(λ), that is {x 1 , . . . , x n } is nonsingular. Let λ a i and x a i be a collection of given scalars and nonzero vectors respectively, i = 1, . . . , p. Then determine perturbations (△M, △K) such that (λ a i , x a i ) become eigenpairs of L △ (λ) = λ(M + △M ) + (K + △K), and the corresponding complementary eigenpairs of L △ (λ) are given by (λ f j , x f j ), j = p + 1, . . . , n. (The notations c , f , a stand for change, fixed and aimed respectively.) 
The matrix pairs (X, Λ) with M XΛ + KX = 0 are called deflating pairs of λM + K [20] . Here it is not required that Λ is to be diagonal. However, to avoid redundancies X, should have full column rank. Two deflating pairs (X 1 , Λ 1 ), (X 2 , Λ 2 ) are said to be complementary if X 1 X 2 is a nonsingular square matrix. With this terminology the following extended problem can be formulated.
(P2) (change of deflating pairs with no spillover) Let (X c , Λ c ) ∈ C n×p × C p×p and (X f , Λ f ) ∈ C n×(n−p) × C (n−p)×(n−p) be complementary deflating pairs of a marix pencil L(λ) = λ M + K. Let (X a , Λ a ) be a matrix pair of the same dimension as (X c , Λ c ) such that X a X f is nonsingular. Find perturbations (△M, △K) such that (X a , Λ a ) and (X f , Λ f ) are complementary deflating pairs of the perturbed pencil L △ (λ) = (M +△M ) λ+(K +△K).
Moreover, determine pair of structured perturbations (△M, △K) such that L △ (λ) ∈ S ⊆ L n (⋆, ǫ 1 , ǫ 2 ) whenever L(λ) ∈ S and (X f , Λ f ) is not known, where S is a set of structured matrix pencils (Note that Λ c , Λ a , Λ f need not be diagonal matrices).
Let us call the complementary deflating pairs (X c , Λ c ) and (X f , Λ f ) of a pencil L(λ) ∈ C n×n [λ] as change and fixed deflating pairs respectively. Then it follows that the Problem (P1) is a special case of Problem (P2).
Problem (P1) for Hermitian pencils defines the standard MUP with no spillover for an undamped model by setting λ = z 2 . It is extensively studied in literature. See [27, 39, 34, 24, 31, 36] and the references therein. However, explicit parametric expressions of △M, △K are obtained only in a few articles when both the coefficient matrices of L(λ) are positive definite or semi-definite. For example:
In [11] , Carvalho et al. have derived solutions of problem (P1) which are of the form
Here Ψ is a (symmetric) solution of a (matrix) linear system, which has to obtained by solving the system numerically.
Solvability conditions and explicit expressions for solution pairs (△M, △K) are obtained by Mao et al. in [27] for L(λ) = λM − K ∈ R n×n , where M positive definite and K is positive semi-definite.
Analytical expressions of the updating matrices are also obtained for undamped models in [41] and [40] by treating the MUP as a residual minimization problem and matrix pencil nearness problem respectively. An optimization approach is also considered in [7] to obtain the updates. Determination of explicit expressions for updating matrices is motivated by the fact that it gives more suitable results than the same obtained by using iterative methods [37] . Particular classes of solutions are also obtained for specific structural undamped models [38, 42] . To the best of the knowledge of the authors, no explicit solution sets are available in literature for the undamped model when the corresponding matrix pencils are not Hermitian.
The contribution of this work are as follows. Let L(λ) = λM + K.
1. First, a general expression is obtained for all possible unstructured perturbations which solves the Problem (P2) when the fixed (unmeasured) deflating pair of the corresponding pencil is known.
2. Next, parametric expressions are determined for structure preserving perturbations which solve the Problem (P2) when L(λ) ∈ L n (⋆, ǫ 1 , ǫ 2 ). In this case, the fixed (unmeasured) deflating pair of L(λ) is unknown, and σ(Λ c ) ∩ σ(ǫ 1 ǫ 2 Λ ⋆ f ) = ∅. 3. Finally, parametric solutions of the Problem (P2) are obtained for especially structured pencils L(λ) ∈ S ⊂ L n (⋆, ǫ 1 , ǫ 2 ). The pencils L(λ) ∈ S have the following structures: Hermitian pencils with M positive definite, ⋆-odd pencils with M positive definite; ⋆-even pencils with K positive definite; and ⋆-skew-Hamiltonian/Hamiltonian matrix pencils L(λ), that is, JL(λ) ∈ L 2n (⋆, −1, 1).
Moreover, parametric solution sets for the Problem (P1) are obtained by utilizing the solutions of the Problem (P2) when L(λ) ∈ S. It is also shown that the proposed solution realizes the solution obtained by Carvalho et al. in [11] as a special case (see Remark 6.1). Besides, the proposed solution also identifies the solution proposed by Mao et al. in [27] (see Remark 6.2). It is also to be noted in this context that our results can not be obtained as special cases of the existing structured preserving results of the quadratic FEM updating just by setting the damping matrix to be the null matrix.
The obtained results are supported with numerical examples.
The paper is organized as follows. In the next two sections we present elementary facts on deflating pairs and pencils with (⋆, ǫ 1 , ǫ 2 )-structure. Though all these fact are known we give some proofs for the convenience of the reader. In Section 4 we discuss Problem (P2) for unstructured perturbations. We give a general solution formula provided for the case that (X f , Λ f ) is completely known. The latter rarely happens in practical applications. However, for pencils with (⋆, ǫ 1 , ǫ 2 )-structure the complete knowledge of (X f , Λ f ) is not required for solving the problem. Instead, only a certain spectral condition is needed. This is the content of Section 5 in which we present our main result. In the remaining sections we discuss special cases and show numerical examples.
Notation. As usual, R and C denote the field of real and complex numbers respectively. A ≥ 0 denotes that A is a Hermitian positive semi-definite matrix, whereas A > 0 denotes that A is Hermitian positive definite. X F denotes Frobenius norm of a matrix X. C n×n [λ] denotes the space of one parameter (λ) matrix polynomials whose coefficients are complex matrices of order n × n. By σ(Λ) we denote the spectrum (that is the multiset of eigenvalues) of Λ. re(x) and im(x) denote the real and imaginary parts of a vector or scalar x. Finally, I k denotes the identity matrix of order k × k.
Eigenpairs and deflating pairs
is said to be regular if its characteristic polynomial χ(λ) = det(λM + K) is not zero polynomial. In this paper we consider only regular pencils. The zeros of χ are called the finite eigenvalues of L(λ). The pencil is said to have eigenvalue infinity if M is singular. Let λ 0 ∈ C be a finite eigenvalue. Then there exists a nonzero eigenvector x ∈ C n such that λ 0 M x + Kx = 0. The pair (λ 0 , x) is called an eigenpair of L(λ). Recall from the introduction that a matrix pair (X, Λ) ∈ C n×p × C p×p with rank X = p ≤ n. is said to be a deflating pair for the pencil L(λ) if
The latter is equivalent to the equation L(λ)X = M X(λ I − Λ). The range of X is then called a deflating subspace. If p = 1 then (Λ, X) is an eigenpair of L(λ). In general the eigenvalues of the square matrix Λ form a subset of the set of eigenvalues of L(λ). More precisely, if ξ is an eigenvector of Λ to the eigenvalue λ 0 ∈ C (that is Λξ = λ 0 ξ) then (λ 0 , Xξ) is an eigenpair of L(λ). In particular, if Λ is diagonal then the columns of X are eigenvectors of L(λ). Furthermore, for any ξ 0 ∈ C p the function x(t) = X e Λt ξ 0 fulfills the differential equation Mẋ(t) + K x(t) = 0. We say that two deflating pairs (X, Λ), (X,Λ) of L(λ) are complementary if X,X is a nonsingular square matrix. In this case ( X,X , diag(Λ,Λ)) is a deflating pair and
If (X, Λ) is a deflating pair then (XZ, Z −1 ΛZ) is also a deflating pair for any nonsingular matrix Z ∈ C p×p . The associated deflating subspaces coincide. A simple application of this fact is as follows. Suppose M and K are real matrices and (λ, x) is an eigenpair with nonreal λ. Then the conjugate pair (λ,x) is also an eigenpair. Suppose that M is nonsingular. Then λ =λ implies that the vectors x,x are linearly independent and hence, the matrices Λ = diag(λ,λ), X = xx form a deflating pair. A real deflating pair (X r , Λ r ) with range X r = range X is
In the first of these cases (M Hermitian) the matrix M is said to be positive definite if
The proposition below lists elementary properties of pencils with (⋆, ǫ 1 , ǫ 2 )-structure.
In particular,
In particular G 11 and G 22 are both nonsingular if (X 1 , Λ 1 ) and (X 2 , Λ 2 ) are complementary and M or K is nonsingular. (6) . Multiplying the relation M X k Λ k + KX k = 0 from the left with X ⋆ j yields the first identity of (iii). The second identity then follows from (ii). Reordering terms in (iii) we get the Sylvester equation
By an elementary result on Sylvester equations we have G jk = 0 if the matrices Λ k and ǫ 1 ǫ 2 Λ * j have disjoint spectra. Hence, (iv). (v) is immediate from (ii) and (iv).
The matrices X 1 and X 2 in Proposition 3.1 may be identical. In this case we obtain from statement (iv) the following corollary.
A further corollary of Proposition 3.1 is obtained if X 1 , X 2 are chosen to be column vectors.
provided that x ⋆ M x = 0. The latter trivialy holds if ⋆ = * and M is Hermitian and positive definite. However, by the corollary above we have x ⋆ M x = 0 whenever λ 0 = ǫ 1 ǫ 2 λ ⋆ 0 . In this case we have the following statement which is immediate from the previous results in this section.
) is a deflating pair of L(λ), and
By scaling of x one can achieve that g = 1 or g = 0.
The identity (7) yields the following basic fact. It is a well known fact that to a Hermitian pencil with positive definite M there exists a basis {x i , i = 1, . . . , n} of eigenvectors such that x ⋆ i M x j = 0 for i = j. The general eigenstructure of pencils with (⋆, ǫ 1 , ǫ 2 )-symmetry is somehow involved and will not be discussed here. We refer to the literature [1, 19, 32, 26] . The next proposition shows how to constuct a complementary deflating pair to a given one.
and the nonsingularity of the matrices on the left hand side. (ii) The matrix X 1 X 2 =
I is nonsingular. Thus, X 2 has full column rank. The results obtained so far imply that
Unstructured updates
We now discuss the updating problem (P2) for pencils without any prescribed structure.
By
Since (X f , Λ f ) and (X a , Λ a ) should be complementary deflating pairs of the updated pencil L △ (λ) = λ (M + △M ) + (K + △K) the matrices △M, △K we seek for should satisfy
Because of (8) an equivalent system of equations is
where
Notice that
Equations (10) can be written as
According to a basic result on linear matrix equations the general solution of (13) is
Observe that in the present case A * A is indeed nonsingular since A has full column rank. The latter holds because X f X a is nonsingular by assumption. Hence we have obtained a parametrization of all possible updates Y = △M △K that solve problem (P2). However, that the solution requires the knowledge of the matrix A and hence the knowledge of (X f , Λ f ). This information is often not available in the applications. In the next section on structured pencils we will derive updates whose construction only requires the knowledge of (X c , Λ c ) and a property of the spectrum σ(Λ f ) which is generically satisfied.
The theorem below provides a convenient subset of the general solution set to Problem (P2). This theorem prepares the result on structured pencils in the next section.
Then the matrices △M = M U ⋆ and △K = KU ⋆ satisfy the requirements of problem (P2).
Proof. The proof is a straightforward verification using (10) .
Notice that to any M there is a unique K that solves (14) , namely K = R a − M Λ a . This yields a parametrization of all solutions. Another parametrization is obtained as follows.
Equation (14) can be written in the form M K Λ a I p = R a . Thus, all its solutions are given (see [2] ) via the Penrose inverse as
More explicitly, with the notation
A general update result for pencils with symmetry
We now discuss the updating problem (P2) for pencils with (⋆, ǫ 1 , ǫ 2 )-symmetry. The update method below only changes Λ c and fixes X c as well as X f , that is X a = X c . For changing X a see the Remark 5.2. The main requirement that makes our method work is the spectral assumption (a) in the theorem below.
Set
Then
The latter holds if and only if λM
Proof. Obviously, X ⋆ c U = I. By the by part (iv) of Proposition 3.1 and the spectral condition
Thus, the first statement of the theorem follows from Theorem 4.1. The other statements are obvious.
(ii) For a givenM there is a uniqueK that solves (16) 
This yields a parameterization of all solution pairs (M ,K). Analogously to the formula (15) an alternative parameterization of all solutions of (16) is given bŷ
where H a = (Λ * a Λ a + I p ) −1 and Z 1 , Z 2 ∈ C p×p are arbitrary. Indeed note that the equation (16) can be written as
which is a linear system of the form AX = B, where X is a full rank matrix and A is unknown. All such A can be written as A = BX † + Z(I − XX † ) for any arbitrary matrix Z of compatible dimension, where X † denotes the pseudoinverse of X if the pair (X, B) satisfies BX † X = B, see [2] . Thus the expression given by (17) can be obtained. Further, it may be noted that structured solution of the equation (16) can be obtained by imposing structural conditions on the parameters Z 1 , Z 2 .
(iii) Let Z ∈ C p×p be nonsingular. Let (M ,K) be solutions of the modified equation
Then by Theorem 5.1, (X c , ZΛ a Z −1 ) is a deflating pair of the associated pencil L △ (λ).
Thus (X c Z, Λ a ) is also a deflating pair of L △ (λ).
(iv) If the spectrum of Λ c is closed with respect to the (⋆, ǫ 1 , ǫ 2 )-symmetry, that is σ(Λ c ) = σ(ǫ 1 ǫ 2 Λ ⋆ c ) then the spectral condition (a) is satisfied if the eigenvalues of Λ c are all different from the eigenvalues of Λ f .
The next theorem is about a simple subclass of perturbations.
6 Updates for especially structured matrix pencils
In this section we determine parametric updates which solve the problem (P1) for specific structured matrix pencils which are subsets of Hermitian, ⋆-odd, ⋆-even matrix pencils. If this condition is fulfilled the update matrices in Theorem 5.1 are
Both matrices are Hermitian ifM and Λ a are diagonal and real. If M and K are real matrices then X c can also be chosen to be real, and consequently the update matrices are real, too. 
where H a = (Λ 2 a + I p ) −1 and Z 1 , Z 2 are arbitrary real diagonal matrices of compatible sizes.
It is be noted that these solution sets identify the solutions given by Mao et al. in [27] . The perturbations obtained in their paper are given by
where Φ is a symmetric positive definite matrix which satisfies ΦΛ a = Λ a Φ, and δ p+1 > 0 is a real number. Setting (19) .
Moreover, if the diagonal matrices Z 1 and Z 2 are chosen such that (Λ c −Λ a )Λ a +Z 1 −Z 2 Λ a is a diagonal matrix with non-negative diagonal entries then △M is a positive semi-definite matrix, that is M + △M > 0. 
then the perturbations △M, △K in Remark 6.2 are positive semi-definite matrices.
Then the proof is straightforward and easy to check.
In the following we explain how the above results can be used to solve the standard model updating problem with no spillover effect for undamped models. Suppose that M > 0 and K * = K are complex matrices of order n. Then the eigenvalues of the matrix pencil L(λ) = λ 2 M + K occur in pair (λ, −λ) corresponding to an eigenvector x ∈ C n . Besides, λ is either a real number or a purely imaginary number.
Let . . x c p , the MUP with no spillover effect for L(λ) translates to the problem (P1).
We depict the same in the following example which is taken from [11] .
Example 6.4. This example has been taken from [11] . Then the update matrices in Theorem 5.1 are
Thus △M = (△M ) * , △K = −(△K) * ifM is a real diagonal matrix and Λ a is a imaginary diagonal matrix. 
where H a = (I p − Λ 2 a ) −1 , Z 1 is an arbitrary real diagonal matrix and Z 2 is an arbitrary diagonal matrix with purely imaginary diagonal entries.
Moreover, if the diagonal matrices Z 1 and Z 2 are chosen such that (Λ a −Λ c )Λ a +Z 1 +Z 2 Λ a is a diagonal matrix with non-negative diagonal entries then △M is a positive semi-definite matrix, that is M + △M > 0. Now let us consider T -odd matrix pencils L(λ) = λM + K ∈ R n×n [λ]. Then obviously the complex eigenvalues of L(λ) are purely imaginary which exist in conjugate pairs, whereas zero can be the only real eigenvalue of L(λ). Moreover if x is an eigenvector corresponding to the complex eigenvalue λ then x is an eigenvector corresponding to the eigenvalue λ = −λ of L(λ). As usual, let the nonzero eigenvalues λ c i , λ c i , 1 ≤ i ≤ p of L(λ) are to be replaced by λ a i , λ a i with no spillover effect in the (structured) perturbed pencil L △ (λ). If x c i denotes the normalized (complex) eigenvector corresponding to the eigenvalue λ c i , 1 ≤ i ≤ p then we may assume that 
Moreover, if the matrices Z 1 and Z 2 are chosen such that (Λ a − Λ c )Λ a + Z 1 + Z 2 Λ a is a diagonal matrix with non-negative diagonal entries then △M is a positive semi-definite matrix, that is M + △M > 0. Now we consider an example to obtain solution of (P1) for undamped models L(λ) = λ 2 M + K with M > 0 and K * = −K, by utilizing Remark 6.6. The values of λ 2 to satisfy det(λ 2 M + K) = 0 are either zero or purely imaginary numbers (not necessary to have self conjugate pair), that is, either λ = ± (a/2)(1 + i) or λ = ± (a/2)(1 − i) for some a ≥ 0. So, here we define the set E = ± (a/2)(1 + i), ± (a/2)(1 − i) : a ≥ 0 . . . x c p , the MUP with no spillover effect for L(λ) translates to the problem (P1).
We consider the following example. 
Thus △M = −(△M ) * , △K = (△K) * whenM and Λ a are diagonal matrices with purely imaginary diagonal entries. Remark 6.9. IfM = 0 in (23), then we obtain △M = 0 and △K = KX c Λ −1 c (Λ a − Λ c )X * c K is a Hermitian matrix. On the other hand, assuming Λ a as nonsingular and settingM = Λ −1 c − Λ −1 a , we obtain △K = 0 and △M = KX c (Λ −1 c − Λ −1 a )X * c K is skew-Hermitian. Remark 6.10. If {λ c 1 , . . . , λ c p } ∩ {λ f p+1 , . . . , λ f n } = ∅ and Λ a is a diagonal matrix with purely imaginary diagonal entries then the structured update matrices in Theorem 5.1, are given by △M = KX cM X * c K and △K = KX cK X * c K witĥ
where H a = (I p − Λ 2 a ) −1 and Z 1 is an arbitrary imaginary diagonal matrix, while Z 2 is an arbitrary real diagonal matrix.
Moreover, if the diagonal matrices Z 1 and Z 2 are chosen such that
a is a diagonal matrix with non-negative diagonal entries then △K is a positive semidefinite matrix, that is K + △K > 0. Now we consider T -even pencils L(λ) = λM + K ∈ R n×n [λ] where K > 0. The structured updates for L(λ) can be obtained following a similar procedure as described for the case of T -odd matrix pencils. Indeed, observe that nonzero complex eigenvalues of L(λ) are purely imaginary. 
is a diagonal matrix with non-negative diagonal entries.
Now we consider an example to obtain solution of (P1) for undamped models L(λ) = λ 2 M + K with K > 0 by utilizing Remark 6.10. The values of λ 2 to satisfy det(λ 2 M + K) = 0 are purely imaginary numbers (not necessary to have self conjugate pair), that is, λ ∈ E\{0}.
Then the eigenvalues of the matrix pencil L(λ) = λ 2 M +K occur in pair (λ, −λ) corresponding to an eigenvector x ∈ C n for some λ ∈ E\{0}.
Let (±λ c i , x c i ), i = 1, . . . , p denote the eigenpairs of L(λ) = λ 2 M + K and ±λ c i are to be changed to the aimed eigenvalues ±λ a i , i = 1, . . . , p of L △ (λ) = λ 2 (M + △M ) + (K + △K), for some positive semi-definite matrix △K and skew-Hermitian △M with no spillover effect.
. . x c p , the MUP with no spillover effect for L(λ) translates to the problem (P1). We consider the following example. and ⋆ ∈ { * , T } [28, 26] . It is also clear that if L(λ) is ⋆-skew-Hamiltonian/Hamiltonian then JL(λ) is ⋆-even. It is also well-known that if λ is a simple eigenvalue of L(λ) with re(λ) = 0 then so is −λ, however a purely imaginary eigenvalue need not occur in pairs [6] . Besides, λ and −λ have the same partial multiplicities [28] . Our next proposition is about the solution of the problem (P2) for ⋆-SHH pencil L(λ).
and (X f , Λ f ) be complementary deflating pairs of the pencil
Let Λ a ,M ,K ∈ C p×p be such thatM
Then (X c , Proof. The proof follows easily from Theorem 5.1. The next result is about the solution of the problem (P1) for * -SHH matrix pencil.
Now we consider T -SHH matrix pencils L(λ) = λM + K ∈ R 2n×2n [λ]. Note that for an eigenvalue λ of L(λ) with re(λ) = 0 = im(λ), λ, −λ, −λ are also eigenvalues of L(λ). Moreover, if x andx are eigenvectors corresponding to λ, −λ respectively, then x andx are eigenvectors corresponding to λ and −λ respectively. If im(λ) = 0 then λ, −λ form a pair of eigenvalues of L(λ), whereas if re(λ) = 0 then λ, λ are eigenvalues in pairs. Thus for real structured updates of L(λ) the eigenvalues are to be replaced as tuples depending on the real and imaginary parts of the eigenvalues. Thus we assume that the quadruple of eigenvalues (λ c j , λ c j , −λ c j , −λ c j ) of L(λ) is to be changed by a quadruple (λ a j , λ a j , −λ a j , −λ a j ) when both the real and imaginary parts of λ c j and λ a j are non zero, where 1 ≤ j ≤ m 1 . The pair of eigenvalues (λ c k , λ c k ) is to be changed by a pair (λ a k , λ a k ) when the real parts of λ c k , λ a k are zero, m 1 + 1 ≤ k ≤ m 2 . Finally a pair of eigenvalues (λ c l , −λ c l ) of L(λ) is to be changed by a pair (λ a l , −λ a l ) when the imaginary parts of λ c l , λ a l are zero,
x c j andx c j denote the eigenvectors corresponding to λ c j and −λ c j respectively, and x c k , x c l and x c l denote the eigenvectors corresponding to the eigenvalues λ c k , λ c l and −λ c l respectively. Further, suppose
,Λ a j = re(λ a j ) im(λ a j ) −im(λ a j ) re(λ a j )
, j = 1, . . . , m 1 , k = m 1 +1, . . . , m 2 , l = m 2 + 1, . . . , p.
Then we have the following theorem. 
0 is the zero matrix, J 2 = 0 1 −1 0 , α j , β j , β k , β l are arbitrary real numbers and j = 1, . . . , m 1 , k = m 1 + 1, . . . , m 2 , l = m 2 + 1, . . . , p.
Proof. As the eigenvalues of Λ c are distinct so the matrix G = X T c JM X c is of the form G = diag(G 1 , . . . , G m1 , G m1+1 , . . . , G m2 , G m2+1 , . . . , 
l = u l 0 1 1 0 , and α j , β j , u j , v j , β k , u k , β l , u l are arbitrary real numbers, j = 1, . . . , m 1 , k = m 1 + 1, . . . , m 2 , l = m 2 + 1, . . . , p.
Now we apply the above results on a numerical example to examine the validity of the results. Conclusion Given a matrix pencil L(λ) = λM + K ∈ C n×n [λ], a matrix pair (X, Λ) ∈ C n×p × C p×p is said to be a deflating pair of L(λ) if M XΛ + KX = 0, p < n. Two such deflating pairs (X 1 , Λ 1 ) ∈ C n×p × C p×p and (X 2 , Λ 2 ) ∈ C n×(n−p) × C (n−p)×(n−p) are called complementary if [X 1 X 2 ] is invertible. Given the complementary deflating pairs (X c , Λ c ) and (X f , Λ f ) of a structured matrix pencil L(λ), and an another matrix pair (X a , Λ a ) we determine computable expressions of structured and unstructured updates △M, △K such that the updated matrix pencil L △ (λ) = λ(M + △M ) + (K + △K) inherit (X a , Λ a ), (X f , Λ f ) as complementary deflating pairs under some generic assumptions. When the matrices Λ c , Λ f and Λ a are diagonal matrices then the above problem is called the model updating problem with no spillover, in which the diagonal entries of Λ a and Λ f are the measured and unmeasured eigenvalues of a undamped finite element model associated with the pencil L(λ). However, in general (X f , Λ f ) is not known and with this assumption we derive explicit parametric expression of unstructured and structured updates for a variety of structured matrix pencils which include symmetric, Hermitian, ⋆-even, ⋆-odd and ⋆-skew-Hamiltonian/Hamiltonian matrix pencils. We examine the validity of the theoretical results by considering several numerical examples. We plan to extend the proposed framework to finite element quadratic model updating problem with no spillover.
