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Résumé
Le système M.A.R. T.S a été conçu avec l’objectif de proposer un nouveau mode
de médiation au musée. Lorsque la visite au musée se déroule sans guide confé-
rencier, les outils de médiation classiques comme l’audio-guide ou les étiquettes
montrent rapidement leurs limites en termes d’interaction humaine. Nous pro-
posons donc de permettre au visiteur d’interagir avec un guide humain virtuel
appuyé de nos paradigmes d’interaction « Sélection Documentation Reconstruc-
tion », puisant leurs principes de la réalité augmentée. L’objectif, par le biais de
nos propositions, est de créer les conditions propices à un contact riche avec la col-
lection, et de donner au visiteur les outils nécessaires pour qu’il puisse vivre une
expérience d’apprentissage riche au musée. Les expérimentations que nous avons
menées vont dans ce sens, montrant l’efficacité de ce nouveau mode de médiation.
Qui plus est, les principes d’interactions sont suffisamment généraux pour dépasser
le cadre original de la visite guidée au musée et peuvent être exploitée pour une
visite guidée à l’extérieur.
Mots clés : Réalité augmentée mobile, vision par ordinateur, agent conversa-
tionnel 3D, informatique mobile.
i

Design Engineering of Mobile
Augmented Reality Systems :
Applications for Cultural Tourism

Abstract
M.A.R.T.S system was built in order to propose a new mode of museum me-
diation. When the museum visit take place without a human guide, classical
mediation tools such as labels or audio-guide rapidly show their limits in terms
of human interaction. We therefore propose to allow visitors to interact with a
virtual human guide supported by our interaction paradigms "Selection Documen-
tation Reconstruction", which are based on augmented reality. The aim behind
our proposals is to ensure favorable conditions for a rich contact with collections,
and provide the visitor with necessary tools enabling him to live a worthwhile
learning experience in the museum. The experiments we have conducted go in
this direction, showing the effectiveness of this new mode of museum mediation.
Moreover, interactions principles are sufficiently general to be applied to other
cultural heritage activities such as outdoor guided tours.
Keywords:
Mobile augmented reality, computer vision, 3D conversational agent, mobile com-
puting.
v

Remerciements
Je souhaite remercier en premier lieu mon co-directeur de thèse, M. Jean-
Marc Cieutat, maître de conférences (HDR) du laboratoire ESTIA recherche, pour
m’avoir accueilli au sein de son équipe. Je lui suis également reconnaissante pour
le temps conséquent qu’il m’a accordé, ses qualités pédagogiques et scientifiques,
sa grande patience, sa franchise et sa sympathie. J’ai beaucoup appris à ses côtés
et je lui adresse ma gratitude pour tout cela.
J’adresse de chaleureux remerciements à mon co-directeur de thèse, M. Jean-
Pierre Jessel, professeur de l’université Paul sabatier de Toulouse, pour son atten-
tion de tout instant sur mes travaux, pour ses conseils avisés et son écoute qui ont
été prépondérants pour la bonne réussite de cette thèse.
J’adresse de sincères remerciements à mes rapporteurs , Mme. Gaëlle Calvary,
professeur de l’institut national polytechnique de Grenoble de et à M. Guillaume
Moreau, professeur de l’École Centrale de Nantes pour avoir accepter de rapporter
ce mémoire de thèse et pour l’intérêt qu’ils ont porté à mon travail.
Je suis très honorée que M. Samir Otmane ait accepté de présider mon jury de
thèse.
Je souhaite remercier très sincèrement mes examinateurs, M. David Oyarzun et
M. Sébastien Botteccchia pour l’interêt qu’ils ont porté à mon travail.
Je tiens à remercier tous les membres des équipes ESTIA recherche et IRIT,
pour leur aide, leur soutien et leur amitié.
Enfin, je remercie mes parents, ma famille et mes amis pour leur soutien au
cours de ces trois années et sans lesquels je n’en serais pas là aujourd’hui.
vii

Liste des Abréviations
HMD Head Mounted Display
IHM Interface Homme Machine
MAR Mobile Augmented Reality
POSIT Pose from Orthography and Scaling with ITerations
RA Réalité Augmentée
SDK Software Development Kit
SURF Speeded Up Robust Feature (algorithme)
ix

Table des matières
Résumé i
Abstract v
Remerciements vii
Table des matières xi
Table des figures xv
Liste des tableaux xvii
INTRODUCTION GENERALE 1
1 Fondements de la Réalité Augmentée 7
1.1 La réalité augmentée . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1 Terminologie . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Définition du concept de la réalité augmentée . . . . . . . . 8
1.2 Notre définition de la réalité augmentée . . . . . . . . . . . . . . . . 11
1.3 Réalité augmentée Mobile . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Fondements de la Réalité Augmentée . . . . . . . . . . . . . . . . . 12
1.4.1 Architecture matérielle d’un système de RA . . . . . . . . . 12
1.4.2 Composants technologiques d’un système de RA . . . . . . . 13
1.4.3 Reconnaissance . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.3.1 Approche globale . . . . . . . . . . . . . . . . . . . 15
1.4.3.2 Approche locale . . . . . . . . . . . . . . . . . . . . 16
1.4.4 Pose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.5 Suivi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.5.1 La technologie Radio . . . . . . . . . . . . . . . . . 19
1.4.5.2 La technologie Ultrason . . . . . . . . . . . . . . . 20
xi
TABLE DES MATIÈRES
1.4.5.3 La technologie inertielle . . . . . . . . . . . . . . . 20
1.4.5.4 La technologie optique . . . . . . . . . . . . . . . . 21
1.4.6 Recalage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.4.7 Rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.4.8 Modèles d’affichage . . . . . . . . . . . . . . . . . . . . . . . 27
Partie 1 31
2 Le visiteur, la visite guidée au musée et la réalité augmentée 33
2.1 Le visiteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.1.1 Les motivations de visite . . . . . . . . . . . . . . . . . . . . 33
2.1.2 L’expérience visiteur . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Apprendre au musée . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.1 L’apprentissage . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.2 Les théories cognitivistes d’apprentissage . . . . . . . . . . . 40
2.2.3 La connaissance . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3 L’expérience d’apprentissage au musée . . . . . . . . . . . . . . . . 42
2.3.1 L’expérience . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3.2 L’expérience d’apprentissage . . . . . . . . . . . . . . . . . . 44
2.3.3 Mesurer l’expérience d’apprentissage . . . . . . . . . . . . . 45
2.4 Le musée : le rôle de médiation . . . . . . . . . . . . . . . . . . . . 47
2.4.1 Définition de la médiation . . . . . . . . . . . . . . . . . . . 47
2.4.2 Les problèmes liés à la médiation dans les musées . . . . . . 48
2.5 Les moyens classiques de la médiation au musée . . . . . . . . . . . 50
2.5.1 Guide conférencier-animateur . . . . . . . . . . . . . . . . . 50
2.5.2 Audio Guide . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.5.3 Les textes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.5.4 Conclusion sur les moyens classiques de la médiation . . . . 51
2.6 L’intérêt de la Réalité Augmentée . . . . . . . . . . . . . . . . . . 52
2.7 Les systèmes actuels de R.A pour la visite guidée . . . . . . . . . . 53
2.7.1 Conclusion sur les systèmes de RA . . . . . . . . . . . . . . 60
2.8 Naissance d’une problématique . . . . . . . . . . . . . . . . . . . . 60
3 La visite guidée au musée : Propositions 63
3.1 Les modes de représentation du savoir . . . . . . . . . . . . . . . . 63
3.2 Propositions pour soutenir l’apprentissage au musée . . . . . . . . . 65
3.2.1 Guide humain virtuel . . . . . . . . . . . . . . . . . . . . . . 65
3.2.1.1 Importance de simulation de la présence humaine
dans un musée . . . . . . . . . . . . . . . . . . . . 65
3.2.1.2 Qu’est-ce qu’un guide humain virtuel ? . . . . . . . 66
xii
TABLE DES MATIÈRES
3.2.1.3 Communication verbale et non verbale . . . . . . . 68
3.2.2 Paradigmes d’interaction . . . . . . . . . . . . . . . . . . . . 70
3.2.2.1 Sélection . . . . . . . . . . . . . . . . . . . . . . . 70
3.2.2.2 Reconstruction . . . . . . . . . . . . . . . . . . . . 73
3.2.2.3 Documentation . . . . . . . . . . . . . . . . . . . . 73
3.2.2.4 Adaptations de l’interaction à l’environnement de
l’utilisateur . . . . . . . . . . . . . . . . . . . . . . 74
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4 Système M.A.R.T.S : Mobile Augmented Reality Touring System (Concep-
tion et Expérimentation) 77
4.1 Le système M.A.R.T.S . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.1.1 Rappel de fonctionnement . . . . . . . . . . . . . . . . . . . 78
4.1.2 Diagramme de déploiement . . . . . . . . . . . . . . . . . . 79
4.1.3 Choix d’implémentation . . . . . . . . . . . . . . . . . . . . 81
4.1.4 Vue d’ensemble de l’architecture interne . . . . . . . . . . . 82
4.1.4.1 Diagramme de relation . . . . . . . . . . . . . . . 82
4.1.4.2 Description du rôle des composants . . . . . . . . . 82
4.2 M.A.R.T.S : implémentation du prototype expérimental . . . . . . . 85
4.2.1 Reconnaissance . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.1.1 Algorithme . . . . . . . . . . . . . . . . . . . . . . 86
4.2.1.2 Évaluation et Résultats . . . . . . . . . . . . . . . 89
4.2.2 Le suivi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.3 Guide humain virtuel . . . . . . . . . . . . . . . . . . . . . . 91
4.2.4 Paradigmes d’interaction . . . . . . . . . . . . . . . . . . . . 93
4.2.4.1 Sélection . . . . . . . . . . . . . . . . . . . . . . . 93
4.2.4.2 Reconstruction . . . . . . . . . . . . . . . . . . . . 95
4.2.4.3 Documentation . . . . . . . . . . . . . . . . . . . . 95
4.2.4.4 Interface utilisateur . . . . . . . . . . . . . . . . . 95
4.2.4.5 Adaptations de l’interaction à l’environnement de
l’utilisateur . . . . . . . . . . . . . . . . . . . . . . 97
4.3 Évaluation expérimentale . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3.1 Ce que l’on cherche à évaluer . . . . . . . . . . . . . . . . . 98
4.3.2 Description de l’évaluation . . . . . . . . . . . . . . . . . . 99
4.3.2.1 Descriptions des objets exposés et des moyens de
communication . . . . . . . . . . . . . . . . . . . . 99
4.3.2.2 Sujets et plan de recherche . . . . . . . . . . . . . 100
4.4 Analyse et interprétations . . . . . . . . . . . . . . . . . . . . . . . 100
4.4.1 Méthode d’analyse des résultats . . . . . . . . . . . . . . . 101
4.4.1.1 Nombre de réponses correctes . . . . . . . . . . . . 101
4.4.1.2 Les données du questionnaire . . . . . . . . . . . . 101
xiii
TABLE DES MATIÈRES
4.4.2 Résultats et interprétations . . . . . . . . . . . . . . . . . . 102
4.4.2.1 Nombre de réponses correctes . . . . . . . . . . . . 102
4.4.2.2 Les données du questionnaire . . . . . . . . . . . . 104
4.4.2.3 Discussion des résultats obtenus . . . . . . . . . . . 107
Partie 2 109
5 M.A.R.T.S : Vers un Système de RAM pour la visite guidée à l’exté-
rieur 111
5.1 Visite guidée à l’extérieur . . . . . . . . . . . . . . . . . . . . . . . 112
5.2 La navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2.2 Implémentation . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.2.3 Etude Expérimentale . . . . . . . . . . . . . . . . . . . . . . 118
5.3 M.A.R.T.S en environnement urbain . . . . . . . . . . . . . . . . . 124
5.4 Reconnaissance du patrimoine architectural . . . . . . . . . . . . . 125
5.4.1 Algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4.2 Géométrie des points et des lignes de fuite . . . . . . . . . . 126
5.4.3 Détection des points de fuite . . . . . . . . . . . . . . . . . 128
5.4.4 Alignement . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.4.5 Représentation . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.4.6 Mesure de Similarité . . . . . . . . . . . . . . . . . . . . . . 135
5.4.7 Expérience et Résultats . . . . . . . . . . . . . . . . . . . . 136
Conclusion et perspectives 139
Annexes 145
A Fichier KML 147
B Projet Aquitaine Euskadi 149
C SDK de Réalité Augmentée Mobile 153
Bibliographie 159
xiv
Table des figures
1.1.1 Continuum entre réalité et virtualité . . . . . . . . . . . . . . . . 9
1.4.1 Briques technologiques "building blocks" d’un système de RA . . . 13
1.4.2 Constitution technologique d’un système de RA modifiée . . . . . 15
1.4.3 Projection orthographique mise en œuvre par POSIT . . . . . . . 18
1.4.4 marqueurs ARToolKit de type « template » . . . . . . . . . . . . . 22
1.4.5 Structure d’un QR Code . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.6 Boucle de système de Suivi de RAPID [Klein 03] . . . . . . . . . 24
1.4.7 Occultation contradictoire dans l’image gauche [Fukiage 12] . . . . 28
1.4.8 video see-through HMD [Azuma 97] . . . . . . . . . . . . . . . . . 29
1.4.9 optical see-through HMD [Azuma 97] . . . . . . . . . . . . . . . . 29
2.2.1 Le modèle constructiviste d’apprentissage au musée de Hein . . . 41
2.3.1 Generic Learning Outcomes (GLO) . . . . . . . . . . . . . . . . . 46
2.7.1 NaviCam fournit des informations textuelles à l’utilisateur . . . . . 54
2.7.2 Virtuoso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.7.3 Navigation dans les différents thèmes d’une œuvre d’art et accès à
l’interprétation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.7.4 A gauche le système « salle de présentation », à droite le système
de guidage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.7.5 UMPC équipé d’une webcam . . . . . . . . . . . . . . . . . . . . . 57
2.7.6 Une fenêtre en RA qui fait apparaître le repentir « Pentimento »
à l’utilisateur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.7.7 Déchiffrer les codes hiéroglyphes à l’aide de Passport . . . . . . . . 59
3.2.1 Principe de « Sélection » montrant l’arc de triomphe provisoire à
l’entrée de la place Réduit de Bayonne . . . . . . . . . . . . . . . 72
3.2.2 Chaland monoxyle de moyen âge . . . . . . . . . . . . . . . . . . . 73
3.2.3 Le principe de la "Documentation" virtuelle . . . . . . . . . . . . . 74
4.1.1 Principe de Fonctionnement . . . . . . . . . . . . . . . . . . . . . 79
4.1.2 Design général de M.A.R.T.S . . . . . . . . . . . . . . . . . . . . . 80
xv
TABLE DES FIGURES
4.1.3 Vue d’ensemble de l’architecture basée composants du système
M.A.R.T.S. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.1 Comparaison avec FLANN . . . . . . . . . . . . . . . . . . . . . . 90
4.2.2 Flux de données . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2.3 Structure du moteur d’avatar . . . . . . . . . . . . . . . . . . . . 92
4.2.4 Mise en œuvre de la « Sélection » . . . . . . . . . . . . . . . . . . 94
4.2.5 Interface utilisateur de M.A.R.T.S . . . . . . . . . . . . . . . . . . 96
4.4.1 Table de moyennes . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.4.2 Effet inter-sujet sur le nombre de réponses correctes . . . . . . . . 103
4.4.3 Notes moyennes pour chaque mode en fonction des questions. . . . 104
4.4.4 Degré d’accord entre les différents sujets sur le classement des sys-
tèmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2.1 Prototypes possibles . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.2 Schéma tactile de Pocket Navigator citePielot :2010 . . . . . . . . 114
5.2.3 Changement d’orientation . . . . . . . . . . . . . . . . . . . . . . . 115
5.2.4 Prototype matériel d’HaptiNav . . . . . . . . . . . . . . . . . . . . 117
5.2.5 Ceinture vibro-tactile . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2.6 Structure de la partie applicative de système . . . . . . . . . . . . 118
5.2.7 HaptiNav . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.8 Trajet emprunté lors des expérimentations . . . . . . . . . . . . . 119
5.2.9 Erreurs et désorientations . . . . . . . . . . . . . . . . . . . . . . . 121
5.2.10 Diagramme de moyenne d’erreurs . . . . . . . . . . . . . . . . . . 121
5.2.11 Diagramme de nombre des désorientations . . . . . . . . . . . . . . 122
5.4.1 Géométrie des points de fuite [Kim 06] . . . . . . . . . . . . . . . 128
5.4.2 Géométrie des lignes de fuite [Lai 09] . . . . . . . . . . . . . . . . 129
5.4.3 Géometrie realtive à l’erreur . . . . . . . . . . . . . . . . . . . . . 130
5.4.4 Alignement de point de vue. De la droite vers la gauche : l’image
test, l’image modèle, l’image rectifiée . . . . . . . . . . . . . . . . 134
5.4.5 Construction de modèle de lignes d’un bâtiment . . . . . . . . . . 136
A.1 Structure d’un fichier KML . . . . . . . . . . . . . . . . . . . . . . 148
C.1 . Architecture logicielle globale du SDK MAR . . . . . . . . . . . 155
C.2 Liens entre les composants du SDK . . . . . . . . . . . . . . . . . 156
xvi
Liste des tableaux
xvii

INTRODUCTION GENERALE
Contexte
Tourisme culturel
La culture et le tourisme, étroitement liés, sont de nature à renforcer l’attrac-
tivité et la compétitivité de régions et de pays. De plus en plus, la culture est
une composante importante du produit touristique parce qu’elle permet de se dif-
férencier sur un marché mondial très encombré 1. En ce sens, La culture est un
instrument de valorisation des territoires dans la concurrence interurbaine. Selon
l’ICOMOS 2 , le tourisme culturel signifie : « une forme de tourisme dont l’objectif
est de permettre, entre autres, la découverte des monuments et des sites. . . . . . .. ».
Par ailleurs, les études réalisées 3 par le cluster Goazen 4 auprès des visiteurs
du pays basque, mettent en exergue l’importance du tourisme culturel. En effet,
les visites liées au patrimoine culturel constituent 47% de l’ensemble des activités
pratiquées par les touristes et se classent ainsi au deuxième rang. Les musées et
les monuments historiques constituent les principaux sites culturels fréquentés par
les touristes.
Plusieurs travaux portant sur le tourisme, à l’instar de Bourgère [Brougère 12],
défendent une dimension éducative du tourisme culturel. Dans cette optique, les
pratiques touristiques sont considérées comme un large espace d’apprentissages
pour le touriste. De plus, d’autres chercheurs comme VanWinkle et al. [Van Winkle 12],
1. OECD (2009), The Impact of Culture on Tourism, Paris.
http ://www.oecd.org/fr/cfe/tourisme/
2. ICOMOS (International Scientific Committee on Cultural Tourism.)
http ://www.icomos.org/tourism/
3. Etude qualitative des clientèles touristiques en Pays Basque (2010), consultable depuis le
site : http ://www.bayonne.cci.fr/
4. Cluster tourisme du Pays Basque. http ://www.bayonne.cci.fr/GOazen/Reseau-
GOazen.html
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mettent l’accent sur une expérience d’apprentissage naissant de l’activité touris-
tique culturelle.
Au musée, la recherche de connaissances et d’émotions s’attache à une expérience
d’apprentissage tel que défini par [Falk 00][Falk 05]. Cet axe sera traité dans la
première partie de ce mémoire. D’un autre côté, la visite des villes et des pays
d’arts et d’histoire, riches en monuments historiques, 5s’inscrit dans une quête du
patrimoine culturel, historique et architectural. C’est donc à l’activité touristique
à l’extérieur que nous allons nous intéresser à la deuxième partie de ce mémoire.
Tourisme culturel et numérique
Le tourisme constitue un secteur essentiel, pour l’économie française, de par
son importance et de son impact sur d’autres secteurs d’activités qui lui sont
connexes [CNT 10]. Face à ce constat, les offices de tourisme ont engagé depuis
quelques années une profonde réflexion pour répondre aux nouvelles attentes de
leurs clientèles à travers l’exploitation de plusieurs stratégies. En animant les vi-
sites et en engageant la communication avec les touristes, qui deviendront plus
tard des ambassadeurs spontanées de la destination, l’office de tourisme participe
dynamiquement à la promotion du secteur touristique 6.
En ce sens, mettre le numérique au service du tourisme et des touristes, repré-
sente une stratégie par laquelle les professionnels du tourisme visent à renforcer
l’attractivité de leur destination. Avec le développement des technologies de l’in-
formation et de la communication (TIC), le tourisme numérique ou le « eTou-
risme » voit le jour. Les sites web, les applications pour téléphones mobiles, les
bornes d’information interactives, les vitrines interactives, les audio-guides, entre
autres, forment aujourd’hui la panoplie des outils numériques permettant de va-
loriser l’offre touristique [Mante 13]. Dans cette optique, les musées accordent à
la médiation au public, une attention fondamentale, bien devant les missions de
conservation, d’étude ou d’acquisition. De plus, les différentes formes de mises en
scène numériques du patrimoine culturel, sont représentatives de l’effort concédé
par les offices de tourisme pour la valorisation de celui-ci.
5. Selon le ministère de la culture et de la communication, Bayonne fait partie des villes et des
pays d’art et d’histoire. Le réseau français regroupe 179 villes et pays d’art et d’histoire attachées
à la valorisation et à l’animation de l’architecture et du patrimoine
6. Résumé des propos du Jean-Luc Boulin, directeur de la Mission OTSI et Pays Touristiques
d’Aquitaine (MOPA), dans un interview accordé au magazine de l’aquitaine numérique (édition
du mai-juin 2011).
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Problématique : améliorer l’expérience
d’apprentissage vécue par un touriste
Un touriste voyageant sans guide-accompagnateur, libre de choisir ses excursions
et acteur de son voyage, a besoin d’aide. Il est évident qu’être touriste, c’est avant
tout se déplacer hors de son environnement habituel. Or, pour évoluer dans un
nouvel environnement, il faut être capable de le comprendre de mieux en mieux
jusqu’à avoir l’impression qu’il lui devienne familier. A l’extérieur, se trouver en
face d’un bâtiment historique méconnu, laisse naître le besoin de découvrir et d’ap-
préhender tous ses différents aspects. Apprendre de son voyage se révèle être donc
un besoin et une activité qui caractérisent le mieux ce l’on appelle le tourisme
culturel.
Par ailleurs, assister le touriste dans sa visite au musée, lui transmettre les
connaissances propres aux œuvres d’art, rendre les visites encore plus attrayantes
constituent les rôles essentiels que pourraient remplir un guide touristique. En
l’absence de ce dernier, un système de guide numérique doit donc retranscrire plei-
nement ces rôles.
Avec la réalité augmentée, nous pouvons désormais envisager un système d’aide
à la visite. Notre recherche va donc être axée sur la possibilité d’avoir un système
d’aide à la visite permettant de transmettre efficacement de nouvelles connais-
sances au visiteur. Nous nous sommes alors appuyés sur la réalité augmentée pour
proposer de nouvelles modalités de communication de savoir expérimentées ici dans
le cadre d’activités de visite au musée.
Structure du mémoire
La structure globale de ce mémoire se présente sous deux axes différents. Le
premier concerne l’amélioration de l’expérience vécue par le touriste en tant que
visiteur du musée ; Il est développé dans les chapitres deux, trois et quatre. Le se-
cond axe se rapporte aux activités touristiques pratiquées à l’extérieur, notamment
en milieux urbains riches en bâtiments patrimoniaux. Cette partie sera développé
dans le chapitre 5. Voici donc les détails des différents chapitres de ce mémoire :
Chapitre 1 Ce chapitre permettra de retracer l’évolution de la définition de
la réalité augmentée. À l’issue de cet historique, nous proposerons au lec-
teur notre propre définition afin d’établir une compréhension commune de
ce terme au fil du mémoire. Nous nous consacrerons ensuite à présenter les
fondements technologiques qui constituent la réalité augmentée ; l’intention
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étant de nous éclairer sur ses principes nous ayant permis de proposer notre
solution.
Chapitre 2 Quels sont les problèmes liés à la médiation au musée ? Pourquoi
certaines solutions de médiation sont-elles inefficaces ? Quel pourrait être
l’intérêt d’introduire les nouvelles technologies comme la réalité augmentée
dans le processus d’assistance à la visite au musée ? Est-ce que les proposi-
tions actuelles permettent de soutenir efficacement l’expérience d’apprentis-
sage du visiteur ? C’est à ces questions que le chapitre 2 va répondre, et les
manquements constatés nous amèneront à formuler notre problématique.
Chapitre 3 Dans ce chapitre nous détaillerons les différents modes de repré-
sentation du savoir. Etant donné les préférences de chaque individu pour
un mode et/ou pour l’autre, Hooper-Greenhill [Hooper Greenhill 94] insiste
sur l’importance de rendre compte des différents styles d’apprentissages des
visiteurs. C’est à la lumière de ces observations que nous énoncerons nos
propositions, en termes de perception et d’interaction, visant à « simuler »
les différents modes de représentation de connaissances, et cela, grâce à la
réalité augmentée.
Chapitre 4 Dans ce chapitre, nous allons présenter le système M.A.R.T.S, sys-
tème se révélant être l’implémentation de nos propositions de perception et
d’interaction. Nous avons été également en mesure d’expérimenter une partie
de nos principes et nous en présenterons les premiers résultats.
Chapitre 5 Enfin, dans le chapitre 5 nous montrerons que la visite guidée à
l’extérieur est largement différente de la visite guidée au musée. Partant
de ce constat, nous présenterons au chapitre 5 comment étendre le système
M.A.R.T.S à un fonctionnement à l’extérieur.
Lecture du mémoire
Afin de faciliter la lecture du mémoire, des symboles sont ajoutés dont voici la
légende :
— Ce symbole précède une réflexion ou une discussion.
— Vous trouverez ce symbole lorsqu’il sera conseillé au lecteur d’approfondir le
sujet par une lecture bibliographique.
— Ce symbole précède une information importante à retenir pour la bonne
compréhension du mémoire.
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— Vous trouverez ce symbole lors de la présence de définitions.
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Chapitre 1
Fondements de la Réalité
Augmentée
Introduction
La réalité augmentée est un concept qui a fait ses premières apparition il y a
près de 50 ans chez Sutherland [Sutherland 65] [Sutherland 68]. En revanche, ce
concept n’a connu sa vraie évolution qu’à la dernière décennie, grâce à la miniatu-
risation des composants électroniques, à l’augmentation de la puissance de calcul
et à l’autonomie des ordinateurs.
La réalité augmentée est par essence transdisciplinaire. Dans le domaine des
sciences et des techniques, la réalité augmentée appartient principalement au do-
maine des STIC (Sciences et Techniques de l’Information et de la Communication).
Cependant, elle n’est pas entièrement incluse dans ce cadre. De nombreuses disci-
plines rentrent donc en jeu dans les avancées du domaine : la vision par ordinateur,
l’informatique, l’électronique, l’ergonomie, la psychologie, etc.
L’objectif de ce chapitre n’est pas de faire un état de l’art exhaustif sur la réalité
augmentée, mais plutôt de nous éclairer sur ses principes et ses technologies nous
ayant permis de proposer notre solution. Ainsi, ce chapitre pourrait se découper
en deux parties :
— La première retrace la réalité augmentée à travers l’évolution de ses défini-
tions depuis sa création. À l’issue de cet historique, nous proposerons alors
au lecteur notre propre définition du terme « réalité augmentée ».
— La deuxième partie quant à elle, vise à présenter les principes technologiques
indispensables à ce domaine.
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1.1 La réalité augmentée
1.1.1 Terminologie
L’expression réalité augmentée est une association de deux mots « réalité » et
« augmentée ». Les définitions étymologiques des deux termes, tels que présentées
dans le dictionnaire de Larousse, sont les suivantes :
— Réalité : n.f (latin médiéval realitas, du latin classique realis, de res, chose)
1. Caractère de ce qui est réel, de ce qui existe effectivement. 2. Ce qui est
réel, ce qui existe en fait, par opposition à ce qui est imaginé, rêvé, fictif.
— Augmenter : v.tr (bas latin augmentare, du latin classique augere, accroître)
1. Rendre quelque chose plus grand, plus considérable. 2. Rendre quelque
chose plus important, plus intensif.
En français, le terme est un non-sens puisque, puisqu’il est sémantiquement in-
correcte de vouloir augmenter la réalité. Toutefois, le grand public s’étant habitué
à cette appellation, il est donc vain aujourd’hui de tenter de la changer. A l’ori-
gine, l’expression “réalité augmentée” existe depuis les années 1990. Elle dérive
de la traduction anglaise de “augmented reality”, proposée par Caudell et Mizell
[Caudell 92] [Milgram 94] lorsqu’ils qualifient une application permettant d’aider
des techniciens pour certaines opérations de maintenance dans le domaine aéro-
nautique. Comme le fait remarquer Olivier Hugues [Hugues 11], la finalité de la
réalité augmentée, laisse voir que, de point de vue logique, c’est plutôt la percep-
tion de la réalité que l’on cherche à augmenter, soit en restant fidèle aux règles de
la réalité, soit en modifiant le réel par l’imaginaire.
1.1.2 Définition du concept de la réalité augmentée
Le terme réalité augmentée a été employé pour la première fois par Caudell et
al. [Caudell 92] pour désigner l’acte de superposition d’informations numériques
(générées par ordinateur) sur le monde réel. Ces auteurs remarquent que l’augmen-
tation visuelle vise à aider l’utilisateur dans sa tâche en cours. « This technology
is used to “augment” the visual field of the user with information necessary in
the performance of the current task, and therefore we refer to the technology as
“augmented reality” (AR) » ([Caudell 92], page 660).
Il est à noter que c’est qu’en 1994 que l’on a vu s’éveiller une discussion sur la
définition de la RA ; celle-ci a été lancée par Milgram et al. [Milgram 94]. Ces au-
teurs ont signalé que jusqu’à cette époque-là les chercheurs continuaient à utiliser
l’expression « Réalité Augmentée » sans véritablement la définir. A ce propos, ils
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évoquent deux définitions employées par le journal « Telemanipulator and Tele-
presence Technologies» en 1994 :
1. « Augmenter la rétroaction naturelle de l’utilisateur avec des indices virtuels
».
2. « une forme de la réalité virtuelle qui présente aux participants une vision
claire du monde réelle grâce à un afficheur téléporté 1 transparent ».
Comme le fait remarquer Bottecchia [Bottecchia 10], dans l’une ou l’autre des défi-
nitions, rien ne laisse entrevoir la relation qui doit exister entre le réel et le virtuel.
De plus, la deuxième définition est clairement orientée vers la modalité visuelle et
exclut donc toute autre modalité. D’un autre côté, il est à noter que dans Milgram
et al.[Milgram 94], ceux-ci n’ont pas proposé de définition pour la RA. Cependant,
ils cherchaient plutôt à établir une relation entre la RV et la RA. Dans cette op-
tique, ils ont décrit un continuum entre le monde réel et le monde virtuel, appelé
réalité mixte, où la réalité augmentée évolue, proche du monde réel tandis que la
virtualité augmentée évolue, proche du monde virtuel.
Figure 1.1.1 – Continuum entre réalité et virtualité
Azuma [Azuma 97] a proposé en 1997 une première définition de la réalité aug-
mentée qu’il a ensuite complétée en 2001 [Azuma 01]. Selon lui, un système de
réalité augmentée ajoute des objets virtuels au monde réel de telle sorte qu’ils
semblent coexister dans le même espace que le monde réel. En plus, tout système
de Réalité Augmentée doit satisfaire les trois propriétés suivantes :
— Combinaison du réel et du virtuel : les entités virtuelles en 3D doivent être
intégrées au monde réel qui, lui, est naturellement en 3D.
1. Un afficheur téléporté est appelé en anglais Head Mounted Dispaly (HMD). Cette techno-
logie d’affichage va être présentée plus loin dans ce chapitre.
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— Interactivité en temps réel : cela exclut notamment les films, même si la
condition précédente est respectée.
— Recalage visuel en trois dimensions : cela permet de faire coïncider visuelle-
ment les entités virtuelles avec la réalité pour créer l’illusion de coexistence
entre les deux.
Il est évident que la définition de RA d’Azuma laisse entrevoir une relation de
coexistence entre le réel et le virtuel. Sans l’exprimer explicitement dans leur dé-
finition, les auteurs remarquent que leur définition de la RA peut être appliquée
aux sens autres que le sens visuel. Néanmoins, cette définition s’avère restrictive
vu qu’elle exclut les augmentations en deux dimensions (comme les annotations
textuelles) qui ne nécessitent pas de recalage en 3D. Partant de ce constat, Fuchs
et al. [Fuchs 01] ont proposé cette définition de la RA :
« La réalité augmentée regroupe l’ensemble des techniques permettant d’asso-
cier un monde réel avec un monde virtuel, spécialement en utilisant l’intégration
d’Images Réelles (IR) avec des Entités Virtuelles (EV) : images de synthèse, objets
virtuels, textes, symboles, schémas, graphiques, etc. D’autres types d’association
entre mondes réels et virtuels sont possibles par le son ou par le retour d’effort. »
Bien que cette définition paraisse beaucoup moins restrictive que celle proposée
par Azuma [Azuma 01], elle ne laisse profiler aucun lien entre les mondes réels et
virtuels. Afin de mettre en avant la relation existante entre le réel et le virtuel,
Bottecchia [Bottecchia 10] a proposé cette définition de la RA :
«Combinaison de l’espace physique avec l’espace numérique dans un contexte
sémantiquement lié» ([Bottecchia 10], page 23).
En revanche, cette définition ne laisse rien entrevoir sur le but de la liaison entre
le réel et le virtuel et donc la sur finalité de la RA en elle-même. Dans ce contexte,
nous précisons au lecteur que la finalité de la RA a été définie par Hugues et al.
[Hugues 11] comme suit :
« La finalité de la réalité augmentée est de permettre à une personne de réaliser
des activités sensorimotrices et cognitives dans un espace mixte associant l’envi-
ronnement réel et un environnement artificiel. La réalité augmentée peut proposer
soit une modélisation du monde réel sur la base d’un monde qui imite ou sym-
bolise certains aspects du monde réel, soit la création d’un monde imaginaire ne
correspondant à rien d’actuel» ([Hugues 11], page 49).
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Les auteurs précisent que cette finalité se décompose en deux catégories. La
première se rapporte au type d’interaction que l’utilisateur entretien avec l’envi-
ronnement mixte. Les termes “activité sensorimotrice” sont employés pour signifier
l’idée que la personne perçoit et agit physiquement avec les entités et éléments du
monde mixte, qu’ils soient artificiels ou naturels. La seconde catégorie concerne la
diversité des environnements représentés dans ce monde mixte. L’environnement
mixte appartenant aux deux premiers cas, imitant ou symbolisant le monde réel,
est considéré comme un environnement pseudonaturel, à la différence du second
cas, considéré comme un environnement imaginaire.
1.2 Notre définition de la réalité augmentée
Afin de tenir compte des manquements soulignés dans la section précédente,
nous proposons notre propre définition de la RA dont voici l’énoncé :
La réalité augmentée est la combinaison de données sensorielles avec
le monde réel de telle manière que, poursuivant un but bien déterminé, elles
semblent coexister avec le monde réel et lui être liées.
Notre définition de la RA met donc en avant ces différents aspects :
1. La multimodalité : les données rajoutées au monde réel sont multi senso-
rielles.
2. La non restrictivité : ces données peuvent être de plusieurs natures : nu-
mériques (images de sysnthèse, textes virtuels . . . ) ou analogiques (bras à
retour d’effort), en 2D ou en 3D, etc.
3. Le lien entre le réel et le virtuel : la combinaison du monde réel et du
monde virtuel doit laisser voir pour l’utilisateur une illusion de coexistence
physique et un lien sémantique.
4. La finalité de la combinaison du réel et du virtuel : comme mis en
avant par Hugues et al. [Hugues 11], la finalité de RA est de deux ordres : le
type d’interaction (sensorimoteur ou cognitif) et la représentation souhaitée
(symbolique, imitante ou imaginaire).
En ce sens, notre définition n’exclut pas les définitions précédentes et
les remarques de leurs auteurs, mais vient les compléter tout en ti-
rant profit. En effet, notre définition de la réalité augmentée reprend
les aspects (1), (2) et (3) mis en avant respectivement par [Azuma 01],
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[Fuchs 01] et [Bottecchia 10]. En plus, elle tient compte de l’aspect (4) dé-
fini par Hugues et al. [Hugues 11]. Celui-ci traite la finalité de la RA et
met donc l’accent sur le rôle de l’utilisateur dans la construction de l’en-
vironnement augmenté. A notre connaissance, ces quatre aspects réunis
ne figurent dans aucune définition précédente de la RA.
1.3 Réalité augmentée Mobile
L’essor de l’informatique mobile a favorisé le développement des applications
de réalité augmentée. Effectivement, la prolifération des ordinateurs portables et
portés, devenus plus petits ces dernières années et plus accessibles dans un sec-
teur fortement concurrentiel, et la facilité de l’accès à l’information ont permis de
trouver de nouveaux cadres d’applications à la réalité augmentée. L’usage de la
réalité augmentée est devenu possible en intérieur comme en extérieur. La réalité
augmentée mobile vise d’ailleurs un public plus large que par le passé, comme les
utilisateurs possèdent leurs propres dispositifs mobiles et savent déjà comment les
manipuler.
Hollerer et al. (2004) [Hollerer 04] fixent six composants nécessaires au fonction-
nement d’un système de réalité augmentée mobile :
— Plateforme mobile de calcul.
— Dispositif mobile d’affichage.
— Le suivi et l’alignement.
— Modélisation de l’environnement.
— Dispositif(s) porté(s) d’interaction et technologies d’interaction.
— Communication sans fil et technologies de stockage de données.
1.4 Fondements de la Réalité Augmentée
1.4.1 Architecture matérielle d’un système de RA
En général, l’architecture matérielle, commune à tous les systèmes de RA, fixes
ou mobiles, comporte principalement quatre éléments :
— Caméra : permet de filmer la scène réelle
— Ordinateur : chargé d’effectuer les calculs se rapportant au rendu, suivi,
etc.
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— Dispositif d’affichage : permet à l’utilisateur de visualiser la scène aug-
mentée. Il peut être un HMD [Azuma 97], l’écran d’une tablette, l’écran d’un
Smartphone.
— Capteurs : différents capteurs peuvent être utilisés, comme les capteurs de
localisation et de suivi : GPS, Wifi, centrale inertielle, etc.
Dans certains systèmes de réalité augmentée, une seule entité matérielle peut re-
grouper un ou plusieurs éléments parmi ceux présentés ci-dessus. Effectivement,
certains smartphone ou tablettes, largement utilisés aujourd’hui par le grand pu-
blic, peuvent intégrer en même temps tous ces composants matériels.
1.4.2 Composants technologiques d’un système de RA
Figure 1.4.1 – Briques technologiques "building blocks" d’un système de RA
Bimber et al. [Bimber 05] posent dans leur livre intitulé “Spatial Augmented
Reality Merging Real and Virtual Worlds”, la constitution générale d’un système
de RA. La couche de base representée dans la figure 1.4.1 décrit les composants
fondamentaux d’un système de RA ; Bimber et al. les appellent également les «
building blocks ». Ces composants sont : le suivi, le recalage, la technologie d’af-
fichage et le rendu. Dans la couche située au dessus de la couche inférieure, l’on
trouve des modules plus avancés à savoir : techniques et interfaces d’interaction,
présentation et authoring. Au troisième niveau, se situe la couche application qui
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représente l’interface utilisateur.
Couche de base : c’est le plus bas niveau du système de RA incluant les
composants fondamentaux, tant logiciel que matériel, à savoir : le suivi, le recalage,
les technologies d’affichage et le rendu des images générées. La plupart des efforts
de recherche en réalité augmentée à l’heure actuelle se concentrent à ce niveau.
Nous allons détailler de manière plus précise ces trois briques dans les sections
suivantes de ce chapitre.
Deuxième Couche : ce niveau intermédiaire, principalement implémenté sous
forme logicielle, s’occupe des méthodes d’interactions avec l’utilisateur, de la façon
de présenter les informations virtuelles et des moyens pour les mettre en scène.
Couche application : ce niveau représente l’application de réalité augmentée
en elle-même, application complètement tournée vers l’usage dévolu à la spécificité
de la tâche.
Couche utilisateur : dans la mesure où une application de RA est destinée à
un utilisateur final, l’acceptante de l’application est nécessaire par ce dernier. Ce
niveau fait intervenir donc plusieurs disciplines en sciences cognitives et en ergo-
nomie.
Bimber et al. [Bimber 05] soulignent que la réalité augmentée représente plus
qu’une interface homme machine, vu que, la couche application est largement dé-
pendante de la couche de base. Il est évident que la plupart des efforts de recherche
en réalité augmentée à l’heure actuelle, se concentrent au niveau de cette dernière,
qui demeure la plus challengeuse en comparaison avec les autres. En revanche, nous
attirons l’attention du lecteur sur le fait que Bimber et al. [Bimber 05], ont omis
les briques technologiques représentant la reconnaissance et le calcul de pose de la
caméra. En effet, comme le soulignent Mooser et al. [Mooser 07], la majorité des
travaux en RA se sont consacrés à résoudre le problème de reconnaissance d’objets
et celui de pose de la caméra. La reconnaissance a pour but d’identifier l’objet en
question afin de lui attribuer l’augmentation appropriée. Bien évidemment, le sys-
tème de RA a besoin avant même de procéder au suivi, d’identifier la cible. D’un
autre côté, la position et l’orientation de l’objet réel constituent les informations
géométriques nécessaires permettant d’aligner précisément le contenu virtuel avec
ce dernier.
Compte tenu de ce qui précède nous proposons de compléter le schéma de Bim-
ber et al. de la manière suivante :
Nous allons par la suite, détailler les briques technologiques qui composent le
nouveau niveau de base.
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Figure 1.4.2 – Constitution technologique d’un système de RA modifiée
1.4.3 Reconnaissance
La reconnaissance automatique d’objets dans les images 2D est un problème
difficile de la vison par ordinateur qui possède de nombreuses applications : robo-
tique, vidéosurveillance, réalité augmentée, etc. En ce qui concerne la réalité aug-
mentée, l’application doit identifier l’objet figurant dans la scène afin de lui attri-
buer la bonne augmentation. Pour la reconnaissance d’objets spécifiques, Grauman
[Grauman 11] distingue deux types d’approches : la première est dite globale, la
seconde est appelé locale. Ces deux approches sont présentées en détail ci-dessous.
1.4.3.1 Approche globale
Cette approche consiste à considérer l’objet dans sa totalité, en tenant compte
de son apparence globale. Dans ce contexte, l’on trouve plusieurs techniques, à
savoir : les moments de l’image [Hu 62], l’histogramme de couleur [Swain 91], l’Ei-
genface [Turk 91], le Fisherface [Peter N. 97], etc.
Hu [Hu 62] a introduit la famille d’invariant, portant son nom, en utilisant les
moments géométriques. La méthode de Hu a été largement utilisée afin de re-
connaître plusieurs classes d’objet indépendamment de leur orientation, taille et
position.
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L’histogramme de couleur mesure la fréquence avec laquelle chaque couleur ap-
paraît dans l’image. Celui-ci permet de former une description holistique de l’image
en utilisant tout simplement la distribution des couleurs.
Dans le cas de l’Eigneface, Chaque image est considérée comme un vecteur dans
un espace ayant autant de dimensions que de pixels dans l’image. Les caracté-
ristiques de l’image sont extraites par une méthode mathématique de réduction
de dimensionnalité basée sur l’analyse en composante principales (ACP) 2. Belhu-
meur et al. [Peter N. 97] proposent d’améliorer la séparation de classes, assurée par
l’ACP, en utilisant la méthode d’analyse discriminante linéaire de Fisher (appelé
FLD ou LDA selon les communautés).
Ces techniques (appelées également descripteurs globaux) étant peu robustes
face à l’occultation, plusieurs auteurs se sont tournés donc vers les descripteurs
locaux.
1.4.3.2 Approche locale
Les descripteurs locaux sont calculés non pas sur toute l’image, mais sur des
zones spécifiques, par exemple dans le voisinage des points d’intérêts (tels ceux de
Harris [Harris 90], SIFT [Lowe 99] et SURF [Bay 08]) ou encore sur des régions
d’intérêt stables telles que les régions MSER [Matas 02].
Dans ces techniques locales, en particulier celles basées sur les points d’intérêt,
le processus de reconnaissance consiste généralement en trois étapes [Grauman 11] :
1. Extraire les caractéristiques locales de l’image référence et de l’image test.
Dans cette étape, on peut utiliser les détecteurs de caractéristiques images 3.
2. Calculer les correspondances entre les points d’intérêt. Cette deuxième étape
peut faire appel aux méthodes de calcul de similarités qui se basent essentiel-
lement sur le calcul du plus proche voisin. Dans ce contexte, l’ on peut citer
des algorithmes comme kd-trees [Friedman 77], LSH 4 [Indyk 98], k-means
tree [Kanungo 02]. . .
3. Vérifier si les points d’intérêts appariés respectent une configuration géomé-
trique cohérente. Cela veut dire que ces derniers sont liés par une transfor-
mation géométrique commune. Cette étape peut être effectuée en utilisant
2. Appelé PCA en anglais.
3. appelées Image features en anglais,renvoient dans ce cas au points d’intérêts et aux des-
cripteurs locaux.
4. Locality-sensitive hashing
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des méthodes comme l’homographie [Agarwal 05] pour le calcul de la trans-
formation géométrique. Ensuite, afin d’éliminer les points aberrants, on peut
utiliser RANSAC [Fischler 81] par exemple.
1.4.4 Pose
La pose de la caméra est définie par une matrice 3 × 4 [R | t]. R s’agit d’une
matrice 3× 3 qui représente la rotation de la caméra, t est un vecteur décrivant la
translation de cette dernière. Le problème de calcul de pose de la caméra à partir de
correspondances de n points est connu sous le nom de perspective-n-point (PnP).
Pour trois points, la pose de la caméra n’est pas unique. Plusieurs travaux en vision
par ordinateur se sont proposé à résoudre le problème (P3P) [Haralick 94]
[Quan 99]. Pour n = 4, la solution devient unique à condition que les points ne
soient pas coplanaires ou alignés. Dans ce cas, l’on peut citer la méthode POSIT 5
couramment utilisée en réalité augmentée :
POSIT
L’algorithme POSIT est inventé par Dementhon et al. [DeMenthon 95], il permet
de calculer la position et l’orientation d’un objet dans une scène réelle. POSIT se
base sur la projection orthographique réduite, appelée en anglais SOP, acronyme de
« scaled orthographic projection ». POSIT estime la pose (position et orientaion)
en utilisant les couples représentant les correspondances de points, pi et p
′
i, comme
le montre la figure 1.4.3.
A la convergence, SOP ressemble à la projection perspective. L’approximation
SOP conduit à un système d’équations linéaires, ce qui donne directement la ro-
tation et la translation, sans avoir besoin d’une pose initiale. Le SOP de pi est
le point schématisé dans la figure 1.4.3 par pˆi
′ , avec une certaine valeur d’échelle.
Cette valeur d’échelle peut être trouvée en faisant coïncider pˆi
′ avec la projeté de
pi, suivant la projection perspective, noté par p
′
i. POSIT affine itérativement cette
valeur d’échelle.
La boucle de POSIT se déroule en quatre étapes :
1. la valeur d’échelle wi est initialement fixé à 1 pour chaque correspondance.
2. Estimer les paramètres de la pose à partir de système d’équation linéaire,
formé par les correspondances de points.
3. Calculer la nouvelle valeur d’échelle avec la formule suivante wi = p
T
i K
tx
+ 1
5. POSIT est implémenté par la bibliothèque de vision par ordinateur OpenCV.
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4. Refaire la boucle à partir de l’étape 2 jusqu’à ce que le changement en de-
vienne inférieur à un certain seuil ou jusqu’à ce que le nombre d’itération
maximum wi soit atteint.
Notons que, pour calculer la pose, POSIT n’a besoin de connaître que quatre points
de l’espace 3D (non coplanaires), ainsi que leur projection en 2D.
Figure 1.4.3 – Projection orthographique mise en œuvre par POSIT
1.4.5 Suivi
En réalité augmentée, le suivi « Tracking » est un processus fondamental. Le
suivi permet de déterminer en continu la position et l’orientation de la scène réelle
ou d’un objet dans l’espace physique, dans le but de faire coïncider visuellement
le virtuel sur le physique. Les types de suivi sont classifiés selon la technologie
employée ou la nature du capteur. Les principales technologies utilisées aujourd’hui
pour le suivi sont :
18
1.4 Fondements de la Réalité Augmentée
1.4.5.1 La technologie Radio
Le suivi Radio est basé sur les ondes magnétiques. Une onde électromagné-
tique consiste en l’énergie générée par une oscillation, chargée de particules élec-
triques, dans l’espace. La génération d’onde électromagnétique est connue sous
le nom d’émission de fréquence Radio RF [Torres-Solis 10]. Les solutions radios
permettent d’estimer l’emplacement d’une cible mobile dans l’environnement par
estimation d’une ou plusieurs propriétés d’une onde électromagnétique envoyé par
un émetteur et reçu par une station mobile. Ces propriétés dépendent généralement
de la distance parcourue par le signal radio et les caractéristiques de l’environne-
ment.
La Radio Frequency IDentification (RFID) est la plus connue des technolo-
gies utilisant la localisation par proximité [Ahriz Roula 10]. Celle-ci est basée sur
l’échange des signaux radio entre un lecteur RFID et une radio-étiquette RFID.
Le premier est constitué d’une antenne, d’un processeur et d’une alimentation. La
radio-étiquette RFID est constituée d’une antenne et d’une mémoire ; elle peut
être active, c’est-à-dire posséder sa propre alimentation, ou passive, c’est-à-dire
être alimentée par le signal radio reçu. Le lecteur RFID émet régulièrement des
requêtes d’informations qui sont captées par des radio-étiquettes. Ce signal fournit
aux radio-étiquettes passives l’énergie dont elles ont besoin pour répondre à cette
requête. La portée de ce signal radio étant limitée, les étiquettes qui répondent
sont localisées dans la zone à proximité du lecteur RFID. Selon la taille de la zone
à couvrir et le nombre de personnes à localiser, le déploiement de cette technologie
peut être effectué de deux manières :
• dans le premier cas, les lecteurs RFID constituent la partie fixe et les personnes
à localiser sont dotées de radio-étiquettes ;
• dans le second cas, la structure à couvrir est équipée de radio-étiquettes et
les personnes à localiser de lecteurs RFID.
Le coût des lecteurs RFID étant plus élevé que celui des étiquettes, le choix de
l’architecture de déploiement dépend du coût envisagé pour l’infrastructure. Le
réseau constitué de lecteurs/étiquettes RFID peut être remplacé par un réseau
Bluetooth utilisé principalement pour la connexion sans fil entre des équipements
par liaison radio de courte portée.
Les réseaux WiFi installés dans certains lieux publics peuvent être considérés
comme une infrastructure pour la localisation. Un réseau WiFi est constitué d’un
ensemble de points d’accès, chacun permettant de couvrir une zone allant jusqu’à
quelques centaines de mètres. La taille de cette zone dépend de l’environnement
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de propagation. Selon les spécifications de du WiFI (IEEE 802.11), chaque point
d’accès diffuse régulièrement un signal sur un canal de contrôle qui permet au
mobile de se connecter au réseau par le point le plus favorable. Ces canaux sont
scrutés périodiquement par les mobiles afin de pouvoir utiliser un autre point
d’accès si nécessaire. Parmi les informations diffusées sur les canaux de contrôle
figure une identification du point d’accès. Les mobiles recevant cette information,
peuvent alors se localiser à proximité (dans la zone de couverture) de ce point
d’accès. Le temps de propagation du signal entre l’émetteur et le récepteur est
une grandeur physique qui permet le calcul de la distance. Ceci peut être obtenu
par rapport à des points d’accès à un réseau Wifi [Ahriz Roula 10], en estimant le
temps de propagation à partir du timestamp contenu dans les signaux de contrôle.
1.4.5.2 La technologie Ultrason
Il s’agit de capteurs télémétriques utilisant la variation du « temps de vol» pour
déterminer la distance séparant la source ultrasonore d’un élément de l’environne-
ment. En utilisant ce principe de mesure du temps aller-retour par trois capteurs
et respectivement capté par trois microphones, il est possible de déterminer les 6
degrés de liberté composant la position-orientation de l’objet à suivre. Toutefois,
même si ces technologies sont peu onéreuses et que leur précision est de l’ordre
du centimètre, elles peuvent se heurter à des erreurs de mesure principalement
dues au phénomène d’absorption ou de réflexions multiples (échos) des matériaux
environnants. On notera également une fréquence d’échantillonnage faible ne per-
mettant pas une utilisation dans des applications nécessitant une haute réactivité.
1.4.5.3 La technologie inertielle
La centrale inertielle est un dispositif de mesures composé généralement d’un
accéléromètre trois axes, d’un gyroscope trois axes (mesurant les taux de rotation)
et d’un magnétomètre trois axes (mesurant le champ magnétique terrestre). L’ac-
céléromètre retourne le vecteur de gravité (le vecteur pointant vers le centre de la
terre) quand il est en état de repos. En cas de mouvement, l’accéléromètre donne
l’accélération actuelle par rapport aux trois axes, en m/s2. Le magnétomètre 3
axes permet d’effectuer les mesures du champ magnétique. Les informations pro-
venant de l’accéléromètre et du magnétomètre suffisent pour calculer l’orientation.
Toutefois, les sorties de ces deux capteurs sont imprécises. Le gyroscope, est plus
précis que les deux premiers capteurs et a un temps de réponse très court. L’incon-
vénient de son utilisation pour le suivi se manifeste dans l’accumulation d’erreurs
d’intégration. Effectivement, le gyroscope fournit les vitesses de rotation angulaire
pour chacun des trois axes. Pour déduire l’orientation relative au trois vecteurs
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de vitesse, les vecteurs de vitesse doivent être intégrés au cours du temps. L’inté-
gration incrémentale donne lieu à des erreurs qui se cumulent en générant l’erreur
connue sous le nom de la dérive « drift » du gyroscope. Pour pallier aux impréci-
sions relatives aux capteurs de la centrale inertielle, plusieurs solutions [Haid 04]
[Bachmann 99][Gustafsson 02] consistent à fusionner les sorties de ces capteurs
inertiels , en leurs appliquant des filtres comme le filtre complémentaire, le filtre
de kalman et le filtre particule.
1.4.5.4 La technologie optique
Ce type de suivi est également appelé suivi visuel ou suivi basé vision. Il peut
utiliser une caméra (suivi monoculaire), ou deux caméras (suivi stéréoscopique).
Au niveau de la technologie optique, on peut distinguer distinguer deux grandes
catégories : le suivi avec marqueur et celui sans marqueur. Le suivi avec marqueur
consiste à incruster des marqueurs fiduciaires dans la scène réelle. La deuxième
catégorie se base sur les caractéristiques images comme par exemple les points
d’intérêt et les segments de lignes. Les deux catégories sont présentées en détail
ci-dessous.
Les marqueurs fiduciaires
Plusieurs types de marqueurs sont aujourd’hui utilisés en réalité augmentée.
Les plus connus sont les marqueurs templates et les marqueurs à codes-barres 2D
[Siltanen 12].
Les marqueurs templates sont en noir et blanc et consistent en un simple motif
entouré d’une bordure noire. Ce genre de marqueur est utilisé par ARToolKit 6.
La figure suivante montre des exemples de marqueurs templates.
Les marqueurs de type codes-barres 2D que l’on emploie aujourd’hui souvent
en réalité augmentée, sont les QR codes. Le terme QR code est acronyme de «
Quadratic Residue Code »[Interlando 11]. Les QR codes ont été inventé en 1994
par Denso, l’une des majeures compagnies du groupe Toyota. Ils ont été approuvé
comme un standard ISO/ IEC18004 en Juin 2000. Un QR code est en réalité un
symbole matriciel, qui contient généralement les éléments suivants : le motif de
recherche, le motif d’alignement, le motif de synchronisation et la zone calme. La
figure suivante montre la structure de ce marqueur :
6. http ://www.hitl.washington.edu/artoolkit/
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Figure 1.4.4 – marqueurs ARToolKit de type « template »
Les données sont enregistrées en binaire dans la zone donnée du QR Code, elles
sont représentées en gris dans la figure 1.4.5. Au moment de la création d’un QR
code, les nombres binaires de ’0 ’et ’1’ sont converties respectivement en des cellules
noires et blanches.
Le suivi sans marqueur
Dans ce qui suit, nous présentons quelques exemples d’algorithmes de suivi,
basés vision qui sont souvent utilisés en RA :
RAPiD
RAPiD (Real-time Attitude and Position Determination) est un algorithme de
suivi visuel monoculaire. Il a été inventé par Harris et al. [Harris 90] en 1990.
RAPiD se base sur le modèle 3D pré-calculé de l’objet ciblé dans la scène réelle.
L’idée clé sur laquelle est fondée cet algorithme, consiste à sélectionner des points
de contrôle sur les arêtes de l’objet. Ensuite, la position et l’orientation de l’objet
est déduite par comparaison de ces points dans le modèle et l’image de la scène
réelle. Etant donné que RAPID opère en temps réel, il a été adopté par plusieurs
auteurs de travaux de RA, en l’occurrence par Klein et al. [Klein 03]. Le processus
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Figure 1.4.5 – Structure d’un QR Code
de suivi mis en œuvre par RAPID est illustré par la figure 1.4.6. Il se déroule en
quatre étapes :
— Etape 1 : l’image vidéo est acquise depuis la caméra.
— Etape 2 : projection du modèle basée sur l’estimation présente de la pose de
la caméra.
— Etape 3 : calcul des vecteurs d’erreurs ponctuelles (distances) entre le modèle
projeté et son image dans la vidéo de la scène réelle.
— Etape 4 : la pose est mise à jour en se basant sur le vecteur de mouvement
afin de minimiser les erreurs mesurées à l’étape précédente.
PTAM
PTAM est l’acronyme de « Parallel Tracking and Mapping », il s’agit d’un algo-
rithme de suivi monoculaire, proposé par Georg Klein et al. [Bimber 05] en 2007,
permettant de faire le suivi dans des environnements non préparés « unknown en-
vironments ». Cet algorithme divise le fameux algorithme SLAM « Simultaneous
Localization and Mapping » en deux threads séparés ; un thread traitant le suivi,
l’autre traitant la cartographie « mapping » représentant l’environnement.
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Figure 1.4.6 – Boucle de système de Suivi de RAPID [Klein 03]
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Nous proposons au lecteur souhaitant avoir un complément d’information sur
SLAM de consulter le travail de Leonard et al. [Leonard 91], les premiers à avoir
proposé cet algorithme.
Le deuxième thread permet de construire la carte 3D de points caractéristiques
« features points » observés depuis les frames vidéo. Le point j de la carte (pjw)
a les coordonnées pjw = (xjW , yjw, zjw)Tdans le repère de la frame monde w. Le
processus de cartographie permet également de stocker des images clés. Il s’agit
d’images prises par la caméra à différents instants. Notons que la construction de
la carte de points caractéristiques se déroule en deux étapes distinctes :
Premièrement, la carte de l’environnement est initialisée en utilisant la stéréo-
vision. A ce stade, la première image-clé est stockée par le processus de cartogra-
phie, et 1000 2D patch « patch-tracks » sont initialisées avec les coins maximaux
FAST. Les patchs 2D sont suivis à travers le mouvement de la caméra. Ensuite,
la deuxième image-clé acquise par la caméra, est utilisé afin de calculer la cor-
respondance de points caractéristiques avec l’image clé précédente. Ceci permet
à l’algorithme stéréo cinq-points stéréo [Stewenius 06] et à l’algorithme RANSAC
[Fischler 81] d’estimer la matrice essentielle et de trianguler les points caractéris-
tiques. La carte 3D obtenue suite à la triangulation, est par la suite affinée grâce
au « bundle adjustment » [Triggs 00].
Deuxièmement, la carte est sans cesse affinée et élargie à fur et à mesure que de
nouvelles images clés sont ajoutés par le thread de suivi.
Le processus de suivi est responsable de tracer le mouvement de la caméra. A
chaque nouvelle image acquise par la caméra, ce processus exécute les étapes sui-
vantes :
— Une pose au préalable « prior pose » E ′CW est estimée en se basant sur le
modèle de mouvement « motion model » M, de la manière suivante :
E
′
CW =MECW = exp(µ)MECW (1.4.1)
Le vecteur de mouvement µ est calculé par l’équation suivante :
µ
′ = argmin
µ
∑
j∈s
Obj
( |ej|
σ
, σT
)
(1.4.2)
ejest le vecteur d’erreur calculé de la façon suivante :
25
Chapitre 1 Fondements de la Réalité Augmentée
ej =
(
uˆj
vˆj
)
camProj (exp(µ)MECW ) (1.4.3)
Obj(. , σT ) est la fonction objective de bi-poids « biweights » de Tukey [Huber 81].
(uˆ vˆ)T : représente la position du patch qui en se référant à l’unité de pixel.
— Les points de la carte, construite par le thread de cartographie « mapping
», sont projetés sur l’image suivant la pose au préalable, calculée à l’étape
précédente.
— Un nombre réduit (50) de points caractéristiques de la carte, est cherché dans
l’image.
— La pose de la caméra est mise à jour partir des correspondances de point
calculées à l’étape précédente, en utilisant l’équation 1.4.2.
— Un nombre plus important de points caractéristiques (1000) est projeté sur
l’image, afin de chercher leurs correspondances.
— Finalement, la pose finale est calculé à partir des tous les correspondances.
1.4.6 Recalage
Le recalage est un problème courant en réalité augmentée. Le recalage ou « re-
gistration » décrit le procédé de superposer et d’unifier les objets virtuels sur le
réel, dans le but de les fusionner. Selon Anastassova et al. [Anastassova 07], le re-
calage vise précisément à faire coïncider visuellement, haptiquement, auditivement
les objets du monde réel aux enrichissements qui leur sont associés. L’objectif est
de réduire au maximum le décalage perçu par l’utilisateur. Ce procédé de recalage
est cité par Azuma [Azuma 01] comme une propriété qu’un système de RA doit
satisfaire. La technologie n’aboutit pas encore à un recalage parfaitement fiable.
En effet, le recalage dépend directement de la qualité du suivi.
1.4.7 Rendu
Suivant le type de modalité, le rendu peut être graphique, haptique, audio, etc.
Le rendu graphique 3D s’inscrit dans le cadre de synthèse d’image tridimension-
nelle. Dans ce qui suit, nous allons nous intéresser au rendu graphique. En réalité,
le terme de rendu se réfère à des calculs effectués par le moteur de rendu pour
traduire la scène géométrique 3D en une image 2D. Au cours de ce processus, la
texture, l’illumination et les ombres sont combinés ensemble, afin de déterminer la
valeur de couleur de chaque pixel dans l’image 2D. A l’heure actuelle, les moteurs
de rendu les plus connus sont Mental Ray et V Ray, utilisés respectivement par
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Autodesk Maya et 3DS Max. Comme le soulignent Bimber et al. [Bimber 05], il
existe plusieurs techniques utilisées pour le rendu à savoir :
Rastérisation (rasterization) : la rastérisation intervient dans le processus
de génération d’une image sur les cartes graphiques, permettant de projeter un
maillage exprimé en trois dimensions sur un écran à deux dimensions. La rastérisa-
tion correspond, d’une façon plus précise, à la discrétisation de données vectorielles
(maillages) en rasters (matrices de pixels).
Lancer de Rayon (Ray Tracing) : le lancer de rayon consiste en une tech-
nique d’illumination de la scène numérique. En fait, pour chaque pixel de la scène,
un (ou plusieurs) rayon (s) de lumière sont tracées à partir de la caméra jusqu’à
l’objet 3D le plus proche. La couleur de chaque pixel est calculée en se basant sur
l’interaction des rayons de la lumière avec les objets, en termes de réfraction et de
réflexion. Cette technique, relativement lente, est utilisée en rendu photo-réaliste.
Radiosité (Radiosity) : la radiosité ou la radiance représente une technique
d’éclairage (ou illumination) d’une scène 3D. Contrairement à la précédente, cette
technique est indépendante de la caméra. La radiosité consiste à simuler la cou-
leur de la surface en tenant compte de l’éclairage indirect. Pour créer un rendu
photo-réaliste, l’on utilise le lancer de rayon, la radiosité. Cependant, comme le
font remarquer Chen et al. [Chen 12], c’est le rendu non photo-réaliste qui est
souvent utilisé afin de maintenir la cohérence temporelle.
En plus de la contrainte temps-réel, le rendu en RA doit respecter la règle de
cohérence spatiale. En effet, la superposition des objets virtuels sur la scène réelle
provoque souvent une occlultation contradictoire, qui peut être, un objet réel ca-
ché par objet virtuel qui doit être normalement en arrière-plan. Dans de tels cas,
l’utilisateur constate que l’objet virtuel n’appartient pas à la scène réelle, ce qui
diminue le sentiment de présence et perturbe l’expérience de réalité augmentée.
Pour parvenir à maintenir la cohérence spatiale, plusieurs techniques [Kanbara 02]
[Kim 03] ont utilisés qui consistent en général à reconstituer la profondeur de la
scène à fin de palier au problème d’occultation contradictoire.
1.4.8 Modèles d’affichage
Pour combiner le réel et le virtuel, deux modèles d’affichage sont utilisés, l’affi-
chage direct (optical see-through) et l’affichage indirect (video see-through) [Azuma 97].
Le modèle “optical see-through” permet à l’utilisateur de visualiser directement
la scène à travers le dispositif HMD « Head-Mounted Displays ». Cependant, le
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Figure 1.4.7 – Occultation contradictoire dans l’image gauche [Fukiage 12]
modèle “video see-through” consiste à acquérir le point de vue de l’utilisateur,
puis la video du monde réel est combiné avec le rendu (augmentations graphiques)
orienté suivant le point de vue de l’utilisateur.
Conclusion
Au fil de la première partie de ce chapitre, nous avons pu nous rendre compte
que les concepts de la réalité augmentée ne sont pas nouveaux. C’est finalement
l’évolution technologique qui a permis un regain d’intérêt dans ce domaine. Nous
avons pu discuter de la richesse conceptuelle de ces idées, et il ressort de ce fait une
grande diversité d’interprétations sur la définition même de la réalité augmentée.
En ce sens, pour avoir une vision commune au fil du document avec le lecteur,
nous avons proposé notre propre définition de la réalité augmentée :
La réalité augmentée est la combinaison de données sensorielles avec le monde
réel de telle manière que, poursuivant un but bien déterminé, elles semblent co-
exister avec le monde réel et lui être liées.
Comme nous l’avons déjà précisé, cette définition, bien que globale, n’exclut pas
les précédentes et profite ainsi de leurs points forts.
Au niveau de la deuxième partie de ce chapitre, nous avons exposé les moyens
technologiques permettant de mettre en œuvre la RA. Nous avons donc voulu
présenter les fondements de ce qui caractérise l’implémentation technologique de
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Figure 1.4.8 – video see-through HMD [Azuma 97]
Figure 1.4.9 – optical see-through HMD [Azuma 97]
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cette dernière. Nous nous sommes principalement intéressés à la modalité visuelle
de ce vaste domaine, la vue étant généralement privilégiée par l’humain aux autres
sens.
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Partie 1
« Much of what sophisticates
loftily refer to as the
"complexity" of the real world
is in fact the inconsistency in
their own minds... »"
(Thomas Sowell)

Chapitre 2
Le visiteur, la visite guidée au musée
et la réalité augmentée
Introduction
Si le visiteur est bien au centre des préoccupations du musée, quelles en sont
ses attentes ? Quelles sont les expériences recherchées par le visiteur ? Comment le
musée répond-il aux besoins de ses publics ?
Au niveau de la deuxième partie de ce chapitre, nous allons donc étudier l’intérêt
d’introduire de nouvelles technologies comme la réalité augmentée dans l’assistance
à la visite. A travers l’examen de l’état de l’art, nous allons alors tenter de répondre
à cette question : Est ce que les propositions actuelles permettent de soutenir
efficacement l’activité de visite du musée ?
2.1 Le visiteur
2.1.1 Les motivations de visite
La question que l’on se pose à ce niveau est pourquoi visiter un musée ? Les
enjeux de cette question semblent être essentiels, elle définit une notion d’attente
du visiteur envers le musée.
Dans cette optique, plusieurs travaux de recherche ont tenté de recenser les rai-
sons pour lesquels les visiteurs viennent au musée. Pour Packer et al. [Packer 02],
les visiteurs vont au musée pour cinq raisons différentes : l’apprentissage et la dé-
couverte « Learning and Discovery », l’amusement passif « Passive Enjoyement »,
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la relaxation « Restoration », l’interaction sociale « Social Interaction » et l’accom-
plissement personnel « Self-fulfilment». Selon Mottaz-Baran [Mottaz Baran 01], les
différentes raisons d’aller au musée sont : l’intérêt pour le thème traité, le désir
de se cultiver, le plaisir et l’émotion esthétique et la recherche de référentiel. D’un
autre côté, les travaux de Falk et al. [Falk 98] ont permis d’identifier trois raisons
majeures motivant la visite de musées : l’apprentissage, l’amusement et l’établis-
sement de liens sociaux.
En se basant sur les travaux cités ci-dessus, l’on peut constater qu’il existe plu-
sieurs raisons pour la visite des musées. Néanmoins, il semble évident que les deux
raisons principales, également opposées, soient : apprendre et s’amuser. De plus,
Packer et al. [Packer 02] montrent à l’aide d’une étude réalisée auprès des visiteurs
des musées en Australie, que le fait d’apprendre et découvrir constitue le premier
motif de visite, suivi par le désir de s’amuser et de s’épanouir. Bien évidemment, ce
résultat met en relief l’importance que présentent l’apprentissage et la découverte
pour le visiteur de musée.
Par ailleurs, l’apprentissage fut considéré par les recherches en muséo-
logie comme une expérience recherché par le visiteur [Falk 00][Packer 06][Kotler 99] :
« learning experience ». L’expérience d’apprentissage se situe dans un
contexte plus large qu’est l’expérience visiteur. En ce sens, avant de
nous consacrer dans le cadre de cette thèse à l’expérience d’apprentis-
sage, nous allons nous intéresser dans la section suivante à l’expérience
visiteur.
2.1.2 L’expérience visiteur
L’expérience visiteur « visitor experience » ou encore l’expérience de musée «
museum experience » comme appelée par Falk et al. [Falk 92], constitue depuis
plusieurs années un sujet de recherche à la fois pertinent et complexe. Comme le
souligne Daengbuppha [Daengbuppha 09], la complexité de cette dernière revient
à l’aspect expérientiel et à la multiplicité de valeurs de consommation recherchées
par les visiteurs. “. . . The complexity of visitor experiences in terms of how ’indivi-
dual visitors’ construct the meaning of experience explained by experiential aspect
as well as the multiplicity of visitor experiences in terms of experience consump-
tion practice. . . ” ([Daengbuppha 09], page 224).
Les sociologues à l’instar de Cohen [Cohen 79], furent les premiers à introduire
le concept de l’expérience en tourisme. En effet, en se basant sur une étude em-
pirique, Cohen [Cohen 79] dresse le modèle typologique de touristes dans lequel il
distingue l’expérientiel comme un type de tourisme. En effet, dans sa typologie,
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Cohen [Cohen 79] souligne que la quête d’expérience constitue en elle-même un
style de consommation définissant ainsi un type de tourisme à part entière. Un
peu plus tard, l’expérience devient reconnue comme un aboutissement ou un pro-
duit de la visite au musée [McLean 97].
Les dimensions de l’expérience visiteur
Comme le souligne Mason [Mason 12], l’expérience visiteur décrit l’expérience
globale de l’individu au musée. Elle peut encore designer le sentiment de satisfac-
tion que le visiteur éprouve vis-à-vis de sa visite au musée. Mason [Mason 12] a
défini principalement trois éléments influençant l’expérience visiteur, qu’il appelle
dimensions de contexte “dimensions of the context”. Selon lui, les dimensions de
contexte de l’expérience visiteur sont le visiteur, le contexte du musée et le contenu
du musée.
Visiteur : les attentes, les motivations et les comportements des visiteurs sont
des éléments essentiels qui interviennent dans l’étude de l’expérience visiteur ; ce
sont des éléments à prendre en compte dans la conception des outils de médiation
pour la visite guidée. D’un autre côté, Mason [Mason 12] souligne l’importance de
la participation active des visiteurs dans la création d’une visite de qualité, par
l’intermédiaire de l’interaction avec les objets exposés et aussi par l’interaction
sociale avec les autres visiteurs.
Contexte du musée : le contexte du musée intègre principalement l’environ-
nement physique du musée ainsi que ses objectifs et missions. L’environnement
physique de musée inclut entre autres les conditions d’illumination, l’organisation
et la présentation des expositions. La structure muséale doit veiller à ce que le
visiteur soit perpétuellement orienté à l’intérieur du musée en utilisant des plans,
des indications visuelles, etc. Il est aussi évident que bien accueillir le visiteur, bien
interpréter et labéliser les œuvres d’art est au cœur des missions du musée.
Contenu du musée : le contenu de musée renvoie principalement aux ob-
jets exposés et à la médiation offerte au visiteur. Aujourd’hui, avec l’essor de la
technologie mobile, les applications mobiles s’imposent dans la création des vi-
sites guidées. Il est à noter que l’expérience visiteur est à ne pas confondre avec
l’expérience utilisateur introduite par Donald Norman 1 . En effet, comme le fait
remarquer Mason [Mason 12], l’expérience visiteur a un spectre plus large que l’ex-
périence utilisateur, qui renvoie à l’étude subjective de l’utilisabilité d’un produit
1. Donald Norman utilize le terme experience utilisateur pour la première fois dans son livre
The Design of Everyday Things.
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ou d’un système informatique. En ce sens, l’expérience utilisateur d’une applica-
tion informatique dédiée à la médiation fait partie de l’expérience visiteur.
Les types d’expériences visiteur
L’expérience visiteur est fortement liée à la valeur recherchée par ce dernier. En
effet, en se basant sur la théorie de valeurs de consommation « theory of consump-
tion values » [Sheth 91] et donc sur une perspective de marketing, Bourgeon-
Renault et al. [Bourgeon-Renault 07] ont établi une classification des expériences
visiteurs. Les valeurs attachées par les publics (considérés dans ce cas comme des
clients) aux musées renvoient aux valeurs de consommations suivantes :
une valeur fonctionnelle ou capacité des musées à proposer une offre de
qualité caractérisée par les thèmes abordés, les œuvres exposées, les lieux et les
services mis à la disposition des publics.
une valeur sociale liée à la visite pratiquée avec un ou plusieurs groupes
sociaux (famille, amis. . . ).
une valeur émotionnelle ou capacité des musées à susciter des émotions, la
sensibilité au « b e a u » ou à l’esthétisme, un sentiment de découverte, d’évasion,
de surprise, d’étonnement, de dépassement de soi et d’émerveillement, le dévelop-
pement de l’imaginaire, la nostalgie, une impression de liberté, le plaisir d’être
dans les lieux, le désir de nouveauté et de variété, la perception mystique du lieu,
la spiritualité. . .
une valeur épistémique mettant l’accent sur la capacité des musées à susciter
la curiosité et à stimuler le désir de la connaissance.
une valeur conditionnelle s’analysant comme le résultat d’une situation spéci-
fique ou d’un ensemble de circonstances (présence de monde ou non, entrée payante
ou gratuite, présence d’un guide, occasion particulière de visite. . . ).
Dans le but d’identifier les types d’expériences satisfaisantes pour les visiteurs
“satisfying experiences”, Pekarik et al. [Pekarik 99] ont mené une étude empirique
qui a permis de dresser cette liste d’expériences :
L’expérience de l’objet : se focaliser sur quelque chose à l’extérieur de soi,
voir des objets réels et concrets. Voir des œuvres d’arts de valeur qui incarnent la
beauté.
L’expérience cognitive : se focaliser sur les aspects intellectuels de la visite,
acquérir des nouveaux savoirs, élargir le spectre de ses connaissances, mieux ap-
préhender des choses déjà connues.
L’expérience introspective : se focaliser sur sa personne, sur les sentiments
suscités par la visite. Se laisser prendre par son imagination, ses souvenirs. . .
L’expérience sociale : se concentrer sur l’interaction sociale avec les gens que
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l’on accompagne, les autres visiteurs ou avec l’équipe de musée.
D’un autre côté, en partant d’une perspective de marketing, Kotler [Kotler 99]
distingue quatre catégories d’expériences allant de l’émotionnel au cognitif, qu’il
appelle ‘range of recreational experiences’ : l’excitation, le divertissement, la contem-
plation et l’apprentissage. Les types d’expériences recherchés au cœur de la visite
au musée sont donc pluriels. Nous pouvons constater qu’essentiellement les catégo-
ries : sociale, émotionnelle et éducative sont omniprésentes mais avec des appella-
tions différentes. La catégorie émotionnelle est décrite dans certains travaux comme
Introspective ou excitative. L’expérience d’apprentissage « learning experience » 2
apparaît dans certains travaux avec les noms éducative [Packer 06], épistémique
ou cognitive.
Comme nous avons pu le voir dans la section précédente, venir au musée pour
découvrir et acquérir des nouvelles connaissances et savoirs constitue une prin-
cipale motivation de visite. Cependant, la question que l’on se pose par la suite
est : est-ce que l’on vient au musée pour apprendre ou pour expérimenter l’ap-
prentissage « to experience learning » ? En confrontant ce constat aux travaux de
Packer [Packer 06], l’on peut simplement déduire que c’est essentiellement pour
le deuxième objectif. “. . . .learning for fun to refer to the phenomenon in which
visitors engage in a learning experience because they value and enjoy the process
of learning itself ”( [Packer 06], page 299). “Although most visitors don’t come
with a deliberate intention to learn, they do seek, or are unconsciously drawn into,
an experience that incorporates learning ” ( [Packer 06], page 340). Ainsi, c’est de
cette perspective expérientielle que nous allons étudier l’apprentissage au musée.
2.2 Apprendre au musée
La question que l’on peut légitiment se poser est : « Y-a-t-il réellement un ap-
prentissage au musée ? ».
En effet, comme nous avons pu le voir dans la section précédente, apprendre et
découvrir constituent une principale motivation de visite. En plus, plusieurs tra-
vaux dans le domaine muséal, considèrent maintenant le rôle d’un musée comme un
rôle multi faces incluant plusieurs tâches comme la conservation, la documentation,
la présentation et l’explication des artefacts, etc. En particulier, beaucoup voient
aujourd’hui les musées comme une importante source d’informations et un lieu
pour permettre aux gens d’apprendre à travers les expositions [Falk 05] [Falk 00]
2. Dans la suite de cette thèse, c’est l’appellation « expérience d’apprentissage » que nous
allons adopter
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[Roberts 97]. De plus, le musée fut considéré comme un endroit éminemment pro-
pice à l’apprentissage par la découverte.
Par ailleurs, l’ICOM 3 donne une définition du musée qui met en avant le rôle
éducatif et de transmission de savoirs qu’assume le musée : « Un musée est une
institution permanente, sans but lucratif, au service de la société et de son dé-
veloppement, ouverte au public et qui fait des recherches concernant les témoins
matériels de l’homme et de son environnement, acquiert ceux-là, les conserve, les
communique et notamment les expose à des fins d’études, d’éducation et de délec-
tation » 4. On voit donc ici que la fonction du musée est de communiquer un savoir.
Si apprendre n’est pas toujours l’objectif principal du visiteur, comme on a pu le
voir précédemment, la vocation première du musée, est-elle, bien de communiquer
et de permettre au visiteur d’apprendre.
2.2.1 L’apprentissage
Du point de vue de la phénoménologie 5, apprendre est à la fois comprendre un
phénomène particulier qu’on peut qualifier d’objet d’apprentissage (quoi) [Beaty 97].
Apprendre est aussi réaliser un acte d’apprentissage (comment). En ce sens, l’ap-
prentissage peut être étudié en tant que phénomène expérimenté ayant pour ob-
jectif de constituer le « quoi ». Le sens qu’incarne l’apprentissage pour l’individu
est appelé conception de l’apprentissage.
A ce niveau du mémoire, nous allons donc tenter de répondre à la
question suivante : « Que signifie apprendre ? ».
Les théories épistémologiques permettent de mettre en place plusieurs concep-
tions 6 de l’apprentissage que Marton et al. [Marton 93] classent en deux catégo-
ries :
— Une conception reproductive de l’apprentissage : augmenter ses connais-
sances, mémoriser et reproduire, appliquer.
— Une conception de recherche de sens : comprendre, voir quelque chose de
manière différente, changer sa vision du monde.
Marton et al. [Marton 93] mettent donc en évidence une corrélation entre approche
et conception : l’approche de surface est associée à la conception reproductive (l’ap-
3. Organisation internationale des musées et des professionnels de musée
4. http ://icom.museum/la-vision/definition-du-musee/L/2/
5. la phénoménologie, initiée par Husserl (1992)
6. Conception de l’apprentissage : il s’agit de la vision de l’apprentissage, du modèle ou de la
manière privilégiée de considérer l’apprentissage.
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prenant applique, exploite le savoir qu’il possède) et l’approche en profondeur à la
conception de recherche de sens.
Loin du contexte formel de l’apprentissage dans lequel se trouve l’apprenant,
le visiteur de musée quand à lui adopte une approche de profondeur. En effet,
comme le souligne Roberts [Roberts 97], donner un sens à ce qu’il voit constitue la
principale préoccupation de visiteur de musée en son expérience des collections :
"En définissant la connaissance par rapport à un contexte social et historique plus
large, on donne aux visiteurs la possibilité de trouver du sens à ce qu’ils savent
et disent. Ils partagent maintenant avec le musée la responsabilité ainsi que le
contrôle de ce que signifie leur expérience des collections. On voit donc s’éroder
plusieurs principes anciens comme l’autorité du conservateur, le caractère sacré
des objets, et même le prestige de l’institution elle-même en tant que source et
dispensatrice de connaissances" ([Roberts 97], page 132 ).
Bien évidemment, cette vision profonde de l’apprentissage revient au caractère
libre qui caractérise l’apprentissage dans un cadre informel comme celui de musée.
En ce sens, l’apprentissage dans les musées comme vue par Falk et al. [Falk 00], est
personnel et est orienté par les connaissances et les ressentis. De plus, ils qualifient
cet apprentissage d’apprentissage libre « free-choice learning ».
D’un autre côté, les études réalisées par Falk et al. [Falk 98][Falk 05] démontrent
également que les détails rappelés par les individus après la visite, sont générale-
ment en lien étroit avec leurs connaissances et intérêts préalables. Ils rappellent à
cet effet qu’un sujet apprend mieux les informations qui l’intéressent.
Si nous essayons de résumer les caractéristiques de l’apprentissage dans les mu-
sées sur lesquels s’accordent la plupart des chercheurs ici cités, nous pouvons retenir
que l’apprentissage :
— a lieu au contact d’objets réels,
— s’appuie sur une approche de profondeur,
— y est volontaire,
— est stimulé par l’intérêt personnel.
L’enjeu par la suite est de savoir comment l’on apprend et comment
faire apprendre au visiteur ? Quels types de connaissances transmettre
aux visiteurs ? On s’intéressera donc aux constats sur l’apprentissage
dans les musées, puis aux méthodes proposées pour décrire et mesurer
cet apprentissage.
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2.2.2 Les théories cognitivistes d’apprentissage
De point de vue des sciences cognitives, l’apprentissage est un processus non
observable de réorganisation des structures cognitives. Ce processus est finalisé,
visant à acquérir de nouvelles connaissances, d’habiletés, d’attitudes ou à modifier
des acquis antérieurs, ce qui se traduit par un changement durable des comporte-
ments dont l’objectif est de s’adapter à soi-même et à son environnement.
Les théories d’apprentissage tentent de définir la manière dont toutes les connais-
sances doivent être acquises. Les sciences cognitives comportent de nombreux cou-
rants de pensée lorsqu’il s’agit d’aborder la question des mécanismes d’acquisition
et de transformation des connaissances. Si l’on considère les principaux, alors nous
retiendrons les cinq suivants : le béhaviorisme, le constructivisme, le cognitivisme,
le connexionisme et l’énaction. Mais ces courants ne sont pas traités avec les mêmes
égards suivant les domaines où ils s’appliquent. En effet, dans le cadre muséolo-
gique, c’est le modèle constructiviste qui est plutôt retenu [Hein 98].
La théorie du constructivisme [Piaget 69], prend résolument des principes en op-
position avec le béhaviorisme en faisant intervenir le côté personnel de l’apprenant
dans le processus d’apprentissage. L’individu représente les informations reçues
en regard de ses propres expériences, de ce qu’il s’agit déjà. L’apprenant assimile
les nouvelles connaissances en les modifiant et en l’adaptant à une situation nou-
velle. L’apprenant ne transfère donc pas simplement le savoir dans sa mémoire,
mais construit ses propres interprétations à partir des interactions qu’il a avec le
monde. La pédagogie constructiviste aurait donc une tendance à transmettre le
savoir en mettant l’apprenant au défi, en stimulant et en remettant en cause d’an-
ciennes connaissances pour en produire de nouvelles. C’est ce double mécanisme
d’assimilation-accomodation, que Piaget [Piaget 69] nomme équilibration.
Les travaux de Hein [Hein 98] ont cherché à trouver les liens entre les théo-
ries d’apprentissage cités plus haut et l’apprentissage dans le cadre de musée. En
effet, après une analyse extensive des différents composants des théories d’appren-
tissage, Hein [Hein 98] suggère un modèle pour l’apprentissage au musée fondé
sur le constructivisme. En effet, le modèle de Hein [Hein 98], met l’accent sur les
visiteurs : les individus s’engageant dans un processus d’apprentissage libre et par-
ticipent activement à construire un nouveau sens en se basant sur leurs nouvelles 7
et antérieurs connaissances.
7. Les nouvelles connaissances réfèrent ici aux connaissances acquises lors de la visite
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Figure 2.2.1 – Le modèle constructiviste d’apprentissage au musée de Hein
2.2.3 La connaissance
Qu’il s’agisse du domaine purement cognitif, du domaine affectif, social, sen-
soriel ou moteur, les sciences cognitives considèrent qu’il y a fondamentalement
trois catégories de connaissances : les connaissances déclaratives, procédurales et
conditionnelles. Elles ont été identifiées suite aux travaux de [Anderson 83] et de
[Tardif 92]. Chacune d’elle fait appel à des stratégies d’apprentissage différentes :
Les connaissances déclaratives : elles sont fondamentalement des connais-
sances plutôt statiques que dynamiques. Pour permettre l’action, elles doivent être
traduites en procédures et en conditions, c’est-à-dire en connaissances procédurales
ou conditionnelles. Exemples des connaissances déclaratives : définitions de mots,
description de l’objet, connaissance des noms des personnages, des villes. . .
Les connaissances procédurales : elles correspondent au comment de l’ac-
tion, aux étapes et aux procédures permettant de la réaliser. En comparaison avec
les connaissances déclaratives, les connaissances procédurales sont dynamiques.
Exemples de connaissances procédurales : réaliser une expérience, faire un plan de
travail, résoudre un problème. . .
Les connaissances conditionnelles : elles se réfèrent aux conditions de l’ac-
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tion. Elles concernent le quand et le pourquoi. A quel moment et dans quel contexte
est-il approprié d’utiliser telle ou telle stratégie, telle ou telle démarche, d’engager
telle ou telle action ? Ces connaissances sont aussi celles responsables du transfert
de l’apprentissage, autrement dit de la capacité d’utiliser des connaissances dans
un contexte différent de celui pour, ou dans lequel elles ont été acquises. Exemples
de connaissances conditionnelles : distinguer des formes déférentes, reconnaître un
objet, un style artistique. . .
Si l’on se réfère aux travaux réalisés par Loffler-Laurion [Loffler-Laurian 93]
et par Chamberland [Chamberland 91], les musées transmettent au visiteur des
connaissances présentées sous plusieurs formes : des connaissances chiffrées, des
records, des explications et descriptions, des comparaisons entre thèmes et ob-
jets, etc. En se basant sur les types de connaissances en sciences cognitives pré-
sentés plus haut, l’on peut classer les connaissances recensées par Loffler-Laurian
[Loffler-Laurian 93] et Chamberland [Chamberland 91] en deux types : les connais-
sances conditionnelles et les connaissances déclaratives. Les connaissances condi-
tionnelles incluent les comparaisons [Loffler-Laurian 93], les valeurs d’utilisation
[Chamberland 91] et les comparaisons des contextes [Chamberland 91]. Les connais-
sances déclaratives incluent les connaissances chiffrés [Loffler-Laurian 93], la des-
cription, l’identification, etc. Il est à noter que les connaissances conditionnelles
peuvent permettre à l’individu de distinguer entre plusieurs styles d’art. En effet,
comme le met en évidence le modèle GLO [Hooper-Greenhill 03] détaillé plus loin
dans ce chapitre, c’est surtout ce dernier type de connaissances qui permettrait au
visiteur d’acquérir de nouvelles compétences.
2.3 L’expérience d’apprentissage au musée
Avant de présenter dans les paragraphes suivants l’expérience d’apprentissage,
il convient d’examiner les termes « apprentissage » et « expérience ». Nous avons
déjà défini dans la section précédente le premier terme dans un contexte générale
puis dans le contexte de musée. Nous allons donc définir ici le terme « expérience
».
2.3.1 L’expérience
Si l’on se réfère à la psychologie, l’expérience comme vue par Jodelet [Jodelet 06]
renvoie à un phénomène et à un concept dont la signification change d’une dis-
cipline à l’autre. Elle distingue deux définitions. La première se rapporte à la
psychologie sociale, où l’expérience s’apparente au sens commun se formant par le
biais des situations concrètes auxquelles se trouve confronté le sujet tout le long
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du flux de son vécu. En ce sens, l’expérience renvoie à une attitude naturelle qui
se déploie dans l’espace-temps de vie de l’individu.
La deuxième définition de l’expérience se rapporte à la psychologie expérimen-
tale ou cognitive où l’expérience se situe comme un cadre empirique de la relation
du sujet à son monde d’objets, elle détermine la connaissance en tant qu’elle pour-
voie les informations qui font l’objet d’un processus de traitement aboutissant à
des structures ou des réseaux de conservation de ces informations en mémoire. Ces
structures et réseaux (que certains qualifient de représentations mentales), seront
réactivés pour traiter les nouvelles informations.
Dans son étude des représentations sociales 8, Jodelet [Jodelet 06] souligne que
l’expérience ne peut être étudiée en indépendamment de la notion du vécu, qui
renvoie à un état que le sujet éprouve et ressent de manière émotionnelle. À côté
de cette dimension vécue, l’expérience comporte une dimension cognitive dans la
mesure où elle favorise une expérimentation du/et sur le monde et concourt à la
construction de la réalité et des connaissances. Jodelet [Jodelet 06] met ainsi l’ac-
cent sur l’utilité de recourir à l’analyse de l’expérience, comme connaissance et
comme vécu, pour comprendre comment du sens se produit, dans des situations
et contextes sociaux et spatio-temporels particuliers.
Dans un contexte spatio-temporel particulier qu’est la visite du musée, c’est
l’expérience en sa signification donnée par Jodelet [Jodelet 06] que nous cherchons
à étudier. Cette manière d’aborder l’expérience est non seulement pertinente mais
susceptible de contribuer à un enrichissement de l’approche de l’expérience vi-
siteur. Effectivement, la définition de l’expérience que nous avons adoptée s’ac-
corde avec les études effectuées sur les visiteurs des musées. En effet, Chamber-
land [Chamberland 91] grâce à une étude empirique réalisée au musée de sciences
naturelles Georges-Préfontaine de Montréal, a démontré que des aspects cognitifs
et affectifs interviennent dans le contact du visiteur avec les objets exposés au
musée. Ces aspects se réunissent pour donner un sens à ce que ce dernier voit.
L’expérience qu’a le visiteur des objets met donc en jeu deux dimensions : une
dimension de connaissance et une dimension qui est de l’ordre de l’éprouvé, de
l’implication psychologique de l’individu et qui a un effet de résonance directe
agissant essentiellement au niveau du ressenti.
8. constituent un patrimoine commun à la culture d’appartenance, et se présentent comme
un savoir que chacun des membres partage [Cavallo 93].
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2.3.2 L’expérience d’apprentissage
Dans cette section, nous allons faire le point sur le concept de l’expérience d’ap-
prentissage tel que défini par Falk et al. [Falk 00]. Comme nous avons pu le voir
dans les sections précédentes, l’apprentissage dans un musée présente un caractère
volontaire, libre et dirigé par les propres choix du visiteur. Partant de ce constat,
Falk et al. [Falk 00] ont fixé les facteurs qui influencent l’apprentissage au musée.
En effet, après avoir examiné plusieurs travaux de recherche, Falk et al. [Falk 00]
ont proposé un modèle incluant douze facteurs qu’ils appellent le modèle contextuel
d’apprentissage. Ce modèle est fondé essentiellement sur la théorie constructiviste
de l’apprentissage à savoir :
Le contexte personnel
1. Motivations et attentes du visiteur
2. Connaissances préalables
3. Expériences préalables
4. Intérêts préalables
5. Choix et contrôle
Le contexte socioculturel
6. Médiation sociale au sein du groupe
7. Médiation assurée par les gens en dehors du groupe social
Le contexte physique
8. Organisateurs à l’avance
9. Orientation dans l’espace physique
10. Architecture et environnent à grande échelle
11. Conception et exposition aux objets exposés
12. Evénements ultérieurs et expériences de renforcement à l’extérieur du musée
Le contexte physique : il signifie que l’apprentissage se produit dans l’environ-
nement physique du musée. Il se traduit par un dialogue entre cet environnement
physique et le visiteur. Ainsi, il faut s’attendre à une réaction des visiteurs au
contexte physique du musée. Ce dernier comprend à la fois des propriétés appelés
« à grande échelle » (l’éclairage, le bruit, affluence) et les propriétés à petite échelle
(expositions et autres objets).
Le contexte socioculturel : exprime le fait que les êtres humains soient des
créatures extrêmement sociales. Ils sont les produits de leurs cultures et relations
sociales. Par conséquent, il faut s’attendre à ce que l’apprentissage au musée soit
situé dans le contexte socioculturel du visiteur. Le facteur d’ordre socioculturel
qui affecte principalement l’apprentissage au musée est le contexte culturel que
représente le musée dans la société. D’un autre côté, les visiteurs de musées sont
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fortement influencés par les interactions et les collaborations avec les individus
de leur propre groupe social ainsi qu’avec d’autres individus à l’extérieur de leur
propre groupe social comme les guides, les artistes ou même les autres groupes de
visiteurs.
Le contexte personnel : implique que l’apprentissage au musée soit fortement
lié aux propres choix du visiteur, ses motivations et ses attentes. De plus, l’expé-
rience d’apprentissage du visiteur peut être influencée par ses connaissances et ses
expériences antérieures.
Nous pouvons conclure que la conception d’apprentissage incarné par le modèle
de Falk et al. [Falk 00] présente une quête à la recherche de sens, une quête à
éveiller un dialogue entre le visiteur et son environnement physique et sociocul-
turel : “The view of learning embodied in this framework is that learning can be
conceptualized as a contextually driven effort to make meaning in order to survive
and prosper within the world ; an effort that is best viewed as a continuous, never-
ending dialogue between the individual and his other physical and sociocultural
environment” ([Falk 05], page 745).
En outre, comme nous avons pu le voir plus haut dans ce chapitre,
apprendre au musée consiste à comprendre et à rechercher le sens qu’in-
carnent les objets exposés. Cette approche profonde de l’apprentissage
[Marton 93] est celle mise en avant par le modèle contextuel de Falk
et al. [Falk 00]. Compte tenu de tout cela, c’est sur ce modèle que va
se fonder la conception de notre système de réalité augmentée pour la
visite guidée au musée.
2.3.3 Mesurer l’expérience d’apprentissage
Essayons maintenant de répondre à la deuxième question : « Comment atteindre
l’expérience d’apprentissage au musée ? »
Plusieurs travaux de recherche [Hooper-Greenhill 03][Gammon 03] ont proposés
des modèles qui permettent de mesurer l’expérience d’apprentissage du visiteur.
Dans le cadre de cette thèse, nous allons nous intéresser au modèle GLO «Generic
Learning Outcomes» donné par Hooper-Greenhill et al. [Hooper-Greenhill 03]. En
effet, ce modèle conformément aux travaux réalisés par Chamberland [Chamberland 91]
met l’accent sur les deux dimensions épistémologique et affective ayant un impact
significatif sur l’expérience du visiteur dans son contact avec les objets exposés.
GLO a été mis en place par le ministère (MLA) des musées, des librairies et ar-
chives au royaume Uni pour démontrer l’impact de ces dernières institutions dans
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l’apprentissage continu. D’un autre côté, le modèle GLO est aujourd’hui largement
utilisé par plusieurs musées au Royaume Uni [Graham 13]. Ce modèle est appliqué
avec succès par les services de médiation de ces musées dans leurs études des ex-
périences d’apprentissage des visiteurs. GLO reconnaît l’apprentissage comme une
expérience dont les aboutissements comprennent : une augmentation de la connais-
sance et de la compréhension, une augmentation de compétences, un changement
dans les valeurs et les attitudes, des sentiments d’amusement, d’inspiration et de
créativité et une incitation à l’activité et à la progression.
Figure 2.3.1 – Generic Learning Outcomes (GLO)
Connaissance et Compréhension : la visite au musée permet d’acquérir des
nouvelles connaissances, de comprendre des nouveaux aspects sur des thèmes di-
versifiés. Elle permet également de donner du sens aux objets exposés et à faire
des liens avec la vie quotidienne ou les connaissances pré-acquises.
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Compétences : les compétences que l’on peut tirer d’une visite au musée sont
de l’ordre intellectuel, sociale, communicatif, etc. A la sortie d’un musée d’art par
exemple, l’on peut commencer à distinguer les styles d’art de différentes époques
ou de différentes cultures.
Attitudes et Valeurs : à l’issue d’une visite au musée l’on peut changer son
attitude envers une culture, une époque historique, un domaine artistique ou scien-
tifique. En ce sens, le musée peut inculquer plusieurs valeurs comme la tolérance,
le respect, l’empathie, etc.
Amusement, Inspiration et Créativité : lors de l’expérience d’apprentissage
au musée, le visiteur éprouve un sentiment se situant entre l’ennui et l’amusement.
En outre, la visite au musée peut inspirer l’individu et l’inciter à devenir plus créa-
tif dans le cadre de sa vie quotidienne.
Activité, Comportements et Progression : ce cinquième volet du modèle
inclut les intentions d’activités et d’actions que suscite la visite au musée. Il intègre
également les changements de comportements de visiteur ainsi que la progression
qui peut avoir lieu dans sa vie.
2.4 Le musée : le rôle de médiation
2.4.1 Définition de la médiation
Au sens large du mot, la médiation signifie d’après le dictionnaire Larousse :
Médiation n.f (bas latin mediatio, -onis, de mediare, s’interposer) : le fait de servir
d’intermédiaire, en particulier dans la communication : Sensibiliser le public par
la médiation de la radio.
Dans le contexte muséal, la médiation culturelle est aujourd’hui un service à part
entière [Lugez 04]. Elle constitue le mécanisme permettant d’établir le dialogue
entre les œuvres et leurs récepteurs, les spécialistes et les publics. Les premiers
efforts de réflexion puis d’effectuation en termes de médiation culturelle ont été
menés dans des musées nord-américains. Cette dynamique ne s’est développée en
France qu’à partir des années 1960 avec une volonté politique marquée de démo-
cratisation culturelle et de développement des expositions temporaires. Depuis la
fin des années 1980 et le début de la décennie suivante, les outils de connaissance
des publics, initiatives et expérimentations se sont multipliées dans diverses insti-
tutions muséales.
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Par ailleurs, comme le fait remarquer Peyrin [Peyrin 12], la médiation dans les
musées recouvre aujourd’hui un ensemble de services d’accompagnement des visi-
teurs. Elle remplit des missions diverses de diffusion et de transmission des savoirs,
de mise en relation des œuvres et publics [Lugez 04]. En plus de cette dimension
éducative, la médiation porte aussi sur le confort du visiteur, le plaisir et la dé-
tection du public. Elle fournit au visiteur les renseignements pratiques dont il a
besoin et suscite son envie. Elle fait donc intervenir des champs d’action variés :
activités pédagogiques et actions éducatives, animations, diffusion culturelle, aide
à la visite, etc. D’un autre côté, comme le signale Luguez [Lugez 04], le médiateur
doit connaître les publics auxquels il s’adresse, leurs attentes et leurs besoins.
Comme nous avons pu le voir au début de ce chapitre, apprendre et
découvrir constitue la première raison pour laquelle l’on visite un musée
[Packer 02]. En ce sens, nous allons nous consacrer dans ce qui suit à la
médiation dans son aspect éducative : transmission de connaissances et
diffusion de savoirs.
Dans ce contexte, nous allons présenter dans ce qui suit les outils d’aide à la
visite. Nous allons commencer par présenter les outils de médiation traditionnels,
ensuite, nous allons examiner l’intérêt du numérique et en particulier l’apport de
la réalité augmentée. Mais avant cela nous allons nous consacrer aux problèmes
liées à la médiation dans les musées et qui ont un effet négatif sur l’expérience
d’apprentissage au musée.
2.4.2 Les problèmes liés à la médiation dans les musées
Si le musée est bien un lieu éducatif, il n’en ressort pas moins certaines interroga-
tions concernant l’impact d’une mauvaise médiation sur l’apprentissage ayant lieu
au musée. Selon une étude réalisée au Centre de Recherche pour l’Étude et l’Ob-
servation des Conditions de Vie en 2006 [Alibert 06], 52% des visiteurs pensent que
dans les musées ils sont livrés à eux même sans avoir suffisamment d’explication
et sans être bien guidé. Cette même étude rapporte que 56% des gens interrogés
disent qu’ils iraient dans les musée uniquement s’ils disposaient plus d’information
sur les expositions. Pour Burigana et al. [Burigana 13], le manque de stimulation
du visiteur constitue un frein à la découverte et à l’acquisition des nouveaux sa-
voirs. Dans cette optique, les raisons qui empêchent l’apprentissage au musée sont
essentiellement une mauvaise conception de l’exposition. En outre, Dufresne-Tassé
et al. [Dufresne-Tassé 96] estiment que l’apprentissage de l’adulte au musée est le
résultat d’un questionnement. Les questions que se pose le visiteur l’amèneront
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à apprendre. En ce sens, les auteurs précisent que le manque de questionnement
revient soit à des raisons personnelles (manque d’intérêt pour le musée ou manque
d’implication), soit à l’absence ou l’insuffisance d’informations fournies au visiteur.
Nous pouvons conclure de ce qui précède qu’une mauvaise médiation
au musée est essentiellement dû à :
— L’insuffisance ou absence d’informations fournies au visiteur.
— Le manque de stimulation des visiteurs Ces lacunes au niveau de la
médiation constituent un obstacle pour un questionnement person-
nel et donc empêchent le visiteur d’acquérir de nouvelles connais-
sances.
Dans cette optique, plusieurs travaux ont tenté d’étudier les critères à améliorer
afin de rendre le musée plus efficace en matière de médiation. Ritchhart et al.
[Ritchhart 07] par exemple, propose de créer un concept de « culture de pensée
» lors de la visite guidée du musée, c’est-à-dire une expérience collective dans la-
quelle la pensée est l’élément central. Pour l’auteur, il y a un enjeu très important
pour les médiateurs de musée de créer une culture de pensée pour que la visite
bénéficie davantage aux visiteurs. Créer une culture de pensée consiste à stimuler
le visiteur et donner un sens à la visite. Les solutions proposées sont les suivantes :
— Provoquer des attentes : stimuler le visiteur en expliquant ce qu’il va voir.
— Exploiter les ressources du musée : comparer des objets exposés côte à côte,
par exemple.
— Utiliser au mieux le temps (en réalité trop court pour s’imprégner des objets),
en effectuant des rappels par exemple (A quel autre objet cet objet vous fait-il
penser ?)
— Inciter les visiteurs à utiliser le musée comme une ressource personnelle :
source d’inspiration pour dessiner ou pour entreprendre une activité...
— Créer des habitudes au cours de la visite : toujours commencer par la des-
cription de l’objet, respecter un ordre défini.
— Favoriser le langage : encourager des discussions sur les objets, fournir des
explications.
— Utiliser l’espace de façon à favoriser les interactions : s’asseoir en cercle, créer
des activités.
— Encourager les interactions.
Dans ce qui suit, nous allons présenter les outils permettant de propulser la mé-
diation au musée. Nous allons voir comment ces outils peuvent répondre aux pro-
blèmes cités ci-dessus ainsi que leurs éventuelles avantages et inconvénients.
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2.5 Les moyens classiques de la médiation au musée
2.5.1 Guide conférencier-animateur
La mission du guide conférencier (appelé également guide animateur) [Lugez 04]
consiste à permettre aux visiteurs de découvrir et d’apprécier le patrimoine cultu-
rel. Pour exercer son activité, ce médiateur doit avoir des connaissances approfon-
dies dans différentes disciplines : histoire, histoire de l’art, communication, ethno-
graphie, économie, géographie, etc. Il doit encore disposer de qualités relationnelles,
avoir le sens de la pédagogie et également manifester une bonne capacité d’adap-
tation aux attentes des visiteurs.
Il est à souligner que la médiation humaine reste très efficace et très appré-
ciée par le public, la visite accompagnée laisse plus volontiers une empreinte sur
le visiteur [Merleau-Ponty 10]. Les visites guidées classiques sont des moyens de
transmission de savoirs qui conviennent à un public habitué à ce type de médiation.
Les rencontres entre médiateurs et visiteurs sont à l’origine d’un apport intellec-
tuel et émotionnel permettant alors au musée de remplir pleinement sa mission de
médiation.
2.5.2 Audio Guide
Apparus dans l’industrie au début des années 90 9, les audio-guides constituent
un dispositif d’aide à la visite [Deshayes 02]. Ils présentent un outil individuel
sonore qui permet aux visiteurs de recevoir des compléments d’information sur
les œuvres exposées du musée. Ils ont pour objectif de faciliter la compréhension
des œuvres par les publics. Ils assurent également la traduction en langues étran-
gères pour les publics internationaux. Comme le signale Deshayes [Deshayes 02],
les audio-guides fournissent des clés d’interprétation et ont une forte vocation pé-
dagogique. L’un des succès de l’audio-guide réside dans le fait qu’il permet au
visiteur de regarder l’œuvre et d’écouter les commentaires en même temps.
2.5.3 Les textes
De nature diverse et conçus de façon complémentaire, les textes sont intégrés
à l’espace physique de musée et permettent d’identifier l’objet exposé. Ces der-
niers doivent tenir compte des différents niveaux d’appropriation possible par les
publics. De ce fait, leur conception réclame des compétences variées et une connais-
sance des objets, de la communication et de la mise en forme. Luguez [Lugez 04]
9. http ://ocim.revues.org/396
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distingue trois types de textes présents au musée :
Le texte affiché : ce type de texte se trouve intégré à la muséographie . Ils
correspondent aux panneaux placés dans les espaces d’exposition, aux supports du
discours qu’elle véhicule et vecteurs d’informations scientifiques et techniques. Ils
constituent une unité autonome mais ne sont consultés intégralement que par une
minorité de visiteurs.
Le texte signalétique : la signalétique a plusieurs fonctions : orientation,
information ou interprétation. Elle indique et porte l’attention sur des éléments
remarquables et permet au visiteur de construire son parcours. Il s’agit surtout
des dépliants aussi perçus comme une manière de toucher l’œuvre indirectement.
L’étiquette : appelée aussi le cartel, et est un petit texte écrit sur un support
de petites dimensions, placé à proximité d’un objet exposé. Elle désigne, commente
ou décrit l’objet auquel elle est associée et a un double rôle de désignation et de
médiation. En ce sens, elle identifie l’objet exposé et facilite son appropriation
par le visiteur. L’étiquette contient un titre et un texte descriptif et ne doit pas
compter plus de 50 mots en moyenne 10.
2.5.4 Conclusion sur les moyens classiques de la médiation
Comme le souligne Merleau-Ponty [Merleau-Ponty 10], la médiation humaine,
pour tout le potentiel qu’elle présente, s’avère très efficace et très appréciée par le
visiteur. Le guide conférencier s’engage dans une communication bidirectionnelle
dans le but d’assurer une fonction d’interprète d’œuvres d’art. En revanche, comme
dans le cas de musée basque et de l’histoire de Bayonne , les visites guidées par
des conférenciers sont d’habitude plus chères que les visites libres. De plus, elles
ne sont disponibles que deux jours dans semaine. Ceci pourrait être susceptible de
créer une certaine réticence chez les publics envers ce genre de visite.
Par ailleurs, les audio-guides ont montré un grand succès depuis leur introduc-
tion dans les musées. Généralement gratuits et faciles à utiliser, les audio-guides
sont appréciés par les visiteurs choisissant d’effectuer une visite libre (sans guide-
conférencier). Néanmoins, Deshayes [Deshayes 02] remarque que contrairement au
médiateur humain, ce dispositif n’offre aucune possibilité de dialogue avec le visi-
teur. Les textes, en particulier les étiquettes, représentent une source d’information
10. Etiquettes, cartels et notices. Direction des musées de
France (DMF), MusÈofiches, 1998, 2 p. Disponible sur :
http ://www.culturecommunication.gouv.fr/content/download/57184/442743/file/MUSOIMG.pdf
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importante pour les visiteurs. Mise en place par des professionnels de la conser-
vation et de la communication, elles permettent d’interpréter les objets exposés
et peuvent être appréhendés par différents types de visiteurs. Cependant, il est à
noter que l’étude de McManus [McManus 92] réalisées auprès de 583 visiteurs, a
montré que 48% des visiteurs ne lisent pas du tout les textes descriptifs, unique-
ment 12.5% des visiteurs semblent lire attentivement le texte. D’un autre côté, les
gens qui lisent les étiquettes s’approprient souvent le sens et les utilisent dans leur
reformulation et échanges avec leurs accompagnateurs. Cependant, dans quelques
cas ces mêmes textes peuvent être des sources de confusion chez certains visiteurs
[Kawashima-Bertrand 99].
Face à cela, le progrès des techniques audio-visuelles, la révolution
numérique ont démultiplié les possibilités de transmission des informa-
tions et de la mise en valeur des collections. C’est ce que nous allons
voir dans la section suivante.
2.6 L’intérêt de la Réalité Augmentée
Bien que les années 60 aient vu naître la réalité augmentée, la concrétisation
de son implémentation, dans le domaine muséal date du début des années 90. Sa
vocation est alors d’accompagner un visiteur dans sa découverte de musée en four-
nissant de l’information contextualisée, et ceci, en temps réel.
Pour les visiteurs
Au sein des musées et lieux d’exposition, la réalité augmentée a déjà été testée à
plusieurs reprises [Damala 08][Miyashita 08][Mannion 12][Bationo Tillon 10][Bationo Tillon 11].
Elle permet de compléter le parcours classique du visiteur avec des informations
complémentaires des sources d’information disponibles sur place (comme les éti-
quettes) [Miyashita 08]. Comme dans [Bationo Tillon 10][Bationo Tillon 11], la
RA a été utilisé pour révéler des éléments invisibles dans l’œuvre d’art. D’un autre
côté, plusieurs travaux rapportent que l’utilisation des systèmes de RA au musée,
constitue pour les visiteurs une expérience enrichissante, intéressante et fortement
apprécié par les visiteurs [Miyashita 08].
Pour les musées
Par ailleurs, l’une des forces de la réalité augmentée est d’offrir de multiples
interprétations et des contenus divers aux visiteurs, sans encombrer l’espace réel
des salles d’exposition. Il s’agit également d’un moyen trouvé pour exposer des
œuvres qui ne peuvent pas sortir des réserves [Mannion 12]. D’un autre côté, la
réalité augmentée s’avère un moyen publicitaire permettant au musée d’attirer plus
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de visiteurs.
2.7 Les systèmes actuels de R.A pour la visite
guidée
Plusieurs musées 11 dans le monde sont aujourd’hui conscients des avantages
qu’ils pourraient retirer de la réalité augmentée. Mais l’introduction d’une tech-
nologie émergente dans le milieu muséale se fait généralement en plusieurs étapes
dépendantes des améliorations progressives de la recherche dans le domaine. Ainsi,
étalés sur près de deux décennies, divers projets, prototypes, démonstrateurs sont
apparus. L’exhaustivité étant vaine, nous avons choisi de présenter des exemples
de systèmes faisant référence dévolus à l’aide à la visite et ayant essentiellement
des buts éducatifs.
NaviCam 1995
NaviCam [Rekimoto 95] est considéré comme l’un des systèmes pionniers de la
réalité augmentée mobile. Le prototype proposé en 1995 peut contenir soit un
PDA 12 soit des lunettes « see-through » de RA. L’utilisation de ce prototype au
musée, permet de présenter à l’utilisateur des informations contextuelles concer-
nant les œuvres d’arts exposées. NaviCam se base sur des codes à barre en couleurs
afin d’identifier l’œuvre d’art en question. Les auteurs de NaviCam [Rekimoto 95]
trouvent que les étiquettes accompagnant les œuvres d’art sont très basiques pour
les experts, très difficiles pour les enfants et les étrangers. Afin de pallier à ce pro-
blème, NaviCam présente des informations contextuelles appropriées.
Virtuoso 2005
Virtuoso [Wagner 06] est un jeu éducatif conçu pour être joué à plusieurs vi-
siteurs au musée. L’objectif du jeu est de trier une collection d’œuvres d’art en
fonction de leurs dates de création. Le joueur doit placer à l’aide de son PDA
chaque œuvre d’art sur un marqueur. Le jeu nécessite deux joueurs ou plus afin
d’ordonner les œuvres d’art. A l’aide de l’application Virtuoso, le joueur peut ac-
céder à des interprétations concernant l’œuvre d’art. Quand le joueur se trouve
confus, il peut s’adresser à un personnage virtuel portant le même nom que l’ap-
plication. Ce dernier présente des explications, des conseils aux joueurs afin de les
aider à terminer le classement chronologique des œuvres d’art. Les sujets ayant
11. http ://www.museum-id.com/ideas.asp
12. Personal Digital Assistant
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Figure 2.7.1 – NaviCam fournit des informations textuelles à l’utilisateur
expérimenté Virtuoso reprochent le fait que le personnage virtuel ne leur regarde
pas pendant l’interaction.
AR Guide 2008
Le CEDRIC 13 , en collaboration avec le musée des Beaux Arts de Rennes 14, a
développé pour celui-ci un prototype de guide en réalité augmenté pour l’aide à la
visite [Damala 08]. Le prototype proposé s’appelle AR Guide. Ce dernier consiste
en un PC portable UMPC 15 de type Samsung, et équipé d’une caméra ordinaire,
permettant ainsi un affichage déporté des augmentations.
Les auteurs d’AR Guide utilisent une technique sans marqueur pour la détection
des objets exposés. Cependant ils ne précisent pas la nature de la technique utili-
sée. Une fois que l’œuvre d’art est détectée, AR Guide superpose à ce dernier un
menu de cinq items : description, technique, iconographie, contexte et artiste. Pour
chaque item, l’utilisateur peut accéder à divers contenus multimédia permettant
d’interpréter l’œuvre d’art en question. Les divers médias employés sont : du texte,
13. Conservatoire National des Arts et Métiers, Paris, France
14. http ://www.mbar.org/
15. Ultra Mobile PC
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Figure 2.7.2 – Virtuoso
des interprétations audio, des vidéos, des images 2D et 3D. Les augmentations
présentées à l’utilisateur sont donc riches. Néanmoins, les utilisateurs d’AR guide
ont critiqué la redondance des informations présentés via différents médias (Par
exemple les mêmes informations audio ont été reproduite d’une manière textuelle).
Figure 2.7.3 – Navigation dans les différents thèmes d’une œuvre d’art et accès
à l’interprétation
Le projet LDML 2006-2009
Le projet LDML [Miyashita 08] a vu le jour dans le cadre d’une collaboration
entre le musée du Louvre de Paris et la compagnie japonaise DNP (Dai Nippon
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Printing Co. Ltd) 16. Ce projet a permis de fournir deux systèmes : un système de
guidage « guidance » et un système d’appréciation des œuvres d’art. Le premier
système permet de guider l’utilisateur dans l’espace d’exposition (entre les salles
de présentation) dans un ordre bien déterminé. Le deuxième système est utilisé à
l’intérieur de chaque salle de présentation, il permet de fournir à l’utilisateur des
informations l’aidant à connaitre les caractéristiques de l’œuvre d’art.
Figure 2.7.4 – A gauche le système « salle de présentation », à droite le système
de guidage
Le système de salles de présentation permet d’assurer principalement les fonc-
tionnalités suivantes :
— Afficher du texte virtuel pour l’interprétation de l’œuvre d’art
— Afficher le modèle 3D de l’œuvre d’art dans le but de permettre à l’utilisa-
teur de le manipuler. Dans ce cas, les auteurs énoncent la possibilité de voir
le verso de l’œuvre.
Le système de guidage emploie un personnage virtuel pour guider le visiteur à
travers les salles de présentation du musée. En plus, des ballons flottants virtuels
ont été utilisés. Ce choix a été mis en œuvre afin de dissimuler les imprécisions
de suivi, étant donné que les ballons flottants effectuent naturellement des mou-
vements de translation. Ceci est dans le but de ne pas nuire à l’expérience de
l’utilisateur avec la technologie de la RA. Il est à noter que dans le cadre du pro-
jet LDML, le personnage virtuel a été uniquement utilisé pour communiquer des
informations de direction et non pas pour assurer l’interprétation des œuvres d’art.
16. http ://www.dnp.co.jp/eng/
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Le matériel utilisé par le système des salles de présentation comprend un UMPC
auquel est connectée une caméra via un câble (côté utilisateur) et un ordinateur
de bureau. Le système de guidage quant à lui utilise un PC de type Fujitsu BIBLO
LOOX-P. Les auteurs utilisent un suivi hybride se basant sur un suivi optique sans
marqueur couplé avec la technologie inertielle. En ce qui concerne le développe-
ment des deux systèmes, ils utilisent le SDK commercial de RA Unifeye, fournit
par la compagnie Metaio 17.
Les auteurs précisent que l’une des limitations techniques du système de gui-
dage consiste dans le fait qu’il ne fonctionne que pour certaines stations 18 dans le
musée. En plus, les augmentations prennent beaucoup de temps pour apparaître
ce qui fait que les utilisateurs quittent l’endroit de l’augmentation en pensant que
la RA n’ y’ est pas disponible.
Le projet GAMME 2007-2010
GAMME [Bationo Tillon 10][Bationo Tillon 11] est acronyme de Guide Aug-
menté Mobile pour les Musées et Expositions. Il s’agit d’un projet de recherche
industrielle financé par l‘ANR et alliant entre autre l’IRISA 19 et Orange Labs.
Le prototype matériel proposé se base sur un UMPC de type Samsung Q1 et une
webcam (caméra arrière).
Figure 2.7.5 – UMPC équipé d’une webcam
Le prototype matériel proposé dans le cadre de ce projet s’appuie sur un suivi
hybride sans marqueur basé sur l’algorithme SLAM et sur le système inertiel
17. http ://www.metaio.com/
18. Désignent des endroits dans le musée ou existe des panneaux de guidage.
19. Plus précisément l’équipe Lagadic qui est une équipe de recherche INRIA installée à Rennes.
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[Servant 10]. Afin d’assurer des fonctions éducatives au sein de musée, le prototype
de guide présenté se base sur les principes énoncés par Goodman [Goodman 87].
Le premier prototype de GAMME [Bationo Tillon 10] présente grâce à la RA, les
fonctionnalités analytiques suivantes :
— Trouver les couleurs complémentaires dans un œuvre d’art.
— Mettre en évidence le repentir « Pentimento » 20 sur un tableau.
— Explorer l’arrière d’un tableau d’un tableau ou l’on peut trouver la signature
de l’artiste.
— Superposer des œuvres d’art connexes dans le but de comparaison avec celle
en cours.
Les fonctionnalités de repentir et de comparaison furent avantageuses pour les
utilisateurs. Cependant, les deux autres n’ont suscité aucun intérêt chez eux. En
plus, les utilisateurs estiment ne pas avoir reçu suffisamment d’interprétations et
d’informations concernant l’œuvre d’art.
Figure 2.7.6 – Une fenêtre en RA qui fait apparaître le repentir « Pentimento »
à l’utilisateur
Courant 2011, les protagonistes de GAMME, ont proposé un deuxième pro-
totype [Bationo Tillon 11]. Ce prototype, complète le premier en créant un effet
émotionnel grâce à la musique, aux compositions et aux séquences audio. Néan-
moins, il est à noter qu’ils ont gardé la même partie analytique proposé au niveau
du premier prototype.
20. Dans le lexique des arts visuels, et en particulier dans le technolecte de la peinture, le
terme « repentir » désigne une altération de l’œuvre [Leone 10]
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Passeport 2012
Le système Passeport [Mannion 12] a été développé dans le cadre d’un parte-
nariat entre le musée Britannique 21 et la compagnie Samsung. Il s’agit d’un jeu
collaboratif et éducatif de RA, se basant sur un ancien livre égyptien. Passeport
emploie la plateforme gratuite de RA, Junaio 22. Il se base sur le Smartphone Ga-
laxy Apollo de Samsung et utilise la technologie de marqueurs fiduciaires. Ces
marqueurs permettent aux joueurs de visualiser des animations de modèles 3D
représentants des réplicas d’œuvres d’art. Les animations présentées permettent
aux utilisateurs de déchiffrer des codes hiéroglyphes 23, dans le but de compléter
une séquence de mots existante dans l’ancien livre égyptien.
Figure 2.7.7 – Déchiffrer les codes hiéroglyphes à l’aide de Passport
21. http ://www.britishmuseum.org/visiting.aspx ?lang=fr
22. http ://dev.metaio.com/junaio/
23. Un hiéroglyphe est un caractère de la plus ancienne écriture égyptienne.
59
Chapitre 2 Le visiteur, la visite guidée au musée et la réalité augmentée
2.7.1 Conclusion sur les systèmes de RA
Les systèmes de réalité augmentée dévolus à l’aide à la visite dans le domaine mu-
séal et ayant des objectifs éducatifs, font ces dernières années l’objet de beaucoup
d’attention par les musées. Parmi les systèmes de réalité augmentée proposés dans
ce domaine, l’on peut distinguer deux catégories : des jeux sérieux collaboratifs
[Wagner 06][Mannion 12] et des systèmes analytiques 24 ayant pour fonction princi-
pale l’interprétation des objets exposés [Damala 08][Miyashita 08][Bationo Tillon 10][Bationo Tillon 11].
La première catégorie est essentiellement destinée aux enfants, aux groupes et aux
visites en familles. La deuxième catégorie vise autant les visites individuelles que
les visites en groupe. Comme nous pouvons le constater, c’est cette dernière caté-
gorie qui fait l’objet de plus d’intérêt pour les musées.
En ce qui concerne la deuxième catégorie, nous venons de voir que les solutions
proposées sont parfois assez différentes en termes d’interaction et d’implémen-
tation, et pourraient donc être complémentaires aux interprétations apportées au
visiteur. Nous pensons donc que les concepts de la réalité augmentée permettraient
de « pousser » plus loin les détails présentées au visiteur et ceci en assurant une
forte connexion entre ces derniers et le monde réel.
Comme le fait remarquer Miyashita et al. [Miyashita 08], d’un point de vue tech-
nique, il reste tant de défis techniques à lever afin de permettre aux systèmes de
RA, de passer du stade de prototype au stade des systèmes complètement déployés
dans les musées.
2.8 Naissance d’une problématique
Depuis que l’éducation et l’ouverture au grand public sont au centre de leurs
missions, les musées d’art et d’histoire mettent en place des structures pour trans-
mettre les connaissances et savoirs qu’ils produisent à un maximum de visiteurs.
L’objectif, par le biais de la médiation, est de créer les conditions propices à un
contact riche avec la collection, et de donner au visiteur les outils nécessaires pour
qu’il puisse, à partir de ses expériences muséales, créer du sens. Les informations
que le musée transmet sont les connaissances autour des objets de la collection,
fruits des recherches menées par les conservateurs. L’information présente (et pré-
sentée) dans le musée est d’un large spectre. Outre les savoirs produits par les
conservateurs, l’information réside aussi dans l’objet lui-même, dans son histoire,
24. Cette appellation est adoptée de [Bationo Tillon 11]
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que sa matérialité même raconte.
Nous avons présenté dans ce chapitre les problèmes liés à la médiation dans les
musées. On peut par exemple citer le manque d’accompagnement des visiteurs. En
ce sens, les visiteurs se sentent livré à eux même et estiment ne pas avoir suffisam-
ment d’informations.
Au fil de ce chapitre, nous avons présenté les outils traditionnels de la médiation.
Nous avons montré que ces derniers à cause des inconvénients qu’ils présentent ne
permettent pas de bien remplir l’une des plus importantes missions de la média-
tion, qui est faire du musée un réel environnement pour l’acquisition des nouveaux
savoirs. Mais avec l’avancement de nouvelles technologies de l’information et de la
communication, de nouvelles modalités d’assistance à la visite sont apparues. En
ce sens, nous avons passé en revue l’ensemble des prototypes d’aide du futur. Nous
avons proposé une classification en deux catégories de ces systèmes. La première
dite des « systèmes analytiques » regroupe l’ensemble des systèmes permettant
d’interpréter les œuvres d’art. La deuxième renvoie aux jeux sérieux collabora-
tifs. La première catégorie fait l’objet de plus d’intérêt vu qu’elle est destinée à
une plus large audience et se trouve approprié aux visites en groupe comme aux
visites individuelles. En plus, les systèmes s’inscrivant sous cette catégorie, mal-
gré quelques limitations techniques, font preuve d’une maturité technologique leur
permettant de prétendre à une intégration totale et relativement proche dans le do-
maine muséale. L’objectif principal de ces systèmes est de présenter à l’utilisateur
des informations, en connexion avec le monde réel, afin de les aider à appréhender
l’œuvre d’art. Nous avons vu que cela n’est pas forcément le cas !
Notre problématique pourrait alors se formuler de la manière suivante : « Com-
ment présenter les informations concernant l’œuvre d’art de telle sorte
à impliquer pleinement le visiteur du musée dans une expérience d’ap-
prentissage ? »
Avec la réalité augmentée, nous pouvons désormais envisager un système d’aide à
la visite permettant des capacités de présentation de l’information et d’interaction
intéressantes. C’est ce que nous allons présenter dans le chapitre suivant. Nous
précisons au lecteur qu’il ne s’agit pas de proposer un outil supplémentaire qui ne
ferait que répéter les schémas actuels d’aide à la visite ; mais plutôt d’interroger les
différentes études de recherche, motivations et pratiques propres au musée, afin de
voir si et où la technologie pourrait intervenir pour enrichir le rapport aux œuvres.
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Conclusion
Nous nous sommes consacré au début de ce chapitre à étudier les attentes des
visiteurs envers le musée. En se basant sur plusieurs travaux de recherches dans
le contexte muséal, nous avons pu identifier le besoin d’apprendre et de découvrir
comme une quête centrale du visiteur.
D’un point de vue cognitif, l’apprentissage au musée suit une stratégie construc-
tiviste [Hein 98]. D’un point de vue phénoménologique, l’apprentissage est une
expérience pour l’individu [Marton 93]. Falk et al. [Falk 00] concilient les deux vi-
sions en proposant un modèle contextuel de l’expérience d’apprentissage au musée
basé essentiellement sur une approche constructiviste. Nous allons donc au niveau
des deux chapitres suivants, baser nos propositions pour soutenir l’expérience d’ap-
prentissage au musée sur le modèle de Falk et al. [Falk 00].
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Chapitre 3
La visite guidée au musée :
Propositions
Introduction
Il est évident qu’au cœur de toute activité de médiation se trouve l’homme.
En ce sens, il est à noter que chaque individu a une préférence pour un mode
de représentation de l’information par rapport à un autre [Bruner 60]. De ce fait,
comment concevoir un système d’aide à la visite qui prend en compte les spécifi-
cités de chaque visiteur ?
Nous avons vu au chapitre précédent la préférence des visiteurs pour la média-
tion assurée par les guides conférenciers ou animateurs. Comment donc faire en
sorte que ce mode de médiation soit représenté ?
C’est à la lumière de toutes ces constatations que nous allons proposer, grâce
aux NTIC, et plus particulièrement à la réalité augmentée, nos paradigmes d’in-
teraction visant à soutenir l’expérience d’apprentissage au musée.
3.1 Les modes de représentation du savoir
Selon Bruner [Bruner 60], la représentation des connaissances passe par plu-
sieurs modes appelés encore canaux de communication « communication channels
» par Hooper-Greenhill [Hooper Greenhill 94]. Ces modes de représentation du
savoir permettent la transmission des informations à autrui. Bruner [Bruner 60]
distingue trois modes :
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Mode symbolique : le mode symbolique est une représentation abstraite de
l’information par des mots « outils linguistiques » ou des codes divers comme
les symboles mathématiques. Hooper-Greenhill [Hooper Greenhill 94] précise que
dans le cadre du musée, le mode symbolique est très présent à travers les textes
descriptifs des objets exposés.
Mode iconique : le mode iconique se base essentiellement sur les images afin
de représenter un objet ou une information. Il permet l’apprentissage selon des
représentations 2D ou 3D de l’information. Dans le cadre muséal, cette forme de
transmission des connaissances passe par l’usage des symboles iconographiques :
des images [Hooper Greenhill 94].
Mode énactif : le mode énactif propose que l’on apprenne par l’action et la
manipulation. L’information passe par l’action. Connaître, c’est d’abord agir. On
connaît quelque chose parce qu’on « sait le faire ». Pour apprendre, on a besoin de
manipuler les données, de les percevoir par les sens. Dans le contexte du musée,
l’apprentissage via le mode énactif passe par les personnes responsables de la mé-
diation (comme les guides), les événements, les activités. «. . . The enactive mode,
consists of learning through using real things, such as objects, or learning through
people and events or through activities » ([Hooper Greenhill 94], page 144).
Au cours du développement intellectuel de l’être humain, les modes de repré-
sentation évoluent du mode énactif au mode symbolique en passant par le mode
iconique. Cependant, Bruner [Bruner 60] souligne qu’il ne s’agit pas de trois stades
de développement liés à l’âge et à la maturation. Une fois que les trois systèmes de
représentation sont acquis, ils commencent à fonctionner en parallèles pour trai-
ter l’information. D’après cet auteur, « Ce qui est toujours intéressant, en ce qui
concerne la nature du développement intellectuel, est que ce dernier semble par-
courir ces trois systèmes jusqu’à ce que l’homme soit capable de les commander
tous les trois. ». Plus encore, la personne tend à privilégier pour l’apprentissage
l’un et/ou l’autre des trois modes selon ses choix, ses préférences, ses habitudes et
encore selon la situation dans laquelle elle se trouve.
En ce sens, Hooper-Greenhill dans le chapitre « Museums : ideal learning envi-
ronments» de son livre [Hooper Greenhill 94], insiste sur le fait que si l’on présente
un seul mode de communication d’information au musée, cela va restreindre le
nombre de visiteurs avec lesquels les objets exposés vont pouvoir communiquer.
D’après lui : « The more opportunities for different modes of contact with ideas
that are offered in any exhibition or presentation, the more possibilities will open
up for the communication process »([Hooper Greenhill 94], page 146).
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C’est à la lumière de ces indications que nous rendons compte dans nos
propositions, puisant leurs principes de la réalité augmentée, des trois
modes de représentation du savoir. Comme nous allons le voir dans la
section suivante, le mode énactif est représenté par un guide humain vir-
tuel simulant la présence d’un guide humain et appuyé par le paradigme
« Sélection ». Le mode symbolique est traduit par le paradigme d’in-
teraction appelé « Documentation ». Le paradigme « Reconstruction »
renvoie quant à lui au mode iconique.
3.2 Propositions pour soutenir l’apprentissage au
musée
3.2.1 Guide humain virtuel
Les humains virtuels se veulent un moyen de communication intuitif et naturel,
qui rappelle la communication entre un être humain et un autre. En effet, en
s’appuyant sur un mode de communication multimodal, un guide virtuel peut
joindre une expression à la parole, mais également un geste à la parole [Bolt 80].
L’idée exposée dans cette thèse repose sur l’utilisation des humains virtuels comme
interface avec le monde réel, afin d’augmenter les visites guidées.
3.2.1.1 Importance de simulation de la présence humaine dans un musée
Les études réalisées par McManus [McManus 92], consultante des musées en
Grande Bretagne, auprès de 1572 visiteurs, mettent en évidence le besoin d’inter-
action verbale des visiteurs au sein d’un musée. McManus [McManus 92] rapporte
que lorsque les visiteurs lisent les textes explicatifs, ils ont l’impression que quel-
qu’un leur parle ou leur raconte une histoire. De plus, les visiteurs parlent de
l’objet exposé, posent des questions, émettent des constations ou répondent aux
commentaires contenus dans le texte explicatif associé à l’objet. En ce sens, comme
le confirme cet auteur, le visiteur cherche à établir un rapport de conversation avec
une personne susceptible de lui présenter l’objet exposé :
D’un autre côté, Hooper-Greenhill [Hooper Greenhill 94] insiste sur l’importance
de l’apprentissage « face à face » dans le cadre de musée. Cette forme d’apprentis-
sage fait intervenir les ressources humaines de musée responsables de la médiation
qui sont essentiellement les guides (animateur ou conférencier). Le rôle du guide
au sein du musée est ici très important. Il entame une relation avec le public de
façon à ce qu’il y ait un retour et que le visiteur puisse interagir d’une façon active
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avec les connaissances qui lui sont présentées. Comme nous avons pu le voir dans
la section précédente, ce modèle de représentation et de transmission de connais-
sances fait appel au mode enactive.
Nous précisons au lecteur que la “coprésence” est à l’origine un terme propre
à la sociologie. Il s’agit d’un concept qui décrit les conditions dans lesquelles un
individu humain interagit physiquement avec un autre, face à face [Zhao 03].
Ce concept a été repris en réalité virtuelle pour décrire le fait que l’on sent l’exis-
tence des autres participants ainsi que leur présence effective dans l’environnement
virtuel. Cela traduit aussi le sentiment que l’on est en train d’interagir avec des
personnes réelles [Casanueva 01].
Nous pouvons conclure que les recherches en muséologie[McManus 92], en conjonc-
tion avec la sociologie [Hooper Greenhill 94], insistent sur l’importance de la pré-
sence d’un guide humain pour l’accompagnement du visiteur. Le rôle de ce dernier
s’avère important dans le processus de transmission des connaissances. En outre,
nous avons pu voir au chapitre précédent l’appréciation des publics pour cette
forme de médiation.
Ainsi, à la lumière de ces constations, nous nous proposons de simuler la pré-
sence d’un guide humain. Ceci peut se faire par le biais d’un guide humain virtuel.
En effet, plusieurs travaux [Gerhard 05][Luo 14] en réalité virtuelle et en réalité
augmentée ont prouvé la capacité des humains virtuels de créer un sentiment de
coprésence chez l’utilisateur que ce soit dans un environnement virtuel ou dans un
environnement mixte.
Nous allons voir un peu plus loin dans cette section que les guides humains
virtuels peuvent faire intervenir une communication verbale et non verbale. Ceci
rejoint notre but de produire un environnement d’apprentissage face à face au sens
de Hooper-Greenhill [Hooper Greenhill 94].
3.2.1.2 Qu’est-ce qu’un guide humain virtuel ?
Définition terminologique
D’un point de vue étymologique, l’expression « guide humain virtuel » est une
association entre l’expression « humain virtuel » et le terme « guide ». Comme
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apparaissant dans le dictionnaire Larousse, le terme guide signifie : personne qui
donne une direction morale, intellectuelle, qui dirige quelqu’un, un pays, leurs ac-
tions, etc. Dans le cadre de cette thèse, nous désignons par guide celui qui va être
chargé d’accompagner, de diriger et d’informer l’utilisateur lors de sa visite au
musée.
En ce qui concerne l’expression « humain virtuel », d’après Fuchs et al. [Fuchs 09],
il s’agit d’une modélisation de l’être humain, donnant l’illusion à l’utilisateur de
percevoir et d’interagir avec un être humain. Les recherches sur les humains virtuels
s’inscrivent à la croisée de plusieurs disciplines comme l’informatique, les sciences
de l’ingénierie, les sciences humaines et les sciences cognitives. Étant donné que les
sciences humaines s’intéressent principalement à appréhender les comportements
humains, nous avons trouvé la définition d’Alessi et al. [Alessi 00] fort intéressante :
Un humain virtuel est une représentation numérique 3D du corpus humain. Afin
de doter la représentation numérique 3D d’une allure humaine, les niveaux suivants
doivent être respectés et modélisés :
— Apparence humaine : avoir une structure comme la structure du squelette
humain.
— Animation : l’ensemble des mouvements du corps et du visage du corpus
virtuel traduisant les mouvements et les émotions humaines. L’animation de
l’humain virtuel doit respecter les lois de la biomécanique humaine.
— Autonomie : la simulation du raisonnement humain permettant de doter
l’humain virtuel d’une certaine autonomie, ce qui va lui permettre d’agir et
de se comporter comme les êtres humains.
— Interaction : ce niveau dépend du type de l’application et des fonctions as-
sumées par l’humain virtuel à l’intérieur de l’environnement virtuel.
Modéliser l’être humain dans sa globalité, reste jusqu’à nos jours un sujet de re-
cherche très ambitieux voir utopique. Étant donné la complexité de la modélisation
de l’être humain, plusieurs travaux de développement et de recherche se sont in-
téressés à la reproduction en partie de l’être humain. En fait, selon l’objectif de
l’application, on cherche à modéliser un et/ou l’autre de ces niveaux caractérisant
l’être humain : le niveau de motricité, le niveau de comportement, le niveau de
l’interaction avec l’utilisateur, etc.
67
Chapitre 3 La visite guidée au musée : Propositions
Définition Fonctionnelle
Selon Fuchs et al. citeFuchs :2009, un humain virtuel peut avoir différents
usages :
Un avatar, c’est-à-dire une représentation de l’utilisateur immergé dans l’envi-
ronnement virtuel ;
Un personnage virtuel figuratif dans l’environnement virtuel ;
Un personnage virtuel qui va interagir avec l’utilisateur.
Dans le cadre de cette thèse, c’est le troisième cas d’usage qui nous intéresse.
Toujours selon Fuchs et al. citeFuchs :2009, l’interaction entre l’utilisateur réel
et l’humain virtuel peut être sensorimotrice et(ou) cognitive. Au niveau sensori-
moteur, l’utilisateur et l’humain virtuel peuvent participer ensemble à une tâche
physique : par exemple, ils manipulent ensemble un objet virtuel, l’utilisateur pou-
vant ressentir les efforts physiques de l’humain virtuel via une interface à retour
d’effort. Au niveau cognitif, l’utilisateur et l’humain virtuel peuvent dialoguer :
par exemple, lors d’une séance de formation en environnement virtuel, un tuteur
virtuel explique à l’utilisateur/apprenant comment faire une tâche.
Lors d’une visite au musée, c’est plutôt une interaction de type cognitif que l’on
cherche à mettre en œuvre. Comme nous allons le voir dans la section suivante, le
guide humain virtuel est chargé d’interpréter et d’expliquer les œuvres d’arts. En
plus, répondre aux questions et aux commentaires de l’utilisateur nous paraît très
intéressant dans la création d’une visite interactive. Cependant, cet aspect n’est
pas encore traité au niveau du système MARTS 1.
3.2.1.3 Communication verbale et non verbale
La communication verbale passe par la voix. Elle désigne l’ensemble des élé-
ments d’information transmis par l’humain virtuel en utilisant la parole. Si une
partie de la communication humaine est verbale, les expressions faciales, le regard,
la désignation, les gestes et la distance physique entre les individus sont autant
de canaux de communication additionnels [Short 93]. Grâce à cela, les personnes
tendent à minimiser leurs efforts de communication en mixant les modalités, plu-
tôt que de faire usage d’informations verbales redondantes [Resnick 91]. Ceci met
en lumière toute l’importance que revêt l’utilisation en même temps de
plusieurs mécanismes de communication lorsque l’interlocuteur virtuel
vise à transmettre des informations à l’utilisateur.
1. Le système MARTS sera détaillé au chapitre suivant.
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Les gestes de communication
Bien qu’il existe une multitude de classifications de gestes exécutés durant dif-
férents travaux [McNeill 92] [Kwenzi Mikala 93], tous sont d’accord pour faire une
distinction entre les gestes déictiques et les gestes représentant le mouvement des
mains. Étant donné que la tâche principale de l’interlocuteur virtuel est d’inter-
préter un objet exposé et de raconter son histoire au visiteur, nous avons trouvé
le travail de Kwenzi-Mikala [Kwenzi Mikala 93] très intéressant. Voici selon lui les
définitions des gestes accompagnant la narration orale et leurs fonctions possibles
lors de la présentation d’un objet exposé :
— Les gestes référentiels : ce sont des gestes liés à l’activité discursive et qui
renvoient à une personne ou à un objet. Ces gestes sont essentiellement des
gestes déictiques et les gestes illustratifs. Les gestes déictiques sont des gestes
de présentation, de désignation ou de pointage. Les gestes illustratifs quant à
eux renvoient aux gestes spatiographiques, pictographiques et kinémimiques
décrivant respectivement les rapports spatiaux entre le locuteur et l’objet,
une forme et les qualités structurales d’un objet ou les qualités morpholo-
giques d’une personne et la mimique d’une action.
— Les gestes expressifs : ce sont des gestes liés à l’activité discursive et qui
sont des marques d’expression du narrateur, qui qualifient ses sentiments
et traduisent ses émotions. Les gestes expressifs sont surtout des mimiques
faciales, par exemple le narrateur sourit pour manifester sa joie.
— Les emblèmes : appelés aussi quasi linguistiques, les emblèmes sont des gestes
conventionnels propres à chaque culture. Ils peuvent être des substituts de
la parole.
— Les gestes phatiques : ce sont des gestes qui servent à établir et à maintenir
le contact entre le narrateur et l’auditoire.
— Les gestes rythmiques : ils englobent le battement des mains qui accompagne
le discours du narrateur et aussi les gestes qui marquent la fin des énoncés.
— Les gestes extra-communicatifs : On range dans cette catégorie les gestes
autocentrés non liés au sujet du locuteur : les mouvements de confort, les
grattages et l’essuyage des mains. De l’étude qualitative réalisée par Kwenzi-
Mikala [Kwenzi Mikala 93], il en sort que 86% des gestes sont référentiels
dans le cadre d’une communication orale. Ceci nous a amené à expliquer ci-
dessous les couplages entre les gestes référentiels et la parole dans le discours
du guide humain virtuel.
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Les références ostensives
Comme nous venons de le voir, les gestes référentiels sont des gestes très ré-
currents dans la communication orale. Les recherches en plusieurs disciplines - de
la linguistique à la psychologie de l’apprentissage - soutiennent l’idée que ces gestes
ont un lien très étroit avec les mots qu’ils accompagnent [Kelly 08][Louwerse 05][Roth 01].
En particulier, les gestes déictiques sont utilisés pour clarifier ou améliorer un mes-
sage [Kelly 08]. Le geste de désignation est alors utilisé pour se référer à un objet
et le désigner par le doigt afin de mieux attirer l’attention de l’individu sur ce
dernier. Rappelons au lecteur que la principale mission du guide humain virtuel
est d’apporter des nouvelles connaissances au visiteur, d’interpréter et d’expliquer
les objets exposés. En ce sens, comme mis en avant par Spencer et al. [Kelly 08]
et Roth [Roth 01], leur utilisation s’avère très intéressante pour renforcer la com-
préhension de l’individu du sujet traité.
Comme nous l’avons déja précisé, dans une situation de communication, nous
retrouvons le geste et le discours qui lui est associé. Généralement, le discours
contient alors des termes déictiques en rapport à la désignation. Les deixis sont les
termes ayant recours à la situation de communication. Dans l’exemple « Regardez
cet œuvre d’art ! », le groupe nominal «cet œuvre d’art» constitue une forme de
deixis. À cet énoncé est associé le geste de désignation, que l’on appelle alors ici
geste déictique (ou geste ostensif). L’association d’un geste déictique et de deixis
est alors nommée « référence ostensive ».
Pour résumer, quand il s’agit de montrer une œuvre d’art particulière au visiteur,
le locuteur virtuel utilise une référence ostensive de cette manière : il dit « regardez
cette œuvre d’art » tout en pointant du doigt l’œuvre exposée. En revanche, dans
certains cas, quand il s’agit de désigner une zone particulière sur un objet, il est
possible que le geste de désignation puisse introduire une ambiguïté, notamment à
cause de l’imprécision de la direction de pointage ou encore à cause de la complexité
de sa mise en œuvre. Nous verrons dans nos propositions comment contrecarrer cet
effet, grâce à une deuxième utilisation des références ostensives combinant notre
paradigme d’interaction appelé « Sélection » et la parole. Cette manière d’utiliser
les références ostensives est expliquée dans la section suivante.
3.2.2 Paradigmes d’interaction
3.2.2.1 Sélection
Quand on veut expliquer au visiteur un objet exposé, il est très récurrent que
l’on a besoin de se référer à des zones ou endroits précis sur ce dernier. Au musée
basque par exemple, pour présenter l’œuvre d’art intitulée « Entrée du Duc d’Or-
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léans en 1839 » (figure), on a besoin au cours des interprétations de désigner entre
autres l’arc de triomphe provisoire construit de bois et le véhicule du duc. C’est
aussi le cas de l’œuvre intitulée « Le confluent de la Nive et de l’Adour ». Pour
ce tableau particulier, le visiteur doit pouvoir localiser « la monumentale porte
de France » et « le buste de Louis XV » situés au premier plan du tableau. Au
deuxième plan du tableau, on doit pouvoir distinguer entre autres « le clocher des
Augustins » et le « dôme bulbeux ». Il est évident qu’en l’absence d’une référence
visuelle, le visiteur se trouvera perdu face à tous ces éléments 2. Il se peut aussi
qu’il se sente confus voir même ennuyé et perdra l’envie de poursuivre la présen-
tation de l’œuvre d’art.
Pour éviter ce genre de problèmes, nous pensons qu’il est indispensable de mettre
en place un paradigme d’interaction permettant à l’utilisateur de distinguer facile-
ment l’élément référencé sur l’objet exposé. Dans cette optique, au lieu de mettre en
œuvre des explications redondantes pour situer un tel élément, nous faisons appel
au paradigme d’interaction que nous appelons « Sélection ». Cette simple interac-
tion est représentative du geste déictique. Le guide humain virtuel peut clairement
pointer une zone particulière (zone d’intérêt) sur un objet exposé. Le visiteur verra
donc apparaître devant ses yeux un modèle iconographique (rectangle) à l’endroit
exact où il doit porter son attention, levant ainsi toute ambiguïté (Figure 3.2.1).
Nous précisons au lecteur que lorsqu’il s’agit de désigner plusieurs petites zones
sur un objet, le pointage avec le doigt, comme présenté dans la section précédente,
s’avère non approprié. En effet, le guide humain virtuel va perpétuellement cacher
l’œuvre aux yeux du visiteur ce qui peut gêner ce dernier. D’un autre côté, le poin-
tage du doigt de certains éléments peut entrainer de l’ambiguïté pour l’utilisateur
ayant pour cause la mauvaise perception de l’interaction. Ce dernier fait revient à
la complexité de la mise en œuvre technique de ce geste avec une forte précision
quand il s’agit de référencer des petits éléments. En effet, comme le montre l’étude
expérimentale réalisée par Clair et al. [Clair 11] il est difficile, voir impossible de
distinguer de petites cibles avec le simple geste de la main. Dans ce contexte, les
auteurs expliquent que les participants se sont trouvés dans la majorité des cas in-
capables de distinguer la bonne cible désignée par un robot en utilisant le geste de
la main. Pour pallier à ce problème, les auteurs proposent de combiner plusieurs
modalités pour mettre en place le geste de la désignation. À la lumière de ces
constatations, nous proposons d’utiliser une représentation symbolique du geste
déictique « Sélection » pour le référencement de petites cibles sur un objet exposé.
La mise en œuvre de ce paradigme d’interaction est expliquée au chapitre suivant.
2. Dans le reste de ce mémoire, nous appelons ces éléments zones d’intérêt.
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Figure 3.2.1 – Principe de « Sélection » montrant l’arc de triomphe provisoire à
l’entrée de la place Réduit de Bayonne
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3.2.2.2 Reconstruction
Grâce à la réalité augmentée, nous avons la possibilité de reconstruire en 3D un
objet dégradé (figure 3.2.2). En effet, nous pouvons ajouter des éléments virtuels
au regard du visiteur de manière à faire apparaitre les morceaux manquants ou le
modèle 3D entier de l’objet exposé si ce dernier est dans un état très dégradé. Le
but donc est de montrer au visiteur à quoi ressemblerait l’objet exposé en son état
original. Pour cette seconde interaction, le visiteur verra alors apparaître devant lui
la représentation 3D de l’objet considéré, et ce de manière complètement recalée
par rapport à la réalité. Clairement fondée sur le principe de visibilité augmentée
de la RA, la « reconstruction » oblige en amont à posséder les modèles 3D adé-
quats et d’être en mesure de recaler l’information virtuelle.
Figure 3.2.2 – Chaland monoxyle de moyen âge
3.2.2.3 Documentation
Comme nous l’avons pu le voir au début de ce chapitre, Hooper-Greenhill dans le
chapitre intitulé « Museums : ideal learning environments» de son livre [Hooper Greenhill 94],
insiste sur l’importance de combiner les trois modes de représentation d’informa-
tions au musée. Ceci est dans le but de se mettre à la portée des différents visiteurs
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ayant des préférences pour l’un et/ou l’autre de ces modes lors de l’apprentissage.
Le mode symbolique est très présent aux musées à travers le texte. Au musée
basque par exemple, on trouve des étiquettes ayant pour titre le nom de l’objet,
son auteur et sa date de création et pour corps le texte descriptif. Afin de mettre
en avant ces informations textuelles jugées très importantes par les médiateurs
(informations contenues dans le titre de l’étiquette) 3, le guide humain virtuel les
référence dans son discours. Par exemple pour souligner le nom de l’œuvre, ce
dernier dit : « Comme vous pouvez le lire en haut de l’étiquette, l’œuvre d’art
s’appelle le Confluent de la Nive et de l’Adour ». Cependant, comme nous allons
le voir dans la section suivante, dans certains cas l’information textuelle est consi-
dérée inaccessible par l’utilisateur. Dans cette optique, il nous est donné grâce à
la réalité augmentée de pouvoir afficher un texte virtuel renseignant le nom de
l’œuvre et le nom de son auteur, en symétrie avec le discours du guide humain
virtuel (figure 3.2.3).
Figure 3.2.3 – Le principe de la "Documentation" virtuelle
Ce paradigme d’interaction permettant de se référer à l’information textuelle
existante ou de l’afficher en mode virtuel est appelé « Documentation ».
3.2.2.4 Adaptations de l’interaction à l’environnement de l’utilisateur
À moins de monopoliser l’espace, il arrive souvent au musée que l’on doive se
reculer d’une œuvre d’art afin de permettre à d’autre visiteurs de pouvoir égale-
ment en profiter. Par conséquent, les informations textuelles accompagnant cette
3. Ces informations sont mises en évidence dans l’étiquette accompagnant l’objet exposé.
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œuvre deviennent illisibles puisqu’on s’en éloigne. Dans ce contexte, il ne nous est
plus possible dans le cadre de la « Documentation » de nous référer à l’étiquette
accompagnant l’œuvre et nous devons donc passer à l’affichage d’un texte virtuel.
Néanmoins, au moment de forte affluence devant un œuvre exposé, il se trouve
que ce dernier soit davantage occulté pour le visteur. Dans ce contexte, comme
le signale Falk [Falk 05], “a crowd of visitors at an important/preferred exhibit
causes the visitor to skip that exhibit” (page 771). Lors de telle situation, tous
nos paradigmes d’interaction ne peuvent plus être mis en œuvre directement sur
l’objet exposé. Pour pallier à ce genre de problème, nous pensons qu’il est intéres-
sant de permettre au visiteur de visualiser une animation mettant en œuvre nos
paradigmes d’interaction sur l’écran de son smartphone. Il s’agit dans ce cas d’un
mode de visualisation indirecte de l’interaction qui est offert par une transforma-
tion de l’interface homme machine de l’application.
Les deux solutions 4 présentées ci-dessus permettent à nos paradigmes d’inter-
action de s’adapter à l’environnement de l’utilisateur. De plus, elles permettent de
rendre compte du contexte physique du musée comme vu par Falk [Falk 05]. Nous
rappelons au lecteur que le contexte physique 5 fait partie du modèle contextuel
d’apprentissage au musée que nous avons détaillé au chapitre précèdent.
Par ailleurs, au regard du concept de la plasticité (voir ci-dessous), ajouter du
texte virtuel quand l’information textuelle devient inaccessible à l’utilisateur est
considéré comme une adaptation à l’environnement de ce dernier. Ce type de ré-
action aux changements survenant dans l’environnement 6 de l’utilisateur renvoie
à une évolution 7 de l’interface homme machine faisant appel à une stratégie
d’adaptation par ajout [Calvary 04]. Au sens du même concept, transformer la
manière dont est présenté l’interface homme machine est aussi une évolution 8 de
cette dernière mais qui relève d’un remodelage [Calvary 04]. Ceci permet dans
notre cas de passer d’une visualisation directe (sur l’objet exposé) des paradigmes
4. La première solution désigne l’affichage d’un texte virtuel, la deuxième désigne le passage
d’un mode de visualisation direct (sur l’objet exposé) des paradigmes d’interaction à un mode
de visualisation indirect (sur l’écran du smartphone).
5. L’affluence étant un facteur décrivant le contexte physique du musée
6. L’environnement au sens de l’équipe de l’ingénierie de l’interaction homme machine du
Laboratoire d’Informatique de Grenoble (LIG), est présenté dans [Calvary 04]. Il rejoint le sens
de l’environnement physique donné par Falk [Falk 05] pour le cas particulier du contexte physique
de musée.
7. L’évolution dans ce cas se caractérise par une intervention sur la cible qui est dans ce cas
l’environnement.
8. L’évolution de l’interface homme machine dans ce deuxième cas se base sur un remodelage
de cette dernière.
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d’interaction à une visualisation indirecte (sur l’écran).
« La plasticité d’une interface dénote sa capacité à s’adapter aux variations
du contexte d’usage en termes d’utilisateur, de plate-forme et/ou d’environnement
» ([Calvary 04], page 6). L’objectif de l’adaptation est de préserver l’utilité et
l’utilisabilité de l’interface.
À l’heure actuelle, les réflexions sur la deuxième partie concernant la transfor-
mation de l’interface sont toujours en cours. Ainsi, cette partie fera donc l’objet
d’un approfondissement dans de futurs travaux.
3.3 Conclusion
Nous avons vu dans ce chapitre que les théoriciens de l’apprentissage humain
[Bruner 60] classifient les modes de représentation de savoir en trois catégories :
symbolique, iconique et énactif. Hooper-Greenhill [Hooper Greenhill 94] insiste sur
l’importance de combiner ces trois modes au musée afin de se mettre à la portée des
différents visiteurs. C’est à la lumière de toutes ces indications, que nous rendons
compte dans nos propositions puisant leurs principes de la réalité augmentée, des
trois modes de représentation du savoir. En fait, grâce à la réalité augmentée, le
mode énactif est représenté par un guide humain virtuel simulant la présence d’un
guide humain et appuyé par le paradigme « Sélection ». Le mode symbolique est
traduit par le paradigme d’interaction appelé « Documentation ». Le paradigme «
Reconstruction » renvoie quant à lui au mode iconique. Nous allons donc voir au
chapitre suivant l’implémentation technique de chacune de nos propositions.
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Chapitre 4
Système M.A.R.T.S : Mobile
Augmented Reality Touring System
(Conception et Expérimentation)
Introduction
Falk [Falk 05] [Falk 00] a qualifié l’apprentissage au musée comme étant une ac-
tivité libre et totalement orientée par les choix personnels du visiteur. En ce sens,
il va falloir que le visiteur puisse bénéficier des informations sur les expositions
qui l’intéressent. D’un autre côté, Hooper-Greenhill [Hooper Greenhill 94] insiste
sur l’importance de combiner les trois modes de transmission de savoir (vus au
chapitre précédent), étant donné que chaque visiteur a une préférence pour l’un
et/ou pour l’autre de ces modes. Un système d’aide à la visite doit donc mettre
en œuvre différents outils interactifs performants pour combiner différents modes
de communication. Grâce à cela, le visiteur pourra tirer profit d’une visite guidée
assez riche.
C’est dans cette optique que nous avons conçu notre propre système d’aide
nommé M.A.R.T.S, acronyme de « Mobile Augmented Reality Touring System ».
Celui-ci est l’implémentation du principe général de fonctionnement d’un système
d’assistance à la visite d’un musée que nous avons énoncé au chapitre précédent,
tout en y intégrant nos propositions de visualisation et d’interaction.
Nous allons dans ce chapitre présenter le système M.A.R.T.S dans son fonction-
nement interne tout en justifiant nos choix de conception et d’implémentation. Qui
plus est, durant nos travaux, nous avons été en mesure d’expérimenter en partie
nos propositions. Nous en présenterons les premiers résultats.
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4.1 Le système M.A.R.T.S
Les systèmes de guide intègrent des fonctionnalités toujours plus riches, nom-
breuses et complexes. Pour que les utilisateurs puissent pleinement en profiter,
leur niveau d’utilisabilité est un élément essentiel. L’utilisabilité correspond à «
l’adaptation de la technologie aux caractéristiques de l’utilisateur » [Brangier 03]
et se définit par la conjonction de :
— L’efficacité : produire l’effet attendu.
— L’efficience : découvrir les œuvres d’arts et acquérir de nouvelles connais-
sances avec un minimum d’efforts.
— La satisfaction : niveau de confort ressenti en utilisant le système de guide à
la visite de musée.
C’est guidé par ces recommandations que nous avons conçu le système M.A.R.T.S.
Nous allons tout d’abord rappeler son principe de fonctionnement avant de pré-
senter son diagramme de conception général.
4.1.1 Rappel de fonctionnement
Pour proposer une solution permettant de créer une visite guidée ayant un but
éducatif grâce à la réalité augmentée, nous avons retenu deux aspects fondamen-
taux :
Simulation de la présence d’un guide humain : les théoriciens de l’ap-
prentissage au musée [Hooper Greenhill 94] insistent sur l’importance de l’appren-
tissage « face à face » faisant intervenir les guides humains. Étant donné que les
recherches en réalité virtuelle et en réalité augmentée [Gerhard 05][Luo 14], ont
prouvé la capacité des humains virtuels à simuler la coprésence humaine, nous
faisons donc appel à ces derniers pour propulser l’apprentissage au musée.
Les modes d’interaction : ils présentent les paradigmes d’interaction qui per-
mettent d’appuyer le discours du guide humain virtuel et d’améliorer la visualisa-
tion des informations promulguées par ce discours. Partant de ces aspects, nous
avons alors proposé le fonctionnement d’un tel système (Figure4.1.1) :
L’utilisateur est équipé d’un smartphone lui permettant la visualisation d’un
guide humain virtuel intégré à la scène réelle. Le flux vidéo est également aug-
menté en utilisant nos paradigmes d’interaction. En plus, le flux capturé par le
smartphone de l’utilisateur est envoyé à un serveur distant pour être analysé. Le
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Figure 4.1.1 – Principe de Fonctionnement
serveur contient une base de données permettant de reconnaître l’objet capturé
par le smartphone.
4.1.2 Diagramme de déploiement
Le diagramme de déploiement 1 de la figure suivante représente une vue statique
de l’infrastructure physique des ressources matérielles qui composent M.A.R.T.S.
Ce diagramme montre également la répartition de composants de notre système
ainsi que leurs relations.
Le système M.A.R.T.S se découpe en deux parties distinctes, l’une déployée sur
le smartphone de l’utilisateur, l’autre doit être installée sur un serveur distant.
L’utilisateur sera équipé des éléments suivants :
— Un smartphone : le smartphone doit intégrer essentiellement une caméra.
Ce choix matériel revient au fait que les visiteurs puissent utiliser leurs
propres équipements 2 qu’ils savent déjà manipuler. Cela peut bien évidem-
ment créer un confort d’utilisation chez le visiteur. De plus, le smartphone
contient aussi l’application mobile qui supporte les paradigmes d’interac-
1. Nous précisons au lecteur que nous n’avons pas utilisé UML pour représenter ce diagramme
2. En se basant sur les chiffres rapporté par la magazine aquitaine numérique numéro 35,
mai-juin 2011, 47 pour cent des touristes possèdent des smatphones.
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Figure 4.1.2 – Design général de M.A.R.T.S
tion, le suivi des points d’intérêts et qui gère la communication internet. Il
est à noter que l’application mobile peut être installée avec l’aide du service
d’accueil du musée.
— Un casque Audio Bone 3 : il permet à l’utilisateur d’écouter le discours de
l’humain virtuel. Il s’agit d’un casque qui fonctionne par conduction osseuse
et donc qui permet de libérer le canal auditif de l’utilisateur. Ce matériel doit
être prêté au visiteur par le service d’accueil du musée. L’objectif de l’utili-
sation d’un tel casque est de ne pas isoler l’utilisateur de son environnement
ambiant. En plus, il s’agit encore de permettre à l’utilisateur d’interagir entre
autres avec ses accompagnateurs et les autres visiteurs. Ceci permet de tenir
compte du volet contexte socio-culturel du modèle contextuel de l’apprentis-
sage au musée de Falk [Falk 05], détaillé au deuxième chapitre de cette thèse.
Sur le serveur distant, nous retrouvons :
— Une base de données : la base de données 2D regroupe les objets exposés
et les œuvres d’art de musée.
— Une application : l’application qui sera installée sur le serveur de musée
doit permettre l’analyse des objets 2D contenus dans la base de données. Ceci
dans le but de reconnaître l’objet capturé par le smartphone de l’utilisateur.
L’application permet aussi de gérer la connexion internet et le transfert de
données.
Nous avons fait en sorte que le visiteur soit le moins instrumenté possible pour ne
pas perdre de temps à s’équiper et pour ne pas être gêné pendant sa visite. Comme
nous allons le voir dans la section suivante, le fonctionnement de M.A.R.T.S sera
le plus transparent possible. L’interface utilisateur de M.A.R.T.S sera également
3. http ://www.audioboneheadphones.com/
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la plus simple possible, pour ne pas nécessiter une réelle phase d’apprentissage
ou une grande connaissance de l’informatique. Ceci permettra à notre système de
s’adapter aux différents types de visiteurs.
En ce qui concerne le service d’accueil de musée, sa mission sera de fournir des
casques de type Audio Bone aux visiteurs et les aider à installer l’application sur
leurs appareils mobiles. Nous précisons au lecteur que nous avons fait le choix de
placer une base de données sur un serveur distant afin de tenir compte des faibles
capacités de stockage de certains smartphones 4.
4.1.3 Choix d’implémentation
En ce qui concerne l’implémentation du prototype expérimental du système
M.A.R.T.S, nous avons fait le choix d’une programmation orientée composants.
Un composant est un module cohérent d’un programme qui peut être développé
séparément et distribué en tant qu’unité indépendante. Il offre une interface par
laquelle il peut être connecté, tout en restant inchangé, avec d’autres composants
pour former un système de taille plus importante [D’Souza 99]. Opter pour une
programmation orientée composants nous est alors apparu comme une solution
permettant une grande modularité dans le code, adaptée à la conception d’un pro-
totype expérimental. Pour ce faire, nous avons porté notre choix de développement
de composants en nous appuyant sur la bibliothèque Android SDK. Développée
en java, elle offre des composants d’interfaces graphiques, d’accès aux données, de
connexion réseau. Elle offre également un puissant moyen de communication entre
les composants à travers le mécanisme appelé intent 5.
Pour l’implémentation des algorithmes de traitement d’images, de suivi et de
reconnaissance d’objets, nous avons opté pour un développement en C/C++. En
fait, les langages C/C++ permettent une exécution rapide du code comparé à
Java. Les langages C/C++ ont été utilisés en conjonction avec la bibliothèque de
vision par ordinateur OpenCV 6. Nous précisons au lecteur qu’OpenCV dispose
d’une version pour Android et que les composantes de l’application écrites en java
et en C/C++ peuvent communiquer grâce au JNI 7.
4. Avec les avancées technologiques, l’on peut passer d’une architecture client-serveur à une
application autonome « self-contained application ».
5. Intent : Les Intents permettent de gérer l’envoi et la réception de messages afin de faire
coopérer les composants d’une application ou même des composants de deux applications diffé-
rentes.
6. Bibliothèque initialement développée par INTEL. Disponible sous licence BSD à l’adresse :
http ://opencv.willowgarage.com/wiki/
7. JNI : est l’acronyme de Java Native Interface est une bibliothèque intégré au JDK qui
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Pour ce qui est du traitement 3D, nous avons choisi la bibliothèque OpenGL,
qui dispose d’une version pour mobile OpenGl ES et qui est facilement interfaçable
avec la bibliothèque Android SDK.
Il est à noter qu’à ce stade de l’avancement de développement, le prototype ex-
périmental du système M.A.R.T.S intègre le guide humain virtuel, les paradigmes
de « sélection » et de « documentation ».
4.1.4 Vue d’ensemble de l’architecture interne
Comme nous venons de le voir, l’application de réalité augmentée devant être
installé sur le smartphone du visiteur, fait appel à un programme distant permet-
tant de reconnaitre ce que voit ce dernier. Nous allons préalablement exposer une
vue générale de l’architecture de l’application avant de décrire le rôle de chacun
des composants la constituant. Certains d’entre eux, présentant une conception
particulière, verront leurs fonctionnalités décrites à la section suivante.
4.1.4.1 Diagramme de relation
Le diagramme de relation permet de mettre en évidence les dépendances et les
relations entre les différents éléments constituant l’application M.A.R.T.S. Basés
composants, les modules de M.A.R.T.S sont architecturés comme suit (Figure
4.1.3) :
4.1.4.2 Description du rôle des composants
Du côté de l’application de RA installée sur le smartphone de l’utilisateur (ou
application utilisateur), on trouve :
— Interface utilisateur : il s’agit du composant chargé d’afficher l’image aug-
mentée sur l’écran du smartphone de l’utilisateur. Ce composant sera plus
détaillé à la section suivante.
— Module de RA : c’est le module de réalité augmentée. Il est chargé de cal-
culer les augmentations à appliquer sur l’objet exposé. Selon l’objet exposé,
ce module doit décider du type de l’augmentation à mettre en œuvre : « sé-
lection » et/ou « reconstruction ». La « documentation » et l’intégration du
guide humain virtuel pouvant être en général associés aux différents objets
permet de programmer des appels natifs vers des composantes C/C++. Le développement avec
JNI sous Android requière l’API NDK d’Android.
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Figure 4.1.3 – Vue d’ensemble de l’architecture basée composants du système
M.A.R.T.S.
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exposés. Le flux vidéo étant ainsi augmenté, il est transmis vers le compo-
sant Interface utilisateur en vue d’être affiché. Les procédés algorithmiques
permettant de mettre en œuvre les différentes augmentations, sont détaillées
à la section suivante.
— Module d’humains virtuels : le module d’humains virtuels a été mis
en place dans le cadre du projet Aquitaine-Euskadi (voir annexe). Il s’agit
d’une bibliothèque d’humains virtuels pour plateforme mobile. Cette biblio-
thèque comporte un moteur d’animation et un moteur graphique 3D fondé
sur Ogre3D 8 . Les mouvements et les gestes de l’humain virtuel sont gérés
par l’intermédiaire d’un fichier BML 9 . Ce module se trouve détaillé à la
section suivante.
— Module de communication Internet : ce module permet à l’application
utilisateur de se connecter à l’application distante. Il permet au module de
RA de recevoir l’identifiant de l’objet exposé, les images 2D concernant les
zones d’intérêt dans l’objet , le script décrivant le discours et l’animation
de l’humain virtuel. Il permet également de recevoir le modèle 3D de l’objet
exposé dans le cas d’une augmentation de type « reconstruction ». D’un
autre côté, ce module permet d’envoyer une image 2D de l’objet capturé
par l’interface utilisateur vers le serveur distant. Le transfert de données est
assuré par le protocole FTP 10 , implémenté par Android SDK.
— Module de détection/Pose/Suivi : La fonction de détection sert à retrou-
ver l’objet exposé dans l’image en cours, ou comme dans le cas de « Sélection
» à retrouver la(es) zone(s) d’intérêt dans ce dernier. Le calcul de la pose
permet dans le cas de « Reconstruction » de calculer la position-orientation
(pose) de l’objet exposé afin d’y projeter le modèle 3D. Le suivi, tout en
respectant les mouvements de l’utilisateur, permet de recaler l’augmentation
et l’objet réel afin de créer l’illusion de coexistence entre les deux. L’implé-
mentation de ces fonctionnalités se trouve expliquée à la section suivante.
Du côté de l’application mise en place sur le PC distant et appelé par l’application
de RA, on trouve :
— Module de communication internet : ce module permet le transfert de
données de et vers l’application utilisateur. Le fonctionnement de ce compo-
sant est identique à celui de l’application de RA. Se référer ci-dessus pour la
description de son rôle.
— Module de reconnaissance : ce module permet d’identifier l’objet figurant
8. http ://www.ogre3d.org/
9. http ://blinkenlights.net/project/bml
10. FTP : File Transfer Protocol
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dans l’image capturée par la caméra du smartphone. Il est chargé d’analyser
la base de données afin de trouver l’objet en question. Il est implémenté en
utilisant le langage C/C++ en conjonction avec la bibliothèque OpenCV.
L’algorithme mis en œuvre pour la reconnaissance d’objet est détaillé dans
la section suivante.
— Bases de données 2D/3D : la base de données regroupe d’un côté les
images 2D qui vont servir au module précèdent dans l’identification de l’ob-
jet exposé. D’un autre côté, la base de données regroupe les modèles 3D
d’objets exposés qui vont permettre au module RA de mettre en place les
augmentations de type « Reconstruction ».
4.2 M.A.R.T.S : implémentation du prototype
expérimental
Nous allons dans cette partie du mémoire décrire l’implémentation de nos propo-
sitions théoriques pour soutenir l’apprentissage au musée, que nous avons détaillé
au chapitre précédent. Comme nous venons de le voir à la section précédente, les
augmentations proposées ne sont pas traitées de la même façon. Ceci est dû à la
nature même de ces augmentations. Nous nous sommes donc basés sur des tech-
niques adaptées de la vision par ordinateur afin de mettre en œuvre ces derniers.
C’est ce que nous allons voir au niveau de cette section, puis nous terminerons en
présentant l’interface graphique qui permettra à l’utilisateur de percevoir la scène
augmentée.
4.2.1 Reconnaissance
La fonction reconnaissance se déclenche suite à une requête de l’application utili-
sateur. Le rôle de la fonction reconnaissance est d’identifier l’objet exposé ayant été
capturé par la caméra de l’utilisateur. Pour ce faire, nous proposons une méthode
de reconnaissance basée sur celle utilisée par Bay et al. [Bay 08] pour l’évaluation
des performances du descripteur SURF. Cette méthode se scinde en trois étapes :
la détection de points d’intérêt, l’appariement de points d’intérêt et la sélection
de la bonne image de référence (ou image modèle). La dernière étape constitue la
phase de reconnaissance proprement dite. Comme nous allons le voir dans cette
section, l’apport de notre méthode réside au niveau de la deuxième étape.
Nous précisons au lecteur que Bay et al. [Bay 08] utilisent le nombre de cor-
respondance de points d’intérêt comme un critère pour la reconnaissance d’objet.
En ce sens, l’image de référence sélectionnée est celle ayant obtenu le nombre de
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correspondances le plus élevé. Il est à noter que Bay et al. [Bay 08] emploient
une approche linéaire de recherche du plus proche voisin pour l’appariement de
points d’intérêt SURF. En revanche, la recherche linéaire du plus proche voisin est
très couteuse pour les applications temps réel. Par conséquent, plusieurs méthodes
se sont intéressées à la recherche approximative du plus proche voisin. Pour ce
faire, nous nous sommes appuyés sur la bibliothèque FLANN 11 de Muja et al.
[Muja 09]. Néanmoins, l’inconvénient de FLANN est la génération de faux positifs
(outliers). Les expérimentations que nous avons réalisées avec FLANN montrent
que le nombre de correspondances est non significatif et donc il ne peut pas être
utilisé comme critère de sélection de l’image de référence. Pour pallier à ce pro-
blème, nous proposons donc une méthode de filtrage de correspondances que nous
allons présenter plus loin dans cette section. Les tests d’évaluation effectués avec
notre méthode montrent la robustesse de cette dernière.
4.2.1.1 Algorithme
Détection des points d’intérêt
Les points caractéristiques sont des points intéressants contenus dans une image.
Bien évidemment, ils présentent des propriétés locales importantes au niveau de
l’image. En plus, ils sont généralement insensibles aux changements locaux et glo-
baux, tels que l’éclairage, la luminosité et les transformations affines.
En 1988 Harris et al. [Harris 88], introduisent le détecteur de Harris, permet-
tant d’extraire les points d’intérêt locaux. Plus précisément, le détecteur d’Harris
permet d’extraire les coins, définis par l’intersection des deux arrêtes. Le détecteur
d’Harris a l’avantage d’être invariant aux transformations affines. Cependant, son
inconvénient majeur réside dans le fait qu’il n’est pas invariant au changement
d’échelle. Le détecteur SIFT, introduit par Lowe et al. en 1999 [Lowe 99], est un
détecteur invariant au changement d’échelle. Le descripteur SIFT calcule un histo-
gramme de gradients situés dans une fenêtre qui entoure le point clé. Ensuite, il les
enregistre dans un vecteur de dimensions 128 ou 64, représentant un descripteur
relatif à un point d’intérêt SIFT.
Le détecteur SURF, proposé par Bay et al. [Bay 08], est dérivé de SIFT. En
revanche, il se distingue de SIFT par la description et la sélection des points clés.
SURF se base sur le déterminant de la matrice Hessienne dans l’extraction des
points. En effet, la matrice Hessienne se caractérise par une bonne performance en
termes du temps de calcul et de précision. Plus précisément, SURF s’appuie sur
11. FLANN est acronyme de « Fast Approximate Nearest Neighbor Search Library » et est
intégré dans OpenCV.
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le déterminent de la matrice Hessienne dans le calcul de position et d’échelle d’un
point caractéristique. Etant donné un point X = (x, y) appartenant à l’image I,
la matrice Hessienne H(x, σ) en x à l’echelle σ est définie comme suit :
H(X, σ) =
[
Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)
]
(4.2.1)
Lxx(x, σ) représente la convolution de la dérivée seconde de gaussienne δ
2
δx2 g(δ)
avec l’image I, au niveau du point X, et de même pour Lxy(x, σ) et Lyy(x, σ).
L’extraction des descripteurs SURF s’effectue en deux étapes. La première étape
consiste à trouver l’orientation de la région circulaire autour du point d’intérêt. En-
suite, une zone carrée, alignée à l’orientation précédemment calculée, est construite
afin d’y extraire le descripteur SURF.
Le détecteur SURF est plus rapide que les autres détecteurs de points caracté-
ristiques, grâce à l’utilisation des images intégrales. Une image intégrale peut être
rapidement calculée à partir d’une image initiale en utilisant l’équation suivante :
I∑(X) = i≤x∑
i=0
j≤y∑
j=0
I(i, j) (4.2.2)
En effet, l’image intégrale I(X)en un point X (x, y)est la somme de tous les
pixels de l’image initiale I, situés entre ce point et l’origine. Elle permet d’accélé-
rer le calcul des valeurs d’intensité des pixels.
En ce qui nous concerne, nous avons retenu le détecteur SURF. En effet, ce
descripteur est principalement reconnu pour sa rapidité de calcul. L’étude compa-
rative de Juan et al. [Juan 09], démontre la supériorité du descripteur SURF par
rapport à SIFT et PCA-SIFT d’un point de vue de ces performances en temps
d’exécution et de sa robustesse aux changements d’illumination.
Appariement des points d’intérêt
La reconnaissance d’objet en vision par ordinateur, s’appuie essentiellement sur
la recherche des correspondances entre deux images d’un même objet ou d’une
même scène. Une fois que les caractéristiques visuelles sont extraites d’une image,
elles sont appariées avec un ensemble de caractéristiques extraites d’une autre
image. Comme nous venons de le voir, les descripteurs des points caractéristiques
sont des vecteurs contenants des nombres réels. Bien évidement, la manière la plus
simple de comparer deux points caractéristiques, revient à calculer la distance
euclidienne (ou le carrée de la distance euclidienne) entre leurs descripteurs asso-
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ciées. Etant donné deux vecteurs p et q, leur distance euclidienne est calculée de
la manière suivante :
dist(p, q) =
√√√√ 64∑
i=1
(pi − qi)2 (4.2.3)
Il est clair que calcul de distance euclidienne serait très lent, dans le cas où
la dimension de la base de données d’images est importante. Dans ce cas, il est
préférable de choisir les descripteurs SURF de petite taille (vecteurs de dimension
64) au lieu des larges descripteurs SURF (vecteurs de dimension 128).
La recherche linéaire du plus proche voisin est couteuse pour les applications
temps réel. Par conséquent, plusieurs méthodes se sont intéressées à la recherche
approximative du plus proche voisin. En fait, c’est ce dernier type de recherche que
nous avons utilisé pour le calcul de correspondances de points SURF. Dans cette
optique, nous nous sommes appuyés sur le travail de Muja et al. [Muja 09], intitulé
«Fast Approximate Nearest Neighbors with Automatic Algorithm Configuration
». Muja et al. [Muja 09] proposent une bibliothèque d’algorithmes appelée FLANN
(Fast Library for Approximate Nearest Neighbors), que nous avons employée dans
notre publication intitulée « Mobile Augmented Reality Applications to Discover
New Environments » [Ghouaiel 13b]. En effet, FLANN contient une collection d’al-
gorithmes permettant de résoudre le problème de recherche approximative de plus
proche voisin. Cette collection, fait appel, entre autres, à l’algorithme hiérarchique
des K-moyennes (hierarchical k-means tree) [Arai 07] et à l’algorithme des arbres-
KD randomisés multiples (multiple randomized kd-trees) [Duch 98]. FLANN per-
met de sélectionner l’algorithme adéquat, en fonction de l’ensemble des données
et en fonction d’autres facteurs tels que le temps de calcul et la précision.
Comme le met en évidence les tests d’évaluation présentés à la section sui-
vante, FLANN génère énormément des faux positifs « outliers ». Par conséquent,
le nombre de correspondances n’est pas significatif et ne permet pas de sélectionner
la bonne image modèle. En ce sens, nous avons trouvé que dans la majorité des cas,
le nombre de correspondances qui est le plus élevé n’appartient pas à cette dernière.
Nous proposons donc d’effectuer une étape de filtrage suite à l’exécution de l’al-
gorithme de recherche approximative du plus proche voisin. Le filtrage consiste à
sélectionner les bonnes correspondances. Dans cette optique, deux points d’intérêts
sont considérés comme appariés si la distance euclidienne entre leurs descripteurs
est strictement inférieure à un seuil donné. Le seuil que nous employons est la
médiane des distances euclidiennes minimales, obtenues suite à une première exé-
cution de FLANN. Ainsi, l’appariement de points d’intérêt mettant en œuvre notre
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principe de filtrage se résume en ces étapes :
Étape initiale
1. Appliquer l’algorithme de recherche approximative du plus proche voisin
sélectionné par la bibliothèque FLANN.
Étape de filtrage
1. Pour chaque image modèle, enregistrer la distance euclidienne minimale ob-
tenue.
2. Calculer la médiane des distances minimales.
3. Appliquer une deuxième fois l’algorithme de recherche approximative de plus
proche voisin. Cette étape ne concerne que les images modèles ayant une dis-
tance euclidienne minimale inférieure à la médiane, précédemment calculée.
4. Pour chaque image modèle, enregistrer le nombre de correspondances de
points SURF.
Sélection de l’image de référence
Nous supposons que suite à l’étape de filtrage, le nombre de correspondances
devient significatif. L’image de référence liée à l’objet recherché se rapporte donc
au nombre maximal de correspondances.
4.2.1.2 Évaluation et Résultats
Afin d’estimer les performances de notre méthode de filtrage, nous avons mené
une étude expérimentale. Cette étude consiste à trouver dix images tests dans une
base constitué de 50 images modèles en se basant sur l’algorithme cité ci-dessus.
Nous avons donc comparé notre méthode de filtrage à l’utilisation de FLANN seule
pour l’appariement de points d’intérêt. La figure 4.2.1montre les résultats que nous
avons obtenus pour les deux méthodes :
En se basant sur les résultats schématisés dans ce tableau, nous pouvons donc
conclure que notre méthode de filtrage pour l’appariement des points d’intérêt
permet de déterminer l’objet recherché dans 60% des cas. Cependant, FLANN
utilisée toute seule ne permet en aucun cas de déterminer l’objet apparaissant
dans l’image en cours. De plus, les résultats montrent que notre méthode permet
de réduire de façon évidente le nombre de faux positifs (outliers). Afin d’améliorer
la précision de notre algorithme de reconnaissance présenté ci-dessus, nous allons
en plus de la méthode de filtrage intégrer une phase de détection d’objet tel que
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Figure 4.2.1 – Comparaison avec FLANN
décrite par Augereau et al. [Augereau 13]. Cette amélioration fera donc l’objet
d’un détail dans des travaux futurs.
4.2.2 Le suivi
Dans le cas d’une augmentation de type « Documentation », un recalage parfait
entre l’objet exposé et le texte virtuel n’est pas absolument nécessaire. En effet,
il doit être évident pour l’utilisateur que le texte virtuel est associé à l’objet en
question. Cependant, dans le cas d’une augmentation de type « Reconstruction »
ou « Sélection », toute déviation du virtuel de la zone réelle ciblée (ou augmentée),
peut engendrer des problèmes de perception chez l’utilisateur. Par exemple, dans
le cas de « Reconstruction » un recalage robuste est exigé afin de créer l’illusion
de coexistence du virtuel et du réel chez le visiteur. Pour le cas de la « Sélection
», toute déviation du quadrilatère de la zone d’intérêt ciblé, peut amener une am-
bigüité de désignation. En ce sens, afin que les augmentations apparaissant devant
le regard du visiteur restent recalées en accord avec les mouvements ou déplace-
ments qu’il serait susceptible d’effectuer, nous devons faire appel à une méthode
suivi.
Comme nous avons pu le constater au premier chapitre de ce mémoire, la lit-
térature en vision par ordinateur est riche de techniques adaptées au suivi. En
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ce qui nous concerne, nous avons choisi l’algorithme PTAM 12 [Klein 07], basé sur
des points d’intérêt. Notre choix revient essentiellement au fait que cet algorithme
assure un recalage temps réel robuste sur une plateforme mobile.
4.2.3 Guide humain virtuel
Présentation
La bibliothèque mobile d’agent conversationnel 3D a été mise en place dans
le cadre du projet Aquitaine-Euskadi (voir annexe B). Le moteur graphique 3D
(avatar engine) relatif à cette bibliothèque, a été construit au dessus du moteur
graphique Ogre3D [Ogre 00]. En effet, notre bibliothèque a été conçue pour être
facilement intégré à n’importe quel SDK de réalité augmentée mobile, indépendam-
ment de son fonctionnement interne. La figure 4.2.2montre l’architecture générale
de la bibliothèque mobile d’agent conversationnel.
Figure 4.2.2 – Flux de données
Le flux de données schématisé par la figure 10, montre que la seule informa-
tion requise par le moteur graphique 3D est la matrice de transformation monde-
caméra. Cette matrice est utilisée afin de projeter l’avatar dans la bonne pose
(position et orientation), créant ainsi l’illusion de la coexistence entre l’humain
virtuel et le monde réel. Pour ce faire, nous avons implémenté une version mobile
de l’algorithme de suivi PTAM [Klein 07]. Il s’agit d’un algorithme de suivi, basé
sur les points caractéristiques (features points). PTAM est largement détaillé dans
le premier chapitre de ce mémoire.
12. PTAM est largement détaillé au premier chapitre de ce mémoire.
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Structure de la bibliothèque mobile d’agent conversationnel
Le moteur d’animation 3D (animation engine) est le module de la bibliothèque
qui permet de contrôler les mouvements de l’humain virtuel. En effet, nous avons
adopté le moteur d’animation proposé par Vicomtech 13 , notre partenaire du projet
Aquitaine-Euskadi. Le moteur d’animation est chargé de générer l’animation de
l’humain virtuel. Ce module est développé en se basant sur Open Scene Graph
[openscenegraph 98]. La structure générale du moteur d’animation est représentée
à la figure 4.2.3 :
Figure 4.2.3 – Structure du moteur d’avatar
Comme le met en évidence la figure 11, l’animation de l’avatar est contrôlée
par deux principaux modules : le module vocal (Speech Animation) et le module
comportemental (Animation Behaviour).
D’une part, le module vocal gère les expressions faciales en se basant sur le texte
à prononcer. En effet, il exécute l’animation faciale quand l’avatar parle. Cette der-
nière est générée en utilisant les techniques de morphing. Plusieurs expressions sont
adoptées, nous citons par exemple : face neutre, clin d’œil, yeux fermés. En outre,
l’animation faciale permet de traduire les émotions d’Ekman 14. Elle est donné par
un fichier *.pho. Notons aussi que la voix de l’avatar est générée par un moteur de
13. Vicomtech : centre de recherche appliquée pour l’informatique graphique interactive et
multimédia : www.vicomtech.org
14. Les principales émotions d’Ekman sont : la joie, la tristesse, la colère, la peur, le dégout,
le mépris et la surprise
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synthèse vocale TTS.
D’autre part, le module comportemental permet de gérer les différents mouve-
ments et gestes de l’humain virtuel. Il se base sur des règles prédéfinies pour le
comportement naturel afin de générer le comportement corporel de l’avatar. Les
éléments du comportement corporel (mouvements et gestes) peuvent être présen-
tés au moteur d’animation par l’intermédiaire d’un fichier BML.
La sortie finale du moteur d’animation est gérée par le module de synchroni-
sation. Ce module reçoit et combine les animations calculées par les différents
modules. En fait, il est directement relié au moteur graphique 3D, et donc respon-
sable du rendu dynamique de l’avatar.
Nous invitons le lecteur, souhaitant avoir un complément d’information sur
le moteur d’animation de notre bibliothèque mobile d’agent conversationnel 3D,
de consulter l’article de Carretero et al. [del Puy Carretero 12].
4.2.4 Paradigmes d’interaction
Nous rappelons au lecteur que les paradigmes d’interaction « Documentation
», « Sélection » et « Reconstruction » servent à appuyer le discours de l’humain
virtuel. L’implémentation de ces derniers se base essentiellement sur des techniques
appropriées de la vision par ordinateur.
4.2.4.1 Sélection
Comme expliqué de manière extensive au chapitre précèdent, la « Sélection »
est un acte de désignation qui cible une zone d’intérêt sur un objet exposé. Pour
implémenter cette augmentation, nous nous sommes basé sur la méthode SURF
[Bay 08] d’extraction de points d’intérêt en conjonction avec le modèle (image)
2D de la zone d’intérêt. Il est à noter que SURF a été choisi principalement pour
sa rapidité reconnue en comparaison avec SIFT [Juan 09]. Pour la détection de la
zone d’intérêt, nous proposons la méthode suivante inspirée du travail de Augereau
et al. [Augereau 13] :
1. Les points d’intérêts sont extraits de l’image en cours et du modèle en utili-
sant la méthode SURF.
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2. Les points d’intérêts sont appariés en utilisant la méthode FLANN 15.
3. Si suffisamment 16 de points d’intérêts ont été appariés avec succès entre les
deux images, la zone d’intérêt recherchée est considérée comme trouvée. Nous
pouvons donc passer à la détection puis la sélection (cadrage) de cette zone
sur l’objet.
4. Ensuite, on procède au calcul de l’homographie [Agarwal 05] afin de détermi-
ner la transformation affine entre le modèle et l’image en cours. L’homogra-
phie utilise les correspondances de points calculés auparavant. Il est à noter
qu’au niveau de cette étape, nous faisons appel à l’algorithme RANSAC
[Fischler 81] afin d’éliminer les points aberrants.
5. Les quatre coins de la zone d’intérêt sont calculés en appliquant la transfor-
mation affine (homographie) trouvée à l’étape précédente, sur les extrémités
du modèle traduites par les coordonnées images suivantes 17 : (0, 0) ; (0,
height) ; (width, height) ; (width, 0).
6. Nous faisons appel aux fonctionnalités de la bibliothèque OpenGl afin de
dessiner le quadrilatère reliant les quatre coins et délimitant la zone d’intérêt.
Figure 4.2.4 – Mise en œuvre de la « Sélection »
15. À ce niveau, nous nous contentons d’utiliser FLANN sans faire appel à notre méthode de
filtrage expliquée plus haut car un seul modèle est utilisé.
16. Le nombre minimal de points est fixé à 4 ; il s’agit du nombre requis par l’homographie.
17. Height et Width désignent respectivement la hauteur et la largeur du modèle.
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4.2.4.2 Reconstruction
Nous rappelons au lecteur que le but de ce paradigme d’interaction est de mon-
trer au visiteur l’objet exposé dans son état original en utilisant le modèle CAO
de ce dernier. Dans le cadre des travaux de cette thèse, nous n’avons pas pu ache-
ver l’implémentation du paradigme « Reconstruction ». En effet, l’implémentation
du principe de cette augmentation nécessite le modèle CAO de l’objet à recons-
truire en réalité augmentée. Ne disposant pas encore de tels modèles, nous avons
commencé à réfléchir aux grandes étapes permettant la mise en œuvre de la «
Reconstruction ». Pour ce faire, nous nous sommes inspirés de la méthode de Bot-
tecchia [Bottecchia 10] :
1. À la phase d’initialisation, nous utilisons la méthode manuelle de Platonov
[Platonov 06] afin de construire un modèle 3D de points d’intérêt. Ce modèle
nous permettra d’obtenir une correspondance 2D-3D de ces points d’intérêt.
2. Au cours de l’utilisation de l’application, la correspondance 2D-3D de points
d’intérêt calculée auparavant servira à retrouver l’objet dans l’image en cours.
3. Nous calculons la pose (Position-Orientation) de l’objet exposé, localisé dans
l’image à l’étape précédente, en utilisant l’algorithme POSIT [DeMenthon 95]
détaillé au premier chapitre de ce mémoire. Ensuite, nous nous appuyons sur
les fonctionnalités d’OpenGL afin de projeter le modèle CAO suivant la pose
ici obtenue.
4. Afin d’assurer un suivi en temps réel robuste de l’objet 3D projeté sur l’objet
réel, nous faisons appel à la méthode de suivi décrite par l’algorithme PTAM
[Klein 07]. Étant donné que le développement de cette partie est en cours, la
description détaillée de notre méthode figurera donc dans de futurs travaux.
4.2.4.3 Documentation
Le paradigme d’interaction « Documentation » ne nécessite pas un traitement
complexe comme les autres paradigmes d’interaction. L’affichage du texte virtuel
se fait grâce à la bibliothèque OpenGl.
4.2.4.4 Interface utilisateur
Nous avons veillé à ce que l’interface utilisateur de M.A.R.T.S soit la plus simple
possible, ne nécessitant pas de phase d’apprentissage ou une grande connaissance
de l’informatique. Ceci permettra à notre système de s’adapter aux différents types
de visiteurs.
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Nous précisons au lecteur que l’interface utilisateur de M.A.R.T.S a été déve-
loppée en utilisant Android SDK fournissant tous les widgets nécessaires à son
élaboration. Pour respecter un principe d’utilisation simple, tournée vers l’utili-
sateur final au sens de [Cooper 95], celle-ci assure une transparence de nos para-
digmes technologiques d’interaction. Dans cette optique, notre interface contient
deux boutons : « Découvrir » et « Arrêter ». Le premier bouton permet d’intégrer
un guide humain virtuel à la scène réelle. Il permet également de déclencher tous
les types de paradigmes appuyant le discours de ce dernier. Le deuxième, quant à
lui, sert à arrêter l’animation à tout moment.
Par ailleurs, l’interface de M.A.R.T.S n’impose pas au visiteur un circuit par-
ticulier au sein du musée, ni les œuvres d’art à regarder. En fait, comme nous
l’avons vu au deuxième chapitre de cette thèse, tenir compte des propres choix
du visiteur et de son intérêt pour tel ou tel œuvre d’art s’inscrit sous le cadre
du volet contexte personnel du modèle de Falk [Falk 05]. En plus, la présentation
d’un objet exposé se fait suite à la demande du visiteur en cliquant sur le bouton
« Découvrir » et s’arrête aussi à la demande de celui-ci en cliquant sur le bouton
« Arrêter ». Ceci est dans le but de respecter le principe de l’apprentissage libre
au musée « free-choice learning » de Falk [Falk 05].
Figure 4.2.5 – Interface utilisateur de M.A.R.T.S
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4.2.4.5 Adaptations de l’interaction à l’environnement de l’utilisateur
Nous rappelons au lecteur que dans le cas de « Documentation », si le guide
humain virtuel ne peut pas se référer au titre de l’étiquette (quand l’utilisateur
ne peut pas trop s’approcher de cette dernière, par exemple au moment de forte
affluence) pour désigner le nom de l’œuvre d’art et son auteur, on doit afficher un
texte virtuel se rapportant à ces informations. Dans ce cas, nous nous appuyons
sur la distance 18 de l’utilisateur par rapport à l’objet exposé.
En vision par ordinateur, la technique de stéréovision est largement utilisé
[Brown 03] [Hager 95][Kytö 11] afin de calculer ce genre de distance. Cette tech-
nique se base sur la géométrie épipolaire [Zhang 96] et requière deux caméras avec
un déplacement horizontal connue à l’avance. Ceci constitue l’inconvénient majeur
de cette méthode, étant donné que les smartphones en possession des visiteurs
ne sont pas, à l’heure actuelle, équipés de caméra stéréoscopique. Dans cette op-
tique, nous avons trouvé la méthode décrite par [Holzmann 12] très intéressante.
En effet, leur méthode se base sur la technique de parallaxe de mouvement 19 et
utilise une caméra monoculaire pour créer une vision stéréoscopique. En outre, elle
a l’avantage de fonctionner sous une plateforme mobile. Cette méthode suppose
que l’utilisateur effectue un déplacement latéral de son smartphone pour créer
deux vues différentes de l’objet exposé. Étant donné que le déplacement n’est pas
connu à l’avance, Holzmann et al. [Holzmann 12] utilisent le système inertiel afin
de calculer le déplacement de la caméra. Leur méthode semi-automatique peut se
résumer en ces étapes :
1. L’utilisateur effectue un mouvement latéral de son smartphone qui est enre-
gistré en utilisant le gyroscope et l’accéléromètre intégrés à ce dernier. Ceci
permet de créer deux images de deux points vues différents du même objet.
La distance entre la position initiale et la position finale de la caméra s’ap-
pelle « baseline » et elle est notée b 20 . Cette dernière est calculée en se basant
sur l’accélération et la vitesse angulaire de la caméra provenant respective-
ment de l’accéléromètre et du gyroscope, comme décrit dans [Seifert 07].
Par la suite, depuis son smartphone, l’utilisateur peut sélectionner l’objet en
question.
2. Les points d’intérêt SURF sont extraits (une région de 70 × 70 pixels) de
18. Calculer la distance de l’utilisateur par rapport à l’objet exposé revient à calculer la distance
de la caméra à l’objet exposé.
19. Indice monoculaire de profondeur qui se réfère à un déplacement apparent de la position
d’un objet vu de différents points de la vue.
20. La ligne de base « baseline » dénote plus précisément la distance entre la position initiale
et finale du centre optique de la caméra.
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l’objet sélectionné et sont appariés. Ensuite, on calcule la disparité D qui
se rapporte au déplacement horizontal des points d’intérêt appariés. La dis-
tance Z séparant la caméra de l’objet se mesure en utilisant la formule de
triangulation suivante, avec f qui dénote la distance focale de la caméra :
Z = f · b
D
Nous précisons au lecteur que la distance limite, au-delà de laquelle le titre de
l’étiquette n’est plus lisible pour l’utilisateur, doit être définie empiriquement, car
elle varie en fonction du contexte physique de chaque musée.
Comme nous l’avons vu au chapitre précédent, quand l’objet exposé se trouve
occulté pour des raisons de fortes affluences par exemple, nous mettons en œuvre
une transformation de l’interface homme machine de MARTS. Cette transforma-
tion consiste à basculer l’affichage des paradigmes d’interaction d’un mode direct
de la réalité augmentée (affichage sur la vidéo de l’objet exposé) en un mode indi-
rect (affichage sur une image de l’objet sur l’écran du smartphone). Il est à noter
que cette adaptation de l’interface homme machine dépasse le spectre de cette
thèse et fera l’objet de futurs travaux.
4.3 Évaluation expérimentale
Dans le cadre de ces travaux de thèse, nous avons pu développer une partie du
système M.A.R.T.S, notamment le paradigme de « Sélection », le paradigme de
« Documentation » et le module d’humains virtuels (projet Aquitaine-Euskadi en
annexe B). L’interface logicielle utilisateur permet donc d’intégrer ces paradigmes
d’interaction. Pour tester en partie la pertinence de nos propositions, nous avons
donc expérimenté le principe de la simulation de la présence d’un guide humain
par le biais des humains virtuels. En plus, nous avons également expérimenté le
principe de références ostensives (paradigme de « Sélection ») représentant une
stratégie importante de la communication, ainsi que le paradigme de « Documen-
tation ».
4.3.1 Ce que l’on cherche à évaluer
Dans le cadre d’une visite guidée au musée, nous souhaitons comparer différents
moyens de communication entre eux. Pour ce faire, nous procurons au visiteur
découvrant le musée : les étiquettes (textes descriptifs), un audio-guide et notre
système M.A.R.T.S. Les audio-guides étant un moyen largement utilisé par les mu-
sées, nous avons voulu donc tester la pertinence d’une communication audio seule
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face à un système comme M.A.R.T.S. De plus, nous avons voulu tester l’intérêt
de notre système M.A.R.T.S vis-à-vis des étiquettes seules, mode symbolique de
la communication.
De façon plus précise, nous nous sommes principalement intéressés dans notre
étude à répondre à la question suivante : « Est-ce que les différents moyens
de communication permettent au visiteur d’acquérir le même niveau de
connaissances ? »
En effet, quantifier les connaissances acquises suite à la visite au musée repré-
sente un aspect fondamental pour une application à vocation éducative. Ceci est
mis en avant dans les travaux de Falk et al. [Falk 05]. En fin de test, nous avons
également questionné les utilisateurs sur leurs impressions en vue d’établir un clas-
sement des systèmes.
4.3.2 Description de l’évaluation
4.3.2.1 Descriptions des objets exposés et des moyens de communication
L’étude expérimentale a eu lieu au musée basque et de l’histoire de Bayonne 21.
Pour notre évaluation, nous avons utilisé six objets exposés. Pour chaque objet
exposé, les descriptions ont été établies avec l’aide des conservateurs et médiateurs
de musée basque 22. Les descriptions fournies pour chaque objet ont les mêmes
longueurs.
En ce qui concerne les moyens de communication utilisés pour les tests, nous
avons donc voulu comparer la pertinence de M.A.R.T.S face aux deux moyens le
plus largement utilisés qui sont l’audio-guide et l’étiquette. Nous avons donc testé
trois configurations :
— Étiquette : un texte descriptif de l’œuvre d’art.
— Audio-guide : de la réalité augmentée en mode audio, l’utilisateur est équipé
d’un casque audio lui permettant d’écouter des enregistrements vocaux gé-
nérés automatiquement par un module TTS 23 .
— M.A.R.T.S : c’est l’utilisation du système M.A.R.T.S avec les casques Audio
Bone et avec un Smartphone de type Galaxy SII.
21. http ://www.musee-basque.com/
22. Notamment de madame Maider Etchepare Jaureguy, responsable du service des publics et
du développement culturel de musée basque et de l’histoire de Bayonne.
23. Text To Speech
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4.3.2.2 Sujets et plan de recherche
Sujets
Dix sept visiteurs ont participé à l’étude ; 9 hommes et 8 femmes avec une
moyenne d’âge de 40 ans. Ils n’ont aucun lien de parenté entre eux. De plus, ils ont
visité le musée basque pour la première fois, étant tous fortement intéressés par la
culture basque et l’histoire de la ville de Bayonne. Ceci fait partie du principe de
l’homogénéité de l’échantillon recommandé par Falk et al. [Falk 05] 24.
Plan de recherche
Chaque participant a expérimenté les trois moyens de communication (Étiquette,
Audio-guide, M.A.R.T.S), l’ordre d’utilisation étant aléatoirement décidé. Pour
chacun des trois modes, deux objets exposés, tirés aléatoirement, sont présentés
à l’utilisateur parmi les six proposées. Les différents tirages aléatoires ont pour
finalité de neutraliser (limiter) les variables parasites comme par exemple ici le
phénomène d’accoutumance (ou d’habituation) induit par l’apprentissage.
Les participants n’ont pas été préalablement familiarisés aux nouveaux modes
de communication. De par leur usages courants (porter des casques audio, utiliser
le Smart- phone . . .) aucun apprentissage n’a donc été nécessaire.
L’unique consigne que les participants aient reçue était celle d’utiliser le moyen
de médiation approprié au niveau de chaque objet exposé. Aucune limite de temps
n’a été imposée. Pour finir, nous leur avons demandé de remplir un questionnaire
jugeant différents critères en vue d’établir un classement.
4.4 Analyse et interprétations
Dans ce qui suit, nous allons présenter les résultats en deux parties. En pre-
mier lieu, nous allons examiner le nombre des réponses correctes en fonction des
systèmes utilisés. Par la suite, nous allons examiner le résultat du questionnaire
d’évaluation. Les analyses statistiques ont été établies à l’aide du logiciel SPSS
(Statistical Package for the Social Sciences) de la société IBM. Pour finir, nous
discuterons les résultats de ces deux parties.
24. Selon Falk, la connaissance à priori et l’intérêt personnel influencent les acquis des visiteurs
suite à la visite de musée. Ce dernier insiste sur le fait de choisir un échantillon homogène vis-à-vis
ces deux critères afin de garantir la cohérence des résultats.
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4.4.1 Méthode d’analyse des résultats
4.4.1.1 Nombre de réponses correctes
Nous avons étudié l’influence de 3 facteurs (Étiquette, Audio-guide, M.A.R.T.S)
sur la variable dépendante 25 quantitative qu’est le nombre de réponses correctes
concernant les objets exposés. Pour cela, nous avons donc soumis les sujets à chacun
des niveaux de la variable indépendante 26 (moyen de communication) conformé-
ment au plan de recherche précédemment décrit. Nous sommes donc dans un plan
de test à mesures répétées.
Afin d’inférer une relation entre les moyens de médiation et le nombre de ré-
ponses justes, nous avons utilisé une analyse de la variance (ANOVA) à mesures
répétées en ayant choisi un niveau de risque alpha 27 de 0.05. Notre variable in-
dépendante qualitative X est donc le moyen de communication (à 3 niveaux de
valeur), la variable dépendante quantitative Y étant le nombre de réponses justes.
Il est à noter que Y varie de 0 à 2, étant donné que pour chaque objet exposé une
seule question est posée et que chaque moyen de médiation est testé avec deux
objets exposés.
Notre hypothèse statistique H0 (hypothèse nulle 28 ) est : « Le nombre de
réponse justes est égal pour tous les modes de médiation (rÉtiquette =
rAudio-guide = rM.A.R.T.S) ». L’hypothèse bilatérale 29 H1 correspondant à
notre objectif de recherche est donc : « Est-il vrai de dire que le nombre de
réponses justes varie en fonction des modes de médiation utilisés ? ».
4.4.1.2 Les données du questionnaire
À la fin des tests, chaque visiteur s’est vu remettre un questionnaire en 9 points
sur la façon dont a été ressentie l’expérience. Pour chaque question, nous leur
avons demandé d’évaluer les trois modes de médiation sur une échelle ordinale de
0 (faible) à 14 (fort).
25. La réponse des sujets aux différentes conditions expérimentales.
26. Facteur représentant les causes postulées des variations de la variable dépendante.
27. Alpha est le risque numérique (probabilité) de commettre une erreur statistique. Elle est
défini en termes de probabilité,et son seuil de signification en sciences humaines est de 0.05.
28. Hypothèse nulle : qui postule qu’il n’y a pas de différence entre les moyennes des trois
groupes (ou des trois mesures).
29. Hpothèse bilatérale : qui postule qu’il existe une différence entre les moyennes des trois
groupes (ou des trois mesures).
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Dans le but d’estimer l’expérience d’apprentissage, nous nous sommes basés
sur les questions relatives au modèle GLO [Fuchs 07][Hooper-Greenhill 03]. Ce
modèle a été inventé par Hooper-Greenhill et al. [Hooper-Greenhill 03], et est
largement détaillé au chapitre 2 de ce mémoire. Nous rappelons au lecteur que
nos propositions 30 dans le cadre de cette thèse se basent, pour une grande partie
d’entre elles, sur les travaux de Hooper-Greenhill et al. [Hooper Greenhill 94].
Pour chaque moyen de médiation testé, nous avons posé les questions suivantes :
— Valeurs et attitudes « Comment votre perception de l’art et de l’histoire
du pays-basque a-t-elle changé ? »
— Connaissances et Compréhension « Est-ce que vous avez le sentiment
d’avoir appris quelque chose de nouveau ? »
— Amusement, Inspiration et Créativité « L’exposition vous a-t-elle sur-
prise ? »
— Activité, Comportement et Progression « Est-ce que vous envisagez
effectuer des recherches à propos de l’art et de l’histoire du pays-basque ? »
— Compétences « Vous sentez-vous capables de reconnaître certains symboles
et motifs de l’art du pays-basque ? »
Pour compléter le questionnaire, nous avons sélectionné les questions que l’on
retrouve le plus souvent dans la littérature [Dünser 08] ainsi que l’échelle de no-
tation utilisée (de 0 = faible à 14 = fort) et que nous avons jugé adaptée à notre
expérience. Ceci est dans le but de mesurer l’appréciation de chaque moyen de
médiation. Les questions ont été les suivantes :
— « Est-il facile de faire le lien entre les indications du moyen de médiation et
l’oeuvre d’art ? »
— « L’acquisition des informations est-elle facile ou difficile » ? (effort ressenti)
— « Quel confort d’utilisation avez-vous ressenti ? »
— « Quel niveau de stress avez-vous ressenti pour chaque mode de médiation ?
»
4.4.2 Résultats et interprétations
4.4.2.1 Nombre de réponses correctes
La figure 4.4.1 récapitule les statistiques descriptives des tests utilisateurs. Il y
est indiqué pour chaque mode le nombre moyen de réponses correctes et l’écart-
type (standard deviation en anglais, abrégé Std. Deviation). La variable F corres-
pond à la variable du test de Fisher-Snedecor et donc au résultat de l’ANOVA.
30. Nous invitons le lecteur à se référer au chapitre précédent.
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Quant à la variable p 31, elle représente l’erreur alpha, variable permettant de
confirmer ou d’infirmer l’hypothèse bilatérale H1.
Figure 4.4.1 – Table de moyennes
Figure 4.4.2 – Effet inter-sujet sur le nombre de réponses correctes
L’analyse des données indique que les participants, en utilisant le mode de média-
tion Etiquette, ont obtenu un nombre moyen (nombre moyen de réponses correctes)
de 1.35 (σ= 0.606), un nombre moyen de 1.41 (σ = 0.507) pour Audio-guide, com-
parativement à 1.53 (σ = 0.514) pour M.A.R.T.S. Nous observons donc un gain en
faveur de M.A.R.T.S en terme de nombre moyen de réponses correctes, d’environ
6% en comparaison avec Audio-guide et de 9% en comparaison avec Etiquette.
Le résultat de l’ANOVA à mesures répétées (F(2,48) = 0.463, p = 0.632) va
nous permettre de statuer quant à la dépendance réelle du nombre de réponses
correctes en fonction des modes de médiation. La valeur de F obtenue est de
0.463 soit une valeur inférieure à la valeur critique de 3.49 donnée par la table
de Fisher-Snedecor. L’hypothèse nulle H0 doit donc être conservée. La probabilité
de commettre l’erreur alpha sur le résultat de F est de p = 0.632, soit supérieure
31. Appelé Sig dans la table générée par l’outil SPSS.
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au seuil de 5%. La différence entre les trois modes de médiation n’est alors pas
statistiquement significative, bien qu’il apparaisse un gain en faveur de M.A.R.T.S.
On peut donc en conclure que statistiquement le mode de médiation n’influence
pas sur la rétention du visiteur des informations qui lui sont présentées. Nous
commenterons ce résultat par la suite.
4.4.2.2 Les données du questionnaire
Figure 4.4.3 – Notes moyennes pour chaque mode en fonction des questions.
À la question 1 (Q1) : « Comment votre perception de l’art et de l’histoire du
pays-basque a-t-elle changé ?» (0=Très défavorable à 14=Très favorable), nous ob-
tenons le classement Etiquette<Audio-guide<M.A.R.T.S. En revanche, le degré
d’accord entre les sujets n’est que de 33.7%. Les rangs moyens nous indiquent que
le désaccord porte sur Etiquette et Audio-guide. L’examen des moyennes nous in-
dique cependant que les sujets accordent l’amélioration de leur perception de l’art
et de l’histoire basque à M.A.R.T.S et à l’Audio-guide.
La question 2 (Q2) porte essentiellement sur le sentiment d’avoir appris quelque
chose de nouveau. Suite aux réponses des visiteurs, nous obtenons le classement
Etiquette<Audio-guide<M.A.R.T.S. Cependant, le degré d’accord entre les sujets
est de 12.6 %. En regardant les rangs moyens, on remarque que le désaccord porte
surtout sur Etiquette et Audio-guide. Les moyennes permettent de voir une légère
supériorité de l’Audio-guide par rapport à l’Etiquette et que les trois systèmes per-
mettent au visiteur d’apprendre de sa visite. Toutefois, tous ont jugé M.A.R.T.S
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Figure 4.4.4 – Degré d’accord entre les différents sujets sur le classement des
systèmes
être très favorable à l’apprentissage au musée.
La question 3 (Q3) traite plutôt du degré de surprise éprouvé quant à l’utilisation
de l’un ou l’autre des trois systèmes. À la question : « L’exposition vous a-t-elle
surprise ?» (0=Très décevante 14=Très exceptionnelle), nous obtenons là encore
le classement Etiquette<Audio-guide<M.A.R.T.S. Cependant le degré d’accord
est seulement de 17.2%. En examinant de plus près les rangs, nous voyons que
le désaccord porte surtout sur Etiquette et Audio-guide. Toutefois, les moyennes
montrent que l’Audio-guide a été mieux noté que l’Etiquette. On peut également
remarquer que les sujets s’accordent sur le fait que M.A.R.T.S rend l’exposition
plus saisissante. Cela est certainement à mettre en relation avec la réalité augmen-
tée ; les sujets n’étant pas habitués à l’utilisation de cette technologie, ont souvent
montré leur surprise quand à la combinaison du virtuel à la scène réelle.
La question 4 (Q4) concerne l’activité post-visite des sujets. Quand nous leur
avons demandé : « Est-ce que vous envisagez effectuer des recherches à propos de
l’art et de l’histoire du pays-basque ? » (0=Pas du tout à 14=Très certainement),
nous obtenons le classement Audio-guide < Etiquette <M.A.R.T.S. avec un de-
gré d’accord de 36%. L’examen des rangs montre que le degré du désaccord porte
sur les trois outils de médiation. Les moyennes expriment que les trois systèmes
peuvent inciter de manière égale les visiteurs à effectuer des recherches concernant
les thématiques du musée.
À la question 5 (Q5) : «Vous sentez-vous capables de reconnaître certains sym-
105
Chapitre 4 Système M.A.R.T.S : Mobile Augmented Reality Touring System
(Conception et Expérimentation)
boles et motifs de l’art du pays-basque ? » (0=Pas du tout à 14=Tout à fait),
nous obtenons le classement Etiquette<Audio-guide<M.A.R.T.S. La valeur d’ac-
cordance (W) étant très proche de 43%, ne permet donc de rien conclure quant
à l’accord entre les sujets. En se penchant sur les rangs et les moyennes, nous
pouvons déduire que les visiteurs estiment acquérir le même degré de compétences
avec l’un ou l’autre des trois systèmes expérimentés.
A la question 6 (Q6) : « Est-il facile de faire le lien entre les indications du
moyen de médiation et l’œuvre d’art ? » (0=Très difficile à 14=Très facile), nous
obtenons le classement Etiquette<Audio-guide<M.A.R.T.S. avec un degré d’ac-
cord de 73.7%. En se penchant sur les rangs et les moyennes, on déduit une large
supériorité de M.A.R.T.S et de l’Audio-guide. Avec ces deux systèmes, le visiteur
peut se placer devant l’œuvre d’art et donc pourra plus facilement faire le lien entre
les commentaires audio et celui-ci. D’un autre côté, la différence entre M.A.R.T.S
et Audio-guide renvoie surtout à l’efficacité de la désignation assurée par notre pa-
radigme d’interaction « Sélection ». Ce résultat illustre parfaitement l’utilité des
modes de communication basés sur l’image.
La question 7 (Q7) concerne la facilité de l’acquisition des informations commu-
niquées par l’outil expérimenté. Nous avons demandé aux participants : « L’ac-
quisition des informations est-elle facile ou difficile ? » (0=Très difficile à 14=Très
facile). Nous obtenons donc le classement Etiquette<Audio-guide<M.A.R.T.S avec
un degré d’accord de 5%. Les rangs moyens et les moyennes montrent l’infériorité
de l’Etiquette en comparaison avec Audio-guide et M.A.R.T.S. Le désaccord porte
essentiellement sur ces deux derniers outils étant donné que les deux se basent
essentiellement sur les commentaires audio. Ce résultat montre que les sujets pré-
fèrent écouter les descriptions relatives à l’œuvre d’art plutôt que de les lire.
La question 8 (Q8) traite plutôt du degré du confort ressenti avec chaque sys-
tème. À la question : « Quel confort d’utilisation avez-vous ressenti ? » (0=Très in-
confortable 14=Très confortable), nous obtenons le classement Etiquette<M.A.R.T.S<Audio-
guide. Cependant le degré d’accord est seulement de 17.2%. En examinant de plus
près les rangs et les moyennes, nous voyons que le désaccord porte surtout sur
M.A.R.T.S et Audio-guide. Le confort d’utilisation ressenti n’est pas à remettre
en cause avec ces deux derniers. Toutefois, tous ont jugé Etiquette très peu confor-
table à utiliser. Cela est certainement à mettre en relation avec le fait que les
utilisateurs se trouvent parfois obligés de se déplacer entre l’Etiquette et l’oeuvre
d’art afin de pouvoir faire le lien entre les descriptions et celui-ci.
Enfin, à la question 9 (Q9) : « Quel niveau de stress avez-vous ressenti pour
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chaque mode de médiation ? » (0=Très faible à 14=Très fort), le classement est
M.A.R.T.S <Audio-guide<Etiquette avec un degré d’accord de 23%. Nous remar-
quons d’après les données statistiques que le désaccord porte sur l’Etiquette et
l’Audio-guide qui, sans pouvoir les départager, ont été jugé comme n’induisant
pas un niveau de stress important. Il est aussi à noter que les trois systèmes ont
été considéré très peu stressants.
4.4.2.3 Discussion des résultats obtenus
Les premiers résultats semblent montrer que statistiquement parlant, il n’y a
pas de différence significative en termes de nombre de réponses correctes concer-
nant les objets exposées, et ce malgré un gain apparent en faveur de M.A.R.T.S
(9% en comparaison avec l’Etiquette et 6% en comparaison avec l’Audio-guide).
Ce résultat peut être mis en balance avec le nombre de participants impliqués
dans l’expérimentation. Plus l’effectif (ou le nombre de degrés de liberté) est petit,
plus la variance sans biais est incertaine. Néanmoins, les sujets ont été sélectionnés
pour leur représentativité et ces premiers résultats nous permettent de dégager une
première tendance. Ceci est conforme avec les résultats des questions 5 et 2 qui
montrent que les visiteurs ont l’impression d’acquérir de nouvelles connaissances
et compétences de la même manière avec l’un ou l’autre des trois systèmes.
Toutefois, nous avons observé une disposition favorable des sujets à utiliser
l’Audio-guide et M.A.R.T.S. Ceci se manifeste surtout par les réponses des su-
jets en ce qui concerne la facilité d’acquisition d’informations (question 7). En
effet, dans le cas de ces deux systèmes, les utilisateurs ont fortement apprécié le
fait d’écouter les descriptions relatives à l’œuvre d’art au lieu de les lire (cas de
l’Etiquette). Néanmoins, une différence entre les deux persiste sur les classements
se rapportant surtout à la question 6. En fait, dans la majorité des cas, nous avons
eu des remarques sur le fait qu’il est plus facile avec M.A.R.T.S de repérer les
éléments de l’œuvre d’art référencés par les commentaires audio. Ceci est à mettre
en rapport directement avec notre paradigme d’interaction « Sélection » permet-
tant de référencer les zones d’intérêt sur l’œuvre d’art et donc de faire facilement
le lien avec la réalité. Dans le cas de l’Audio-guide, il faut alors faire l’effort de
bien chercher sur l’œuvre d’art afin de faire le lien avec les commentaires audio, ce
qui a souvent été difficile pour les visiteurs. Il est aussi à noter que l’utilisation de
la RA grâce à nos paradigmes « Documentation » et « Sélection » a suscité des
sentiments de surprise (question 3) chez la majorité des participants qui se sont
montrés très impressionnés par celle-ci. Ces derniers ont jugé l’exposition être plus
saisissante grâce à la RA.
Par ailleurs, nous avons relevé beaucoup de remarques concernant M.A.R.T.S
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et se rapportant à l’ergonomie de l’Audio Bone. La non-immersivité de ce type
de casque a été beaucoup apprécié par les utilisateurs conservant ainsi la possi-
bilité de converser avec leurs compagnons. En revanche, malgré un poids égal à
117 grammes, Samsung SII semble être lourd pour les visiteurs. Ces derniers ont
exprimé vouloir le garder dans leur poche (comme ce qu’ils ont fait avec l’Audio-
guide) pendant qu’ils écoutaient le discours du guide humain virtuel, et ne le
pointait vers l’objet exposé que lorsqu’il s’agit d’afficher les paradigmes « Sélec-
tion » et « Documentation ». Nous pouvons donc conclure que pour améliorer
le confort d’utilisation ressentie avec M.A.R.T.S, la simulation de coprésence du
guide humain peut être réduite à l’aspect conversationnel.. Ce constat est conforme
aux résultats de la question 8 dans laquelle les sujets ont jugé l’Audio-guide plus
confortable à utiliser que notre système M.A.R.T.S.
Conclusion
Dans ce chapitre, nous avons présenté le système M.A.R.T.S. Ce système est
une implémentation matérielle et logicielle de la proposition de fonctionnement
d’un système d’assistance à la visite au musée que nous avons énoncée au chapitre
précédent. Nous proposons donc ici un système de médiation respectant les prin-
cipes du modèle contextuel de Falk [Falk 05] pour l’apprentissage au musée.
Durant nos travaux, nous avons été en mesure d’étudier la pertinence de M.A.R.T.S
en tant qu’interface permettant de décrire les objets exposés au visiteur. Plus pré-
cisément, nous avons pu expérimenter le principe da la simulation de la présence
d’un guide humain et de nos paradigmes « Sélection » et « Documentation ». Ceci
est dans le but d’estimer leurs implications sur l’expérience d’apprentissage au
musée.
À travers des tests utilisateurs, nous avons constaté qu’employer les paradigmes
« Sélection » et « Documentation » pouvait faire gagner environ 9% en termes
de rétention d’informations en comparaison avec l’Etiquette et 6% en comparai-
son avec l’Audio-guide. Nous avons aussi prouvé que ces paradigmes permettent
de faciliter l’acquisition d’informations. En outre, il était plus simple au visiteur
d’établir le lien entre les descriptions et l’œuvre exposée grâce au mécanisme de
désignation basée image « Sélection ». Nous devons cependant poursuivre nos ex-
périmentations sur un échantillon plus important d’utilisateurs pour que le résultat
soit statistiquement plus significatif.
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Partie 2
« The art of progress is to
preserve order amid change
and to preserve change amid
order. »"
(Alfred North Whitehead)

Chapitre 5
M.A.R.T.S : Vers un Système de
RAM pour la visite guidée à
l’extérieur
Introduction
A l’instar de la ville de Bayonne, les villes et pays d’arts et d’histoires sont riches
en monuments historiques. Les immeubles en constituent une grande partie 1 . De
ce fait, plusieurs sorties touristiques sont organisées à l’extérieur afin de décou-
vrir ce genre de patrimoine historique. Dans cette optique, nous nous intéresserons
dans ce chapitre à comment créer une visite guidée permettant d’inciter le touriste
à apprendre de son activité.
De plus, à l’extérieur se pose le problème de mobilité ; le touriste doit pouvoir
atteindre un point d’intérêt dans un environnement méconnu. Comment le tou-
riste peut être guidé de telle sorte que sa visite soit la moins gênante possible ?
Quel mode utiliser pour la navigation afin que le touriste puisse garder toute son
attention sur l’environnement qui l’entoure et donc laisser plus de place pour la
découverte et l’apprentissage ?
1. Les immeubles protégés au titre des monuments historique sont de l’ordre de 44 236 monu-
ments, selon les statistiques de 2012 : http ://www.data.gouv.fr/fr/dataset/liste-des-immeubles-
proteges-au-titre-des-monuments-historiques
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5.1 Visite guidée à l’extérieur
A travers la découverte des lieux, la rencontre des monuments historiques 2 fait
apparaître une dimension de l’apprentissage qui semble relever d’une confrontation
à la réalité. Cette dimension d’apprentissage immédiat est évidente et est appré-
ciée par les touristes [Brougère 12]. Ceci s’inscrit dans le cadre d’une expérience
d’apprentissage tel que mise en avant par Van Winkle et al. [Van Winkle 12]. Ce-
pendant, à l’extérieur, s’ajoute le problème de la mobilité. En effet, le touriste doit
se déplacer de sa localisation vers le point d’intérêt, qui est dans notre cas un im-
meuble patrimonial. Comme on peut le relever dans les travaux de Reitmayr et al.
[Reitmayr 04], un système numérique de visite guidée à l’extérieur doit accomplir
deux fonctions principales : la recherche d’itinéraire 3 et l’apport d’informations
concernant le point d’intérêt.
Comme le fait remarquer Van Winkle et al. [Van Winkle 12], l’apprentissage
dans le tourisme se fait grâce à des opportunités planifiées et d’autres non pla-
nifiées. Ainsi, afin de permettre à l’utilisateur de se focaliser sur l’environnement
extérieur et donc laisser plus de place à l’apprentissage, nous suggérons de rendre
transparente la fonction de navigation. Ceci veut dire que l’utilisateur se laissera
guider par les instructions de navigation tout en gardant son attention sur son
environnement. Les sens visuel et auditif étant les sens dominants pour l’indi-
vidu 4[Nagel 04], nous proposons donc d’utiliser la modalité haptique pour trans-
mettre à l’utilisateur des informations de direction lui permettant d’atteindre sa
destination. De plus, contrairement aux autres sens, la modalité haptique n’est
pas vite surchargée et peut être fortement exploitée pour des usages autres que la
navigation. L’implémentation de la fonction de navigation sera donc détaillée plus
loin dans ce chapitre.
5.2 La navigation
Comme expliqué dans la première section de ce chapitre, nous avons eu recours à
la modalité haptique afin de ne pas obstruer les sens auditif et visuel. Ces derniers
considérés comme les sens dominants de l’individu [Nagel 04] seront donc exploiter
afin d’apporter de nouvelles connaissances au touriste. Dans cette optique, nous
avons mis en place un système de RA haptique, nommé HaptiNav [Ghouaiel 13a],
2. Nous nous intéressons dans cette partie de mémoire aux immeubles patrimoniaux.
3. Ce terme est une traduction de l’expression anglaise « wayfinding ».
4. Nagel affirme que la vue et l’ouïe constituent les sens les plus élevés de l’être humain. Ces
deux sens sont séparés l’un de l’autre et des autres sens. En revanche, ils existent des transitions
possibles entre le reste des sens, appelés « sens faibles ».
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que nous détaillons dans les sections suivantes. HaptiNav illustre le concept d’aug-
mentation haptique AH, référencé dans la thèse de Bayart [Bayart 07]. En fait, il
utilise la modalité haptique pour transmettre à l’utilisateur des informations de
direction.
5.2.1 Principe
Conception de l’interface haptique
La figure 5.2.1 met en avant trois prototypes possibles pour notre système vibro-
tactile HaptiNav, d’aide à la navigation piétonne. Le premier prototype montre la
tablette tactile, un système conçue pour être posé sur la paume de la main. Yang et
al. [Yang 10] proposent une tablette tactile composée de 12 panneaux dont chacun
contient un moteur vibreur « tactor ». Leur tablette tactile contient 12 vibreurs
disposés suivant une matrice de 4 lignes et de colonnes. Afin de transmettre à
l’utilisateur une information spatio-directionnelle, le système T-mobile [Yang 10]
combine trois vibreurs. Par exemple, ce système actionne les vibreurs de la pre-
mière ligne pour indiquer la direction du nord. L’inconvénient majeur de ce proto-
type qu’il occupe l’une des mains de l’utilisateur, l’empêchant donc de se déplacer
mains libres. Le second prototype se base sur un seul vibreur, en l’occurrence, le
vibreur intégré au téléphone mobile. Le système Pocket Navigator citePielot :2010
[PocketNavigator 10] utilise ce prototype, il code la direction que l’utilisateur doit
suivre en différents modèles de vibration appelés tactons. L’approche présentée
dans Pocket Navigator utilise trois tactons différents pour indiquer à l’utilisateur
de continuer tout droit, tourner à droite, tourner à gauche ou s’arrêter. Comme le
montre la figure 5.2.2, le système traduit l’action de continuer tout droit par deux
courtes vibrations, l’action de tourner à gauche par une longue vibration suivie
par une courte, l’action de tourner à droite par une courte vibration suivie par une
longue et l’action de faire un demi-tour par trois courtes impulsions.
Nous avons exclu ce dernier prototype, mono-vibreur, puisque Sonja et al. [Salisbury 04]
soulignent que Pocket Navigator engendre beaucoup d’erreurs de navigation. En
outre, il induit une charge mentale importante, responsable de la diminution de
la vitesse de marche de l’utilisateur. Nous avons choisi de développer le proto-
type de la ceinture vibro-tactile essentiellement en raison de la simplicité d’usage,
de la fiabilité et de du confort de navigation. Il est à noter que, contrairement à
ActiveBelt [Tsukada 04], notre système contient uniquement quatre vibreurs. Ces
derniers sont disposés comme le montre la figure 5.2.1, un de chaque côté de la
ceinture, un devant et un derrière. Les vibreurs de devant, de gauche, de droite et
de derrière indiquent respectivement qu’il faut aller tout droit, aller à gauche, aller
à droite et rebrousser chemin. Quand le système déclenche deux vibreurs, c’est la
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Figure 5.2.1 – Prototypes possibles
Figure 5.2.2 – Schéma tactile de Pocket Navigator citePielot :2010
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direction entre les deux qu’il faut prendre.
Algorithme
Nous conseillons au lecteur souhaitant obtenir un complément d’information
sur les fichiers KML, de consulter l’annexe A.
Voici un exemple de requête google maps : http://maps.google.com/maps?f=
d&hl=en&saddr=4000,1000&daddr=4020,1030&ie=UTF8&0&om=0&output=kml
Le paramètre « saddr » contient les coordonnées GPS de la position présente de
l’utilisateur et le paramètre « daddr » contient les coordonnées GPS de la desti-
nation.
Le changement d’orientation OT , signifie l’angle avec lequel il faut tourner pour
passer de l’orientation courante à l’orientation désirée. Il est obtenu en calculant
la différence entre OD et OC.
OT = OD –OC (5.2.1)
Puisque 0 <= OD < 360 et 0 <= OC < 360, nous avons donc −360 <
OT < 360. Par la suite, deux cas peuvent se présenter ; le premier cas est quand
l’utilisateur doit se déplacer dans le sens des aiguilles d’une montre (0 <= OT <
360), le deuxième cas est quand l’utilisateur doit se déplacer dans le sens contraire
aux aiguilles d’une montre (−360 < OT < 0). Ces deux cas sont illustrés par la
figure 5.2.3.
Figure 5.2.3 – Changement d’orientation
Le signe de la différence d’orientation, OT , détermine le sens de déplacement et
donc le vibreur à déclencher.
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5.2.2 Implémentation
Comme le montre la figure 5.2.4, le prototype matériel de notre système Hapti-
Nav est constitué d’un Smartphone de type Galaxy S2 fonctionnant sous Android,
d’une carte électronique de type Arduino BT [ArduinoBT 11] et d’une simple
ceinture sur laquelle on a fixé 4 vibreurs. Arduino BT est une carte Arduino avec
le module bluetooth intégré, permettant ainsi la communication sans fil avec le
Smartphone. Pour implémenter la partie applicative du système, déployée sur le
mobile et sur la carte, nous avons utilisé les SDKs Android et Arduino. Nous
nous sommes servis d’Arduino et d’Android pour développer respectivement l’ap-
plication installée sur la carte électronique et celle installée sur le Smartphone.
L’application de la carte électronique permet de contrôler les vibreurs et le mi-
crocontrôleur. Cependant, l’application du Smartphone permet de localiser l’utili-
sateur et calculer son trajet. Pour faire communiquer les deux applications, nous
nous sommes appuyés sur l’interface logicielle Amarino, développée dans le cadre
du projet « Android meet Arduino » [Amarino 10]. Ce projet a vu le jour au sein
de l’université de Klagenfurt en Autriche.
Le schéma ci-dessous met en relief la structure de la partie applicative de notre
système. Comme expliqué auparavant, la partie applicative du système est scindée
en trois modules à savoir le module Smartphone, le module Carte et le module de
communication Smartphone-Carte.
Une fois que l’utilisateur fait entrer l’adresse de sa destination, l’application mo-
bile interroge le serveur google maps sur l’itinéraire à suivre. Ce dernier retourne
l’itinéraire requis sous forme de fichier KML. Par la suite, l’application mobile
permet de localiser et de guider, en permanence, l’utilisateur. En effet, il s’agit au
début de calculer sa position GPS afin de trouver le point repère le plus proche.
Nous remarquons que l’itinéraire décrit par le fichier KML comporte plusieurs
points repères. Chaque point repère est caractérisé par sa position GPS et par son
orientation.
Ensuite, l’application mobile calcule la différence d’orientation entre l’utilisa-
teur et le point repère en question. En plus, elle envoie l’angle, représentant la
différence d’orientation, à l’application téléchargée sur la carte électronique. L’ap-
plication mobile communique l’angle calculé à la carte, via Bluetooth 2.0, en uti-
lisant le module Smartphone-Carte basé sur la bibliothèque logicielle Amarino
[Amarino 10]. Enfin, l’application détermine le(s) vibreur(s) correspondant(s) à la
116
5.2 La navigation
Figure 5.2.4 – Prototype matériel d’HaptiNav
Figure 5.2.5 – Ceinture vibro-tactile
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Figure 5.2.6 – Structure de la partie applicative de système
direction transmise, permettant de l(es)’activer. Cette boucle continue jusqu’à la
fin de l’application.
Figure 5.2.7 – HaptiNav
5.2.3 Etude Expérimentale
Nous pouvons comparer notre système, décrit dans les sections précédentes, à
d’autres existants. Nous avons omis volontairement le travail de Lin et al. [Lin 08]
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vu que le système y proposé ne permet de communiquer que deux directions,
gauche et droite. Nous avons choisi de comparer notre système avec la version
mobile de l’application Google Maps, en mode audio, très connue du grand public.
De plus, nous avons comparé HaptiNav à l’application Pocket Navigator [Pielot 10]
[PocketNavigator 10], fonctionnant en mode vibro-tactile.
Protocole
Dans la présente étude expérimentale, nous avons été amenés à conduire trois
expérimentations, dans lesquelles nous avons fait varier le mode de navigation. Les
expérimentations en question, ont eu lieu à la technopole Izarbel, lieu dans lequel
se situe l’ESTIA. En effet, la première consiste à utiliser l’application Google Maps,
lancée en mode audio. La deuxième consiste à naviguer avec le mode vibro-tactile
en utilisant HaptiNav. La dernière utilise le système Pocket Navigator, fonction-
nant également en mode vibro-tactile. Au cours des trois expérimentations, nous
avons gardé le même trajet, illustré par la figure 5.2.8, étant donné que chaque
sujet ne participe qu’à une seule expérimentation.
Figure 5.2.8 – Trajet emprunté lors des expérimentations
Lors d’un test, le sujet est suivi par un expérimentateur, chargé de gérer le
tableau de bord. Il est interdit pour le participant, de regarder l’écran du Smart-
phone et de poser des questions à l’expérimentateur. Le sujet doit marcher avec
sa vitesse habituelle. Aucune phase d’apprentissage ne précède la phase du test.
Participants
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36 personnes non rémunérés, dont 18 femmes et 18 hommes ont participé à la
l’étude expérimentale. Ce sont en général, des étudiants, des stagiaires ou des em-
ployés de l’école supérieure ESTIA. Leurs âges varient de 22 ans à 39 ans (moyenne
=30.5).Ils sont divisés en trois groupes, chaque groupe est formé de 12 personnes.
Chacun des groupes participe respectivement à la première, deuxième et troisième
expérimentation. Il est à noter qu’aucun des sujets n’est impliqué dans les tra-
vaux de recherche présentés dans ce mémoire. Tous les participants ont déjà utilisé
un plan géographique, et 23 sur 24 parmi eux, ont l’habitude d’utiliser les sys-
tèmes de navigation électroniques, tels que Tom-tom. Il existe deux sujets qui ne
sont jamais rendu sur le lieu de l’étude expérimentale, néanmoins, les autres le
connaissent déjà. En revanche, le fait de connaître ce lieu ne présente aucune im-
portance, étant donné que les sujets ne peuvent connaître la destination avant la
fin de l’expérience.
Etude Quantitative
Les résultats de l’étude expérimentale montrent que chacune des trois techniques
de navigation peut acceptablement être utilisée pour la navigation piétonne. La
figure 5.2.9 illustre le nombre d’erreurs de navigation ainsi que le nombre d’événe-
ments de désorientation qui ont eu lieu. Nous précisons au lecteur que l’expérimen-
tateur enregistre une erreur de navigation, quand le sujet ne suit pas la direction
indiquée par le système de navigation, au niveau d’un point repère. Un point repère
est schématisé par une flèche bleue, au niveau de la figure 5.2.8. En outre, l’expé-
rimentateur note un évènement de désorientation, quand le sujet s’arrête plus de
10 secondes, ou quand il annonce à l’expérimentateur qu’il est confus. Suite à une
erreur de navigation ou à un événement de désorientation, le sujet est redirigé vers
la bonne direction.
Le diagramme schématisé par la figure 5.2.9, montre le nombre d’erreurs de
navigation et le nombre d’événements liés à la désorientation des trois groupes
de participants, par rapport aux trois systèmes étudiés. Nous pouvons en déduire
qu’HaptiNav et Google Maps, ont des nombres d’erreurs très proches, respective-
ment 29 et 27. En revanche, les désorientations ont eu lieu presque deux fois plus
souvent avec Google Maps. De plus, les évènements de désorientation se sont pro-
duits presque trois fois plus souvent avec Pocket Navigator en comparaison avec
HaptiNav.
Il est important de souligner que certaines erreurs de navigation survenues avec
HaptiNav et Pocket Navigator, se rapportent à une mauvaise analyse mentale du
signal vibro-tactile. En plus, nous remarquons que les trois systèmes sont soumis
aux imprécisions engendrées par le système GPS et par la centrale inertielle.
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Figure 5.2.9 – Erreurs et désorientations
La figure 5.2.10 met en avant la comparaison des moyennes d’erreurs entre les
trois groupes. Le plus petit nombre d’erreurs enregistré pour HaptiNav est 0. Ce-
pendant, le plus petit nombre d’erreurs enregistré pour Pocket Navigator est 4.
Figure 5.2.10 – Diagramme de moyenne d’erreurs
Etant donné que le test d’ANOVA donne une valeur de p 5 égale à 0.6641
(p = 0.6641 > 0.5), cela nous permet de conclure qu’il n’existe pas de différence
entre les moyennes d’erreurs de la première et de la deuxième expérience. Nous
pouvons donc en déduire que les performances de HaptiNav sont proches de celles
de Google Maps Audio. En plus, le test d’ANOVA donne une valeur de p égale
à 0,0001 (p = 0, 0001 < 0, 5) pour la deuxième et la troisième expérience, ce qui
nous permet de déduire qu’ HaptiNav est meilleur que Pocket Navigator, dans le
5. valeur de probabilité comprise entre 0 et 1
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sens où il permet de réduire les erreurs de navigation.
La figure 5.2.11 suivante met en relief la comparaison des moyennes des évé-
nements de désorientation entre les trois groupes étudiés. Puisque la valeur de
p (p = 0.0014 < 0.05) est en dessous du seuil significatif de 0.05, cela permet de
conclure qu’il existe une différence significative entre HaptiNav et Google Maps.
En conséquence, nous pouvons affirmer qu’ HaptiNav est plus performant que
Google Maps en termes des événements de désorientation enregistrés au cours de
la navigation. En outre, le test de l’ANOVA met en évidence une différence si-
gnificative entre Google Maps et Pocket Navigator (p = 0.0028 < 0.05). Ainsi, il
est évident que le système Pocket Navigator induit plus de désorientations que le
système Google Maps.
Figure 5.2.11 – Diagramme de nombre des désorientations
Etude qualitative
Dans la présente étude qualitative, nous avons été amenés à utiliser le test Nasa
TLX «Task Load Index » 1.0 [Center 86], permettant d’estimer d’une manière
subjective la charge induite par l’expérimentation. Le test Nasa TLX se base sur
six facteurs pour mesurer la charge : la charge mentale « mental demand », la
charge physique « physical demand », la charge temporelle « tempral demand »,
la performance, l’effort et la frustration.
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Nous conseillons au lecteur souhaitant obtenir un complément d’information
sur le test Nasa TLX, de consulter la référence suivante : [Center 86].
Chaque sujet est invité à évaluer, en attribuant une note de 0 à 20, le système
étudié par rapport à chaque facteur. Aucune différence significative n’est détectée
entre HaptiNav et Google Maps Audio en termes de charge physique, de charge
temporelle et de performance (p = 0, 68 > 0, 05). Néanmoins, l’analyse statis-
tique de la charge mentale, de la frustration et de l’effort, fournit des valeurs de
p inférieures à 0,5, pour le système HaptiNav, quand ce dernier est comparé à
Google Maps et à Pocket Navigator. Ces résultats permettent de mettre en évi-
dence l’avantage de HaptiNav par rapport aux deux autres systèmes. En outre,
les résultats obtenus montrent que la charge mentale notée pour HaptiNav est en
moyenne égale à 4,5 points, ce qui explique la valeur basse de la frustration induite
par ce système. Nous précisons au lecteur que la charge mentale relative à Hapti-
Nav, permet de traduire l’effort mental que met le participant pour interpréter le
signal transmis par ce système. Contrairement à HaptiNav, Pocket Navigator est
classé avec le plus haut niveau de frustration, qui est de 17,84 points.
Nous avons posé la question suivante au deuxième groupe de personnes ayant
utilisé HaptiNav : Accepteriez-vous d’utiliser notre système pour trou-
ver votre destination dans une ville que vous visitez pour la première
fois ? 41% des participants ont répondu par non, ce qui signifie que 5 sujets sur
12 interrogées, refusent de porter notre interface haptique lors de la visite d’une
ville pour la première fois. Ces participants expliquent qu’ils ne souhaitent pas
porter une ceinture en ville parce qu’ils ne veulent pas se faire remarquer par les
autres piétons. Ils suggèrent que ce système pourrait être plus petit. Nous avons
posé la question suivante au troisième groupe ayant participé à l’expérience de
navigation avec Pocket Navigator) : Accepteriez-vous d’utiliser le système
Pocket Navigator pour trouver votre destination dans une ville que
vous visitez pour la première fois ? Plus de 80% précisent qu’ils n’acceptent
pas parce Pocket Navigator est très imprécis. Nous avons posé la question suivante
au premier groupe ayant à l’expérience de navigation avec Google Maps Audio :
Accepteriez-vous d’utiliser Google Maps Audio pour trouver votre des-
tination dans une ville que vous visitez pour la première fois ? Plus de
80% ont dit qu’ils sont en mesure d’utiliser Google Maps Audio à moins qu’il soit
activé, en plus, en mode graphique.
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Discussion
Les résultats obtenus confirment que le système HaptiNav peut être utilisé pour
la navigation, en mode haptique, mains libres et yeux libres. Nous considérons que
l’amélioration de la qualité de navigation, dépend de l’amélioration de l’intensité
des vibrations dans le deuxième prototype de système HaptiNav. En effet, les
participants remarquent que les vibrations sont difficiles à distinguer lorsque la
ceinture du système est portée au-dessus de vêtements épais. Ce fait explique
l’occurrence de certaines erreurs de navigation qui ont eu lieu avec HaptiNav. Vu
que certains participants disent qu’ils refusent de porter HaptiNav à cause de la
ceinture, nous prévoyons donc de la remplacer par un bracelet qui peut être porté
autour du poignet, dans le deuxième prototype de notre système.
5.3 M.A.R.T.S en environnement urbain
Contrairement au contexte particulier du musée, on ne peut pas trouver actuel-
lement en littérature de modèle contextuel décrivant l’expérience d’apprentissage
à l’extérieur. Néanmoins, comme nous l’avons vu à la section précédente plusieurs
auteurs mettent en exergue l’existence d’une telle expérience.
Comme nous l’avons vu dans le troisième chapitre de ce mémoire, la repré-
sentation de l’information peut prendre trois formes à savoir : le mode iconique,
symbolique et énactif [Bruner 60]. Selon ce même auteur, l’individu tend à privi-
légier pour l’apprentissage, l’un et/ou l’autre des trois modes selon ses choix, ses
préférences, ses habitudes et encore selon la situation dans laquelle il se trouve.
La coexistence de ces trois modes de représentation de l’information s’avère donc
primordiale afin de rendre compte des différents styles d’apprentissage de touristes.
Partant de ce constat, nous avons conçu notre système M.A.R.T.S qui a été expé-
rimenté dans le cadre de visite guidée au musée. De ce fait, si l’on procède à un
raisonnement par analogie, à l’extérieur, un immeuble patrimonial peut être assi-
milé à une œuvre d’art. Tout comme les œuvres d’arts au musée, les immeubles
historiques possèdent leurs caractéristiques historiques, civils, architecturales et
subissent au cours des âges plusieurs dégradations. Dans cette optique, nos propo-
sitions précédemment évoquées, peuvent lors d’une visite guidée à l’extérieur, se
présenter comme suit : :
— Guide humain virtuel : l’idée d’une exploration guidée, par l’intermédiaire
d’un guide touristique par exemple, semble être intéressante pour tout l’en-
gagement qu’elle éveille chez le touriste [Brougère 12]. Ce moyen permet de
mobiliser les touristes et donc leur offre la possibilité d’acquérir de nouvelles
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connaissances. Dans cette optique, en l’absence d’un guide touristique (per-
sonne humaine), employer un guide humain virtuel pour simuler la présence
de celui-ci, nous paraît être fortement utile. A l’instar d’un guide touris-
tique, un guide humain virtuel pourrait propulser l’apprentissage mobilisée
par l’activité touristique. Afin d’appuyer le discours du guide humain virtuel,
nous proposons de faire appel à nos paradigmes d’interaction présentées à la
première partie de cette thèse, à savoir : la « Documentation », la « Recons-
truction » et la « Sélection ».
— La « Documentation » : il nous est donné grâce à la réalité augmentée de
pouvoir afficher un texte virtuel renseignant par exemple le nom du bâtiment,
la date de sa création, le nom de l’architecte, le style architectural. . .
— La « Reconstruction » : grâce à la réalité augmentée, nous avons la pos-
sibilité de reconstruire en 3D un bâtiment dégradé. En effet, nous pouvons
ajouter des éléments virtuels au visiteur de manière à faire apparaitre à quoi
ressemblait le bâtiment dans son état original.
— La « Sélection » : ce paradigme d’interaction pourrait être utilisé afin de
montrer au touriste des parties spécifiques du bâtiment renvoyant à un cer-
tain ordre architectural ou incarnant certains symboles.
Nous faisons remarquer au lecteur que cette partie du mémoire fait l’objet de nos
actuels travaux. Nous avons toutefois commencé à réfléchir sur certains aspects
de la mise en œuvre de M.A.R.T.S à l’extérieur. Il est à noter que les immeubles
historiques présentent des spécificités géométriques très différentes de celles des
œuvres d’art au musée. Par la suite, la méthode de reconnaissance 2D intégrée
au composant reconnaissance du système M.A.R.T.S, ne peut être utilisée pour
les bâtiments. De ce fait, nous avons été amenés à travailler sur la reconnaissance
automatique des bâtiments. Ceci est présenté en détail dans la section suivante.
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Comme nous l’avons pu voir au chapitre précédent, les points d’intérêts sont
sensibles aux faux appariements. Ce phénomène s’accentue d’ailleurs en présence
d’occultation qui est une situation courante en milieu urbain. Par ailleurs, les
bâtiments présentent des structures régulières constituées généralement de seg-
ments de droites. De ces faits, plusieurs travaux en vision par ordinateur se sont
orientés vers une reconnaissance de bâtiments basée sur les segments de lignes
[Li 09][Li 02][Trinh 07].
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5.4.1 Algorithme
L’algorithme de reconnaissance de bâtiments que nous présentons dans cette
section, s’appuie également sur les segments de lignes droites. Cet algorithme se
scinde en trois étapes : l’alignement, la représentation et la mesure de similarité.
Ces étapes sont expliquées aux sections suivantes.
Au début, l’algorithme procède à l’alignement de l’image test avec l’image mo-
dèle. Ensuite, il calcule les points de fuite dans l’image rectifiée. Si le nombre
des points de fuite détectés est nul ou égal à 1, celle-ci est rejetée 6. Dans le cas
contraire, l’algorithme procède à la construction des modèles de lignes (section
5.4.5) relatives à l’image alignée (rectifiée) et à l’image modèle. Enfin, l’algo-
rithme estime le dégrée de similarité des ces dernières via la mesure de Hausdorff
[Huttenlocher 93]. L’algorithme 5.1 décrit en détail les étapes de notre méthode.
5.4.2 Géométrie des points et des lignes de fuite
Dans le monde réel, deux droites sont dites parallèles, si elles n’ont aucun point
commun ou si elles sont confondues. Elles se rencontrent au niveau d’un point,
imaginaire, jamais atteint, situé à l’infini. Dans une image, les représentations de
deux droites parallèles se croisent, d’une façon finie ou infinie, au niveau d’un seul
point, appelé point de fuite.
En dessin, les artistes emploient les points de fuite dans leurs dessins, afin de
leur aider à dessiner en perspective. En vision par ordinateur, les points de fuite
contiennent des informations importantes, pouvant être utilisés par exemple, pour
la calibration de la caméra et le suivi du mouvement. Dans cette optique, plusieurs
travaux [Elloumi 12] [Pflugfelder 05] [Caprile 90] ont proposé des techniques s’ap-
puyant sur les propriétés des points de fuite, dans le but de déterminer les para-
mètres intrinsèques et extrinsèques de la caméra. La géométrie relative aux points
de fuite est illustrée par la figure 5.4.1.
Les trois points de fuite (vx, vy, vz) représentent dans le plan image (Z = 1)
les intersections suivant les trois axes X, Y et Z d’un système de coordonnées
cartésiennes en trois dimensions, dont le centre du repère est le point C.
De même qu’un point de fuite est l’ensemble de convergence d’un ensemble de
droites parallèles, une ligne de fuite est la droite de convergence d’un ensemble de
plans parallèles. On peut aussi voir une ligne de fuite d’un plan, comme l’ensemble
des points de fuite issus de l’ensemble des droites parallèles appartenant à ce même
6. ce cas décrit un échec du processus d’alignement
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Algorithme 5.1 Principe de l’Algorithme
Entrée
M1..N : Ensemble des images modèles contenues dans la base
T : image test
Sortie
L : Modèle de ligne de l’image
V : nombre de points de fuite
µ : Mesure de Hausdorff
K : indice de l’image modèle correspondante au bâtiment
Algorithme
Pour i de 1 à N faire
Aligner T par rapport à M(i)
V ←Calculer les points de fuite de T
Si (V < 2)
Exit
Sinon
LT←Générer le modèle de ligne de l’image aligné T
L(i)←Générer le modèle de ligne de M(i)
µ←Mesure de Hausdorff (M(i), T )
Si µ ≤ δ
K ← i
Fin Si
Fin Si
Fin Pour
127
Chapitre 5 M.A.R.T.S : Vers un Système de RAM pour la visite guidée à
l’extérieur
Figure 5.4.1 – Géométrie des points de fuite [Kim 06]
plan. Par conséquent, deux plans parallèles possèdent la même ligne de fuite.
D’une façon plus précise, On peut définir une ligne de fuite lv d’un plan pi, comme
étant la droite passant par plusieurs points de fuite, issus de plusieurs groupes de
droites parallèles. Soient vx le point de fuite de deux droites parallèles appartenant
à pi et vy le point de fuite de deux autres droites parallèles (entres elles, mais pas
avec les deux première droites) appartenant elles aussi à pi. Les points vxet vy sont
tous les deux les projetés des points à l’infini situés sur la droite à l’infini issue de
l’intersection de pi et de pi∞. La ligne de fuite lv passe donc par ces deux points et
on a alors lv = vx × vy [Lai 09]. La figure 5.4.2, illustre la ligne lv définie par une
paire de points de fuite. Cette ligne correspond à l’horizon.
5.4.3 Détection des points de fuite
Le calcul de points de fuite a fait l’objet de plusieurs travaux. Les méthodes
proposées diffèrent selon la formalisation mathématique des points de fuite et
donc selon le choix de l’espace de travail : plan image [Cantoni 01] [Rother 00],
plan projectif [Nieto 11] [Nieto 10] ou sphère de Gauss [Barnard 83] [Collins 90]
[Kosecka 02] [Lutton 94]. Contrairement au plan image, la sphère de Gauss et le
plan projectif permettent de traiter simultanément les points de fuite finis et les
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Figure 5.4.2 – Géométrie des lignes de fuite [Lai 09]
points de fuite infinis. La méthode basée sur la sphère de Gauss, a été introduite en
1983 par Barnard [Inkila 05]. L’avantage de cette méthode est de ramener dans un
espace fini tous les points de fuite. Lutton et al. [Lutton 94] adoptent une approche
basée sur la transformée de Hough [Hough 62] afin de calculer les points de fuite.
Les méthodes de calcul de points de fuite existantes, varient aussi selon l’approche
d’estimation adoptée. Plusieurs travaux [Tardif 09] [Antone 00] emploient l’algo-
rithme Espérance-Maximisation (EM) [Dempster 77] pour regrouper et classifier
les lignes qui convergent vers un ou plusieurs points de fuite. Récemment, plusieurs
auteurs [Elloumi 12] [Kalantari 06] [Nieto 10] adoptent des méthodes d’estimation
robustes basées sur RANSAC [Fischler 81]. En général, les méthodes basées sur
RANSAC estiment les points de fuite candidats, en calculant les intersections de
segments de lignes. Ensuite, il s’agit d’ajouter itérativement les segments de lignes
parallèles compatibles avec ces points candidats.
Méthode de détection de points de fuite adoptée
Nous nous sommes appuyés sur l’approche proposée par Nieto et al. [Nieto 10]
pour calculer les points de fuites d’un bâtiment. Nieto et al. [Nieto 10] proposent
une méthode permettant d’estimer simultanément plusieurs points de fuite. Leur
méthode peut fonctionner en temps réel sur des séquences vidéo. La robustesse
de leur méthode revient d’abord au fait qu’il utilisent l’estimateur MSAC (M-
estimator SAmple and Consensus) [Torr 97].
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Nous conseillons au lecteur souhaitant avoir un complément d’information sur
MSAC de consulter le travail de TORR et al. [Torr 97].
En plus, ils mettent en œuvre une nouvelle approche d’estimation d’erreur qui
mesure la distance entre un point de fuite et une orientation donnée. La fonction
de calcul d’erreur proposée est exprimée par l’équation (4).
d(l, v) =
∣∣∣∣∣∣ −l2s1 + l1s2√l21 + l22√s21 + s22
∣∣∣∣∣∣ (5.4.1)
En fait, elle est indépendante de la position du point de fuite candidat. Elle
peut encore manipuler les points de fuite infinis. En effet, cette fonction consiste
à calculer le sinus de la différence entre l’orientation d’un segment de ligne et
la direction d’un point de fuite candidat. Nieto et al. [Nieto 10] considèrent la
distance entre un point de fuite v et une ligne l, comme étant la valeur absolue
du sinus de l’angle entre l et une ligne s. La ligne s joint le point de fuite v à un
point référence appartenant à l.
La ligne s = (s1, s2, s3) est calculée par : s = v × 12(a + b) et la ligne l par :
l = a × b. Les points a et b représentent les extrémités d’un segment de ligne
passant par l. La figure 5.4.3 en explique la géométrie en question.
Figure 5.4.3 – Géometrie realtive à l’erreur
Au niveau de l’équation (4), la valeur absolue est utilisée car l’on souhaite cal-
culer la valeur de la déviation relative entre les lignes sans tenir compte du signe.
L’angle entre les deux lignes est limité entre 0 et pi. L’usage de la fonction sinus
est justifié par le fait que pour des faibles valeurs de déviation de l’angle θ, sinθ
est quasiment égal à θ, ce qui est le cas des segments de lignes retenus.
L’estimation des points de fuite se base sur un processus itératif, mis en œuvre
par MSAC [Torr 97]. À chaque itération, étant donnée un ensemble complet d’ob-
servations L = {li}Ni=1, un seul point de fuite candidat est calculé. Chaque segment
de ligne li est supposé appartenir à l’une des deux classes étiquetées par Cl, avec
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Cl = {ON, OFF}. Les deux valeurs que peuvent prendre Cl indiquent respec-
tivement que, le segment de ligne est orienté vers le point de fuite candidat ou
non. Le modèle de vraisemblance est défini par p(L | V ) = ∏Ni=1 p(li | v) ; avec
p(li | v) = ∑Cl p(Cl)p(li | v, Cl). p(li | v, Cl = ON) représente la fonction de
densité modélisée par une distribution normale :
p(li | v, Cl = ON) ∝ (− 12σ2 d
2(li, v)) (5.4.2)
Dans l’équation (5), d(li, v) représente la fonction de calcul de distance donnée
par l’équation (4). Après l’étape d’estimation d’un point de fuite, les segments
retenus « inliers », sont éliminés de l’ensemble de données afin de calculer le point
de fuite suivant, s’il existe.
Pour résumer MSAC procède itérativement en deux étapes :
1. Au début, un échantillon minimal de données est choisi aléatoirement afin
de générer un point de fuite candidat. Dans ce cas, l’échantillon de données
est composé de deux segments de lignes en plus du point de fuite candidat
v∗, calculée par : v∗ = li × lj
2. Ensuite, l’ensemble des consensus s(v∗) est estimé. En fait, il s’agit de calculer
l’ensemble des segments de lignes qui sont compatibles avec le consensus v∗.
Par la suite, les segments de ligne qui donnent naissance au point de fuite v∗,
sont sélectionnés. Ainsi, le calcul des consensus s(v∗), s’effectue de la façon
suivante : s(v∗) , {li ∈ L : d2(li, v) ≤ δ} ; δ représente un certain seuil régi
par les statistiques des données.
5.4.4 Alignement
L’alignement de point de vue est une phase primordiale pour l’algorithme pre-
senté dans cette section. Au niveau de cette phase, l’image est transformée et
est mise à l’echelle en comparaison avec le modèle. En d’autres termes, il s’agit
d’aligner l’image test avec le modèle. Cela revient à transformer l’image test afin
d’éliminer les invariances d’echelle, de rotation, de translation et de point de vue,
par rapport au modèle. L’approche que nous adoptons consiste à retrouver l’ho-
mographie qui transforme l’image test en l’image modèle.
La méthode d’alignement que nous utilisons, s’appuie sur les points caractéris-
tiques SURF. Effectivement, les points SURF sont détectés dans le modèle et dans
l’image test. Les descripteurs associés aux points clés sont mis en correspondance
en utilisant notre premier algorithme, presenté au debut de ce chapitre. Les points
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clés appariés sont utilisés ensuite afin de calculer l’homographie planaire qui trans-
forme les points de l’image test en points de l’image modèle.
L’homographie planaire ou l’homographie 2D [Agarwal 05] est une relation qui
relie les points de deux vues differentes. En effet, les points image se trouvant
sur le plan d’une vue, peuvent être convertis en points image correspondants, se
trouvant sur le plan d’une autre vue, par l’intermédiaire d’une homographie 2D. En
fait, l’homographie 2D consiste en une transformation projective. Elle dépend des
paramètres intrinsèques et extrinsèques de la caméra. La matrice d’homographie
projective G, est exprimé en fonction de la rotation R, de la la translation t et de
la normale au plan image n, à l’aide de l’équation suivante :
G = y K (R + tnT )K−1 (5.4.3)
Avec K : la matrice de calibration de la caméra.
L’homographie dans l’espace euclidien, peut être calculée à partir de la matrice
d’homographie projective, en utilisant une estimation de la matrice de calibration
K noté :K̂
K̂ = K̂ −1GK̂ (5.4.4)
Supposons maintenant que la matrice de calibration est inconnue, supposons
donc que K̂ = K, ce qui donne :
Ĥ = y(R + tnT ) (5.4.5)
Soient un point p appartenant à l’image test et un point q appartenant à l’image
modèle. A ce niveau, nous considérons que l’image test et l’image modèle repré-
sentent deux vues différentes d’une même image. Soient β1 et β2 deux facteurs
d’échelle. En utilisant les coordonnées homogènes de q et de p, qui sont respecti-
vement (x1, y1, w1)et (x2, y2, w2) , nous avons :
β2p = Hβ1q (5.4.6)
L’équation (10) signifie que p est égale à Hq, les deux multiplié par deux cer-
taines valeur d’échelle, respectivement, β2 et β1 . Par conséquent, p v Hq est une
transformation directe entre les points de deux plans d’images. Donc, en coordon-
nées homogènes, nous avons : x2y2
w2
 =
 H11 H12 H13H21 H22 H23
H31 H32 H33

 x1y1
w1
 (5.4.7)
En utilisant les coordonnées non homogènes x′2 = x2w2 et y
′
2 = y2w2 , nous avons :
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x
′
2 =
H11x1 +H12y1 +H13w1
H31x1 +H32y1 +H33w1
(5.4.8)
x
′
2 =
H21x1 +H22y1 +H23w1
H31x1 +H32y1 +H33w1
(5.4.9)
Pour estimer l’homographie entre deux images planaire d’une même scène, en
utilisant les équations (12) et (13), il suffit de fixer w1 à 1 [Agarwal 05] :
x
′
2 = (H31x1 +H32y1 +H33) = H11x1 +H12y1 +H13 (5.4.10)
y
′
2(H31x1 +H32y1 +H33) = H21x1 +H22y1 +H23 (5.4.11)
Etant donnée que que les coefficients de H sont linéaires, l’on peut resoudre H
en réajustant les équations (14) et (15), on obtient donc :
aTzH = 0 (5.4.12)
aTyH = 0 (5.4.13)
Avec :
H = (H11, H12H13, H21, , H22, H23, H31, H32, H33)
az =
(
−x1, −y1, −1, 0 , 0 , 0, x′2x1, x′2y1, x′2
)
ay =
(
0, 0, 0, −x1 ,−y1 ,−1, y′2x1, y′2y1, x′2
)
Etant donné deux ensembles de points qui correspondent à deux images, on peut
former ce système d’équations linéaires :
AH = 0 (5.4.14)
Avec :
A =

aTz1
aTy1
:
aTzn
aTyn

L’équation 5.4.14 est résolue en utilisant l’algorithme RANSAC [ref]. La boucle
RANSAC se déroule de la manière suivante :
1. Sélectionner aléatoirement 4 correspondances de points SURF.
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2. Calculer la matrice d’homographie H en utilisant la méthode des moindres
carrés linéaires homogènes, décrite dans [Inkila 05].
3. Calculer les points « inliers » respectant la condition suivante : ‖p, Hq‖ < ε 7.
4. Recommencer la boucle à partir de l’étape 2 en utilisant la nouvelle liste de
points « inliers ».
L’image test est rectifié en se basant sur l’homographie retrouvée. Tous les pixels
de l’image test sont deformés en utilisant la matrice H. Chaque pixel de l’image
test est consideré comme un vecteur 2D et il est transformé en utilisant l’équation
(10).
La figure 5.4.4 montre les resultats obtenus, relatives à l’alignement de point de
vue d’une image test par rapport à une image modèle. La méthode d’alignement
adoptée, est celle décrite dans cette section.
Figure 5.4.4 – Alignement de point de vue. De la droite vers la gauche : l’image
test, l’image modèle, l’image rectifiée
5.4.5 Représentation
Au niveau de cette étape de notre algorithme, nous proposons de représenter un
bâtiment par l’intermédiaire des lignes de Hough ayant servi au calcul des trois
points de fuite. Les trois points de fuite correspondent aux trois directions ortho-
gonales X, Y et Z, appelés aussi les directions principales du monde de Manhattan.
Nous rappelons au lecteur que nous nous sommes inspirés de la méthode de Nieto
et al. [Nieto 10], afin de calculer les points de fuite. Cette méthode est détaillée de
manière extensive au niveau de la section 5.4.3. Représenter un bâtiment par un
modèle de lignes est intuitif. Bien évidemment, ceci se justifie par la structure ré-
gulière des bâtiments, comportant des segments de lignes droites. Le processus de
construction d’un modèle de lignes d’un bâtiment, peut se résumer par les étapes
suivantes :
7. Epsilon représente le seuil de rejet de RANSAC. Nous avons fixé ce seuil à 3.0 qui est la
valeur par défaut définie par OpenCV.
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— Extraction des contours par le filtre de Canny [Canny 86].
— Détection de lignes de Hough [Hough 62].
— Regroupement des lignes de Hough suivant leurs directions.
En effet, l’image est tout d’abord réduite à une image de contours. Les contours
sont considérés comme la façon la plus compacte, permettant de représenter les
formes des objets contenus dans une image. Ils correspondent à des zones de
fortes variations locales d’intensité des pixels d’une image. Un filtre de détec-
tion de contours permet de repérer les emplacements des pixels qui font partie des
contours. Le détecteur de Canny [Canny 86] est utilisé pour extraire les contours.
. Par la suite, les lignes de Hough [Hough 62] sont extraites de ces contours. La
transformée de Hough [Hough 62] est une technique générale qui permet d’identi-
fier les emplacements et les orientations des courbes et des lignes dans une image.
La transformée de Hough calcule les valeurs des paramètres qui caractérisent le
modèle d’une ligne, à savoir la pente m̂ et l’intercepte ĉ. L’idée clé de la transformé
de Hough, consiste à identifier les ensembles de points colinéaires dans une image.
Un ensemble de points qui se trouvent sur une ligne droite peut être définie par
une relation f , de telle sorte que :
f ( (m̂, ĉ), (x, y) ) = y − m̂x− ĉ = 0 (5.4.15)
Pour avoir plus de détails sur la transformée de Hough, nous invitons le lecteur
à consulter l’article de Hough [Hough 62].
Enfin, les lignes sont regroupées selon les trois directions orthogonales X, Y et
Z. Le regroupement « clustering » s’effectue par l’intermédiaire de l’algorithme
MSAC [Torr 97]. Ce dernier permet de classer les lignes de Hough, en se basant
sur le point de fuite généré. Les lignes de Hough n’ayant pas servi au calcul d’un
point de fuite sont éliminés. La figure 5.4.5 montre un exemple de modèle ligne
obtenu par le processus de représentation, décrit à la présente section.
5.4.6 Mesure de Similarité
Pour mesurer le degré de resemblance entre l’image actuelle et une image ré-
férence, nous utilisons la mesure de Hausdorff [Huttenlocher 93]. La distance de
Hausdorff indique à quel niveau un point de l’image modèle est spatiallement
proche d’un point de l’image test. En revanche, elle ne permet pas de determiner
les correspondances entre les points du modèle et les points de l’image. Effective-
ment, la distance de Hausdorff permet de calculer la ressemblance entre le modèle
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Figure 5.4.5 – Construction de modèle de lignes d’un bâtiment
et l’image test superposés l’un sur l’autre. La distance de Hausdorff est une dis-
tance min-max définie comme suit. Etant donnée deux ensembles finis de points
A et B tels que A = {a1, . . . , an} et B = {b1, . . . , bn}, la distance de Hausdorff est
calculé par l’équation suivante :
H(A,B) = max (h(A,B), h(B,A)) (5.4.16)
avec :
h(A,B) = max
aA
min
bB
‖a− b‖ (5.4.17)
La fonction h(A,B) est appelée la distance de Haussdorf dirigée « directed » de
A vers B. Elle mesure la distance de a au plus proche voisin dans B en utilisant
la norme ‖.‖. Cette norme peut être par exemple la distance euclidienne. De la
même manière, h(B,A) est la distance dirigée de Hausdorff de B vers A. En effet,
h(A,B) classe chaque point de A en se basant sur sa distance au plus proche point
appartenant à B, et donc utilise le point ayant le plus grand classement (the most
mismatched point of A) pour calculer la distance de Hausdorff. Intuitivement, si
h(A,B) = d alors chaque point de A doit être situé à une certaine distance de
chaque point de B, et il existe aussi un certain point de A qui est exactement
distant d’une valeur d du plus proche point de B ( the most mismatched point).
La distance de Hausdorff H(A,B) est le maximum entre h(A,B) et h(B,A) .
Ainsi, cette métrique mesure le degré de discordance ou dissemblance entre deux
ensembles A et B.
5.4.7 Expérience et Résultats
Pour mesurer la performance de notre méthode de reconnaissance de bâtiments,
nous avons comparé 10 images tests à 50 images modèles. Les images ont été prises
de la base de données ZuBud décrite en détail dans [Shao 03]. Cette dernière se
compose désormais de 201 bâtiments avec cinq images par bâtiment. Les images
ont été acquises avec une des variations de points de vue, et avec différentes condi-
tions météorologiques et d’éclairage. Notre méthode permet de trouver le bâtiment
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recherché avec un pourcentage de succès estimé à 80%. Il est à remarquer que les
20% d’échec ont eu lieu notamment avec les images ayant de grandes variations de
points de vue.
Conclusion
Se trouver en face d’un monument méconnu laisse naître le besoin de découvrir
et d’appréhender ses différents aspects : historiques, civils, architecturales, etc.
Afin d’aider le touriste à appréhender l’histoire d’un immeuble patrimonial et ses
différents aspects, nous proposons d’adapter notre système M.A.R.T.S pour une
visite en extérieur.
A cet effet, nous avons commencé à réfléchir sur comment étendre nos propo-
sitions relatives à la visite au musée pour un fonctionnement à l’extérieur. Nous
avons également pensé à faire évoluer le composant reconnaissance de notre sys-
tème M.A.R.T.S en y intégrant une méthode de reconnaissance plus adaptée aux
aspects géométriques des bâtiments. Ce chapitre constitue donc un début de travail
sur la visite guidée à l’extérieur, sujet que nous envisageons de plus approfondir
dans de futurs travaux.
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Rappel du Contexte
La culture et le tourisme, étroitement liés, sont de nature à renforcer l’attracti-
vité et la compétitivité de régions et de pays. En 2010, les visites liées au patrimoine
culturel ont atteint 47% de l’ensemble des activités pratiquées par les touristes du
pays basque, et se classent ainsi au deuxième rang. Etant donné que le tourisme
constitue un secteur essentiel pour l’économie française, les professionnels du tou-
risme et les musées ont engagé depuis quelques années une profonde réflexion
pour répondre aux nouvelles attentes de leurs visiteurs à travers l’exploitation de
plusieurs stratégies. En ce sens, mettre le numérique au service des visiteurs, re-
présente une stratégie par laquelle on vise à renforcer l’attractivité des destinations.
Au fil de l’évolution technologique, la recherche de distinction et d’attractivité
ont amené les musées à identifier, tester et intégrer de nouveaux outils dans l’aide
à la visite, de l’étiquette en passant par l’audio-guide jusqu’aux systèmes infor-
matiques. Grâce à ladite évolution technologique, la décennie écoulée a vu se «
matérialiser » un concept, datant pourtant des années 60, qui risque fort de chan-
ger le mode de médiation au musée : la Réalité Augmentée.
Alors ? Nouvel outil miracle en perspective ? En quoi cela consiste-t-il ? Aurait-
on enfin une visite attractive ? Quelle forme pourrait prendre un système d’aide
à la visite intégrant ce nouveau concept ? Comment faire en sorte d’impliquer le
visiteur dans une expérience riche d’apprentissage au musée ? C’est à ces questions
auxquelles nous avons apporté des éléments de réponse tout au long de ce mémoire.
Synthèse du document
Nous avons commencé ce mémoire en définissant ce qu’est la réalité augmentée.
Pour cela, nous avons retracé l’évolution de ses définitions et nous nous sommes
rendu compte qu’elles sont toujours soumises à discussions et interprétations, bien
que certaines fassent références. Nous avons alors proposé notre propre définition,
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avec pour objectif d’établir une compréhension commune de ce concept lors de
la lecture de ce document. Nous avons ensuite présenté les fondements technolo-
giques qui constituent un système de réalité augmentée, cela afin d’en comprendre
les rouages et donc les possibilités nous étant offertes dans la conception de notre
propre système.
Nous avons consacré en partie le chapitre suivant à l’étude des attentes des
visiteurs face au musée. Nous avons donc identifié le besoin d’apprendre et de
découvrir comme étant la quête principale du visiteur. En ce sens, nous nous
sommes intéressé à l’expérience d’apprentissage au musée tel que définie par le
modèle contextuel de Falk [Falk 05]. Nous avons alors passé en revue les outils
actuels de la médiation au musée. Il est apparu que ceux-ci sont jugés peu perti-
nents pour faire vivre au visiteur une expérience riche d’apprentissage. Nous nous
sommes alors tournés vers les avantages des systèmes d’aide à la visite basés sur
l’utilisation de la réalité augmentée. Les manques constatés nous ont alors permis
d’établir notre problématique.
Ensuite, nous avons vu que les théoriciens de l’apprentissage humain [Bruner 60]
classifient les modes de représentation de savoir en trois catégories : symbolique,
iconique et énactif. Hooper- Greenhill [Hooper Greenhill 94] insiste sur l’impor-
tance de combiner ces trois modes au musée afin de se mettre à la portée des
différents visiteurs. Il en est ressorti que les systèmes actuels sont peu attentifs à
retranscrire correctement ces modes. C’est à la lumière de toutes ces indications,
que nous en rendons compte dans nos propositions puisant leurs principes dans la
réalité augmentée.
Enfin, nous avons présenté une implémentation de nos propositions sous la forme
d’un système de visite guidée que nous avons nommé « M.A.R.T.S ». Durant son
développement, nous avons été en mesure de tester l’influence de la simulation
de coprésence d’un guide humain, en conjonction avec la désignation basée image
« Sélection » et des informations textuelles « Documentation » sur l’expérience
d’apprentissage au musée. Les premiers résultats montrent les avantages induits
par la prise en compte de nos propositions. De plus, l’accueil positif des utilisa-
teurs réservé à notre système M.A.R.T.S nous a conduit à émettre, dans le dernier
chapitre de ce mémoire, nos réflexions sur comment étendre celui-ci à une visite
guidée à l’extérieur.
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La question à laquelle nous avons voulu répondre durant nos travaux est partie
intégrante de la formulation de la problématique que nous avons énoncée, à savoir :
« Comment présenter les informations concernant l’oeuvre d’art de
telle sorte à impliquer le visiteur dans une expérience d’apprentissage
riche au musée ? »
Pour cela, nous avons identifié et mis en avant les principaux aspects régissant
la visite guidée au musée :
Simulation de la coprésence d’un guide humain : les théoriciens de l’ap-
prentissage au musée [Hooper Greenhill 94] insistent sur l’importance de l’appren-
tissage « face à face » faisant intervenir les guides humains. Étant donné que les
recherches en réalité virtuelle et en réalité augmentée [Gerhard 05][Luo 14], ont
prouvé la capacité des humains virtuels à simuler la coprésence humaine, nous
avons fait donc appel à ces derniers pour soutenir l’apprentissage au musée.
Les modes d’interaction : ils présentent les paradigmes d’interaction qui per-
mettent d’appuyer le discours du guide humain virtuel et d’améliorer la visualisa-
tion des informations promulguées par ce discours.
Partant de ces aspects, nous avons alors proposé le fonctionnement général d’un
système de visite guidée au musée intégrant ces propositions :
— Sélection : une interaction représentative du geste déictique.
— Documentation : une interaction renvoyant au mode symbolique de trans-
mission du savoir.
— Reconstruction : une interaction renvoyant au mode iconique, elle utilise
des animations 2D/3D adéquates afin de montrer à quoi ressemblait l’aspect
original de l’œuvre d’art.
Pour respecter les exigences qu’impose l’apprentissage libre au musée [Falk 00],
nous avons traduit cela en contraintes :
1. Définir un parcours libre afin de tenir compte des propres choix du visiteur
et de son intérêt pour tel ou tel œuvre d’art (volet personnel du modèle
contextuel de Falk [Falk 05]).
2. La non-immersivité de l’interface utilisateur afin de laisser le visiteur interagir
avec ses compagnons et les autres visiteurs (volet social du modèle contextuel
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de Falk [Falk 05]).
3. Adapter l’interface utilisateur à l’environnement physique du musée afin de
tenir compte des événements comme l’affluence (volet physique du modèle
contextuel de Falk [Falk 05] ).
En nous basant sur le principe de fonctionnement que nous venons d’énoncer,
nous avons conçu et implémenté notre propre système que nous avons baptisé
M.A.R.T.S, pour Mobile Augmented Reality Touring System. Le prototype ma-
tériel se base sur une vision déportée sur l’écran du Smartphone et un casque
Audio Bone. Ceci est dans le but d’assurer la non-immersivité de notre système.
Lors de l’élaboration de celui-ci, nous avons également présenté une méthode de
reconnaissance 2D rapide permettant d’identifier d’une manière relativement pré-
cise les œuvres d’art. Nous avons également présenté une méthode simple pour la
désignation basée image « Sélection ».
Durant nos travaux, nous avons été en mesure d’expérimenter le principe de
la simulation de la coprésence d’un guide humain en conjonction avec le geste
diététique « Sélection » et le paradigme « Documentation ». À travers des tests
utilisateurs, nous avons constaté que l’application de ces principes pouvait faire
gagner environ 9% en termes de rétention d’informations en comparaison avec
l’Etiquette et 6% en comparaison avec l’Audio-guide. Mais au-delà de ce résultat,
nous avons également pu observer de multiples bénéfices comme une amélioration
qualitative de l’expérience d’apprentissage. D’un point de vue cognitif, nous avons
remarqué une facilité d’acquisition de l’information ou encore une simple détection
sur l’œuvre d’art des éléments référencés par les descriptions. D’un point de vue
émotionnel, la visite a été considérée plus saisissante.
Ces premiers résultats tendent à montrer l’importance d’intégrer dans les sys-
tèmes de visite guidée les trois modes de transmission de savoir ainsi que les mé-
canismes de la communication non verbale (geste déictique), et nous encouragent
donc à poursuivre dans cette voie.
Compte tenu des résultats promoteurs que nous avons obtenu avec M.A.R.T.S,
nous avons commencé à réfléchir sur son extension pour un fonctionnement à
l’extérieur. Pour ce faire, nous avons proposé une méthode précise pour la recon-
naissance des bâtiments se basant sur les points de fuite. De plus, afin de ne pas
perturber l’expérience d’apprentissage avec M.A.R.T.S nous avons proposons une
solution pour une navigation transparente à l’extérieur, utilisant la modalité hap-
tique.
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Durant le quatrième chapitre, nous avons pu voir que le développement du sys-
tème M.A.R.T.S n’est pas entièrement finalisé. En effet, l’implémentation des prin-
cipes de « Reconstruction » nécessite d’explorer plus profondément le domaine de
la réalité augmentée qui s’intéresse au suivi robuste temps réel d’objets 3D. Comme
nous l’avons indiqué, pour ce faire, nous nous sommes orientés vers une méthode
de suivi basée sur une connaissance a priori du modèle (2D ou 3D). Pour cela nous
avons commencé à développer notre propre méthode de suivi en nous inspirant des
travaux de [Bottecchia 10].
À l’issue de ce développement, il sera alors possible d’expérimenter en totalité
les principes de nos paradigmes d’interaction. De plus, comme nous l’avons vu au
troisième chapitre de ce mémoire, adapter la visualisation de l’interaction à l’envi-
ronnement physique s’avère primordial aux moments d’affluence. En ce sens, pour
tenir compte de la distance de l’utilisateur par rapport à l’œuvre d’art, nous avons
implémenté la partie qui traite de l’ajout d’un texte virtuel. Cependant, nous al-
lons continuer à travailler sur la transformation de l’interface utilisateur. En fait,
dans le cas d’occultation partielle ou totale de l’oeuvre d’art, on doit passer d’un
affichage direct de nos paradigmes d’interaction (mode de réalité augmentée) à un
affichage indirect (animations mettant en œuvre ces paradigmes).
Les premiers résultats obtenus durant notre expérimentation montrent que notre
système pourrait parfaitement améliorer l’expérience d’apprentissage au musée, et
cela, grâce à nos propositions puisant leurs principes de la réalité augmentée. Ce-
pendant, bien que nos résultats expriment un potentiel favorable en termes d’as-
sistance à la visite du musée, nous devrons poursuivre nos expérimentations sur un
échantillon de tests plus important pour que les tendances, parfois fortes, soient
statistiquement significatives.
Par ailleurs, compte tenu des résultats favorables que nous avons eu avec M.A.R.T.S
au musée, nous allons continuer le développement de celui-ci dans le cadre d’un
futur projet de collaboration avec le musée basque et de l’histoire de bayonne.
De plus, nous avons commencé à réfléchir sur comment étendre M.A.R.T.S pour
une visite guidée à l’extérieur. Pour ce faire, nous avons travaillé au cinquième
chapitre sur la reconnaissance des bâtiments, partie majeure du patrimoine histo-
rique et architecturale. Dans cette optique, nous avons proposé notre méthode de
reconnaissance des bâtiments basée sur les points de fuite. Testée avec la base de
données ZuBud [Shao 03], notre méthode permet de trouver le bâtiment recherché
avec un pourcentage de succès estimé à 80%. Avec la même base de données, la
méthode de Trinh et al. [Trinh 07] effectue un taux de performance de 94.78%.
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En revanche, contrairement à notre méthode (calcule trois points de fuite), leur
méthode se base sur le calcul de plusieurs points de fuite (jusqu’à six points de
fuite). Afin de mettre en avant le compromis temps de calcul/précision assurée par
notre méthode, nous allons la comparer dans de futurs travaux à la méthode de
Trinh et al. [Trinh 07].
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« The world isn’t interested in
the storms you encountred,
but whether or not you
bought in the ship. »"
(Raul Armesto)

Annexe A
Fichier KML
KML (Keyhole Markup Language) est un format de fichier et de grammaire
XML pour la modélisation et le stockage de caractéristiques géographiques comme
les points, les lignes, les images, les polygones et les modèles pour l’affichage dans
Google Earth, dans Google Maps et dans d’autres applications.
Un fichier KML est traité par Google Earth de la même manière que les fichiers
HTML et XML sont traités par les navigateurs Web. Comme un fichier HTML, un
fichier KML a une structure basée sur des balises avec des noms et des attributs
utilisés pour un affichage spécifique.
La figure suivante montre un exemple d’un fichier KML, décrivant un itinéraire
entre le quai des corsaires et la rue des prébendes. Nous avons simplifié le fichier,
de manière à le rendre plus lisible.
La balise englobante du fichier est< kml > . Les balises< Placemark >traduisent
les points repères de l’itinéraire. La position et l’orientation du point repère est
décrite par les balises : < longitude >, < latitude >, < tilt >et < heading > .
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Figure A.1 – Structure d’un fichier KML
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Projet Aquitaine Euskadi
Titre du projet
Applications de réalité augmentée mobile pour le tourisme : animation multi-
média et visite guidée par un agent conversationnel virtuel.
Partenaire chef de file du projet
— Nom de l’organisme ESTIA
— Statut Etablissement d’Enseignement Supérieur et de Recherche
— Adresse Technopole Izarbel, 64210 BIDART
— Téléphone +(33)559438400
— Fax +(33)559438405
— E-mail j.guiresse@estia.fr
— Nom et qualité du représentant et responsable légal (juridique)
Jean-Roch Guiresse, Directeur
— Nom et qualité du représentant et responsable financier Juhane
Dascon, service Direction-Gestion
— Nom et qualité du responsable du projet Jean-Marc Cieutat, Enseignant-
Chercheur
Autre(s) Partenaire(s)
— Nom de l’organisme Fundación Centro de Tecnologías de Interacción Vi-
sual y Comunicaciones Vicomtech
— Statut Centre de Recherche Appliquée
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— Adresse Mikeletegi Pasealekua 57, Parque Tecnológico 20009 Donostia-San
Sebastián
— Téléphone +(34)943309230
— Fax +(34)943309393
— E-mail jflorez@vicomtech.org
— Nom et qualité du représentant et responsable légal (juridique)
Julián Flórez, Directeur
— Nom et qualité du représentant et responsable financier Edurne
Loyarte, Directeur Financier
— Nom et qualité du responsable du projet Jairo R. Sánchez, Chercheur
Resumé du projet
Le projet porte sur la mutualisation des compétences en réalité augmentée de
l’ESTIA et de VICOMTECH pour concevoir un environnement commun de déve-
loppement d’applications de réalité augmentée mobile dédiées au tourisme. L’en-
vironnement doit permettre, d’une part, aux offices de tourismes de définir des
itinéraires touristiques comportant des sites touristiques à découvrir et d’y asso-
cier des contenus numériques et permettre, d’autre part, à un touriste d’accéder
à ces contenus en fonction de ses choix et de sa géolocalisation. Plusieurs niveaux
de fonctionnalités sont alors prévus comme l’activation de contenus multimédia
(commentaires audio d’un site touristique dans la langue maternelle du visiteur,
. . . ), l’ajout d’indices virtuels (texte, annotation, 3D, . . . ) dans un flux vidéo, et
enfin la visite guidée d’un site touristique par un agent conversationnel virtuel. Le
dernier niveau de 5 fonctionnalités a un caractère plus exploratoire mais offre de
nombreuses perspectives, proposant une visite plus interactive et personnalisée.
Objectifs du projet
Le premier objectif du projet est de mettre à disposition des professionnels du
tourisme un nouvel outil capable d’aider un touriste à avoir une meilleure connais-
sance des lieux qui l’entourent et de la culture locale, et de lui procurer les infor-
mations utiles à son séjour. Le tourisme est un secteur d’activité très important
de notre économie.
Pour y parvenir, l’ESTIA et VICOMTECH mettront leurs compétences en com-
mun pour concevoir un environnement de développement d’applications de réalité
augmentée mobiles. Trois niveaux de fonctionnalités sont prévus qui présentent un
degré d’innovation toujours plus élevé.
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Pour tester l’outil, nous travaillerons en collaboration étroite avec les offices
de tourismes respectifs des villes de San-Sébastien et de Biarritz. Les premières
illustrations porteront sur les sites touristiques et les infrastructures de ces deux
villes, à la fois prestigieuses et résolument tournées vers le tourisme. Les contenus
multimédia seront respectivement traduits en français à l’intention des touristes
français qui visiteront San-Sébastien et en espagnol à l’intention des touristes espa-
gnols qui visiteront Biarrritz. Il s’agit aussi de traduire les éléments d’une culture
à une autre. Des protocoles de tests seront d’ailleurs mis en place pour tester la
pertinence des outils proposés et faire évoluer leur qualité.
À l’issue du programme, nous prévoyons des communications scientifiques na-
tionales, dans chaque pays, sur les résultats scientifiques et technologiques relatifs
à l’environnement proposé, et dans au moins une conférence internationale où un
article commun pourra être présenté. Mais le projet traite d’un sujet qui avant
tout est très médiatique. Dans ces conditions, et pour faire connaître l’outil, nous
ciblerons les médias de communication traditionnels (journaux, télévision, inter-
net).
Zone concernée (localisation du projet)
La CCI de Bayonne Pays-Basque anime le cluster tourisme « Goazen » qui
réunit l’ensemble des professionnels du tourisme du pays-basque français. Cela
montre l’importance du sujet comme étant très stratégique à notre région, et c’est
une chance supplémentaire pour l’ESTIA de pouvoir dans ce cadre collaborer di-
rectement avec les différentes branches du secteur du tourisme.
Les liens sont bien sûr très forts entre le pays-basque français et le pays basque
espagnol pour lequel le tourisme est aussi un secteur économique très stratégique.
Faire connaître la culture basque et les patrimoines respectifs sont des éléments de
motivation du projet.
Le choix des sites pilote, en les villes de Biarritz et de San-Sébastien, a été
bien sûr fait en tenant compte des implantations respectives de l’ESTIA et de
VICOMTECH.
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Caractère interregional du projet
Il se trouve que l’ESTIA et VICOMTECH ont respectivement des compétences
scientifiques et technologiques reconnues en réalité virtuelle et réalité augmentée
qui seront fort utiles au projet présenté comme étant ambitieux. La collaboration
entre les deux partenaires au projet serait un moyen de faire émerger un pôle d’ex-
cellence sur ces thèmes au niveau européen.
La constitution de clusters est un moyen de regrouper les professionnels d’un
secteur et de les faire travailler conjointement avec les établissements de recherche.
Ce projet en est la possibilité.
Dates du projet
Le projet a debuté le 1er janvier 2013 pour se terminer le 31 décembre 2014.
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SDK de Réalité Augmentée Mobile
Dans le cadre du projet Aquitaine-Euskadi, nous avons été amenés à concevoir
un SDK de RA mobile. En effet, la technologie de la réalité augmentée a vu le jour
depuis plus d’une décennie, mais c’est avant tout l’essor de l’informatique mobile
qui aura fait connaître la RA auprès du grand public. L’intérêt de ce nouveau mar-
ché n’aura pas échappé aux industriels, avec l’apparition de plus en plus de kits de
développements d’applications de RA ces derniers mois, qui viennent compléter les
applications déjà connus comme Metaio, Layar, Wikitude ou encore Vuforia ; à ce
propos le lecteur pourra trouver un banc comparatif des kits existants à l’adresse :
http://socialcompare.com/fr/comparison/augmented-reality-SDKs.
Toutefois, force est de constater que les solutions proposées sont toutes très simi-
laires, pour les avoir testées et comparées. Les augmentations sont exclusivement
visuelles, pour des applications au final peu interactives. Les solutions proposées
reposent sur le même modèle technique, à savoir une architecture client-serveur où
l’éditeur propose des conditions tarifaires étroitement dépendantes du nombre de
connexions faites au serveur. Le calcul de la pose de la caméra s’effectue au moyen
de la même technologie, à savoir la détection et la comparaison de la distribution
de points invariants dans une image (SIFT, SURF, . . . ), parfois complété par la
reconnaissance de QRCode.
En tenant compte de l’explosion du marché des Smartphones, il est judicieux de
penser qu’une méthodologie de conception et un ensemble d’outils permettant de
créer rapidement des applications de RAM (Réalité Augmentée Mobile) est chose
utile, afin de faciliter le développement d’applications de RA. Dans cette optique,
nous proposons notre SDK de réalité augmentée mobile, abrégé SDK MAR. Nous
avons choisi de respecter la spécification standard ARML 2.0 [ARML 12], dans le
but de proposer un SDK standard et flexible de développement d’application de
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RAM.
Architecture logicielle
Architecture Globale
Afin de mettre en place l’architecture logicielle du SDKMAR, nous nous sommes
inspirés de la constitution logicielle d’un système de RA, décrite par Bimber et al
[Bimber 05]. Celle-ci nous a permise d’identifier les différents composants logiciels
indispensables pour le SDK MAR.
L’architecture logicielle du SDK MAR se base sur six composants principaux, à
savoir : la caméra, la base de données, la localisation, la reconnaissance, le suivi
et le rendu. La figure C.1 met en relief la configuration globale du SDK MAR.
En effet, il s’agit d’une architecture orientée composant. Chaque composant est
chargé de fonctions spécifiques.
Dépendances entre composants
Le diagramme UML, schématisé par la figure C.2, montre les principales dépen-
dances entre les six composants constituant le SDK MAR. Bien évidemment, les
composants Rendu et Suivi dépendent du composant Camera. En plus, le compo-
sant Reconnaissance dépend à la fois des modules Camera, Localisation et Base de
données. En outre, le composant Suivi dépend des modules Localisation et Base de
données. Dans un but de clarté, ces deux derniers liens n’ont pas été schématisés
dans la figure C.2.
Dans ce qui suit, nous allons détailler les différents composants logiciels et les
liens associés. Nous allons également préciser, pour chaque module, les apparte-
nances des classes du modèle d’objet.
Composant Reconnaissance : ce composant fournit un ensemble de méthodes
pour effectuer la reconnaissance d’objets dans une scène réelle. Il permet aussi de
s’affranchir de marqueurs type QRCode puisque la reconnaissance s’effectue sur
des images prétraitées contenues dans la base de données. Deux méthodes de recon-
naissance sont mises en place, la première en 2D est basée sur les points caractéris-
tiques SURF, permettant ainsi de reconnaitre des objets tels que les œuvres d’art
au musée (notamment les objets texturés). La deuxième se base sur les lignes ca-
ractéristiques. Elle est essentiellement adaptée à la reconnaissance des bâtiments.
Ces deux méthodes sont détaillées d’une manière extensive aux chapitres 4 et 5 de
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Figure C.1 – . Architecture logicielle globale du SDK MAR
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Figure C.2 – Liens entre les composants du SDK
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ce mémoire. Il est à noter que le composant Reconnaissance dépend principalement
de la classe Feature et de la classe Trackable d’ARML.
Composant Rendu : pour le rendu graphique, ce composant utilise l’API
Ogre 3D [Ogre 00] qui est un moteur 3D supportant OpenGL ES, version mo-
bile d’OpenGL. Cette librairie fournit un accès simplifié aux paramètres habituels
d’une scène virtuelle comme la camera, les lumières ou les objets 3D. D’un autre
côté, ce composant fait appel à notre bibliothèque mobile d’agents conversation-
nels 3D. Cette bibliothèque est décrite en détail dans le chapitre 4 de ce mémoire.
En plus du rendu graphique, ce composant assure d’autres types de retour tels que
le retour haptique et le retour audio. Nous précisons au lecteur que ce composant
contient essentiellement les classes suivantes d’ARML : Asset, Plasticity, Visua-
lAsset, AudioAsset, Model, visualAsset2D.
Composant Base de données : le composant Base de données permet à l’uti-
lisateur de créer une ou plusieurs bases de données. La base de données permet
de stocker les images représentant les points d’intérêts (bâtiments, statues) ou les
œuvres d’art. Ces images représentent des images de référence utilisées lors de la
reconnaissance ou des marqueurs utilisés pour le suivi. Ce composant est essen-
tiellement dépendant de la classe Feature et de la classe Trackable d’ARML.
Composant Camera : le composant Camera s’occupe de fournir les services
de gestion vidéo et du contrôle de la caméra. Ce composant contient les classes
qui permettent de contrôler la caméra et les classes qui permettant d’obtenir les
images de cette même caméra.
Composant Suivi : le composant Suivi met en œuvre les algorithmes de vi-
sion par ordinateur permettant de détecter et de suivre les objets du monde réel.
Deux types d’algorithme ont été implémentés dans ce module. Le premier s’ap-
pelle PTAM , il se base sur les points caractéristiques (features points). PTAM est
détaillé dans le premier chapitre de ce mémoire. Le second se base sur les points
de fuite, dont la détection est détaillée dans le cinquième chapitre de ce mémoire.
Il est à noter que le composant Suivi, inclut principalement les classes suivantes :
Tracker, Trackable, TrackerConfig.
Composant Localisation : le rôle du composant de localisation consiste à lo-
caliser l’utilisateur. Ce composant utilise les capteurs intégrés au Smartphone tel
que le GPS et la centrale inertielle. Grâce au GPS, un filtrage est effectué au niveau
du module de reconnaissance : inutile de chercher un monument de Bordeaux alors
que l’on se trouve à Biarritz. Nous précisons que le composant Localisation dépend
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essentiellement des classes suivantes : ARAnchor, Anchor, Geometry, GMLGeome-
try.
Remarque
L’architecture logicielle proposée permet de garantir une certaine extensibilité
pour le SDK MAR. Effectivement, chaque composant peut inclure différents mé-
thodes pour la mise en œuvre d’une fonction donnée.
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