Several numerical methods can be used to approximate the solution of the problem. In order to determine the most effective of them, it is necessary to carefully study each method. The most efficient approximation method is characterized by properties such as high accuracy of the solution, fewer iterations and parameters in the calculation, calculation speed, etc. In this paper we consider the Dirichlet problem for the Poisson equation described by the initial-boundary value problem for the elliptic type of the second order. As an effective iterative method for its approximate solution, variational methods for constructing difference equations and variational methods for constructing iterative algorithms were used. The article presents the results of calculations developed using the variational method for the selected model problem. Examples of calculations for model problems are given. The results of the computational experiment demonstrate the high efficiency of the proposed iterative method.
Introduction
Finding in an analytical form of the problems solution of mathematical physics is fraught with considerable mathematical difficulties. Known results apply only to the simplest cases. In other cases, are used different numerical methods of the approximate solution.
In this paper, is consider an elliptic differential equation. At the solution:
1) To construct difference equations was used a variance method, proposed in 1908 by German mathematician V. Ritz, which is called Ritz method. The solution found by this method u n (x), under certain conditions, tends to exact solution u(x), when   n . Questions of convergence of solutions obtained by the Ritz method are considered in numerous papers and monographs.
2) To construct iterative algorithms, was used the method of conjugate gradients, which stands out for its efficiency among the known iterative methods used to solve systems of linear algebraic equations.
In solving the problem, the Ritz method [1] [2] was used to construct the difference equations, iterative algorithms were constructed by the method of conjugate gradients [3] [4] . Comparing the results obtained by the variational method with the results obtained in the literature [4] [5] [6] [7] , it was found that the advantage of the chosen variational method is the simplicity and efficiency of memory use. Such advantages of this method will certainly be acceptable when solving large-scale problems.
Consideration of the Ritz method use in solving an elliptic differential equation of the form
with boundary condition 0  D u (4) where D is a bounded domain with a piecewise
functions and for an arbitrary vector
It can be shown that the operator of problems (3) and (4) is symmetric and positive definite, and the problem itself reduces to finding a function that
To find an approximate solution of problem (5) , is applied the Ritz method with special-type h F subspaces that satisfy condition (4) .
After, we construct h F subspaces. To simplify the presentation, it is illustrated by the example of piecewise linear approximations, when domain 
To build an approximate ) (x u h solution of the problem (1) and (2) we apply Ritz method using
As a result, comes a system of linear equations (9) and the elements of matrix A are calculated by the formulas
The equation (10) is multiplied by the function ) , ( y x u and integrated by D in parts, given the boundary condition (12) we obtain  udD
According to (5) we construct the functional
(13)
To apply the Ritz method in (13) the function ) , ( y x u replacing by decomposition (7) we get International Journal of Mathematics and Physics 10, №1, 43 (2019)
Next, the derivatives are found and equating to zero, we get the following equations
, 0, , 1,..., .
, 0, , 1, .
Thus, according to (9) and (10) introducing the notation
, , , , 1, ,
we get a system of linear algebraic equations (8) .
Given the symmetry and block tridiagonal of matrix A , it is enough to define Further, all found six values are substituted in (15). In this case, we combine integrals with the same values and use the notation  dxdy 
Allowing in (24)
Then, using А A A   2 1 , we get system (8)
Variational methods for constructing iterative algorithms
For numerical solution of system (6) , one can apply variational type methods, such as, the method of rapid descent, the method of minimal corrections, the method of conjugate gradients, etc.
The conjugate gradient method is most preferable for systems with a self-adjoint positive matrix
\This process continues until the criterion for stopping the iterations
Calculation examples
To illustrate the proposed method, we consider an example of the problem (11) -(12) in a circle.
Let in a rectangular area D is a circle  with R radius and center   The results show that with an increase in the number of grid nodes, the error in the solution decreases. In fig. 2 shown the result of solving the problem using an explicit difference scheme with 4 * 10      on a uniform grid with a size of 101 × 101. Therefore, the original system of linear algebraic equations has 101 × 101 unknowns.
Figure 2 -Solution of the Dirichlet problem for the Poisson equation in a circle

Conclusion
Today, the task of developing and modifying numerical methods remains relevant. However, the development process of computing technology shifts the emphasis from the creation of new numerical methods to the study and classification of old ones in order to identify the best. Now for modern powerful computers, such characteristics as the amount of required memory, and the number of arithmetic operations are not necessarily in the foreground. More preferred are those methods that are distinguished by the ease of implementation on a computer, and allow to solve a wider class of problems.
The special advantages of this method are its simplicity and low memory costs, which makes it effective in solving large-scale problems.
The results of the computational experiment confirm the efficiency of the proposed method for solving the Dirichlet problem for the Poisson equation and its rather high efficiency.
