Abstract: This chapter presents the development of the latest version of HYDROGEOCHEM. HYDROGEOCHEM is a multi-dimensional numerical model of coupled fluid flow, thermal transport, hydrologic transport, and biogeochemical kinetic/equilibrium reactions in saturated/unsaturated media. It iteratively solves the Richards equation for fluid flow, thermal transport equation for temperature fields, and reactive biogeochemical transport equations for concentration distributions. For the latter, the advective-dispersive-reactive transport equations are solved for mobile components and kinetic variables. The biogeochemical reaction equations along with the component-and kinetic-variable equations are solved for the concentration distribution of all species. This version of HYDROGEOCHEM is designed for generic applications to reactive transport problems under non-isothermal conditions in subsurface media. It covers all reaction types (aqueous complexation, adsorption-desorption, precipitationdissolution, and ion-exchange) as both fast/equilibrium and/or slow/kinetic processes. It also includes the consistent definition of fast/equilibrium reaction rates. Input to the program includes the finite element numerical representation of the system, the properties of the media, reaction network, and the initial and boundary conditions. Output includes the spatial distribution of pressure and total heads, velocity fields, moisture contents, temperature, and biogeochemical concentrations at user specified times and locations (finite element nodes). Six examples are employed to demonstrate the design capabilities of HYDROGEOCHEM, to illustrate the calculations of fast/equilibrium reaction rates, and to highlight the non-intituitive notion that the rates of slow/kinectic reactions are not necessarily smaller than those of fast/equilibrium reactions.
INTRODUCTION
Groundwater has always played an important role in humans' history and groundwater contamination has been subject to intensive investigations since the mid 1980's. Contaminants in the water environment undergo transformation and changes in concentration resulting from physical, chemical, and/or biological processes. A capability to understand and model these processes is at the core of water-quality management (Chin, 2000) [1] . Mathematical and numerical tools for reliable prediction of contaminant migration and transformation are necessary to support the task. Consideration of equilibrium and kinetic chemistry, thermal transport, and hydrologic transport and the interaction between fluid flow, heat flow, and reactive transport is necessary to represent the complexity of many real systems. For example, temperature and chemical concentrations will induce convective flow. Solid phase reactions including precipitation and dissolution can potentially plug pores or open fractures reducing matrix diffusion or promoting rapid flow through fractures.
The development of mechanistically-based reactive chemical transport models has exploded in the last two decades (Yeh and Tripathi, 1989 [2] , 1990 [3] ; Nienhuis et al., 1991 [4] ; Engesgaard and Kipp, 1992 [5] ; Šimunnek and Squares, 1994 [6] ; Chilakapati, 1995 [7] ; Steefel and Yabusaki, 1996 [8] ; Lichtner and Seith, 1996 [9] ; Steefel and Van Cappellen, 1998 [10] ; Tebes-Stevens et al., 1998 [11] ; Nitao, 1998 [12] ; Parkhurst and Appelo, 1999 [13] ; Mann, 2000 [14] ; Bacon et [19] , 2004b [20] ; Yang et al., 2008 [21] ). These models have had varied scopes. Many models have coupled simulation of transport with equilibrium geochemistry (e.g. Miller and Benson, 1983 [22] ; Cederberg et al., 1985 [23] ; Hostetler and Erickson, 1989 [24] ; Narasimhan et al., 1986 [25] ; Liu and Narasimhan, 1989 [26] ; Griffioen, 1993 [27] ; Yeh and Tripathi, 1991 [28] ; Cheng, 1995 [29] ; Parkhurst, 1995 [30] ). Some models couple transport with kinetic geochemistry for certain geochemical processes like precipitation-dissolution (e.g. Lichtner, 1996 [31] ; Steefel and Yabusaki, 1996 [8] ; Suarez and Šimunnek, 1996 [32] ) or adsorption (e.g. Theis et al., 1982 [33] , Lensing et al., 1994 [34] ). General reactive transport models capable of handling a complete suite of geochemical reaction processes (aqueous complexation, adsorption, precipitation-dissolution, acid-base, and reductionoxidation phenomena) and allow any individual reaction for any of these geochemical processes to be handled as either equilibrium or kinetic as appropriate for the system being considered have emerged since the late 1990's (e.g., Yeh et al., 1996 [35] ; Bacon et al., 2000 [15] ; Steefel, 2001 [16] ; Steefel, CRUNCH [36] ; Yeh et al., 2001 [17] ; Xu et al.,2003 [18] ). A number of models combine the ability to simulate transport with microbial growth and biodegradation reactions but do not encompass inorganic geochemistry (e.g. Widdowson et al., 1988 [37]; Kindred and Celia, 1989 [38] ; Taylor and Jaffee, 1990 [39] ; Wood et al., 1994 [40] ; Dykaar and Kitanidis, 1996 [41] ). There have been efforts in reactive transport modeling to couple microbially mediated and at least some purely geochemical processes with transport. Marzel et al. (1994) [42] includes microbial reactions and equilibrium aqueous geochemical speciation. Rittman and Van Briesen (1996) [43] coupled equilibrium aqueous complexation and kinetic adsorption with microbiological degradation. Hunter et al. (1998) [44] coupled onedimensional transport with microbial and geochemical reactions for a suite of reactions involving major redox and acid-base pair species. Smith and Jaffee (1998) [45] coupled one-dimensional transport with equilibrium speciation and kinetic biogeochemical reactions affecting trace metal transport. Coupled specific microbiological and generic geochemical processes have also been developed (Salvage and Yeh, 1998 [46] ; Yeh et al. 1998 [47] ). Chilakapathi (1995) [7] provided significant flexibility in handling any type of kinetic biogeochemical reaction coupled with transport, representing equilibrium processes as fast reversible kinetic reactions, but requires problem specific modifications to the code for new simulations to be run. Recently, these types of reaction-based paradigms that are capable of simulating any number of reactions incorporating both geochemical and biological processes have gained popularities and have been implemented in a number of codes (e.g., Yeh et al. 2004a [19] , 2004b [20] ; Kräutle and Knabner, 2005 [48] , 2007 [49] ; Zhang et al. 2007 ) [50] . Development History. This chapter describes the development of the latest versions (4.5 and 5.5) of HYDROGEOCHEM (Yeh and Fang 2008a [51] , 2008b [52] ), their design capabilities and limitations, and several example problems typifying some applications. These versions have evolved from the previous versions in terms of their capability to simulate coupled processes of variably saturated fluid flow, thermal transport, and reactive biogeochemical transport with generic reaction networks. The original version of the reactive HYDROGEOCHEMical transport model developed by the senior authors at Oak Ridge National Laboratory has been evolved into a comprehensive model of coupled fluid flow, thermal, and reactive chemical processes while it has incubated many reactive transport models throughout the world. The evolution reflects the many contributions made by a small army of colleagues. Dr. Hwai-Ping (Pearce) Cheng carried out the incorporation of multiple ionexchange sites and multiple adsorbent components, integrated thermal transport with reactive geochemical transport, devised algorithms to deal with difficult problems of precipitates-dominant transport, and carried out extensive debugging. Dr. J.-R. C. Cheng contributed to and performed extensive debugging of the earlier versions. Dr. Karen Salvage initiated microbiological reactions, coupled geochemical and microbiological processes, and was heavily involved in the implementation of mixed equilibrium and kinetic reactions. Dr. Ming-Hsu Li coded the initial version of the new paradigm of reaction networks, performed extensvie debugging, impemented the version of coupled flow and reactive transport processes, and verified and applied it to many problems. Dr. Yilin Fang incorporated the removal of water due to precipitation-dissolution reactions and most importantly implemented the final version of the new paradigm of reaction-based biogeochemical processes and expanded it to multiphase reactive transport. Ms. Yuan Li incorporated thermal module and made some important modifications in the twodimensional versions. Mr. Jiangtao Sun contributed primarily to the development of the threedimensional version and incorporated several numerical options to solve transport equations. Dr. Fan Zhang improved and implemented several numerical options to solve transport equations and three coupling strategies between hydrological transport and reactive biogeochemistry. She also implemented the algorithms in a watershed model.
The development history of various versions of HYDROGEOCHEM is summarized as follows:
(1) HYDROGEOCHEM (Yeh and Tripathi, 1990 [3] ): HYDROGEOCHEM was among the first comprehensive simulators of HYDROlogic Transport and GEOCHEMICAL Reactions in SaturatedUnsaturated Media. It iteratively solves the twodimensional transport and geochemical equilibrium equations. A stand-alone version of geochemical speciation was developed for coupling with transport [53] . A version using the activity rather than the concentration of component species as the master variables and incorporating the Pitzer's activity coefficient model (Pitzer, 1973 [54] ; Pitzer and Mayorga, 1973 [55] ; Pitzer and Kim, 1974 [56] ; Pitzer, 1975 [57] ) was subsequently developed (Yan, 1992) [58] .
(2) LEHGC 1.0 (Yeh et al., 1995a [59] ): The computer program LEHGC is a Hybrid LagrangianEulerian Finite Element Model of HydroGeoChemical (LEHGC) transport through Saturated-Unsaturated Media. It was a decedent of HYDROGEOCHEM, a strictly Eulerian finite element reactive transport code. The hybrid Lagrangian-Eulerian scheme improves on the Eulerian scheme by allowing larger time steps to be used in advection-dominant transport calculations, and also is more computationally efficient.
(3) LEHGC 1.1 (Yeh et al., 1995b [60] ): LEHGC version 1.1 was a modification of Version 1.0. The modification included: (1) devising a tracking algorithm with the computational effort proportional to N where N is the number of computational grid nodes rather than N 2 as in the LEHGC Version 1.0, (2) including multiple adsorbing sites and multiple ionexchange sites, (3) using four preconditioned conjugate gradient methods for the solution of matrix equations, and (4) providing the capability of colloid transport.
(4) HYDROGEOCHEM 2.0 (Yeh and Salvage, 1997a [61] ): HYDROGEOCHEM 2.0 expanded the scope of LEHGC1.1 with mixed equilibrium and kinetic geochemical reaction models (Iskra, 1994 [62] ; Yeh et al., 1995 [63] ; Yeh and Salvage, 1996a [64] ) and provided options in conventional finite element and hybrid Lagrangian-Eulerian finite element methods.
(5) HYDROGEOCHEM 2.1 (Yeh and Salvage, 1997b [65] ): HYDROGEOCHEM 2.1 was a minor modification of HYDROGEOCHEM 2.0. Version 2.1 incorporated a more flexible approach for simulating kinetically controlled reactions (Yeh and Salvage, 1996b [66] ). For Version 2.1, the contribution to the residual and Jacobian due to non-basic (non-canonical) kinetic reactions was done by chemical reactions rather than by chemical species as was done in Version 2.0. This allows for more efficient handling of non-basic reactions.
(6) HYDROBIOGEOCHEM (Salvage, 1998 [67] ; Yeh et al., 1998 [47] ): To enable modeling of microbemediated reaction processes, HYDROBIOGEOCHEM was developed by replacing the geochemical module, KEMOD, in HYDROGEOCHEM 2.1 with a newly developed mixed MicroBIOlogical and Chemical Kinetic and Equilibrium Reaction MODel -BIOKEMOD (Salvage and Yeh, 1998 [46] ; Yeh and Salvage, 1998 [68] ). Later, it was enhanced to include one-, two-, and three-dimensions -HBGC123D (http://hbgc.esd.ornl.gov/). It was also greatly expanded to deal with reactive transport under multiphase flow and non-isothermal conditions (Fang, 2003 [69] ), where a new paradigm of modeling reactions (Fang et al., 2003 [70] ) was implemented.
(7) LEHGC 2.0 (Yeh et al., 1999 [71] , 2001 [17] ): LEHGC 2.0 was developed as a simulator for coupled density-dependent fluid flow and reactive geochemical transport. The coupling was achieved by combining the density-dependent fluid flow and solute transport model, 2DFEMFAT (Yeh et al., 1993 [72] [20] ] are the two-and three-dimensional versions, respectively. They incorporated heat transport that allows one to investigate the effect of temperature fields on reactive geochemical and biochemical transport. They were developed based on HYDROGEOCHEM 3.2.
(12) HYDROGEOCHEM 4.5 (Yeh and Fang 2008a [51] ) and HYDROGEOCHEM 5.5 (Yeh and Fang 2008b [52] ) are the most recent versions of the codes. Here a concept of defining reaction rates of fast reactions is proposed, which makes the modeling of mixed fast/equilibrium and slow/kinetic reactions consistent. The definition of what is the rate for an equilibrium reaction is very controversial. It has been argued that the rate of an equilibrium reaction "can be mathematically abstracted as infinity" for the convenience of decoupling equilibrium reactions from kinetic reactions (Fang et al., 2003 [70] ). It has also been argued that the rate of an equilibrium reaction is indefinite (Lichtner, 1996 [31] ). This controversy need not have arisen at all since, by definition, an equilibrium reaction should not be associated with a rate per se. We can associate a rate to an equilibrium reaction only if we treat it as a fast kinetic reaction. When we treat an equilibrium reaction as a fast kinetic reaction, then the rate of an equilibrium reaction can be defined as the rate which is 'necessary' to assure that the corresponding thermodynamic equation remains fulfilled." With this definition of equilibrium reactions, we can make posteriori calculation of the rates of equilibrium reactions after all species concentrations are solved. Furthermore, with this definition, all equilibrium reactions must be independent so the system of governing equations is exactly determined.
(13) WASH123D (Zhang, 2005 [75] ; Yeh and Zhang 2005a [76] , 2005b [77] , 2005c [78] ): The diagonalization, reaction-based approach to modeling reactive biogeochemistry has also been applied to modeling water quality transport in watersheds of integrated river network, overland regime, and subsurface media. Features. HYDROGEOCHEM has the following main features that make it flexible and versatile in modeling a wide range of real-world problems.
(1) Irregularly-shaped three-dimensional domains can be faithfully represented. HYDROGEOCHEM contains three types of elements: hexahedral, triangular prism, and tetrahedral elements, which provide flexibility and convinience to discretize real-world problems. Figure 1 demonstrates a combination of these three types of element. The only requirement for using more than one type of element to discretize the domain of interest is the consistency of geometry and base (shape) functions associated with the interface between connected elements. (2) Heterogeneity and anisotropy of the subsurface media can be taken into account. HYDROGEOCHEM is designed to be capable of dealing with subsurface systems that contain multiple materials. For each material, one may provide values for the four or nine nonzero components of the saturated conductivity or permeability tensor in the Richards' equation to account for anisotropy in two-and three-dimensional problems, respectively. In addition, a number of parameters for each material, including the bulk density, the tortuosity, the longitudinal and transverse dispersivities, the specific heat, the apparent thermal conductivity, and the saturated moisture content, are provided by users, for the related computations. (5) The initial conditions can be either prescribed or obtained by simulating a steady-state system. The initial conditions of a transient simulation cannot be arbitrary. An inappropriate initial condition may introduce either non-convergent or non-realistic solutions. It should be specified as close to the real situation as possible. Unfortunately, it may not be straightforward to prescribe natural initial conditions. One alternative to set up the initial conditions is to use the solution of a steady-state simulation with steady boundary conditions (6) Both spatially and temporally distributed element (distributed) and point sources/sinks can be considered. The element sources/sinks simulate the volumetric sources/sinks in the case of threedimensional problems or areal sources/sinks in the case of two-dimensional problems. The point sources/sinks (e.g., wells) simulate well injection/withdraw occurring in the real-world problems. A specific composition of several point sources/sinks can be considered to represent a line or a volume source/sink and the source/sink intensity can be a function of time.
(7) Spatially-and/or temporally-dependent boundary conditions can be considered. Four types of boundary conditions are employed for simulations of subsurface flow and thermal and reactive chemical transport problems. These boundary conditions are Dirichlet, Cauchy, Neumann, and variable boundary conditions. In addition, a surface-water boundary condition is employed to handle river-subsurface flow interaction. All boundary conditions can be prescribed as functions of time and space on the boundary.
(8) Appropriate variable boundary conditions are determined automatically. A variable boundary is one on which the boundary condition is not predetermined and needs to be set up so that consistent computational results can be obtained. For flow simulations, on a variable boundary either Dirichlet or flux type conditions can prevail. For example, the land surface is a flux-type boundary during rainfall when complete infiltration of throughfall water occurs, and also during dry periods when evapotranspiration is simulated. Alternately, the boundary is a Dirichlet type when rainfall exceeds infiltration capacity and water accumulates on ground surface and also during very dry periods when a minimum pressure-type boundary is used to describe the allowed minimum pressure associated with the type of soil. For transport simulations, on a variable boundary the flow can either be directed into or out of the region. For the former case, the heat or mass flux is prescribed. For the latter, heat or mass is carried out of the region by advection. The formulation of the production rate of any species and its associated parameters is the central challenge in biogeochemical modeling. Ad hoc and reaction-based formulations are two general means of formulating rates. In an ad hoc formulation, the production rate is obtained with empirical functions and does not consider the contribution of individual reactions. In other words, it is a lumped rate; it does not segregate reaction rates. In this model, a reaction-based formulation is used. Each reaction can be treated as a fast/equilibrium or slow/kinetic reaction. Users also have the option to formulate rate equations for each reaction.
(10) Interaction among fluid flow and thermal and reactive transport is included. The model includes the effect of temperature and chemical concentrations on fluid flow. It also incorporates the effect of precipitation/dissolution on the change of pore sizes, hydraulic conductivity, and diffusion/dispersion.
(11) Multi-adsorbing sites and/or multi-ion exchange sites options are available for sorption reactions. To be capable of dealing with more complicated real-world problems, the model provides the options of multiadsorbing sites and multi-ion exchange sites for chemical reactions. For adsorbing sites, the surface complexation, the constant capacitance, or the triplelayer model can be used. For ion-exchange sites, cationand/or anion-exchanged sites can be assigned as desired.
(12) Three numerical options are provided to solve thermal and hydrologic transport equations. The first one is the conventional FEM (finite element method). The second one is the hybrid Lagrangian-Eulerian FEM. The third one is hybrid Lagrangian-Eulerian FEM for interior and downstream boundary nodes plus FEM in advective form for downstream boundary nodes. The hybrid Lagrangian-Eulerian FEM has been broadly used in the past several years to solve transient transport equations, especially for the advectiondominant transport problems. It attracts attention mainly because it is able to greatly reduce most numerical errors caused by the advection term (Yeh, 1990 [79] ). In addition, if the linear-group base functions (i.e., linear, bi-linear, tri-linear base functions) are utilized, then the numerical results of the Lagrangian step are always non-negative. This is very important for the reactive chemical transport simulation because negative concentrations are neither allowed nor realistic to be used to compute chemical equilibrium and/or kinetics. This is why in addition to the conventional finite element method two optional hybrid Lagrangian-Eulerian FEMs are provided.
(13) Three schemes are available for coupling hydrologic transport and biogeochemical reactions.
HYDROGEOCHEM has three options to numerically couple hydrologic transport and reaction biogeochemistry: (a) fully implicit iteration approach, (b) operator splitting approach, and (c) predictorcorrector approach. (14) The "in-element" particle tracking technique is used to accurately and efficiently perform particle tracking. The process of particle tracking is the principal issue of the Lagrangian step in the transient simulation of reactive chemical transport and thermal transport. An accurate particle tracking scheme may demand a significant amount of computational efforts. The "in-element" particle tracking technique (Cheng et al., 1996 [80] ) is designed to consider both accurate and efficient particle tracking for real-world problems.
(15) Off-diagonal dispersion coefficient tensor components are included. The off-diagonal terms of the dispersion coefficient tensor are included to deal with cases when the coordinate system does not coincide with the principal directions of the dispersion coefficient tensor.
(16) The time step size can be reset when the boundary conditions and/or sources/sinks change abruptly. It is usually necessary to have a small timestep size when a drastic change of either boundary conditions or sources/sinks occurs. Such a change, in general, produces a sharp front in the distribution of the state variables of interest. If the geometric discretization is not fine enough or the time step size is not small enough, then a convergent solution might be elusive under such a change. As the simulation continues, the sharp front is smoothed out and greater time steps can be used. In this model, the time step size can be originally set small and then increased gradually to a desired extent. It can also be reset to the original small value as many times as needed. The computer code will do the reset according to the prescribed values of time.
(17) Many options are available to both compose and solve matrix equations. As can be imagined, a reactive chemical transport system has the strong characteristics of nonlinearity from a mathematical point of view. Since there is no unique way to guarantee achieving convergent solutions for nonlinear systems from a numerical point of view, the best way to achieve the convergent solutions is to have as many approaches available as possible. In HYDROGEOCHEM, the following options are provided to attain convergent solutions: (a) Three options (under-, exact-, and over-relaxation) are available to estimate the matrix in the nonlinear loops (i.e., the rainfall-evaporation loop in the subsurface flow and the solute transport-biogeochemical reactions coupling loop in the reactive chemical transport); (b) Two options (consistent and lumping) are available to treat the mass matrix; (c) Six options (block iteration method, successive point iterations, and four preconditioned conjugate gradient methods) are available to solve the linearized matrix equations. Limitations. Despite a long history of development, there are many limitations in HYDROGEOCHEM. These include, but are not limited to, (1) applications are only for single-fluid phase flows, (2) multiple-scale media (e.g., the simultaneous presence of micro-, meso-, and macro-scale heterogeneity) cannot be effectively dealt with, and (3) geomechanical processes are not explicitly modeled. Further modifications of the model to relax these limitations in its design capabilities are needed to improve the model flexibility for a wider range of applications.
MATHEMATICAL FOUNDATION
The governing equation of HYDROGEOCHEM 4.5 and HYDROGEOCHEM 5.5 includes four modules: a flow equation, a thermal transport equation, a set of reactive transport equations, and a set of reactive biogeochemical equations.
Flow Equations. A modified Richards equation describes density-dependent fluid flow in variablysaturated media. It can be derived based on continuity of fluid, continuity of solid, motion of fluid (Darcy's law), consolidation of the media, and compressibility of water (Yeh, et al., 1994 [81] ) as
where ρ is the fluid density (M/L To complete the mathematical formulation of the variably saturated density dependent flow problem, Equation (1) is supplemented with initial condition and five types of boundary conditions: Dirichlet, Cauchy, Neumann, Variable, and Surface-water boundary conditions (Yeh et al., 2004a [19] , 2004b [20] ).
On a Dirichlet boundary, the pressure head is prescribed as a function of time as
where , a function of space x and time t , is the prescribed pressure head on the Dirichlet boundary specified by [L] .
On a Cauchy boundary, the volumetric flux is prescribed as function of time as
where is an outward unit vector normal to the boundary surface;
is the prescribed
is the Cauchy boundary.
On a Neumann boundary, the flux due to pressure gradient is prescribed as function of time as
where is the prescribed volumetric flux due to pressure gradient on the Neumann boundary specified by
On a Variable boundary, either the flux or Dirichlet boundary conditions can be prescribed depending on the infiltration capacity of the media and the rainfall intensity during precipitation periods or on the evaporative capacity of the media and evaporation potential of the atmosphere during nonprecipitation periods. These physical configurations can be described mathematically as follows. During precipitation periods, the boundary conditions on the Variable boundary are stated as
where is the ponding depth [L] , is
, and is the Variable boundary. Equation (5) states that if infiltration capacity is less than rainfall intensity, a ponding depth on the surface is present. Equation (6) states that if infiltration capacity is greater than rainfall intensity, ponding on the surface is not present and a flux boundary condition with rainfall intensity is applied to the surface. During non-precipitation periods, the boundary conditions are mathematically stated as
where is the minimum pressure head (which normally is pressure corresponding to the wilting point) head on the surface [L] and is the potential evaporation allowed by the atmosphere [L 3 /L 2 /T]. Equation (7) states that a seepage condition still prevails after precipitation stops. Equation (8) states that when the evaporative capacity (evaporative capacity is defined as the evaporation rate when the pressure at the surface is at minimum) of the media is smaller than the potential evaporation of the atmosphere, a minimum pressure is maintained on the surface. Equation (9) states if the evaporative capacity of the media is greater than the potential evaporation, the actual evaporation rate is equal to the potential evaporation.
On a Surface-water boundary (e.g., rivers, large lakes, etc.), the flux is both a function of the surface water depth and the pressure head of the subsurface media. This boundary condition is employed when there is a thin layer of medium separating the surface water and the subsurface media and this thin layer is not included as part of the subsurface media. This boundary condition is mathematically posed as
where L K is the hydraulic conductivity of the thin layer is the interface between the surface water and the subsurface media.
Thermal Transport Equations. The governing equations of thermal transport in a subsurface system can be derived based on the principles of conservation of energy and the law of thermal flux. Yeh and Luxmoore (1983) [82] derived the governing equations describing the moisture and temperature fields in an unsaturated aquifer system. Assuming that the thermal flux due to moisture gradient is small compared to that due to temperature, one can write the governing equation in conservative form for thermal transport as
where is the temperature [ To enable the simulation of thermal transport over a wide range of problems, in addition to initial conditions, four types of boundary conditions (Dirichlet, Cauchy, Neumann, and variable (inflowoutflow) are implemented in HYDROGEOCHEM.
On a Dirichlet boundary, the temperature is prescribed as function of time as
where , a function of space x and time t , is the prescribed temperature on the Dirichlet boundary specified by [
o K]. It should be noted that the Dirichlet boundary for thermal transport is not necessarily coinciding with that for fluid flow.
On a Cauchy boundary, the thermal flux is prescribed as function of time as
is the prescribed heat flux on the Cauchy boundary specified by
where E denotes the unit of energy. Usually this type of boundary condition is applied to open upstream boundaries. On a Neumann boundary, the thermal flux due to temperature gradient is prescribed as function of time:
where is the prescribed heat flux due to temperature gradient on the Neumann boundary specified by
This type of boundary condition is normally applied to the boundary where the conductive heat flux is known.
On a Variable boundary, the flow direction can change with time during simulations. Two cases are considered depending on flow directions. When the flow is directed into the region of interest, the heat flux is normally coming into the region via fluid flow and the boundary condition is mathematically described as ( )
where is the temperature of the incoming fluid through the variable boundary
the flow is directed out of the region, it is assume the heat is transported to the outside world via advection. The boundary condition is mathematically stated as
Species Transport/Mass Balance Equations. The transport/mass balance equation for any species subjected to a reaction network can be derived based on the conservation law of material mass stating that the rate of mass change is due to advective-dispersive transport, geochemical reactions, and source/sinks as As in thermal transport, to enable the simulation of reactive transport over a wide range of problems, in addition to initial conditions, four types of boundary conditions (Dirichlet, Cauchy, Neumann, and variable inflow-outflow) are implemented in HYDROGEOCHEM.
On a Dirichlet boundary, the species concentration is prescribed as function of time as
where , a function of space x and time t, is the prescribed concentration of the i-th species on the Dirichlet boundary specified by On a Neumann boundary, the mass flux due to concentration gradient is prescribed as function of time:
where
x is the prescribed mass flux of the i-th species due to concentration gradient on the Neumann boundary specified by ( ) 
This type of boundary conditions is normally applied to the boundary where the dispersive mass flux is known. On a Variable boundary, the transport direction can change with time during simulations. Two cases are considered depending on flow directions. When the flow is directed into the region of interest, the mass flux is normally coming into the region via fluid flow and the boundary condition is mathematically described as ( )
on ( ) 0 if 0
where is the concentration of the i-th species in the incoming fluid through the variable boundary
. When the flow is directed out of the region, it is assumed the mass is carried to the outside world via advection. The boundary condition is mathematically stated as
Biogeochemical Equations. The model uses a reaction-based formulation, in which a reaction network is conceptualized as The production rate of any species is obtained based on the principle of reaction kinetics 
R
The substitution of Equation (25) into Equation (17) results in the following system of equations
but only M equations in Equation (26) . The system needs to be closed. Let us assume that there are 
where { } { } ( :
β is the modified equilibrium constant of the k-th equilibrium reaction (Yeh and Tripathi, 1989 [2] ). Equations (28) and (29) 
where KI N and KD N , respectively, are the number of independent kinetic reactions and linearly dependent kinetic reactions, respectively, and ( )
where C is the number of components; i E , the i-th reaction extent, shall be called a component since there are no reaction terms on the right hand side of Eq. (31);
members is the set index of reaction extents for components. The term, 'components', is used to refer to the ions or molecules as the building blocks which other species contain. (e.g. For a system containing calcite, Ca 2+ and CO 3 2-can be used as 'components' which combine to form CaCO 3 ).
3) E M rate-equations (transport equations) for E N equilibrium reactions (N E equilibrium variables):
Before proceeding further, several comments are in order. Firstly, instead of solving M nonlinear reactive transport equations in Eq. (28) and E N nonlinear algebraic equations in Equation (29) 
Secondly, the rate of an equilibrium reaction is clearly defined by Equation (32) and the controversy over the definition of the rate for an equilibrium reaction is settled. Simply stated, the rate of the equilibrium reaction is that rate which is "necessary" to assure that the thermodynamic equations remain fulfilled, i.e., that the solution ( ) of unknowns. However, after decomposition of the reaction matrix, the system of equations in Equations (29) through (31) [equivalently, the system of equations in Eq. (33)] is decoupled from the system of equations in Equation (32) . It is obviously seen that the former system constitutes equations for M unknowns, . The system is over-determined and singularities may occur. On the other hand, the latter system [Equation (32) 
: , 
Coupling between Flow and Thermal and Reactive Transport. Dependence of Groundwater Density and Dynamic Viscosity on Species Concentration and Temperature:
The density of groundwater is a function of biogeochemical-species concentration and temperature, which can be derived as follows (Cheng, 1995 [29] (36) is an empirical equation and can be replaced with any other empirical formula to match the situation being considered. The modification in the computer code is straightforward. In HYDROGEOCHEM, Equation (35) 
where is the fractional exponent depending on particle size and packing structure and The effect of precipitation/dissolution on hydrodynamic dispersion has been discussed elsewhere (Yeh et al., 2001 [17] ). From the Archie's law, the paper of Steefel and Lichtner (1994) [84] , and the assumption that dispersion is affected by precipitation/dissolution in a similar way as diffusion, we can derive the hydrodynamic dispersion as (Yeh et al., 2004a [19] , 2004b [20] ) 
exp and 
NUMERICAL APPROXIMATIONS
HYDROGEOCHEM solves a system of equations describing fluid flow, thermal transport and reactive hydrologic transport in variably saturated conditions. In each time step, the procedure of solving these coupled processes is through iterative loops as shown in Figure 2 . First the pressure head and flow field are obtained in the flow module which solves Equation (1) with initial and boundary conditions of Equations (2) through (10) . Second the temperature field is obtained in the thermal transport module which solves Equation (11) with initial and boundary conditions of Equations (12) through (16) . Third the reaction rate constants and parameters are updated to account for the effect of temperature using Equations (40) and (41) . Fourth the concentrations of all species and rates of all reactions are obtained in the reactive transport module which solves Equations (30) through (33) with initial and boundary conditions that are transformed from Equations (19) through (23). Fifth check if convergent solutions have been achieved. If it is, go to the next time step. If it is not, update fluid density and viscosity using Equations (35) and (36) and hydraulic parameters using Equations (37) and (38) , then go to the next nonlinear loop of coupled processes.
In all three modules, finite difference (FD) methods are employed for temporal discretization of the governing partial differential equations. The Galerkin finite element method is employed for spatial discretization of the modified Richards equation governing the distribution of pressure fields. Numerical discretization of reactive transport problems poses a great challenge because of the strong nonlinearity between transport and reactions. Ideally, one would like to use a numerical approach that is accurate, efficient, and robust. Depending on the specific problem at hand, different numerical approaches may be more or less suitable. For research applications, accuracy is the primary requirement, because one does not want to distort physics due to numerical errors. On the other hand, for large fieldscale problems, efficiency and robustness are primary concerns as long as accuracy remains within the bounds of uncertainty associated with model parameters. Thus, to provide accuracy for research applications and efficiency and robustness for practical applications, three coupling strategies (Yeh et al., 2006 [86] and Hammond et al., 2005 [87] ) were investigated to deal with reactive chemistry. They are: (1) a fully-implicit scheme, (2) a mixed predictor-corrector/operatorsplitting method, and (3) an operator-splitting method. For each time-step, we first solve the advectivedispersive transport equations with or without reaction terms. We then solve the reactive biogeochemical system node-by-node to yield concentrations of all species.
Fully Implicit Sequential Iteration Approach. In the fully implicit approach, the biogeochemical reaction subsystem of equations and the hydrologic transport subsystems of equations are solved sequentially and iteratively. The concentrations of all immobile components and kinetic variables are computed in the biogeochemical subsystem using all species concentrations computed from the prior iteration. The concentrations of mobile components and kinetic variable are determined in the hydrologic module using the species concentrations and the reaction terms evaluated from species concentrations of the current iteration. Using this approach, the systems of transport equations to be solved are
in which
: , { and { } if is a kinetic variable; 0 if is a component
where E denotes any of the KI M kinetic-variables or C M components; s E is the sorbed content of E ; p E is the precipitated content of E ; and the superscript ( ) r denotes the previous iterate. The solution procedure for every time step is outlined below:
Step 1: Provide guessed value for , say ; h E E t
where the superscript ( ) Predictor-Corrector Approach. In this approach, the concentrations of mobile kinetic variables and components at the new time step are obtained with two systems of equations
The solution procedure between two continuous time steps is outlined below:
Step 1: Solve Equation (46) for the intermediate
Step 2: With known ( )
, solve Equation (47) along with the first equation in Equation (33) to yield the concentrations of all species at new time step, from which ( )
, and 
DEMONSTRATIVE EXAMPLES
Thirty seven example problems (twenty one for two-d and sixteen for three-d) were used to demonstrate the ability of HYDROGEOCHEM to simulate a variety of mixed subsurface flow, thermal transport, solute transport, and chemical reaction problems (Yeh et al., 2004a [19] , 2004b [20] ). These problems could serve as templates for applications to hypothetical and realworld problems. Here only six problems are chosen to illustrate the application of HYDROGEOCHEM to a wide variety of problems.
Example 1:
This problem considers the release and migration of uranium from a simplified uranium mill tailings pile (Yeh et al., 2004a [19] , 2004b [20] ). A schematic two-dimensional vertical cross section of the hypothetical site is shown in Figure 3 . The mill tailings pile is located adjacent to a surface that slopes down to a river. The vertical left edge, front edge, back edge and horizontal bottom of the region are impermeable noflow boundaries. The sloping region on the top right is a variable flow boundary with either zero ponding depth or a net rainfall rate of 0.0139 dm/day. The horizontal region on the top of the mill tailings pile is a Cauchy flow boundary with an infiltration rate of 0.139 dm/day. The ten nodes on the vertical line on the right side and the four nodes on the river bottom are specified as Dirichlet known-head conditions. Total head at the vertical nodes is 39 dm. The total head on the left and right nodes of the river bottom are 45 dm and 40 dm, respectively. The region is discretized as shown in Figure 3 (one element thick) with 158 elements and 192 x 2 = 384 nodes. From the steady flow simulations, pressure head contours and velocity fields are depicted in Figure 4 . For reactive hydrogeochemical transport, the problem consists of seven components: Ca 2+ , CO 3 2-, UO 2 2+ , SO 4 2-, PO 4 3-, Fe 2+ , and H + (pH). The pH is simulated on the basis of the total excess hydronium designated by TOTH (total analytical excess or deficit of protons, a concept similar to the proton condition). A total of 35 aqueous species and 14 minerals (CaSO 4 , CaCO 3 , Ca(OH) 2 The composition of the pore water in the tailings, pore water outside of the tailing pile and the recharge water are given in Table 2 . The mill tailings pile is represented by Dirichlet nodes in order to hold the total concentrations of the chemical components constant throughout the simulation. The sloping area to the right of the tailings pile, the river bank, the river and right-hand side of the domain below the river are variable boundary nodes. Only advective transport is considered in this example. A total of 300 days was simulated with a constant step size of 2 days. Figure 5 shows contour plots of computed pH at various times. Initially, the acidity is confined to the tailing pile. Simulations at 100 and 300 days illustrate transport of the acidity outside the tailings; however, due to reaction with CaCO 3 the pH is neutralized rapidly in the reaction zone.
Figures 6 and 7 depict contour plots of precipitated carbonate and sulfate, respectively. The two figures show the displacement of calcite by gypsum as the simulation proceeded. CaCO 3 , which was initially present everywhere outside of the tailings (t = 0 day), disappears as acidity is transported out of the tailings. At t = 300 days CaCO 3 is present only in a small zone near the right edge of the cross section. Gypsum concentrations spread from the tailings pile due to transport of sulfate and calcium. However, below the hill slope, gypsum is dissolved by incoming rainwater with low sulfate concentration. The release of calcium by dissolution of the gypsum leads to some precipitation of calcite by reaction with the carbonate transported from the tailing pile.
The distribution of uranium is significantly different from that of sulfate and calcium (Fig. 8) . The concentration of uranium steadily increases with time in the region surrounding the tailings due to advective transport. Unlike calcium and sulfate that are present in high concentrations throughout the cross section, the difference between the uranium concentration within and outside the tailings is more than three orders of magnitude.
Example 2:
This problem simulated monitored natural attenuation of uranium. In addition to the aqueous complexation and precipitation processes of the previous problem, adsorption-desorption processes were also included. The objective was to conduct a parametric study of adsorption-desorption of urainum. Three mechanisms were studied: fast reversible equilibrium sorption, kinetic-limited sorption with slow uptake, and rapid adsorption with slow desorption. The domain of interest is a rectangular region having a size of 20 dm × 10 dm and containing the soil with a porosity of 0.3, a longitudinal dispersivity of 0.1 dm, a lateral dispersivity of 0.05 dm, and a diffusion coefficient of 0.01 dm 2 /day ( Figure 9 ). The flow field is steady and uniform with a velocity of 0.1 dm/day. Initial total concentrations of pore water inside the system are listed in Table 3 . Only incoming solution 1 contains uranium, and is assumed to enter the segment of the upstream boundary (i.e., y = 4 dm to 6 dm at x = 0 dm) for the first 50 days as shown in Figure 9 . Incoming solution 2 is assumed to enter both the rest of the upstream boundary (x = 0 dm) for 100 days and the segment involving uranium solution for the next 50 days. The total concentrations of incoming solutions 1 and 2 are also listed in Table 3 . The upper (i.e., y = 20 dm) and bottom (i.e., y = 0 dm) boundaries are assumed to be impermeable. The down stream boundary (x = 20 dm) is assigned with zero gradient condition. A total simulation of 100 days was performed using time step size 0.25 days.
In addition to 49 reactions as presented in Table 1 , two types of sorption sites, SOH and TOH, were used to describe equilibrium and kinetic sorption reactions, respectively. All sorption reactions were described as simple surface complexation. Three cases were simulated with different sorption reactions (Table 4) . Case 1 contained fast sorption only and had the SOH site concentration of 0.002 M through the system. Four equilibrium controlled sorption reactions were considered (Table 4) . Case 2 was a mixture of fast and slow sorption containing a combination of equilibrium and kinetic reactions. It was assumed to have a site concentration of 0.001 M for both of SOH and TOH sites. Sorption reactions of SOH site in Case 2 were considered as the same as those of Case 1 [i.e., Reactions (R50) through (R53)]. The sorption of uranium on TOH site was kinetically controlled as indicated in Table 4 .
Case 3 was designed to have a mixture of reversible and irreversible sorption. The site concentrations of SOH and TOH were 0.0019 M and 0.0001 M, respectively. Sorption reactions of SOH and TOH sites were considered the same as those of Case 2. The only difference was the kinetic sorption of uranium on TOH site. In order to describe irreversible uranium sorption, the sorption and desorption rate constants of uranium were estimated with a fixed pH value of 7.35 in association with Reaction (R56).
Figures 10 through 12 show the migration of dissolved uranium and pH distribution at different times for Cases 1 through 3. The migration of the dissolved uranium plume can be affected by non-chemical factors, such as advection and dispersion, in this problem. The intensity and size of uranium plumes of Case 3 [ Fig. 12 ] are much smaller than other two cases because the mobility of uranium is greatly reduced by irreversible sorption to TOH sites. Since less amount of uranium is sorbed in Case 2 [ Fig. 11 ] than Case 1 [ Fig. 10] , the dissolved uranium of Case 2 moves faster than Case 1. Therefore, the uranium plumes of Case 2 [ Fig. 11 ] appear with a certain time lag than those of Case 1 [ Fig. 10 ]. This also makes the uranium plume of Case 2 less dense and more dispersive than Case 1. The differences of pH distribution among three cases (Figs. 10, 11, and 12) are not significant because the sorption and desorption of uranium do not have notable effect on pH variations. In addition, the total site concentrations of three cases are designed to have the same amount of 0.002 M no matter which case is considered. Therefore, the pH distributions of these cases are mainly affected by the incoming solution composition. As listed in Table 3 , the initial pH of pore water is 7.58. Acid solution (i.e., incoming solution 2) enters the domain through upper and bottom segments of the upstream boundary. Only the center segment is provided with the uranium solution with a pH of 7.39. After t > 50 days, the whole upstream boundary is supplied with the same incoming solution 1 for a pH of 5.52. Animations of pH and uranium are included in an electronic Appendix.
Example 3:
This example is used to demonstrate the need for species switching in dealing with stiff reactive systems under transport and to illustrate the computation of fast/equilibrium rates (Yeh et al., 2009) [88] . It involves the transient simulation of advection-dispersion and equilibrium complexation and precipitation reactions. The domain is 10 dm × 5,000 dm and is discretized with 200 equal size elements. It consists of three heterogeneous zones, and has moisture content of 0.3, a constant flow field of 155.5 dm/day, and a longitudinal dispersivity of 150 dm (Figure 13 , and Na + ( Table 5 ). The incoming flow has different concentrations of these chemicals (Table  6 ). The key to conducting reactive transport simulations is to transform our understanding of the system into a reaction network. For this problem, the conceptual model was transformed into a reaction network of 24 fast/equilibrium reactions (20 aqueous complexation and 4 precipitation-dissolution reactions). The dynamics of this reaction network was simulated for a total of 10 days with time step size equal to 0.025 day.
When the simulation started, the preprocessor in HYDROGEOCHEM 4.5 (Yeh et al., 2008a) [88] . It was shown that the rates of all 24 fast/equilibrium reactions as simulated were finite and definite. A consistent system of simulating concentrations of all species and rates of all reactions were obtained through the diagonalization approach. The fast/equilibrium reaction rate for calcite is included here as an example (Figure 14) . It is seen that the reaction rate at z = 3,700 dm is approximately -0.95 M/day. The corresponding calcite concentration quickly changes from approximately 0.6 M to almost zero. Calcite mineral concentrations will change with time at the locations where the corresponding precipitation reaction rates are not zero. In other words, the measured mineral concentrations versus time at a particular location can be used to characterize their corresponding reaction rates. This is so because all mineral species are considered immobile in a reactive transport system and as a result the reaction rates are calculated with 
where P i is the concentration of the i-th mineral species and R i is the rate of the i-th precipitation reaction that produces this mineral (Yeh et al., 2009 [88] ). On the other hand, for an aqueous species, the concentration-versus-time curve at a particular location cannot be used to characterize a reaction even even if there is one and only one reaction that produces the species. Reaction rate for an aqueous species can be calculated with
where C i is the concentration of the i-th aqueous product species and R i is the rate of the i-th aqueous complexation reaction that produces this species. It is seen unless one can segregate the transport rate L(C i ) from the local rate ∂C i /∂t, the slope of concentration versus time curve cannot be used to characterize the reaction rate. Fig. 15 ) and equal to zero for the front and right sides above the water surface (variable B.C.-II in Fig. 15 ).
An animation file showing the steady flow field is included in the electronic Appendix. Thermal Transport: Given the flow field, transient thermal transport is simulated followed by reactive chemical transport. For the simulation of temperature field, initial temperature is set at 298 o K. The types of boundary condition are described in Figure 16 .
An animation file depicting the changing temperature distribution is included in the electronic Appendix.
Reactive Chemical Transport: The network was complex involving both kinetic and equilibrium reactions (8 and 25, respectively) for every reaction type (aqueous complexation, adsorption-desorption, ion-exchange, and precipitation-dissolution). The mineral dissolution reactions and 4 of the 22 aqueous reactions are included in Table 7 . [88] For numerical simulations, low initial concentrations are given in the entire domain, except for a small region which has high initial concentrations ( Figure 16 ). The regions of boundary conditions for reactive transport are identical to those for thermal transport. The species concentrations with non-zero values on the boundaries as well as the initial conditions were given in Yeh et al., 2009 [88] .
The simulated rates of all 25 equlibrium reactions were again finite and definite. Furthermore, it was demonstrated that the rate of slow/kinetic reactions are not necessarily smaller than those of fast/equilibrium reactions (Yeh et al., 2009) [88] . As an example, the rates of the 6 reactions in Table 7 are examined.
The rates of equilibrium reactions and kinetic reactions at (x,y,z) = (30, 120, 30) , which is located at the region of initially low concentration, are shown in Figure 17 . Intuitively one would suspect that the rate of a fast/equilibrium reaction is greater than that of a slow/kinetic reaction. It is clearly seen from Figure  17 that this is not the case. For example, the kinetic rates for Reactions (KR1) and (KR3) are greater than the equilibrium rates for Reactions (EqR1) and (Eq R4). Thus, rates of slow/kinetic reactions are not necessarily smaller than those of fast/equilibrium reactions.
Figure 17 Rates of Equilibrium and Kinetic Reactions
Example 5: This example involved modeling of laboratory column experiments involving extremely high concentrations of uranium, technetium, aluminum, nitrate, and toxic metals. The experiment set up was described in [89] . The experiment was modelled with a reaction network of 92 equilibrium and 5 kinetic reactions involving 138 chemical species [89] . The conceptual model involved 12 chemical components for the experiments: NO 3 , Na, K, Al, Si, SO 4 , Ca, Mg, Mn, U, Co, and Ni. An equilibrium reaction model that considers 72 aqueous complexation reactions was first used to perform speciation calculation for each data point to determine the concentrations of individual species given pH and the total aqueous concentrations of the 12 components. Based on the calculated aqueous species concentrations, the saturation index was calculated for each of the 26 minerals considered and a decision was made to include only five precipitation-dissolution reactions. Finally soil buffering capacity was modeled with twelve equilibrium ion-exchange reactions in addition to 8 equilibrium ionization reactions of a polyprotic acid H 4 X and a polyprotic base Y(OH) 2 . Simulation results indicated good agreements between experiments and theoretical predictions using the proposed reaction network. The caveat in this example is one's ability to come up with a reaction network. Once this is done, HYDROGEOCHEM can automatically set up transport equations of components and kinetic variables and simulations of all species concentrations and reaction rates follow.
