There are several approaches to estimating a kriging model. For the technique of ordinary kriging, which assumes a constant mean and an isotropic error surface (separation based solely on spatial difference), least squares and maximum likelihood methods are adequate. A useful example of ordinary kriging can be seen in Tam Cho and Gimpel's (2007) model of where campaign funds geographically are most likely to emerge. Unfortunately, ordinary kriging does not include the structural model necessary for our purposes, so numerical integration is essential to estimating the posterior distribution. Here we describe a Markov chain Monte Carlo (MCMC) approach, and in the example in the article we presented and implemented a non-Markovian Monte Carlo technique. For background on MCMC estimation of complex Bayesian models, see Gill (2014) . Importantly, this avoids the serious estimation challenges outlined in Franzese and Hays (2007) since we are using MCMC to empirically describe (marginalize) a joint (multidimensional) posterior distribution by exploration rather than optimization.
When estimating with MCMC, we first specify the convenient independent conjugate (multivariate normal, inverse-gamma, and gamma) prior distributions:
These priors have not been shown historically to be strongly influential, but it is important to specify relatively informative (non-diffuse) priors or the posteriors will be improper for this specification. Improper posterior distributions are useless for inferential purposes since they are non-integrable for estimating coefficient quantities of interest (Hobert and Casella 1996) . The joint posterior of interest is constructed by:
Naturally we want marginal distributions from this joint posterior for each of the parameters, which cannot be obtained analytically thus requiring MCMC tools to perform this task. Consider the multivariate normal distribution that results from augmenting the observed Y with the unobserved Y (s 0 ) points in between. From the assumptions above, we have the following variance components defined:
, ∀i, j −→ covariance only so no nugget effect Also, by standard normal theory we get:
(e.g. Ravishanker and Dey 2002) . Here µ 1 is the marginal mean of the unobserved kriged points, and µ 2 is the marginal mean of the point-reference observations. Substituting in the regression quantities produces:
assuming we have observed x 0 , which can be relaxed.
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We want a posterior prediction for Y at a new value s 0 using an observed x(s 0 ), denoted Y (s 0 ). The distribution of interest comes from:
where:
as shown before, and the parameter posterior marginalization comes from the MCMC process. Use a post-convergence sample of the model parameters:
where m is the post-burn-in iteration number where the Markov chain is assumed to be in its stationary distribution and p is a large number (Gill 2008) . Then for each (β,
}, which can be summarized empirically. It is actually more desirable to do this for a (possibly large) collection of unobserved values: Y 0 = {Y (s 01 ), Y (s 02 ), . . . , Y (s 0L )}, with associated matrix X 0 , so that we model the full set of potential spatial correlations. We can get this by a Monte Carlo mixture of the form:
which averages over the uncertainty in the parameter posterior distributions. Also, we are interested in W(s 0 )|Y at different s 0 . Typically, to keep the MCMC process as straightforward as possible, we do post-processing composition sampling to get samples from the distribution of W|Y:
• Produce a post-convergence sample of the other parameters:
where p is a large number.
• Now calculate:
for k = 1, . . . , p, which gives an empirical sample from the iterations:
Since this is a Bayesian approach, having the posterior distribution for W is our end goal.
Convergence was assessed for all MCMC output with every one of the standard diagnostics, collected in the R package superdiag.
Appendix B: Data Sources • Presidential votes by state (2008): Federal Election Commission, http://www.fec.gov/ pubrec/fe2008/2008presgeresults.pdf.
• Presidential and congressional votes for 2008 Virginia congressional districts: Calculated and prepared by Greg Giroux. Accessed from http://CQPolitics.com on October 26, 2010.
• Shapefiles for Virginia's 2008 congressional districts: U.S. Census Bureau. Accessed from http://www.census.gov/geo/maps-data/data/tiger-line.html on June 29, 2013.
• Demographic data by ZIP code in 2000: U.S. Census 100% data. Accessed from the National Historic Geographic Information System, https://www.nhgis.org/ on February 11, 2014 (Minnesota Population Center 2011).
• • Demographic data on the 50 states in 2000: U.S. Census 1% unweighted sample. Accessed from the Integrated Public Use Microdata Series, https://usa.ipums.org/usa/ on June 20, 2013 (Ruggles et al. 2010 ).
• Religious affiliation by county: The 2000 Religious Congregations and Membership Study, provided by the ARDA. Accessed from http://www.thearda.com/Archive/ Files/Descriptions/RCMSST.asp on July 24, 2013.
• Urban-rural continuum by county: United States Department of Agriculture, 2003 measure. Accessed from http://www.ers.usda.gov/data-products/rural-urban-continuum-codes.aspx on July 24, 2013.
• ZIP code centroids and area: United States Census Bureau, 2000 ZIP code tabulation file. Accessed from http://www.census.gov/geo/maps-data/data/gazetteer2000. html on April 20, 2013.
The predictor variables we include in our model are as follows:
Age: Measured in years.
Female: Our indicator for sex is coded 1 if female, and 0 otherwise.
Education: Measured in six ordinal categories. 0=did not graduate high school; 1=high school graduate; 2=some college, but no degree; 3=2-year college degree; 4=4-year college degree; 5=post-graduate degree.
Race: Nominal variable that treats white respondents as the reference group and includes an indicator for African-American respondents as well as an indicator for respondents who are of another race.
Employment status: Nominal variable that treats employed individuals as the reference group and includes an indicator for unemployed respondents as well as an indicator for respondents who are not in labor force.
Homeownership: Our indicator for homeownership is coded 1 if the respondent owns his or her own home, and 0 otherwise.
Income: Income for the entire family is recorded on a 14-point scale. This is treated as a nominal scale given that income ranges differ in size and the effect of income on ideology is unlikely to be linear in nature. The reference category consists of individuals who earn less than $10,000. 
Urban-rural:
We measure the level of ruralism in a respondent's county using the USDA's ordinal urban-rural scale. 0=county in metro area with 1 million population or more; 1=county in metro area of 250000 to 1 million population; 2=county in metro area of fewer than 250000 population; 3=nonmetro county with urban population of 20000 or more & adjacent to a metro area; 4=nonmetro county with urban population of 20000 or more & not adjacent to a metro area; 5=nonmetro county with urban population of 2500-19999 & adjacent to a metro area; 6=nonmetro county with urban population of 2500-19999 & not adjacent to a metro area; 7=nonmetro county completely rural or less than 2500 urban population & adjacent to metro area; 8=nonmetro county completely rural or less than 2500 urban population & not adjacent to metro area.
Eastings and Northings: Created to place the respondent's residence by jittering from the ZIP code centroid by the ZIP code's radius. Computed in kilometers with ESRI projection 102003. In the models reported in Tables 1 & 2, for ease of presentation, the coefficients for eastings and northings are rescaled for distance in megameters (1 Mm = 1000 km). Results based on 100 subsamples of 5% original data. 1,000 iterations were run for each subsample, for 100,000 total Computed with the geoR 1.7-4 library in R 3.0.0. Eastings and northings rescaled to megameters (Mm) in this table.
