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Abstract: Let X be a real random variable, distributed accord- 
ing to some symmetric distribution F. A searcher starts at the 
origin and moves with an upper bound on his speed until he 
finds X. Which search path does he have to choose in order to 
minimize the expected searching time (or equivalently, to mini- 
mize the expected path length)? By means of numerical meth- 
ods the solution is calculated for the normal. Student, logistic 
and Laplace distributions. 
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1. Introduction 
The problem of optimal search came to the 
author’s attention on a holiday in Spain, when 
trying to find a typical flamenco tavern which was 
said to be not far from his hotel. Both tavern and 
hotel were located on the main road parallel to the 
coast line, so the situation was clearly one-dimen- 
sional. Because in such a problem the direction of 
the target is unknown, the searcher could for in- 
stance start by walking a certain distance to the 
north; if he does not find anything there, it seems 
reasonable to turn around and retrace his steps in 
order to explore a certain distance to the south, 
and so on, until the target is located. 
The question arises if it is possible to search in 
an optimal way, minimizing the expected search- 
ing time. The existence of an optimal search path 
has been shown by various authors; a review of 
their results can be found in Section 2. However, 
the actual solution does not seem to be available in 
the literature. Therefore, optimal search paths are 
constructed in Sections 3 and 4. 
Let us now build the mathematical model. The 
hidden target is considered as a point on the real 
line, given by the random variable X which is 
distributed according to the hiding distribution F. 
(For simplicity, we use the same notation F for the 
probability distribution and the corresponding 
cumulative distribution function.) Throughout this 
paper, it is assumed that the densityf of F satisfies 
(i) f is continuous, 
(ii)f(x)> 0 for all x; 
(iii)f(x) =f( -x) for all x. 
(The symmetry condition (iii) is justified when 
we have no a priori knowledge on the direction of 
the hidden object.) 
A search path h gives the position h(r) of the 
searcher at time t. We assume that the searcher 
starts at the origin, and that there is an upper 
bound on his speed. Therefore, we require all 
search paths h : [0, co) --, [w to satisfy: 
h(O)=O, 
Ih(t,)-h(r,)l~It,-r,l forallr,andr,. (1.1) 
A sequential search parh (SSP) is a special case, 
corresponding to a sequence {x,,} satisfying 
O=X,<X,<X,<X,-C ... withxZn+,fco, 
O=x,<x,<x,<x,< ... withx,,fco. (1.2) 
The searcher starts at zero and moves with con- 
stant speed equal to 1, turning at the points 
(- l)“+ix,. In Fig. 1, such a SSP is sketched. 
For any search path h and any x in lR we define 
the time needed to find x as 
r(h,x):=inf(r: h(r)=x}. (1.3) 
For a SSP it is always finite, because (1.2) implies 
that the whole line is searched, but in general it 
may be infinite. Because r( h, x) is measurable in x 
and always positive, we know that the expecred 
searching rime 
T,(h):=E,-[r(h.X)]=/r(h,x)dF(x) (1.4) 
exists, being either a positive number or + 00. 
Remark 1.1. It holds that r,( -h) = T,(h) by 
symmetry of F, so the search may start in either 
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Fig. 1. 
direction. Moreover, we have a kind of scale in- 
variance. When we replace F(x) by F,(x) : = 
&x/o) for some IJ> 0, and h(x) by h,(x):= 
ah(x/a), then t(h,, ax) = ur(h, x), hence TF,(h,) 
= uT,( h). For sequential search paths, this results 
in replacing {x,} by {ax,}. 
2. Existence of optimal search paths 
The following theorem is due to 
Franck [5]. 
Beck [I] and 
Theorem 2.1. There exists a search path with finite 
TF( h) if and only if A F := /Ix1 dF(x) is finite. 
Proof. The ‘only if part follows immediately from 
1x1 Q t(h, x) for all h and x. For the ‘if’ part, one 
shows that for any e > 0 the sequential search path 
(0, e, 2c, 4c, 8e,. . . > satisfies T,((O, C, 2e, 4e, 
8c,...))< 9A,+ 2~. 0 
Remark 2.2. The condition that the mean devia- 
tion A, be finite is equivalent to the existence of 
the first moment of F. This excludes the Cauchy 
distribution, for which A,= 00, because there all 
search paths have infinite expected searching times! 
Remark 2.3.. The value A, is exactly the expected 
searching time in case the searcher would know in 
which direction X is located, for then he would 
simply go in that direction. Alternatively. it can be 
viewed as the expected searching time in case there 
are two searchers, who start at zero in opposite 
directions until one of them finds X. 
From now on, we shall assume that A, is finite, 
It follows that 
TF:=i;fTI-(h) (2.1) 
is finite by Theorem 2.1, and strictly positive be- 
cause for all h it holds that T,(h) > A, > 0 since 
t( h, x) > 1x1 in every x. The question arises whether 
this infimum can actually be attained. When there 
indeed exists an h, for which T,(h,) = T,, then 
we call it an optimal search path. Fristedt and 
Heath [6] proved the following result. 
Theorem 2.4. Whenever A, is finite, there exists an 
optimal search path. 
For practical reasons, it is always easier to work 
with sequential search paths. The existence of an 
optimal element in the class of all SSP was already 
shown by Beck [l] and Franck [5]. Moreover, from 
[6, Theorem 2.2 and Corollary 2.11 (the latter 
generalizing [4, Theorem 11) it follows immediately 
that: 
Theorem 2.5. Whenever A, is finite, all optimal 
search paths are sequential. 
Remark 2.6. Because f is continuous, we have 
f (0) < 00. In case we would consider a distribution 
for which f tends to infinity at zero, then the 
optimal search path is no SSP anymore. (Beck [ 1,2] 
shows that then for each SSP {x,} there exists 
another SSP with smaller expected searching time: 
it suffices to take y, in (0, x2) such that u,/( F( y,) 
-F(O)) < x, and to consider (0, y,, xi, x2,. . . >.> 
Because of the concentrated mass at the origin, 
any optimal SSP would have to oscillate an in- 
finite number of times around zero in any neigh- 
borhood of it, which is physically impossible. For 
example, this situation occurs at the density 
f (xl = tf&l) 
which is a symmetrized version of the &i-squared 
density with one degree of freedom. 
Previous papers on this search problem have all 
dealt with theorems showing the existence of opti- 
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ma1 search paths under various conditions. HOW- 
ever, as stated by Beck and Newman [3]. “no 
algorithm has been found for extracting the mini- 
mizing search yL ,;edure”. In the next section we 
shall determine the optimal search path in the case 
of the normal distribution, by means of numerical 
methods. In Section 4, we shall also deal with 
other distributions such as Student’s t, the logistic 
and the Laplace distribution. 
3. The optimal search path for the normal distribu- 
tion 
We saw in Section 2 that for symmetric distri- 
butions with a first moment and a strictly positive 
continuous density there exists an optimal search 
path, which is necessarily sequential. The first such 
distribution coming to mind is the normal law 
N(0, a) with u > 0. From Remark 1.1, the optimal- 
ity of a SSP {x,} for N(0, 1) implies the optimality 
of ((TX,) for N(0, a), so we may restrict our atten- 
tion to the standard normal N(0, 1) with cumula- 
tive distribution function @ and density +. 
Let us consider a SSP (x,,} as in (1.2), for which 
T&(x,>) = jt((x,,}, x) d@(x) < cc (the existence 
of such a SSP follows from Theorem 2.1). By 
Lebesgue’s dominated convergence theorem, 
MM) =ie /xl d@(x) 
*XI 
+ 
J (2x,+ 1x1) d@(x) l-x,.0) 
+1(X x ,(2(x1 + ~2) + 1x1) d@(x) 
I. 3 
+ 
J (2(x, + x2 + x3) + I4 [-%*-X2 ) 
xd@(x)+ .a. 
= / 1x1 d@(x) + 2{-+([0, x21) 
+(x1 +x2PP(h 
(Q+n+,>-@(X,-I)) 
=2 : xJ(l - @C&-i>) 
n=l 
+ (1 - @bJ>l 
= 2nEo(1 - @bnW,+ x,+1) 
=x1+2 f (1-@bn))(xn+-n+,). 
fl=l 
(3.2) 
Examples 3.1. For the SSP corresponding to x, = nr 
(where 0 -z r < cc) we evaluated T’(fx,,)) by means 
of the computer, obtaining a minimal value of 
2.911873 at r = 1.370819. For the SSP correspond- 
ing to x, = nr we found a minimal value T&(x,>) 
= 2.975104 for r= 1.160831. 
By Theorems 2.4 and 2.5, there exists an opti- 
mal search path which is sequential. We denote 
this SSP by (x,}, so T,((x,)) = T, = min,T,(h) 
and A.({x,)) equals A,, defined by 
A . =min(A.({z,)): (z,} satisfies(1.2)}, 8’ (3.3) 
so 
T,=A,+A,. (3.4) 
Equation (3.4) can be interpreted as follows: the 
minimal expected searching time T, equals the 
expected searching time A, in case the searcher 
would know the right direction (Remark 2.3), plus 
the penalty A, caused by the fact that he does not 
know it and therefore has to return on his steps 
from time to time in order to cover both direc- 
tions. 
We now investigate what this optimal SSP (x,} 
looks like. Take any n a 1, and consider all se- 
quences(0, x,.. . ., x,_ ,,y, x,+ ,,. . .> where the nth 
element is arbitrary. There is a 6 > 0 such that for 
all y in (x, - 6, x, + 6) these new sequences still 
satisfy the side conditions (1.2), and then (3.2) is 
differentiable in y (because only two terms are 
changed). From (3.3) 
O=~[A,((O,x,,...,x,-,.Y,x,+,,...))],-,” 
=2$1- @b,-Iwl-I +Y> 
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+(I -~bMY+x,+,)l,.=.r” 
= ml - @(x,-d) + (1 - @bn>)l 
-@bnk+%+Jh 
Hence, it holds for all n > 1 that 
X n+l =gdAX,-,, Xn) 
:= [l -@(x,_,) + 1 - @(x,)1/+“> -x,. 
(3.5) 
Therefore, minimization of A @(( z,,)) subject to (1.2) 
is equivalent to minimization of A,((z,>) subject 
to (1.2) and (3.5). But such sequences are com- 
pletely characterized by z, = r > 0, because z2 = 
g,(O, r), z3 = g&r, g,(O, r)), and so on. There- 
fore, we denote them by (z,,(r)}, and put A*,(r) = 
A,((z,(r)>) in those r where {z,,(r)> satisfies (1.2); 
otherwise it is not defined. Concluding, we have 
reduced the optimization problem to a single one- 
dimensional variable r (see also [5]): 
A~=min{A*,(r);O<r<ccand 
{z, ( r )) satisfies (1.2)). 
We doubt if it is possible to solve 
(3.6) 
(3.6) analyti- 
cally, but at least a numerical solution can be 
found with the computer. For a great many values 
of r one constructs {z,,(r)} by means of the recur- 
sive formula (3.5), verifies whether (1.2) holds and 
calculates A*,(r) in the affirmative case; the result 
is then plotted as a function of r and carefully 
inspected. 
The above technique does not depend on the 
specific properties of @, and indeed will be used in 
Section 4 for other distributions. However, in the 
special case of the normal law, some more detailed 
information is available. We shall need the fact 
that the tail area 1 - 0(x) is bounded between 
$l(x)x/(x’+ 1) < 1 - @p(x) <@(x)/x 
for 0 < x < cc (3.7) 
as can be verified by differentiation. This implies 
that asymptotically (1 - @(x))/+(x) - x- ‘, where 
the distance between the upper and the lower 
bound equals x-’ -.x/(x’ + 1) < xe3. Therefore, 
this approximation has been used for the evalua- 
tion of (3.5) for large xn, and for the terms of (3.6) 
with large arguments. 
We note that (3.5) is not the only necessary 
condition following from (3.3), but that we also 
have 
O+[Aq,({O, x,,...,x,_,,c'.x,+,,...))]~~.~~ 
=2~(x,)[x,(x,+x,+,)-21, 
hence x,(x, + x,+ ,) 2 2 for all n 2 1. Using (3.5), 
this yields 
[I-@(x,-,)+1 -@(x,)]x,,/~(x,)z~. (3.8) 
For n = 1 we obtain [i + (1 - @(r))]r/+( r) > 2. 
This function is strictly increasing in r, because its 
derivative equals 
[+(l +r”)+(l +r2)(1 -Q(r))-r+(r)]/+(r)> 
by (3.7). Therefore, there is a single solution (Y of 
[i+ (1 - @((Y))]oL/+(cx)= 2 which is about (Y = 
0.8105012, and we see that necessarily (Y Q x,. If 
on the other hand we apply (3.8) for n 2 2, then it 
follows that x, > x,_ ,. (Indeed, suppose that x, Q 
x,_,, hence 1 - f&x,,_,)< 1 - @(x,). As also 
x,/+(x,) < l/( 1 - @( xn)) by (3.7), we would have 
[l - @(X,-i) + 1 - @~-%cw3d~,) < 
< 2(1 - @(x,))/(l - B(q)) = 2, 
a contradiction.) Concludingly, (1.2) is sharpended 
to 
0.81<agx,<x2<x3<x,<... withx,+oo. 
(3.9) 
On the other hand, it is not necessary to consider 
values of r larger than 2.2, because then A*,(r) > r 
> 2.2 by (3.2), which is already larger than the 
value A,((O, 1, 2, 3, 4,. . . )) = 2.198908. Finally, we 
can replace (3.6) by 
A.=min(A$,(r): 0.81 ~rg2.2 
and {z, ( r )} satisfies (3.9)). (3.10) 
In Fig. 2, a plot of A*, is given for 0.81 < r < 2.2. 
There seems to exist a value rap, = 1.440854 such 
that A*, is strictly increasing on [rap,, 2.2) and such 
that A$, does not exist on [0.81, r,_,,). The optimal 
sequential search path is therefore given by (3.5) 
using x, = rap, (see the first column of Table I), 
and we obtain A, = 2.105781, SO 
TQ = 2.903665. 
Theorem 2.5 implies that this SSP is also an opti- 
mal search path. By construction, it is unique (up 
to the choice of the direction of the initial step). It 
is precisely this SSP which was plotted in Fig. 1. 
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Fig. 2. 
Remark 3.2. In order to get an intuitive under- 
standing of why A*, does not exist in a certain 
domain on the left of r,,r,, it may be worthwhile to 
note that (3.5) has some kind of fixed point in that 
region. Indeed, the mapping g&x, x)-x pos- 
sesses a unique root ,f3 = 0.75 17915 in the interval 
[0, 2.21, for which go(/3, fi) = p. Therefore, it can 
happen that a sequence (z”(r)) gets ‘trapped’ 
around /?, so it can no longer tend to infinity. 
4. Other distributions 
The results of Section 2 are also valid for a 
r-distribution with at least 2 degrees of freedom. 
(In the case of one degree of freedom we obtain 
the Cauchy distribution, for which A,= co). The 
expected searching time of a SSP is given by (3.1) 
and (3.2), where @ is replaced by F,, the cumula- 
tive distribution function of t with m degrees of 
freedom. The mean deviation A, is given by 
-4~~ = I-4 W,(x) J 
=m”2r(f(m - l))/[n*‘2r(fm)]. 
For not too large arguments, the tail area 1 - 
F,(x) can be calculated by means of numerical 
integration of the densityf,, for example using the 
NAG library. But the form of the density necessi- 
tates the use of asymptotic approximations for 
extreme tail areas. For m = 2 or 3 we applied the 
Zelen-Sever0 approximation 
1 -F,(x) - a,t-“‘+ bmt++‘) 
where a2 = 0.4991, b, = 0.0518, a, = 1.1094 and 
b, = -0.0460. For m > 4 we calculated the Pink- 
ham-Wilk expansion. For these and other ap- 
proximations, see [7, Chapter 271. 
We first evaluated the expected searching time 
TFm({x,,}) for the sequences of the type x, = nr, 
and determined the value of r for which this 
quantity is minimal (see Table 1). Fig. 3 gives a 
plot of A, ({nr}) as a function of r, each curve 
correspondmg to a specific choice of m. This was 
repeated for sequences of the type x, = .‘, yielding 
Fig. 4. Note that in both cases the curves tend 
pointwise to the one corresponding to @ for in- 
creasing m . 
In order to find the optimal SSP, the same 
technique can be used as in the normal case, 
replacing @ by F, and 9 by f, in (3.3) to (3.6). 
Because always A*F(r) > r, it suffices to minimize 
A>_(r) for r in the interval [aF_, A, ((0, 1, 
2, 3, 4,. . >)]. In Fig. 5, a plot of A*,(r) is giGen for 
m = 2, 3, 4,. . . 
DELTA AS A FUNCTION OF R 
FOR THE SEQUENCE XN=NsR 
IO. 
0. 1 .oo 2 .oo 3 .oo 4 .o_o 
Fig. 3. t-distributions (m = 3.4.5, 7, 10,20,30,~,50). 
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DELTA AS A FUNCTION OF R 
FOR THE SEQUENCE XN=NxxR 
, ” ” 1 ” ” 1 a " / 1 ” i 
Fig. 4. t-distributions (m = 3,4,5, 7, 10.20, 30.40.50). 
DELTA 4s 4 FUdCTiCiN Or R 
12 .s 
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Fig. 5. /-distributions (m = 2. 3.4. 5, 7, 10, 20,30.40,50). 
There always is a central region ( CX~~‘,’ r,, ) where 
d*,(r) does not exist, because the corresponding 
sequences do not satisfy (1.2). Table 1 lists the 
optimal x,,, TFmr A,, m 8, and the minimal values 
of TFm((nr)) and TFm({r”)) with the corresponding 
optimal values of r. 
By means of the same approach, also the lo- 
gistic distribution [F(x)=(l + e--\)-‘I and the 
Laplace distribution [F(x) = fe.’ if x B 0, = 1 
1 e-.Y 
-7 if x 2 0] are covered. Because of their 
simple form, no special approximations are neces- 
sary. 
Saying that TF is larger for the logistic distribu- 
tion than for t3 does not mean very much, because 
of the scale invariance property (Remark 1.1). 
Indeed, T, does not only depend on the type of 
the distribution, but also on its scale parameter. It 
is therefore meaningful to standardize TF by A,, 
which is the most relevant measure of dispersion 
in this context, in view of the results of Section 2 
(we cannot use the standard deviation, which is 
infinite at tz). The ratio R(F) := T,/A. (which 
can be viewed as a kind of shape parameter) is 
listed in Table 1; for example, it is smaller for the 
logistic distribution than for t,. 
Theorem 4.1. For any F saris&q the conditions of 
Section 2, we have 
2<R(F)<p 
where p = 4.591 is the solution of (p - l)ln( p - 1) 
= p. Both bounds are sharp. 
Proof. We first show that T,(h) > 2A, for all F 
and h. For every x f 0 it holds that t(h, x) * 
t(h, -x); suppose w.1.o.g. that r(h, x) < t(h, -x). 
But then 
t(h. -x)w(~,x)+~x~+~-x~~~~x~ 
because always t(h, x) 2 1x1, so [t(h, + 
that h the entire 
line, because otherwise T,(h)= 00. But then there 
exists M > 0 such that for all (xl > M both t(h, x) 
> 1x1 and t(h, -x)> 1x1, so [t(h, x)+ t(h, -x)] 
> 41x(. Therefore, 
G(h) =/o”[@, x) + t(h, -x)] dF(x) 
>4 oclxJdF(x)=2A,. 
/ 0 
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The lower bound 2 is sharp because it corresponds 
to the mixture of point masses F = iL3, + f8_, for 
any a f 0, and although this F does not satisfy the 
regularity conditions, it can be considered as the 
limit of bimodal distributions of the type fN( a, a) 
+ iN( - a, a) for (I J 0. On the other hand, for any 
‘regular’ F it is possible to construct a search path 
h with T,(h) ( pA, [3, Theorem 41, and for every 
e > 0 there exists an F such that TF>’ pA,/(l + c) 
13, corrected Theorem 61. The strictness of the 
inequality R(F) c p follows from [3, Theorem 71. 
0 
Some recent surveys on various types of search 
problems can be found in [8,9]. 
Acknowledgment 
Appreciation is expressed to Pieter De Groen 
for advice on numerical algorithms, and to Balkhi 
Zaid for assistance with the programming. We also 
wish to thank Charles Stone and two referees for 
interesting suggestions. 
References 
Ill 
VI 
[31 
[41 
[51 
PI 
['I 
181 
[91 
A. Beck, On the linear search problem. Israel J. Math. 2 
(1964) 221-228. 
A. Beck, More on the linear search problem. Israel J. Math. 
3 (1965) 61-70. 
A. Beck and D. Newman, Yet more on the linear search 
problem, Israel J. Math. 8 (1970) 419-429. 
A. Beck and P. Warren, The return of the linear search 
problem, Israel J. Math. 14 (1973) 169- 183. 
W. Franck, An optimal search problem, SIAM Rw 7 
(1965) 503-512. 
B. Fristedt and D. Heath, Searching for a particle on the 
real line, Adu. App(. Prob. 6 (1974) 79-102. 
N. Johnson and S. Katz, Continuous Univariate Disrribu- 
rions - 2 (Houghton Mifflin, Boston, MA, 1970). 
L. Stone, Theory of Optimal Search (Academic Press, New 
York, 1975). 
I. Wegener and R. Ahlswede, Suchprobleme (Teubner. Stutt- 
gart, 1979). 
