A statistical surveillance system gives a signal as soon as data give enough evidence of an important event. We consider on-line surveillance systems for detecting changes in influenza incidence. One important feature of the influenza cycle is the start of the influenza season, and another one is the change to a decline (the peak). In this report we discuss statistical methods for on-line peak detection. One motive for doing this is the need for health resource planning. Surveillance systems were adapted for Swedish data on laboratory verified diagnoses of influenza. In Sweden, the parameters of the influenza cycles vary too much from year to year for parametric methods to be useful. We suggest a non-parametric method based on the monotonicity properties of the increase and decline around a peak. A Monte Carlo study indicated that this method has useful stochastic properties. The method was applied to Swedish data on laboratory verified diagnoses of influenza for seven periods.
Introduction
When adverse health events occur, quick and safe detection is essential. It is important that these events are detected very soon after they occur (a short delay) and that, when an alarm is called, it is probable that an event has occurred (a high predictive value) Continual observations are made and the theory of statistical surveillance can be used to evaluate the cumulated information in order to detect a change in the underlying process. For a review and discussion of prospective statistical surveillance in public health, see Sonesson and Bock (2003) . Control charts first came in use 1930 for detecting changes in industrial production. However, the requirements for evaluations are more pronounced for public health and the need of simplicity is less. Gains in crossfertilization between the areas are demonstrated by Woodall (2006) .
Epidemics, such as influenza, are for several reasons very costly to society and it is therefore of great value to monitor the epidemic period in order to allocate medical resources. A comparison between public health surveillance systems for monitoring influenza incidence in 24 European countries is made in Hannoun and Tumova (2000) . Our report is part of the project "Statistical warning systems for emergency management" aiming to construct automated systems for monitoring epidemic diseases in Sweden. Even though most of the problems are the same for other diseases, such as e.g. tularemia and campylobacteriosis, we chose to describe the situation for influenza in order to be specific.
Most of the literature on public health surveillance is concerned with the detection of disease outbreaks. From a public health perspective, however, other features of the influenza cycle are of interest, such as the peak after which the influenza incidence starts to decline. One important reason for this is the need for health resource planning. Another reason is that there are other adverse health events that cause symptoms similar to influenza. One example is the avian flu and another one is anthrax exposure after a possible bioterrorism attack. Since these symptoms are similar to those of ordinary influenza, outbreaks of such adverse health events might be evident as an additional peak in the influenza cycle. Thus, in order to distinguish such a peak from one of the ordinary influenza, a method for peak detection of the influenza incidence is required. Peak detection was also the aim in surveillance for bioterrorism as described in Dafni et al. (2004) .
In Sweden, the Swedish Institute for Infectious Disease Control (SMI) carries out influenza surveillance and gives timely information to the society. A description of the Swedish system for collecting data on influenza can be found in e.g. Linde et al. (2004) . Influenza incidence is measured by the weekly number of laboratory diagnosed influenza cases (LDI) and the weekly proportion of patients with influenza-like illnesses (ILI). Data on ILI are collected from a number of sentinel physicians. The LDI data consist of reports from five virus laboratories and a number of microbiological laboratories. Andersson et al. (2008) made the conclusion regarding the ILI variable that it should be interpreted with care since time-dependent effects, such as the physicians' inclination to send reports, seem to be present. For peak detection, the LDI variable seems to be more reliable. In this paper, the analyses and models are based on the LDI series from seven influenza periods.
Information about data for different geographical areas might be of value since the influenza spreads to different areas at different times. In an exploratory study of Swedish data (Bock and Pettersson (2006) ), it was found that no spread between neighboring areas was evident but that the influenza first appeared in the big cities. In this paper, the spatial component is not considered. Instead, the analysis is based on aggregated data for the whole of Sweden.
Automatic systems for detecting influenza epidemics should have known properties concerning detection ability, risks of false alarms and predictive value as described in Section 3. Many surveillance systems are based on the deviations between the observed value and the expected value given that no change has occurred. Often, the expected value is assumed to be a known constant or a parametric function of time with known parameter values. A comparison could be made with an "average" curve as in e.g. Sebastiani et al. (2006) . This will tell if this season is extraordinary compared with an average season. However, here the purpose is to detect the peak for the present season. As is seen in Figure 1 (which will be further described in the next section) the parameter values are not constant from one year to the next and using the "average" curve as the target value in the surveillance system, is not useful for peak detection. A non-parametric method is therefore suggested and evaluated. In Section 2 methodology of statistical surveillance of a peak is described. The problem is described in Section 2.1. Peak detection methods using parametric and non-parametric models for the incidence are described in Sections 2.3 and 2.4, respectively. In Section 3, the properties of a method based on order restrictions are investigated both by a Monte Carlo study and by application to Swedish data. Conclusions are given in Section 4.
Statistical Surveillance to Detect a Peak

The Surveillance Problem
In statistical surveillance, a process is monitored on-line with the aim of quick detection of an important underlying change at an unknown time point. For a review of optimality and methods, see Frisén (2003) . Public health surveillance is described by e.g. Sonesson and Bock (2003) , Frisén and Sonesson (2005) and Woodall (2006) . The importance of using statistical surveillance in routine communicable disease surveillance is described by O'Brien and Christie (1997) . An annotated bibliography for syndromic surveillance, including influenza surveillance, is available at the web site of Centers for Disease Control and Prevention (CDC).
The literature on detecting a decline after a peak in the incidence of influenza is very sparse. Most work has concerned the detection of the start of an epidemic. Some authors (for example Brookmeyer and You (2006) ) assess the end of a period of adverse events. We address the problem where the expected influenza incidence, at an unknown time, reaches a peak which we want to detect as soon as possible after it has occurred. The peak represents a change in the expected influenza incidence, from an increasing to a decreasing incidence. Detecting a peak can also be seen as detecting a turning point. This is considered for applications in economics by e.g. Koskinen and Öller (2003) , Andersson et al. (2004) , Andersson et al. (2005) and Andersson et al. (2006b) . Figure 1 shows Swedish data for seven influenza periods. Data were collected from week 40 in the autumn until week 20 in the spring (33 weeks). With consecutive ordering of the observations times this represents t = 1, ... 33. In Figure 1 we see that the peak time varied between t=13 and t=25 and it is also evident that the start time of the increase and the slopes of the curves vary from one year to the next. The "average" curve inserted for comparison. This average curve is achieved by first calculating the parameters (intercept and slope) of the exponential regression for each season. After that the median intercept and median slope among the seven periods are used as rough estimates of the average intercept and slope. The exponential curve with these parameters (the "average curve") is plotted in Figure 1 .
In a surveillance system based on weekly data, we get a new observation on an indicator of the influenza incidence X(t) each week t. Thus, at decision week s we have s available observations, X s ={X(1), X(2), ..., X(s)}. The time, τ, at which the expected influenza incidence changes from increasing to decreasing, is regarded as a discrete-valued random variable with probability function P(τ=i), for i=1, 2, .... Based on X s , the aim is to discriminate between D(s)={τ > s} and C(s)={τ ≤ s}={ is suppressed when obvious. D implies that the change has not yet occurred (the decline has not yet started) while C implies that the process has changed (the peak has occurred and the incidence has started to decline). At each time point s, we calculate the value of an alarm statistic (a function of all available observations) and compare it to an alarm limit k s . As soon as the value of the alarm statistic exceeds the limit, we infer that the critical event C(s) has occurred.
Some General Surveillance Methods
It has been shown that methods based on the likelihood ratio have optimality properties (see Shiryaev (1963) and Frisén and de Maré (1991) ). The likelihood ratio, at time s, between event C={τ ≤ s} and D={τ > s} is based on all s partial likelihood ratios, i.e.
where w i =P(τ=i)/P(τ≤s) and f is the density function. An alarm is given as soon as the LR statistic exceeds a time-dependent limit, k s . This is further exemplified in Section 2.3. The Shiryaev-Roberts approach (SR) by Shiryaev (1963) and Roberts (1966) is the LR method for the limiting case when τ follows a geometric distribution with an intensity ν that tends to zero i.e. ν=P(τ=t|τ≥ t)→0. The resulting alarm statistic has equal weights, w i , for the s partial likelihood ratios and a constant alarm limit. Thus, the SR method can be seen as using a non-informative distribution for τ. The SR method is based on the alarm statistic
An early and still dominating surveillance method is the Shewhart method (Shewhart (1931) ) which gives an alarm as soon as the last observation exceeds a limit. The limit is chosen so that the probability of exceeding the alarm limit would be constant for each time point if we disregard the fact that we have a surveillance system with repeated decisions. The history and optimality of the Shewhart method is described by .
Since the Shewhart method does not utilize all available information, it is optimal only in very special situations.
Parametric Peak Detection
Parametric models, both for the curve that describes how the expected value depends on time and for the stochastic distribution, would be useful as a basis for a surveillance method. Andersson et al. (2008) discuss different parametric models such as a piecewise linear curve, a model with constant levels within the phases for the successive differences, the trigonometric model of Serfling (1963) and a piecewise exponential model,
which have all been suggested in an influenza context. They conclude that the trigonometric model resulted in a poor fit. The other models, and especially the exponential one, fitted the data well. Analyses by Andersson et al. (2008) of the residuals from the exponential curve demonstrated that the simple model
where ε~ iid N(0, σ 2 ), was satisfactory in a neighborhood of the peak where no small counts appear. Since here the aim is to detect a change in μ the LR statistic at decision time s would be
Each component is weighted by the probability, w i of a turn at that time. The probability of a turn does depend on the assumed distribution forτ . A common assumption is a geometric distribution, thus
. The alarm statistic of the LR method at decision time s would be 2 0 2 2 1
The alarm limit of the LR method is k s = (P(τ>s)/P(τ≤s))⋅k, where k is a constant. It is thus not constant over time.
In the Shiryaev-Roberts approach for detecting a change in μ , the components are not weighted, thus the SR statistic at time s would be
The alarm limit of the Shiryaev-Roberts method is constant. The reason for choosing the SR method instead of the LR method is that an informative prior will have a rather strong influence on the properties of the surveillance. In Andersson (2004) it is shown that an informative prior works well only for the case when the observed peak time is the same as the most likely peak time in the prior. For cases with other peak times, the inclusion of an informative prior results in poor properties (long delay and low predictive value). It might in fact be extra important to detect a peak which does not come as expected. General approaches for surveillance can be applied to the problem of peak detection. The full likelihood ratio method is optimal in the sense that the expected delay is minimized for a fixed false alarm probability. For further details see Shiryaev (1963) and Frisén and de Maré (1991) . A related surveillance approach is the use of Hidden Markov Models (HMM). Le Strat and Carrat (1999) and Rath et al. (2003) used HMM for the ILI incidence rates in France. In an HMM, the process is assumed to be switching between different states (which differ with respect to their statistical properties) and the switching is governed by an unobservable Markov chain. The periods are usually classified by means of the posterior probability. In Le Strat and Carrat (1999) and Rath et al. (2003) , the Markov chain has two states (non-epidemic and epidemic). The model is of the same type as that described in the beginning of this section. The two states are for t<τ and t τ ≥ respectively. Whereas Le Strat and Carrat (1999) used the cyclical regression model of Serfling for μ(t| τ) with a Gaussian distribution of ( ) t ε for each state, Rath et al. (2003) used an exponential and a Gaussian distribution for nonepidemic and epidemic periods, respectively, both without seasonal components. In Le Strat and Carrat (1999) and Rath et al. (2003) estimation and classification were made on a fixed historical series, but HMM might also be used for surveillance. In the article by Andersson et al. (2005) , a theoretical comparison was made between an HMM-based surveillance method and likelihood ratio methods for surveillance. One important difference is that in an HMM, knowledge about the type of the next change to be detected is not utilized. Except for this, the method is equivalent to the LR method described in Section 2.2. When data for both epidemic and non-epidemic periods are available for many years HMM might be convenient for classification purpose. In practice, however, it is clear whether to expect an increase or a decline, and therefore it is better to use the LR method than the HMM for surveillance.
The full LR is optimal, but it requires information on the intensity of peak occurrence, ν, and to avoid risky assumptions, we here use the SR approach (see Section 2.2).
The SRlin method for the detection of a peak was suggested by Andersson (2002) . It is based on the SR approach, and the expected value is assumed to be a piecewise linear curve. Other parametric curves can easily be used in the SR approach, by specifying μ according to the desired parametric function. As long as the assumptions made regarding the parametric model are sound, the surveillance system will be powerful.
In a parametric surveillance system the parameters have to be specified for example by estimation from historical data. The possibility of basing a parametric surveillance system on past data for future use is hampered by lack of consistency between periods, since the risk of misspecification is then substantial. In our material there were large differences between the different influenza periods (i.e. between years) in that the parameters varied considerably between them. The curves differed much in height as well as growth. The periods with high peaks often had a larger growth and vice versa. Also the residual variances differed between the periods. The residual variance was often smaller for periods with low peaks. If we used parametric models, the risk of misspecification would consequently be high. In a surveillance method based on a parametric model for μ (e.g. an exponential model) the parameters would have to be estimated, e.g. from past peaks. Each peak can be adequately estimated by an exponential curve, but the parameters of the exponential curve are different for each period. A comparison with an average curve (Figure 1) , would onlytell if the present data differ from the average curve but not be adequate to detect the peak of the present period. Misspecifications can have an adverse effect on the performance of the surveillance system, see e.g. Andersson et al. (2005) . Consider the seven seasons and the average curve in Figure 1 . Say that we are at the beginning of one of the seasons with a high early peak (around week 52), and that we, in our surveillance system, use the average curve as the expected value. An alarm will be called when the difference between the observed value and the expected value is a large enough negative value. Because the average curve has a much later peak time, this difference will stay positive almost until the end of that season, thus producing no alarm. The opposite problem can also occur. Thus a misspecification can result in a much longer time to alarm and a low predictive value of alarms. A surveillance method based on a parametric model might hence not be suitable in the current setting. Due to this, the parametric methods will not be addressed further.
Non-Parametric Peak Detection
We do not know of any earlier methods for surveillance of influenza incidences which do not rely on any estimates of the expected value of the incidences. We will use a surveillance method that does not rely on a parametric curve for μ. At time s, we want to discriminate between D={τ>s}, under which μ is monotonically increasing with time μ(1)≤ μ(2)≤ ... ≤μ(s), and C={τ≤s}={{τ=1}, {τ=2},...,{τ=s}}={C 1 , C 2 , ..., C s }, under which μ is first monotonically increasing and then monotonically decreasing with time μ(1)≤ μ(2)≤ ... ≤μ(i-1) ≤μ max and μ max ≥μ(i)≥μ(i+1) ≥ ... ≥μ(t), where i=1, 2, ..., s and where μ max is not necessarily observable and where at least one inequality is strict in the second part. For some values of i, the left hand side set can be empty.
Instead of a parametric model for μ, we use only the monotonicity definition of a peak. A surveillance method based on non-parametric estimation under such order restrictions as above was suggested by Frisén (2000) and described and evaluated by Andersson (2002) . It was further evaluated and used for different applications by Andersson et al. (2006b) We consider, as before, the model X(t⎜τ) = μ(t⎜τ) + ε(t), where ε~ iid N(0, σ 2 ). The aim is to detect a peak in μ, i.e. a change from a monotonical increase to a monotonical decrease. Thus, we have the non-parametric Likelihood-Ratio method, LRnp: Gaussian process it is also the maximum likelihood estimate.
Here we suggest the SR approach regarding τ, which implies that all weights in the LRnp method are equal. An alarm is given as soon as
where k is a constant. The time of alarm, t A , for SRnpPeak is t A = min[t: SRnpPeak(t)>k]. The properties of the SRnpPeak method are investigated in Section 3.1 by simulations and the method is also applied to seven periods of influenza epidemics in Section 3.2. A user-friendly freeware computer program which performs the calculations is available from the authors. This program is run as a macro in Excel and the interface is very similar to those of the standard procedures of Excel.
The method can be adjusted for different applications by the choice of the variance σ 2 and the alarm limit k. In the evaluation in Section 3.1 and in the application to Swedish data in Section 3.2, we have chosen σ=16 as this is the median standard deviation among those resulting from the exponential curves for the seven available periods. We want an estimate of the variance near the peak, and thus, when estimating the residual variance, the observations near the peak were used (LDI≥30). The effect of the unavoidable misspecification for some periods is analyzed in the next section. In the following, the alarm limit was chosen to be k=10. The value of k was not determined by any formal optimization criteria but chosen by the simulation results to give a reasonable balance between false alarms and delay for applications like that described in Section 4. A larger value of k would give fewer false alarms and a better predictive value of an alarm. A smaller value would give a quicker detection but worse predictive value. In order to address the behaviour near the peak the surveillance starts with the first observation for which LDI≥30.
Properties of the Non-Parametric Peak Detection Method
In Section 3.1 we will examine the stochastic properties by a Monte Carlo study of the SRnpPeak method specified at the end of Section 2.4. In Section 3.2, we will apply the method to the actual data for seven influenza periods.
The SRnpPeak method does not require any parametric assumptions about the curve shape. However, it is easier to detect a peak for a steep curve with a small variance than for a flat curve with a large variance. To demonstrate this we use specific parametric models in our simulation study. The chosen models have relevance for the application. In Andersson et al. (2008) it was concluded that piecewise exponential models (with different start times and slopes) describe the expected influenza incidence rather well. Exponential curves are therefore used in the simulations in Section 3.1. We will examine the properties of the SRnpPeak method for two curves: one curve, "the average curve", (see Figure 1 ) that mimics the average influenza peak and one curve with a lower average growth ("the low curve"). The false alarm probability and other properties will depend on the specific curve. We will examine the robustness of the method for other parameters. The lack of symmetry will be addressed by two different non-symmetric peaks which mimic a rapid and a slow decline, respectively. Moreover, the effect of misspecifying the variance will be studied. The robustness study gives information about the behaviour for periods where the situation is extreme, which is useful since the parameters vary much between the different influenza periods.
Though timeliness is mentioned as important in public health surveillance (see for example Buehler et al. (2004) ), specific evaluation measures reflecting timeliness are seldom used, as pointed out by Sonesson and Bock (2003) . Instead measures like sensitivity and predictive value positive (PVP) are often applied. These measures focus on the ability to classify cases correctly and do not explicitly reflect timeliness and the aspect of repeated decisions.
Monte Carlo Results
The symmetric average curve with parameters β 0 =3.92 and β 1 = -β 2 =0.34 represents the main alternative as regards what can be expected for the influenza. This is a rough estimate of an average behaviour as illustrated in Figure 1 . However, the incidence will sometimes be much higher or much lower. Low curves are expected to cause more problems, given that the variance is the same, since it is more difficult to detect the peak in a low curve. Therefore, we will concentrate on a low curve with parameters β 0 =4.09 and β 1 = -β 2 =0.11. This is a rough estimate of a low but not unlikely behaviour as seen in Figure 1 . The two curves are given in Figure 2 . In the method and the generation of data, the standard deviation σ=16 is used. Thus, in the simulation study, observations were generated using the following model: X(t) = exp(β 0 + β 1 * τ + β 2 *(t-τ))+ ε(t), where β 0 , β 1 and β 2 took the values given above, ε~ iid N(0, σ=16). Simulations were made for τ ={1, 2, ..., 10}
and also for state D where τ= ∞ (no peak). The number of replicates for each value of τ is 1 million. The replicates were run for t=1, ... T where T is large enough for the properties to have stabilized. When the expected value is increasing (i.e. when the process is in state D), the peak has not yet come and all alarms are false. The false alarms can be controlled by the average run length until a false alarm, ARL 0 = E[t A |D]. Hawkins (1992) , Gan (1993) and Andersson (2002) suggest that the median run length, MRL 0 , should be used for control as this makes interpretations for skewed distributions easier and the computer time for calculations much shorter. Due to the exponential growth, the curve will soon be very steep and very few or no false alarms will be given. This will influence measures that characterize the false alarms, for example MRL 0 . For the low curve, the MRL 0 equals 9.32 while the median delay, when τ=5, is 4 (see Figure 3) . In general we want a large MRL 0 and a short delay for motivated alarms. For the average curve described above, the MRL 0 is not finite, but there is a probability of no alarm, due to the large value of β 1 . A consequence is that it is not possible to make the two situations comparable by a fixed MRL 0 . However, we can conclude that the risk of a false alarm is very small for the average curve (with the alarm limit we have chosen) but higher for a low curve.
If a change occurs, various actions could be taken, for instance the re-allocation of medical resources. When an alarm is triggered, it is probably a signal of a change, but we need to know how much trust to put in an alarm that comes at time t. The trust is reflected by the predictive value of an alarm so this measure gives important information for decision-making. Frisén (1992) suggested the following time-dependent predictive value:
The false alarms influence the predictive value of an alarm. The predictive value requires a distribution of τ, which is often assumed geometric, an assumption which is also made here. The intensity ν is estimated from the seven periods of the LDI data available. The maximum likelihood estimator of ν is ν =1 τ where τ is the average time until the turn. This was determined as the time between the start of the surveillance and the values of τ, as determined by unimodal regression (see Section 2.4). This analysis resulted in the estimate ν=0.2 .
A constant predictive value with respect to time is desirable since this allows the same action to be taken whenever an alarm occurs. In the case of the LR method, Frisén and Wessman (1999) found the predictive value to be relatively constant. For the average curve, PV is very high except possibly for an alarm which occurs immediately after the start of the surveillance, as is seen in Figure 4 . At the start there is a high risk of false alarms, which gives a lower predictive value for the low curve.
Even though the false alarm tendency will rapidly diminish because of the exponential growth, this will not have any dramatic effect on the detection ability. The reason is that when the peak value of µ is high (due to a fast growth), the decline immediately after the peak will also be large, resulting in an easily detected decline. The evaluation of the detection ability can be made in various ways. One measure is the conditional expected delay
As is seen in Figure 5 the conditional expected delay, CED, is very short for the average curve (expect for a decline which occurs very early). For the low curve the detection has a longer delay. CED(t) decreases monotonically with the time of the peak. Thus, it takes less time to detect a late change. In some situations, there is limited time available for successful action after a change. In order to evaluate a method from this point of view, the probability of successful detection (see Frisén (1992) ) is useful;
Goldenberg et al. (2002) used the proportion of changes detected within a certain number of days. This measure is similar to PSD but does not consider the dependency on the time of the change. Here we analyze PSD(d, t) for d=0 and 1, which measure the probability that the detection is made at the same time as the change occurs and within one time unit after the change, respectively. The relation between the values of PSD in Figure 6 shows the same tendency as the CED: also PSD improves with a late change. The conclusion is that for the average case, the properties are very good. For a lower peak, they are not as good but still acceptable. The observed LDI curves are not all symmetric. The slope before the peak will influence the false alarms. We will here study the post-peak growth since it influences the detection probability. We compare three exponential peaks with the same pre-peak growth (β 0 =3.92, β 1 =0.34) but with different values of β 2 (-0.34, -0.23 or -0.86 ).
Since the pre-peak growth is the same for all three situations, so is the false alarm behavior. The difference in the timeliness of the motivated alarms has only a small impact on PV. The difference in PV, due to the slope of the decline, is not large, except at t=2 where the slow decline (β 2 = -0.23) has the smallest PV. When the peak is non-symmetric, a slow decline after the peak gives a longer expected delay, compared to the symmetric case. A steep decline yields a shorter delay.
The conclusion is that the method has a better detection ability when the peak has a steeper decline. The study of the effect of the variance will give information about how serious a misspecification in the method is. It is difficult to get a good variance estimate when there are no replicates (only one observation each week) and not much information from earlier studies of the process. If we use the wrong model regarding the growth, the variance will be overestimated, and if we use the same data from which the expected value is estimated, the variance will be underestimated.
The σ used in the method is set to 16. The value σ=16 was also used when generating data in the simulation studies above. To address the effect of a misspecification of σ, we here generate observations with σ=10, 16 and 50 and investigate the behavior of the method in the case of the average curve. A process with a small standard deviation yields few alarms as opposed to the larger value of σ. Therefore the PV is higher for small values of σ. A large variance in the process does affect the results of the method in different ways: We will get more alarms, both false and motivated ones. Thus, the delay of an alarm will be shorter. The CED(2) is 3.22, 2.56 and 1.30 weeks for σ equal to 10, 16 and 50, respectively. If we wanted to control the false alarms for different values of σ (for example having a fixed MRL 0 ), the situation with a small σ would correspond to a lower alarm limit. Then, the CED values for a small σ would become much better. Here we evaluate a specified method (with σ=16), and the conclusion is that in a period with a smaller variance than the one specified in the SRnpPeak method, it yields a very good predictive value but a longer delay until alarm.
Application to Swedish Data
In order to demonstrate what can be achieved by a statistical surveillance method, we apply SRnpPeak to the LDI data for seven periods. The specification of the method is the same as in the previous section; the standard deviation in the likelihood expression is set to 16 and the alarm limit is set to 10. The surveillance starts as soon as LDI≥30. The results are shown in Figure 7 .
Ideally, the alarm should come at the first time after the peak. This is the case for some periods, but for others there is a short delay. Retrospectively it is easy to determine the peak even "by eye". However, the advantage of the automatic system is that it address the much harder problem of evaluating the information sequentially by using only the observations up to the decision time. In general, the signals of a good automatic sequential system should appear close to the retrospectively determined peak. A disadvantage with subjective judgements is that the predictive value and other characteristics would not be known. As was seen in the previous section, the surveillance system will yield few false alarms. If more false alarms are accepted, then the alarm signals will appear with less delay after the peak, but the predictive value will be affected negatively.
Conclusions
The theory of statistical surveillance gives us the tools for controlling the properties of systems for automatic surveillance of influenza. In this report, the aim was to suggest and evaluate systems for automatic detection of the influenza peak. The surveillance system gives a signal when there is enough information to conclude that the peak has been reached and that the decline has started. The system was designed for data on laboratory verified diagnoses of influenza.
If the method is used in an automatic warning system, it is important to remember that it only produces warnings. Medical expertise must decide on the appropriate action. The predictive value, reported here, gives information about how likely it is that there has been a peak, given an alarm at the specific time. If the summarized information indicates that the warning was a false alarm, then the computation of the alarm statistic can be continued by just ignoring the signal. On the other hand, if there is an indication of more than one peak during the influenza season this is very unusual and will motivate an epidemiological investigation to ensure that this is not caused by some influenza-like dangerous disease. In other applications, several peaks might be natural. In that case, the classification of a process in different regimes might be of interest. If so, the alarm statistic presented here can be used in a Hidden Markov Model to classify the process in parts which are increasing and decreasing, respectively.
Both parametric and non-parametric surveillance methods have been discussed. Parametric methods are powerful if the assumptions are correct but might give misleading results in case of misspecification. Since the stochastic properties of the influenza incidence varied greatly between the different influenza periods, the risk of misspecification was substantial. Therefore a surveillance system based on a parametric model might not be suitable for influenza. Instead a non-parametric method, based only on the monotonicity properties of a peak, has been suggested.
The methods are based on the maximum likelihood expressions for unimodal regression and the normal distribution with a constant variance. This was the model which Andersson et al. (2008) found most appropriate near the peak of the influenza. For other situations the variance might not be constant. If the variance is known, the maximum likelihood estimator is a weighted version of the one used here (Frisén (1986) ). The alarm statistic can be adjusted to the situation with a varying variance by weighting the observations with the reciprocal of the variance. In other situations, such as the onset of the influenza (Andersson et al. (2008) ) it would be more appropriate to use the Poisson distribution. This can be approximated by a normal distribution with a varying variance but better still is to use the exact distribution when the maximum likelihood is derived.
The non-parametric surveillance method was evaluated for different situations relevant to influenza (an average and a low peak, non-symmetric peaks and different standard deviations). The SRnpPeak method had very good stochastic properties for the situation which mimics an average influenza period. For a lower peak the detection ability was not as good but still acceptable. The predictive value, reflecting the trust in alarms, was higher for a small variance than for a large one. A slow decline after the peak gave a larger delay than a steep one. From the simulation studies we conclude that the method has a satisfactory ability to detect a peak and that the predictive value of a signal is good.
The non-parametric method was applied on seven periods of Swedish influenza data. The detections of the peaks were timely. However, the method can be further improved by the use of information from more data of better quality. Regional information could also be of value. 
