THE DOWLING LATTICES
Let N be a positive integer and G a finite group. We will consider a lattice e Dowling lattice of rank n associated with G, which is constructed from the partition lattice n, and the group G. Ther e several descriptions of these lattices in the literature (see Doubiiet, ta and Stanley [3j, Dowling [4] , and Zaslavsky [lo] ). Of these, description due to Zaslavsky is the most convenient for us to use and we begin here with t description.
'DEFINITION 1.1. A G-partite graph y with vertex set T consists of a collection (y(g): g E G} of disjoint subsets of TX g satisfying:
(a) For all i E T, (i, i) E y(e), (b) if (i, j) E y(g) and (j, k) E y(h) then (i, k) E y(gh), (@> if (6 j) E y(g) then (.A 9 E y( g-l>.
We tail the pairs in y(g) the g-edges of y. A pair is an edge of y if it is a g-edge for some g. Two points x and y of are connected (or he in the same connected component) if (x, y) is an edge of y. If the vertex set T is understood then yla denotes the G-partite graph with r,(e) = {(i, ij: i E T{ and y,(g) = 0 for g not equal to e.
A G-partite graph y1 is a subgraph of yz if yl(g) C yz(g) for all gE G. This implies that the vertex set of y, is contained in the vertex set of y2 though equality need not hold.
The Dowling lattice Q,(G) consists of ail pairs (S, r), where S is a subset of n and where y is a G-partite graph with vertex set -S. We say (S, r) < (r$ p) if the following two conditions hold:
(1) scg, (2) If C is a connected component of y then either C is contained in T or C is a subgraph of p.
As an example let n = 2 and let G be the two element group G = { iI/. Then a connected G-partite graph is exactly a complete bipartite graph with (-1)edges joining points in distinct parts and (+l)-edges joining points in the same part. A general G-partite graph is a disjoint union of complete bipartite graphs and we visualize them in this way drawing dotted lines to indicate the (-1)-edges. For convenience we do not indicate the (+l)-edges of the form (i, i). With these conventions Q*(G) appears below:
The main structural theorems concerning Dowling. We will need the following result. these lattices are due to THEOREM 1.1. (Dowling [4] ). Let G be a, finite group and let II be a positive integer. Then Q,(G) is a geometric, supersolvable lattice of rank n with Birkhoffpolynomial given by n-1 x(l)= n (A-1-]G]i). i=O Let y = {y(g): g E G} be an arbitrary collection of disjoint subsets of TX T. We form the closure jr = (jj( g): g E G} of y with respect to conditions (a), (b) and (c) of D f 't' e ini ion 1.1 in the obvious way. Then j7 is a G-partite graph exactly when the sets y(g) are disjoint. If this is the case we say that y is consistent. We will need the following simple test for consistency which is given in terms of directed paths and cycles of y. A directed vo, v,+ 1 path p in Y is a sequence of edges (vo, vl) E y(go>, (v,, VA E y(g,),..., (v,, v,+ J E y(g,) with v o,..., v, distinct. The weight ofp is the group element go g, . . . g,. A directed cycle 6 is a directed vO, v,+r path where v,, = v,+~. LEMMA 1.1. Let y = {y(g): g E G} be a collection of disjoint subsets of T x T having the property that (i, j) E y(g) if and only if (j, i) E y( g-l). If every cycle of y has weight e then y is consistent.
ProoJ We first claim that if an edge (i, j) is added to y(g) when forming p(g) then there is an i, j path in y of weight g. To see this, proceed inductively on the number of edges added to y prior to (i, j) . Suppose this new edge (i, j) is added to y(g) because for some k we have that (i, k) is a gh-'-(k, j) is an h-edge. By induction there is an i, k path p of weight in y and a k, j path q of weight h in y. utting these paths together (they may cross) gives us a figure of the form i k As every cycle of y has weight e we see that the weight of thep-path from L'~ to k is the inverse of the weight of the q-path from u3 to k. Similarly for the p and q paths from u1 to v2 and u2 to v3. Thus the d, j path in ?/ obtained by following p to v1 then q to j has weight g as was to be shown.
Next suppose that (i, j) is added to y(g) by virtue of the fact that (j, i) is a '!r -"-edge. Again by our induction hypothesis there is aj, i path in y of weight g -I~ Since (s, t) E y(g) if and only if (t, s) E y(g-') we can invert this path to get an i, j path in y of weight g. This proves the claim. Now to prove the lemma assume that y is inconsistent. So we have (is j) E j(g) f' F(h) for g # h. By the above claim there is an i, j path p in y of weight g and a j, i path q of weight h -'. Following p from i to j and q from j to i gives a union of cycles in y the product of whose weights is not the identity. This is a contradiction.
It should be noted the Lemma 1.1 is false if we drop the condition that (i, j) E y(g) if and only if (j, i) E y( g-I>. As a simpie counterexample, let G = { f I}, let T= {a, b, c} and let y be the set of edges pictured below:
This y has no cycles so certainly the conditions of Lemma 1.1 are satisfied. But y is inconsistent.
THE FIXED POINT DOWUNG LATTICES
Throughout this section n is a positive integer and G is a finite group. let W, denote the wreath product of G over S,. The elements of Wn can be taken to be all TZ x IZ permutation matrices whose nonzero elements have been replaced by elements of G. For o E W,, let 6 denote the underlying permutation matrix and for i E II let sgn(u, i).denote the element of G which appears in the i, 6(i) entry of u. As an example of this notation, let G= {kl}, n=3 and For example, let G = {f 1 } and let n = 3. There are two conjugacy classes ui and u-i of G. We write a G-partition as an ordered pair of partitions with a(~-,) in the first coordinate and n(u,) in the second coordinate. With this notation, the G-partitions of 3 are (13, 0), (12,0), (3,0), (l*, l), (2, l), (1, 12) , (1, q, (0,1'>, (0, Q), (033).
Let o be an element of W,. Then 6 can be expressed as a product of disjoint cycles. If C = (c,, c2 ,..., cr) is such a cycle then we say C is a g-type l-cycle of o (g E G) if g = h sgn(a, q).
(*I* i=l When the group G is nonabelian it is important to take the product (*) in the same order as the cycle C. If g is in the conjugacy class u E U we say that C is a u-conjugate cycle of O. For u E U, 1< n and CT E W, define m(u, 1, a) to be the number of u-conjugate l-cycles of (J.
Given o E W, we define a G-partition of IZ, II,, by rl, = (n(u): u E U} where
It can be shown that two elements 0, q E W, are conjugate if and only if /&=A,. Thus the conjugacy classes of W,, correspond exactly to the G-partitions of n.
hen choosing a representative from a conjugacy class it will often be convenient to assume that each cycle is of the form 0 e 0 -.* 0 0 0 e -.. 
Using Eqs. (2.1) it is easy to see that d = gk as was to be shown. The verification of condition (c) is equally straightforward and is left to the reader. Now we describe an action of W, on Q,(G). Let (S, y) be in Q,(G) and let cr be in Wn. Define o((S, y)) to be (OAS, o(y)). It Is easy to check that W', acts in this way as a group of lattice automo~~isms of we let (Q,(G)), denote the sublattice sf JG) consisting of all DEFINITION 2.2. Let ~7 E W, and let p be the rank function of The Birkhoff polynomial of (Q,(G)), with respect to p is the polynomial x,(A) defined by where the sum is over all x in (Q,(G)), and where p, denotes the Mobius function of (Q,(G)),.
Note that if o is the identity of W, then x,(A) is the usual Birkhoff polynomial of Q,(G) which is given in Theorem 1. We see that (Q,(G)), (pictured below) is not even ranked.
Despite the apparent difficulties we will find that the polynomials x,(A) have a simple description in terms of O. To derive x,(,2) we must closely examine the action of W, on Q,(G). This examination proceeds in stages. First we classify the atoms of (Q,(G)), and this classification allows us to reduce to the case where o consists of cycles all of the same length and type. We next consider the case where o has exactly one cycle and use that case to settle the case where CT has several cycles all of the same length and type:
The Lattice (Q,(G)), Let u be in W, and let F = (u, y) be in (Q,(G)),. If C = (ci ,.") cl> is a cycle of u with the property that an edge of y joins two points in C then we say C is diagonalized by F. In this case there is a unique minimal t > 0 such that (cl, c,, 1) is an edge of y. Clearly 2 divides 2. We call l/t the period of 6 with respect to F.
Assume C is a g-type l-cycle of 6, that h is in G and that t > 0 is a divisor of 2. Define sets y(d), d E G as follows:
Let a(C, Z/t, h) = {y(d): d E G} and let d(C, l/t> h) be the closure of ace, z/t, h). LEMMA 2.1. Let C be a g-type l-cycle of o, let t be a divisor of I and let h be an element of g. A necessary and sqffkient condition for B(C, l/t, h) to be a G-partite graph is that h" = g in G.
ProojI Suppose d(C, l/t, h) = {6(d): d E G} is a G-partite graph. It contains the following edges:
But also (Go 9 e,) E S(e) so h'-'g-"h = e or equivalently h'-' = h-'g. Thus ht = g. Conversely suppose hf = g. Consider the directed cycles of a(c, E/I, h). Each has one of three forms:
(a) The cycle has length 2 and consists of edges (i, j) E y(d) and
(b) The cycle has length t and consists of edges (c~+~~,:, c~+(~+~)~,~) s = 0, l,..., t -1. Here all edges but one have weight h and the exceptional edge has weight g-'h.
(c) The inverse of a type (b) cycle.
It is clear that every two-cycle from (a) has weight e and the relation hf = g insures that every cycle from (b) and (c) has weight e. By Lemma 1.1 we have that d(C, Z/t, h) is a G-partite graph. The next lemma is merely an observation but it is worth writing down for future reference. LEMMA 2.2. Let y be a G-partite graph and let u be an element of W,, which satisfies o(y) = y. Suppose C is an l-cycle of o which is diagonalized by y. Let t be a divisor of 1 and suppose (cl, c,+~) E y(h). Then A(C, l/t, h) is a G-partite graph fixed by o.
At this point we are ready to describe completely the atoms of (Q,(G)),. For convenience we let L, denote (Q,(G)),. We proceed by constructing three obvious types of atoms and then we show that every atom is one of these three types. CONSTRUCTION 1. Let C be a g-type Z-cycle of cr. Suppose that for every prime p dividing I there are no solutions to dp = g in G. Then (C, y,) is an atom in L,.
To see this suppose (S, y) is a nonzero element of L, which is less than (C, 7,). Then S E C but C is a cycle of IT so we must have S = 0. Thus y is a proper diagonalization of C and this contradicts Lemma 2.2. These are called class 1 atoms. CONSTRUCTION 2. Let C be a g-type l-cycle of u let p be a prime divisor of 2 and let d be a solution to dp = g.
To to see that this is an atom of L,. Transitivity contributes no edges to 7 so in fact we have
So if q is a nonzero subgraph of 7 then q must contain some edge of p(k) L, jj(g-'h). But u permutes the edges in that union cyclically so q must contain all of @z) u F( g-i/z). Thus q = 7 which shows 7 is an atom. These are calle class 3 atoms. THEOREM 2.1. Let F be an atom of L,. Then F is one of the three types constructed above.
ProoJ Let F = (S, y). Assume first that S is nonempty so S contains a cycle C of cr. Clearly (C, y,) < (S, y) so we must have equality. Suppose C is a g-type I-cycle. If hP = g has a solution for some p dividing I then (a, d(C, p, h)) is a atom of L, strictly less than F. Thus dP = g has 118 solutions for all primes p dividing I and F is a class 1 atom.
Assume that S is empty and that F diagonalizes a cycle C. Then it follows easily from Lemma 2.2 that F is a class 2 atom.
So assume F diagonalizes no cycles of a. Let C = (ci )..*) cl) and D = (d, ).a., dP) be cycles of cr with the property that some edge of y joins a point in C to a point in D. It is easy to see that if (cci, d,) is an edge of y tken so is (q,d,+J and (citt, d,) for every multiple t of gcd(E, p). So if (I, p) f I then by transitivity, two distinct points of C are joined by an edge.
contradicts the assumption that F diagonalizes no cycles of 0'. So and similarly (I, p) = p. Hence 1= p.
Let C be a g-type cycle and D an f-type cycle an prose (cl 9 d, + ,> E y(h). Applying cr E-times we obtain (c,, d, +J E y(g-' so h = g-'h$: Thus 481/91/Z-11 g and f are conjugate and h is a solution to h-'gh =J: Thus f: is a class 3 atom and that completes the proof. Theorem 2.1 has a very surprising corollary. Loosely put, this corollary says that to compute x0(,%) we may as well assume that all cycles of u have the same length and same type. We state this formally in the next corollary.
Let c E W,, I E n and u E U. Let rz,,, denote 1. m(u, Z, a) so qU is the total number of elements of n which lie in u-conjugate Z-cycles. Let Each cycle C of u has type -1 and so it is easily seen that there are no class 2 atoms in (Q,(G)),. There are two class 1 atoms and four class 3 atoms. Class 1 atoms.
1.
({L 213 Y,) 2.
({3 ¶ 419 lb>. Using Corollary 2.1 we can reduce the general problem of determining x,,(A) to the special case where (T consists of (z u-conjugate Z-cycles. We begin with a = 1. Thus CheGCxx(h-f)x(g>=IGIb(t, g>-Combining this with (***) proves the result. We move on now to general CI > 1. We will use the following result due to Crap0 [2] . We are now ready to completely determine ~~(0, 1). This is most elegantly done in terms of the polynomials F(Z, u, A) defined below. Proof: Assume 0 consists of a g-type Z-cycles. Fix one such cycle C, B We apply Theorem 2.2 to the element F = (C, 9 y,). Our first step is to malyze the complements of F.
Let X = (S, y) be a complement of F. As F A X = 0 we have S n C, = Thus S is a union of some number Y of the a -1 cycles of CJ distinct from C,. Let C*,..., C,-, be the a -r -1 cycles different from C, which are not in S.
Note that (C,, y,) V (S, y) = (S U D, yl), where y1 is y minus the connected components of y which contain points of C and where D is the set of points which lie in a connected component containing a point of C. As 9; V X = 1, we see that every connected component of y contains a point of c.
On the other hand, no connected component contains more than one point of C. For if this were the case then y would diago~alize C an $3, d(C, t, h)) would be less than or equal to X A F.
Thus every point of each cycle C, ,..., C,-, is adjacent to exactly one point of C, in y. The graph y appears below:
The interval from X to 1 in L, is isomorphic to the interval from 0 to (C,, 7,) in Lc,. This is clear because whatever diagonalizations happen to a cycle C,, 1 < i < a -r, in the interval [X, 11 will happen to all other C,, 1 < j < r, as well by transitivity. Thus P,(X l>=.Ml>.
Next note that the interval from 0 to X is isomorphic to the direct product of the intervals [O, (S, y&l and [0, (0, ?)I. Also the interval (0,~) is isomorphic to the partition lattice ma-F. This is because any subgraph of y fixed by u must simply separate the cycles, i.e., partition C, ,..., C,-, into disjoint subsets. Thus
((a -r -l)!)).
Lastly note that distinct complements (S, y) are incomparable so by Theorem 2.2,
whereJ(a -r) is the number of graphs y of the form pictured above.
To construct such a graph pick an element cr E C,. We can choose from each cycle C, ,..., C,-r any one of 1 elements to be adjacent to c, . After this choice is made, we must weight the edge from c, to each of these points by some group element. If Ci is an f-type cycle and we want (c,, c,) E y(h) for xi E Ci then we need h-'gh = 1: We know g and f are conjugate so there are exactly 1 C,(g) 1 choices for h. In total this gives (I 1 C,(g) I)"-' ' possible y. It is easy to check that the closure of every y constructed in this way is a G-partite graph (using Lemma 1.1). To summarize It should be noted that for our purpose, the significance of the factor a! j K,(g) Ia which appears on the left hand side of part (b) in Theorem 23 is that this is the size of the centralizer in IV,, of an element consisting of exactly a g-type I-cycles.
It is clear that F(Z, g, A) is a class function For u E U, define F(i: U, ,I) to be F(Z, g, A) for g E U. For each Z, u let xl(u) be an indeterminate. At this point we proceed onto the more general problem of dete ~&l), As noted earlier we may assume o consists of cycles of the same length and type thanks to Corollary 2.1. Next we use the fact that y diagonalizes C, with period t. This gives us edges in C, between cj and c~+~,,~ for s = 0, l,..., t -1 and j= 1,2 ,..., 1. Moreover these edges are uniquely determined as the edges which appear in d(C,, t, h). By transitivity these give us edges from bj to bj+s,,t for s = 0, l,..., t -1 and j = 1, 2 ,..., 1. This is true for any of the cycles Ci, i = 2,..., r. Thus we have a uniquely determined subgraph y' contained in y consisting of t connected components each containing l/t elements from every cycle:
The subgraph y'
If y contains any edge not in y' then such an edge must join points in distinct connected components of y'. By transitivity we have edges between the points in C, contained in those distinct components. But these edges are not in d(C,, t, h) and this contradicts (0, y) A (C,, yo) = (0, d(C,, t, h)). So y = y' and this shows y is unique. It remains to show that y is a G-partite graph. To do so, let y1 be the set of all edges in y which involve a ,p) ) be the partition whose blocks are the connected components of f"Jp. It is easy to see that this is a lattice isomorphism.
We will use the following earlier result of this author /6]. Note that if we substitute a, = b, = c, = xi we obtain (1 + xl)-'. This is true for any group G (see Example 3.3). Later we will use the following two facts. It follsws that 1 (1 +z2) g(z) = y (1 _ + A+ fl nz". This lemma is straightforward to prove and will be of use later. Our interest in this section is the study of certain characters of W, which arise from the lattices Q,(G). We next define these characters and state a theorem which relates the values of these characters to the class functions ,u~ and x,.
Let Q be a ranked poset with unique minimal and maximal elements 0 and 1. Define the order complex d(Q) to be the simplicial complex whose vertices are the elements of Q -{a, I} and whose faces are the chains x0 < x1 < .. . < xk in Q -16, I}. Denote by gi(Q) the reduced simplicial homology group of A(Q) over 6.
We will deal exclusively with the case where Q is a geometric lattice. In this case the homology groups are easily described. If the rank of Q is 1 (so This theorem gives our primary motivation for computing the ~olynQrn~a~s x,(/z). From the results of Section 2 we have a complete determination of the values of the characters pi in the case that Q is a Dowling lattice and the wreath product group. so,
It is easy to check that -1 if1=1 (r),(a) = y! 2 1
Note that (r),,(e) = j W, l/2 so one might hope that (r), could be realized as an induced character from a subgroup of W, of order 2. This clearly is not the case. There are interesting connections between the characters (J?), and certain characters which can be realized as induced characters. We derive these results next and compare them to similar results obtained by Stanley for ihe case of S,, I acting on the partition lattice 1 I,,, , .
We will compare (J), to a character (w), which we obtain by inducing a certain generic character to W, from the centralizers of the permutations in wn.
To define (w),, consider a permutation u in W,, i.e.. c E W, n S,. We look first at the centralizer of u. If o consists of a single cycle (necessarily an n-cycle) then C = C,"(a) has order n 1 GI and consists of all group elements of the form a'( gl), where 0 < a < n -1 and where g E G. Here gZ is the scalar matrix with entries g down the main diagonal. Define a character ~7 on C by q(u"( gZ)) = zi where z, = e'"' ".
It is worth noting that zz is a primitive nh root of 1 where i = n/gcd(n. a).
Let Z(q) be the cycle index of this character q, i.e.,
The next lemma is an immediate consequence of the above discussion together with the fact that the sum of the primitive tth roots of 1 is p(f). Note that the entries sgn@, yi) of p are from C so q(sgn@, ri)) makes sense. Define q(p) to be the product of w(y) taken over all cycles y of b. By a wellknown result on the cycle index of a wreath product we have where Z(S,J is the ordinary cycle index of S,, (written with variables a,, a2 ,... ). Here Z(SJ[ ] is the composition product which means that each occurrence of a, in Z(SJ is replaced by Lastly assume that u is a general element of W, n S,. Let cI be the number of Z-cycles of u. Then CWn(u) is isomorphic to the direct product of the groups CWJcrI), where u1 is the permutation consisting of the Z-cycles of u. The character q defined on each C,,,Jc,) lifts naturally to the direct product CWn(u). It is clear that Consider now the case where Q is the partition lattice n, and W is the symmetric group S,. For o an n-cycle in S, we have that C,(o) = (0). Define the linear character B on C,(a) by e(u) = ezni". Let 8, denote the induction of 13 to S,. Note the similarity between 0, and the character 9, defined for the previous result. Note also the similarity between the previous theorem and the next result due to Richard Stanley. THEOREM 3.5. (Stanley [9] ). Let (r),= COB,, where the sum is over all n-cycles o in S,. Let sign be the sign character of S, and let @I),, be the character of S, acting on the non-vanishing reduced homology group of n,. Then co'), = sign(r), .
We can consider Q as the lattice of flats of the independence matroid of a root system for the Lie algebra An. Then W is just the Weyl group of A,. When viewed in this way the n-cycles o E W are exactly the elements of the Weyl group with no eigenvalues equal to 1.
If we consider the Lie algebra B, then the corresponding lattice is the Dowling lattice Q,(G) with G = { * 1 } ( see Example 3.2). The character I+??, is the natural analogue to the character 0, used by Stanley. Define (v/r,), to be 2, I,?,, where the sum is over all o E W,, with no eigenvalues equal to 1. Stanley had conjectured that (,B), should be (sign v/i),. This is not the case, however /I and sign v1 are closely related in the induction ring. 
