Abstract. The weighted dual graph of a two-dimensional normal singularity (X, x) represents the topological nature of the exceptional locus of its minimal log resolution. (X, x) and its graph are said to be taut if the singularity can be uniquely determined by the graph. Laufer [10] gave a complete list of taut singularities over C. In positive characteristics, taut graphs over C are not necessarily taut and tautness have been studied only for special cases. In this paper, we prove the tautness of F -regular singularities. We also discuss the tautness of F -pure rational singularities.
Introduction
Throughout this paper, we fix an algebraically closed field k of arbitrary characteristic. Let (X, x) be a two-dimensional normal singularity over k, that is, a pair consisting of the spectrum of an two-dimensional normal local ring essentially of finite type over k and its unique closed point. We say that two such singularities are isomorphic if the completions of their local rings are isomorphic to each other. A morphism π : Y → X is called a log resolution if it is a proper birational morphism from an nonsingular surface Y and its exceptional locus π −1 (x) is a simple normal crossing divisor. There exists such π isomorphic over X \ {x}. (See [11] ). Contracting all (−1)-curves with 2 or less intersections with other components, we obtain a unique minimal log resolution of (X, x). For the minimal log resolution π : Y → X, let E := π −1 (x) = ∪ n i=1 E i ⊂ Y be the exceptional locus of π. By assumption, each component E i is a nonsingular projective curve embedded into a nonsingular surface. Definition 1.1. For an exceptional divisor Z = n i=1 ν i E i supported on E, define the weighted dual graph Γ Z associated to the divisor Z as follows:
(1) Each irreducible component E i corresponds to a vertex v i .
(2) An intersection of E i and E j corresponds to an edge between v i and v j . Consequently, there are E i · E j = #{E i ∩ E j } edges between v i and v j . (3) Each vertex v i is associated with three integers, the arithmetic genus p a (E i ), the self-intersection number −b i = E 2 i and the multiplicity ν i . We define the weighted dual graph associated to the singularity (X, x) by Γ X,x := Γ E . Two weighted dual graphs are said to be isomorphic to each other if there exists an isomorphism of graphs preserving all corresponding weights simultaneously.
Note that Γ X,x is isomorphic to Γ X ,x if (X, x) is isomorphic to (X , x ). Now we give the definition of tautness for two-dimensional normal singularities. Definition 1.2. Let (X, x) be a two-dimensional normal singularity over an algebraically closed field k. Then (X, x) is said to be taut if the following condition is satisfied: if (X , x ) is another two-dimensional normal singularity over k and Γ X ,x is isomorphic to Γ X,x , then (X , x ) is isomorphic to (X, x). We say Γ X,x is taut if (X, x) is taut.
Laufer [10] gave a complete list of taut singularities over the complex number field C using the deformation theory of analytic spaces. In positive characteristics, the classification of taut singularities are far from complete. Shüller [15] recently proved that modulo p reduction of a two-dimensional taut singularity (X, x) over C is taut for sufficiently large p. In his proof, he did not give a sharp estimation of the characteristics in which the tautness holds. Lee and Nakayama [12] proved in arbitrary characteristics that Γ X,x is taut if it is a chain with all genera zero. Artin's list of rational double points (RDP) [1] tells us that there are both taut RDPs and non-taut RDPs in positive characteristics F -singularities are important classes of singularities in positive characteristics. As one of these singularities, F -regular singularities were introduced by Hochster and Huneke [7] in the theory of tight closure. They can be regarded as a characteristic p > 0 analogue of log terminal singularities because log terminal singularities over C become F -regular after reduction to modulo p >> 0 [6] [14] [16] . On the other hand, observing Laufer's list, we can see log terminal singularities over C are all taut. Therefore it is natural to ask whether F -regular singularities are taut or not. Our main result gives an affirmative answer to this question.
Theorem 1.3. Every two-dimensional F -regular singularity over an algebraically closed field of positive characteristic is taut.
There is a larger class of F -singularity called F -pure singularity. Although Fpurity is neither a sufficient condition nor a necessary condition to be taut even for a rational singularity, there is a relationship between F -purity and a kind of "tautness" of rational double points. This is discussed in Section 5.
F -singularity and its classification
We recall the definition of F -regular and F -pure singularities.
Definition 2.1 ( [7] , [8] ). Let (X, x) = (SpecA, {m}) be a two-dimensional normal singularity over an algebraically closed field k of positive characteristic p and F : A → A be the Frobenius endomorphism sending f ∈ A to f p ∈ A. For each integer e > 0, e times iteration of F gives A another A-module structure defined by a · b = a q b (q = p e ) and we denote this module by F e * A. X is said to be F -finite if F * A is a finite A-module.
Suppose X is F -finite.
(1) (X, x) is said to be F -regular if for every 0 = c ∈ A, there exists an integer e > 0 such that cF e : A → F e * A sending x to cx p e splits as an A-module homomorphism. (2) (X, x) is said to be F -pure if F : A → F * A splits as an A-module homomorphism.
F -regularity implies F -purity by definition. Since we only consider spectra of F -finite rings, F -regularity and F -purity are preserved under completion. We omit "normal" for F -regular singularities because F -regularity implies normality [3] .
The proof of the main theorem heavily depends on Hara's classification of Fsingularities. In order to quote results of Hara, we define the "type" of a star-shaped weighted dual graph. Definition 2.2. A center of a graph Γ is a vertex v having three or more edges directly connected. Γ is a chain if it is connected and has neither a center nor a loop. Γ is star-shaped if it is connected, has just one center and contains no loop.
If a weighted dual graph Γ is star-shaped, we can define the "type" of Γ as follows. For each branch {v i } i∈I (I ⊂ {1, 2, · · · n}), which is a connected component of Γ the unique center removed, the type of this branch is defined as d :
Some information is omitted compared to Hara's version [5] , but it does not matter in almost all cases.
Note that if (X, x) has only a rational singularity, every irreducible component of E is isomorphic to the projective line P 1 k . So arbitrary three points on E i can be taken as 0, −1, ∞ ∈ P 1 k by an appropriate coordinate change. On the other hand, four distinct points on E i can be written as 0, −1, λ, ∞ ∈ P 1 k (λ = 0, −1, ∞). Now we can describe Hara's theorems on F -singularities and their dual graphs. (1) Γ is a chain.
(2) Γ is star-shaped and either of type
Proposition 2.4 ([5, Theorem (1.2)]). Assume that (X, x) has only a rational singularity. If (X, x) is F -pure, then one of the following holds:
is a rational double point, and the graph is either
The graph is star-shaped of type either (a) (3, 3, 3) or (2, 3, 6), p ≡ 1(mod 3), (b) (2, 4, 4), p ≡ 1(mod 4) or (c) (2, 2, 2, 2), p = 2 and satisfies the condition ( * ). (explained later) (4) The graph is * Dn+3 (n ≥ 2), p = 2. (Figure 1 ) Conversely, if (1), (3) or (4) holds, then (X, x) is F -pure.
Condition ( * ) in (3)(c) is the following: if we write the intersection points at the central curve as 0, −1, λ, ∞ ∈ P 1 k and p = 2m + 1, then the coefficient of x m in the expansion of (x + 1)
This condition is an open condition for λ ∈ k. In particular, this holds for infinitely many λ since k is algebraically closed and therefore infinite field.
If all E i s have the self-intersection −2 or less, the type of a branch in a starshaped graph is strictly larger than the length of the branch. In other words, the length of a branch is bounded above by its type minus one. This can be shown by the induction on the length of the branch. This will help you illustrate the graphs appearing in the above theorems. For example, (2)(a) case in Proposition 2.3 corresponds to D n (n ≥ 4) graphs with the self-intersection −2 for length 1 branches and −2 or less for the other components.
Tautness criterion
For two-dimensional normal singularities over C, Laufer gave an equivalent condition to its tautness [9] . In positive characteristic case, this was partly extended by Schüller [15] . We describe this criterion in this section.
Let (X, x) be a given two-dimensional normal singularity over an algebraically closed field k of positive characteristic p and Γ X,x be the associated weighted dual graph. Tautness of a nonsingular point is obvious and we may assume Γ X,x is not a empty graph.
There is a necessary condition for tautness. By this, we may assume that Γ X,x is potentially taut and combining this to [12] not a chain. Furthermore, we may assume the original singularity is F -pure rational in our argument and thus all self-intersection number is at most −2. We describe properties of Γ X,x using not the language of the graphs but of divisors to help you imagine the resulting scheme P . To apply the tautness criterion, we have to construct a "plumbing scheme".
3.1.
Constructing Γ from Γ X,x . Giving appropriate multiplicities for components of Γ X,x , we construct a weighted dual graph Γ. Since the intersection matrix {E i · E j } i,j is negative definite [2] and in particular invertible matrix, there exists an anti-ample cycleZ = n i=1ν i E i ∈ Div Y , that is, a cycle satisfyingZ · E i < 0 for i = 1, 2, · · · n. Following the argument on fundamental cycles in [2] ,ν i > 0 for all i. In particular, changingZ to its multiple and adding small effective divisor, we may assume gcd(ν i , p) = 1. We fix a sequence of effective divisors
We need some values to construct Γ. Definition 3.3. For an anti-ample divisorZ and a sequence {Z k } as above,
Since τ ≥ 1 and λ ≥ 0 hold in our situations, we assume them. Then define the significant multiplicity ν forZ as
In [15] , more complicated conditions are required for ν. But these are simplified in our situations. Note that all coefficients of νZ are not divisible by p. Let
3.2. Constructing a plumbing scheme P from Γ. Let Γ be the weighted dual graph constructed above. Γ has no loop by Proposition 2.4. For each E i , we construct an open neighborhood W i of E i ⊂ P and glue them into a plumbing scheme P . Then P is a projective scheme embedded in a regular two-dimensional scheme.
First we construct W i . Let c i be the number of irreducible components meeting E i . Since Γ is potentially taut and not a chain, 1 ≤ c i ≤ 3 for all i. Assume i = 0 for simplicity. W 0 is defined as a union of two affine schemes
where (1) If c 0 = 1 and
Then glue them on {x 0 = 0, 1} ⊂ V 0 and {x 0 = 0} ⊂ V 0 via the coordinate change given by
0 y 0 where −b 0 = E 0 is the self-intersection number. In (3) and (4), there is ambiguity in choice of the order of E 1 , E 2 , E 3 . Although this choice may result a different affine charts, we may choose one arbitrary order.
At the same time, we can glue the neighborhoods of V 0 and V 0 into a nonsingular rational surface by the same coordinate change. So we obtain W i as a one-dimensional scheme embedded in a nonsingular surface. W i has one irreducible component whose reduced structure is isomorphic to P 1 k and its self-intersection number is −b i . Now we glue {W i } i and their neighborhoods into one respectively to obtain P . Assume {q} := E i ∩ E j = φ(i = j) and consider the glueing of W i and W j . First take a new coordinate system (x ij , y ij ) on W i near q.
(
Take a coordinate system (x ji , y ji ) on W j near q in the same way.
Then we can glue appropriate open subsets of them via
As the construction of W i , we can glue neighborhoods of them at the same time.
Glueing all W i , we obtain P embedded in a regular two-dimensional scheme. This neighborhood is not necessarily separated. Now P is a one-dimensional projective scheme over k associated with the weighted dual graph Γ as a divisor.
3.3.
Schüller's criterion.
Proposition 3.4 ([15, Proposition 3.16.]).
Let (X, x) be a two-dimensional F -pure rational singularity over an algebraically closed field k of positive characteristic p.
Assume that the weighted dual graph Γ X,x has at least two vertices. Let Γ be the weighted dual graph constructed in Section 3.1. and P be the plumbing scheme for
Remark 3.5. We can apply similar arguments in the case k = C. In this case, H 1 (P, Θ P ) = 0 is also the necessary condition for (X, x) to be taut [9] . Schüller's conjecture says that this also holds in positive characteristic.
We denote Γ(Θ U ) = Γ(U, Θ P | U ) and
Proof of the main theorem
We prove the main theorem using Schüller's criterion (Proposition 3.4) and Hara's classification (Proposition 2.3).
4.1. Chain case. According to [12] , a rational singularity associated with a chain graph is taut. This can also be proved by the computation below. 
General settings.
We have to compute H 1 (Θ P ) for all possible cases. We take an open covering of each plumbing scheme in a common manner.
We fix the notation as follows. Let the central curve be E 0 . Label three branches by 1, 2, 3 in ascending order of their types. For branches of the same type, label them in ascending order of the labelings of the branches listed above. We set the labeling of each irreducible component of P as follows : the component in the i-th branch next to E 0 is E i1 , the next is E i2 , and the last is E ili . (Figure 6 ) Consequently l 1 + l 2 + l 3 + 1 = n. Let the intersection of E 0 and the first (resp. second, third) branch as {x 0 = 0} (resp. {x 0 = 1}, {x 0 = ∞}) where x 0 is a coordinate of E 0 ∼ = P 1 k . Precisely, we cover E 0 ⊂ P by two open affine subsets A 0 and A 0 defined by
Here (x 0 , y 0 ) and (x 0 , y 0 ) correspond to the coordinates in the construction of W 0 ( Figure 7 ). of the i-th branch. For simplicity of notation, we write E 0 as E i0 . First let
We take an open neighborhood of
If this is the case,
The coordinate changes are given by
0 y 0 . This will be used later.
4.2.3.
Local calculation of the tangent sheaf. Now we start the computation of cohomologies. First we have to compute the sections of Θ P on each affine subsets. For an affine scheme
By this sequence, elements of Θ k[x,y]/(f ) can be represented as a k[x, y]/(f )-linear sum of ∂/∂x and ∂/∂y.
• If f = y ν (gcd(ν, p) = 1), then df = νy ν−1 dy and
•
and we obtain
The coordinate change of differential operators is given as follows: if
To simplify the notations, linear terms
, we obtain the following lemma. Lemma 4.1. As a k-vector space,
Differential forms on three branches. Now we can calculate the cohomology of the tangent sheaf on each branch. For simplicity, denote A 10 = A 20 = A 0 and
) has a basis as follows:
Here
Proof. For simplicity, we prove the lemma in the case i = 1 and omit the subscript i so that the branch is covered by {A j } l j=1 . First note α and β appeared above are easily calculated as
It is very easy to show by the induction on l using the expansion of the determinant of the intersection matrix. We prove the lemma by the induction on l = l i ≥ 1. In the case l = 1, the branch is A 1 and H 1 (Θ A1 ) = 0 because A 1 is affine and Θ P is coherent. By the equation (1), Γ(Θ A1 ) has a set of generators consisting of the following elements:
On the other hand, Γ(Θ A0∩A1 ) has a basis as follows:
Using lemma 4.1., Im(Γ(Θ A1 ) → Γ(Θ A0∩A1 )) has a basis (8)
In this case, α = b 1 and β = 1. So (8) coincides the set of generators (4). Assume l ≥ 2 and the lemma holds for any smaller l. Let γ i = det(−E j · E j ) 3≤j,j ≤li . Γ(Θ A1∩A2 ) has a basis as follows:
Applying the induction hypothesis for
) has a set of generators as follows:
) and other cocycles are contained in Γ(Θ A1 ). So the restriction map
This looks complicated, but it says that we have to consider coboundaries coming only from
is generated by
Then we apply the coordinate change (7) . Note that α/β = b 1 − γ/β. Then these are
Changing the basis and sending them to Γ(Θ A0∩A1 ),
Conditions on exponents can be simplified by the following fact.
The resulting inequality is equivalent to
because νZ is anti-ample. So
Next assume l ≥ 3 and this holds for l − 1. Let δ be det(−E ij · E ij ) 4≤j,j ≤li for l ≥ 4 and 1 for l = 3. Then β = b 2 γ − δ and
by the induction hypothesis.
Consequently, coboundaries (9) can be written as
which is the desired form.
We need a further coordinate change and computation for coboundaries from U 1 . Γ(Θ A 0 ) has a set of generators consisting of following elements:
Same computation as the proof of lemma 4.2 shows that the restriction map
) is a Leray covering for Θ U1 . The kernel of (10) has a basis consisting of
This is a part of a basis of Γ(Θ U1 ) containing all elements necessary for computing the coboundaries. Sending them to Γ(Θ A0∩A 0 ), these are
This is a basis of Im(Γ(Θ U1 ) → Γ(Θ U0∩U1 )), coboundaries from U 1 .
Differential forms near the central curve. In 4.2.4, H
1 (U 1 ) = 0 is shown and Im(Γ(Θ U1 ) → Γ(Θ U0∩U1 )) is computed. Next we show H 1 (U 0 ) = 0 and compute Im(Γ(Θ U0 ) → Γ(Θ U0∩U1 )). H 1 (Θ U0 ) can be calculated as
) is a Leray covering for Θ U0 . Let
Then H 1 (Θ U0 ) vanishes if and only if K 2 → C 1 and K 1 → C 2 are both surjective. Now we prove only surjectivity of the map K 2 → C 1 . The proof of the other goes symmetrically. By (3) and (5), K 2 is generated by the following elements:
Changing the basis, this is same as (16)
We check (4) . We prove (17) by the descending induction on s < terms and surjectivity of K 2 → C 1 is proved. Then we obtain H 1 (Θ U0 ) = 0. Next we need a basis of
but this can be easily obtained by (16) . So we give the list later.
4.2.6.
Remarks on α i and β i . The coboundary space from U 0 and U 1 are determined by α i and β i for i = 1, 2, 3. If 0 ≤ γ i < β i ,
Applying same argument for subgraphs of each branch, we obtain α i > β i > 0 (i = 1, 2, 3). In particular β i /α i ≤ 1 − 1 di because α i coincides with the type of the i-th branch d i .
4.2.7.
Computing H 1 (Θ P ) = 0. Now we show
We take a basis of Γ(Θ A0∩A1 ) as follows:
by (4) and (16).
On the other hand, by the coordinate change of (11), (12) and (13), Γ(Θ U1 ) has a basis 
We check this case by case.
( (24) and (25): 
The proof uses the basically same method as x Again we calculate this case by case. We only consider minimum because the coboundary space becomes smallest. If t is odd, set r = Table 1 . Table 1 . Types of coboundaries in case (2) Table 2 . Table 2 . Types of coboundaries in case (3). Then we have shown all monomial cocycles in (x 0 , y 0 ) are coboundaries. All monomial terms in coordinate (x 0 , y 0 ) are sums of these terms and therefore coboundaries. Subtracting these new coboundaries from coboundaries (29) and (30), cocycles (20) and (21) with a pole at {x 0 = 1} are all coboundaries. Then we have H 1 (Θ P ) = 0 and the proof has finished.
4.3.
Remarks on the proof. In the proof above, coboundaries of types other than A are all necessary for cohomology vanishing. To get these coboundaries, all characteristics conditions are used. In fact observing the list by Artin [1] , tautness and F -regularity are equivalent for rational double points.
On the other hand, there are some cases in each type of the star-shaped graphs whose cohomology calculation was omitted. For example if the self-intersection number −b 0 of the central curve is sufficiently small, tautness holds for all characteristics because the t = 0 case calculation always holds and 5. Discussions on F -pure rational cases 5.1. Relations between F -purity and tautness. By Section 4.3, further relationships between F -singularity and tautness can be expected. We discuss whether tautness holds for F -pure rational singularities or not. The classification of F -pure rational singularities by Hara says that there are F -pure RDPs which are not Fregular. This shows F -purity is not a sufficient condition for tautness of a rational singularity.
On the other hand, the graph of a rational singularity shown in Figure 8 is a taut graph for large characteristics by [10] and [15] but is not a graph of an F -pure singularity. This means F -purity is not even a necessary condition for rational singularities to be taut. Even though there is no implication between F -purity and tautness for rational singularities, some interesting phenomena can be observed.
5.2.
A kind of uniqueness for F -pure RDPs. In [1] , all rational double points in positive characteristics are presented using their defining equations as hypersurface singularities. Using Fedder's criterion of F -purity [4] , we can judge whether it is F -pure or not. Results are shown in the following tables 3, 4, 5 and 6. Observing these tables, we can get the next theorem.
Theorem 5.1. Let (X, x) and (X , x ) be both two-dimensional F -pure rational double points over an algebraically closed field k of a positive characteristic. If Γ X,x ∼ = Γ X x , (X, x) and (X , x ) are isomorphic to each other. Table 3 . Rational double points in characteristic 2.
Graph
Type Defining equation Table 4 . Rational double points in characteristic 3.
Type Defining equation Table 5 . Rational double points in characteristic 5. Table 6 . Rational double points in characteristic ≥ 7.
Graph Type Defining equation F -purity
Graph Type Defining equation F -purity 
Next we show that monomial cocycles x and at least one inequality is not an equality. First consider the case Table 2 gives the desired coboundaries. 5.4. Type (2, 2, 2, 2) star-shaped graphs. Though it was seen in Section 5.2 that F -purity does not implies tautness of rational singularities, there still remains a possibility that Theorem 5.1 holds for non-RDPs. Unfortunately, star-shaped graphs of type (2, 2, 2, 2) is a counterexample of this, not only of tautness. Fix a graph Γ of type (2, 2, 2, 2) appearing as a graph of an F -pure rational singularity. It was shown that there are infinitely many λs which gives the intersection points at the central curve 0, −1, λ, ∞ ∈ P 1 k . The permutation group S 4 acts on these λ and different orbits represent different positions of intersections. Since there are infinitely many orbits, there are infinite family of exceptional curves {Eλ}λ embedded in nonsingular surfaces and associated with Γ. These Eλ always satisfy the condition of contractibility [2] , they can be contracted into rational singularities. Then we obtain infinitely many non-isomorphic F -pure rational singularities whose graphs are all Γ. This gives a counterexample of Theorem 5.1 in non-RDP case. 5.5. * Dn+3 (n ≥ 2) graphs. In the case k = C, a * Dn+3 (n ≥ 2) graph is always taut if the negativity of the intersection matrix is satisfied [9] . In arbitrary positive characteristic, there are examples of * Dn+3 (n ≥ 2) graphs which might not be taut. This is because H 1 (Θ P ) = 0, but we need to improve Schüller's criterion to judge whether it is taut or not in fact.
We see one example. If p = 3, the graph in Figure 9 gives P such that H 1 (Θ P ) = 0. Then we can takeν = 4, ν 1 = ν 3 = 28, ν 2 = 20 and ν 4 = ν 5 = ν 6 = ν 7 = 16. Figure 9 . An example of * Dn+3 (n ≥ 2) graph with H 1 (Θ P ) = 0 in p = 3.
We can calculate H 1 (Θ P ) using a covering similar to the one in Section 4. That is, we see four vertices in the left as a subgraph of a star-shaped graph of type (2, 2, d) and define U 0 in the same way. Then
for the opposite side in the same way.
Then Γ(Θ U0 ) has a basis as follows:
is an affine covering. We set the coordinates as Since what we want is only their images in Γ(Θ U0∩U1 ) and Γ(Θ U1∩U2 ), we use the expression by (x 0 , y 0 ) and (x 3 , y 3 ). Note that Γ(Θ U0∩U1 ) has a basis as follows: has a pole of order −r at x 3 = 1 and therefore no coboundaries from U 2 have terms to cancel this pole. This tells us that any coboundaries including a nontrivial sum of these with r < 0 always have a pole at x 3 = 1 and we cannot use them to make (0, x 3 ∂ ∂x3 ). Terms from (43) to (49) and (51) has no related terms.
