I. INTRODUCTION
HE computational power required for processing and T extracting features from time-varying sensor data is immense. If only one instruction per pixel were to be performed on a standard digital image containing 3/4 million pixels that change at a rate of 30 frames per second, the computer vision system would be required to perform approximately 23 million instructions per second [ 181. However, any realistic vision algorithm involves far more than a single instruction per pixel. As a result, many computer vision system designers have proposed faster and faster digital processors to achieve real-time visual information processing capabilities.
In sharp contrast, human beings are able to perceive and interpret complex time-varying scenes in approximately 70 to 200 ms [24] by using very slow processing elements called neurons. Each neuron requires nearly 2 ms to generate a single Manuscript received October 2, 1991; revised July 28, 1992 active response, referred to as an action potential [ll] , [16] , [17] . The incredible speed and robust nature of our own visual experience provides the impetus for developing neurovision systems for engineering applications. The term neurovision is used to refer to any machine vision system that embodies the basic computational principles of biological neural circuits. Biological vision is able to perform complex time-varying two-dimensional information processing operations efficiently because it employs a computational architecture that is fundamentally different than that used in a digital computer. In essence, the human visual pathway may be envisioned as a series of nervous tissue layers such as the retina, lateral geniculate nucleus (LGN), primary visual cortex, and other cortical regions of the brain. Each successive tissue layer along the pathway consists of one or more functionally distinct fields of neural activity X( k ) that perform specific computational operations on the recipient neural stimuli. The neural activity exhibited at any spatial location on the field is assumed to be the result of an assembly of densely interconnected nerve cells called a neural population. Each neural population comprises two coexisting subpopulations that contain numerous similar acting neurons which lie in close spatial proximity. All neurons within a subpopulation receive similar inputs and exhibit similar outputs [5] , [27] , [28] . For simplicity, only excitatory and inhibitory subpopulations are assumed to exist at each spatial location on the field. The nerve cells within the excitatory subpopulation (P) transmit a positive signal when they are active, while the nerve cells in the inhibitory subpopulation (N) transmit a negative signal when active.
The various excitatory and inhibitory neural subpopulations which generate the field X ( k ) may receive inputs from itself, neighboring subpopulations, and a common signal space S( k ) which is external to the field, see Fig. 1 .
A multitask visual information processor that embodies the computational structure of a generic neural activity field is described in this paper. The neurovision processor, named the positive-negative (PN) neural processor, is a two-dimensional neural network composed of densely intercoupled antagonistic positive and negative acting nonlinear processing elements (PE's). The information processing ability of an individual PE corresponds to the dynamic activity exhibited by a spatially localized subpopulation of excitatory or inhibitory nerve cells. Regional information embedded within the external signal space is extracted by each constituent PE via the feedforward connections. The strength of the feedback connections between the numerous laterally and radially distributed PE's in the PN neural processor can be modified to generate useful steady- state and temporal response characteristics that are employed for spatiotemporal filtering (STF), motion detection, short-term visual memory (STVM), spatiotemporal stabilization (STS), and pulse frequency modulation (PFM).
From a machine vision perspective, the most important and informative aspects of any visual scene are the spatial and temporal changes which occur. Most existing vision systems employ spatiostatic algorithms that process each image frame independently. Any temporal changes in the visual data are found by comparing the static features in successive image frames. This paradigm is highly susceptible to ever present spatial and temporal distortions. However, small scale distortions arising from sporadic fluctuations in the visual input can be alleviated by processing spatial inputs in terms of present and past states. This notion of temporal continuity in visual information is valid because all physical objects in a realistic environment are statistically unlikely [22] to suddenly alter their present shape or pattern of behavior. Any dramatic change in pixel intensity between successive image frames is assumed to constitute noise. In this context, machine vision must process spatial and temporal components of the visual inputs simultaneously, and not treat them as mutually exclusive and separable events.
A neurovision processor with parallel distributed dynamic PE's is able to minimize distortions arising from noise by exploiting the inherent physical nature of time-varying twodimensional information for real-time machine vision applications. The symbiotic effects of parallel computation and dynamic PE activity ensures that the processor responds strongest to visual inputs that are continguous in both space and time. In addition, this basic parallel architecture is able to perform massive numbers of redundant regional operations simultaneously over the entire processor array. Finally, the nonlinear nature of the individual PE's enable various functional modes of information processing to be performed within a common computational architecture.
In the following section, a state-space model of the PN neural processor is presented. A summary of the various visual information processing tasks that can be performed 763 by the processor are given in Section 111. Finally, the basic concepts presented in this paper are summarized and the application of the PN neural processor to machine vision system design is discussed in Section IV. The method of phase plane analysis used to select the system parameters for the desired computational tasks is briefly described in the Appendix. processor is given by the first-order difference equation
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where a is the rate of decay in the present state, X ( k ) (5) is given by h/{w: (u,(z,j,k) 
or, for simplified situations, it can be approximated in piecewise linear form as
The parameter O F is the inflection point in (6a) or the midpoint in (6b) of the nonlinearity h/{ .}, and v; is the corresponding slope parameter at this location. In terms of (5), a separate slope parameter w? exists for each inflection (or mid-) point 8; ; where m = l , . . . , M, and M , is the total number of inflection points in the map +[.I. Unless stated otherwise, the nonlinearity given by (6a) is used for determining (5) .
The slope of the mapping operator with the nonlinearity given by (6a) is
For a sigmoidal map, M, = 1, the parameter wi determines the value of the maximum slope of !B,[u,(z,j,k) ] at O b through the relation However, the maximum slope at each 0; of a nonlinear map with multiple inflection points, M, > 1, must be calculated directly from (7) because each local maxima is now a function of all constituent 0;. An example of a nonlinear map +, [. I with four inflection points, i.e., M , = 4, is shown in Fig. 2 . The total applied input to the various PE's of the neurovision processor is given by
(9)
' b o types of input are received by the constituent PE's. One type arises from the external inputs originating in the signal space S ( k ) , and the second type originates from the lateral and recurrent connections [l] , [SI-[lo] , [13] , [16] , [20] , [23] , [27] , [28] between the PE's within a common network X ( k ) . The spatial transformation of the external input signal is given by the matrix A of the feedforward subnet, and the strength of lateral and recurrent connections between individual PE's is given by the matrix W of the feedback subnet.
The state activity of the signal space S ( k ) at time k is mathematically represented in matrix form as
where (4, T ) is the spatial coordinate of the external input arising within the (QR)-dimensional signal space. The state variable s(q, T , k) represents the signal data originating from a sensor or another PN neural processor. Since the processor and signal space may originate at different regions of the vision system, each may have a different spatial dimension; that is (QR) may not be equal to (IJ).
The system matrix A is given in partitioned matrix form as where A p and AN are of dimension (IJ) x (QR). Matrix A, of the feedforward subnet consists of (I x J) partitions ordered according to Each partitioned matrix Ap(Z,j) of (12) is constructed from the (i,j)th row of the function u v ( i l j , q , r ) as follows:
w h e r e q = 1 , 2 , . . . , Q a n d r = 1 , 2 , . . . , R .
subnet is given in partitioned matrix form as 
for any cp PE located at (c, d ) or (1, T I ) of equal distance from the cp' PE at (z,j). The mathematical function for the synaptic connection, (15), can be defined as
where wpp~ is the collective synaptic gain and the variable pppr ( z , j , c, d ) describes the relative strength of the connection with respect to the lateral distance that separates them. For a (PI PE at spatial location ( i , j ) the total relative strength of all laterally distributed connections from the cp PE's is unity; that is,
The relative strength of the connections between laterally distributed PE's can be given by a normalized two-dimensional isotropic Gaussian function where opp~ is the spatial spread with respect to the lateral distance from the PE centered at (z,j). For (17) Fig. 3 . From a hardware implementation perspective, the uncoupled positive and negative PE's enable the PN neural processor to generate complex second-order dynamics with simple firstorder computing circuits. In addition, the design of a hardware circuit is simplified because the sign of all feedback connections represented by W,,t, where cp, cpl E (P, N), are prefixed and identical for all matrix coefficients. That is, the PN neural processor has a modular design with feedback connection matrices containing strictly positive or negative coefficients which are easier to create in hardware than mixed coefficients.
VISUAL INFORMATION PROCESSING
A variety of information processing operations associated with the early stages of machine vision can be realized by the basic PN neural processor architecture. These diverse operations are achieved by selectively programming the system The contribution of each constituent subnet towards these visual information processing tasks will now be described.
A. Feature Extraction: Feedforward Subset A
The overall feedforward input F ( k ) received by the PN where the matrix A transforms the input signal S ( k ) into a particular information attribute, or feature, represented by F ( k ) . In other words, the coefficients of A represent the synaptic connections for the feedforward subnet which can be programmed to extract features from the external signal space S(k).
Each coefficient of matrix A is defined by a function u p ( i , j , q , T-) which corresponds to the degree that the input signal at location (q, T-) influences the activity of the cp PE situated at location ( i , j ) of the processor. For simplicity, it is assumed that the relative magnitude of the synaptic connections are isotropic and depend only upon the lateral distance (i -q , j -T-) from the cp PE; that is, neural processor at time k is given by the linear state equation
for an input located at ( q , r ) and (1,n) in the signal space The temporal response of the positive PE at spatial location (100, 100) to different temporal profiles. (c) The temporal response of the positive PE at spatial location (100, 100) to an input with increasing intensity, IX(l00. l00)l = 0.5, 1.0. 1.5% 2.0, 2 . 5 and 3.0; but applied for a short period of time.
The feedforward input, f p ( i , j , k ) , received by the cp PE at ( i , j ) is a discrete convolution of the signal component s(y, T , k ) with the transformation kernel centered at (2, j ) given by
where av (2,j, q, T ) is the coefficient of the desired transformation kernel [7] . 
where p is the spread of the central region of the function given over the PE at spatial location ( i . . j ) . these nonlinear PE's can be qualitatively analyzed by obtaining phase trajectories in the x p -X N phase plane. The method of phase plane analysis used to select suitable parameters for the dynamics associated with the various computational tasks described below is summarized in the Appendix. Five broad classes of spatiotemporal information processing are now examined. Spatiotemporal filtering (STF) and motion detection can be performed by the PN neural processor if the constituent PE's generate transient behavior, see the Appendix subsection B. Short-term visual memory (STVM) and spatiotemporal stabilization (STS) operations arise within the processor architecture if the individual PE's exhibit hysteresis behavior. Hysteresis behavior occurs if the system parameters satisfy the conditions outlined in the Appendix subsection A. Finally, if the PE's are programmed to exhibit limit cycle oscillations (Appendix subsection C) then pulse frequency modulation (PFM) operations can be achieved. Again, the computational tasks described below are independent of the specific type of information contained in the input signal.
B.
The visual inputs F ( k ) used for the following simulation studies are defined as two-dimensional gray level spatial patterns X that vary with respect to a temporal function r ( k ) . 
I ) Spatiotemporal Filtering (STF):
A time-varying visual input to a PN neural processor with PE's programmed to exhibit transient behavior is capable of processing information simultaneously in both space and time. By integrating the spatial and temporal components into the response activity, the processor is able to respond strongly to the contiguous and coherent information contained within the input, and not to distortions or random fluctuations associated with noise. The effect of interdependent spatial and temporal image processing, called spatiotemporal filtering (STF), is illustrated in Figs. 4 and 5. Typical parameters employed by the PN neural processor for generating STF operations are given in Table Ia. From the above simulations, it is apparent that if the visual input occurs too briefly, Fig. 4 , or over too small a spatial region, Fig. 5 , then the PN neural processor will exhibit a very weak response regardless of input intensity. Temporal filtering arises from the transient behavior of the constituent PE's, while spatial filtering is a function of the lateral connectivity between spatially discrete PE's. For machine vision applications, the inherent spatiotemporal threshold of the combined filtering operation will suppress most time-varying spatially distributed random fluctuations in the visual inputs associated with pixel noise. In general, the adjustments of the spatial spread values upp/ in (18) will enable the processor to exhibit various spatial filtering properties. The STF response activities for a PN neural processor programmed with two sets of spatial parameters, uwpj. are shown in Fig. 6 . The first example, Fig. 6(b) , is associated with high-pass spatial filtering for edge enhancement, whereas the second example illustrates low-pass spatial filtering for image smoothing operations, Fig. 6(c) .
2) Motion Detection:
The detection of movement within the visual world is a critical component of any integrated vision system that must function in an unstructured environment. The small time delay in the feedback between the state activities generated by the positive and negative PE's enable the basic PN neural processor architecture described in Section I1 to perform motion detection operations. For simplicity, the motion attribute used in this simulation study is the change in position of the object contours. In this context, the contour features are enhanced and surface details are diminished in the time-varying visual input, S ( k ) , by preprogramming the coefficients of matrix A in the feedforward subset via (23). Motion contours for a bouncing ball within a stationary environment as generated by the PN neural processor at time k , . The ball moves in a vertical (left) and Table IC. A typical set of system parameters used for detecting moving contours is given in Table Ib . A simulation of the motion contours for a bouncing ball against a stationary background is illustrated in Fig. 7 .
The PN neural processor response has been reversed in Fig.  7 for improved visual display. That is, the state activity due to motion is represented by minimum intensity values, whereas the nonactive rest state corresponds to maximum intensities. Fig. 6(a) . The system parameters used in this example are given in Table IC As a result, the more recent the motion contours have darker representations. The direction, velocity and acceleration of the moving object can be determined by comparing the spatial separation between the present and past contours.
3) Short-Term Visual Memory (STVM):
The inclusion of strong self-recurrent feedback connections among the individual PE's enable the PN neural processor to exhibit localized hysteresis behavior over a limited range of feedfonvard inputs, F ( k ) . One possible example of the multiple hysteresis loops formed by a single PE is shown in Fig. 8 . An important property of localized hysteresis phenomena is that in order for the state activity to switch from rest to a higher state requires the feedfonvard inputs to be greater than some upper threshold value, f+,(i.j, IC) > 07;;. where vi = 1. . . . M . Similarly, the activity of a PE can only return to its original rest state by a further feedfonvard input that is less than a lower threshold value f9(i,.j. k ) < nr. In this fashion, the hysteresis loops exhibit important noise immunity characteristics beneficial for preventing small perturbations within the feedforward inputs from drastically altering the state behavior of a PE.
A PN neural processor with PE's that exhibit localized hysteresis phenomena can function as a form of short-term visual memory (STVM) [2] , [4], [9] , [lo] , [14] , [27] , [28] . In this situation, the state activity reverberates within the closed-loop circuit of the individual PE's such that the overall response X ( k ) remains relatively constant even after the input pattern is removed, i.e., F ( k ) = 0. In this way, any information retained by the PE's can be recalled while this reverberation continues. This state will continue until a strong inhibitory influence destroys the reverberating activity. STVM occurs when the lower threshold for the hysteresis loops are all less than zero; i.e., < 0 where m = 1.. . . ~ M . Fig. 9 is an example of STVM for a processor programmed with the parameters given in Table IC .
4) Spatiotemporal Stabilization (STS):
An alternative application of localized hysteresis phenomena is called spatiotemporal stabilization (STS). STS enables the PE's to stabilize the fluctuating feedfonvard inputs about a limited number of persistent states, but once the feedfonvard input is removed the activity of each PE returns to its original rest state. This is achieved by selecting parameters for the map a.
[.] which enable the lower threshold for the hysteresis loops to be all greater than zero; i.e., Sly > 0 where m = 1.. . . . M .
as shown in Fig. 10 .
Random fluctuations or spatial disturbances in the sensor image are constantly present if the machine vision system is attached to an autonomous vehicle which operates under real-world conditions. For example, these perturbations in the visual input may arise from the uncontrolled vibrations of the vehicle as it moves through an unstructured environment with numerous holes and rocks. In addition, quasi-rigid objects in the visual field may exhibit natural movements that are unimportant to shape identification as evident by the random displacement of leaves on a tree during a mild wind. Although the intensity array of each successive image frame is unique, they all represent the same scene with the same basic infor- and the temporal component, T ( k ) . of the visual input are shown in Fig. 6(a) . The system parameters used in this example are given in Table Id mation. Thus, any practical vision system must be able to stabilize fluctuating visual information in order to efficiently perform higher level processes. A PN neural processor that is programmed with the parameters in Table Id for STS can achieve certain important attributes of image stabilization as shown in Fig. 11 .
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KNOPF AND GUPTA: MULTIPURPOSE NEURAL PROCESSOR 2 301 Fig. 12 . of different constant input values, fp( z, j , IC), for the parameters given in Table Ie .
The frequency of limit cycle activity, h p ( z , j , k ) . as a function
5) Pulse Frequency Modulation (PFM):
The final computational role investigated in this paper involves programming the individual PE's of the PN neural processor to exhibit nonlinear limit cycle oscillations in response to steady-state input values for pulse frequency modulation (PFM) tasks. To generate oscillatory behavior, it is necessary that the input intensity exceed a lower threshold value f l~ as shown in Fig.  12 . This lower threshold enables the individual PE's to be immune to low-level noise. For very large input values, the PE's become saturated with positive activity that extinguishes limit cycle activity.
The ability to generate limit cycle activity enables the PN neural processor to uniquely encode the analog input values as shown in Fig. 13 . It is well known from communication theory [15] that PFM signals are less susceptible to channel noise than an amplitude modulated (AM) signals and, therefore, it is the preferred method of transmitting information over long distances. Once the PFM signal is received at its destination, it may be decoded back into an analog signal by a simple peak or pulse counter decoder. The resultant analog signal can then be properly scaled by a nonlinear signal enhance which is the inverse of Fig. 12. Fig. 13 is an example of a visual input that is converted to limit cycle behavior by a PN neural processor programmed with the parameters given in Table Ie . The original image is reconstructed by counting the number of cycles per time interval and transforming this number into an analog value, R(k), via a function given as the inverse of 
I v . CONCLUSIONS AND DISCUSSION
The speed and efficiency of biological vision can be achieved within a machine vision system architecture if engineers design and develop neurovision systems that emulate the computational principles of biological neural circuits. The objective of this paper was to briefly describe a multipurpose visual information processor, names the positive-negative (PN) neural processor, which is a plausible hardware circuit for constructing robust machine vision systems. The processor was represented in state-space form as a two-dimensional array of densely interconnected nonlinear dynamic processing elements (PE's). The parallel structure of the processor should alleviate much of the computational power required by the early stages of machine vision. In addition, the employment of dynamic PE's will ensure that the spatial and temporal components of visual information are processed simultaneously. The interdependence of spatial and temporal information processing is a crucial attribute of any realistic vision system.
The informative features embedded within a visual signal space, that originated from a video camera or another PN neural processor, were extracted by preprogramming the feedforward subnet. Modification to the feedback subnet enabled the processor to perform useful computational tasks such as spatiotemporal filtering (STF), motion detection, shortterm visual memory (STVM), spatiotemporal stabilization (STS), and pulse-frequency modulation (PFM). Similar neural network architectures have been proposed for optical flow analysis [23] and color vision applications [20] .
Furthermore, it is postulated that an integrated peripheral vision system that preprocesses, extracts features from and stores representations of time-varying sensor images can be constructed from a parallel and hierarchical architecture of numerous individual programmed PN neural processors. The division of computational labor between a hardware-based integrated vision system for early vision tasks and a software host computer for high-level scene analysis will significantly increase the speed of the overall visual process.
APPENDIX PHASE PLANE ANALYSIS AND PARAh4ETER SELECTION
A direct analytical solution for the dynamic activity exhibited by the PN neural processor is complex because of numerous densely interconnected nonlinear PE's. However, if minimal lateral connections are assumed to exist among the laterally distributed PE's; i.e., UPN ---f 0 and U N P + 0, then each pair of positive and negative PE's at a particular spatial location can be isolated and analyzed independently. We now briefly describe how parameter selection can alter the steady-state and temporal behavior of an isolated pair of antagonistic PE's. In the following presentation, the spatial coordinates (i,j) are dropped from the state variables of the isolated PE's for convenience; i.e., zP(k) = zP(Z,j,k) for i = 1, . . . , I and j = 1, . . . , J. In addition, the nonlinearity in (5) is assumed to be sigmoidal, MV = 1, and is given by (6a). The steady-state and transient behavior summarized below enable the PN neural processor to perform the diverse computational roles described in Section 111-B.
A. Steady-State Behavior: State Attractors
The nonlinear equations for the intercoupled PE dynamics can be qualitatively analyzed by determining the locus of points, called an isocline curve, where the phase trajectories have a given slope in the x p -X N phase plane [12] . The isocline curves with a zero slope, $axp and $ a x r y , correspond to the steady-state conditions where A x p = ~p ( k 
( A 4 The shape of the isocline curve is a function of the collective synaptic gain wppf. (16), and the parameters ti: and 139" of the nonlinear mapping operator given in (6) . Since (Al) contains a negative inverse term, -@F1 [ r p ( k ) ] , the isocline curve 4axP may reverse direction over a narrow range of
It is the existence of such reversals along 4 A J p which enable coupled positive and negative PES to generate a variety of dynamic properties. However, the isocline curve 4aZ "\' is always a monotonically increasing function of xp( k ) because the inverse term, @)h1[z~7(k)]. in (A2) is always positive. A graphical method for determining the steady-state characteristics of the coupled positive and negative PE's at a given input intensity is obtained by superpositioning 4~~~
and 4aTN on the same x p -rLv phase plane as shown in Fig. 14. The intersections arising from these two isocline curves represent possible steady-state values called state attractors. Furthermore, increasing f p ( k ) to the positive PE will translate 4~~~ parallel to the .rAv axis, and increasing f A i ( k ) to the negative PE will translate 4~~~ parallel to the zp axis. As a result, the location and number of stable state attractors is also dependent upon the intensity of the external inputs f p ( k )
For coupled positive and negative PE's to exhibit multiple attractors in the phase plane it is necessary that 4aZp and 4~~~ intersect at more than one location for a given input intensity. A necessary condition for this to occur is that q 5~~~ reverse direction in the phase plane. This implies that there must exist a region along 4~~~ where the minimum slope is greater than zero. In this context, the slope of 4asp in the Equation (A4) is sufficient to ensure that there exist a region along daXp which is intersected at more than one point by a second isocline curve parallel to the z p axis. However, it does not indicate the number of intersections or their relative locations in the phase plane. To find a solution for this problem, the locus of state attractors which arise due to the shape +axN must be investigated.
To locate the state attractors arising from the shape of $axN it is necessary to determine the minimum slope of the isocline curve. The slope of d~~~ in the x p -X N phase plane using (A2) is given by 1 +-.
(As)
The coordinate along the Z N axis corresponding to the minimum slope, x~, , , , is located where the change in slope is zero. The expression for the minimum slope of (A5) is a a z P ( k )
(A61 Since the change in minimum slope is zero, the coordinate of x~, , , from the numerator of (A6) is XN,,, xpmi, = 1/2. Now, an expression for the minimum positive slope of $axN is determined by substituting the value of xpmi, into (A3) and obtaining Finally, it is necessary that the minimum slope of $axry be greater than the minimum positive slope along the reversal region for $azN. This is self evident by examining the geometry of the isocline curves shown in Fig. 14. This condition is written (AlOa) W" In summary, multiple state attractors for a given input will exist if the system parameters are selected to satisfy (A10). Linearized stability analysis about each attractor can be used to determine local stability properties [ 121. Note that it is the generation of multiple state attractors by the antagonistic PE's which enable the PN neural processor to generate the hysteresis phenomena necessary for performing the STVM and STS tasks described in Section 111.
B. Transient Behavior
The temporal response of coupled positive and negative PE's that generate hysteresis phenomena is primarily the switching action between stable attractors. However, two important classes of temporal response behavior arising from a single attractor in the x p -X N phase plane may be generated by coupled PE's if the system parameters do not satisfy (A10).
The first class involves transient activity around a single stable attractor as shown in Fig. 15 . Upon initial application of an input signal, the overdamped response activity rises to a steady-state value and returns to its original rest state after the input is removed. Transient behavior is a crucial component of STF and motion detection operations.
C. Limit Cycle Oscillations
The second class of temporal activity generated by coupled positive and negative PE's are limit cycle oscillations used for PFM operations. Limit cycle oscillations occur when there exists only one unstable attractor in the x p -X N phase plane as shown in Fig. 16 .
From extensive simulation studies, it may be postulated that if the state attractor exists in the vicinity of the minimum positive slope of both $azp and 4 a X N , then the response activity will be unstable. In order for these isocline curves to intersect along this region, it is necessary that the minimum slope of $axN be very small. From the expression for the 
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