In this paper, two hybrid artificial intelligence (AI) based models were introduced for rainfall-runoff modeling. In the first model, a genetic fuzzy system (GFS) was developed and evolved for the prediction of watersheds' runoff one time step ahead. In the second model, the wavelet-GFS (WGFS) model, wavelet transform was also used as a data pre-processing method prior to GFS modeling and in this way the main time series of two variables (rainfall and runoff) were decomposed into some multi-frequency time series by the wavelet transform. Then, the GFS was trained using the transformed time series, and finally the runoff discharge was predicted one time step ahead. In addition, to specify the capability and reliability of the proposed WGFS model, multi-step ahead runoff forecasting was also implemented for the watersheds. The obtained results through the application of the models for rainfall-runoff modeling of two distinct watersheds, located in Azerbaijan, Iran showed that the runoff could be better forecasted through the proposed WGFS model than other AI-based models in terms of determination coefficient and root mean squared error criteria in both training and verifying steps.
INTRODUCTION
Over the past decades, the data-driven models such as artificial neural network (ANN), adaptive neuro fuzzy inference system (ANFIS) and genetic algorithms (GAs) have been appropriately applied in modeling and forecasting non- ). In the modeling of hydrological process, particularly in the field of rainfall-runoff process, sometimes there can be a shortfall when time series fluctuations are highly nonstationary and the physical hydrologic process operates under a large range of scales varying from 1 day to several decades. This can mean the data-driven models may not be able to cope with non-stationary data (Cannas et al. ; Nourani et al. , ) . In these situations, the combination of artificial intelligence (AI) based models with other data pre-processing approaches as hybrid models may be an appropriate choice. The basic idea of model combination in forecasting is to use each model's unique features to capture different patterns in the data. Both theoretical and empirical findings suggest that combining different methods can be an efficient way to improve forecasting (Zhang ) . Hence, wavelet-ANN (WANN) and wavelet-ANFIS (WANFIS) have been recently generated as efficient hybrid models for hydrological time series forecasting.
Wavelet analysis can effectively detect and diagnose the signal's main frequency components and abstract local information of the time series (Wang & Ding ) . In recent years, the wavelet technique has been successfully applied to hydrology in general as well as rainfall-runoff modeling (Partal & Kis ; Nourani et al. , ; Adamowski & Sun ).
In some hydrological processes, the use of ANFIS model has led to promising results. Most of the learning algorithms for ANFIS are based on gradient descent. The calculation of gradients in each step is difficult and the use of the chain rule may cause a local minimum, which can definitely affect modeling accuracy. To cope with this deficiency, in the current research, a hybridization of fuzzy logic and GAs as genetic fuzzy systems (GFSs) (Cordón et al. ) is used. A GFS is basically a fuzzy system that is augmented by a learning process based on evolutionary computation, which includes GAs and other evolutionary algorithms (Cordón & Herrera ) .
In recent years some articles have been published in favor of using GFS for time series forecasting (Shahrabi et al. ) .
They reported satisfactory results and concluded that GFS is a promising approach for forecasting issues because the ability to obtain better accuracy in modeling complex and chaotic systems, in comparison with other models such as statistical and intelligent models.
In this paper, two new multivariate black box models based on AI techniques are proposed for the rainfall-runoff modeling of two watersheds located in Azerbaijan, Iran with different climatologic characteristics. In the first model, considering the existence of highly nonlinear dependence between model inputs and output, the authors focus on a new nonlinear approximator, called GFS model, in order to forecast watershed runoff one and several time steps ahead. A multivariate wavelet-GFS (WGFS) model is then introduced as the second model which combines the discrete wavelet transform (DWT) and GFS algorithm to capture the periodic and seasonal characteristics of the process. To the best of the authors' knowledge, the presented study is the first application of the hybrid WGFS not only in hydrological studies but also in any engineering field.
PROPOSED HYBRID MODELS
The current research presents two new hybrid AI based models as GFS and WGFS in order to predict watershed runoff. Also in the modeling process, the data set was divided into two parts: the first 75% of total data were used as a training set and the second 25% were used for verifying the models.
The first model presented in this paper is GFS. There are three main stages in this research to construct the GFS model. Variable selection is the first stage in which a stepwise regression analysis (SRA) is used to choose the key variables that are to be considered as the model inputs. In the second stage, GFS is constructed for prediction of the target runoff 1 month ahead. Finally, the proposed GFS is tested in the third stage using test data set by reporting the determination coefficient and root mean squared error.
In the second model, by applying wavelet transform, the main time series of two variables (rainfall and runoff) are decomposed into some multi-frequency time series. Then, these time series (transformed data) are imposed as input data into the GFS model. Finally, the proposed WGFS model is verified using a test data set. In order to evaluate the efficiency of the proposed hybrid models, the obtained results are also compared with the results of ANN, ANFIS, WANN, and WANFIS models presented by Nourani et al. () . It should be noted that for WGFS model, after obtaining the wavelet-based sub-series, the GFS should be calibrated using theses sub-series which may lead to different GFS parameters in comparison to the first GFS model.
The schematic of the proposed GFS model is shown in Figure 1 . The GFS type used in this article consists of two general stages: stage 1 derives the rule base (RB) of the Fuzzy Rule Base System (FRBS) and stage 2 tunes the database of FRBS. Details of each stage are described below.
Input selection by SRA
Input selection is the process of selecting an optimum subset of input variables from the set of potentially useful variables which may be available in a given problem. Different researchers have applied a variety of feature selection methods such as GA (ElAlami ), principal component analysis and SRA to select key factors in their prediction systems (Zhang ) . Linear regression portrays a fundamental relationship between inputs and output variables in a system. In recent years, many researchers have used SRA for input variable selection for a nonlinear system and have obtained promising results (Hadavandi et al. ; Fazel Zarandi et al. ; Asadi et al. a, b) . In the same way, an autoregressive structure was chosen in order to develop the GFS model. The use of SRA is a suitable method for choosing the significant lagged variables. In this study, five lags for each variable were assumed and by the use of SRA, the meaningful number of lagged variables was chosen.
The criterion for adding or removing is determined by F-test statistic value and decreasing the sum of squared error. After the entrance of first variable to the model, the variable number is increased step by step; once it is removed from this model, it will never enter the model again. Before selecting variables, the critical point, level of significant and the values of F e (F-to-enter) and F r (F-to-remove) have to be determined first. Then the partial F value of each step has to be calculated and compared to F e and F r ; If F > F e , it is considered to add variables to the model; otherwise, if F < F r , the variables are removed from model (for more detail see Asadi et al. a) .
The proposed GFS
The FRBS can be classified into three broad types, namely the linguistic (Mamdani-type), the relational equation, and the Takagi-Sugeno-Kang (TSK). In linguistic models, both the antecedent and the consequence are fuzzy sets, while in the TSK model the antecedent consists of fuzzy sets but the consequence is made up of linear equations. Using the GAs, each individual in the population needs to be described in a chromosome representation. A chromosome is made up of a sequence of genes from a certain alphabet. An alphabet could consist of binary digits, GAs have been demonstrated to be a modeling tool for automating the definition of the knowledge base (KB), since adaptive control, learning, and self-organization may be considered in many cases as optimization or search processes (Cordón & Herrera ) . In this paper we use a Mamdani-type FRBS to deal with the prediction of target.
The process we use in this paper for evolving the KB of FRBS consists of two general stages: stage 1 learns the RB of FRBS and stage 2 tunes the database of FRBS, which are briefly described in the following sub-sections.
Genetic learning of the rule base
The most common types for the membership functions (in Fuzzy decision table for an FRBS with two inputs (X 1 , X 2 ) (in our case study, the inputs could be runoff at time steps t-1(Q tÀ1 ) and rainfall at time step t-1(I tÀ1 )) and one output (Y ) variable that is runoff at time step t(Q t ), with three fuzzy sets (A 11 , A 12 , A 13 , A 21 , A 22 , A 23 ) related to each input variable, and three fuzzy sets (B 1 , B 2 , B 3 ) related to the runoff at time step t (Q t ). Application of this code to the fuzzy decision table is presented in Figure 3 .
Initial chromosomes (N pop ) are randomly generated, while the alleles are in the set {1, 2, … , N B } (N B is the number of Q t linguistic terms). All consequent labels have the same probability of being assigned to each gene.
Regarding the fitness function, it is based on an application-specific measure usually employed in the (1):
A sample coded database with one input variable (runoff at time step t-1(Q tÀ1 )) as well as one output variable (runoff at time step t (Q t ) is shown in Figure 4 . Each variable is defined by a fuzzy linguistic term such as small, medium, and large.
The initial population (N pop ) is created using the initial DB definition. The first chromosome (C 1 ) is encoded directly from initial DB definition. The remaining individuals (N pop -1)
are generated by associating an interval of performance,
Each interval of performance will be the interval of adjustment for the 
MSE over a training data set is used as the fitness function. The best ten percent of the population are copied without changes in the elitism set. The elitism set ensures that the best chromosomes will not be destroyed during crossover and mutation. The selection process is then implemented. A binary tournament selection scheme is used to select chromosomes for the mating pool. The size of the mating pool equals ninety percent of the population size.
BLX-0.1 crossover (the blend crossover, BLX-a) (Eshelman & Schaffer ) and uniform mutation are used in the proposed genetic tuning process. The current population is replaced by the newly generated offsprings, which forms the next generation by integrating the elitism set.
Proposed hybrid WGFS model

Wavelet transform
The wavelet transform is a strong mathematical tool that 
where g* corresponds to the complex conjugate and g(t) is the wavelet function or mother wavelet. The parameter a acts as a dilation factor, while b corresponds to a temporal translation of the function g(t), which allows the study of the signal around b. For practical applications in hydrology, discrete time signals are usually available, rather than continuous time signal processes. A discretization of Equation ). A discrete mother wavelet has the form
where m and n are integers that control the wavelet dilation and translation, respectively, a 0 is a specified dilation step greater than 1, and b 0 is the location parameter, which must be greater than zero. The most common and simplest choice for parameters are a 0 ¼ 2 and b 0 ¼ 1.
This power of two logarithmic scaling of the translation and dilation is known as the dyadic grid arrangement. The dyadic wavelet can be written in more compact notation
Since both rainfall and runoff time series are measured points and in a discrete form, in this study dyadic DWT was used rather than a continuous wavelet.
For a discrete time series, x i , the dyadic wavelet trans-
where T m, n is the wavelet coefficient for the discrete wavelet
This gives the ranges of m and n as 0 < n < 2 MÀm À 1 and 1 < m < M, respectively. The inverse discrete transform is given by (Mallat )
or in a simple format as (Mallat )
where T (t) is the approximation sub-signal at level M and
, provide the detail signals, which can capture small features of interpretational value in the data. The residual term T (t) represents the background information of data.
Structure of WGFS
One of the advantages of the AI based-wavelet conjunction model compared with the AI method is its ability to identify data components in a time series such as irregular components with multi-level wavelet decomposition (Adamowski & Chan ). For this purpose, each of the rainfall and runoff signals (I t , Q t ) were separated into different temporal scales (levels) by DWT. The schematic diagram of the developed model is shown in Figure 5 . In this way, each of the mentioned parameters was considered as input signals to wavelet operator. As can be seen in Figure 5 , I a and Q a denote rainfall and runoff approximation subsignals, respectively, and also I di and Q di show detail subsignals (i refers to the decomposition level). Hence, all of the obtained sub-signals were used as inputs to the GFS model in order to forecast runoff 1 month ahead. Some of the most popular wavelet families such as (1) Haar wavelet, a simple wavelet, (2) Daubechies-4(db4) wavelet and (3) coiflets-1(Coif1) were considered to develop the hybrid WGFS model.
EFFICIENCY CRITERIA
The following measures of evaluation have been used to compare the performance of the different models (14) can be used to compare the ability of different models in capturing the peak values in runoff time series, similar to Equation (12) for the total data where R 2 Peak determination coefficient for peak values, n number of peak values, Q PO i , Q PC i and Q PO are observed data, computed values and mean of observed data for peak values, respectively.
STUDY AREA DESCRIPTION
The data used in this paper are from the Aghchai and Lighvan- Table 1 . The time series data before going through the network were normalized between 0 and 1. A brief description about other characteristics of the watersheds is presented below.
Case (1) meters above sea level and its longest waterway is 64.88 km in length ( Figure 6 ). The topography is steep with an average slope of 25%.
Case (2) The mean daily temperatures vary from À22 W C in January up to 40 W C in July with a yearly average of 9 W C. The mean annual temperature over the two watersheds is quite mild at 11.9 W C.
Average monthly temperatures have a range of 29.2 W C which is a moderate range. July is the warmest month (hot) with a mean temperature of 26 W C and January is the coolest month (slightly cold) having a mean temperature of À3.2 W C. 
RESULTS AND DISCUSSION
Results of proposed GFS model
In this section, the proposed GFS model is examined for the rainfall-runoff modeling of the watersheds. To this end, first the relationship between input and output variables is to be scrutinized; subsequently the results based on correlation coefficients analysis showed there is poor linear relationship between input and output data (Table 3) which approved a need for utilization of non-linear modeling. In the current research, the best input combination was selected according to the SRA in which both pervious rainfall and runoff time series that are more related to output, (Q(t þ 1)), were considered as inputs of the proposed model. Then SRA was used to eliminate low impact inputs and choose the most influential ones out of the mentioned inputs. The statistical software SPSS 17.0 (Ho ) was used to apply the SRA in this research considering F e ¼ 3.84 and F r ¼ 2.71. These parameters gain the best-fit regression model with highest R-square. The outcomes of this stage for the Aghchai watershed were runoff at time steps t-1(Q tÀ1 ), t-2 (Q tÀ2 ) and rainfall at time step t-1(I tÀ1 ), and for the Lighvanchai watershed were runoff at time step t-1 (Q tÀ1 ) and rainfall at time step t-1(I tÀ1 ) which were considered as inputs to the GFS model. In the second stage, GFS was built using training data. Finally, the prediction was verified by means of the test data.
Fine-tuning the parameters of a learning algorithm is always a difficult task and the parameter values may have a strong effect on the results of the learning for each pro- 
where L and N are the decomposition level and time series length, respectively. For the first case study at hand, N ¼ 144, so L ¼ 2 and also for the second case study the mentioned parameters were specified as 204 and 2, respectively. Hence, several WGFS models were developed using different input scenarios extracted by decomposition levels at levels 1 and 2. For instance, the level 2 decomposition of rainfall time series for the Lighvanchai watershed which yields three sub-series (one approximation and two details at levels 1, 2) by db4 wavelet is shown in Figure 7 .
The detail sub-series can take several negative values (as well as positive values) but approximation may take only a few small negative values when the rainfall values of the original time series are zero, due to the applied mother wavelet. It does not matter that we see the negative values for the sub-series, because according to Equation (11) the summation of these sub-series (e.g., summation of three sub-series of Figure 7) should be the original time series (for rainfall all values of this summation will be positive or zero). So, these sub-series even with some negative values are imposed into the GFS as inputs where the GFS applies weights to these inputs, and finally in the output unit, the model will sum all to get the output (runoff).
To continue, the calibration data set of rainfall and runoff signals were decomposed by passing through highpass and low pass wavelet filters which were then considered as inputs to the GFS model. Predictive capability of the model was then validated by the test data set. The results of the modeling have been presented based on R 2 and RMSE criteria in Table 5 . It should be noted that in Table 5 the rainfall and runoff decomposition levels (i.e., i and j) can be substituted by different values but considering the direct relation between rainfall and runoff amounts, it is expected that both rainfall and runoff time series have the same seasonal levels. Hence, the decomposition levels for the rainfall (i) and runoff (j) time series were considered equal in the current study.
Based on the results (Table 5) , there is an increasing trend in the model's performance from low decomposition level towards higher decomposition level. The obtained results for both watersheds show that the db4 mother wavelet decomposed at level 2 could provide a good match between observed and predicted runoff time series in both calibration and verification steps. For both watersheds optimum features of WGFS after examination of different parameters for decomposing by db4 at level 2 are shown in Table 6 .
For the first case study (Aghchai), the tuned membership functions of input and output variables in the best proposed WGFS (db4 at level 2-GFS) and their RB are shown in Table 8 . Although the WGFS model To sum up, the GFS model was first developed employing meaningful lagged data of rainfall and runoff time series and in this way, SRA was used to select dominant inputs.
However, for the WGFS model, rainfall and runoff subsignals at different scales (levels) obtained via the wavelet transform were considered as inputs in which each subsignal represents a specific scale of l (as 2 l -mode) and these input sub-signals can play the same role of lagged data in the GFS or classic ANN models. db4 wavelet transformation at level 2, which was known as an appropriate wavelet function in the previous section, was also considered for decomposition purposes. Table 9 shows the dominant combinations of input data for both watersheds. After the implementation of the two models for multi-step ahead flow forecasting, it was determined that for both 2 and 3 months ahead forecasting, the WGFS model could provide more accurate results than the WANFIS model. The superiority of the WGFS model in multi-step ahead forecasting is shown in Figures 12 and 13. The forecasting performances of the WGFS and WANFIS models during the testing period are presented in Table 9 in terms of RMSE and R 2 . Table 9 shows that WGFS model has a positive effect on multi-step ahead runoff forecasting.
Comparison of models
The main aim of this paper is to develop a hybrid fuzzy system and wavelet transform for the runoff discharge prediction in which most of the characteristics of the process could be taken into consideration. According to the obtained results, it is clear that the GFS model is more efficient than the ANN and ANFIS models in forecasting both watersheds runoff. The reason for this fact may be related to the use of a tuning method in the developed model. Thus, in spite of the uncertainty of the process which is captured using a GFS model similar to the ANFIS model, in the GFS, the GA as a global search method has been employed to escape the local optimum and finding the best parameters of the fuzzy system. In this way, the proposed model can find the appropriate parameters of the fuzzy system under the complex and chaotic conditions of the rainfall-runoff process. Therefore, with regard to the mentioned models, it is expected that the GFS model would be more appropriate to simulate the non-linear behavior of the phenomenon.
What is more, there are remarkable weaknesses in capturing peak values through ANN and ANFIS models and to cope with this deficiency the GFS model considering the aforementioned benefits was implemented. In the same vein, this model has significant advantages under some critical hydrological conditions, such as in the case of severe storm when extreme values are created by the sudden imposition of extreme inputs on the hydrological system, and so is able to estimate such peak values better than other autoregressive black box models such as ANN and ANFIS. H1: There is a difference between the prediction accuracy of the two models.
Since the data used for prediction in both models are the same, paired t-test (two samples for mean) on prediction accuracy (relative error percentage) was carried out.
As has been shown, since the P-value (0:0014) is <0.002 so H 0 was rejected in level of confidence α ¼ 0.002. The results of the paired t-test in terms of mean deviation, standard deviation and t-test value are À2.61, 4.856 and À3.356, respectively.
The evidence indicates that the average prediction error (μ) of WGFS is significantly lower than that of WANFIS.
Thus, again, the WGFS model was concluded to be a rigorous method for constructing watershed's runoff response.
Since the feasible estimation of peak values is usually the most important factor in any flood mitigation program, another key point when comparing different models is the capability of the models in estimating peak values. For this purpose, peak values were sampled by considering the threshold of the top 5% of the data from the original runoff time series contractually. The performances of the various models in this respect were evaluated using Equation (14) and are presented in Table 6 . By comparing the results, it is found that the capability of the WGFS model for predicting extreme values is better than ANN, ANFIS, GFS and WANN models. Also, the efficiency of the WGFS model is 0.97 compared with 0.96 for WANFIS. There is an identical high capability of the two models in predicting peak flows. But as mentioned above, WGFS has promising results, especially in the low-flow context. Therefore, not only is the proposed model appropriate in monitoring peak values, but it can also be considered as a promising streamflow forecasting tool which is necessary in the water resources systems management where it is directly influenced by streamflow forecasting. Furthermore, one of the main traits that distinguishes the WGFS model over the WANFIS model is its capability in multi-step ahead forecasting, one of the significant concerns of hydrologists.
In spite of the issue that by a combination of wavelet transform and AI models watershed runoff can be predicted precisely and that under such circumstances the seasonality feature of the process can be captured remarkably well, through hybridization of wavelet transform and AI models (in the current research is GFS) the capability of the model in predicting extreme values is considerably increased due to the essence of the wavelet transform. The GFS as the main structure of the WGFS model plays a key role not only in estimating high values but also more so in the low-flow context. As can be seen, all WGFS models have led to satisfactory results in terms of R 2 and RMSE, but in this research the db4 wavelet transform at level 2 yielded the highest capability in forecasting watershed runoff. Such an outcome was obtained using the available 12 and 17 year monthly data but it is clear, as with any data-driven model, the proposed model may lead to much more promising results if a longer data set is used (if available) in the modeling. Due to the climatological conditions, for both case study watersheds, there may have been some snowy days every year and this snowmelt water may impact on the runoff. This impact is more remarkable in the daily modeling than the presented monthly modeling.
In the freezing days, it may take a few days for the snow to melt and change the runoff, and as a result, the current day snow may impact on the outlet runoff a few days later. However, this condition is much less significant in the monthly modeling since in the monthly time scale there is enough time (1 month) to see the impact of snowmelt on the outlet.
CONCLUDING REMARKS
The purpose of this study was to investigate the effect of a For future work, it is recommended to use the presented methodology to forecast the runoff in daily scale and also to model the rainfall-runoff process of a watershed by adding other hydrological time series and variables (e.g., temperature or/and evapotranspiration) to the input layer of the model.
