Using a sample of 18 industries from 18 OECD countries, I perform an industry-level analysis of the influence of the country's financial-system orientation, i.e., bank-or market-oriented, on R&D intensity. Using OLS, GMM, and VAR methods, my results show a positive relation between capital market development and the importance of the most R&D-intensive sectors. Nevertheless, there are some exceptions to this pattern, which may be related to the legal and institutional framework of each country.
Introduction
The relation between financial development and economic growth has come under close scrutiny by financial economists (Al-Awad and Harb, 2005; Levine, 1997; Chang and Caudill, 2005; Tang, 2006) . Thus, the financial system is no longer considered to be solely an outcome of the economic system. Knowledge of the mutual interaction between financial and economic development has increased and there is now a widespread conviction that the development of financial institutions usually promotes economic growth (Levine, 1998; Levine et al., 2000; Loayza and Rancière, 2006; Rajan and Zingales, 1998a) .
If a country's financial and economic systems interact, then one of the main questions is: what is the best profile for the financial system to achieve the highest and most balanced rates of economic growth. There is a passionate debate about whether the continental model of bankindustry relations, which is based on the prominent role played by financial intermediaries with respect to capital markets (Allen, 1995; Allen and Gale, 2001) , is more or less suitable for promoting economic growth than is its Anglo-Saxon counterpart (Allen, 1993; Miller, 1998; Arestis et al., 2001; Ndikumana, 2005) .
This debate has been widened to deal with the effect of the financial system on the structure of the economic system (Allen and Gale, 1999; Beck and Levine, 2002; Carlin and Mayer, 2003; Gande et al., 2008; Wurgler, 2000) . Capital markets and financial intermediaries perform functions that partially overlap, but with different characteristics (Beck et al., 2006; Dellas and Hess, 2005; Qian et al., 2004) . Both markets and intermediaries have different ties with firms, depending on the latter's capital structure, age, or size. Consequently, the growth of some industries can be asymmetrically affected by the orientation of the financial system (Rajan and Zingales, 1998b; Stulz, 2000; Cetorelli and Gambera, 2001) .
In this paper, I study the extent to which the characteristics of the financial system enhance the development of the most research and development (R&D) intensive industries. R&D expenditure and the most R&D-intensive firms have specific financial characteristics (Bah and Dumondier, 2001; Hall, 2002; Carpenter and Petersen, 2002) , so I study whether the characteristics of the financial system may affect R&D activities at industry level.
My results, based on the bank vs. market orientation of the financial system in 18 developed countries between 1980 and 2002, show that there is relation between the financial profile of the country and how firms finance new technologies. I find a positive relation between capital markets and the importance of the most R&D-intensive industries. However, this relation does not hold for all the countries, but whether it does or not may depend on the particular characteristics of some countries.
The paper is divided into five sections. Section 2 analyzes previous research and presents the theoretical foundations for financial systems, economic growth, and R&D investment. Section 3 poses some issues on methods, along with a description of the sample and variables used. Section 4 presents my results. Section 5 concludes.
Theoretical background
Many researchers show that the legal and institutional framework may affect investment and promote economic growth (Beck et al., 2005; Claessens and Laeven, 2003; Falk, 2006; Lothian, 2006) . Thus, there are far fewer doubts about the close cause and effect connection between financial and economic development 1 . However, there are many other reasons for more in-depth research to determine whether the characteristics of the financial system specifically affect some kinds of firms and, consequently, a country's economic and industrial structure (Masten et al., 2008) . This idea is consistent with country-specific factors (Braun and Raddatz, 2007; Claessens and Schmukler, 2007) and with the view that the financial system's orientation (bank-oriented compared to marketoriented) can influence the development of firms and industries according to their financial structure (Rajan and Zingales, 1998a and b; Demirgüc-Kunt and Maksimovic, 2002; Semenov, 2006 ).
An important means by which the financial system shapes both the economic structure of a country and the growth of its industries is the financing of R&D (Carlin and Mayer, 2003) . As 1 For a more complete revision, see Levine (1997) , Levine (1998) , Rousseau and Wachtel (1998) , Levine et al. (2000) , Beck et al. (2000) , Xu (2000) , Rajan and Zingales (2003) , Rioja and Valev (2004) , Guiso et al. (2004) . these authors show, banks and markets have different ways of collecting information about firms and of forming opinions concerning the profitability of investment projects. This diversity of opinion is a key element, because, when considering new industries and new technologies, there is no uniformity of initial beliefs among investors.
Financial markets aggregate many diverse opinions (Baier et al., 2004; Gilchrist et al., 2005) and hence are superior mechanisms for banks for providing information about optimal decision rules. Allen and Gale (1999) note that markets have advantages in such situations, because so many people take part directly in the investment decision. From this point of view, it could be said that the bank provides a single control, as opposed to the multiple controls of the financial markets through market prices, trading volume, takeover attempts, etc. Although it is more expensive, capital markets allow investors to make their own decisions, conditional on their information and their own preferences. Consequently, this ability to agree or disagree allows innovative projects to be more efficiently financed in market-oriented systems than in bank-oriented ones.
Therefore, R&D expenditure is one of the firm's decisions that is most likely to be affected by the characteristics of the financial system. Since the information about R&D is usually scarce, dispersed, and affected by diversity of opinion, financing through stock markets might be preferable. On the other hand, going through financial intermediaries might be positively related to the less innovative industries, where beliefs among investors are more homogeneous.
I do not focus on the relation between economic growth and the type of financial system, but on how the characteristics of the latter may influence one of the factors of the former, i.e., R&D expenditure. Hence, I do not try to test the superiority of any model of financial organization, but instead test whether some characteristics of the financial system may help to develop the industries with the highest R&D rates. My research does not study the reliance of the industrial sectors on alternative sources of financial funding. Instead, I test whether the different weight of the most and least R&D-intensive industries can be explained by the characteristics of the financial system.
Issues on method
This paper empirically assesses the influence of the financial system on the importance of the most R&D-intensive industries. Since the information about the orientation of financial systems and on R&D activities is disperse and segmented, I have had to gather data from different sources and to harmonize this information across countries and industries. We use three different methods of econometric analysis to provide evidence on the link between financial development and economic structure. The rest of this section explains (a) the sample and variables and (b) the methods of analysis.
Sample and variables
I use three different data sources: information on the industrial structure of each country, the R&D intensity of each sector and the features of each financial system.
For the first data group, I calculate the proportion of each industry in the economy as a whole by using the OECD STAN Database for Industrial Analysis for each industry. This database provides information for between 41 and 78 industries and subindustries from 29 countries from 1980 onwards. Nevertheless, the information is not homogeneous across countries, since the description of the first, second, and third level industries does not coincide for all the countries. Thus, I need to harmonize across countries. I define 18 industries, as reported in Table 1 .
(Insert Table 1 In spite of the appeal of a firm-level study, there are two reasons that favor industry-level data rather than firm-level data. First, R&D expenditure has an outstanding strategic role in many firms, so most of the information about R&D is not widely available.
Further, firms meet different requirements and standards of information in each country. Second, industry-level research allows my results to be compared with related previous studies.
Although the information about R&D is also provided by the OECD, the structure of industries and countries is not the same as the information about industrial structure: data is available from a range of industries (between 37 and 59). Since I need information for each industry and each country, I harmonize both databases by defining 18 industries for the 18 countries, and report my results in Table 2. (Insert Table 2 ) I note that in spite of the fact that my sample includes a number of countries with comparable levels of economic development, these countries show large differences in terms of legal and institutional setting (La Porta et al., 1997 , 1998 and 2000 . Therefore, my results cannot be biased by the different stages of economic development across countries. At the same time, I leave open the possibility that my results are at least partially explained by the different legal traditions of each country.
I calculate the proportion of each industry in the GDP for each country and year. Since there might be international trends towards the development of some industries in a multinational context, and to achieve my purpose of measuring the relative orientation of a country's industrial structure, I scale each proportion to the average international proportion.
Defining the characteristics of each financial system causes some problems. If I take for granted that financial systems can be classified according to the markets vs. intermediaries dichotomy, then I should introduce measures of both market and bank development. Ideally, these variables should measure how well both banks and capital markets identify profitable activities, exert corporate governance, mobilize resources, manage risk, and facilitate transactions.
For the various stock markets, I define CAPIT as the stock market capitalization to GDP. I obtain stock market capitalization up to 1997 from the Emerging Stock Markets Factbook published by the International Finance Corporation. I obtain the data on stock market capitalization after 1997 either by downloading from the stock market's website or by requesting it from the corresponding Securities Commission. Data about Gross Domestic Product is from International Financial Statistics (line 99b). The Appendix provides a detailed description of the data sources.
I divide the information on the development of financial intermediaries into four variables, as follows. Although these variables are commonly used (King and Levine, 1993; Levine, 1997; Levine and Zervos, 1998; Levine et al., 2000) , they are not free of shortcomings, and for this reason I combine them.
The first variable is LIQUID. This variable equals the liquid liabilities of the financial system (currency plus demand and interest-bearing liabilities of banks and nonbank financial intermediaries) divided by GDP.
The second measure is COMM, which measures the degree to which commercial banks allocate credit vs. the central bank. COMM equals the ratio of commercial bank assets divided by commercial bank plus central bank assets. Although it does not directly measure the effectiveness of banks in researching firms, the underlying intuition is that commercial banks are more likely to identify profitable investments than central banks.
The third variable, CREDIT, equals the value of credits by financial intermediaries to the private sector divided by GDP. I assume that financial systems that allocate more credit to private firms are used more by innovative firms than are financial systems that only funnel credit to the Government or State owned enterprises.
The fourth variable, ASSETS, is also a measure of the overall size of financial intermediaries, and equals total banking assets to GDP ratio. Although this variable is a measure of financial depth, it is also a complement of stock market indicators. It is informative on the extent to which banks channel alternative funds to capital markets.
(Insert Tables 3 and 4)  Table 3 presents the basic statistics and Table 4 provides a detailed list of the countries I examine. The statistics show that the importance of capital markets across countries is quite different: Australia, Canada, USA and UK are the most market-oriented countries while Finland, Austria, Norway and Poland are the least market-oriented ones.
Although not reported, we have calculated the correlation between the development of stock markets and that of financial intermediaries. In most of the cases, we have not found statistically significant correlation. This lack of correlation could mean that markets and banks are both suitable channels to fund firms and industries. Also, the different measures of financial intermediaries are not broadly correlated, so they could incorporate different aspects of the financial intermediaries. The results are available from the author on request.
Method
Since I am analyzing the relation between the profile of the financial system and R&D activities, conditional on its R&D intensity, I relate each sector to the characteristics of the financial system. Nevertheless, due to the excessively high number of industries and variables under consideration, an analysis of the 18 sectors would not lead to useful, clear results. Consequently, to test whether the characteristics of the financial system affect the importance of those four industries, I focus on the three most R&D-intensive and the least R&D-intensive industry. These industries are Mining and quarrying, Electrical equipment, Chemicals and chemical products and Wholesale, retail trade and repairs.
The equation I test is as follows:
where INDX it stands for the relative weight of the four industries, η i is the individual effect, η t is the time effect and ε it is the random error. The individual effect includes several effects that are specific to each industry and constant through time. The time effect comprises the macroeconomic factors that affect all the industries at the same time. The random error term includes the possible errors in measuring any variable and the omission of explanatory variables.
My method combines generalized method of moments (GMM) and ordinary least squares (OLS) estimations with vector autoregression (VAR) estimations. The GMM for panel data has several advantages in this kind of research and has been implemented through the system estimator (Arellano and Bond, 1998; Arellano, 2003) . The consistency of GMM coefficients depends on the lack of second-order serial correlation of the regression error term and on the validity of the instruments. This is why, in Tables 6-9, I report some specification tests: I test the validity of the instruments by using Hansen's test of overidentifying restrictions. I also show a test for the possible first-and second-order serial correlations, because, although a first-order correlation may exist, my concern must be the second-order correlation (Arellano and Bond, 1991 and 1998) .
Unfortunately, GMM is only feasible for the estimation of the whole sample. When I run separate estimations for each country, I find no fixed individual effects. Therefore, the panel data method does not make any sense. The most efficient estimation is achieved through the ordinary least squares method. In these cases, I assess the goodness of fit through the adjusted R 2 coefficient and test the joint significance of all the coefficients with the F test.
I complement GMM and OLS estimations with VAR estimations (Shan, 2005) . The VAR method has three advantages: it allows for different economic and institutional arrangements in each country and even for country-specific shocks (Kano, 2008) ; it can deal with the simultaneity problem between financial variables, thus avoiding the difficult task of determining which variables are truly exogenous; and it permits the interaction between variables, including both the contemporaneous correlation and the dynamic feedback.
A concern in VAR estimations is whether first differences should be taken. In a VAR model, the asymptotic distribution that characterizes the estimates will be the same whether the model is estimated in levels or in differences. Nevertheless, innovations in financial systems generally appear as periodic episodes, although what is important in this paper are those policies with long-lasting effects on R&D. Changes in R&D rates can capture permanent changes in the features of the financial system. First-differencing translates the levels into growth rates and thus allows me to examine the effects of changes in the features of the financial system on the development of industries. Therefore, I use the first-difference of the log of levels for each series in the estimation.
Another question concerns the specification of the VAR model (i.e., the appropriate order of the lags that I use), because arbitrarily chosen specifications are likely to produce unreliable results. Among the various model selection criteria, the one proposed by Schwarz (1978) , known as Schwarz's Bayesian information criterion, has been shown to outperform other alternatives (Mills and Prasad, 1992) . Therefore, I base my specifications of the VAR model for each country on Schwarz's BIC.
I am also interested in inferring the effects of the financial system on R&D, based on the results of the VAR impulse-response analysis. The impulse-response function shows the effects on sector weight of an exogenous once-and-for-all change in the financial system in the initial period, and no changes to any variables in the future. Nevertheless, due to so many repetitions in our calculations, I do not report the impulse-response functions. Generally, these functions confirm the reported results, showing that the effects last a maximum of four to five years. The results are available from the author on request too.
Results
I begin the presentation of my results with the GMM and OLS estimations. Tables 5-7 show the results for the three most R&D-intensive industries, and Table 8 displays the results for the least R&D-intensive sector. I consider many sectors, countries, and variables, which leads to a large number of regressions that can obscure any inference. Consequently, I present a broad view of the results that shows a largely positive relation between the importance of stock markets and R&D intensity. Nonetheless, this relation does not hold for all the countries and industries, so some clarification is needed.
The influence of capital markets becomes weaker as R&D intensity decreases. For the Mining and quarrying industry (Table 5) , CAPIT has a positive and statistically significant influence in ten countries, but it does not have a negative influence for any countries. For the Electrical equipment sector (Table 6 ), CAPIT shows a positive relation in six countries and a negative relation in one country. For the Chemicals and chemical products sector, there are seven countries with a positive relation and three countries with a negative relation (Table 7) . On the other hand, Table 8 shows that CAPIT is negatively related to the development of the least R&D-intensive industry in ten countries and positively in only three countries. Although not completely conclusive, these results underline the positive impact of stock markets on the financing and development of new technologies.
Where the role of financial intermediaries is concerned, the results are unclear, due to the profusion of variables and estimations. Regardless of the variable under consideration, there is no common pattern across sectors and countries. Each variable seems to have a heterogeneous and sometimes contradictory influence. Consequently, as with the effect of capital markets, I cannot infer a clear link between the financing of new technologies and the role of financial intermediaries.
The Hansen test of overidentifying restrictions allows the validity of instruments to be accepted, while there is no second-order serial correlation among the errors in the GMM estimations. Nearly all the OLS estimations have a high-enough adjusted-R 2 coefficient, and in most of them the F-test allows me to reject the null hypothesis of nonsignificance for all the coefficients.
Although the regressions so far have simultaneously included all the financial system variables, my results remained unaffected when I include only one variable, or a group of variables. Consequently, the results are robust to different model specifications.
In addition, I stress the divergence between the results for the whole sample (first row in Tables  5-8 ) and the results for single-country estimations. This fact suggests the possibility that a joint estimation hides countries' specific characteristics and the need to take these characteristics into account, since each country could have a specific pattern for financing new technologies. In fact, a broad view of the results in Tables 5-8 allows me to form three groups of countries.
The biggest group comprises the countries in which there is a positive relation between capital markets and R&D intensity: Australia, Canada, Denmark, Finland, France, Germany, Italy, Japan, Korea, Norway, the UK, and the USA. The second group is the countries in which there seems to be no significant link between these two elements: Holland, Sweden, Austria, and Poland. The third, and the smallest group, includes the countries in which capital markets affect R&D in a rather contradictory way across industries: Spain and Belgium.
I wish to determine if there are any specific characteristics for each group. Thus, I have run several mean comparison tests across groups, and find no significant differences. In other words, consistent with previous studies, neither the national financial system nor the country's industrial structure seem to be significantly related either to the distribution of groups or the way in which the financial system influences innovative sectors.
I wish to examine the common characteristics of the countries where the more general positive relation between both elements does not hold. Perhaps the legal and institutional framework could provide some answers. This notion is supported by the fact that all countries from the common-law tradition in my sample (Canada, Australia, the UK, and the USA) show a positive, significant relation between R&D and capital markets development, but the countries in which that relation does not hold belong to one of the three civil-law traditions: French origin (Spain, Belgium, and the Netherlands), German origin (Austria), or Scandinavian origin (Sweden). This finding could have something to do with the stricter legal protection that R&D expenditure requires, so the different legal systems may affect the way in which new technologies are financed.
My impression, always conditional on the absence of complete uniformity across countries, is that the development of capital markets in most countries improves the financing of new technologies. Nevertheless, the exceptions suggest that each country can have its specific financial characteristics. Thus, the most suitable means of financing new technologies may be connected with some country-specific characteristics.
The possibility of country-specific characteristics leads me to a second analysis by the VAR method. This second method allows me to test causal relations and to forecast the impact on the different industries of a change in the financial system. Tables 9-12 show the results of the VAR estimations for the same sectors as the previous regressions. In addition to the estimated coefficients, I report the Granger causality test in these tables in order to test whether CAPIT Granger-causes each industry's importance. I note that although I could repeat this analysis for the other endogenous variables, since my main interest in this paper is the link between capital markets and the financing of R&D activities, I focus on CAPIT.
As with GMM estimations, such a large number of estimations can obscure the main results, so I comment only briefly on the most outstanding ones. Again, despite some exceptions, the common feature is the positive relation between capital markets and the most R&D-intensive sectors. For instance, in Table 9 for the Mining and quarrying industry, there is only one country with a negative and statistically significant coefficient for CAPIT, but there are seven countries whose coefficients are positive. For the Electrical equipment sector in Table 10 , there are five countries with positive coefficients and two countries with negative coefficients; but in Table 11 , for the Chemicals and chemical products there are no countries in which the relation is negative and six countries with a positive relation. On the other hand, in Table 12 , which shows the least R&D-intensive sector (Wholesale, retail trade and repairs), there are seven countries with a negative relation and four countries with a positive one. In turn, and despite the lack of unanimity in my results, there again seems to be a positive link between capital markets and the financing of new technologies.
At the same time, I identify the countries that do not fit this general pattern. There is a first group, the biggest one, of those countries for which the positive relation between capital markets and R&D holds. Although the positive relation does not hold for all the industries, it is a group for which the most R&D-intensive industries are never negatively related to capital markets. Further, the leastintensive sector is never positively related to capital markets: Australia, Austria, Canada, Denmark, France, Italy, the Netherlands, Norway, the UK, and the USA. There is a second group of countries without any significant relation between these two elements, Korea and Sweden. In the third group of countries, the results clearly conflict with the dominant ones (Belgium, Finland, Japan, and Spain). For these countries I find a conflicting, heterogeneous relation between the profile of the financial system (both in terms of capital markets and financial intermediaries) and the development of new technologies.
Again, as with GMM estimations, I can analyze whether there are factors that explain the composition of the groups. Although for the sake of brevity I do not report the results, I do not find that the financial system or the industrial structure are noticeably different across groups. Therefore, the VAR analysis also suggests the need for further research to identify the country-specific factors that affect the link between the financial system and the financing of new technologies. The legal traditions and the institutional and legal frameworks can also be helpful, since for all the common-law countries, there is a clear and positive relation between capital markets and R&D. The countries for which the positive relation does not hold belong to the three traditions of civil law: the French (Belgium and Spain), German (Japan and Korea), and the Scandinavian (Finland and Sweden). Again, the better legal protection in common-law countries and the stronger legal protection required by R&D investment could explain why it is that where investors' rights are better protected, capital markets enhance the development of new technologies.
The simultaneous use of four measurements of financial intermediaries might reduce the clarity of the results, especially since ASSETS, COMM, CREDIT, and LIQUID are not often referred to. Two comments are pertinent here: first, the main focus of my paper is the impact of capital markets on the financing of R&D, so most of my comments focus on CAPIT. The four variables of financial intermediaries are not so synthetic as CAPIT, and are mutually complementary. In fact, they take opposite signs in the estimations, since each of the dimensions of the intermediaries can have a different influence. Second, these variables can function as control variables to introduce some characteristics of the financial system whose absence could lead to spurious and unreliable results.
Conclusion
The link between the financial and real aspects of the economy has, in recent years, been a muchresearched topic that has led to a relative consensus about the positive influence of financial development on economic growth. Nevertheless, there is no such consensus about the role played by the markets and institutions that make up the financial system.
Using the dichotomy between capital markets and banks as my basis, I analyze whether the theoretical assumption that new technologies are more easily financed when capital markets are more developed can receive empirical support. I invoke the more intense exchange of opinions concerning the assessment of the innovative industries that are not well known, and the stricter control and monitoring of a number of investors, as theoretical reasons, although they have not been empirically proven to a satisfactory degree.
I calculate the importance of 18 industries for a sample of 18 OECD countries. Using the ratio of R&D expenditures to production, I identify the three most R&D-intensive sectors and the least intensive sector and analyze the relation between the characteristics of the financial system (oriented to stock markets or banks) and the development of the most and least innovative sectors.
Although not completely generalized for all the countries, my results show that capital markets are positively related to the financing of new technologies. Nevertheless, there seems to be some country-specific characteristics, perhaps those that are connected to the legal and institutional framework, that modify this relation. This observation is supported by the special legal protection that R&D expenditure requires.
These findings could be useful to policymakers. If banks facilitate the development of basic industries, they are likely to play a key role in the first stages of economic development. Capital markets would seem to work efficiently once a certain degree of economic development has been achieved. Consequently, perhaps bank development could be prioritized in the early stages of economic development and, later on, capital markets could promote the most technologically developed industries.
Appendix

Data on industries:
The Money, Credit, and Banking, vol. 30, n. 4, pp. 657-678. 54. Schwarz, G. (1978) . (2) are only for the total sample. Adjusted-R 2 and Fstatistics are for each country. *** stands for significant at a 99% confidence level, ** for a 95% confidence level and * for a 90% confidence level. Intercept is not reported. CAPIT is the stock market capitalization to GDP ratio. LIQUID is the liquid liabilities of the financial system to GDP ratio. ASSETS is the banking assets to GDP ratio. CREDIT is the credit to private sector to GDP ratio and COMM is the credit allocated by commercial banks relative to central and commercial banks assets. To avoid multicollineality I drop CREDIT for Norway. (2) respectively test the first and second order serial correlation in errors and are normally distributed. The Hansen test, AR(1), and AR(2) are only for the total sample. Adjusted-R 2 and F-statistics are for each country. *** stands for significant at a 99% confidence level, ** for a 95% confidence level and * for a 90% confidence level. Intercept is not reported. CAPIT is the stock market capitalization to GDP ratio. LIQUID is the liquid liabilities of the financial system to GDP ratio. ASSETS is the banking assets to GDP ratio. CREDIT is the credit to private sector to GDP ratio and COMM is the credit allocated by commercial banks relative to central and commercial banks assets. To avoid multicollineality I drop CREDIT for Norway. (2) are only for the total sample. Adjusted-R 2 and Fstatistics are for each country. *** stands for significant at a 99% confidence level, ** for a 95% confidence level and * for a 90% confidence level. Intercept is not reported. CAPIT is the stock market capitalization to GDP ratio. LIQUID is the liquid liabilities of the financial system to GDP ratio. ASSETS is the banking assets to GDP ratio. CREDIT is the credit to private sector to GDP ratio and COMM is the credit allocated by commercial banks relative to central and commercial banks assets. To avoid multicollineality I drop CREDIT for Norway. (2) are only for the total sample. Adjusted-R 2 and Fstatistics are for each country. *** stands for significant at a 99% confidence level, ** for a 95% confidence level and * for a 90% confidence level. Intercept is not reported. CAPIT is the stock market capitalization to GDP ratio. LIQUID is the liquid liabilities of the financial system to GDP ratio. ASSETS is the banking assets to GDP ratio. CREDIT is the credit to private sector to GDP ratio and COMM is the credit allocated by commercial banks relative to central and commercial banks assets. To avoid multicollineality I drop CREDIT for Norway. 
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