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Abstract
We consider Poisson shot noise processes that are appropriate to model stock prices and
provide an economic reason for long-range dependence in asset returns. Under a regular variation
condition we show that our model converges weakly to a fractional Brownian motion. Whereas
fractional Brownian motion allows for arbitrage, the shot noise process itself can be chosen
arbitrage-free. Using the marked point process skeleton of the shot noise process we construct
a corresponding equivalent martingale measure explicitly.
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MSC: 60F17; 60G55; 60G15
Keywords: Shot noise process; Alternative stock price models; Functional limit theorems; Fractional
Brownian motion; Arbitrage; Non-explosiveness of point processes
1. Introduction
Whereas L>evy processes and stochastic volatility models are by now standard mod-
els for stock prices, more recently long memory processes like fractional Brownian
motion (FBM) have attracted attention by stochastic analysts and mathematical $nance
researchers, cf. e.g. Hu and @ksendal [14] and references therein. For an introduction to
FBM see [24]. Certain $nancial time series show long memory properties as observed
since the 1980s; see [11, 12, 20]. Such an observation has led to an ongoing debate
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among econometricians and statisticians. It is obvious that any deterministic compo-
nent like a small trend or business cycle can cause a 6ctitious long memory eIect in
a time series and it has been shown recently that also change-points in a time series
can exhibit such a long memory eIect, see [21]. More recently, Brody et al. [5] have
investigated weather derivatives written on temperature-based indices, whose dynamics
show long memory and can be modelled by fractional Ornstein–Uhlenbeck processes.
From the point of view of stochastic analysis FBM has the distinct disadvantage
that it is not a semimartingale and allows for arbitrage; explicit arbitrage strategies
have been found for FBM by Rogers [23] and for geometric FBM by Cheridito [7].
But, as already mentioned there, the existence of an arbitrage possibility is no inherent
property of long memory processes. It is rather a consequence of the local behaviour of
FBM which is inconsistent with the properties of a semimartingale, whereas long-range
dependence is a property of the long-run behaviour of a process.
In this paper, we answer the natural question for a possible economic explanation
of logarithmic stock price processes to follow FBM. In the case of Brownian motion,
it is well-known that it appears as Donsker limit of a random walk for relative price
changes; this applies to L>evy processes in general. Stochastic volatility models, on
the other hand, have the obvious economic interpretation of a volatility changing in
time depending on past prices, past volatilities, and market conditions. As for FBM,
a $rst idea is to $nd a discrete skeleton, which may have an economic interpretation.
The most natural one is obviously a long memory linear model, more precisely an
ARIMA(p; d; q) process with autoregressive part of order p, moving average part of
order q and fractional diIerence parameter d∈ (0; 0:5). Such models converge in a
Donsker sense to FBM, see [9, 17]. A special example is given in [25], which shows
convergence of a special binary market model to FBM.
However, all this does not provide an economic reason, why to consider FBM or
geometric FBM as a price model. More promising in this context seems to us an idea
by Stute [26] who suggested to enrich geometric Brownian motion by a geometric shot
noise part. The model he suggests is given by
P(t) = exp{B(t) + S(t)}; t¿ 0; (1.1)
where (B(t))t¿0 is a Brownian motion and (S(t))t¿0 is a shot noise model, which we
de$ne in a slight modi$cation by
S(t) =
N (t)∑
i=1
Xi(t − Ti) +
−∞∑
i=−1
[Xi(t − Ti)− Xi(−Ti)]; t¿ 0: (1.2)
Here Xi=(Xi(t))t∈R; i∈Z\{0}, are i.i.d. stochastic processes on R such that Xi(t)=0
for t ¡ 0, independent of the two-sided homogeneous Poisson process N with rate
¿ 0 and points · · ·¡T−2¡T−1¡ 0¡T1¡T2¡ · · ·. For t = 0 we have S(0) = 0
as both sums on the right-hand side are 0.
The shot noise model S is interpreted as a model for information provided by various
sources which enters the price at random Poisson times. The arrival of information acts
like a shock to the market which may change the price quite drastically and may also
have some inOuence on the future price movements. The reason for this is that a new
piece of information which is relevant for the stock price of a $rm (e.g. a political
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decision or some rumor concerning a merger) needs some time to spread among the
market participants. That means some traders have information earlier than others (think
for example of insider-trading). Therefore, it needs some time until the news reaches
its maximum eIect on the market. Later on, some eIects may fade away again, but it
may as well happen that certain information has a long lasting inOuence on the price.
In this way, long memory is introduced into the economic model.
We obtain convergence to FBM. Moreover, we show that model (1.2) itself can be
chosen arbitrage-free (by the right choice of Xi near 0), only its limit model FBM
allows for arbitrage. Recently, another economic foundation for models based on FBM
has been given by Bayraktar et al. [1]. In that paper investor inertia leads to long-range
dependence.
Shot noise processes were used in various branches of stochastic modelling; refer-
ences can be found in [15, 16]. Whereas in those papers, limits for non-stationary shot
noise models of the form S(t)=
∑N (t)
i=1 Xi(t−Ti); t¿ 0, were investigated with a view
towards applications in insurance, in this paper we work with a version of the process
possessing stationary increments, which requires the introduction of the second sum
in (1.2).
Our paper is organized as follows. In Section 2, we investigate some properties of the
restricted process S|[0; t] which are important for applications in mathematical $nance.
In particular, we show how to construct an equivalent martingale measure. Hence, our
model does not allow for arbitrage. In Section 3, we show weak convergence of the
rescaled process to a FBM when the time horizon tends to in$nity.
2. Shot noise processes and long-range dependence
It is straightforward to see that S given by (1.2) has stationary increments. Through-
out the paper, we restrict ourselves to the special model of multiplicative shots: for all
i∈Z \ {0},
Xi(u) = g(u)Yi; u¿ 0; (2.1)
where g :R+ → R is a continuously diIerentiable function with
g′(u) = O(u−1=2−); u→∞; (2.2)
for some ¿ 0. The Yi are i.i.d. innovations with EY1 = 0 and EY 21 ∈ (0;∞).
Notice that the shots entering S are in general not absolutely summable. However,
the multiplicative process with the above restrictions on g and the Yi exists and has
nice sample path properties.
Proposition 2.1. The process S as de6ned in (1.2) with (2.1) possesses a c7adl7ag ver-
sion and has 6nite variation. Therefore, it is a semimartingale with respect to its
natural 6ltration.
Proof. For $xed t¿ 0 the existence of S(t) can be derived from Theorem 1 in Westcott
[27].
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Note now that the $rst process (
∑N (t)
i=1 Yig(t−Ti))t¿0 of the right-hand side of (1.2)
has at most $nitely many jumps in any compact time interval. Hence it is cQadlQag and it
has, as g is continuously diIerentiable, $nite variation. Next consider the second sum
of (1.2)
S˜(t) :=
−∞∑
i=−1
Yi[g(t − Ti)− g(−Ti)]; t¿ 0:
For u; h¿ 0 we have
E[(S˜(u+ h)− S˜(u))2]
=EY 21 E
[−∞∑
i=−1
[g(u+ h− Ti)− g(u− Ti)]2
]
6EY 21 h
2E
[−∞∑
i=−1
sup
s∈[u−Ti;u+h−Ti]
[g′(s)]2
]
: (2.3)
We obtain for u; h; s0¿ 0 (recall that ¿ 0 is the rate of the Poisson process N ),
E
[−∞∑
i=−1
sup
s∈[u−Ti;u+h−Ti]
[g′(s)]2
]
=
−∞∑
i=−1
E
[
I
(
|Ti|¡s0 ∨ |i|2
)
sup
s∈[u−Ti;u+h−Ti]
[g′(s)]2
]
+
−∞∑
i=−1
E
[
I
(
|Ti|¿ s0 ∨ |i|2
)
sup
s∈[u−Ti;u+h−Ti]
[g′(s)]2
]
=: I + II:
We estimate
I6 sup
0¡s¡∞
[g′(s)]2
−∞∑
i=−1
P
(
|Ti|¡s0 ∨ |i|2
)
:
The in$nite sum on the right-hand side is $nite, which follows from a general result
for random walks with drift (see e.g. [13, Theorem 3.3 in Chapter 3]) applied to the
random walk (|Ti| − |i|=(2))i=−1;−2; ::: (which has a positive drift and its increments
are bounded from below). Hence, I ¡∞ for all s0 ∈R+.
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To estimate II recall from (2.2) that we have for s0 large enough |g′(s)|6 s−1=2−=2
for all s¿ s0. Hence
II 6
−∞∑
i=−1
E
I (|Ti|¿ s0 ∨ |i|2
)
sup
s¿s0∨ |i|2
[g′(s)]2

6
−∞∑
i=−1
( |i|
2
)−1−
¡∞;
giving I+ II =: A¡∞. Thus, Kolmogorov’s continuity theorem (see e.g. [22, Chapter
IV, Theorem 53, p. 171]) ensures the existence of a continuous version of S˜ (or a
cQadlQag version of S).
To calculate the variation of S˜ we approximate it by the variation of the process S˜
on the dual grid {i2−nt | i = 0; : : : ; 2n}. Using Jensen’s inequality and again (2.3) with
the subsequent arguments we obtain for t¿ 0
E
[
2n−1∑
k=0
|S˜((k + 1)2−nt)− S˜(k2−nt)|
]
6
2n−1∑
k=0
√
E[(S˜((k + 1)2−nt)− S˜(k2−nt))2]
6 t
√
EY 21 A¡∞: (2.4)
Due to monotone convergence, we get the assertion by letting n→∞.
From now on we work with the completed stochastic basis (;Ft ; (Fs)06s6t ; P);
t¿ 0, where
Fs = ((Yi)i∈Z− ; (Ti)i∈Z− ; (S(u))06u6s): (2.5)
De$ne f as c7agl7ad modi$cation of the process
u →
−∞∑
i=N (u)
Yig′(u− Ti):
Similar to (2.3), by Kolmogorov’s continuity theorem, there exists a continuous version
of (
∑−∞
i=−1 Yig
′(u− Ti))u¿0, which we call fc. In addition, we de$ne
Z(t) := g(0)
N (t)∑
i=1
Yi; t¿ 0: (2.6)
Lemma 2.2. With the quantities as de6ned above, S satis6es the stochastic di:erential
equation (SDE)
dS(t) = dZ(t) + f(t) dt; t¿ 0: (2.7)
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Proof. Step 1: We show $rst that we can interchange integration and summation, i.e.
that for all t; h¿ 0,
−∞∑
i=−1
Yi[g(t + h− Ti)− g(t − Ti)] =
∫ t+h
t
fc(u) du P-a:s: (2.8)
Recall that the addends entering the sums in (2.8) need not be absolutely summable.
On the grid points {t + hj2−n | n∈N; j = 1; : : : ; 2n}, however, we have pointwise
convergence by the martingale convergence theorem:
lim
m→∞
−m∑
i=−1
Yig′(t + hj2−n − Ti) = fc(t + hj2−n) P-a:s: (2.9)
Next we estimate the approximation error G(m; n) :=
∑−m
i=−1 Yia
(n)
i , where
a(n)i := h2
−n
2n∑
j=1
g′(t + hj2−n − Ti)− {g(t + h− Ti)− g(t − Ti)}:
For all i∈{−1; : : : ; −m} and n∈N; |a(n)i |6 2h supu∈(t−Ti; t+h−Ti)|g′(u)|=: ai, and
E
[∑−∞
i=−1 a
2
i
]
¡∞, since the right-hand side of (2.3) is $nite. On the other hand, as g′
is continuous, we have by Riemann integration for all i∈Z− that limn→∞ a(n)i =0 P-a.s.
This yields limn→∞ E
[∑−∞
i=−1 (a
(n)
i )
2
]
= 0. Therefore, we obtain
(i) for $xed n∈N; G(m; n)→ G(∞; n) as m→∞, both P-a.s. and in L2(P)
(the former is by the martingale convergence theorem and the latter by the Cauchy
criterion). Since
E[G(∞; n)2] = EY 21 E
[−∞∑
i=−1
(a(n)i )
2
]
→ 0; n→∞;
we have G(∞; n) P→ 0 as n→∞ and
(ii) P({∀&¿ 0; G(∞; n)6 & in$nitely often}) = 1.
Now, we are ready to prove Eq. (2.8).
Take !∈ such that (i) and (ii) hold (due to completeness of Ft we can exclude
all countably many null sets on which (i) or (ii) does not hold). Let ¿ 0. As fc is
continuous the integral
∫ t+h
t fc(u) du can be approximated (!-wise) by the Riemann
sums h2−n
∑2n
j=1 fc(t + hj2
−n); n∈N, i.e. there exists an n1 such that for n¿ n1∣∣∣∣∣∣h2−n
2n∑
j=1
fc(t + hj2−n)−
∫ t+h
t
fc(u) du
∣∣∣∣∣∣6 3 : (2.10)
Furthermore, since (i) holds, we can $nd n2¿ n1 and m1 ∈N such that for all m¿m1
|G(m; n2)|6 3 : (2.11)
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For this n2 we use (2.9), i.e. convergence on the grid {t + hj2−n2 | j= 1; : : : ; 2n2}, and
we get for m¿m2∣∣∣∣∣∣
−m∑
i=−1
Yih2−n2
2n2∑
j=1
g′(t + hj2−n2 − Ti)− h2−n2
2n2∑
j=1
fc(t + hj2−n2 )
∣∣∣∣∣∣
=
∣∣∣∣∣∣h2−n2
2n2∑
j=1
−m∑
i=−1
Yig′(t + hj2−n2 − Ti)− h2−n2
2n2∑
j=1
fc(t + hj2−n2 )
∣∣∣∣∣∣
6

3
: (2.12)
Putting (2.10)–(2.12) together, we get for m¿m1 ∨ m2∣∣∣∣∣
−m∑
i=−1
Yi[g(t + h− Ti)− g(t − Ti)]−
∫ t+h
t
fc(u)du
∣∣∣∣∣6 :
and therefore (2.8) holds.
Step 2: Using (2.8), Eq. (2.7) follows from the calculation
S(t + h)− S(t)
=
N (t+h)∑
i=N (t)+1
Yig(t + h− Ti) +
−∞∑
i=N (t)
Yi[g(t + h− Ti)− g(t − Ti)]
= g(0)
N (t+h)∑
i=N (t)+1
Yi +
N (t+h)∑
i=N (t)+1
Yi[g(t + h− Ti)− g(0)]
+
−∞∑
i=N (t)
Yi[g(t + h− Ti)− g(t − Ti)]
= g(0)
N (t+h)∑
i=N (t)+1
Yi +
N (t+h)∑
i=N (t)+1
Yi
∫ t+h
Ti
g′(u− Ti) du+
∫ t+h
t
−∞∑
i=N (t)
Yig′(u− Ti) du
= g(0)
N (t+h)∑
i=N (t)+1
Yi +
∫ t+h
t
N (u)∑
i=N (t)+1
Yig′(u− Ti) du+
∫ t+h
t
−∞∑
i=N (t)
Yig′(u− Ti) du
=Z(t + h)− Z(t) +
∫ t+h
t
f(u) du:
2.1. Girsanov theorem
Theorem 2.3. Let t ¿ 0. If g(0) = 0 there exists a probability measure Q ∼ P such
that S|[0; t] is a local Q-martingale.
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To prove this theorem we need the following result.
Lemma 2.4. Let (T̂n)n∈N0 be a sequence of random variables with T̂0 = 0 and i.i.d.
exponential increments. Let furthermore (Y˜n)n∈N0 be an independent sequence of
non-negative random variables, where (Tˆ n)n∈N0 are i.i.d. with EY˜1¡∞, and
P(Y˜0¿ 0) = 1. De6ne now recursively
T˜0 := 0; T˜n := T˜n−1 +
T̂n − T̂n−1∑n−1
i=0 Y˜i
; n∈N:
Then, the sequence (T˜n)n∈N0 is non-explosive, i.e. T˜n ↗∞ P-a.s. as n→∞.
Proof. W.l.o.g. we assume that T̂i+1− T̂i; i∈N0, are standard exponential. De$ne the
$ltration
F˜i = (T˜j; j = 0; : : : ; i; (Y˜j)j∈N0 ; ); i∈N0:
As an immediate consequence of the strong law of large numbers, we have
n∑
i=0
Y˜i6Cn ∀n∈N P-a:s:;
where C is an F˜0-measurable real-valued random variable. Hence we obtain
P
(
T˜i+1 − T˜i ¿ ln 2Ci
∣∣∣∣ F˜i)¿P(T̂i+1 − T̂i ¿ ln 2) = 12 P-a:s: (2.13)
Furthermore,
T˜n =
n−1∑
i=0
(T˜i+1 − T˜i)¿
n−1∑
i=0
I
(
T˜i+1 − T˜i ¿ ln 2Ci
)
ln 2
Ci
; (2.14)
and
P
( ∞∑
i=0
ln 2
Ci
=∞| F˜0
)
= 1 P-a:s: (2.15)
Putting (2.13)–(2.15) together we obtain
P
( ∞∑
i=0
(T˜i+1 − T˜i) =∞| F˜0
)
¿P
( ∞∑
i=0
I
(
T˜i+1 − T˜i ¿ ln 2Ci
)
ln 2
Ci
=∞| F˜0
)
:
If the indicator variables were (conditionally on F˜0) i.i.d. and not vanishing, then
by the three-series theorem (cf. e.g. [10, Theorem IX.9.3]), the right-hand probability
would be equal to 1 P-a.s. Using (2.13) and some conditioning argument, this also
holds for the dependent indicator variables; for details see [18, Lemmas A.1.1 and
A.1.2]. Finally, by Fubini’s theorem, T˜n ↗∞ as n→∞ P-a.s.
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Proof of Theorem 2.3. Step 1: Let t ¿ 0. We construct a possible Q. Under Q, the
process Z as de$ned in (2.6) should have drift rate −f. Then by (2.7) S becomes a
local martingale. This can be achieved by applying Girsanov’s theorem for point pro-
cesses, cf. [4, Theorem T10, Chapter VIII]. We interpret the double sequence (Ti; Yi)i∈N
as a marked point process with points Ti having marks Yi. Under P its intensity is
*P(t; dx) = P(Y1 ∈ dx). Translated to our notation, Theorem T10 of Chapter VIII in
[4] gives the following recipe.
Choose a function , : [0; t]××R→ (0;∞), which is P˜-measurable (P˜=P⊗B(R)
where P is the F-predictable -algebra on [0; t]× and B(R) is the Borel -algebra
on R) and satis$es∫ t
0
∫
R
,(s; x)P(Y1 ∈ dx) ds¡∞ P-a:s:
Then de$ne for s∈ [0; t]
Ls := exp
{∫ s
0
∫
R
log,(u; x)-(du; dx)
+
∫ s
0
∫
R
(1− ,(u; x))P(Y1 ∈ dx) du
}
(2.16)
or, equivalently,
dLs = Ls−
∫
R
(,(s; x)− 1){-(ds; dx)− P(Y1 ∈ dx) ds}; L0 = 1;
where -((0; s]×A) :=∑0¡Ti6s I(Yi ∈A) for all s¿ 0 and A∈B(R). If ELt =1, then
there exists a Q ∼ P de$ned by
dQ
dP
= Lt;
such that under Q the marked point process (Ti; Yi)i∈N has intensity
*Q(s; dx) = ,(s; x)P(Y1 ∈ dx); s¿ 0; x∈R: (2.17)
To make S a local martingale we need that
g(0)
∫
R
x*Q(s; dx) =−f(s); s¿ 0: (2.18)
This can be achieved by setting (recall EY1 = 0)
,(s; x) :=

1 +
|f(s)|I({f(s)¡ 0})
g(0)EY+1
; x¿ 0;
1 +
f(s)I({f(s)¿ 0})
g(0)EY−1
; x¡ 0:
(2.19)
Note that , is P˜-measurable and strictly positive. Furthermore, (Ls)06s6t is a lo-
cal P-martingale and, due to positivity, a P-supermartingale, i.e. ELt6 1. To verify
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ELt = 1 we make a localization: as f is cQaglQad we can de$ne a sequence .n :=
inf{s¿ 0 | |f(s+)|¿n}; n∈N, of stopping times with |f.n |6 n, where f.n(·) =
f(.n ∧ ·). As in the proof of Proposition 2.1 we obtain P(sups∈[0; t] |f(s)|¡∞) = 1,
so that P(.n ¡ t)→ 0 as n→∞. De$ne for s∈ [0; t] and x∈R
,n(s; x) := ,(s; x)I({s6 .n}) + I({s¿.n}): (2.20)
For the corresponding density processes (Lns )s∈[0; t] and dQ
n=dP = Lnt we have indeed
ELnt = 1 (cf. [4, Chapter VIII, Theorem T11]) and therefore
1 = E(Lnt ) = E(LtI({.n¿ t})) + E(Lnt I({.n ¡ t}))
= E(LtI({.n¿ t})) + Qn(.n ¡ t):
Step 2: It remains to show that Qn(.n ¡ t)→ 0 as n→∞.
Note that by de$nition of , in (2.19), if f(s)¡ 0 the rate of positive jumps in-
creases, whereas, if f(s)¿ 0 the rate of the negative jumps increases. To describe
the change of measure explicitly, we construct (possibly on a new probability space,
which is again called (;F; P)) the sequence (Yi)i∈N in (2.1) as follows: let (U 1i )i∈N;
(U 2i )i∈N, and (I(Ai))i∈N be three independent i.i.d. sequences. U
1
i ; U
2
i are uniformly
distributed on (0; 1) and the events Ai have probability p := P(Ai) = FY (0). De$ne
Yi := I(Ai)F←Y (pU
1
i ) + I( \ Ai)F←Y (p+ (1− p)U 2i ); (2.21)
where F←Y (u) := inf{x∈R |FY (x)¿u}; u∈ (0; 1), is the (right continuous) general-
ized inverse of FY . This construction guarantees that under the new measure Qn, given
by (2.16) and (2.20), the random variables U 1i ; U
2
i ; i∈N remain independent and uni-
formly distributed on (0; 1). The density Lnt only changes the distribution of I(Ai).
More precisely, we have that for i = 1; 2; : : :, and B1; B2 Borel subsets of [0; 1]
Qn(U 1i ∈B1; U 2i ∈B2 |FTi−1 ) = P(U 1i ∈B1; U 2i ∈B2): (2.22)
Eq. (2.22) can be derived from the following facts: ,n(Ti; Yi) depends on Yi only via
its sign. Moreover, since pU 1i ¡p, we have F
←
Y (pU
1
i )6 0, hence Yi6 0 on Ai and,
similarly, Yi ¿ 0 on  \ Ai. Finally, I(Ai) is P-independent of (U 1i ; U 2i ).
Based on the construction of the Yi we de$ne for later use
Y˜i := (−F←Y (pU 1i )) ∨ F←Y (p+ (1− p)U 2i )¿ |Yi|; n∈N:
It is important to note that Y˜i does not depend on Ai.
Denote
C1 = sup
s∈[0; t]
∣∣∣∣∣
−∞∑
i=−1
Yig′(s− Ti)
∣∣∣∣∣ ; c2 := sups∈[0; t] |g′(s)|;
c3 := [g(0)(EY+1 ∧ EY−1 )]−1:
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De$ne the increasing sequence (T˜i)i∈N recursively by
T˜1 :=
T̂1
+ c3C1
; T˜n+1 := T˜n +
T̂n+1 − T̂n
+ c3(C1 + c2
∑n
i=1 Y˜i)
; n∈N; (2.23)
where the increments of (T̂i)i∈N are (under P) i.i.d. standard exponential random vari-
ables. By Lemma 2.4 the point process (T˜i)i∈N is non-explosive under P. Therefore,
06 f˜(s) := C1 + c2
∑
{i∈N:T˜i¡s}
Y˜i6 f˜(t)¡∞ ∀s∈ [0; t] P-a:s:
Consequently, for .˜n := inf{s¿ 0 | f˜(s)¿n}; n∈N, we have P(˜.n ¡ t)→ 0 as n→
∞. By construction (T˜i)i∈N also does not depend on Ai. We shall show that for each
m∈N; s∈ [0; t]
P(T˜m ¿ s |U 1i ; U 2i ; i = 1; : : : ; m;F0)
6Qn(Tm¿s |U 1i ; U 2i ; i = 1; : : : ; m;F0) P-a:s:; (2.24)
where F0 as de$ned in (2.5) is the information available at time 0.
We prove (2.24) by induction on m and start with the argument for m= 1.
By de$nition of T˜1 and the fact that T̂1 is standard exponential and independent of
U 11 ; U
2
1 ;F0 we have for s∈ [0; t],
P(T˜1¿s |U 11 ; U 21 ;F0) = P(T̂1¿ (+ c3C1)s |U 11 ; U 21 ;F0)
= exp(−(+ c3C1)s) P-a:s: (2.25)
Consider a new measure Q˜n which is constructed similar to Qn, but in (2.19) f is
replaced by fc; i.e., only jumps from the negative time axes enter. The rate *Q˜n(u) of
N under Q˜n is then F0-measurable; i.e., N is under Q˜n a doubly stochastic Poisson
process (a Poisson process with random rate). On the other hand the (conditional)
probability of the event {T1¿s} is invariant under Qn and Q˜n as the rates of N
coincide on [0; T1] (no jump has yet occurred after 0). Using these two facts we
obtain
Qn(T1¿s |U 11 ; U 21 ;F0) = Q˜n(T1¿s |U 11 ; U 21 ;F0)
= exp
(
−
∫ s
0
*Q˜n(u) du
)
: (2.26)
Notice that the event {T1¿s} is Q˜n-independent of U 11 ; U 21 . By de$nition of C1, we
have |fc(u)|6C1 for u∈ [0; t], and thus by (2.17)
*Q˜n(u)6 + c3C1; 06 u6 t
which, inserted in (2.26), gives estimate (2.24).
Now consider m¿ 1. De$ne
F˜m := (Ti; i = 1; : : : ; m− 1; U 1i ; U 2i ; i = 1; : : : ; m;F0):
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Similar to (2.25) we have for all s∈ [0; t]
P(T˜m ¿ s | T˜i; i = 1; : : : ; m− 1; U 1i ; U 2i ; i = 1; : : : ; m;F0)
= exp
(
−
(
+ c3
(
C1 + c2
m−1∑
i=1
Y˜i
))
((s− T˜m−1) ∨ 0)
)
: (2.27)
Consider now a measure Q˜n;m, again constructed like Qn, but in (2.19) f is replaced
by
fm(u) :=
∑
{i=m−1;m−2;:::;1;−1;:::: Ti¡u}
Yig′(u− Ti); u∈ [0; t];
i.e., only the jumps from the negative time axes and the $rst m − 1 jumps from the
positive time axes enter. The point process (N (Tm−1 + u)−m+1)u¿0 is under Q˜n;m a
doubly stochastic Poisson process with rate (*Q˜n;m(Tm−1 + u))u¿0 which is measurable
with respect to F˜m. As the rates of Qn and Q˜n;m coincide on [0; Tm] we obtain for
s∈ [0; t]
Qn(Tm¿s | F˜m) = Q˜n;m(Tm¿s | F˜m)
= exp
(
−
∫ (s−Tm−1)∨0
0
*Q˜n;m(Tm−1 + u) du
)
: (2.28)
On [0; (t− Tm−1)∨ 0] we have |fm(Tm−1 + ·)|6C1 + c2
∑m−1
i=1 |Yi| and thus by (2.17)
|*Q˜n;m(Tm−1 + ·)|6 + c3
(
C1 + c2
m−1∑
i=1
|Yi|
)
6 + c3
(
C1 + c2
m−1∑
i=1
Y˜i
)
which, inserted in (2.28), implies the estimate
Qn(Tm¿s | F˜m)
¿ exp
(
−
(
+ c3
(
C1 + c2
m−1∑
i=1
Y˜i
))
((s− Tm−1) ∨ 0)
)
: (2.29)
As
Qn(Tm¿s |U 1i ; U 2i ; i = 1; : : : ; m;F0)
=
∫ ∞
0
Qn(Tm¿s |U 1i ; U 2i ; i = 1; : : : ; m;F0; Tm−1 ∈ du);
Eq. (2.24) follows from (2.27) and (2.29) by induction. Confer also Lemma A.1.1 in
[18].
As T˜m is P-independent of Ui for i¿m and, because of the special form of ,
in (2.19) and the construction of the Yi in (2.21), the random variable Tm is Qn-
independent of Ui for all i¿m. Therefore (2.24) implies
P(T˜m ¿ t |U 1i ; U 2i ; i∈N;F0)6Qn(Tm¿ t |U 1i ; U 2i ; i∈N;F0); P-a:s:
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As the random variables entering Lnt are P-independent of those generating F0 we
have that E(Lnt |F0) = E(Lnt ) = 1 and, consequently, by (2.22) the joint distribu-
tion of (U 1i ; U
2
i )i∈N and the random variables generating F0 does not change under
the measure transformation from P to Qn. Moreover, since Y˜i¿ |Yi|, we obtain that
Qn(sup06s6t |fs|¿n)6P(f˜t ¿n) and, therefore, Qn(.n ¡ t)6P(˜.n ¡ t)→ 0.
Remark 2.5. A heuristic explanation, why S is arbitrage-free, goes as follows. Al-
though an investor could pro$t by the stochastic drift f(s) ds, there remains the risk
dZs that consists of random jumps. Therefore, it cannot be controlled as eIectively as
for FBM, which has continuous sample paths. In contrast, the fractional binary market
model in [25] obviously allows for arbitrage as—given the history of the process—it
can happen that the discounted stock price increases with probability one. The same
phenomena occurs in our model, when setting g(0) = 0.
Remark 2.6. Q is obviously not unique. The unities in (2.19) can be replaced by any
other element of R+ \ {0}.
Coming back to model (1.2) we add to S an independent Brownian motion B; ¿ 0.
To transfer an additive to a geometric model, there are two common approaches in
mathematical $nance: the Dol>eans–Dade-exponential and the ordinary exponential of
the process S. In the $rst case the price process of the asset satis$es the SDE
dP(t) = P(t−)(dS(t) +  dB(t)); t¿ 0; P(0) = p0¿ 0: (2.30)
(S(s)+B(s))s∈[0; t] is a local Q-martingale and hence (P(s))s∈[0; t], cf. e.g. [22, Chapter
III, Theorem 17]. If US ¿−1 then (P(s))s∈[0; t] is positive. In the second case, i.e.
setting
P˜(t) = p0 exp
{
S(t) + B(t)− 
2
2
t
}
; t¿ 0; (2.31)
by Itoˆ’s formula, the price process satis$es the SDE
P˜(t) = p0 +
∫ t
0
P˜(s−)d(S(s) + B(s)) +
∑
0¡s6t
P˜(s−)[eUS(s) − 1−US(s)];
t¿ 0, and, by (2.7),
P˜(t) = p0 +
∫ t
0
P˜(s−)f(s) ds+
∫ t
0
P˜(s−) dB(s) +
∑
0¡s6t
P˜(s−)[eUZ(s) − 1];
t¿ 0. Thus, condition (2.18) has to be replaced by∫
R
(eg(0)x − 1)*Q(s; dx) =−f(s); s¿ 0: (2.32)
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Assume that Ee|g(0)Y1|¡∞. Then, (2.32) can be achieved by setting
,˜(s; x) :=

1; f(s)¡ 0; g(0)x¡ 0;
1− Ee−[g(0)Y1]−
Ee[g(0)Y1]+ − 1 −
f(s)
(Ee[g(0)Y1]+ − 1) ; f(s)¡ 0; g(0)x¿ 0;
1 +
f(s)
(1− Ee−[g(0)Y1]−) ; f(s)¿ 0; g(0)x¡ 0;
1− Ee−[g(0)Y1]−
Ee[g(0)Y1]+ − 1 ; f(s)¿ 0; g(0)x¿ 0:
With the same arguments as in the proof of Theorem 2.3 one veri$es that by plugging
,˜ into (2.16) one obtains a measure Q˜ ∼ P, under which P˜ becomes a local martingale.
3. Asymptotic theory
From now on we assume that g is normalized regularly varying in ∞ with index
2∈ (−1=2; 1=2), i.e. g :R+ → R+ is continuously diIerentiable and limu→∞ ug′(u)=
g(u) = 2, cf. [3]. This implies that g′ is regularly varying with index 2 − 1 and thus
(2.2) is satis$ed for any ∈ (0; 1=2− 2).
Example 3.1. Examples for such normalized regularly varying functions are g(u) =
(u+ 1)2; u¿ 0; and g(u) = (u+ 1)2ln(u+ 2) or g(u) = (u+ 1)2=ln(u+ 2); u¿ 0.
We introduce for t ¿ 0 the rescaled process
Sx(t) =
S(xt)
(t)
; x∈ [0;∞);
where 2(t) = Var(S(t)) and show weak convergence to a FBM.
Theorem 3.2. Let BH be a FBM with Hurst parameter H = 2+ 1=2 for 2∈ (0; 1=2).
Then
S:(t)
d→BH ; t →∞;
where the convergence holds in D[0;∞) equipped with the metric of uniform conver-
gence on compacta.
Remark 3.3. If 2∈ (−1=2; 0] we still have convergence of the $nite-dimensional dis-
tributions. This follows from Steps 1 and 2 in the proof of Theorem 3.2, which go
through for all 2∈ (−1=2; 1=2).
On the other hand, for 2¡ 0, by taking innovations with E|Y1|2+ =∞ for ¿ 0
arbitrarily small, it is easy to construct an example with maxx∈[0;1] |Sx(t)| d→∞; t →∞.
Therefore, (S:(t))t∈R+\{0} need not be tight for such 2.
In the case 26−1=2 the shots g(t − Ti)Yi regress very fast when time is going on.
Therefore the eIect of a single shot on the accumulated process can be signi$cant. The
Lindeberg condition is violated and, in general, there is no Gaussian limit.
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Proof of Theorem 3.2. The limit process has continuous sample paths. Therefore, by
Theorem 6.6 in [2] we can equivalently consider weak convergence with respect to
the Skorohod do∞-metric on D[0;∞). For a de$nition of do∞ see e.g. (16.4) in [2]. By
Billingsley [2, Theorems 16.7 and 13.1], we have to show weak convergence of the
$nite-dimensional distributions and tightness of (S:(t)|[0;M ])t∈R+ for each M ∈R+.
Step 1: By Campbell’s theorem (cf. [8]) we have for 06 s6 t
Cov(S(s); S(t)) = 
∫ s
0
EX1(u)X1(u+ t − s) du
+ 
∫ ∞
0
E[X1(s+ u)− X1(u)] [X1(t + u)− X1(u)] du: (3.1)
For the model of multiplicative shots and 06 x6y we obtain
Cov(S(xt); S(yt))
2(t)
=
∫ x
0
g(ut)g((u+y−x)t)
g(t)2
du+
∫∞
0
[g((x+u)t)−g(ut)][g((y+u)t)−g(ut)]
g(t)2
du
∫ 1
0
g(ut)2
g(t)2
du+
∫∞
0
[g((1+u)t)−g(ut)]2
g(t)2
du
:
We show that the right-hand side converges as t →∞ to∫ x
0 u
2(u+ y − x)2 du+ ∫∞0 [(x + u)2 − u2][(y + u)2 − u2] du
1
22+ 1
+
∫∞
0 [(1 + u)
2 − u2]2 du
which is the covariance function of B2+1=2. For $xed u∈R+ \{0} convergence is obvi-
ous and by Potter bounds the integrals on compacta converge. But, for the integrals on
(0;∞) we need integrable dominating functions. Let ∈ (0; 1=2− 2). As g′ is regularly
varying with index 2 − 1, the function h(s) := g′(s)s1−2−; s¿ 0, is regularly vary-
ing with index −. Therefore, h(*t)=h(t) converges to *− uniformly in *∈ [1;∞) as
t →∞, cf. [3, Theorem 1.5.2]. This implies that for all *∈ [1;∞) and t large enough
g′(*t)
g′(t)
= *−1+2+
h(*t)
h(t)
6 *−1+2+(1 + *−)6 2*−1+2+:
Therefore, we have for some 8∈ (u; x + u)∣∣∣∣g((x + u)t)− g(ut)g(t)
∣∣∣∣= ∣∣∣∣xt g′(8t)g(t)
∣∣∣∣= ∣∣∣∣x tg′(t)g(t) g′(8t)g′(t)
∣∣∣∣6 2x|2|u−1+2+
for all u¿ 1; t¿ t0. As −1+ 2+ ¡−1=2 we have the required integrable dominating
function. Hence we have shown for 06 x6y that
lim
t→∞
Cov(S(xt); S(yt))
2(t)
= Cov(B2+1=2(x); B2+1=2(y)): (3.2)
Step 2: For d∈N let *i ∈R; i = 1; : : : ; d; 06 x1¡ · · ·¡xd¡∞, and consider
Z(t) :=
d∑
i=1
*iSxi(t); t¿ 0:
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By (3.2) the variance of Z(t) converges to those of
∑d
i=1 *iB
2+1=2(xi). Now we verify
a condition (similar to the Lindeberg condition) for Z(t) to ensure that it converges to
a normal limit. Z(t) has zero mean and, if not all *i vanish, Var(Z(t))→ c as t →∞
for some c¿ 0. Hence by Theorem 3 in Lane [19] we have to show that for every
¿ 0
(t)−2
∫ ∞
(t)
y
[∫ xdt
0
P
(∣∣∣∣∣Y1
d∑
i=1
*ig(xit − u)
∣∣∣∣∣¿y
)
du
+
∫ ∞
0
P
(∣∣∣∣∣Y1
d∑
i=1
*i(g(u+ xit)− g(u))
∣∣∣∣∣¿y
)
du
]
dy → 0
as t →∞. It is suVcient to verify that for every *; ¿ 0 and t →∞
(t)−2
∫ ∞
(t)
y
∫ ∞
0
P(*|Y1(g(u+ t)− g(u))|¿y) du dy → 0 (3.3)
and
(t)−2
∫ ∞
(t)
y
∫ t
0
P(*|Y1g(u)|¿y) du dy → 0: (3.4)
Ad (3.3): we have
(t)−2
∫ ∞
(t)
y
∫ ∞
0
P(* |Y1 (g(u+ t)− g(u))|¿y) du dy
= (t)−2
∫ ∞
0
∫ ∞
(t)
yP(*|Y1(g(u+ t)− g(u))|¿y) dy du
=
1
2
(t)−2
∫ ∞
0
E((*|Y1(g(u+ t)− g(u))| − (t))+)2 du
=
1
2
tg(t)2
(t)2
∫ ∞
0
E
((
*
∣∣∣∣Y1 g((u+ 1)t)− g(ut)g(t)
∣∣∣∣−  (t)g(t)
)+)2
du: (3.5)
Since ∫ ∞
0
E
(
*Y1
g((u+ 1)t)− g(ut)
g(t)
)2
du
= *2EY 21
∫ ∞
0
(
g((u+ 1)t)− g(ut)
g(t)
)2
du¡∞;
we have an integrable function that dominates the integrand in the last line of (3.5).
From (3.1) we see that 2(t)= cg(t)2t(1+ o(1)) as t →∞ for some c¿ 0. Therefore,
dominated convergence implies that the last line of (3.5) converges to zero as t →∞.
(3.4) can be proven in a similar way. Thus Z(t) d→ ∑di=1 *iB2+1=2(xi) as t → ∞, and
the Cram>er–Wold device yields the convergence of the $nite-dimensional distributions.
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Step 3: Finally, we check tightness.
The family of processes (((t)−1g(0)
∑N (·t)
i=1 Yi)|[0;M ])t¿0 is obviously tight. Thus
we can replace g by g˜ = g − g(0). Since the increments of S are stationary we have
for 06 x6y and all t¿ 0
E(Sy(t)− Sx(t))2 = 
2((y − x)t)
2(t)
:
Due to (3.2) 2 is regularly varying with index 1 + 22. Therefore, h(s) := 2(s)=s1+2
is regularly varying with index 2¿ 0, and h is bounded near zero, which can be seen
from the following calculation:
2(s) = EY 21
{∫ s
0
g˜2(u) du+
∫ ∞
0
[g˜(s+ u)− g˜(u)]2 du
}
6EY 21
{∫ s
0
(∫ u
0
g˜′(v) dv
)2
du+ s2
∫ ∞
0
sup
8¿u
[ g˜′(8)]2 du
}
6EY 21
{
1
3
s3 sup
0¡u¡∞
[ g˜′(u)]2 + s2
∫ ∞
0
sup
8¿u
[ g˜′(8)]2 du
}
:
Therefore, h((y − x)t)=h(t) converges to (y − x)2 for t → ∞ uniformly in x¡y on
compact subsets of R+, cf. Bingham et al. [3, Theorem 1.5.2]. This implies that for
each M ¿ 0 and t¿ tM
2((y − x)t)
2(t)
6 (M2 + 1)(y − x)1+2; 06 x¡y6M:
This (together with Cauchy-Schwarz’s inequality) ensures the tightness condition
(13.14) in Billingsley [2].
4. Conclusion
We have constructed Poisson shot noise processes whose $nite-dimensional distri-
butions are close to those of FBM, but which lead to arbitrage-free models for stock
prices. By way of contrast, if the shots (Xi)i∈Z\{0} have no jumps at zero and there is
no additional Brownian noise B in (2.30) and (2.31), respectively, our model obvi-
ously allows for arbitrage, even with so-called “simple” trading strategies.
These results can also be considered as supplements to recent work of Cheridito [6].
He has excluded arbitrage from FBM by changing slightly the convolution kernel in
the Mandelbrot–Van Ness representation of FBM or, alternatively, he considered, for
H ∈ (3=4; 1], the process BH + B1=2 (¿ 0 arbitrary small) instead of just BH . This
leads to complete models whereas our models are incomplete.
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