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Kapitel 1
Einleitung
Optische Fernerkundung Das Institut fu¨r Methodik der Fernerkundung (IMF)
[2] des Deutschen Zentrums fu¨r Luft- und Raumfahrt (DLR) bildet mit dem Deut-
schen Fernerkundungsdatenzentrum (DFD) das Instituts-Cluster
”
Angewandte Fer-
nerkundung“ – das Kompetenzzentrum fu¨r Erdbeobachtung in Deutschland.
Das IMF betreibt Forschung und Entwicklung auf dem Gebiet der Fernerkundungs-
technologien. Es werden Algorithmen, Methoden und Verarbeitungssysteme (sog.
Prozessoren) zur Gewinnung von Geoinformation aus Fernerkundungsdaten entwi-
ckelt. Einer der technologischen Schwerpunkte des IMF ist die optische Fernerkun-
dung.
Die optische Fernerkundung wird unter anderem betrieben mit spektral hoch-
auflo¨senden Sensoren. Zu erwa¨hnende Sensoren sind die flugzeuggetragenen Senso-
ren ROSIS und der ESA Sensor APEX sowie die geplante deutsche Hyperspektral-
Satellitenmission EnMAP [3]. Die mit diesen Sensoren gewonnenen Daten lassen sich
zum Beispiel einsetzen um Informationen u¨ber Vegetation, Bodenbeschaffenheit oder
Gewa¨ssereigenschaften u¨ber ein großes Gebiet zu erhalten [1].
Das IMF betreibt am DLR Oberpfaffenhofen ein Optiklabor, mit dem es mo¨glich
ist, schwere flugzeuggetragene Sensoren und Feldspektrometer zu kalibrieren. Dieses
Kalibrierlabor (Calibration Home Base, kurz: CHB) ist europaweit das einzige La-
bor, das o¨ffentlich zuga¨nglich ist, in dem bis zu 350 kg schwere Sensoren geometrisch,
spektral sowie radiometrisch kalibriert werden ko¨nnen. Ein fu¨r die optische Ferner-
kundung verbreiteter Sensortyp sind sog. abbildende Spektrometer. Sensoren dieser
Art leiden oft unter geometrischen und spektralen Verzerrungen.
Zielsetzung Ziel dieser Arbeit war es Methoden zu Entwickeln mit denen es
mo¨glich ist die spektrale, den sog. Smile-Effekt und die geometrische Verzerrung,
den sog. Keystone-Effekt, zu erfassen und anschließend damit behaftete Aufnahmen
zu korrigieren.
Am Beispiel des abbildenden Spektrometers AISA, werden Methoden beschrieben
1
KAPITEL 1. EINLEITUNG 2
mit denen der Keystone- und Smile-Effekt gemessen werden ko¨nnen. Es werden Kor-
rekturverfahren aufgezeigt, die auf Daten, die mit diesen Messmethoden gewonnen
wurden, beruhen.
Kapitel 2
Grundlagen
2.1 Abbildende Spektrometer
Abbildende Spektrometer, auch Hyperspektral-Sensoren genannt, sind in der Regel
flugzeug- oder satellitengetragene Sensoren. Sie ko¨nnen aber auch als bodengestu¨tzte
Messsysteme ausgefu¨hrt sein. Sie zeichnen sich durch ihre Fa¨higkeit aus, eine große
Anzahl verschiedener Wellenla¨ngen o¨rtlich aufgelo¨st detektieren zu ko¨nnen [14]. Ab-
bildende Spektrometer sind passive Sensoren, d.h. sie senden keine Signale aus. Je
nach Sensor liegen die detektierbaren Wellenla¨ngen in der Regel zwischen 380 nm bis
2500 nm.
2.1.1 Funktionsweise
Viele abbildende Spektrometer arbeiten nach dem sog. Pushbroom-Prinzip. Beispiele
hierfu¨r sind neben dem AISA-Sensor, auf den spa¨ter na¨her eingegangen wird, auch
die Sensoren ROSIS, APEX und EnMAP.
Sensoren dieser Art funktionieren wie ein Zeilenscanner, siehe Abb. 2.1. Eine Optik
bildet eine durch eine Apertur definierte Bodenfla¨che auf einem Dispersionselement
ab. Dieses ist in der Form eines oder mehrerer Prismen oder optischen Gitter rea-
lisiert. Das Dispersionselement spaltet das einfallende Licht in seine spektralen Be-
standteile auf und leitet diese auf ein zweidimensionales Detektorarray. Dabei bleibt
die geometrische Information quer zur Flugrichtung erhalten, siehe Abb. 2.1. Fu¨r
die Aufspaltung werden in der Regel optische Gitter oder Prismen verwendet. Eine
Achsenrichtung des Arrays ist der geometrische Ort quer zur Flugrichtung. Senkrecht
dazu ist die spektrale Achse, die die Intesita¨t der einzelnen Spektren aufnimmt. Somit
kann der Sensor die spektralen Bestandteile einer begrenzt ra¨umlich ausgedehnten Li-
nie detektieren. Eine zweite ra¨umliche Achse ergibt sich, wenn man den Sensor la¨ngs
der Flugrichtung bewegt. Somit hat diese eine zeitliche Komponente.
3
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Dem gegenu¨ber sind abbildende Spektrometer verbreitet, die nach Whiskbroom-
Prinzip arbeiten, wie zum Beispiel Hymap und ARES. U¨ber einen rotierenden Spiegel
wird winkelabha¨ngig einfallendes Licht auf ein Zeilenarray geleitet. Da dieser Sensor-
typ keine Bedeutung fu¨r den weiteren Inhalt dieser Arbeit hat, wird nicht na¨her auf
seine Funktionsweise eingegangen.
Abbildung 2.1: Funktionsprinzip eines abbildenden Spektrometers nach Pushbroom-
Prinzip. In diesem Fall montiert an einem Flugzeug [14].
Abbildung 2.1 zeigt auch die Koordinatenbezeichnung auf dem Detektorarray. Detek-
torelemente in geometrischer Richtung (y) werden als geometrische Pixel bezeichnet.
In spektraler Richtung (hier: λ) werden Detektorelemente als Kana¨le bezeichnet.
2.1.2 SRF - Spectral Response Function
Die spektrale Antwortsfunktion (engl. Spectral Response Funktion (SRF)) beschreibt
die Empfindlichkeit eines Spektrometerkanals in Abha¨ngigkeit der Wellenla¨nge. Die
SRF ist eine Funktion von dem optischen System (u.a. bestehend aus Filtern, Linsen
bzw. Spiegeln und Dispersionselement(en)) und dem Sensor-Chip [14]. Es zeigt sich,
dass ha¨ufig die SRF durch ein Gauß-Funktion beschrieben werden kann, Abb. 2.2.
Wichtigste Parameter sind hierbei die Halbwertsbreite (engl. FWHM - Full Width at
Half Maximum), welche die Auflo¨sung definiert und die Peak-Position der Gaußkur-
ve, welche die Zentralwellenla¨nge eines Kanals festlegt. Aus mehreren SRF-Kurven
lassen sich der Abstand zwischen zwei Peaks (Abtast-Intervall) und die U¨berlappung
einzelner Kana¨le bestimmen. U¨berlagern sich die FWHMs von zwei Nachbar Kana¨len
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nicht und es ist eine Lu¨cke zwischen diesen, dann wird das Spektrum nicht kontinu-
ierlich detektiert was zu einer Unterabtastung fu¨hrt. Wenn sich die FHWMs jedoch
um mehr als 50 % u¨berlagern spricht man von U¨berabstastung [13].
Abbildung 2.2: Spektrale Auflo¨sung, spektrales Abtast-Intervall, FWHM und Zen-
tralwellenla¨nge einer gaußschen Antwortsfunktion [13].
2.1.3 LSF - Line Spread Function
Die Line Spread Function (LSF) beschreibt die Empfindlichkeit eines Detektorele-
ments gegenu¨ber parallel einfallendem Licht als Funktion des Einfallwinkels. In der
Praxis kann diese Funktion, a¨hnlich wie die SRF in spektraler Richtung, oft durch
eine Gaußkurve angena¨hert werden. Die LSF in Flugrichtung (along track) unter-
scheidet sich im allgemeinen von jener quer dazu (across track) [17]. Die relevanten
Parameter sind der Zentralwinkel, welcher durch die Maximumsposition gegeben ist
und die Halbwertsbreite welche als das geometrische Auflo¨sungsvermo¨gen eines Pixels
definiert ist, siehe auch Kap. 2.1.4.
2.1.4 Field Of View und Instantaneous Field Of View
Das Gesichtsfeld (Field of View, FOV) gibt an, welchen Bildwinkel ein Spektrometer
erfaßt. Das momentane Gesichtsfeld (Instantanous Field Of View, IFOV) ist das
Gesichtsfeld eines einzelnen Pixels und ist ein Wert fu¨r die geometrische Auflo¨sung
eines Systems. Dieser Wert kann von der LSF eines Pixels abgeleitet werden [14]. In
along track kann das FOV mit dem IFOV gleich gesetzt werden.
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2.1.5 Abbildungsfehler
Unter Abbildungsfehler versteht man Abweichungen von der theoretisch idealen op-
tischen Abbildung. Diese ko¨nnen von spektraler oder geometrischer Natur sein. Ab-
bildende Spektrometer leiden unter anderem unter dem Smile- und Keystone-Effekt.
Smile
Zuna¨chst erwartet man, dass jede diskrete Wellenla¨nge an jedem geometrischen Ort
auf dem selben spektralen Kanal abgebildet wird, siehe Abb. 2.3.
Abbildung 2.3: Abbildung von Licht bestehend aus drei spektralen Komponenten auf
ein Detektorarray. Links: Detektorarray mit Smile-Effekt. Rechts: Ohne Smile-Effekt.
In abbildenden Spektrometern ist die Zentralwellenla¨nge der einzelnen geometri-
schen Pixel ha¨ufig unterschiedlich. Die Abha¨ngigkeit der Zentralwellenla¨nge von der
Pixelkoordinate nennt man Smile [5].
Daraus resultiert eine spektrale Verfa¨lschung des Bildes, wenn diese bei der Kalibrie-
rung unberu¨cksichtigt bleibt.
Ursa¨chlich fu¨r den Smile-Effekt ist die Abha¨ngigkeit der Dispersion eines Prismas
mit dem Eintrittswinkel des Strahlengangs in selbiges. Gleichungen fu¨r die Prismen-
Spektroskopie [4] beziehen sich in der Regel auf den Fall, wenn alle Strahlen in der
sogenannten Hauptebene des Prismas liegen, wie in Abb. 2.4 gezeigt.
Dispersion, Prisma-Vergro¨ßerung und andere Parameter werden fu¨r diesen Fall als
Funktionen von Winkeln und Brechungsindex angegeben. In Spektrometern ist der
Spalt senkrecht zur Bildebene positioniert. Strahlen, die vom Ende des Spalts kom-
men, treten unter dem Winkel δ1 (Abb. 2.5) in die Ebene ein.
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Abbildung 2.4: Hauptebene des Prismas [4].
Abbildung 2.5: Außerhalb der Hauptebene liegende Strahlen [4].
Wenn Strahlen in der Hauptebene liegen, ergeben sich Winkel i gleich zu denen in
Abb. 2.4.
In diesem Fall kann des Brechungsgesetz beschrieben werden durch:
sin(i′2) = n · sin(i2) (2.1)
mit:
n =
√
n2 + (n2 − 1) · tan2 δ . (2.2)
Fu¨r Strahlen die in der Hauptebene liegen, ist die Dispersion Θ (siehe Abb. 2.4).
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Fu¨r einen Strahl der unter dem Winkel δ auf die Ebene auftrifft, ist die Dispersion
Θ + ∆Θ, mit
∆Θ =
∂Θ
∂n
· n
2 − 1
2n
δ2 . (2.3)
Dieser Strahl schneidet die Austritts-Ebene in der Entfernung y von der vertikalen
Linie ausgehend vom Scheitelpunkt, siehe Abb. 2.6.
Abbildung 2.6: Smile-Effekt in Prisma-Spektrometern [4].
Somit ergibt sich:
y =
∂Θ
∂n
· n
2 − 1
2n · f · z
2 . (2.4)
Wobei f die Brennweite der Linse und z die Spaltho¨he ist.
Daher wird der Spalt als Bogen abgebildet, der in erster Na¨herung als parabolisch
angesehen werden kann:
y =
z2
2ρ
(2.5)
Der Radius der Kru¨mmung im Zentrum des Bogens ist:
ρ =
n · f
(n2 − 1) · ∂Θ
∂n
. (2.6)
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Keystone
Generell wird als Keystone Verzerrung die sog. Trapezverzeichnung bezeichnet. Im
Bezug auf abbildende Spektrometer hat sich diese Bezeichnung jedoch auch fu¨r sa¨mtli-
che Vera¨nderungen des Abbildungsverha¨ltnisses mit dem Spektralkanal eingebu¨rgert.
Abb. 2.7 zeigt eine mit Keystone behaftete Projektion ausgehend von drei verschie-
denen Positionen.
Abbildung 2.7: Darstellung des Keystone-Effekts. Die Positionen a,b und c entspre-
chen unterschiedlichen Blickwinkeln. Links: CCD-Array mit Keystone-Effekt, A¨nde-
rung der geometrischen Position mit der Wellenla¨nge. Rechts: Ohne Keystone-Effekt.
Zum tragen kommt auch hier der selbe Effekt, der fu¨r den Smile Effekt verantwortlich
ist.
Durch Umstellen von Gleichung 2.5 sieht man die Abha¨ngigkeit der Position in z-
Richtung von der A¨nderung der Radien ρ und somit die Abha¨ngigkeit von dem Di-
spersionsverhalten des Prisma-Materials. Vgl. auch Abb. 2.6 und Gl. 2.6.
± z =
√
y · 2ρ (2.7)
2.2 Calibration Home Base
Die Calibration Home Base (CHB) ist ein Optiklabor am DLR Oberpfaffenhofen, mit
dem es mo¨glich ist, flugzeuggestu¨zte abbildende Spektrometer mit einem Gewicht
von bis zu 350 kg, radiometrisch, geometrisch und spektral zu kalibrieren [16]. Die
CHB zeichnet sich durch einen hohen Automatisierungsgrad aus. Durch die zentrale
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Computersteuerung ko¨nnen Messreihen vorab geplant und anschließend automatisch
durchgefu¨hrt werden. Im Folgenden werden die fu¨r diese Arbeit relevanten und ver-
wendeten Apparaturen beschrieben.
2.2.1 Grundlegender Aufbau
Abbildung 2.8: Aufbau fu¨r geometrische und spektrale Messungen: 1: optische Bank;
2: Sa¨ulen die den Sensor tragen; 3: Zentrierplatte fu¨r den Universaladapter; 4: Um-
lenkspiegel; 5: Kollimator; 6: Monochromator; 7: Sensorkoordinatensystem [16].
Das Herzstu¨ck der CHB bildet die optische Bank (Abb. 2.8). Um Einflu¨sse durch
Erschu¨tterungen, wie z.B. durch vorbeifahrende LKWs, zu verhindern, befindet sich
diese auf einem vom Geba¨ude entkoppelten Fundament. Auf dem Granitblock ist
zentral zwischen Monochromator und Kollimator ein Umlenkspiegel angeordnet. Mit
diesem Spiegel kann das Licht aus einer von beiden Quellen auf einen sich daru¨ber
befindenden Sensor gelenkt werden. Mit Hilfe der CHB-Steuer-Software ko¨nnen der
Spiegel, der Monochromator und auch das Spaltrad vor dem Kollimator kontrolliert
werden.
2.2.2 Der Umlenkspiegel
Der Spiegel ist drehbar auf einer optischen Achse in across track Richtung gelagert.
Mit dem Umlenkspiegel ist es mo¨glich, zwischen spektraler oder geometrischer Ka-
librierung zu wa¨hlen. Durch Verfahren des Spiegels ko¨nnen einzelne geometrische
Sensorpixel beleuchtet und charakterisiert werden [7]. Mit dem Spiegel ko¨nnen die
Justage-Parameter Y und α, siehe Abb. 2.8 und Kap. 2.2.3, beeinflusst werden.
KAPITEL 2. GRUNDLAGEN 11
Abbildung 2.9: Umlenkung des Lichtstrahls durch den Spiegel [7].
2.2.3 Der Universaladapter und Justageparameter
Abbildung 2.10: DLR Universaladapter fu¨r die Montage und Justage von Sensoren in
der CHB. 1 = O¨ffnung fu¨r Sensoroptik (abgedeckt); 2 = Flansche verschiedener Gro¨ße
fu¨r die Sensormontage; 3 = Messschieber um die X Einstellung abzulesen; Messuhren
um die Einstellungen fu¨r β und γ; X, β und γ = Stellra¨der fu¨r die entsprechenden
Achsen [16].
Fu¨r die Montage und Justage von Sensoren auf der CHB steht der DLR Univeralad-
apter zur Verfu¨gung, siehe Abb. 2.10. Mit ihm lassen sich Sensoren unterschiedlichster
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Bauart auf die optische Bank aufsetzen und durch Drehen der Stellra¨der justieren.
Um den AISA-Sensor aufsetzen zu ko¨nnen, wurde eine vorhande Montageplatte fu¨r
das abbildende Spektrometer ROSIS modifiziert.
Durch Variation der X, β und γ -Stellra¨der kann der Sensor gegenu¨ber den opti-
schen Achse des Messsystems justiert werden. Ziel der Justage ist es, die optischen
Sensorachsen mit denen der optischen Bank in Einklang zu bringen. Die Parameter
Y und α ko¨nnen durch den Spiegel und somit durch Einstellungen in der Master-
Software variiert werden. Lediglich die Sensorho¨he Z ist durch die Sa¨ulenho¨he und
den Montageaufbau fest vorgegeben.
2.2.4 Der Kollimator
Mit dem Kollimator werden die Sensoren geometrisch kalibriert. Durch von einer
QTH100 (Wolfram-Quarz-Halogen) Lampe erzeugtes Licht wird durch das Spaltrad
begrenzt, durch den Kollimator kollimiert und u¨ber den Umlenkspiegel auf den Sen-
sor gelenkt. Das Spaltrad hat drei vertikale und drei horizontale Schlitze mit einer
Breite 50µm, 100µm bzw. 1000µm. U¨ber die Software kann das Spaltrad auf 0,01°
genau gedreht werden [7].Mit den Spalten in horizontaler und senkrechter Orientie-
rung ist es mo¨glich, die LSF eines Sensors in along-track und across-track Richtung
zu bestimmen.
Abbildung 2.11: Schematische Darstellung des Spaltrads und Bilder der dazugeho¨ri-
gen Spalten [9].
2.2.5 Der Monochromator
Fu¨r die spektrale Charakterisierung wird der Monochromator verwendet. Dieser ar-
beitet bei einer Wellenla¨ngen von 350 nm bis 2500 nm. Das Licht wird durch eine
QTH150 Lampe erzeugt, welches durch Graufilter eines Filterrades (siehe Tabelle 2.1)
und durch Vera¨nderung der Einstellungen am Netzteil abgeschwa¨cht werden kann.
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Das im Monochromator gefilterte Licht wird durch einen off-axis-Parabolspiegel kol-
limiert und u¨ber den Umlenkspiegel auf den Sensorkopf geleitet. Durch Vera¨nderung
des Ausgangsspalt la¨sst sich die Bandbreite des austretenden Lichtfeldes bestimmen.
Die Gleichung 2.8 erla¨utert die Abha¨ngikeit der Divergenz d eines kollimierten Strahls
von der Spaltbreite s:
Filter Abschwa¨chung
Nr. [%]
1 0.1
2 1.1
3 10
4 50
5 0
Tabelle 2.1: Graufilter
d = 2 · arctan
(
2 · s
f
)
. (2.8)
f : Brennweite Kollimator (Parabolspiegel), in diesem Fall f =119,4 mm
2.3 Das abbildende Spektrometer AISA
Sa¨mtliche Messungen im Umfang dieser Arbeit wurden mit dem AISA-System, der
Firma Specim, durchgefu¨hrt, siehe Abb. 2.12. Er ist ein leichter (4,7 kg) und kom-
paktes abbildendes Spektrometer. AISA steht fu¨r Airborn Imaging Spectrometer for
different Applications.
2.3.1 Komponenten
Das komplette AISA-System besteht aus mehreren Einzelkomponenten. Die fu¨r diese
Arbeit relevanten sind hier aufgefu¨hrt.
• AISA-Sensorkopf: Der AISA Sensorkopf ist der Hauptbestandteil des Systems.
Er entha¨lt das Spektrometer.
• FODIS: Der FODIS (fibre optic downwelling irradiance sensor) integriert die
Strahlung u¨ber einen 180° Halbraum. Die einfallende Strahlung wird u¨ber ei-
ne Glasfaser an das Spektrometer weitergegeben und dort ebenfalls spektral
aufgelo¨st gemessen [10].
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Abbildung 2.12: AISA Sensorkopf [11].
• DAQ-Rechner: Zur Steuerung des AISA-Sensors und fu¨r die Datenaufzeichnung
wird ein sog. DAQ-Rechner (DAQ: Daten-Akquisition) verwendet. Dieser kom-
muniziert u¨ber RS-232 und BNC-Schnittstellen mit dem Sensorkopf und kann
wiederum durch einen Laptop und u¨ber die CHB Software (siehe Kap. 2.2)
bedient werden. Erfasste Rohdaten werden auf dem DAQ-Rechner gespeichert
und ko¨nnen u¨ber eine Netzwerkschnittstelle ausgelesen werden.
• Kontrollrechner: Die Steuerung des DAQ-Rechners wiederum erfolgt u¨ber einen
Kontrollrechner. Dies kann der zugeho¨rige Laptop fu¨r den mobilen Einsatz oder
der Rechner mit der CHB Master Software sein.
2.3.2 Optischer Aufbau
Der genaue innere Aufbau ist im Detail nicht bekannt. Die Arbeit [12], welche die
Entwicklung des AISA-Sensors beschreibt, gewa¨hrt jedoch einen guten Einblick.
AISA ist ein Pushbroom-Scanner und nach dem PGP-Prinzip (Prisma-Gitter-Prisma)
aufgebaut. Einfallendes Licht wird durch die Blende begrenzt, durch die erste Linse
kollimiert und mit dem PGP-Element in seine spektralen Bestandteile zerlegt. Die
letzte Linse dient der Abbildung des aufgespaltenen Strahlengangs auf dem CCD-
Sensor, vergleiche Abb. 2.14.
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Abbildung 2.13: Prinzipieller optischer Aufbau des AISA-Sensors [10].
Das PGP-Element besteht aus einem optischen Transmissionsgitter, welches sich zwi-
schen zwei Prismen befindet. Kollimiertes Licht wird im ersten Prisma gebrochen. Das
Gitter spaltet die Strahlung weiter mit Beugungs-Ordnung -1 auf. Das zweite Prisma
ist dahingehend optimiert das Spektrum so zu brechen, dass die a¨ußeren Wellenla¨ngen
den selben Abstand von der optischen Achse haben, Abb. 2.14 [12].
Abbildung 2.14: Funktionsweise des PGP-Elements [10].
Das CCD-Array des AISA wird durch ein Peltier-Element auf einer konstanten
Temperatur gehalten, welche zwischen 8°C und 12°C eingestellt werden kann. Das
Detektor-Array besteht aus 392 (teilweise geometrisch) × 286 (spektral) Pixel. Die
286 spektralen Kana¨le ko¨nnen Wellenla¨ngen von 420 nm bis 900 nm detektieren. 364
der 392 Pixel sind fu¨r die geometrische Erfassung zusta¨ndig. Der 192. geometrische
Pixel liegt dabei auf der optisch zentralen Achse, wodurch sich ein unsymmetrisches
Gesichtsfeld ergibt. Die Pixel 365 bis 377, sowie 382 bis 384 sind maskiert. Die zwi-
schenliegende Pixel 378 bis 381 sind fu¨r FODIS reserviert. Die restlichen Pixel dienen
der Dunkelstrommessung [11].
Fu¨r den AISA-Sensor steht ein Satz Graufilter zur Verfu¨gung. Diese bieten eine Ab-
schwa¨chung auf 1/2, 1/4, 1/8 bzw. 1/64 der einfallenden Strahlungsintensita¨t. Das
FOV und somit auch das IFOV kann durch Wahl zwischen zwei Objektiven mit
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Brennweiten von 8 mm bzw. 23 mm beeinflusst werden. Mit dem 8 mm Objektiv er-
gibt sich laut Hersteller ein FOV von 57,6° (IFOV = 2,6 mrad). Eine U¨berpru¨fung
dieser Werte durch [15] ergab jedoch ein FOV von 47,6° (IFOV = 2,36 mrad). Fu¨r
die 23 mm Optik ergibt sich ein a¨hnliches Bild: FOV laut Hersteller 21,7° (IFOV
= 1,0 mrad), nach [15] 19,2° (IFOV = 1,0 mrad). Sa¨mtliche Messungen im Umfang
dieser Arbeit wurden mit dem 8 mm Objektiv durchgefu¨hrt.
Achtung: Im weitern Verlauf dieser Arbeit beginnt das Detektorkoordinatensystem
beim untern linken Element mit [0,0] anstatt wie bisher bei [1,1].
Kapitel 3
Der Smile-Effekt
Unter Abschnitt 2.1.5 wird erla¨utert, dass es sich bei dem Smile-Effekt um eine spek-
trale Verzerrung handelt. Diese Verzerrung kann mit den in diesem Kapitel beschrie-
ben Verfahren gemessen und korrigiert werden.
3.1 Messung mit Spektrallampen
Um das spektrale Abbildungsverhalten des Sensors zu untersuchen, wurde dieser
mit verschiedenen Spektrallampen beleuchtet. Dazu wurden Quecksilber-, Krypton-,
Neon- und Argonlampen verwendet. Diese besitzen charakteristische Emissionslinien
im Spektralbereich des Sensors.
3.1.1 Messaufbau Spektrallampen - abbildender Sensor
Abbildung 3.1: Messaufbau mit einer Spektrallampe, welche auf den abbildenden
Sensor des AISA leuchtet. Zwischen AISA und der Spektrallampe befindet sich eine
Milchglasscheibe, die als Diffusor dient.
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Abb. 3.1 zeigt den prinzipiellen Messaufbau. Die Apertur des AISA wurde mit den
Spektrallampen durch eine Milchglasscheibe beleuchtet. Die Milchglasscheibe dient
als Diffusor und ist no¨tig, damit das gesamte FOV ausgeleuchtet wird. Dies ist be-
sonders in along track Richtung wichtig, da es bei nicht kompleter Ausleuchtung der
Apertur zu verfa¨lschter Abbildung der Wellenla¨ngen kommen kann, siehe Kap. 8.1.
Vor jeder Messreihe ist der Sensor mindestens eine Stunde warmgelaufen, um einen
stabilen Betriebszustand zu garantieren. Es wurden 500 Einzelbilder pro Spektral-
lampe mit einer jeweiligen Integrationszeit von 450 ms aufgezeichnet. Die Absta¨nde
zwischen Milchglasscheibe, Sensor und Lampe wurde so gewa¨hlt, dass auch am Rand
des Detektorarrays ein ausreichend hohes Signal erzielt werden konnte. Zusa¨tzlich
wurde eine zweite Messung mit den Krypton- und Quecksilberlampen durchgefu¨hrt,
um die Reproduzierbarkeit der Messergebnisse zu u¨berpru¨fen. Dazu wurde die Mes-
sung an einem anderen Tag mit komplett neu montierten Messaufbau wiederholt.
3.1.2 Messaufbau Spektrallampen - FODIS
Abbildung 3.2: Messaufbau mit Spectrallampen auf FODIS.
Analog zum abbildenden Sensor wurde der FODIS bestrahlt. Ebenso wie beim ab-
bildenden Sensor diente die Milchglasscheibe zwischen Spektrallampe und Detektor
als Diffusor. Auch hier wurde der Abstand so gewa¨hlt, dass ein ausreichend hohes
Messsignal erzielt werden konnte. Die fu¨r die Verbindung zwischen AISA-Sensorkopf
und FODIS verwendente Glasfaser hat einen Mindestbiegeradius. Wird dieser unter-
schritten, findet in der Glasfaser keine Totalreflektion mehr statt. Deshalb wurde bei
den Messungen darauf geachtet den Mindestbiegeradius der Glasfaser von 36 cm nicht
zu unterschreiten. Im Gegensatz zum abbildenden Sensor wurde eine Integrationszeit
von 500 ms gewa¨hlt. Dies hat lediglich den Hintergrund, dass wa¨hrend dieser Messrei-
hen der Laptop nicht zur Verfu¨gung stand und auf die CHB-Software zuru¨ckgegriffen
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wurde. Diese erlaubt keine Integrationszeit von 450 ms. Auch fu¨r den FODIS wurde
eine zweite Messung, jedoch nur mit der Krypton- und nicht mit der Quecksilberlam-
pe, durchgefu¨hrt.
3.1.3 Messergebnisse
Abb. 3.3, 8.1 und 8.2 ze´ıgen die mit AISA detektierten Emissionskurven der Spektral-
lampen. Die Kurven zeigen die Mittelwerte von jeweils 500 Rohdaten-Frames. Die in
den Abbildungen angegebenen Nummerierungen geben an, welche Emissions-Peaks
fu¨r die spa¨tere Smile-Korrektur (Abb. 3.3 (Quecksilber und Krypton) und 8.1 (Neon)
bzw. zur U¨berpru¨fung dieser (Abb. 8.2 (Argon)) verwendet wurden.
Abbildung 3.3: Durch AISA detektierte Emissionskurven (Nadir), der Quecksilber-
Lampe (rot) und Krypton-Lampe (blau). Die spa¨ter verwendeten Emissionspeaks
sind nummeriert.
3.1.4 Wellenla¨ngenberechnung mit Sensormodell
Weil die verwendeten Spektrallampen zwar charakteristische Emissionslinien haben,
diese aber teilweise so nahe zusammen liegen, dass diese von dem Detektor nicht
aufgelo¨st bzw. unterschieden werden ko¨nnen, wurde eine vereinfachte Simulation ent-
wickelt. Durch dieses Modell soll nachgebildet werden, wie der Sensor diese Spektral-
linien detektiert und daraus soll die Zentralwellenla¨nge eines Peaks berechnet werden.
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(a) Quecksilber Peak 3 Emissionslinien und SRFs des Sensor-
simulation.
(b) Resultierende Kanalsignale und zugeho¨rige gaußsche Fit-
kurve.
(c) Schwankung der resultierenden Wellenla¨nge.
Abbildung 3.4: Zentralwellenla¨ngenberechnung.
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Die Simulation basiert auf dem Modell bestehender Messungen der SRF der Nadir-
Kana¨le, entnommen aus [8]. Dazu wurden die SRF durch Gaußfunktionen, mit ent-
sprechenden Wellenla¨ngenabstand und FWHM, simuliert. Diese Kurven sollten das
Sensorverhalten nachbilden, Abb. 3.4(a). Die Zentralwellenla¨ngen und relativen In-
tensita¨ten aller Emissionslinien wurden von [6] u¨bernommen. Diese Linien wurden
fu¨r den Spektralbereich des Sensors mit dem gemessenen Signal verglichen. Die zu-
geho¨rigen Linien zu einem gemessenen Peak wurden fu¨r die Berechnung der Zen-
tralwellenla¨nge verwerdet. Desweiteren wurde darauf geachtet, dass nur eindeutige
Emissionslinien zur Anwendung kamen. Bei [6] nicht als scharf sondern etwa als diffus
(diffus) oder verschwommen (hazy) angegebenen Linien, wurde der komplette gemes-
sene Emissionspeak nicht verwendet, weil hier die Auswirkung auf die resultierende
Zentralwellenla¨nge nicht bekannt war.
Wie man in Abbildung 3.4(a) sieht, wurden die SRFs der einzelnen Kana¨le durch
Gaußkurven simuliert. Ausgehend von der ersten verwendeten Emissionslinie werden
die einzelnen SRFs, mit einem Kanalabstand CD von 1,66 nm nebeneinander pla-
ziert. Das Maximum der ersten SRF liegt dabei zehn mal dem Kanalabstand vor der
ersten Emissionslinie. Ebenso kommen nach der letzten Emissionslinie noch neun bis
zehn SRF-Maxima. Dadurch ergaben sich j = 1 bis n Kana¨le. Fu¨r jede SRF wurde
folgendermaßen vorgegangen, vgl. Gleichung 3.1: Es wurde jeweils die relative Inten-
sita¨t IRi einer Emissionslinie mit der SRF gewichtet und m Emissionslinien wurden
aufsummiert. So erhielt man fu¨r jede SRF einen Intensita¨tswert ICj dem sich die
Zentralwellenla¨ngen λCj der jeweiligen SRF zuordnen ließ.
ICj =
m∑
i=1
[
exp
(
−(λi−λCj)2
2·width2
)
·IRi
]
(3.1)
mit:
width =
FWHM
2, 35482
(3.2)
λi: Wellenla¨ngen der Emissionslinien
Die sich auf diese Weise ergebenden Werte zu Abbildung 3.4(a) sind in Abbil-
dung 3.4(b) aufgefu¨hrt. Die detektierten Emissionspeaks haben, bedingt durch
die Spektrometeroptik, eine gaußfunktionsa¨hnliche Form. Da zur Bestimmung der
Zentralwellenla¨nge eine Gaußfunktion ausreichend genau ist, wurde eine solche
Funktion an die Werte ICj gefittet, um die Zentralwellenla¨nge zu bestimmen.
Es zeigte sich, wenn man die SRFs um Wellenla¨ngen verschiebt, die nicht ein
Vielfaches des Kanalabstandes sind, dass sich dadurch verschiedene Werte fu¨r die
Zentralwellenla¨nge der Emissionspeaks ergeben, siehe Abb. 3.4(c). Um dies zu
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beru¨cksichtigen, wurden die Gaußkurven der Sensorsimulation aus Abb. 3.4(a) in
1/2000 Kanal Schritten k um einem ganzen Kanal verschoben. Dazu wurde der
Parameter λCj folgendermaßen vera¨ndert:
λCj = λC0j · (CD · k
2000
) (3.3)
mit
λC0j als Ausgangswert der Zentralwellenla¨nge der SRFs.
Daraus ergaben sich 2000 Werte fu¨r die Zentralwellenla¨nge, Abb. 3.4(c), wor-
aus der Mittelwert und die Standardabweichung bestimmt wurden. Der Mittelwert
wurde nun als resultierende Peakwellenla¨nge verwendet. Als Standardabweichung
wurde das Intervall gewa¨hlt, in welchem noch 68,3 % der Zentralwellenla¨ngen liegen.
Tabelle 3.1 zeigt die berechneten Zentralwellenla¨ngen mit den zugeho¨rigen Standard-
abweichungen und zur Berechnung verwendeten Parameter.
Peak FWHM Emissions Linien Wellenla¨nge Standardabweichung
[nm] [Anzahl] [nm] [nm]
Hg1 1,7 3 435,68 0,08
Hg2 - 1 546,08 -
Hg3 3,2 4 578,69 0,00
Ne1 - 1 692,95 -
Ne2 2,5 5 703,09 0,02
Ne3 - 1 724,52 -
Kr1 2,3 2 759,73 0,03
Kr2 2,2 5 810,52 0,01
Kr3 2,2 7 828,38 0,02
Kr4 2,2 10 877,59 0,04
Ar1 2,2 2 811,13 0,02
Tabelle 3.1: Berechnete Wellenla¨ngen mit Standardabweichung der jeweiligen Peaks
und zugeho¨rige Parameter. Peaks bestehend aus einer Emissionslinie sind wegen der
U¨bersichtlichkeit mit angegeben.
KAPITEL 3. DER SMILE-EFFEKT 23
3.1.5 Auswertung
Gauß- und Parabelfit abbildender Sensor
Um die genaue Position der Abbildung der Emissionskurven auf dem CCD-Chip zu
bestimmen, wurden in die unter Abb. 3.3, 8.1 und 8.2 dargestellten Peaks fu¨r jeden
geometrischen Pixel Gausfunktionen gefittet, Abb. 3.5(a). Der Fitbereich wurde so
gewa¨hlt, dass mo¨glichst keine Einflu¨sse durch andere Peaks entstehen. Siehe zum
Vergleich Krypton-Peak 2 und 3 (Abb. 3.3), der zwischen Peak 2 und 3 liegende Peak
wurde nicht mitgefittet. Im Falle von Peak 3 wurde erst ab dem Kanal, bei welchem
die Intensita¨t wieder anstieg, gefittet. Um dennoch einen guten Fit zu garantieren,
wurde ein großer Bereich gewa¨hlt, in welchem lediglich Dunkelstrom vorhanden ist.
Der Dunkelstrom wurde zuvor nicht abgezogen, weil dessen Einfluss fu¨r die Aus-
wertung nicht relevant war. Dieser Fitvorgang wurde fu¨r jeden geometrischen Pixel
durchgefu¨hrt. Den daraus resultierenden Kurvenverlauf der Peakmaxima zeigt Abb.
3.5(b).
In jeden Kurvenverlauf ließ sich nun eine Parabel, mit der Form:
c(y, λ) = a(λ) · (y − YS(λ))2 + CS(λ) (3.4)
fitten. Diese ist die zentrale Gleichung, welche den Smile-Effekt parametrisiert.
Mit den Parametern:
YS: Geometrische Koordinate des Scheitelpunktes
CS: Spektrale Koordinate des Scheitelpunktes
a: Kru¨mmung der Parabel
y: Spektrale Koordinate
c: Geometrische Koordinate
Smile-Modell
Tra¨gt man die Parameter der gefitteten Parabeln u¨ber die zugeho¨rige Wellenla¨ngen
aus Kap. 3.1.4 auf, siehe Abb. 3.6, zeigt sich, dass hier eine Abha¨ngigkeit besteht. Der
fu¨r die Stauchung der Parabeln verantworliche Parameter ist a, Abb. 3.6(a). Somit
ist dieser auch ein Indikator fu¨r die Sta¨rke des Smile-Effekts. Im blauen Bereich unter
500 nm ist somit die Kru¨mmung gro¨ßer als bei gro¨ßeren Wellenla¨ngen. La¨sst man den
Messwert bei der kleinsten Wellenla¨nge, bei ca. 436 nm, außen vor, zeigt sich eine na-
hezu lineare Abha¨ngigkeit zwischen Wellenla¨nge und Stauchung. Die Scheitelpunkte
der Parabeln werden durch die Parameter YS in geometrischer und CS in spektraler
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(a) Gemessener Quecksilber-Peak 3 und zugeho¨rige gaußsche Fitkurve.
(b) Quecksilber Peak 3 Gaußfitpeaks und zugeho¨riger Parabelfit.
Abbildung 3.5: Bestimmung von Smile am Beispiel vom Quecksilber-Peak 3.
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(a) Fu¨r die Stauchung der Parabeln verantwortliche
Parameter a. Einmal gefittet mit Polynom 2. Grades
u¨ber alle Punkte und einmal linear gefittet u¨ber alle
Punkte gro¨ßer als 500 nm.
(b) Scheitelpunkt-Position in geometrischer Rich-
tung, mit Fitpolynom 2.Grades.
(c) Scheitelpunkt-Position in spektraler Richtung,
mit Fit polynom 5. Grades.
Abbildung 3.6: Parameter der Fitparabeln aufgetragen in Abha¨ngigkeit von der Wel-
lenla¨nge.
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Richtung (Abb. 3.6(b) und 3.6(c)) definiert. Der Parameter YS zeigt einen parabo-
lischen Verlauf, wa¨hrend sich CS erst mit einem Polynom 5. Grades gut beschreiben
la¨sst. Da jedoch unter 692 nm nur noch drei Messwerte fu¨r die Fits vorhanden sind,
sind hier die Fits schlechter als im restlichen Bereich.
Gauß- und Linienfit FODIS
Wie beim abbildenden Sensor, wurden in die ausgewa¨hlten Emissionspeaks Gaußkur-
ven gefittet. Weil nur vier Pixel fu¨r die FODIS Detektion vorhanden sind, war fu¨r die
weitere Beschreibung das Anpassen einer Linie an die Zentralpositionen ausreichend.
Es zeigte sich, wenn man die Fitparabeln der Smilekurven von der Sensorfla¨che bis
in den FODIS Bereich weiter zeichnet, dass diese die Linienfits mit relativ hoher
Genauigkeit bei Pixel 379 schneiden, siehe Abb. 3.7.
Abbildung 3.7: Kreuzung der weitergezeichneten Smile-Kurve des abbildenden Sen-
sors von Ne1 (blau) mit den Zentralpositionen der FODIS-Ka¨nale von Ne1 (gru¨n).
Tabelle 3.2 listet den Abstand zwischen den Kurven des abbildenden Sensors und
FODIS bei geometrischen Pixel 379 auf.
3.1.6 Reproduzierbarkeit
Um die Reproduzierbarkeit der Messwerte zu u¨berpru¨fen, wurden fu¨r den abbildenden
Sensor und FODIS die Messungen teilweise doppelt durchgefu¨hrt. Fu¨r beide Senso-
ren wurden die ermittelten Kanalpositionen von einander abgezogen und daraus der
Mittelwerte gebildet. Tabelle 3.3 zeigt die sich ergebenden Abweichungen.
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Hg1 Hg2 Hg3 Ne1 Ne2 Ne3 Kr1 Kr2 Kr3 Kr4
[Kanal]
-0,026 -0,013 -0,048 0,00 0,00 -0,02 0,01 -0,01 0,00 0,02
Tabelle 3.2: Abweichung in der Kanalposition beim geometrischen Pixel 379. Von der
Kanalposition der weitergezeichneten Parabeln wurde die Position der gemessenen
Peaks auf den FODIS-Kana¨len abgezogen.
Abbildender Sensor:
Die Messungen wurden im Abstand von ca. zwei Monaten mit der Quecksilber- und
Krypton-Lampe wiederholt. Es wurde bei beiden Messungen u¨ber 450 ms integriert.
Bei der ersten Messung wurden 1000 Frames aufgezeichnet, bei der zweiten 500 Fra-
mes. Es zeigt sich, dass im blauen Bereich die Abweichung gro¨ßer ist als bei gro¨ßeren
Wellenla¨ngen.
FODIS:
Fu¨r die U¨berpru¨fung der FODIS-Reproduzierbarkeit wurde nur die Krypton-Lampe
verwendet. Bei beiden Messungen wurden mit einer Integrationszeit von 500 ms 500
Frames aufgezeichnet. Die Abweichung liegt etwa in der gleichen Gro¨ßenordnung wie
beim abbildenden Sensor.
Peak Differenz Sensorfla¨che Differenz FODIS
[Kanal] [nm] [Kanal] [nm]
Hg1 0.05 0.08 - -
Hg2 0.05 0.08 - -
Hg3 0.05 0.08 - -
Kr1 0.03 0.05 0.02 0.03
Kr2 0.02 0.04 0.02 0.03
Kr3 0.00 0.00 0.02 0.03
Kr4 0.03 0.05 0.02 0.03
Tabelle 3.3: Vergleich zweier Messungen mit Quecksilber- und Kryptonlampe auf
Sensorfla¨che
3.2 Messung mit Monochromator
Wegen der wenigen auswertbaren Spektrallinien unter 692 nm ist hier kein eindeu-
tiger Funktionsverlauf, siehe Kap. 3.1.5, erkennbar. Deshalb wurde versucht, einzel-
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ne Detektorpunkte durch Variation von Beleuchtungs-Wellenla¨nge und -Winkel mit
den Monochromator anzuleuchten. Ziel war es, das Kanalmaximum jedes einzelnen
Punktes zu bestimmen. An Maxima mit jeweils gleicher Wellenla¨nge aber mit unter-
schiedlichen Winkeln sollte eine Parabel angepasst werden ko¨nnen.
3.2.1 Messaufbau CHB
Der AISA Sensor wurde auf die optische Bank der CHB aufgesetzt, Abb. 3.8. Es
wurden sechs Winkel zwischen -21° und +21° mit einem Abstand von 8.4° angefahren
und 15 Wellenla¨ngen von 425 nm bis 894 nm mit einem Intervall von 33,5 nm gewa¨hlt.
Abbildung 3.8: Schematische Darstellung der spektralen Kalibrierung [11].
Somit ergeben sich aus 90 Messpunkten 15 Punktgruppen mit jeweils sechs Punkten
mit derselben Beleuchtungs-Wellenla¨nge aber unterschiedlichen Beleuchtungswinkeln.
An diese Punktgruppen sollen sich spa¨ter 15 Parabeln fitten lassen, die gleichma¨ßig
u¨ber den CCD-Array verteilt sind. Es wurden zwei Messungen, im Wesentlichen
bedingt durch die Spaltweite, durchgefu¨hrt. Mehr dazu unter Abschnitt 3.2.3 und
Kap. 8.1. Beide Messungen wurden zweigeteilt. D.h. zuerst wurden Wellenla¨ngen
von 425 nm bis 559 nm mit Gitter Nr. 1 und Langpassfilter Nr. 1, anschließend von
592,5 nm bis 894 nm mit Gitter Nr. 2 und Kantenfilter Nr. 2 am Monochromator
eingestellt. In jeder dieser Untermessreihen wurde zuerst ein Winkel mit dem Spiegel
angefahren und anschließend die Wellenla¨ngen durchgeschaltet. Die Ausgangsleistung
des Netzteils fu¨r die FEL-Lampe und die Graufilter wurden so gewa¨hlt, dass der
Sensor nicht u¨bersteuert wurde aber dennoch ein gutes Signal-zu-Rauschverha¨ltnis
bestand. Konstant bei beiden Messungen blieb die Eingangsspaltweite von 300 µm.
KAPITEL 3. DER SMILE-EFFEKT 29
Bei Messung Nr. 1 wurde eine Ausgangsspaltweite von 20 µm gewa¨hlt. Im ersten Wel-
lenla¨ngen-Bereich wurde eine Leistung von 72 W an die Lampe angelegt, im zweiten
eine Leistung von 36 W. In beiden Fa¨llen wurde kein Graufilter verwendet.
Fu¨r Messung Nr. 2 wurde die Ausgangsspaltweite auf 77 µm vergro¨ßert. Bei beiden
Wellenla¨ngen-Bereichen wurde eine Leistung von 36 W fu¨r die FEL-Lampe eingestellt.
Von den Graufiltern wurde im ersten Bereich der mit 50 % Transmission, im zweiten
der mit 10 % Transmission gewa¨hlt.
Es wurden pro Punkt 100 Frames mit einer Integrationszeit von 260 ms aufgezeichnet.
Mess- Wellenla¨ngen Winkel Ausgangs- Eingangs- FEL Lampe Grau-
ung von bis von bis spaltweite spaltweite Spannung Strom filter
[nm] [nm] [°] [°] [mm] [mm] [U] [A] Nr.
1 425.0 559.0 -21 +21 0.020 0.300 9.0 8.0 5
1 592.5 894.0 -21 +21 0.020 0.300 6.0 6.0 5
2 425.0 559.0 -21 +21 0.077 0.300 6.0 6.0 4
2 592.5 894.0 -21 +21 0.077 0.300 6.0 6.0 3
Tabelle 3.4: Relevante Parameter fu¨r die Monochromatormessung.
3.2.2 Messergebnisse
Es wurden 90 Einzelaufnahmen mit den unter vorigem Kapitel beschriebenen Para-
metern erzeugt. Fu¨r jede Aufnahme gilt, dass es in geometrischer Richtung neben
dem Kanal mit dem ho¨chsten Signal, d.h. selbe Kanalnummer und aufsteigende geo-
metrische Pixelnummer, es mindestens vier Kana¨le gab, die ein Signal u¨ber dem
Dunkelstrom detektierten. Wa¨hrend der ersten Messung detektierte der Maximalpi-
xel mit dem geringsten Signal ca. 176 DN und der mit dem ho¨chsten ca. 3673 DN.
Bei der zweiten Messung hatten die Maximalpixel eine Signal von ca. 186 DN fu¨r die
Aufnahme mit dem kleinsten und ca. 3673 DN fu¨r die Aufnahme mit dem ho¨chsten
Signal.
3.2.3 Auswertung
Die 100 Frames pro Messpunkt wurden gemittelt und anschließend ausgewertet. In
jedem dieser Mittelwertframes wurde durch eine Softwareroutine der Pixel mit dem
sta¨rksten Signal gesucht. Ausgehend von diesem Pixel wurde in spektraler Richtung
eine Gaußkurve gefittet. Dadurch wurde in geometrischer Richtung eine auf einen
Pixel genaue Maximumspostion ermittelt. In spektraler Richtung eine durch den Fit
genaue, fu¨r die spa¨tere Auswertung relevante, spektrale Position. Durch sechs be-
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rechnete Punkte mit gleicher Wellenla¨nge aber unterschiedlichen Winkeln wurde eine
Parabel gefittet.
Vergleich mit Spektrallampenmessung
Tabelle 3.5 zeigt einen Vergleich von Fitparabeln der Monochromatormessungen mit
naheliegenden Fitparabeln von den Spektrallampenmessungen. Fu¨r die Bestimmung
der Wellenla¨nge der Spektrallampenpeaks wurde das Sensor-Modell aus Kap. 3.1.4
verwendet. Die Spalte Diff (Differenz) ist die eingestellte Wellenla¨nge des Monochro-
mator abgezogen von der Spektrallampen-Wellenla¨nge. Die nachfolgenden Spalten
enthalten den jeweiligen Abstand der Mittelwerte der Fitparabeln in [Pixel] und da-
neben den dazugeho¨rigen Abstand umgerechnet in [nm].
Wellenla¨nge Wellenla¨nge Diff SL - M1 SL - M2 M2 - M1
Spek-Lampe Monochrom
[nm] [nm] [nm] [Pixel] [nm] [Pixel] [nm] [Pixel] [nm]
692.95 693.00 -0.05 -0.08 -0.14 -0.54 -0.92 0.46 0.78
724.52 726.50 -1.98 -1.33 -2.28 -1.74 -2.99 0.41 0.71
759.73 760.00 -0.27 -0.16 -0.28 -0.53 -0.91 0.36 0.63
828.38 827.01 1.37 0.73 1.27 0.49 0.85 0.24 0.42
Tabelle 3.5: Vergleich der ersten (M1) und zweiten (M2) Monochromatormessung mit
der Spektrallampenmessung (SL).
Ein Vergleich der Monochromator-Messungen Nr. 1 mit denen mit Spektrallampen
zeigte, dass sich naheliegende parabolische Fitkurven u¨berschneiden, siehe Abb. 3.9
sowie Abb. 8.2, was einen Widerspruch darstellt. Auch die Positionen der Ausgangs-
punkte, welche die Fit-Parabeln beschreiben, weichen zu stark von einer Parabel-
form ab. Fu¨r diese Abweichungen wurde eine zu geringe Divergenz des kollimierten
Ausgangsstrahls verantwortlich gemacht, siehe auch Kap. 2.2.5. Deshalt wurde eine
zweite Messung mit einem gro¨ßern Ausgangsspalt von 77 µm durchgefu¨hrt. Die neu-
en Messwerte zeigen eine besser an eine Parabel angena¨herte Form, welche auch den
naheliegenden Spektrallampen-Parabeln mehr a¨hnelt. Die neuen Punkte liegen auch
durchwegs auf einem ho¨heren Kanal als die aus der ersten Messung.
Jedoch scheint auch hier die Ausleuchtung der Apertur nicht ausreichend gewesen
zu sein, da es immer noch eine zu große Abweichung zwischen den Fitparabeln gibt.
Vermutlich ist dies trotz ausreichender Divergenz auf eine Verkippung um die Sen-
sorachse in Y-Richtung (β-Winkel) zuru¨ckzufu¨hren, vgl. auch Kap. 2.2.1 und Kap.
2.2.3. Ein Verkippung fu¨hrt wiederum dazu, dass nicht die ganze Apertur ausge-
leuchtet wird. Aus zeitlichen Gru¨nden konnte leider keine weitere Messung mit noch
gro¨ßerem Ausgangsspalt durchgefu¨hrt werden.
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Abbildung 3.9: Monochromator Messung Nr. 1 (gru¨n) und Messung Nr. 2 (rot) mit
dazugeho¨rigen parabolischen Fitkurven bei einer Wellenla¨nge von 693,00 nm. Sowie
eine naheliegende Spektrallinien-Messung bei 692,95 nm (cyan).
3.3 Smile-Korrektur
Da die Monochromatormessungen offenbar fehlerhaft sind, wurde fu¨r die Korrektur
nur die Spektrallampenmessung verwendet. Generell funktionieren die hier beschrie-
benen Korrekturverfahren folgendermaßen: Zuerst wurden, wie in Kap. 3.1.5 beschrie-
ben, an alle Emissions-Peaks Parabeln angepasst. Anschließend wurde daraus durch
die in nachfolgenden Abschnitten beschriebenen Methoden eine Wellenla¨ngenmatrix
erzeugt. Diese entha¨lt fu¨r jedes Detektorelement die berechnete Zentralwellenla¨nge.
Abschließend erfolgt die eigentliche Korrektur. Durch Kenntnis der Wellenla¨nge jedes
Kanals von jedem geometrischen Pixel ko¨nnen nun Sensor-Rohdaten, mit Hilfe von
Spline-Interpolation, korrigiert werden.
3.3.1 Wellenla¨ngenmatrix-Berechnung mit Polynomen
Mit den Fitparabeln von den Spektrallampenmessungen von Abschnitt 3.1.5 wurde
fu¨r jeden geometrischen Pixel jeweils der zugeho¨rige Kanal-Positionswert berechnet.
Der Grund, dass nicht direkt die Gauß-Peak-Positionen hierfu¨r verwendet wurden
liegt darin, mo¨gliche Einflu¨sse von Gaußfit- und Messungenauigkeiten zu minimieren.
Somit ergaben sich fu¨r jeden der 364 geometrischen Pixel zehn Punkte, welche die
Postition auf dem Array beschreiben. Fu¨r jeden geometrischen Pixel wurde durch
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diese zehn Punkte ein Polynom 5. Grades gefittet, abha¨ngig von Wellenla¨nge und
Arrayposition. Mit diesen 364 Polynomen wurde, durch einsetzen der Kanalnummer,
fu¨r jedes Detektorelement die Zentralwellenla¨nge berechnet, so dass man eine 364 ×
286 Matrix erhielt. Die nach dieser Methode berechnete Matrix wird im weiteren
Verlauf dieser Arbeit als PWLM (Polynom-Wellenla¨ngen-Matrix) bezeichnet.
3.3.2 Wellenla¨ngenmatrix-Berechnung mit Smile-Modell
Aus dem unter Kap. 3.1.5 erstellten Smile-Modell wurde ein Verfahren zur Wel-
lenla¨ngenmatrix-Berechnung entwickelt.
An die Parameter YS, CS und a, aus Gleichung 3.4, wurde jeweils ein Polynom
2. Grades angefittet. Somit ergaben sich folgende Fit-Gleichungen:
a(λ) = A0 + A1 · λ+ A2 · λ2 (3.5)
YS(λ) = YS0 + YS1 · λ+ YS2 · λ2 (3.6)
CS(λ) = CS0 + CS1 · λ+ CS2 · λ2 (3.7)
An, YSn, und YSn sind Fitparameter
Setzt man diese Parameter in die Gleichung 3.4 ein, erha¨lt man:
c(y, λ) = (A0+A1·λ+A2·λ2)·(y−(YS0+YS1·λ+YS2·λ2))2+(CS0+CS1·λ+CS2·λ2) (3.8)
Weil keine analytische Mo¨glichkeit gefunden wurde, diese Gleichung nach λ auf-
zulo¨sen, wurde durch Einsetzen der jeweiligen Pixelkoordinaten c und y fu¨r jeden
Pixel die zugeho¨rige Wellenla¨nge numerisch berechnet. Auf diese Weise wurde eine
364 × 286 Matrix erzeugt, welche im weiteren Verlauf SMWLM (Smile Model Wel-
lenla¨ngen Matrix) genannt wird.
3.3.3 Wellenla¨ngenmatrix-Berechnung mit Smile-Modell
und Nadir-Wellenla¨nge
Es zeigte sich, dass der Parameter CS des Smile-Modells den gro¨ßten Einfluss auf die
Wellenla¨ngenkalibrierung hat und die beiden anderen Parameter YS und a v.a. durch
den Smile-Effekt beeinflusst werden. CS wurde zuvor, bedingt durch die wenigen
Ausgangspunkte und deren ungu¨nstigen Verteilung, durch ein Polynom 2. Grades
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beschrieben. Es stellte sich aber heraus, dass erst ein Polynom 5. Grades den Verlauf
von CS hinreichend genau beschreibt.
Da es fu¨r den AISA-Sensor eine bereits bestehende Wellenla¨ngenkalibrierung fu¨r die
Zentralkana¨le gab, wurde diese fu¨r die Wellenla¨ngenmatrix-Berechnung mit verwen-
det. Fu¨r 258 der 286 Nadir-Kana¨le war die Zentralwellenla¨nge bekannt. Durch Um-
stellen der Formel 3.4 nach
CS(λ) = c− a(λ) · (191− YS(λ))2 (3.9)
ließ sich fu¨r jeden der gegebenen 258 Zentral-Kana¨le, durch Einsezten der zugeho¨rigen
Wellenla¨ngen und Pixelpositionen, jeweils CS berechnen. a(λ) und YS(λ) wurden
weiterhin durch die Gleichungen 3.5 und 3.6 gegeben. Aus den neuberechneten Werten
fu¨r CS wurde ein Fitpolynom 5. Grades CSnew(λ) erzeugt.
CSnew(λ) = CS0 + CS1 · λ+ CS2 · λ+ CS3 · λ+ CS4 · λ+ CS5 · λ (3.10)
Anschließend wurde wie unter Kap. 3.3.2, mit CSnew(λ) anstatt CS(λ), mit der Wel-
lenla¨ngenmatrix-Berechnung fortgefahren. Die auf diese Art erzeugte Matrix wird im
Weiteren KSMWLM (Kalibriert Smile Model Wellenla¨ngen Matrix) genannt.
3.3.4 Wellenla¨ngenmatrix Berechnung - FODIS
Wie unter Abschnitt 3.1.5 beschrieben, schneiden sich die Smilekurve der Sensorfla¨che
und die FODIS-Linien beim geometrischen Pixel 379. Deshalb wurde davon ausge-
gangen, dass dies auch fu¨r die restlichen Wellenla¨ngen der Fall ist. Somit wurden die
Wellenla¨ngen vom geometrischen Pixel 379 aus dem Smile-Modell mit kalibrierten
Zentralwellenla¨ngen berechnet. Ausgehend vom geometrischen Pixel 379 wurden die
Wellenla¨ngen fu¨r die nebenliegenden geometrischen Pixel bestimmt. Da die Steigun-
gen der Fitgeraden zwar die gleiche Gro¨ßenordnung haben, aber die A¨nderung der
Steigung keiner Funktion folgt, wurden die Wellenla¨ngen der nebenliegenden Pixel
durch die mittlere Steigung von -0.214 Pixel aller Fitgeraden berechnet.
3.3.5 Korrektur von Rohdaten
Mit der Kenntnis der Wellenla¨nge jedes einzelnen Pixels, gegeben durch die Wel-
lenla¨ngenmatrix, kann nun ein mit Smile behaftetes Bild korrigiert werden. Zusa¨tzlich
ist ein Vektor no¨tig der die Wellenla¨ngen entha¨lt, auf welche die Kana¨le korrigiert
werden sollen - ein sog. Referenz-Wellenla¨ngen-Vektor (kurz: RWV). Durch Interpo-
lation mit B-Splines 3. Grades werden fu¨r diese Wellenla¨ngen die Intensita¨ten aus den
Rohdaten berechnet. So erha¨lt man ein Smile-korrigiertes Ausgabearray, bei welchem
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alle geometrischen Pixel die selben Kana¨le haben. Auf die gleiche Weise wird auch
bei den FODIS Pixeln verfahren.
3.3.6 Vergleich der Wellenla¨ngenmatrizen mit NADIR-
Wellenla¨ngen
Fu¨r eine Abscha¨tzung des Fehlers, den die berechneten Wellenla¨ngenmatrizen ge-
genu¨ber denen nach [8] kalibrierten Nadir-Kana¨len haben, wurde von diesen Kana¨len
die entsprechenden Werte der Matrizen abgezogen, vgl. Abb. 3.10. Um die durch-
schnittliche Abweichung der Nadir-Werte der Matrizen zu der Kalibrierung nach [8]
zu bestimmen, wurde die Standardabweichung bestimmt. Dass der AISA zwischen
den Messungen von [8] und den Messungen fu¨r diese Arbeit gedrifted ist, kann nicht
ausgeschlossen werden.
Abbildung 3.10: Abweichung zu kalibrierten Nadir-Wellenla¨ngen. Kalibrierte Nadir-
Wellenla¨ngen, nach [8], abgezogen von PWLM (rot), SMWLM (gru¨n) und NSMWLM
(blau).
Die Standardabweichung ist fu¨r die mit dem Smile-Modell berechneten Wellenla¨ngen-
matrix (SMWLM) mit 0,58 nm am ho¨chsten. Fu¨r die mit dem Polynomen berechnete
WLM (PWLM) liegt sie bei 0,45 nm. Um eine Gro¨ßenordnung niedriger ist sie fu¨r die
KSMWLM, mit einem Wert von 0,09 nm.
Abb. 3.10 besta¨tigt dies und zeigt, dass die Abweichung bis auf den Bereich um Pixel
200, fu¨r die PWLM und die SMWLM sehr hoch ist. Dies la¨st sich darauf zuru¨ckfu¨hren,
KAPITEL 3. DER SMILE-EFFEKT 35
dass hier nur drei Peaks der Quecksilberlampe fu¨r die Kalibrierung verfu¨gbar waren.
Desweiteren nimmt der Fehler fu¨r die SMWLM bei Anna¨herung zu Kanal 285 wieder
zu. Der geringste Fehler ist um Kanal 200. Hier liegen viel Spektrallampen-Peaks,
wodurch dies erkla¨rt werden kann.
Betrachtet man die die Differenz zwischen KSMWLM und [8] zeigt sich eine Wellen-
form die sich komplet u¨ber alle Kana¨le durchzieht. Diese Wellenform stammt aus den
Kalibrierdaten von [8]. Dies la¨st sich besonders im Bereich bei Kanal 200 erkennen,
da hier bei allen drei Kurven ein a¨hnlicher Verlauf erkennbar ist.
Vergleicht man die Differenz von KSMWLM zu der Kalibrierung nach [8] mit der Dif-
ferenz zwischen nach [8] kalibrierten Kana¨l zu einem Fitpolynom 5. Grades, zeigt sich,
dass dies an der Interpolationsart der Messwerte liegt. In beiden Fa¨llen wurden die
Zentralwellenla¨ngen durch ein Polynom 5. Grades interpoliert, siehe Abb. 3.11. Man
kann somit sagen, dass die Korrektur mit KSMWLM, ohne eine bestehende Kalibrie-
rung merklich zu beeinflussen, durchgefu¨hrt werden kann. Ob jedoch die spektrale
Verteilung auf dem Detektorarray auf diese Weise schwankt oder dies ein Messfehler
ist, konnte nicht gekla¨rt werden.
Abbildung 3.11: Abweichungen zwischen Wellenla¨ngenkalibrierung und Fitpolynom
5. Grades (blau) und Abweichung zwischen KSMWLM Nadir und Wellenla¨ngenkali-
brierung (rot).
Tabelle 3.6 zeigt, bei welcher Nadir-Kanalposition sich die jeweiligen Emissionspeaks
befinden. Daneben sind die resultierenden Wellenla¨ngen aufgelistet, die einmal aus
der Kanalposition und der Kalibrierung sowie nach dem Sensor-Modell, berechnet
wurden. Eine weitere Spalte zeigt die Abweichung zwischen Kalibrierung und Modell.
Die letzten beiden Spalten geben die Sta¨rke des Smile-Effekts bei den jeweiligen
Positionen wieder. Woher diese relativ hohen Abweichungen zwischen Kalibrierung
und Sensor-Modell kommen, ist nicht bekannt. Ob dies aus der Berechnung durch das
Sensor-Modell oder einer fehlerhaften Kalibrierung resultiert, konnte nicht gekla¨rt
werden.
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Peak Peak Wellenla¨ngen Wellenla¨ngen Abweichung Smile
Pos. Kalibrierung Modell Kal. - Mod. Std. Abw. Max-Min
[Pixel] [nm] [nm] [nm] [Pixel] [Pixel]
Hg1 10,43 435,52 435,69 0,17 0,64 2,19
Hg2 79,71 546,01 546,08 0,07 0,56 1,97
Hg3 99,05 577,93 578,69 0,76 0,53 1,90
Ne1 166,89 692,33 692,95 0,61 0,41 1,52
Ne2 172,88 702,56 703,09 0,53 0,40 1,50
Ne3 185,31 723,85 724,52 0,67 0,39 1,46
Kr1 205,86 759,15 759,73 0,58 0,35 1,32
Kr2 235,52 810,29 810,52 0,23 0,35 1,17
Kr3 245,71 827,90 828,38 0,48 0,29 1,09
Kr4 274,06 876,95 877,59 0,64 0,27 1,00
Ar1 235,62 810,47 811,13 0,66 0,31 1,17
Tabelle 3.6: Werte vor der Korrektur. Vergleich Nadir Wellenla¨nge berechnet nach
Kalibrierung (mit Fitpolynom, Standardabweichung zu Werten 0,09) und nach Sen-
sormodell. Die letzten beiden Spalten gegen Ausku¨nft u¨ber die Sta¨rke des Smile-
Effekts. Einmal angegeben als erste Standardabweichung und als Maximal minus
Minimalwert.
3.3.7 Vergleich Korrekturarten
Fu¨r die Validierung der Korrektur, wurden die Spektrallampenmessungen mit Hilfe
der verschieden WLM korrigiert. Es wurde jeweils der selbe RWV verwendet, um eine
Vergleichbarkeit zu gewa¨hrleisten. In die korrigierten Bilder wurde wie bereits unter
Kap. 3.1.5 fu¨r die unkorrigierten Aufnahmen beschrieben fu¨r jeden geometrischen
Pixel Gaußkurven in die Emissionspeaks gefittet.
Tabelle 3.7 entha¨lt die Mittelwerte der Gauß-Maxima-Position und die zugeho¨rige
Standardabweichung. In Spalte zwei und drei stehen die erwarteten Pixel-Positionen
der einzelnen Emissionspeaks. Berechnet wurden diese aus dem RWV und den
Wellenla¨ngen, die sich nach dem Sensormodell bzw. die sich aus der spektralen
Kalibrierung ergeben, mittels linearer Interpolation. Es zeigt sich, dass die Wer-
te der PWLM am besten mit denen der erwarteten Position nach dem Sensor-
modell u¨bereinstimmen. Aber dennoch ergibt sich fu¨r die Argonlampe, die nicht
fu¨r die WLM-Berechnung herangezogen wurde, eine Abweichung von 0,37 nm (=
(233,92−233,70)·1,656 nm). Die Standardabweichungen sind fu¨r diese Matrix am
kleinsten und somit ist der Restfehler zwischen gleichartigen Kana¨len am geringsten.
Wesentlich schlechter stimmen die Positionen der einzelnen Peaks fu¨r die SMWLM
mit den zu erwartenden Positionen u¨berein. Ebenso sind die Standardabweichungen
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durchschnittlich ho¨her als die fu¨r die PWLM. Wie bereits unter Kap. 3.3.6 ange-
deuted zeigt sich fu¨r die KSMWLM, dass diese Berechnungsart die Smilekorrektur
nahezu unabha¨nig von einer bestehenden Kalibrierung macht. So stimmen die Po-
sitionen bis auf 0, 01 Pixel mit denen fu¨r die Kalibrierung erwarteten u¨berein. Die
Standardabweichungen bewegen sich alle im Bereich der SMWLM.
Peak Erwartete Erwartete Pos. PWLM Pos. SMWLM Pos. KSMWLM
Pos. Kal Pos. SenM Mean Std. Abw. Mean Std. Abw. Mean Std. Abw.
[Pixel] [Pixel] [Pixel] [Pixel] [Pixel] [Pixel] [Pixel] [Pixel]
Hg1 7,08 7,26 7,18 0,02 6,75 0,02 7,08 0,02
Hg2 73,79 73,83 73,89 0,01 74,57 0,02 73,78 0,02
Hg3 93,07 93,84 93,42 0,01 93,79 0,02 93,05 0,02
Ne1 162,14 162,52 162,59 0,01 162,36 0,01 162,15 0,01
Ne2 168,32 168,73 168,73 0,01 168,50 0,01 168,33 0,01
Ne3 181,17 181,58 181,49 0,01 181,26 0,01 181,16 0,01
Kr1 202,49 202,72 202,73 0,01 202,54 0,01 202,50 0,01
Kr2 233,37 233,54 233,59 0,01 233,53 0,01 233,37 0,01
Kr3 244,00 244,30 244,28 0,01 244,28 0,01 244,01 0,01
Kr4 273,62 273,93 273,99 0,01 274,34 0,02 273,60 0,02
Ar1 233,47 233,92 233,70 0,01 233,63 0,01 233,47 0,01
Tabelle 3.7: Vergleich der einzelnen Korrekturverfahren, Werte aus neu erzeugtem
Bild mit Konstanten Pixelabstand von 1,656 nm. Die ersten beiden Spalten die er-
wartete Position nach der Kalibrierung von [8] und die erwartete Position nach dem
Sensormodell.
Abb. 3.12 zeigt die resultierenden Positionen und die restliche Verzerrung fu¨r den
ersten Quecksilber Peak in Abha¨ngigkeit von den verwendeten WLM.
Tabelle 3.8 gibt die sich ergebenden Werte fu¨r die FODIS-Pixel wieder. Die Standard-
abweichung ist im Vergleich zu denen fu¨r die WLMs ho¨her. Die Positionen stimmen
bis auf die zweite Nachkommastelle mit den erwarteten Positionen der Kalibrierung
u¨berein.
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Abbildung 3.12: Vergleich der Korrekturen von Hg Peak 1. PWLM (rot), SMWLM
(gru¨n) und KSMWLM (blau).
Peak Erwartete Erwartete FODIS Korrektur
Pos. Kal Pos. SenM Mean Std. Abw. Max-Min
[Pixel] [Pixel] [Pixel] [Pixel] [Pixel]
Hg1 7,08 7,26 7,15 0,03 0,07
Hg2 73,79 73,83 73,74 0,03 0,07
Hg3 93,07 93,84 93,05 0,03 0,08
Ne1 162,14 162,52 162,19 0,02 0,04
Ne2 168,32 168,73 168,36 0,02 0,04
Ne3 181,17 181,58 181,16 0,02 0,04
Kr1 202,49 202,72 202,52 0,00 0,01
Kr2 233,37 233,54 233,38 0,01 0,04
Kr3 244,00 244,30 244,05 0,01 0,02
Kr4 273,62 273,93 273,53 0,02 0,05
Ar1 233,47 233,92 233,46 0,01 0,04
Tabelle 3.8: Korrigierte FODIS-Daten. Werte aus neu erzeugtem Bild mit konstanten
Pixelabstand von 1,656 nm. Die erwarteten Werte nach dem Sensor-Modell wurden
linear ausgehend von Wellenla¨ngen aus Tabelle 3.1 und dem Referenz-Wellenla¨ngen-
Vektor interpoliert.
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3.4 Vergleich der Messergebnisse mit der Theorie
Die Messergebnisse ko¨nnen gro¨ßtenteils durch die Formeln aus Kapitel 2.1.5 erkla¨rt
werden. Die Messergenisse von Tabelle 3.6 zeigen eine sta¨rkere Kru¨mmung fu¨r kleinere
Wellenla¨ngen. Abbildung 3.13 zeigt die Dispersionskurve der mit hoher wahrschein-
lichkeit im Sensor fu¨r die Prismen verwendete Glassorte BK7. Nimmt man Formel 2.6
fu¨r den Radius der Kru¨mmung und ∂Θ
∂n
als konstant an, dann wird der Radius ρ fu¨r
kleine n kleiner und somit die Kru¨mmung gro¨ßer. Betrachtet man Abbildug 3.6(a)
erkennt man, dass sich die A¨nderung der Kru¨mmung im Bereich u¨ber 550 nm linear
verha¨lt. Der letzte Messpunkt weicht jedoch verha¨ltnisma¨ßig stark von einem linearen
Verlauf ab. Dieser kann jedoch aufgrund der großen Anzahl von 364 Parabelfitpunkte
als relativ zuverla¨ssig betrachtet werden. Abbildung 3.13 zeigt, dass auch der Verlauf
der Dispersionskurve im Spektralbereich des Sensors u¨ber 550 nm nahezu linear ist.
Abbildung 3.13: Dispersionskurve von BK7.
Kapitel 4
Der Keystone-Effekt
Wie in Abschnitt 2.1.5 erla¨utert, handelt es sich bei Keystone um einen geometri-
schen Fehler. Um diesen kenntlich zu machen und zu korrigieren, wurden in folgenden
Unterabschnitten beschriebene Verfahren entwickelt und Messungen durchgefu¨hrt.
4.1 Messung mit Kollimator
Mit dem Kollimator wurde ein Spalt des Spaltrades auf die Sensorapertur abgebildet.
Da die verwendete Lampe Licht u¨ber den gesamten Spektralbereich des Sensors emit-
tiert, ließ sich die geometrische Positionsa¨nderung auf dem gesamten Detektorarray
in Abha¨ngig der Kanalnummer bestimmen.
Abbildung 4.1: Schematische Darstellung der geometrischen Kalibrierung [11].
40
KAPITEL 4. DER KEYSTONE-EFFEKT 41
4.1.1 Messaufbau
Die Sensor-Apertur wird mit einem senkrechten Spalt unter verschiedenen Winkeln
beleuchetet. Zur Validierung dieser Methode wurde die LSF bei einem dieser Win-
kel bestimmt. Abbildung 4.1 zeigt die schematische Darstellung der geometrischen
Kalibrierung mit der CHB.
Abbildung 4.2: Ausleuchtung der Sensor-Apertur mit senkrechten Spalt (a) und LSF-
Messung, durch Verfahren in across-track Richtung eines quer dazu ausgerichteten
Spaltes (b).
Senkrechter Spalt
Der auf die optische Bank justierte AISA-Sensor wurde mit Spalt Nr. 2 bei einer ersten
Messung unter den Winkeln -19°; -14°; -9°; -4°; 1°; 6°; 11°; 16° und 21° angeleuchtet,
siehe Abb. 4.2a. Die Lampe wurde wa¨hrend sa¨mtlicher Messungen mit einem Strom
von 6 A bei einer Leistung von 36 W betrieben. Da wa¨hrend der ersten Messung keine
zur 0°-Achse symmetrischen Winkelwerte eingestellt waren, wurde diese mit Werten
von -21°; -16,8°; -12,6°; -8,4°; -4,2°; 0°; 4,2°; 8,4°; 12,6°; 16,8° und 21° wiederholt.
Bei jeder Einzelaufnahme wurden 100 Frames mit einer Integrationszeit von 260 ms
KAPITEL 4. DER KEYSTONE-EFFEKT 42
aufgezeichnet.
LSF-Messung - horizontaler Spalt
Um die Methode mit dem senkrechten Spalt zu u¨berpru¨fen, wurde die LSF fu¨r einen
Pixel bei etwa 21° gemessen. Es wurden 16 Winkel, mit einem Abstand von 0.02°
abgefahren: 21,15°; 21,13°; 21,11°; 21,09°; 21,07°; 21,05°; 21,03°; 21,01°; 20,99°; 20,97°;
20,95°; 20,93°; 20,91°; 20,89°; 20,87°; 20,85°. Mit Spalt Nr. 4 wurde die Messung wie
durch Abb. 4.2b veranschaulicht durchgefu¨hrt. Auch hier wurden bei jeder Einzelauf-
nahme 100 Frames mit einer Integrationszeit von 260 ms aufgezeichnet.
4.1.2 Messergebnisse
Senkrechter Spalt
Wie unter vorherigem Abschnitt beschrieben, wurden wa¨hrend der ersten Messung
neun Einzelaufnahmen erzeugt. Durch die zweite Messung wurden elf Einzelaufnah-
men generiert. Die Aufnahmen zeigen, dass etwa 12 benachbarte geometrische Pixel
beleuchtet wurden. Die Maximalwerte der Anregung lagen zwischen 1322 DN und
1618 DN. Abbildung 4.3 zeigt die spektrale Intensita¨tsverteilung fu¨r den Nadir-Pixel.
Es ist deutlich zu erkennen, dass bei niedrigen Kana¨len nur noch ein geringes Signal
vorhanden ist.
Abbildung 4.3: Spektrale Intensita¨tsverteilung u¨ber alle Kana¨le des Nadir-Pixels
(Messung 2).
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LSF-Messung - Spalt in along-track Richtung
Es wurden 16 Einzelaufnahmen erzeugt. Die maximalen Signale lagen zwischen dem
geometrischen Pixel 343 fu¨r 20,85° und dem geometrischen Pixel 346 fu¨r 21,15°. Diese
Maximalwerte lagen etwa im Bereich von 840 DN. Etwa acht in geometrischer Rich-
tung nebeneinander liegende Pixel detektierten ein Signal.
4.1.3 Auswertung
Von jeder Einzelmessung wurde aus den 100 Einzelbilder ein Mittelwertsbild gebildet
und diese wurden anschließend ausgewertet.
Senkrechter Spalt
Um die Zentralpositionen zu bestimmen, wurde in geometrischer Richtung an die
Werte Gauß-Kurven gefittet. Abbildung 4.4 zeigt die detektierten Signale von Kanal
50, 100 und 200 sowie die zugeho¨rigen Fitkurven bei einem Spiegelwinkel von 0°. An
die Zentralpositionen u¨ber Kanal 50 konnte jeweils eine Parabel angefittet werden.
Wurde jedoch u¨ber alle Zentralpositionen gefittet, konnte keine Parabel hinreichend
genau angepasst werden. Erst ein Polynom 4. Grades konnte den Verlauf nachbilden,
Abb. 4.5(a).
Abbildung 4.4: Beleuchtung mit senkrechtem Spalt. Detektierte Signale und zugeho¨ri-
ge gaußsche Fitkurven bei einem Spiegelwinkel von 0°. Kanal 50 (rot), Kanal 100
(gru¨n) und Kanal 200 (rot).
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Es zeigte sich, dass die Signalsta¨rke bei den niedrigeren Kana¨len sehr gering ist,
Abb. 4.3. Verantwortlich hierfu¨r ist das spektrale Emissionsverhalten der verwendeten
Lampe.
LSF-Messung - horizontaler Spalt
Aus den 16 Einzelmessungen wurden fu¨r Pixel [98,344] ([Kanal, geometrischer Pixel])
die Intensita¨t in Abha¨ngigkeit von den Einfallswinkeln aufgetragen. Da der Kurven-
verlauf nicht gaußfo¨rmig war, wurde durch lineare Gewichtung ein Zentralwinkel von
20,97° ermittelt.
4.2 Messung mit Monochromator
Wie bereits unter Abschnitt erla¨utert, war bei der Kollimatormessung das Signal
unterhalb von Kanal 50 (unterhalb einer Wellenla¨nge von 500 nm) relativ schwach,
siehe Abb. 4.3. In diesem Bereich wich auch der Verlauf der Zentralpositionen im
Gegensatz zu dem Kurvenverlauf bei den Kana¨len von 50 bis 286 von einer Parabel ab,
siehe Abb. 4.5(b). Zur Kontrolle der Messergebnisse in Bereich unterhalb von Kanal
50 wurde eine Monochromatormessung durchgefu¨hrt. Das Signal-zu-Rauschverha¨ltnis
war zu gering, um eine verla¨ssliche Aussage u¨ber die Zentralposition in diesem Bereich
treffen zu ko¨nnen. Ziel war es durch Anfahren mehrerer verschiedener Punkte bei
unterschiedlichen Wellenla¨ngen und Winkeln den Kurvenverlauf auch fu¨r den Bereich
unterhalb von Kanal 50 kenntlich zu machen.
4.2.1 Messaufbau
Der prinzipielle Messaufbau ist wie der aus Kapitel 3.2. Es wurden Winkel von 21°;
16,8°; 12,6°; 8,4°; 4,2°; 0°; -4,2°; -8,4°; -12,6°; -16,8° und -21° angefahren. Bei jedem die-
ser Winkel wurden Messungen mit den Wellenla¨ngen 430 nm, 460 nm und 490 nm mit
dem ersten Gitter und Langpassfilter Nr. 1 sowie eine Messung mit 580 nm mit Gitter
Nr. 2 und Langpassfilter Nr. 2 mit dem Monochromator durchgefu¨hrt. Die QTH 150
Lampe wurde mit einem Strom von 8 A bei einer Leistung von 72 W betrieben. Der
letzte Punkt mit 580 nm sollte dazu dienen, die Positionierung gegenu¨ber der zweiten
Monochromator-Messung zu u¨berpru¨fen und sollte daher Deckungsgleich mit dieser
sein. Es wurden bei einer Integrationszeit von 260 ms 100 Frames pro Einzelmessung
aufgenommen.
4.2.2 Messergebnisse
In geometrischer Richtung ergaben sich 12 Pixel, die Messsignale u¨ber dem
Dunkelstrom-Wert lieferten. Die Messsignale u¨ber diese Pixel hatten einen gaußfo¨rmi-
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(a) Beleuchtung mit senkrechtem Spalt und Winkeleinstellung des Um-
lenkspiegels von 21°. Zentralpositionen vor der Korrektur (blau), zu-
geho¨riges Fitpolynom 4. Grads (rot) und Gaußfit-Peaks nach der Kor-
rektur (gru¨n). Als Referenz-Winkel-Vektor wurde Kanal 143 der Win-
kelmatrix benutzt.
(b) Zentralpositionen unter einem Beleuchtungswinkel von -21° (blau).
Polynomfit u¨ber alle Zentralpositionen (gru¨n) und Parabelfit u¨ber Kanal
50 und ho¨her (rot).
Abbildung 4.5: Zentralpositionen ermittelt durch Gaußfits. Beleuchtungswinkeln von
21° bzw. -21°.
KAPITEL 4. DER KEYSTONE-EFFEKT 46
gen Verlauf.
4.2.3 Auswertung
Aus den 100 Frames der Messungen wurde der Mittelwert bestimmt. In jedem ge-
mittelten Einzelbild wurde der Pixel bestimmt, der das ho¨chste Signal detektierte.
Ausgehend von diesem Punkt wurde in geometrischer Richtung eine Gaußkurve ge-
fittet, um die Zentralpositionen zu bestimmen.
4.3 Vergleich Messergebisse Monochromator -
Kollimator
Vergleicht man die Messungen fu¨r den Kanal 98, stellt sich heraus, dass sich bei
der LSF Messung ein mittlerer Winkel von 20,97° fu¨r den 344. geometrischen Pixel
ergibt. Da ein Winkel bei der Messung mit dem senkrechten Kollimator-Spalt und
dem Monochromator von 21° vorgegeben war, wurde die Koordinate bestimmt, bei
welcher das Signal-Maximum liegt. Dies war fu¨r die Kollimatormessung bei einem
geometrischen Pixel von 344,24 und bei der Monochromatormessung bei dem Pixel
339,11.
Geht man von einem IFOV von 0,135° nach [15] aus, lassen sich folgende Relationen
zwischen der LSF-Messung und den anderen Messungen erstellen. Fu¨r einen Abstand
von 0,24 geometrischen Pixel zwischen LSF Messung und senkrechter Spalt-Messung
ergibt sich ein Winkelunterschied von 0,03°. Dies ist genau der Winkelunterschied
zwischen dem Zentralwinkel von Pixel [98;344] zur Pixelposition [98;344,24]. Somit
sind die LSF-Messung und die Messung mit dem senkrechten Spalt in sich konsistent.
Zwischen Monochromator und LSF Messung ergibt sich jedoch ein Winkelunterschied
von 0,66°, womit diese Messmethode nicht fu¨r eine geometrische Charakterisierung
geeignet scheint.
Betrachtet man den Ausgangspalt des Monochromators, stellt sich die Ursache fu¨r
dieses Problem heraus. Der Spalt ist halbmondfo¨rmig gebogen und inhomogen aus-
geleuchtet. Desweiteren ist dieser in vertikaler Richtung, parallel zum Sensorspalt,
die Position nicht geometrisch ausgerichtet, dies zeigt Abb. 4.6. Bei einer nicht aus-
reichend genauen Ausrichtung zwischen Sensorachse und der Achse der optischen
Bank besteht auch die Mo¨glichkeit, dass bei Vera¨nderung des Spiegelwinkels Teile
des Spalts aus der Sensorapertur laufen oder eintreten.
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Abbildung 4.6: Spaltbild des Monochromators [18].
4.4 Keystone-Korrektur
Prinzipiell la¨uft die Keystone-Korrektur wie die Smile-Korrektur mit PWLM ab. Fu¨r
die Korrektur wurden die beiden Kollimatormessungen mit dem senkrechten Spalt
verwendet. Wie in Kapitel 4.2 beschrieben, wurde durch alle Peaks Polynome 4.
Grades gefittet. Daraus wurde eine Winkelmatrix berechnet, die fu¨r jedes Detekto-
relement des abbildenden Sensors den tatsa¨chlichen Blickwinkel entha¨lt, Kap. 4.4.1.
Durch Spline-Interpolation erfolgt die Korrektur von Rohdaten, Kap. 4.4.2. Fu¨r FO-
DIS war keine korrektur no¨tig, da dies kein abbildender Sensor ist und dieser somit
unter keinem geometrischen Fehler wie Keystone leiden kann.
4.4.1 Winkelmatrix-Berechnung
Mit den Fitpolynomen 4. Grades von Abschnitt 4.2 wurden fu¨r jeden Kanal die zu-
geho¨rige Position auf dem Detektor berechnet. Wie bei der PWLW-Berechnung aus
Abschnitt 3.3.1 sollten Einflu¨sse durch Mess- und Gaußfitungenauigkeite reduziert
werden. Da die Daten der ersten und zweiten Messung verwendet wurden, ergaben
sich fu¨r jeden der 286 Kana¨le 20 Punkte. Diese Punkte, welche die Position auf
dem Detektorarray beschreiben wurden in Abha¨ngigkeit zu den jeweiligen Beleuch-
tungswinkeln gebracht. Durch ein Fitpolynom 5. Grades konnten nun die Zentralwin-
kel jedes Detektorelements interpoliert werden. Somit erhielt man einen 286 × 364
Winkel-Matrix.
4.4.2 Korrektur von Rohdaten
Die Keystone-Korrektur von Rohdaten funktioniert auf die gleiche Weise wie bei der
Smile-Korrektur. Fu¨r die Korrektur ist ein Vektor no¨tig, der die Winkel entha¨lt auf
welche die einzelnen geometrischen Pixel korrigiert werden sollen. Dieser kann linear
aufsteigende Winkelwerte enthalten, wodurch die Aufnahme auch entzerrt wird oder
KAPITEL 4. DER KEYSTONE-EFFEKT 48
aber auch Werte von einer Kanal-Reihe der Winkelmatrix. Ein zentraler Kanal wie
143 scheint hierfu¨r besonders gut geeignet. Aus den Rohdaten ko¨nnen nun fu¨r die
durch den Vektor festgelegten Winkel mittels B-Splines 3. Ordnung, die sich neu
ergebenden digitalen Werte interpoliert werden.
4.4.3 Korrekturergebnisse
Um die Wirksamkeit der Keystone-Korrektur zu u¨berpru¨fen, wurde diese auf die
Rohdaten der zweiten Messung angewandt. Wie unter Abschnitt 4.1.3) beschrieben,
wurden Gaußkurven in die korrigierten und unkorrigierten Aufnahmen gefittet und
die Arrayposition fu¨r jeden Kanal in Abha¨ngigkeit des Beleuchtungswinkels gebracht.
Als Referenz-Winkel-Vekor wurde Kanal 143 der Winkel-Matrix verwendet. Abbil-
dung 4.5(a) zeigt fu¨r einen Beleuchtungswinkel von 21° die Arraypositionen vor der
Korrektur mit zugeho¨rigem Fitpolynom und die Arrayposition nach der Korrektur.
Die Positionen der korrigierten Aufnahme schwanken unterhalb von Kanal 50 um
bis zu 0,35 Pixel. Vergleicht man die unkorrigierte Aufnahme mit dem entprechenden
Fitpolynom, sieht man, dass auch hier unterhalb von Kanal 50 die Positionen sta¨rker
voneinander abweichen als im restlichen Bereich. Ursa¨chlich hierfu¨r ist das verha¨lt-
nisma¨ßig geringe Emissionsverhalten der verwendeten Lampe unterhalb von 500 nm,
vgl. auch Abb. 4.3. Die geringen Signalsta¨rken fu¨hren zu schlechteren Gaußfits und
somit zu einer gro¨ßeren Fluktuation der ermittelten Positionen.
Winkel Vor Korrektur Nach Korrektur
Mean Max-Min Std. Abw. Mean Max-Min Std. Abw.
[°] [Pixel] [Pixel] [Pixel] [Pixel] [Pixel] [Pixel]
-21 38,43 1,95 0,58 38,76 0,05 0,01
-16,8 70,17 1,83 0,54 70,27 0,05 0,01
-12,6 100,86 1,65 0,48 101,07 0,05 0,01
-8,4 131,21 1,39 0,40 131,37 0,08 0,02
-4,2 161,24 1,10 0,32 161,36 0,10 0,02
0 191,20 0,92 0.,7 191,28 0,095 0,03
4,2 221,07 0,53 0,15 221,10 0,05 0,01
8,4 251,14 0,26 0,06 251,12 0,09 0,02
12,6 281,52 0,36 0,09 281,44 0,10 0,03
16,8 312,56 0,50 0,13 312,43 0,08 0,02
21 344,40 0,71 0,19 344,22 0,04 0,01
Tabelle 4.1: Vergleich von Zentralpositionen vor der Korrektur und nach der Korrek-
tur. Fu¨r alle Kana¨le u¨ber 50.
In Tabelle 4.1 sind die ermittelten Werte von den korrigierten und unkorrigierten Roh-
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daten gegenu¨bergestellt. Die Daten beziehen sich nur auf Kanal 50 und ho¨her. Fu¨r
die einzelnen Aufnahmen wurde der jeweilige Mittelwert der geometrischen Position
gebildet, die Differenz zwischen Maximal sowie Minimalwert und die Standardabwei-
chung bestimmt. Aus diesen Werten la¨sst sich eine Verbesserung der geometrischen
Positionen um das 50-fache ablesen.
Wie man in Abbildung 4.5(a) erkennen kann, ist der Verlauf der geometrischen Po-
sitionen im korrigierten Fall wie der Verlauf im unkorrigierten Fall im Verha¨ltnis zur
Fitparabel. Dies ist besonders gut im Bereich zwischen Kanal 100 und Kanal 200
erkennbar, wo sich die unkorrigierten und die korrigierten Werte u¨berlagern. Dies
deutet darauf hin, dass der Restfehler auf ein Signalrauschen zuru¨ckgefu¨hrt werden
kann.
4.5 Vergleich der Messergebnisse mit der Theorie
Unter Kapitel 3.4 wurde die Korrelation zwischen den Messergebnissen der Smile-
Messungen gezeigt. Geht man weiter und betrachtet den Verlauf der Zentralpositio-
nen bei der Beleuchtung mit dem senkrechten Spalt, siehe Abb. 4.5(b), sieht man,
dass in dem Bereich u¨ber 550 nm der Positionsverlauf mit einer Parabel nachgebil-
det werden kann. Die Formel 2.7 beschreibt eine Parabel, wenn die A¨nderung des
Kru¨mmungsradius ρ linear ist. Hier ist auch die A¨nderung der Dispersion nahezu
linear. Unterhalb von 550 nm ist der Verlauf nicht mehr parabelfo¨rmig, da auch die
Dispersionskurve nicht mehr linear ist und damit auch die A¨nderung der Kru¨mmung
ρ.
Kapitel 5
Ausblick
Messverfahren Die Messung mit den Spektrallampen stellt eine einfache Methode
ohne großen technischen Aufwand dar, mit der es mo¨glich ist, den Smile von abbil-
denden Spektrometern zu messen. Als Problem stellte sich heraus, dass die verwend-
baren Emissionspeaks gro¨ßtenteils bei den oberen AISA-Kana¨len liegen. Eventuell
haben andere Spektrallampen verwertbare Emissionslinien im unteren Kanalbereich
von AISA. Hier ko¨nnte man ansetzen, um diese Methode zu verbessern.
Die Smilemessung mit dem Monochromator konnte zwar nicht erfolgreich durch-
gefu¨hrt werden, aber da die fehlerhaften Messergebnisse auf den zu geringen Di-
vergenzwinkel und somit auf einen zu kleinen O¨ffnungsspalt des Monochromators
zuru¨ckzufu¨hren sind, ko¨nnte auch diese Verfahren mit den korrekten Parametern
verwertbare Messergebnisse liefern.
Die Verwendung eines durchstimmbaren Lasers [19] anstelle der Spektrallampen
ko¨nnte fu¨r die Zukunft eine Mo¨glichkeit darstellen den Smile an jedem gewu¨nsch-
ten Ort des Detektorarrays zu messen. Somit ko¨nnte man die Problematikt mit den
wenigen Emissionslinien im unteren Kanalbereich von AISA umgehen.
Die Keystonemessung mit dem senkrechten Spalt scheint verla¨ssliche Werte zu liefen.
Dies konnte durch die LSF-Messung in across-track Richtung fu¨r einen Beleuchtungs-
winkel von 21° besta¨tigt werden.
Keystone mit der Monochromatormethode zu messen, ist mit dem aktuellen CHB-
Aufbau nicht mo¨glich. Das gebogene und inhomogen ausgeleuchtete Spaltbild verhin-
dert dies. Mit einem geraden und homogen ausgeleuchteten Spalt wa¨re eine korrekte
Messung aber ho¨chstwahrscheinlich mo¨glich.
Smile-Korrektur Die Qualita¨t der Wellenla¨ngen-Matrizen und somit auch die
Qualita¨t der Smile-Korrektur ko¨nnte durch eine ho¨here Anzahl von Fitparabeln
noch wesentlich verbessert werden.
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Die Abweichung der Wellenla¨ngen zwischen einer Berechnung durch das Sensor-
Modell und der vorhandenen Kalibrierung sollte weiter untersucht und die Kalibrie-
rung auf ihre Korrektheit u¨berpru¨ft werden. Sollte eine U¨bereinstimmung zwischen
Sensor-Modell und einer Kalibrierung erzielt werden und ausreichend Fitpeaks vor-
handen sein, du¨rften die unter diesen Bedingungen berechneten Wellenla¨ngenmatri-
zen nahezu identisch sein.
Keystone-Korrektur U¨ber die Qualita¨t der Keystone-Korrektur kann nur gesagt
werden, dass sie fu¨r die Aufnahmen, mit denen die Winkelmatrix berechnet wurde,
funktioniert. Wie gut die Entzerrung fu¨r ein Gesamtbild insbesondere an den Rand-
bereichen ist, konnte nicht gekla¨rt werden. Dies ko¨nnte durch weitere Messungen mit
dem senkrechten Kollimatorspalt u¨berpru¨ft werden.
Zweidimensionale Korrektur Eine Korrektur von Smile und Keystone mit den
hier beschriebenen Methoden hat die Schwa¨che, dass die Korrekturen nacheinander
durchgefu¨hrt werden mu¨ssen. Dadurch wird eine Aufnahme nach der ersten Korrekur
gegenu¨ber der Matrix der nachfolgenden Korrektur verzerrt. So haben die einzelnen
Pixel einer zuerst Keystone korrigierte Aufnahme nicht mehr dieselben Zentralwel-
lenla¨ngen wie die Wellenla¨ngenmatrix, da diese aus Aufnahmen berechnet wurde,
die nicht wie die korrigierte Aufnahme geometrisch entzerrt wurden. Jedoch zeigte
sich, dass nahezu kein Unterschied zwischen einer zuvor keystone-korrigierten und
anschließend smile-korrigierten Aufnahme zu einer nur Smile korrigierten Aufnah-
me in spektraler Hinsicht besteht, wenn eine zentrale Reihe der Winkelmatrix als
Referenz-Winkel-Vektor benutzt wird. Beispielsweise fu¨r Kanal 143 der Winkelma-
trix als Referenz-Winkel-Vektor ist die Verschiebung der Zentralwellenla¨ngen zu einer
Aufnahme ohne Smile-Korrektur nur sehr gering.
Im Laufe der Arbeit wurde auch versucht beide Korrekturen auf einmal durch ei-
ne zweidimensional Korrektur durchzufu¨hren. Es wurden dafu¨r zwei Programme
geschrieben. Das erste berechnet aus gegebenen Winkel- und Wellenla¨ngenmatrix,
Referenz-Wellela¨ngen- und Referenz-Winkel-Vektor ein Array, welches fu¨r jeden Pi-
xel der spa¨ter korrigierte Aufnahme die Koordinaten der vier umgebenden Pixel der
unkorrigierten Aufnahme entha¨lt.
Fu¨r die eigentliche Korrektur findet ein zweites Programm Anwendung. Mit Hilfe von
diesem Array wurde durch die invertierte Distanz-Methode aus der Rohaufnahme eine
keystone- und smile-korrigierte Aufnahme interpoliert. Jedoch war die Korrektur nur
auf 0,5 Pixel sowohl in geometrischer als auch in spektraler Hinsicht genau. Aus zeitli-
chen Gru¨nden konnte dieses Programm leider nicht mehr verbessert werden. So ko¨nnte
etwa eine andere Interpolationsmethode wie z.B. das Natural-Neighbour-Verfahren zu
einer Verbesserung fu¨hren und die zweidimensionale Korrektur brauchbar machen.
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AISA - System Das AISA-System an sich hat noch ungenutztes Potenzial. So
kann ein Austausch der Hardware des DAQ-Rechners zu einer Steigerung der Leis-
tungsfa¨higkeit und des Benutzerkomforts fu¨hren. Der aktuell vorhandene Speicher
von lediglich zwei Gigabyte ist relativ schnell voll. Deshalb mu¨ssen bei la¨ngeren Auf-
nahmereihen die Messungen unterbrochen und die Daten extern gesichert werden.
Auch hat der Rechner Probleme damit, Aufnahmen, die eine ku¨rzere Integrationszeit
als 260 ms haben, zu verarbeiten. In den Aufnahmen mit zu kurzer Integrationszeit
tauchen immer wieder Einzelframes auf, welche keine Werte enthalten.
Kapitel 6
Zusammenfassung
Ziel dieser Arbeit war es, geometrische und spektrale Abbildungsfehler von abbilden-
den Spektrometern in Form von Keystone und Smile mit einer Software zu korrigieren.
Dazu war es no¨tig, diese Effekte erst zu messen. Es wurden mehrere Messverfahren
entwickelt, mit denen es mo¨glich ist, den Smile- und Keystone-Effekt kenntlich zu
machen.
Eine technisch einfach zu realisierende Methode, um den Smile-Effekt zu messen,
stellt die Beleuchtung der Sensorapertur mit Spektrallampen dar. Die charakteristi-
schen Emissionslinien dieser Lampen zeichnen sich eindeutig auf dem Detektorarray
ab. Dies ermo¨glicht es, spektrale Verzerrungen auf dem Detektorarray kenntlich zu
machen.
Mehrere nahe zusammenliegende Emissionslinien, die nicht vom Sensor aufgelo¨st wer-
den ko¨nnen, werden als einziger Emissionspeak gemessen. Um die Zentralwellenla¨nge
dieser Emissionspeaks zu bestimmen, wurde eine Simulation des Sensors auf Basis
der spektralen Eigenschaften der Detektorelemente entwickelt.
Eine weitere Methode zur Smile-Bestimmung ist die Beleuchtung ausgewa¨hlter Sen-
sorpunkte durch Variation von Beleuchtungs-Wellenla¨nge und -Winkel. Ob diese Me-
thode auch tatsa¨chlich funktioniert, konnte nicht belegt werden, da die Messungen
mit einem falschen Parameter durchgefu¨hrt wurden.
Mit diesen Smile-Messungen konnte ein Modell entwickelt werden, mit dem das spek-
trale Abbildungsverhalten des Sensors beschrieben werden kann.
Zur Keystone-Bestimmung wurde der Sensor mit kollimierter Strahlung unter mehre-
ren Beleuchtungswinkeln bestrahlt. Da die verwendete Lampe u¨ber das gesamte Mess-
bereich des Sensors Licht emittiert, konnte die A¨nderung des geometrischen Orts auf
dem Detektorarray in Abha¨ngigkeit des spektralen Kanals kenntlich gemacht werden.
Die Messung der Line-Spread-Function besta¨tigte die Funktionalita¨t dieser Methode.
Deren Messung basiert auf einer bereits bekannten Methode.
Eine weitere Mo¨glichkeit, die erprobt wurde, den Keystone-Effekt kenntlich zu ma-
chen, war ebenfalls die Beleuchtung mehrerer Detektorelemente unter verschiedenen
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Beleuchtungs-Wellenla¨ngen und -Winkeln. Es zeigte sich aber, dass der Zentralwin-
kel nicht eindeutig einem Beleuchtungswinkel zugeordnet werden konnte. Dies lag
daran, dass der abgebildete Ausgangsspalt des Monochromators durch inhomogene
Ausleuchtung und gekru¨mmte Form nicht eindeutig in geometrischen Richtung be-
stimmt war.
Mit Hilfe der Smile- und Keystone-Messungen wurden Arrays erzeugt, die fu¨r jedes
Detektorelement die Zentralwellenla¨nge zur Smile-Korrektur und den Zentralwinkel
zur Keystone-Korrektur enthalten.
Es wurden drei Methoden entwickelt, mit denen Arrays, welche die Zentralwellenla¨nge
fu¨r jedes Detektorelements enthalten (kurz: WLM), berechnet werden ko¨nnen.
Zum einen die Interpolation der Zentralwellenla¨ngen aus dem gemessenen Smile durch
Polynome. Eine zweite Methode war die Berechnung der WLM mit dem Smile-Modell.
Die interpolierten Wellenla¨ngen beider Methoden wichen allerdings von einer vorhan-
denen Kalibrierung des Zentralkanals ab, weshalb eine dritte Methode zur Berech-
nung der WLM entwickelt wurde. Diese berechnet die Zentralwellenla¨ngen aus dem
Smile-Modell und der Kalibrierung des Zentralkanals. Dadurch bleibt die vorhandene
Kalibrierung unangetastet.
Fu¨r die Bestimmung der geometrischen Eigenschaften jedes Detektorelements wurde
ein Array aus den Keystonemessungen erzeugt. Dieses Array mit den Zentralwinkeln
wurde ebenfalls mit Hilfe von Polynomen berechnet.
Mit diesen Arrays ko¨nnen nun Rohdaten des Sensors durch eindimensionale Interpo-
lation von dem Smile- bzw. Keystone-Effekt befreit werden.
Da durch eindimensionale Interpolation die Abbildungsfehler nur nacheinander kor-
rigiert werden ko¨nnen und es bei der zweiten Korrektur zu Fehlern kommt, wurde
begonnen ein Programm zu entwickeln, welches beide Pha¨nomene durch zweidimen-
sionale Interpolation beseitigt. Dieses konnte jedoch nicht mehr soweit entwickelt
werden, dass es ein zufriedenstellendes Ergebnis liefert.
Abschließend kann gesagt werden, dass mehrere Korrekturverfahren entwickelt wur-
den, mit denen es mo¨glich ist die spektrale und geometrische Genauigkeit von
Sensorrohdaten wesentlich zu verbessern. Die spektrale Verfa¨lschung bedingt durch
den Smile-Effekt konnte um etwa das 40-fache reduziert werden. Die geometrische
Verfa¨lschung konnte sogar um das 50-fache verringert werden.
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Kapitel 8
Anhang
8.1 Justage - Anleitung
Der AISA-Sensorkopf wurde auf die optische Bank der CHB aufgesetzt. Mit einem
Umlenkspiegelwinkel von 0° wurde der Sensor mit dem senkrechten Spalt des Kolli-
mators beleuchtet. Der Sensor wurde Anfangs nach Augenmaß zentral auf den kolli-
mierten Lichtstrahl ausgerichtet. Dies du¨rfte eine ausreichend genaue Ausrichtung des
X-Parameters sein. Der Z-Parameter ist der Abstand zwischen dem Umlenkspiegel
direkt unter dem Sensor und der Sensorapertur. Hier reicht in der Regel eine un-
gefa¨hre Angabe und kann per Hand mit ausgemessen werden. Um den Y -Parameter
einzustellen wurde mit Hilfe des Datamonitors ungefa¨hr der Nadir-Pixel angefahren.
Der Datamonitor ist ein Bestandteil der AISA-Software und gibt den ausgewa¨hlten
Kanal aller geometrischen Pixel in nahezu Echtzeit wieder. Das Bild des Datamoni-
tors baut sich in nahezu Echtzeit streifenweise von links nach rechts auf. Detektiert
ein Kanal ein Signal, wird der entsprechende geometrische Pixel als weißer Punkt
abgebildet. Der Nadir-Pixel ist ungefa¨hr erreicht, wenn der Datamonitor kurz unter-
halb der oberen Kante ein Signal zeigt. Sollte kein Signal vorhanden sein muss der
β-Parameter solange verstellt werden, bis der Datamonitor einen weißen Anzeigewert
hat.
Fu¨r eine genauere Ausrichtung muss nun nach jeder Verstellung eines Parameters
eine Aufnahme gemacht und diese ausgewertet werden.
Nachdem der Y -Parameter so gewa¨hlt wurde, dass der Nadir-Pixel bei einem Spie-
gelwinkel von 0° angeleuchtet wird, wird der α-Parameter bestimmt. Dazu wird der
Sensor mit einem Winkel von +20° und -20° beleuchtet. Ist dabei der Abstand der bei-
den Signale zum Nadir-Pixel gleich groß, ist die Endposition erreicht. Es muss dabei
aber darauf geachtet werden, dass die Position des Nadir-Pixels nachkorrigiert wer-
den muss. Sollte bei einem Winkel kein Signal vorhanden sein, muss der γ-Parameter
vera¨ndert werden.
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Nach dem α-Paramter wird der γ-Parameter festgelegt. Ist die Singalsta¨rke bei eimen
Beleuchtungswinkel von +20° und -20° gleich groß, ist dieser Parameter bestimmt.
Zur Bestimmung des β-Parameters wird dieser schrittweise vera¨ndert und die Sin-
galsta¨rke bestimmt. Es wird der β-Wert gewa¨hlt bei welchen das maximale Signal
gemessen wird.
Abschließend werden alle Parameter durch entsprechende Messungen u¨berpru¨ft.
Bei der spektralen Kalibrierung von abbildenden Spektrometern ist es wichtig,
dass komplette spektrale IFOV in along track Richtung auszuleuchten. Die Formel
2.8 erla¨utert die Abha¨ngikeit der Divergenz d eines kollimierten Strahls von der
Spaltbreite s. Die Divergenz muss dabei immer gro¨ßer als das FOV eines Sensors
in along track Richtung sein. Somit wird sichergestellt, dass die komplette Sensor
Apertur in dieser Richtung ausgeleuchtet wird [7]. Sollte dies nicht der Fall sein,
kann es zu spektralen Abbildungsfehlern kommen.
Es ist auch wichtig, bei der Justage und auch bei allen anderen Messungen darauf zu
achten, den Sensor nicht zu u¨bersteuern. Im Falle von AISA werden Digital Numbers
von 4095 in den Rohdaten gespeichert.
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8.2 Abbildungen
Abbildung 8.1: Durch AISA detektierte Emissionskurve der Neon-Lampe (Nadir).
Abbildung 8.2: Durch AISA detektierte Emissionskurve der Argon-Lampe (Nadir).
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(a) Monochromatormessungen mit 726,50 nm, Spektral-
lampenmessung mit 724,52 nm.
(b) Monochromatormessungen mit 760.00 nm, Spektral-
lampenmessung mit 759,53 nm.
(c) Monochromatormessungen mit 827.01 nm, Spektral-
lampenmessung mit 828.39 nm.
Abbildung 8.3: Monochromator Messung Nr. 1 (gru¨n) und Messung Nr. 2 (rot) mit da-
zugeho¨rigen parabolischen Fitkurven, sowie eine naheliegende Spektrallinien-Messung
bei (cyan).
