Abstract. In this paper we study categories O over quantizations of symplectic resolutions admitting Hamiltonian tori actions with finitely many fixed points. In this generality, these categories were introduced by Braden, Licata, Proudfoot and Webster. We establish a family of standardly stratified structures (in the sense of the author and Webster) on these categories O. We use these structures to study shuffling functors of Braden, Licata, Proudfoot and Webster (called cross-walling functors in this paper). Most importantly, we prove that all cross-walling functors are derived equivalences that define an action of the Deligne groupoid of a suitable real hyperplane arrangement.
Introduction
This paper continues the study of categories O over quantizations of symplectic resolutions started in [BLPW] .
Our base field is C. Let X be a symplectic algebraic variety with form ω. We assume that X is equipped with a C × -action that has the following two properties:
• The weights of C × in C[X] are non-negative, and the zero weight component consists of scalars.
• The torus C × rescales the symplectic form with a positive weight, i.e., there is an integer d > 0 such that t.ω = t d ω for all t ∈ C × .
We say that X is a conical symplectic resolution (of X 0 := Spec(C[X])) if a natural morphism X → X 0 is projective and birational. A classical example is as follows. Let G be a semisimple algebraic group, T ⊂ B ⊂ G be a maximal torus and a Borel subgroup. Set X := T * (G/B) and equip it with the C × -action by fiberwise dilations. The corresponding variety X 0 is the nilpotent cone in g * , and the morphism X → X 0 is the Springer resolution. To λ ∈ H 2 DR (X), we can assign a quantization, A θ λ of O X that is a sheaf of filtered algebras with gr A θ λ = O X and some additional conditions. So far θ is just an element of notation. For example, in the case X = T * (G/B), the sheaf A θ λ is essentially the sheaf of λ − ρ-twisted differential operators on G/B. Now suppose that on X we have a Hamiltonian action of a torus T with finitely many fixed points. The action lifts to a Hamiltonian action on A θ λ . A one-parameter subgroup ν : C × → T is said to be generic if the number of fixed points for ν(C × ) in X is finite. The set of generic one-parameter subgroups in the complement in Hom(C × , T ) to finitely many hyperplanes (to be called walls). The connected components to the walls in Hom(C × , T ) ⊗ Z R will be called chambers. Now fix a generic one-parameter subgroup ν : C × → T . Consider its attracting locus Y in X, i.e., the set of all x ∈ X such that the limit lim t→0 t.x exists. Then Y is the lagrangian subvariety in X whose irreducible components are affine spaces labelled by X T . We define the category O ν (A θ λ ) as the category of all coherent A θ λ -modules supported on Y that admit a ν(C × )-equivariant structure. This definition is equivalent to the definition appearing in [BLPW, Section 3.3] . In the case of X = T * (G/B), we recover a version of the classical Bernstein-Gelfand-Gelfand category O.
One of the main results of [BLPW] is that the category O ν (A θ λ ) is highest weight with simple objects labelled by X T . For an order that is a part of a highest weight structure, one can take the usual (contraction) order ν on the fixed points produced from ν. Being highest weight with respect to a given order means certain upper triangularity properties, just as in the BGG case.
Our first result about the categories O ν (A θ λ ) establishes more structure on them. Namely, take ν 0 lying in the closure of the chamber containing ν. Then ν 0 defines a pre-order ν 0 on X T , by contraction of the irreducible components of X ν 0 (C × ) . This pre-order is refined by ν . We show, Theorem 5.2, that the category O ν (A θ λ ) becomes standardly stratified in the sense of [LW] with respect to ν 0 . Roughly speaking, this means some additional upper-triangularity properties.
The main result of this paper concerns certain derived functors introduced in [BLPW, Section 8.2 ] that relate categories O ν (A θ λ ) and O ν ′ (A θ λ ) with different generic ν, ν ′ . The functors were called shuffling in [BLPW] , but in this paper we call them cross-walling, because they are supposed to be Koszul dual to functors called wall-crossing in [BL] (and twisting in [BPW] ). We show that the cross-walling functor CW ν→ν ′ :
) is an equivalence of triangulated categories proving [BLPW, Conjecture 8.10] . Moreover, we show that the cross-walling functors define an action of the Deligne groupoid of the real hyperplane arrangement given by the walls in Hom(C × , T ) ⊗ Z R on the categories D b (O ? (A θ λ )), see Section 6.2. Recall that by the Deligne groupoid of a real hyperplane arrangement in C n one means the full subgroupoid in the fundamental groupoid of the hyperplane complement X whose objects are points in X ∩ R n one per chamber. This establishes a simplified version of [BLPW, Conjecture 8.14] , one without the Weyl group.
In order to prove these claims we examine an interplay between the cross-walling functors and the standardly stratified structures. This interplay is of independent interest, it will be used in a subsequent paper to provide combinatorial recipes to determine the supports of the global sections of the irreducible objects in O ν (A θ λ ) in the case when X is an affine type A Nakajima quiver variety.
The paper is organized as follows. In Section 2 we will recall some generalities on symplectic resolutions and their quantizations including quantizing torus fixed point subvarieties following [BPW, L3] . In Section 3 we recall generalities of standardly stratified categories mostly following [LW] . Section 4 deals with categories O of symplectic resolutions. Here we follow [BLPW, L4] . These three sections basically contain no new results. Section 5 introduces standardly stratified structures on the categories O. In Section 6 we study cross-walling functors.
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is an isomorphism. By the Grauert-Riemenschneider theorem, we have H i (X, O X ) = 0 for i > 0. By results of Kaledin, [K2, Theorem 2.3] , X 0 has finitely many symplectic leaves.
We will be interested in deformationsX/p, where p is a finite dimensional vector space, andX is a symplectic scheme over p with symplectic formω ∈ Ω 2 (X/p) that specializes to ω and also with a C × -action onX having the following properties:
• the morphismX → p is C × -equivariant, • the restriction of the action to X coincides with the original one,
It turns out that there is a universal such deformationX over H 2 DR (X) (any other deformation is obtained via the pull-back with respect to a linear map p → H 2 DR (X)). Moreover, the deformationX is trivial in the category of C ∞ -manifolds. This result is due to Namikawa, [Nam1, Lemmas 12, 22, Proposition 13] . Now we are going to review some structural features of conical symplectic resolutions mostly due to Kaledin and Namikawa. First of all, let us point out that X has no odd cohomology, [BPW, Proposition 2.5 ]. Let us writep for H 2 DR (X). For λ ∈p, let us write X λ for the corresponding fiber of X →p. It turns out that, for λ Zariski generic, X λ is affine and independent of the choice of a conical symplectic resolutions X. This shows that the groups H i (X, Z) is independent of the choice of X. Furthermore, if X, X ′ are two conical symplectic resolutions of X, then there are open subvarieties X 0 ⊂ X, X ′0 ⊂ X ′ with complements of codimension bigger than 1 that are isomorphic. This allows to identify the Picard groups Pic(X) = Pic(X ′ ). Moreover, the Chern class map defines an isomorphism C⊗ Z Pic(X)
There is a finite group W acting onp R as a reflection group, such that the movable cone C of X (that does not depend on the choice of a resolution) is a fundamental chamber for W . Furthermore, there are finitely many hyperplanes H 1 , . . . , H k inp R including the walls of C such that the possible conical symplectic resolutions are in one-to-one correspondence with these components in such a way that the component corresponding to a resolution X ′ is its ample cone. Moreover, X λ is smooth if λ does not lie in a W -translate of H Lemma 2.3. Let χ be ample. Then the following is true.
(1) There are finitely many elements z 1 , . . . , z k ∈ C such that Loc λ+zχ is an equivalence
(3) For a Zariski generic z ∈ C, the algebra A λ+zχ has finite homological dimension.
This dimension does not exceed dim X.
Proof. Let us prove (1). The localization holds for all parameters of the form λ + (z + n)χ with n ∈ Z 0 if and only if the bimodules A (θ)
ℓ,−χ | λ+(z+n+1)χ define mutually inverse Morita equivalences, see [BPW, Section 5.3] . The set of z ∈ C such that A (θ) λ+zχ,χ and A (θ) ℓ,−χ | λ+(z+1)χ are mutually inverse Morita equivalences is Zariski open. The reason is that this set is precisely the locus {λ + zχ, z ∈ C}, where the natural homomorphisms
ℓ+χ,−χ → A ℓ+χ are isomorphisms, see the proof of [BL, Proposition 5.26 ]. This proves (1).
Let us prove (2): A λ+zχ is simple for a Weil generic z. Equivalently, we need to show that the A λ+zχ ⊗A −λ−zχ -module A λ+zχ is simple. The localization holds for the parameter (λ + zχ, −λ + (−z)χ) and the variety X θ × X θ when z is Weil generic. The module A λ+zχ localizes to A θ λ+zχ that is simple because it is supported on the diagonal in X θ × X θ and has rank 1. This finishes the proof of simplicity.
Let us proceed to (3). The algebra A λ+zχ has homological dimension not exceeding dim X provided localization holds for (λ + zχ, θ) or for (λ + zχ, −θ). Now our claim easily follows from (1) applied to both these situations.
To finish this section, let us introduce the notion of a Harish-Chandra, shortly, HC bimodule. Let A, A ′ two Z 0 -filtered algebras. Suppose we have a fixed isomorphism gr A ∼ = gr A ′ of graded algebras. Further, suppose that A := gr A = gr A ′ is finitely generated. Let B be an A ′ -A-bimodule. We say that B is HC if it is equipped with a bimodule filtration (called good) such that gr B is a finitely generated A-module (meaning that the left and the right actions of A coincide). Note that a HC bimodule is automatically finitely generated as a left and as a right module.
An example is as follows: let A := A λ , A ′ := A λ+χ and B := A (θ) λ,χ . Then B is HC, see [BPW, Section 6.3] .
2.4. Hamiltonian actions and fixed point components. Now suppose that we have a Hamiltonian action ν of C × on X = X θ that commutes with the contracting action of C × . By the universality of the deformations, this action extends to bothX θ andÃ θ . Since H 1 DR (X) = 0, we see that the actions onX θ ,Ã θ are Hamiltonian as well. For the action onÃ θ , this means, by definition, that there is a ν(C × )-invariant element h ∈Ã such that the derivation [h, ·] ofÃ θ coincides with the derivation induced by the C × -action. Now we want to explain how A θ λ induces a quantization of the fixed point locus X ν(C × ) . For this we need to explain the construction of a so called Cartan subquotient of an algebra equipped with a Hamiltonian C × -action. First of all, let us prove the following fact.
Proposition 2.4. The fixed point subvariety X ν(C × ) is a conical symplectic resolution itself.
Proof. The proof is in two steps.
Step 1. Let us take an irreducible component Z of X ν(C × ) . Assume for the time being that dim ρ(Z) = dim Z. Apply the Stein decomposition to the projective morphism Z → ρ(Z): it factors through a birational morphism Z → Z 0 := Spec(C[Z]) and a finite dominant morphism Z 0 → ρ(Z). The morphism Z → Z 0 is a symplectic resolution of singularities. It is conical because ρ(Z) is a closed C × -stable subvariety of X 0 . So it is enough to check that indeed dim ρ(Z) = dim Z.
Step 2. Pick a Zariski generic one-dimensional subspace ℓ ⊂p. Consider the irreducible component Z ℓ of X ν(C × ) ℓ containing Z, a one-dimensional smooth deformation of Z over ℓ. Soρ(Z ℓ ) is an irreducible scheme over ℓ. The fiber over zero is ρ(Z). But, over ℓ \ {0}, the map
This completes the proof.
We also note that the irreducible components of X ν(C × ) χ are in a natural bijection with those of X ν(C × ) .
2.5. Cartan subquotient: algebra level. Here we define a suitable subquotient of an algebra equipped with a Hamiltonian C × -action. Let A = i∈Z A i be a filtered associative algebra (with a complete and separated filtra-
The algebra gr A is commutative and we require that it is finitely generated.
Suppose that A is equipped with a pro-rational Hamiltonian C × -action ν that preserves the filtration. Let h ∈ A be the image of 1 under the comoment map and let A i denote the ith graded component so that
The algebra C ν (A) inherits a filtration from A. This filtration is complete and separated as any two-sided ideal in A 0 is closed with respect to the topology induced by the filtration, compare to [L1, Lemma 2.4.4] . The algebra gr C α (A) is commutative and, being a quotient of (gr A) ν(C × ) , finitely generated.
2.6. Cartan subquotient: sheaf level. Now let us produce a quantization of X ν(C × ) . Let us assume that X is a smooth symplectic variety with a C × -action rescaling the symplectic form with a positive weight. Further, we take a filtered quantization of X (still to be denoted by A θ ). We assume that X is equipped with a Hamiltonian C × -action ν that commutes with the above C × -action. Finally, we assume that the action ν lifts to a filtration preserving Hamiltonian action on A θ . A quantization C ν (A θ ) of X ν(C × ) (a sheaf version of the construction in 2.5) was defined in [L3, 3.1] . Namely, we choose suitable affine open subsets
⊂ X with the following properties.
(
. In particular, the contracting locus Y for ν in X 0 is a smooth irreducible subvariety that is a vector bundle over Z.
X 0 is well defined and quantizes the structure sheaf of the lagrangian subvariety Y ⊂ X × Z (where Z is considered with the opposite symplectic form). Now let us return to the original setting: when X is a conical symplectic resolution. In this case, an irreducible component Z is a conical symplectic resolution so its quantizations can be parameterized by points of H 2 DR (Z). Let Y Z be the locus of points in X contracted to Z under ν, this is a vector bundle on Z. So H 
See [L3, Section 3.3] for the proof. Now let us relate
The following result is proved analogously to [L3, Proposition 3.2] .
Lemma 2.5. Let χ ∈p be such that X χ is smooth and consider the line ℓ ∈p of the form λ 0 + zχ, z ∈ C. Then, for a Zariski generic λ ∈ ℓ, we have a filtration preserving algebra homomorphism
Standardly stratified categories
Here we recall the notion of a standardly stratified category following [LW, Section 2] .
3.1. Definition. Let K be a field. Let C be a K-linear abelian category equivalent to the category of finite dimensional modules over a split unital associative finite dimensional K-algebra. We will write T for an indexing set for the simple objects of C. Let us write L(τ ) for the simple object indexed by τ ∈ T and P (τ ) for the projective cover of L(τ ).
The additional structure of a standardly stratified category on C is a partial pre-order on T that should satisfy axioms (SS1),(SS2) to be explained below. Let us write Ξ for the set of equivalence classes of , this is a poset (with partial order again denoted by ) that comes with a natural surjection ̺ : T ։ Ξ. The pre-order defines a filtration on C by Serre subcategories indexed by Ξ. Namely, to ξ ∈ Ξ we assign the subcategory C ξ that is the Serre span of the simples L(τ ) with ̺(τ ) ξ. Define C <ξ analogously and let C ξ denote the quotient C ξ /C ξ . Let π ξ denote the quotient functor C ξ ։ C ξ . Let us write ∆ ξ : C ξ → C ξ for the left adjoint functor of π ξ . Also we write gr C for ξ C ξ , ∆ for
The axioms to be satisfied by (C, ) in order to give a standardly stratified structure are as follows.
(SS1) The functor ∆ : gr C → C is exact. (SS2) The projective P (τ ) admits an epimorphism onto ∆(τ ) whose kernel has a filtration with successive quotients ∆(τ ′ ), where τ ′ > τ .
Note that (SS1) allows to identify K 0 (gr C) and K 0 (C) by means of ∆. If (SS2) also holds, then we also have the identification of K 0 (gr C -proj) and K 0 (C -proj).
If all quotient categories C ξ are equivalent to Vect, then we recover the classical definition of a highest weight category. On the opposite end, if we take the trivial pre-order on T , then there is no additional structure.
3.2. (Proper) standardly filtered objects. We say that an object in C is standardly filtered if it admits a filtration whose successive quotients are standard. The notion of a proper standardly filtered object is introduced in a similar fashion. The categories of the standardly filtered objects and of the proper standardly filtered objects will be denoted by
Lemma 3.1. Suppose (SS1) holds. Let M be an object in C ∆ such that all proper standard filtration subquotients are of the form ∆(τ ) with
Proof. From adjointness, we have a homomorphism ∆ ξ (π ξ (M)) → M. After applying π ξ this homomorphism becomes an isomorphism. But all simples in the head of M are not killed by
Since the classes of M and ∆ ξ (π ξ (M)) in K 0 coincide, we conclude that this epimorphism is iso.
Also note that in a standardly stratified category the following hold:
3.3. Subcategories and quotients. Suppose that C is standardly stratified.
Let Ξ 0 be a poset ideal in Ξ. Let C Ξ 0 denote the Serre span of the simples L(τ ) with ̺(τ ) ∈ Ξ 0 . Then C Ξ 0 is a standardly stratified category with pre-order on
, where the subscript Ξ 0 refers to the objects computed in C Ξ 0 .
The embedding
this functor assigns the maximal quotient lying in C ∆ Ξ 0 . The following lemma will be of importance in the sequel.
be its left adjoint. The category C Ξ 0 is standardly stratified with pre-order on
coincides with the full subcategory C ∆,T 0 consisting of all objects that admit a filtration with successive quotients ∆(τ ) with τ ∈ T 0 . This embedding sends ∆ Ξ 0 (τ ) to ∆(τ ),
3.4. Opposite category. Let C be a standardly stratified category. It turns out that the opposite category C opp is also standardly stratified with the same pre-order , see [LW, 1.2] . The standard and proper standard objects for C opp are denoted by ∇(τ ) and ∇(τ ). When viewed as objects of C, they are called costandard and proper costandard. The right adjoint functor to π ξ will be denoted by ∇ ξ and we write ∇ for ξ ∇ ξ . So
Let us write C ∇ , C ∇ for the subcategories of costandardly filtered objects. We have the following standard lemma.
Lemma 3.3 (Lemma 2.4 in [LW] ). The following is true.
Let us also note the following fact.
Lemma 3.4. Suppose (SS1) holds as well as the following weaker version of (SS2): P (τ ) admits an epimorphism onto ∆(τ ) and the kernel admits a filtration with quotient of the form ∆ ξ (M ξ ) for ξ > ̺(τ ) and M ξ ∈ C ξ (unlike in (SS2) we do not require M ξ to be projective). Then C is standardly stratified if and only if the right adjoint ∇ ξ of π ξ is exact for all ξ.
Proof. It remains to show that if
and is zero otherwise. Since π ξ has an exact right adjoint, the object π ξ (ι
is the sum of ∆(τ )'s. This completes the proof.
3.5. Compatible standardly stratified structures. Now suppose that C is a highest weight category with set of simples T and partial order . Consider a pre-order on T refined by , meaning that τ τ ′ implies τ τ ′ . We say that is standardly stratified if (C, ) is a standardly stratified category. The corresponding standardly stratified structure will be called compatible with the initial highest weight structure. Note that the corresponding associated graded category gr C carries a natural highest weight structure.
The following lemma gives a criterium for to be standardly stratified. Namely, for a standardly stratified object M and an equivalence class ξ for define a standardly
(M), where T 0 := {τ |̺(τ ) ξ} is a poset ideal in T with respect to , and ι T 0 : C T 0 ֒→ C is an inclusion. The object M(ξ) is standardly stratified in C ξ . Similarly, for a costandardly filtered object N, we can define N(ξ) in a similar way (but we need to use the right adjoint ι * T 0 instead of the left adjoint ι
Lemma 3.5. The following are equivalent:
(1) The partial order is standardly stratified.
(2) For any projective P ∈ C and any injective I ∈ C, the objects P (ξ), I(ξ) ∈ C ξ are projective and injective, respectively.
Proof. If (1) holds, then (2) is just (SS2) for C and C opp . Conversely, as we have seen in the proof of Lemma 3.4, the claim that I(ξ) are injective for all injectives I and all ξ implies (SS1). Now the claim about P (ξ)'s implies (SS2).
Conversely, let C be a standardly stratified category with respect to a pre-order . Suppose that each C ξ is highest weight with respect to an order ξ for all ξ ∈ Ξ. Then C is highest weight with respect to the order defined as follows:
4. Categories O 4.1. General formalism. Let A be as in Section 2.5 and assume that the filtration mentioned there is by Z 0 . By the category O ν (A) we mean the full subcategory of the category A -mod of the finitely generated A-modules consisting of all modules such that A >0 acts locally nilpotently. We have the Verma module functor ∆ ν :
Note that if h acts on N with eigenvalue α (so that N is a single generalized h-eigen-space), then h acts locally finitely on ∆ ν (N) with eigenvalues in α+Z 0 . The generalized eigenspace with eigenvalue α coincides
. . , N r be the full list of the simple C ν (A)-modules. Let α 1 , . . . , α r be the eigenvalues of h on these modules (note that h maps into the center of C ν (A)). We define a partial order on the set N 1 , . . . , N r by setting
Using the order it is easy to prove the following.
Lemma 4.1. Under the assumption dim C ν (A) < ∞, the following is true:
(1) The modules ∆ ν (N) have finite length. Also an argument similar to that in [GGOR, Section 2.4 ] implies that O ν (A) has enough projectives. Now let us describe the opposite category. The opposite algebra A opp is also graded.
α , where M α stands for the generalized eigen-space for h with eigenvalue α. Note that
, we can form M ′( * ) and this will be an object of O ν (A). The functors of taking the restricted dual define mutually inverse contravariant equivalences between O ν (A) and O −ν (A opp ). Using this equivalences one can introduce dual Verma modules
4.2. Case of quantizations of symplectic resolutions. Now let X be a conical symplectic resolution of an affine variety X 0 . Let A λ stand for the algebra of global sections of the filtered quantization of X corresponding to λ ∈ H 2 DR (X). Assume that we have a Hamiltonian action ν of C × on X with finitely many fixed points that commutes with the contracting C × -action. This action lifts to a Hamiltonian action on a quantization and hence gives rise to a Hamiltonian action on A λ again denoted by ν.
Proposition 4.2. Fix λ ∈p and pick χ ∈p such that X χ is affine. Then, for a Zariski generic z, we have the following
The order is given as explained before Lemma 4.1.
The image of the embedding in (3) 
by taking the transitive closure of the relation p
Here we write Supp M for the support of M ∈ Coh(A θ λ ). It is defined as the support of the coherent sheaf gr M for some choice of a good filtration on M.
It turns out that O ν (A θ λ ) is a highest weight category with respect to this order. The standard objects are localizations of Verma modules Loc λ+nχ (∆ ν [BLPW, Section 5.3] . Below we will need to understand the structure of the category O ν (A θ λ ) in the case when X splits into the product X 1 × X 2 of two conical symplectic resolutions. Both λ and θ are naturally pairs (
Proof. Note that we have
, and P i , L i stand for the projective and simple objects in the categories O ν (A iθ i λ i ). Indeed, (4.1) is clear for the categories on the level of algebras and on the level of sheaves follows from the localization argument. The objects
. It follows that the objects P 1 (p 1 ) ⊠ P 2 (p 2 ) are the indecomposable projectives.
4.3. Holonomic modules. In this section, we recall some results from [L4] . Let X 0 be a Poisson variety with finitely many symplectic leaves. Following [L4] , we say that a subvariety Y 0 ⊂ X 0 is isotropic if its intersection with every leaf is isotropic in the leaf. Now let X, X 0 , ν be as in Section 4.2. Let Y 0 ⊂ X 0 be the contracting locus of ν. Then ρ −1 (Y 0 ) is the same as Y , the contracting locus for ν in X. We conclude that Y 0 ⊂ X 0 is isotropic.
Let us proceed to holonomic A λ -modules. We say that a finitely generated A λ -module is holonomic if its support in X 0 is holonomic. In particular, any module in O ν (A λ ) is supported on Y 0 and so is holonomic.
For holonomic modules, we have the following result, see [L4, Theorems 1.2,1.3].
Proposition 4.4. Let N be a holonomic A λ -module and I be its annihilator. Then GK-dim A λ /I = 2 GK-dim N, where GK-dim stands for the Gelfand-Kirillov dimension.
We will need a consequence of this proposition and Lemma 2.3.
Corollary 4.5. Let λ, χ be as in Lemma 2.3. Then, for a Weil generic z and any holonomic A λ+zχ -module M, we have
Let us provide one more example of holonomic modules. Let B be a HC A λ -bimodule. Then it is a holonomic A λ ⊗ A opp λ -module (its support is the diagonal in X 0 × X 0 that is easily seen to be isotropic).
Standardly stratified structures on O ν
In this section we introduce a family of standardly stratified structures on the category O ν (A θ λ ) that are compatible in the sense of Section 3.5 with the highest weight structure recalled in Section 4.2.
5.1. Main result. Suppose that we have a Hamiltonian action of a torus T on X (commuting with the contracting action) and the T -action has finitely many fixed points. Let χ 1 , . . . , χ N be the characters of the T -action on
The kernels ker χ i , i = 1, . . . , N, partition the co-character space Hom(C × , T ) ⊗ Z R into polyhedral cones to be called chambers. If ν lies in the interior of a chamber (i.e., χ i , ν = 0 for all i), then X ν(C × ) = X T . Such one-parameter subgroups will be called generic. Otherwise, X ν(C × ) is infinite. Let ν be a generic one-parameter subgroup of T and ν 0 be a one-parameter subgroup lying in the closure of the chamber containing ν. In this case we will write ν ν 0 . Our goal is to produce a standardly stratified structure on O ν (A θ λ ) corresponding to ν 0 . The first step is to define a pre-order on X T from ν 0 . Let Z 1 , . . . , Z k be the irreducible (=connected) components of X ν 0 (C × ) . We define a partial order ν 0 on the set {Z 1 , . . . , Z k } as the transitive closure of the relation Z i ν 0 Z j specified by Z i ∩ Y j = ∅, where Y j is the contracting locus of Z j , i.e.,
Clearly, ν 0 is a partial pre-order on the set X T and the associated poset is {Z 1 , . . . , Z k }.
Proof. In the proof we can assume that p ∈ Y p ′ . In this case, what we need to check is that ν 0 contracts Y p ′ to the irreducible component Z of X ν 0 (C × ) containing p ′ . We can replace X with a T -stable affine neighborhood of p ′ . Applying the Luna slice theorem to T and p ′ , we see that Y p ′ is T -equivariantly isomorphic to a T -module, such that all weights of ν are positive. Since ν 0 lies in the closure of the chamber containing ν, we see that all weights of ν 0 are non-negative. This implies our claim.
Let us proceed to the main result of this section. We will start by describing the associated graded category, we will show that this category is O ν (C ν 0 (A θ λ )) and that, under the identifications
) (where χ is ample and n ≫ 0) the standardization functor becomes the Verma module functor ∆ ν 0 . Using this, we will check the standardization functor is exact confirming (SS1), this reduces to the claim that a suitable A λ+nχ -C ν 0 (A λ+nχ )-bimodule is projective when viewed as a right C ν 0 (A λ+nχ ). Finally, we will check (SS2) again using the projectivity of a suitable bimodule.
Below we will write λ + for λ + nχ with n ≫ 0.
5.2. Associated graded category. The goal of this part is to prove the following proposition.
Proposition 5.3. Let Z be an irreducible component of In order to prove this proposition, we need to understand the "highest weights" of modules in O ν (A λ+zχ ). We can identify C ν (A λ + ) with C[(X θ ) T ]. Let ℓ denote the line {λ + zχ|z ∈ C}. Let Φ ℓ : t → A ℓ, d be a quantum comoment map for the action of T on A ℓ . Note that Φ ℓ is defined up to adding a linear function t → Aff(ℓ, C), where Aff(ℓ, C) stands for the space of affine functions ℓ → C. Then we have a linear function c 
, where α p (χ) (resp., α p ′ (χ)) is the character of the action of T on the fiber O(χ) p (resp., on O(χ) p ′ ). Note that α p (χ) depends on the choice of the T -equivariant structure on O(χ) but the difference does not.
Proof. We can consider the universal function c p : t → C[ℓ], the composition of the quantum comoment map Φ :
, and the projection C[ℓ] corresponding to p. Note that im c p ∈ Aff(ℓ, C) and that c p λ+zχ is the specialization of c p to λ + zχ. This implies (1). Let us proceed to (2). Similarly to [L3, Proposition 3.9] , one can show that the map A
ν(C × ) at least when z is Zariski generic. The image of Φ(t 0 ) in C ν 0 (A λ+zχ ) is central and so, for any ξ ∈ t 0 , the projection of Φ(ξ) to the direct summand corresponding to any component of X ν 0 (C × ) is constant. This implies (2).
Let us prove (3). The linear part of the map c p λ+zχ coincides with the composition of
corresponding to p. So this linear part is zµ(p 1 ), where p 1 ∈ X T χ is the point corresponding to p (see the end of Section 2.4). We now need to show that µ( [K1] , the complement L × of the zero section in L is a symplectic variety with a Hamiltonian action of C × , whose moment map µ C × is the projection L × → Cχ. The T -equivariant structure on L induces a moment map µ T for the action of T on L × , the induced moment map on X = µ −1 C × (0)//C × coincides with the original one. Let us pick p ∈ X T , consider the corresponding fixed point line P ⊂ X T Cχ and letP be its preimage in L × . The latter is easily seen to be a symplectic subvariety in L × . This symplectic variety is nothing else but T * C × , where the zero section C × is the preimage of p in L × . The action of T on the base C × is induced by the character α p (χ). We conclude that the restriction of µ T to P ∼ = C is also given by (the differential of) α p (χ). This shows the claim in the previous paragraph and completes the proof of the lemma.
We need one more lemma, see [MO, Section 3.2.4 ].
Lemma 5.5. Let p, p ′ ∈ X T be such that p ≺ ν 0 p ′ and let χ, χ ′ be the characters of T in the fibers
Now we are ready to prove Proposition 5.3.
Proof of Proposition 5.3. Let us produce an exact functor
Let h 0 be the image of 1 under the quantum comoment map for ν 0 . For M ∈ O ν (A λ + ) Z , let ̟ Z (M) be the generalized eigen-space for h 0 with eigenvalue c 
It remains to check that ∆ ν 0 ,Z is the left adjoint of ̟ Z , while ∇ ν 0 ,Z is the right adjoint of ̟ Z . To show the former, note that 
Algebras and bimodules.
Here we will introduce certain algebras and bimodules that will be needed in several proofs below. Recall that χ ∈p Z is ample for X θ and that ℓ stands for {λ + zχ|z ∈ C}.
We start with the following general lemma whose proof is completely analogous to that of [BL, Lemma 5.5 ].
Lemma 5.6. Let A ℓ be a filtered C[ℓ]-algebra such that ℓ * has degree d and gr A ℓ is finitely generated. Let M ℓ be a finitely generated A ℓ -module. Then there is an open subset
λ+zχ . This is a A λ+zχ -C ν 0 (A λ+zχ )-bimodule. Note that, for a Zariski generic z, B 
. The kernel and the cokernel of the homomorphism of the associated graded algebras are supported at 0 ∈ Cχ, see the proof of [L3, Proposition 3.2] .
Let I Z denote the kernel of the composition of the homomorphism
Proof. It is enough to check the claim about C ν 0 (A ℓ )| Z . Lemma 5.6 applied to A ℓ = C ν 0 (A ℓ ) shows that, for a Zariski generic z, the specialization of I Z to λ + zχ coincides with the kernel of C ν 0 (A λ+zχ ) ։ Γ(C ν 0 (A θ λ+zχ )). Now the claim of the present lemma is a consequence of Lemma 2.5.
The algebra C ν 0 (A ℓ )| Z is filtered, the filtration is induced from C ν 0 (A ℓ ). The bimodule B + ℓ | Z is also filtered with the filtration induced from B + ℓ . We will need some information about the associated graded algebra gr C ν 0 (A ℓ )| Z and the associated graded bimodule gr B + ℓ | Z . The facts we need about the former are gathered in the following lemma. Lemma 5.8. The following is true.
(1) The fiber of gr
Proof. We have a homomorphism
that is an isomorphism generically. The kernel of its associated graded is supported at 0 ∈ Cχ. Moreover, the induced homomorphism of fibers
is a filtration preserving isomorphism. It follows that the cokernel of the associated graded of (5.1) is also supported at 0. (1) follows.
Let us prove (2). We have gr Γ(
. This algebra is finite over gr C ν 0 (A ℓ )| Z . It follows that if we equip C ν 0 (A ℓ )| Z with the filtration restricted from Γ(C ν 0 (A θ ℓ )| Z ), then the reduced scheme of the associated graded does not change. Therefore the dimension of the zero fiber of Spec(gr
Let Z Cχ denote the reduced scheme of Spec(gr C ν 0 (A ℓ )| Z ). This is a subvariety in
that is equidimensional over Cχ. We have a fiberwise resolution of singularities morphism Z Cχ → Z Cχ that is an isomorphism over C × χ. Since the morphism Z → Z is a symplectic resolution of singularities, we conclude that the zero fiber Z has finitely many symplectic leaves.
Let us proceed to studying the
The following is true:
(1) The support of gr B
(2) The fiber ofŶ Cχ over χ coincides with the
(1) and (2) are straightforward.
Let us prove (3). The preimage of the zero fiber ofŶ Cχ in X × Z consists of all points (x,x ′ ) such that lim t→0 ν 0 (t)x exists and ρ(lim t→0 ν 0 (t)x) = ρ(x ′ ). The claim that this locus is isotropic easily reduces to checking that (ρ×ρ)
−1 (X diag ) ⊂ X × X is isotropic and this implies our claim. We conclude that the zero fiber ofŶ Cχ is isotropic.
Let us prove (4). The kernel of the natural epimorphism
ℓ is supported at 0 ∈ Cχ. This is proved analogously to Step 2 of the proof of [L3, Proposition 3.9] . Part (1) of Lemma 5.8 implies that the fiber over χ of gr I Z is the kernel of
The Gabber involutivity theorem implies that the support of (gr B + ℓ | Z ) χ in X χ ×Z χ is coisotropic (if this bimodule is nonzero). Since Y χ,Z is lagrangian, it follows that either (gr B
The latter is not the case because
To finish this section, let us point out that the conclusions of this section also hold for the following bimodules (C ν 0 (A λ + ) ), the standardization functor becomes ∆ ν 0 . Recall that we write λ + for λ + nχ with n ≫ 0 and χ ∈p Z ample. The goal of this section is to prove the following claim.
Proposition 5.10. The functor
•, this proposition is a direct consequence of the following claim.
Proposition 5.11. For a Zariski generic z, the right C ν (A λ+zχ )-module B λ+zχ is projective.
Proof. The proof is in several steps.
Step 1. The claim will follow if we show that, for a Zariski generic z, B + λ+zχ | Z is a projective C ν 0 (A λ+zχ )| Z -module. This will follows if we check that
Step 2. By Lemma 5.6, B + ℓ | Z is generically free over C [ℓ] . We deduce that, for a Zariski generic z, the left hand side of (5.2) is the specialization to λ + zχ of (5.3) Ext
. So (5.2) for a fixed i will follow if we check that the module in (5.3) is torsion over C [ℓ] . The claim for all i is then proved by using the fact that, for a Zariski generic z, the algebra
Step 3. So we are proving that (5.3) is torsion over C [ℓ] . To this end we will need the category C of all finitely generated C ν 0 (A ℓ )| Z -A ℓ -bimodules whose associated variety lies in the subvarietyŶ Cχ from Lemma 5.9.
Thanks to (3) of Lemma 5.9, for M ∈ C, the specialization M λ+zχ is a holonomic A opp λ+zχ ⊗C ν 0 (A λ+zχ )| Z -module, see Section 4.3. We conclude that, for a Weil generic z, the specialization M λ+zχ has GK dimension equal to 1 2 (dim X +dim Z) (provided M λ+zχ = 0), this follows from Proposition 4.5 (applied to the algebra A opp λ+zχ ⊗ C ν 0 (A λ+zχ )| Z that is the algebra of global sections of a conical symplectic resolution).
Step 4. Now let M be an object in C. Suppose that M has a good filtration such that gr M is torsion over C [Cχ] . We claim that M is torsion over C [ℓ] . Lemma 5.6 implies that M is generically free over C [ℓ] . The associated graded bimodule gr M is supported on the zero fiber of Y Cχ → Cχ. The dimension of the latter does not exceed 1 2 (dim X + dim Z), see (3) of Lemma 5.9. We conclude that the GK dimension of M does not exceed 1 2 (dim X + dim Z). On the other hand, since M is generically free over C[ℓ], we have M λ+zχ = 0 for a Weil generic z. So the GK dimension of a Weil generic fiber of M coincides with that of M. But the GK multiplicity of M is not less than that of any quotient of M. We arrive at a contradiction.
Step 5. It remains to show that (5.3) lies in C and has a good filtration like in Step 4. (1) of Lemma 5.9. Also note that (5.3) has a filtration with (5.4) gr Ext
. This implies that (5.3) is in C. Let us show that the right hand side of (5.4) is supported at 0 ∈ Cχ (when i > 0). Indeed, the specialization of gr (1) of Lemma 5.8), while the specialization of gr B (4) of Lemma 5.9). It follows that the specialization of the right hand side of (5.4) to χ coincides with
]-module and so the fiber at χ vanishes.
5.5. Filtration on projectives. In order to prove Theorem 5.2 it remains to check that every projective P (p) in O ν (A λ + ) admits a filtration with successive quotients
. In order to prove this, note that the functor The category O ν (A λ + ) is highest weight with respect to the order ν . It follows that it satisfies the conditions of Lemma 3.4. Together with the exactness of ∇ ν 0 , this implies that O ν (A λ + ) is standardly stratified with respect to the pre-order ν 0 . This finishes the proof of Theorem 5.2.
Let us record a result that follows from the claim that the right
6. Cross-walling functors 6.1. Definition and basic properties. Recall that we have a full embedding ι ν : For two generic one-parameter subgroups ν, ν ′ : C × → T we define the cross-walling functor (shuffling functor from [BLPW, Section 8.2] ) by setting
). So the functor CW ν→ν ′ is uniquely characterized by a bi-functorial isomorphism
Note that the functor CW ν→ν ′ admits a right adjoint functor CW *
Obviously, this functor can be defined using the procedure analogous to our original definition.
Let us finish this section by discussing the case of products, where we have
λ 2 ), Lemma 4.3. The following claim follows from loc.cit. and (6.1).
Lemma 6.1. Under the identification of the previous paragraph, we have
Main results. Let us start with some notation. Pick two generic one-parameter subgroups ν, ν ′ :
as the number of T -weights (counted with multiplicities) in p∈X T T p X that are positive on ν and negative on ν ′ . Note that
We will say that a sequence ν 1 , . . . , ν k of generic one-parameter subgroups of T is reduced is δ(
. We say that a reduced sequence ν 1 , . . . , ν k is maximal reduced if ν i , ν i+1 lie in chambers separated by a single wall.
Lemma 6.2. Every reduced sequence can be completed to a maximal reduced one.
Proof. We need to check that generic ν, ν ′ are included into a maximal reduced sequence. Pick sufficiently general ν, ν ′ in their chambers so that the interval joining ν, ν ′ does not intersect pairwise intersections of walls. Let ν = ν 0 , ν 1 , . . . , ν ′ = ν k be one-parameter subgroups from chambers intersected by that interval taken in order. Then ν 0 , . . . , ν k is easily seen to be a maximal reduced sequence. Now we are ready to state the main results.
Theorem 6.3. The functor CW ν→ν ′ is an equivalence for any ν, ν ′ . Moreover, for any reduced sequence ν 1 , . . . , ν k , the natural functor morphism
This theorem proves [BLPW, Conjectures 8.10, 8.14] (the latter in a simplified version without the Weyl group). The claim that the functors CW ν→ν ′ yield an action of the Deligne groupoid of the hyperplane arrangement given by the non-generic one-parameter subgroups is established as in [BPW, Section 6.4] .
Our next main result (that plays a crucial role in the proof of Theorem 6.3) concerns an interplay between the equivalences CW ν→ν ′ and the standardly stratified structures on the categories involved. In order to state the result we need some more notation.
Recall that for a generic ν and some ν 0 we will write ν ν 0 if ν 0 lies in the closure of the chamber containing ν. We write CW ν→ν ′ for the cross-walling functor between categories O for C ν 0 (A θ λ ). Proposition 6.4. Let ν be generic with ν ν 0 . The following is true.
(1) If ν ′ is generic with ν
dim X] is a Ringel duality.
Recall that, for two highest weight categories, C 1 , C 2 , by a Ringel duality one means a derived equivalence
. In particular, (2) implies the shuffling part of [BLPW, Conjecture 8.27 ] (the twisting part was done in [L3] ).
6.3. Proof of (1) of Proposition 6.4. In this section we prove (1) of Proposition 6.4. Our proof is based on the computation of the derived tensor product of certain bimodules.
The bimodules we are interested in are as follows:
and the latter is a
So we just need to check that the higher Tor's vanish.
Set ℓ := {λ + zχ, z ∈ C}. We can consider the bimodules B gr Tor
bimodules). We conclude that gr Tor
is supported at 0. We want to deduce from here that Tor
Let us show that Tor
So it is enough to prove that the left and the right actions of C[X Cχ ] C × on Tor
ℓ | Z (from the right) is restricted from the C[X Cχ ]-action (from the left). It follows that the left
is restricted from the C[X Cχ ]-action (we take the Tor of modules over the commutative ring C[X Cχ ]). For similar reasons, the same is true for the right action. So gr Tor
is indeed HC. Now we can argue as in Steps 4,5 of the proof of Proposition 5.11. Let B ℓ be a C ν 0 (A ℓ )| Z ′ -C ν 0 (A ℓ )| Z -bimodule that is HC over C ν 0 (A ℓ ) whose associated graded is supported at 0. We claim that B ℓ is torsion over C [ℓ] . Indeed, the support of gr
On the other hand, if B ℓ is not torsion, then, for a Weil generic z, the fiber B λ+zχ is a nonzero holonomic
Step 5 of the proof of Proposition 5.11, we get a contradiction that completes the proof of the present lemma.
Proof Proposition 6.4, (1). Let us show that CW *
ν→ν ′ , the other isomorphism is similar.
We need to establish a bi-functorial isomorphism
On the other hand,
The equality holds thanks to Lemma 5.12.
Note that B
. Indeed, this is true for M = ∆ ν 0 (M ′ ) because, by Lemma 6.5, we have
Since the objects of the form
(6.7) Combining (6.5),(6.6) and (6.7), we get (6.4).
6.4. Proof of (2) of Proposition 6.4. In this section we prove (2) of Proposition 6.4. But, first, we need to recall the homological duality functor.
Pick some parameter λ. The homological duality functor for A λ is defined by
This functor is an equivalence
λ -mod) (and also to an equivalence of the bounded derived categories when the homological dimension of A λ is finite).
Lemma 6.6. We have a bi-functorial isomorphism
Proof. (6.1) implies that the left hand side is R Hom D b (A λ + ) (M, N). The claim is now standard.
One can compute D(∆ λ + (p)). The following claim was obtained in the proof of [L3, Proposition 4 .1] (and is a formal consequence of this proposition).
Proof. We have
It follows from Lemma 6.5 that the last expression is zero unless p = p ′ and k = 1 2 dim X, in which case it is one dimensional. It follows that CW *
Let us proceed to the proof of (2). Recall, see Section 4.
Proof. The space on the right is that of K-bilinear maps M × N → K satisfying ma, n = m, an . So we have a homomorphism from the left hand side to the right hand side that to an A opp λ + -linear map ϕ : M → N ( * ) assigns the linear map m, n ϕ := ϕ(m), n . This homomorphism is clearly bifunctorial and injective. So it remains to prove that it is surjective. By the 5 lemma it is enough to do this when both M, N are projective. We will do this in the case when M, N are standardly filtered. When N is standardly filtered, the object N ( * ) is costandardly filtered. So the left hand side has dimension
. By a direct analog of Lemma 6.5, the functor
is acyclic on standardly filtered objects and also dim ∆
It follows that the dimension of the right hand side of (6.8) is also
Lemma 6.9 implies that
So we get the following bi-functorial isomorphism:
Note that D ( * ) is an equivalence. So the functor F :
From here it is easy to see that F is fully faithful. Also F has right adjoint:
Since F is fully faithful, the adjunction morphism id → F * • F is an isomorphism. It follows from (6.9) that the adjoint F * is also fully faithful. So we conclude that F , F * are mutually inverse equivalences. Therefore CW ν→−ν is an equivalence of triangulated categories.
Note that CW *
dim X] is an equivalence, it follows from Corollary 6.8 that
dim X] is a Ringel duality. This finishes the proof of (2).
where Z runs over the poset of the connected components of 6.6. Proof of Theorem 6.3. The following theorem is a crucial step in the proof of (and also a special case of) Theorem 6.3. Theorem 6.11. Let ν, ν ′ , ν ′′ be three generic one-parameter subgroups forming a reduced sequence (in this order) such that ν ′ , ν ′′ are neighbors. Then
A key step in the proof is the next proposition. Letν be a generic one-parameter subgroup that is a neighbor of ν and such that the sequence ν,ν, ν ′ , ν ′′ is reduced (note that here we can haveν = ν ′ ). Let ν 1 , ν 2 be such that ν,ν ν 1 , ν ′ , ν ′′ ν 2 and ν 1 lies on the wall between ν,ν, while ν 2 lies on the wall between ν ′ , ν ′′ . Below we will write A instead of A λ + .
, the natural homomorphism
is an isomorphism.
We will give a proof of Proposition 6.12 after a series of auxiliary results. We start by giving an alternative interpretation of the morphism in Proposition 6.12. Below we identify all categories D b (Oν(A)) with D Oν (A -mod) so that the functors ιν become the inclusions. So we will omit the functors ιν and get functor morphisms ι * ν → id. Proof. The proof is in several steps.
Step 1. Note that both bimodules B 1 and B 2 are T -equivariant. So all homologies of Q are T -equivariant as well. Let us check that the numbers ν 1 , α , − ν 2 , α are bounded from above for all T -weights α appearing in the homology of Q. Let us prove this claim for ν 1 , α , the proof for − ν 2 , α is similar. Recall that B 1 = A/AA >0,ν 1 . Choose a free T -equivariant resolution A-module for B 2 . We see that the homology of Q are also the homology of a complex whose terms are direct sums of several copies of B 1 with twisted T -actions. Our claim follows.
Step 2. Now let us check that the homology of Q is the union of objects in (6.10)
Consider the action of (C × ) 2 on C ν 2 (A) ⊗ C ν 1 (A) opp by ν 1 × ν 2 so that the first copy of C × acts trivially on the second factor and vice versa. Since the numbers ν 1 , α , − ν 2 , α are bounded by above, we see that H • (Q) is the union of objects in O ν 1 (C ν 2 (A)) ⊠ O −ν 2 (C ν 1 (A) opp ). The latter category coincides with (6.10). This is because ν and ν 1 lie in one half-space with respect to the wall containing ν 2 , and ν ′ , ν 2 also lie in one half-space with respect to wall containing ν 1 (it is here that we use our choice of the one-parameter subgroups involved).
Step 3. Now we claim that each H i (Q) is actually the direct sum of objects in (6.10). Set ν := ν 1 − ν 2 . Note that all weight spaces forν in H i (Q) are finite dimensional and weights are bounded from above. Indeed, it is enough to check this for Tor <0,ν 2 ). The eigencharacters ofν on the latter are all non-negative. The zero eigenspace is easily seen to be finite dimensional. Since the algebra
<0,ν 2 ) is finitely generated, every eigenspace is finite dimensional. This shows that the weights of theν-action on H i (Q) are bounded from above and all eigen-spaces are finite dimensional.
Let h denote the image of 1 under the quantum comoment map for the actions of ν 1 −ν 2 on C ν 2 (A) ⊗ C ν 1 (A)
opp . The element h preserves the grading hence acts locally finitely on H i (Q). For z ∈ C, j ∈ Z, let H i (Q) [z, j] denote the generalized z-eigenspace for h in the component of degree j. So M z := j H i (Q)[z + j, j] is a submodule in H i (Q) and H i (Q) = z∈C M z . By (4) of Lemma 4.1, M z lies in (6.10).
Step 4. To check that H i (Q) lies in (6.10) it is enough to show that dim Hom D b (Cν 2 (A))⊗Cν 1 (A) opp -Mod) (Q, I[k]) < ∞ for any indecomposable injective object I in (6.10) and any integer k. Recall, Lemma 6.14, that
). The right hand side is finite dimensional. Now we remark that any indecomposable injective in (6.10) is a product of the indecomposable injectives in the factors, this follows from
