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HIGHER CORRELATIONS OF DIVISOR SUMS RELATED TO
PRIMES II
D. A. GOLDSTON AND C. Y. YILDIRIM
Abstract. We calculate the triple correlations for the truncated divisor sum
λR(n). The λR(n)’s behave over certain averages just as the prime counting
von Mangoldt function Λ(n) does or is conjectured to do. We also calculate the
mixed (with a factor of Λ(n)) correlations. The results for the moments up to
the third degree, and therefore the implications for the distribution of primes
in short intervals, are the same as those we obtained (in the first paper with
this title) by using the simpler approximation ΛR(n). However, when λR(n)
is used the error in the singular series approximation is often much smaller
than what ΛR(n) allows. Assuming the Generalized Riemann Hypothesis for
Dirichlet L-functions, we obtain an Ω±-result for the variation of the error
term in the prime number theorem. Formerly, our knowledge under GRH was
restricted to Ω-results for the absolute value of this variation. An important
ingredient in the last part of this work is a recent result due to Montgomery
and Soundararajan which makes it possible for us to dispense with a large
error term in the evaluation of a certain singular series average. We believe
that our results on λR(n)’s and ΛR(n)’s can be employed in diverse problems
concerning primes.
1. Introduction
In this paper we calculate the triple correlations of the short divisor sum defined
by
(1.1) λR(n) =
∑
r≤R
µ2(r)
φ(r)
∑
d|(r,n)
dµ(d), for n ≥ 1,
and λR(n) = 0 if n ≤ 0. In the previous paper of this series [8] we gave the
calculation of the correlations of
(1.2) ΛR(n) =
∑
d|n
d≤R
µ(d) log(R/d), for n ≥ 1,
and ΛR(n) = 0 if n ≤ 0. As can be seen from our results, these divisor sums tend to
behave similarly to the prime counting von Mangoldt function Λ(n), and thus they
may sometimes be used in place of Λ(n) when it is not possible to work directly
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with Λ(n) itself. Since
Λ(n) =
∑
d|n
µ(d) log(R/d), for n > 1,
ΛR(n) comes about as a surrogate for Λ(n) by truncation. We can relate λR(n) to
ΛR(n) by interchanging the order of the summations in (1.1), thereupon the new
inner sum can be evaluated (eq. (2.15) below) and the contribution of its main
term gives ΛR(n).
Goldston [5] found λR(n) while remedying the failure of the circle method in an
application to the related problems of twin primes and short gaps between primes
for which a starting point is the observation that
(1.3)
∑
n≤N
Λ(n)Λ(n+ k) =
∫ 1
0
|S(α)|2e(−kα) dα +O(k log2N),
where
S(α) =
∑
n≤N
Λ(n)e(nα), e(u) = e2πiu.
For α close to the rational number a/r, we write α = a/r + β, and approximate
S(α) throughout [0, 1] by a sum of local approximations
∑
r≤R
∑
1≤a≤r
(a,r)=1
µ(r)
φ(r)
I(
a
r
+ β), where I(u) =
∑
n≤N
e(nu).
But the last expression is equal to∑
n≤N
λR(n)e(nβ),
suggesting we replace Λ(m) by λR(m) in sums such as (1.3). Furthermore, Goldston
[5] showed that among sums of the form∑
r≤R
r|n
a(R, r) with a(R, 1) = 1, a(R, r) ∈ R,
λR(n) is the best approximation to Λ(n) in an L
2 sense. The proof involves a
minimization which was solved in a more general setting by Selberg [18] for his
upper bound sieve. Hooley’s recent use of λR(n) in [14], [15] leans much on its
origin in the Selberg sieve. It should further be mentioned that, as far as we know,
Heath-Brown [12] was the first to use λR(n) in additive prime number theory.
The correlations we are interested in evaluating are
(1.4) Sk(N, j,a) =
N∑
n=1
λR(n+ j1)
a1λR(n+ j2)
a2 · · ·λR(n+ jr)ar
and
(1.5) S˜k(N, j,a) =
N∑
n=1
λR(n+ j1)
a1λR(n+ j2)
a2 · · ·λR(n+ jr−1)ar−1Λ(n+ jr)
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where j = (j1, j2, . . . , jr) and a = (a1, a2, . . . ar), the ji’s are distinct integers,
ai ≥ 1 and
∑r
i=1 ai = k. In (1.5) we assume that r ≥ 2 and take ar = 1. For later
convenience we define
(1.6) S˜1(N, j,a) =
N∑
n=1
Λ(n+ j1) = ψ(N) +O(|j1| logN) ∼ N
for |j1| = o( N
logN
) by the prime number theorem (as usual ψ(x) =
∑
n≤x
Λ(n)).
For k = 1 and k = 2 these correlations have been evaluated before ([4], [14], [15]),
and the more general cases of n running through arithmetic progressions were also
worked out ([7], [12], [15]).
Correlations which include in their summands factors such asΛ(n)Λ(n+j), j 6= 0,
cannot be evaluated unconditionally; they are the subject of the Hardy-Littlewood
prime r-tuple conjecture [9]. This conjecture states that for j = (j1, j2, . . . , jr) with
the ji’s distinct integers,
(1.7) ψj (N) =
N∑
n=1
Λ(n+ j1)Λ(n+ j2) · · ·Λ(n+ jr) ∼ S(j)N
when S(j) 6= 0, where
(1.8) S(j) =
∏
p
(
1− 1
p
)−r (
1− νp(j)
p
)
and νp(j) is the number of distinct residue classes modulo p that the ji’s occupy.
If r = 1 we see S(j) = 1, and for |j1| ≤ N (1.7) reduces to (1.6), which is the only
case where (1.7) has been proved. The cases r = 2, 3 will be of particular interest
to us in this paper, the explicit expressions have been shown in [8] to be
S((0, j)) = S2(j), (j 6= 0)(1.9)
S((0, j1, j2)) = S2((j1, j2))S3(j1j2(j1 − j2)), (j1 6= j2, j1j2 6= 0),(1.10)
where writing
(1.11) p(n) =
{
n, if n is a prime,
1, otherwise,
the singular series for n ≥ 1 and j 6= 0 are defined as
(1.12) Sn(j) =
{
CnGn(j)Hn(j), if p(n)|j,
0, otherwise,
in which
(1.13) Cn =
∏
p
p6=n−1, p6=n
(
1− n− 1
(p− 1)(p− n+ 1)
)
,
(1.14) Gn(j) =
∏
p|j
p=n−1 or p=n
(
p
p− 1
)
,
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(1.15) Hn(j) =
∏
p|j
p6=n−1, p6=n
(
1 +
1
p− n
)
.
Note that since S(j) = S(j − j1) for j1 a vector with j1 in every component,
no loss of generality is incurred when the first components of the vectors in the
arguments of S in (1.9) and (1.10) are taken to be 0.
Gallagher [2] proved that the moments
(1.16) Mk(N, h, ψ) =
N∑
n=1
(ψ(n+ h)− ψ(n))k (k ∈ Z+)
can be calculated from the prime r-tuple conjecture (1.7) for h ∼ λ logN asN →∞,
with λ a positive constant. For this purpose Gallagher showed that
(1.17)
∑
1≤j1,j2,··· ,jr≤h
distinct
S(j) ∼ hr, (h→∞).
The calculation of the moments (1.16) was carried out in [8] via expressing them
in terms of the quantities (1.7) for which the prime r-tuple conjecture is assumed,
with the result that
(1.18) Mk(N, h, ψ) ∼ N(logN)k
k∑
r=1
{
k
r
}
λr (N →∞, h ∼ λ logN, λ≪ 1),
where
{
k
r
}
denotes the Stirling numbers of the second type.
For larger h the appropriate moments to study are
(1.19) µk(N, h, ψ) =
N∑
n=1
(ψ(n+ h)− ψ(n)− h)k .
Assuming the Hardy-Littlewood conjecture in the strong form
(1.20) ψj(x) = S(j)x+O(N
1
2+ǫ)
uniformly for 1 ≤ r ≤ k, 1 ≤ x ≤ N and distinct ji satisfying 1 ≤ ji ≤ h,
Montgomery and Soundararajan [17] proved that
µk(N, h, ψ) ∼ (1 · 3 · · · (k − 1))N(h log N
h
)
k
2 if k is even,(1.21)
µk(N, h, ψ) ≪ N(h logN) k2 ( h
logN
)−
1
8k + hkN
1
2+ǫ if k is odd,(1.22)
uniformly for (logN)1+δ ≤ h ≤ N 1k−ǫ (with any fixed δ > 0). They also conjectured
upon heuristics that µk(N, h, ψ) = ([2|k](1 · 3 · · · (k− 1)) + o(1))N(h log Nh )
k
2 holds
uniformly for (logN)1+δ ≤ h ≤ N1−δ for each fixed k (see (1.49) below for the
notation [2|k]). Their proof depends on the estimation of the quantities
(1.23) Rr(h) =
∑
1≤j1,j2,··· ,jr≤h
distinct
U((j1, · · · , jr)),
where
(1.24) U((j1, · · · , jr)) =
∑
J⊂{j1,··· ,jr}
(−1)r−|J |S(J )
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(R0(h) and S(∅) are taken to be 1), as
Rr(h) = (1 · 3 · · · (r − 1))(−h log h+Ah) r2 +Or(h r2− 17r+ǫ), r : even,(1.25)
Rr(h) ≪ h r2− 17r+ǫ, r : odd(1.26)
(A = 2− γ − log 2π, and γ denotes Euler’s constant). Gallagher’s result (1.17) can
be deduced from these. Note that it is easy to see R1(h) = 0, and for r = 2 we know
from Goldston [3] that (1.25) holds with the much smaller error term O(h
1
2+ǫ).
Only the first moment is known unconditionally as a simple consequence of
the prime number theorem. The work of Goldston and Montgomery [6] reveals,
upon assuming the Riemann Hypothesis, an equivalence between the asymptotic
formulae for the second moment and the pair correlation conjecture for the zeros
of the Riemann zeta-function.
From the surrogate prime-counting function λR(n), we write
(1.27) ψR(x) =
∑
n≤x
λR(n),
and we wish to examine the moments M(N, h, ψR) defined as in (1.16). We have
Mk(N, h, ψR) =
N∑
n=1

 ∑
1≤m≤h
λR(n+m)


k
=
∑
1≤mi≤h
1≤i≤k
N∑
n=1
λR(n+m1)λR(n+m2) · · ·λR(n+mk).
Now suppose that the k numbersm1,m2, . . . ,mk take on r distinct values j1, j2, . . . , jr
with ji having multiplicity ai, so that
∑
1≤i≤r ai = k. Grouping the terms leads to
the expression
(1.28)
Mk(N, h, ψR) =
k∑
r=1
∑
a1,a2,...,ar
ai≥1,
∑
ai=k
(
k
a1, a2, . . . , ar
) ∑
1≤j1<j2<···<jr≤h
Sk(N, j,a),
where Sk(N, j,a) is the correlation given in (1.4). Our main result on these corre-
lations is the following theorem.
Theorem 1. Given 1 ≤ k ≤ 3, let j = (j1, j2, . . . , jr) and a = (a1, a2, . . . ar), where
the ji’s are distinct integers, and ai ≥ 1 with
∑r
i=1 ai = k. Assume maxi |ji| ≤
N1−ǫ and R≫ N ǫ. Then we have
(1.29) Sk(N, j,a) =
(Ck(a)S(j) + o(1))N(logR)k−r +O(Rk),
where Ck(a) has the values
C1(1) = 1, C2(2) = 1, C2(1, 1) = 1,
C3(3) = 3
4
, C3(2, 1) = 1, C3(1, 1, 1) = 1.
(As a notational convention extra parentheses have been dropped, so for example
C2((1, 1)) = C2(1, 1)). The method of proof used in this paper may be carried out
for k > 3, but the calculation of the constants Ck(a) and controlling the error terms
become extremely complicated even for k = 4. In the third paper in this series it is
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shown by a different method that Theorem 1 for ΛR(n) holds for all k, and also a
way is found to calculate the constants Ck(a) for small k. We also believe the error
term O(Rk) can be reduced in size. In Hooley’s method [15] for the special case
S2(N, (0), (2)), the error term O(R
2) doesn’t arise at all.
Letting m = n + mini ji in the sum of (1.4), and then shifting the summation
range to extend from 1 to N again, we pick up an error O(|mini ji|N ǫ) since
λR(n)≪ nǫ. This error is absorbed in the error term o(N) under the conditions of
the theorem. Also, as was remarked after (1.15), S(j) is not affected by this shift.
Hence in proving Theorem 1 we may take j1 = 0, and j2, . . . , jr all positive. To see
the upper bound for λR(n), note that with n
′ =
∏
p|n
p≤R
p, one has λR(n) = λR(n
′), so
(1.30)
λR(n) =
∑
r≤R
µ2(r)µ((r, n′))φ((r, n′))
φ(r)
=
∑
t≤R
(t,n′)=1
µ2(t)
φ(t)
∑
s|n′
s≤R/t
µ(s)≪ d(n′) log 2R.
We now apply Theorem 1 in (1.28), and obtain upon using (1.17) that for h≪
N1−ǫ and h→∞, R = Nθk with 0 < θk < 1k for Mk,
M1(N, h, ψR) ∼ Nh, M2(N, h, ψR) ∼ Nh2 +Nh logR,
M3(N, h, ψR) ∼ Nh3 + 3Nh2 logR+ 3
4
Nh log2R.(1.31)
The choice h = λ logN renders full meaning to (1.31) allowing us to state
Corollary 1. For h ∼ λ logN , λ ≪ 1, and R = Nθk , where θk is fixed and
0 < θk <
1
k for 1 ≤ k ≤ 3, we have
M1(N, h, ψR) ∼ λN logN, M2(N, h, ψR) ∼ (θ2λ+ λ2)N log2N,
M3(N, h, ψR) ∼ (3
4
θ3
2λ+ 3θ3λ
2 + λ3)N log3N.(1.32)
We next consider the mixed moments
(1.33) M˜k(N, h, ψR) =
N∑
n=1
(ψR(n+ h)− ψR(n))k−1(ψ(n+ h)− ψ(n))
for k ≥ 2, while for k = 1 we take M˜1(N, h, ψR) =M1(N, h, ψ). Writing
(1.34) ψ(x) = x+ E(x),
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we have for 1 ≤ h ≤ N ,
M1(N, h, ψ) =
N∑
n=1
∑
n<k≤n+h
Λ(k) =
N+h∑
k=2
Λ(k)
min(k−1,N)∑
n=max(1,k−h)
1
=
h∑
k=2
(k − 1)Λ(k) +
N∑
k=h+1
hΛ(k) +
N+h∑
k=N+1
(N + h− k + 1)Λ(k)
= ψ(N + h)− ψ(N)− ψ(h)−
∫ h
2
ψ(t) dt+
∫ N+h
N
ψ(t) dt
= Nh+ E(N + h)− E(N)− E(h)−
∫ h
2
E(t) dt+
∫ N+h
N
E(t) dt+O(1),
(1.35)
where partial summation on (1.34) has also been used. The prime number theorem
says E(x) = o(x), so that we obtain for 1 ≤ h ≤ N as N →∞,
(1.36) M˜1(N, h, ψR) =M1(N, h, ψ) ∼ Nh.
If the Riemann Hypothesis is assumed, then it is known that E(x) ≪ x1/2 log2 x,
giving
(1.37) M˜1(N, h, ψR) = M1(N, h, ψ) = Nh+O(N
1
2 h log2N).
For k ≥ 2, leaving out the details that were included in [8], we have
(1.38)
M˜k(N, h, ψR) =
k∑
r=2
∑
a1,a2,...,ar−1
ai≥1,
∑
ai=k−1
1
(r − 1)!
(
k − 1
a1, a2, . . . , ar−1
)
Wr(N, j,a)+O(RN
ǫ),
where
Wr(N, j,a) =
r−1∑
i=1
(L1(R))ai
∑
1≤j1,j2,··· ,jr−1≤h
distinct
S˜k−ai (N, ji,ai)+
∑
1≤j1,j2,··· ,jr≤h
distinct
S˜k(N, j,a),
ji = (j1, j2, . . . , ji−1, ji+1, . . . , jr−1, ji), ai = (a1, a2, . . . , ai−1, ai+1, . . . , ar−1, 1),
(1.39) Lk(R) :=
∑
r≤R
(r,k)=1
µ2(r)
φ(r)
.
(It is easily seen that L1(R)≪ log 2R for R ≥ 1. A precise estimation of this sum
due to Hildebrand [10] is given in (2.15) below).
Formula (1.38) reduces the calculation of the mixed moments to the calcula-
tion of mixed correlations. Our results depend on the extent of uniformity in the
distribution of primes in arithmetic progressions. We let
(1.40) ψ(x; q, a) =
∑
n≤x
n≡a(q)
Λ(n),
and on taking
(1.41) E(x; q, a) = ψ(x; q, a)− [(a, q) = 1] x
φ(q)
,
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(where we have used the Iverson notation (1.49) below) the estimate we need is,
for some fixed 0 < ϑ ≤ 1,
(1.42)
∑
1≤q≤xϑ−ǫ
max
a
(a,q)=1
|E(x; q, a)| ≪ x
logA x
,
for any ǫ > 0, any A = A(ǫ) > 0, and x sufficiently large (see [1], Chapter 28). This
is a weakened form of the Bombieri-Vinogradov theorem if ϑ = 12 , and therefore
(1.42) holds unconditionally if ϑ ≤ 12 . Elliott and Halberstam conjectured (1.42)
is true with ϑ = 1. The range of R where our results on mixed correlations hold
depends on ϑ in (1.42). We prove
Theorem 2. Given 2 ≤ k ≤ 3, let j = (j1, j2, . . . , jr) and a = (a1, a2, . . . ar),
where r ≥ 2, ar = 1, and where the ji’s are distinct integers, and ai ≥ 1 with∑r
i=1 ai = k. Then we have, for N
ǫ ≪ R ≪ N ϑk−1−ǫ where (1.42) holds with ϑ,
and maxi |ji| ≪ N 1k−1−ǫ
(1.43) S˜k(N, j,a) =
(
S(j) + o(1)
)
N(logR)k−r .
In proving Theorem 2 we may take the argument of Λ to be n, the error aris-
ing from arranging this by shifts of the range of summation being O(|jr |N ǫ) +
O((max |ji|)1+ǫ).
Using (1.43) in (1.38), and (1.17), we find that
M2(N, h, ψR) ∼ Nh2 +Nh logR,
M3(N, h, ψR) ∼ Nh3 + 3Nh2 logR+Nh log2R,(1.44)
and similar to Corollary 1 we have
Corollary 2. For h ∼ λ logN , λ ≪ 1, and R = Nθk , where θk is fixed and
0 < θk <
ϑ
k−1 for k = 2 or 3, we have,
M˜1(N, h, ψR) ∼ λN logN, M˜2(N, h, ψR) ∼ (θ2λ+ λ2)N log2N,
M˜3(N, h, ψR) ∼ (θ32λ+ 3θ3λ2 + λ3)N log3N.(1.45)
The results for the correlations up to and including the third order of λR(n) and
ΛR(n) coincide asymptotically, thereby implying the results (Theorems 1.6 and 1.7)
of [8] on primes in short intervals, in particular
(1.46) lim inf
n→∞
(
pn+r − pn
log pn
) ≤ r −
√
r
2
.
For longer intervals, instead of (1.42) we shall have recourse to Hooley’s [13]
bound depending on GRH that for all q ≤ x
(1.47)
∑
1≤a≤q
(a,q)=1
max
u≤x
|E(u; q, a)|2 ≪ x(log x)4.
It is easy to see that the same bound holds when the sum is taken over all 1 ≤ a ≤ q.
For (a, q) > 1 we have
E(u; q, a) = ψ(u; q, a) ≤
∑
n≤x
n≡a(mod q)
Λ(n),
where it is seen that only those n’s which are powers of a prime divisor of (a, q)
contribute. The sum is not void only if (a, q) has just one prime factor, say p, in
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which case its value is ≤ (log p)⌊ log xlog p ⌋ ≤ log x. So the addition of (a, q) > 1 terms
in the sum of (1.47) brings in ≤ q log2 x = o(x log4 x).
We prove
Theorem 3. Assume the Generalized Riemann Hypothesis. For any arbitrarily
small but fixed η > 0, and for sufficiently large N , with log14N ≪ h≪ N 17−ǫ and
writing h = Nα, there exists n1, n2 ∈ [N + 1, 2N ] such that
ψ(n1 + h)− ψ(n1)− h > (
√
1− 5α
2
− η)(h logN) 12
ψ(n2 + h)− ψ(n2)− h < −(
√
1− 5α
2
− η)(h logN) 12 .(1.48)
This is a new development in the sense that formerly our knowledge under GRH
was restricted to lower-bound estimates for the absolute value of the variation of
the error term in the prime number theorem. The strongest of such results were
attained in [7] in the more general case of primes in an arithmetic progression
which yielded as a special case maxx≤y≤2x |ψ(y + h) − ψ(y) − h| ≫ǫ (h log x) 12 for
1 ≤ h ≤ N 13−ǫ. A proof of this is included in §10. In fact the general case was also
obtained by using the correlations of λR(n). There only the first and second level
correlations were employed, nevertheless in the more general case of n ∈ [N+1, 2N ]
running through an arithmetic progresssion n ≡ a(mod q).
Notation. In this paper N is always a large natural number, p is a prime number.
The largest squarefree positive integer divisor of a nonzero integer j will be denoted
by j∗. If a lower limit is unspecified in a summation it will be understood that the
sum starts at 1. When a sum is denoted with a dash as
∑′ this always indicates we
will sum over all variables expressed by inequalities in the conditions of summation
and these variables will all be pairwise coprime. We will always take the value of
a void sum to be zero and the value of a void product to be 1. The letter ǫ will
denote a small positive number which may change each time it occurs. We will also
use the Iverson notation of putting brackets around a truth-valued statement P (x)
which means
(1.49) [P (x)] =
{
1, if P (x) is true,
0, if P (x) is false.
As usual, (a, b) denotes the greatest common divisor of a and b and [a1, a2, · · · , an]
denotes the least common multiple of a1, a2, . . . , an. If k = 0, the condition d|k
means d can be any positive integer; and we will take (0, a) = 0 for a 6= 0. We
define φ2(p) = p−2 on the primes, φ2(1) = 1, and extend the definition to squarefree
integers multiplicatively. For arithmetical functions α, β, we will sometimes write
α · β(n) for the product α(n)β(n), and α
β
(n) for the quotient
α(n)
β(n)
.
2. Lemmas
Let us recall some well-known facts to be used in this paper.
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We shall need the elementary estimates (see [7]), for an integer k 6= 0,∑
p|k
log p
p
≪ log log 3|k|(2.1)
m(k) :=
∑
d|k
µ2(d)√
d
=
∏
p|k
(
1 +
1√
p
)
≪ exp
(
c
√
log |k|
log log 3|k|
)
(2.2)
∏
p|k
(1 +
1
p
) ≪ log log 3|k|, Sn(k)≪ log log 3|k|(2.3)
which follow from the prime number theorem
For a multiplicative function f(n) we have
(2.4)
∑
d|n
µ2(d)f(d) log d = (
∑
p|n
f(p) log p
1 + f(p)
)
∏
p|n
(1 + f(p)) (n 6= 0).
If f : N → R is a multiplicative function satisfying 0 ≤ f(pm) ≤ α1 αm2 at all
prime powers, with constants α1 > 0, 0 < α2 < 2, then we have uniformly for x ≥ 2
(2.5)
∑
n≤x
f(n)≪α1, α2
x
log x
exp
∑
p≤x
f(p)
p
.
This result, quoted from [10] (which refers to [11] for the proof of a sharper version),
helps us see that for monic polynomials Pi,
∏
p|n
P1(p)
P2(p)
behaves on average the same
as ndegP1−degP2 . In particular, we have∑
n≤x
∏
p|n
P1(p)
P2(p)
≪ x (degP1 = degP2)(2.6)
∑
n≤x
∏
p|n
P1(p)
P2(p)
≪ log x (1 + degP1 = degP2)(2.7)
∑
x1<n≤x2
∏
p|n
P1(p)
P2(p)
≪ 1 + log(x2
x1
) (1 + degP1 = degP2)(2.8)
∑
n>x
1
nα
∏
p|n
P1(p)
P2(p)
≪α 1
xα
(1 + degP1 = degP2, fixed α > 0)(2.9)
∑
n>x
logn
∏
p|n
1
P2(p)
≪ log x
x
(degP2 = 2).(2.10)
Here (2.6) follows from a direct application of (2.5), (2.7) and (2.8) can be obtained
by partial summation on (2.6), and to get (2.9) one may split the sum into ranges
(x, 2x], (2x, 4x], . . . and apply (2.8) to each part. Then (2.10) is shown by partial
summation on (2.9) with α = 1. We will also need
(2.11)
∑
n≤x
µ2(n)m(n)√
n
≪ √x,
to see which we apply (2.5) with f(n) = m(n) and then do partial summation.
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We also quote a Perron-formula type of result Titchmarsh [19], §3.12. It will be
used in proving Lemmas 2 and 3 which are needed in §7. Let A(s) =
∞∑
n=1
an
ns
, for
σ = ℜ s > 1. Assume that an = O(a(n)), a(n) being nondecreasing, and
(2.12) A(s) =
∞∑
n=1
|an|
nσ
= O(
1
(σ − 1)α ) (σ → 1
+).
For c > 0, c+ σ > 1, we have for x 6∈ N and X is the nearest integer to x
∑
1≤n<x
an
ns
=
1
2πi
∫ c+iT
c−iT
A(s+ w)
xw
w
dw +O(
xc
T (σ + c− 1)α )
+O(
a(2x)x1−σ log x
T
) +O(
a(X)x1−σ
T |x−X | ).(2.13)
Our first lemma is a generalization of a result of Hildebrand [10].
Lemma 1. Let P1 and P2 be monic polynomials such that degP2 = 1+degP1 and
P2(p) 6= 0 for prime p. We have for each positive integer k, uniformly for x ≥ 1,∑
n≤x
(n,k)=1
µ2(n)
∏
p|n
P1(p)
P2(p)
=
∏
p
(1 +
(p− 1)P1(p)− P2(p)
pP2(p)
)
∏
p|k
(
P2(p)
P1(p) + P2(p)
)[log x+ γ +(2.14)
∑
p
P2(p)− (p− 2)P1(p)
(p− 1)(P1(p) + P2(p)) log p+
∑
p|k
P1(p) log p
P1(p) + P2(p)
] +O(
m(k)√
x
).
Hildebrand’s result is the special case
(2.15)
Lk(x) =
∑
n≤x
(n,k)=1
µ2(n)
φ(n)
=
φ(k)
k

log x+ γ +∑
p
log p
p(p− 1) +
∑
p|k
log p
p

+O(m(k)√
x
).
Note for future use that, by partial summation on (2.15),
(2.16)
∑
n≤x
µ2(n)
φ(n)
log(
x
n
) =
1
2
log2 x+O(log x).
Another special case we will use is∑
n≤x
(n,k)=1
µ2(n)
∏
p|n
p2 − p− 1
(p− 1)3 =
∏
p
(1 +
p− 2
p(p− 1)2 )
∏
p|k
(
(p− 1)3
p3 − 2p2 + 2p− 2){log x+ γ +
∑
p
(2p− 3) log p
(p− 1)(p3 − 2p2 + 2p− 2) +
∑
p|k
(p2 − p− 1) log p
(p3 − 2p2 + 2p− 2)}+O(
m(k)√
x
).(2.17)
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Lemma 2. There exists a constant C such that for all x ≥ 1,
(2.18) |
∑
n≤x
µ(n)φ2(n)
nφ(n)
| ≤ C.
Lemma 3. As x→∞,
(2.19)
∑
n≤x
µ2(n)
∏
p|n
3p− 4
(p− 1)(√p− 1) = P (1)x
1
2 log2 x+Dx
1
2 log x+(E+ o(1))x
1
2 ,
where P (s) is defined below in (3.20), and D, E are constants specified in (3.24).
In §4, §5 and §8 we will need
Lemma 4. For nonzero integers j and k, we have uniformly in x ≥ 1
(2.20)∑
n≤x
(n,k)=1
µ(n)µ · φ((n, j))
φ2(n)
= {1−[2 6 | k]µ((2, j))}C2
∏
p|k
p>2
(p− 1)2
p(p− 2)
∏
p|j
p6 |k
p>2
(
p− 1
p− 2)+O(
d(j′)j′
xφ(j′)
),
where j′ =
j∗
(j∗, k)
.
From (2.20) we derive
−
∑
n≤x
µ(n)µ · φ((n, j)) logn
φ2(n)
=


S2(j)[
∑
p6 |j
log p
p(p− 2) −
∑
p|j
log p
p
] +O(
j∗d(j∗) log 2x
φ(j∗)x
), if 2|j,
S2(2j)
log 2
2 +O(
j∗d(j∗) log 2x
φ(j∗)x ), if 2 6 | j.
(2.21)
For use in §9 we prove
Lemma 5. For even J 6= 0 with k|J , and J ≪ xA (any fixed A > 0), we have
uniformly in x ≥ 1∑
n≤x
µ(n)d(n)
φ(n)φ2(
n
(n,2) )
µ
d
((n, J))
µ
φ
((n, k))φ2((
n
(n, 2)
, J)) =(2.22)
2 [2 6 | k]
∏
p6 |J
(1− 2
(p− 1)(p− 2))
∏
p>2
p|J
p6 |k
(1 +
1
p− 1)
∏
p>2
p|k
(1− 1
(p− 1)2 ) +O(x
−1+ǫ).
3. Proofs of the lemmas
Proof of Lemma 1. We follow Hildebrand’s way [10] of obtaining (2.15). Let,
for n ∈ N,
(3.1) fk(n) =


nµ2(n)
∏
p|n
P1(p)
P2(p)
, if (n, k) = 1,
0, if (n, k) > 1 .
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Also define gk, the Mo¨bius transform of fk, through
(3.2) fk(n) =
∑
d|n
gk(d), (n ∈ N).
We have
(3.3)∑
n≤x
(n,k)=1
µ2(n)
∏
p|n
P1(p)
P2(p)
=
∑
n≤x
fk(n)
n
=
∑
n≤x
gk(n)
n
∑
m≤ x
n
1
m
=
∑
n≤x
gk(n)
n
(log
x
n
+ γ +O(
n
x
)).
The arithmetical functions fk and gk are multiplicative, their values at the prime
powers are
(3.4) fk(p
m) =


pP1(p)
P2(p)
, for m = 1 and p 6 | k,
0, otherwise ,
and since gk(p
m) = fk(p
m)− fk(pm−1),
(3.5) gk(p
m) =


pP1(p)
P2(p)
− 1, for m = 1 and p 6 | k,
−pP1(p)
P2(p)
, for m = 2 and p 6 | k,
−1, for m = 1 and p|k,
0, for m = 2, p|k or m > 2.
We see that
∑
p,m≥1
|gk(pm)|
pm
is convergent, so that
∞∑
n=1
gk(n)
n
is absolutely conver-
gent, giving
∞∑
n=1
gk(n)
n
=
∏
p
(1 +
∑
m≥1
gk(p
m)
pm
)
=
∏
p|k
(1− 1
p
)
∏
p6 |k
(1 +
pP1(p)
P2(p)
− 1
p
− P1(p)
pP2(p)
)
=
∏
p
(1 +
(p− 1)P1(p)− P2(p)
pP2(p)
)
∏
p|k
P2(p)
P1(p) + P2(p)
.(3.6)
Now gk(n) 6= 0 only when n is of the form n = n1n2n23, with pairwise coprime ni’s
(i = 1, 2, 3) satisfying µ2(ni) = 1, n1|k, n2n3 6 | k, in which case
(3.7) gk(n) = µ(n1)µ
2(n2)
∏
p|n2
(
pP1(p)− P2(p)
P2(p)
) µ(n3)n3
∏
p|n3
P1(p)
P2(p)
.
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Hence, for t ≥ 1, we have
∑
n≤t
|gk(n)| ≤
∑
n1|k
µ2(n1)
∑
n2≤ tn1
∏
p|n2
(
pP1(p)− P2(p)
P2(p)
)
∑
n3≤
√
t
n1n2
n3
∏
p|n3
P1(p)
P2(p)
≪ √t
∑
n1|k
µ2(n1)√
n1
∑
n2≤ tn1
1√
n2
∏
p|n2
pP1(p)− P2(p)
P2(p)
≪ √tm(k),(3.8)
where we have made use of (2.6) (resp. (2.9)) for the sum over n3 (resp. n2). Next,
for u ≥ 1, we have
(3.9)
∣∣∣∣∣
∑
n>u
gk(n)
n
∣∣∣∣∣ =
∣∣∣∣∣∣
∫ ∞
u
1
t2
∑
u<n≤t
gk(n) dt
∣∣∣∣∣∣≪ m(k)
∫ ∞
u
t−3/2 dt≪ m(k)√
u
,
and therefore
(3.10)
∑
n≤x
gk(n)
n
=
∞∑
n=1
gk(n)
n
+O(
m(k)√
x
).
For the main term observe that∑
n≤x
gk(n)
n
log
x
n
=
∫ x
1
1
u
∑
n≤u
gk(n)
n
du
=
∞∑
n=1
gk(n)
n
∫ x
1
du
u
−
∫ ∞
1
1
u
∑
n>u
gk(n)
n
du+
∫ ∞
x
1
u
∑
n>u
gk(n)
n
du
=
∞∑
n=1
gk(n)
n
log x−
∫ ∞
1
1
u
∑
n>u
gk(n)
n
du+O(
m(k)√
x
).(3.11)
The last integral here is∫ ∞
1
1
u
∑
n>u
gk(n)
n
du =
∞∑
n=1
gk(n) logn
n
=
∞∑
n=1
gk(n)
n
∑
pm||n
log pm
=
∑
p,m≥1
log pm
∞∑
n=1
pm||n
gk(n)
n
=
∑
p,m≥1
gk(p
m) log pm
pm
∞∑
n=1
p6 |n
gk(n)
n
=
∞∑
n=1
gk(n)
n
∑
p,m≥1
gk(p
m) log pm
pm
(1 +
∞∑
l=1
gk(p
l)
pl
)−1
=
∞∑
n=1
gk(n)
n
{
∑
p6 |k
[(p− 2)P1(p)− P2(p)] log p
(p− 1)(P1(p) + P2(p)) −
∑
p|k
log p
p− 1}
=
∞∑
n=1
gk(n)
n
{
∑
p
[(p− 2)P1(p)− P2(p)] log p
(p− 1)(P1(p) + P2(p)) −
∑
p|k
P1(p) log p
(P1(p) + P2(p))
}.(3.12)
Plugging (3.12) in (3.11), and then using (3.11), (3.10), (3.8) and (3.6) in (3.3), we
complete the proof of Lemma 1.
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Proof of Lemma 2. Let
(3.13) A(s) :=
∞∑
n=1
µ(n)φ2(n)
φ(n)
1
ns
,
the series being absolutely convergent for ℜ s > 1. From (2.13) with x half an odd
integer, we have
(3.14)
∑
n≤x
µ(n)φ2(n)
nφ(n)
=
1
2πi
∫ c+iT
c−iT
A(1 + w)
xw
w
dw +O(
xc
cT
) +O(
log x
T
).
Taking c =
1
log x
, which minimizes
xc
c
, the error of (3.14) is O(
log x
T
). Next note
that
(3.15) A(s) =
∏
p
(1− p− 2
(p− 1)ps ) =
1
ζ(s)
∏
p
(1 +
1
(p− 1)(ps − 1)),
where the last product is expressible as a Dirichlet series which is absolutely con-
vergent for ℜ s > 0. So we have
(3.16)∑
n≤x
µ(n)φ2(n)
nφ(n)
=
1
2πi
∫ c+iT
c−iT
1
ζ(w + 1)
∏
p
(1+
1
(p− 1)(p1+w − 1))
xw
w
dw+O(
log x
T
).
Now we pull the line of integration to w = − Klog T + it, −T ≤ t ≤ T in accordance
with the well-known zero-free region for ζ(s), so that the integrand has no poles in
the region thus formed. Here
(3.17)
1
ζ(s)
= O(log(|t|+ 2)), (σ ≥ 1− K
log(|t|+ 2))
holds (see Titchmarsh [19], Thm. 3.8 and Eq. (3.11.8)), so that
∫ − Klog T +iT
− Klog T −iT
1
ζ(1 + w)
∏
p
(1 +
1
(p− 1)(pw+1 − 1))
xw
w
dw
≪ x− Klog T logT
∫ T
−T
dt√
K
log T
2
+ t2
≪ x− Klog T log2 T.(3.18)
For the integrals over the horizontal sides of the contour we have
∫ 1
log x
−K
log T
1
ζ(1 + u+ iT )
∏
p
(1 +
1
(p− 1)(p1+u+iT − 1))
xu+iT
(u+ iT )
du
≪ logT
T
∫ 1
log x
−K
log T
xu du≪ logT
T
.(3.19)
By taking logT =
√
log x, all the error terms in (3.16), (3.18) and (3.19) are made
to tend to 0 as x → ∞. So, as x → ∞, the sum of (2.18) tends to 0, and this
completes the proof of Lemma 2.
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Proof of Lemma 3. Consider
A(s) :=
∞∑
n=1
µ2(n)
ns
∏
p|n
(3p− 4)√p
(p− 1)(√p− 1) =
∏
p
(1 +
3
ps
(p− 43 )
√
p
(p− 1)(√p− 1))
= ζ3(s)
∏
p
[1 +
3
ps+
1
2
(
p−
√
p
3 − 1
p−√p− 1 + 1√p
) +
3
p2s
(1− (3p− 4)
√
p
(p− 1)(√p− 1))
+
1
p3s
(
(9p− 12)√p
(p− 1)(√p− 1) − 1)−
1
p4s
(3p− 4)√p
(p− 1)(√p− 1) ](3.20)
The series A(s) converges absolutely for ℜ s > 1, and the last product, call it P(s),
is absolutely convergent for ℜ s > 12 . Eq. (2.13) can be applied with α = 3, x half
an odd integer, and c = 12 +
1
log x to have∑
n≤x
µ2(n)
∏
p|n
(3p− 4)
(p− 1)(√p− 1)
=
1
2πi
∫ c+iT
c−iT
A(
1
2
+ w)
xw
w
dw +O(
x
1
2 log3 x
T
) +O(
e
K log x
log log xx
1
2 log x
T
).(3.21)
In writing the very last error term (with an appropriate constant K) we have used
(3.22)
∏
p|n
(3p− 4)√p
(p− 1)(√p− 1) ≪ 4
ω(n)m(n),
and elementary deductions from the prime number theorem, namely (2.2) and
(3.23) ω(n) ≤ c1 log n
log logn
.
Now we pull the line of integration to ℜw = δ, 0 < δ < 12 . In doing so we pass the
triple pole of the integrand at w = 12 , where the residue is
(3.24) P (1)x
1
2 log2 x+Dx
1
2 log x+ Ex
1
2
(with the constants D, E made up of the Stieltjes constants and the values of P (s)
and its first two derivatives at s = 1). On the left vertical side of the contour we
will have∫ δ+iT
δ−iT
ζ3(w +
1
2
)P (w +
1
2
)
xw
w
dw ≪ xδ
∫ T
0
|ζ(12 + δ + it)|3√
δ2 + t2
dt
≪ xδ( 1
(12 − δ)2
+ log3 T ),(3.25)
if we take 12 − Ulog 23 T < δ <
1
2 , U being an appropriate constant. To see this we
employ the estimate (see Karatsuba and Voronin [16], p.116)
(3.26) ζ(σ + it) = O(log
2
3 |t|), (σ ≥ 1− U
log
2
3 |t|
, |t| ≥ 2),
which implies
(3.27) xδ
∫ T
2
|ζ(12 + δ + it)|3√
δ2 + t2
dt≪ xδ
∫ T
2
log2 t
t
dt≪ xδ log3 T.
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We also have
(3.28) xδ
∫ 2
0
|ζ(12 + δ + it)|3√
δ2 + t2
dt≪ xδ
∫ 2
0
1
|δ − 12 + it|3
dt≪ x
δ
(12 − δ)2
.
For the horizontal sides of the contour we have, by (3.26),
(3.29)∫ c+iT
δ+iT
ζ3(w +
1
2
)P (w +
1
2
)
xw
w
dw ≪ 1
T
∫ c
δ
|ζ(1
2
+ σ + iT )|3xσ dσ ≪ x
1
2 log2 T
T log x
.
Choosing
(3.30) δ =
1
2
− 1
(log T )
3
4
, T = e
2K log x
log log x log x log log x
we make all the error terms in (3.21), (3.25) and (3.29) to be o(
√
x). This completes
the proof of Lemma 3.
Proof of Lemma 4. We have
(3.31)
∞∑
n=1
(n,k)=1
µ(n)µ · φ((n, j))
φ2(n)
=
∏
p|j
p6 |k
(1 +
1
p− 1)
∏
p6 |j
p6 |k
(1 − 1
(p− 1)2 ),
where we notice that the last product is 0 if 2 6 | jk. If 2|jk, the products are
re-organized to give the main term of (2.20), which has been expressed so as to be
valid whether or not 2|jk. The O-term of (2.20) is the tail of the series
∑
n>x
(n,k)=1
µ(n)µ · φ((n, j))
φ2(n)
=
∑
d|j∗
(d,k)=1
µ · φ(d)
∑
n>x
(n,k)=1
(n,j)=d
µ(n)
φ2(n)
=
∑
d|j∗
(d,k)=1
µ2(d)
φ(d)
∑
t> x
d
(t,kj)=1
µ(t)
φ2(t)
≪ 1
x
∑
d|j∗
(d,k)=1
d
φ(d)
≪ d(j
′)j′
xφ(j′)
.(3.32)
To obtain (2.21), let
(3.33) B(s) :=
∞∑
n=1
µ(n)µ · φ((n, j))
φ2(n)ns
=
∏
p|j
(1 +
1
(p− 1)ps )
∏
p6 |j
(1 − 1
(p− 1)2ps ),
where for ℜ s > −1 the product is absolutely convergent. Then
(3.34) B′(0) =


S2(j)[
∑
p6 |j
log p
p(p− 2) −
∑
p|j
log p
p
], if 2|j,
S2(2j)
log 2
2 , if 2 6 | j .
But ∑
n≤x
µ(n)µ · φ((n, j))
φ2(n)
(− logn) = B′(0) +
∑
n>x
µ(n)µ · φ((n, j))
φ2(n)
(logn),
and the very last sum is shown to be ≪ d(j∗)j∗ log 2xφ(j∗)x similarly to (3.32).
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Proof of Lemma 5. We extend the sum to all n, introducing as error the tail of
the series for n > x. We have
∞∑
n=1
µ(n)d(n)
φ(n)φ2(
n
(n,2) )
µ
d
((n, J))
µ
φ
((n, k))φ2((
n
(n, 2)
, J))(3.35)
= (1 + µ((2, k)))
∏
p6 |J
(1 − 2
(p− 1)(p− 2))
∏
p>2
p|J
p6 |k
(1 +
1
p− 1)
∏
p>2
p|k
(1− 1
(p− 1)2 ),
and the introduced error is bounded as
≪
∑
n>x
µ2(n)d(n)φ2((
n
(n,2) , J))
φ(n)φ2(
n
(n,2) )d((n, J))
≪
∑
m|J
φ2
d
(m)
∑
n>x
(n, J2 )=m
µ2(n)d(n)
φ(n)φ2(
n
(n,2) )
≪
∑
m|J
1
φ(m)
∑
t≥ x
m
(t,2J)=1
µ2(t)d(t)
φ(t)φ2(t)
≪
∑
m|J
1
φ(m)
∑
t≥ x
m
1
t2−ǫ
≪ 1
x1−ǫ
∑
m|J
m1−ǫ
φ(m)
≪ 1
x1−ǫ
.(3.36)
4. Pair Correlations of λR(n)
In the case k = 1 of Theorem 1 we have
S1(N, (j1), (1)) =
∑
n≤N
λR(n+ j1) =
∑
r≤R
µ2(r)
φ(r)
∑
d|r
dµ(d)
∑
max(1,1+j1)≤n≤N+j1
d|n
1
=
∑
r≤R
µ2(r)
φ(r)
∑
d|r
dµ(d)(
N + j1 −max(0, j1)
d
+O(1))
= N +min(0, j1) +O(
∑
r≤R
µ2(r)σ(r)
φ(r)
) = N(1 + o(1)) +O(R),(4.1)
where we refer to (2.6) for
(4.2)
∑
r≤R
µ2(r)σ(r)
φ(r)
≪ R.
To examine the case k = 2 of Theorem 1 we need to consider
(4.3) S2(j) =
N∑
n=1
λR(n)λR(n+ j).
In our earlier notation, S2(j) = S2(N, (0, j), (1, 1)) if j 6= 0, and S2(0) = S2(N, (0), (2)).
We have for any j,
(4.4) S2(j) =
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
dµ(d)eµ(e)
∑
n≤N
d|n
e|n+j
1.
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The innermost sum is over n’s in a unique residue class modulo [d, e] whenever
(d, e)|j, in which case its value is N/[d, e] + O(1), otherwise the innermost sum is
void. By (4.2) the last O(1) leads to a contribution of O(R2) in (4.4). Hence
(4.5) S2(j) = N
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
(d,e)|j
µ(d)µ(e)(d, e) +O(R2).
Let (d, e) = δ, d = d′δ, e = e′δ so that (d′, e′) = 1. Then the inner sums over d and
e become ∑
δ|(r1,r2)
δ|j
δ
∑
d′| r1
δ
µ(d′)
∑
e′| r2
δ
(e′,d′)=1
µ(e′).
Here the innermost sum is∑
e′|
r2
δ
(e′,d′)=1
µ(e′) =
∏
p| r2
δ
p6 |d′
(1 + µ(p)) =
{
1, if r2δ |d′ ,
0, otherwise.
Next the sum over d′ becomes∑
d′| r1
δ
r2
δ
|d′
µ(d′) =
{
µ( r1δ ), if r1 = r2 ,
0, otherwise.
Hence we have, for any j,
S2(j) = N
∑
r1≤R
µ(r1)
φ2(r1)
∑
δ|(r1,j)
δµ(δ) +O(R2)
= N
∑
r1≤R
µ(r1)µ((j, r1))φ((j, r1))
φ2(r1)
+O(R2).(4.6)
Now, if j = 0, (4.6) reduces to
(4.7)
∑
n≤N
(λR(n))
2 = NL1(R) +O(R2),
and by (2.15) this proves Theorem 1 for the case S2(N, (0), (2)). If j 6= 0, then by
Lemma 4
(4.8)
∑
r1≤R
µ(r1)µ((j, r1))φ((j, r1))
φ2(r1)
= S2(j) +O(
j∗d(j∗)
Rφ(j∗)
),
and therefore
(4.9)
∑
n≤N
λR(n)λR(n+ j) = NS2(j) + O
(
Nj∗d(j∗)
Rφ(j∗)
)
+O(R2), (j 6= 0),
which completes the proof of Theorem 1 for the case S2(N, (0, j), (1, 1)).
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5. The Mixed Correlations
We now turn our attention to the mixed correlations S˜k(N, j,a) defined in (1.5).
The k = 1 case was noted in (1.6), and the first mixed moment was treated in
(1.35)-(1.37). We consider
(5.1) S˜2(j) =
N∑
n=1
λR(n+ j)Λ(n), (j 6= 0)
in the case of mixed second level correlations. In the notation of (1.5), S˜2(j) =
S˜2(N, (j, 0), (1, 1)). We have
(5.2) S˜2(j) =
∑
r≤R
µ2(r)
φ(r)
∑
d|r
dµ(d)
∑
max(2,1−j)≤n≤N
d|n+j
Λ(n), (j 6= 0).
The innermost sum of (5.2) is
= ψ(N ; d,−j)− ψ(max(2, 1− j); d,−j)(5.3)
= [(d, j) = 1]
N
φ(d)
+ E(N ; d,−j) + [j < 0] · O((1 + |j|
d
) log |j|),
by (1.41). Hence (5.2) becomes
S˜2(j) = N
∑
r≤R
µ2(r)
φ(r)
∑
d|r
(d,j)=1
dµ(d)
φ(d)
+O
(∑
d≤R
dµ2(d)
φ(d)
|E(N ; d,−j)|
∑
s≤R
d
(s,d)=1
µ2(s)
φ(s)
)
+ [j < 0] ·O(log |j|∑
r≤R
µ2(r)
φ(r)
∑
d|r
d(1 +
|j|
d
)
)
.(5.4)
Since
(5.5)
∑
d|r
(d,j)=1
dµ(d)
φ(d)
=
µ( r(r,j) )
φ( r(r,j) )
,
the main term of (5.4) is the same as that of (4.6), so (4.8) settles it. The last error
term is easily bounded as O((R + |j| log2R) log |j|). As for the error term with E
in (5.4), it is
≪ logR log logR(
∑
d≤R
(d,j)=1
|E(N ; d,−j)|+
∑
d≤R
(d,j)>1
µ2(d)ψ(N ; d,−j)).
Here the first sum is estimated by the Bombieri-Vinogradov theorem (1.42), pro-
vided that R ≪ N1/2−ǫ. In the second sum only n’s which are powers of those
primes that are divisors of (d, j) contribute to ψ. Hence the second sum is
≪
∑
p|j
∑
d≤R
p|d
∑
pa≤N
d|pa+j
log p≪ logN
∑
p|j
∑
d≤R
p|d
1≪ R logN log log 3|j|.
Thus we obtain, for j 6= 0,
(5.6) S˜2(j) =
N∑
n=1
λR(n+ j)Λ(n) = NS2(j) +O
(
Nj∗d(j∗)
Rφ(j∗)
)
+O(
N
logAN
),
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completing the proof of Theorem 2 in the case k = 2.
For mixed correlations of the third level we may begin with
(5.7) S˜3(j1, j2, 0) =
N∑
n=1
λR(n+ j1)λR(n+ j2)Λ(n), (j1j2 6= 0).
In the beginning the two cases, j1 = j2 or not, will undergo a common treatment.
Using the definition of λR(n) we can rewrite this as
(5.8)
S˜3(j1, j2, 0) =
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
dµ(d)eµ(e)
∑
max(2,1−j1,1−j2)≤n≤N
n≡−j1(mod d)
n≡−j2(mod e)
Λ(n).
The congruence conditions in the innermost sum are compatible if and only if
(d, e)|j1−j2, in which case there is a unique residue class j such that n ≡ j(mod [d, e]),
and similar to (5.3) the innermost sum is
(5.9) = [([d, e], j) = 1]
N
φ([d, e])
+ E(N ; [d, e], j) +O(max
i
|ji| logN).
Placed in (5.8), the error part of (5.9) contributes, (calling the last O-term M)
≪
∑
d,e≤R
(d,e)|j1−j2
de
φ(d)φ(e)
[|E(N ; [d, e], j)|+O(M)]
∑
s1≤Rd
(s1,d)=1
µ2(s1)
φ(s1)
∑
s2≤Re
(s2,d)=1
µ2(s2)
φ(s2)
≪ (logR)2(log logR)2
∑
d,e≤R
(d,e)|j1−j2
[|E(N ; [d, e], j)|+O(M)]
≪ (logR)3
∑
D≤R2
[ max
a(modD)
|E(N ;D, a)|+O(M)]
∑
d,e≤R
[d,e]=D
1
≪ (logR)3
∑
D≤R2
[ max
a(modD)
|E(N ;D, a)|+O(M)]d3(D)
≪ (logR)3
√√√√ ∑
D≤R2
d3(D)2
D
√ ∑
D≤R2
D[ max
a(modD)
|E(N ;D, a)|+O(M)]2
≪ (logR) 152
√√√√ ∑
D≤R2
D[
N logN
D
max
a(modD)
|E(N ;D, a)|+O(M2)]
≪ (logR) 152
√
N2
logA−1N
+NR2 log2N + (max
i
|ji|)2R4 log2N
≪ N
logBN
,
(5.10)
where B is as large as wished by taking A large enough, provided that R ≪
N1/4−ǫ for the applicability of the Bombieri-Vinogradov estimate (1.42), and that
R2maxi |ji| ≪ N1−ǫ. In the above sequence of inequalities we have used some
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well-known features of the divisor function d3(n), and we have employed the trivial
estimate |E(N ;D, a)| ≪ N logN
D
, and the (a,D) > 1 part of max
a(modD)
is estimated
to be ≪ NR2 log2N as was done for (5.6).
From (5.8)–(5.10) we have
(5.11)
S˜3(j1, j2, 0) = N
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1,e|r2
(d,j1)=1,(e,j2)=1
(d,e)|j1−j2
dµ(d)eµ(e)
φ([d, e])
+O(
N
logBN
),
for (j, [d, e]) = 1 if and only if (j1, d) = 1 and (j2, e) = 1. Letting
(5.12) r′1 =
r1
(r1, j1)
, r′2 =
r2
(r2, j2)
, (d, e) = δ, d = d′δ, e = e′δ,
the inner sums over d and e in (5.11) take the form∑
δ|(r′1,r′2)
δ|j1−j2
δ2
φ(δ)
∑
d′| r1′
δ
d′µ(d′)
φ(d′)
∑
e′| r
′
2
δ
(e′,d′)=1
e′µ(e′)
φ(e′)
.
Here the innermost sum is
∑
e′| r
′
2
δ
(e′,d′)=1
e′µ(e′)
φ(e′)
=
∏
p| r
′
2
δ
p6 |d′
(1− p
p− 1) =
∏
p| r
′
2
δ
p6 |d′
−1
p− 1 =
µ(
r′2
δ
(
r′
2
δ
,d′)
)
φ(
r′
2
δ
(
r′2
δ
,d′)
)
.
So the inner sums over d and e in (5.11) become
µ(r′2)
φ(r′2)
∑
δ|(r′1,r′2)
δ|j1−j2
δ2µ(δ)
∑
d′| r1′
δ
d′µ(d′)
φ(d′)
µ((
r′2
δ
, d′))φ((
r′2
δ
, d′)),
in which we can evaluate the sum over d′ as
∏
p|( r
′
1
δ
,
r′2
δ
)
(1 + p)
∏
p| r
′
1
δ
p6 | r
′
2
δ
−1
p− 1 = σ((
r′1
δ
,
r′2
δ
))
µ(
r′1
δ
(
r′
1
δ
,
r′
2
δ
)
)
φ(
r′
1
δ
(
r′1
δ
,
r′2
δ
)
)
.
Now the inner sums over d and e in (5.11) have been simplified to
µ(r′1)
φ(r′1)
µ(r′2)
φ(r′2)
µ · φ · σ((r′1, r′2))
∑
δ|(r′1,r′2)
δ|j1−j2
δ2µ(δ)
σ(δ)
=
µ(r′1)
φ(r′1)
µ(r′2)
φ(r′2)
µ · φ · σ((r′1, r′2))
∏
p|(r′1,r′2,j1−j2)
(1− p
2
p+ 1
).
Plugging this into (5.11) the main term of S˜3(j1, j2, 0) is now expressed as
(5.13) N
∑
r1,r2≤R
µ2(r1)µ
2(r2)µ(r
′
1)µ(r
′
2)
φ(r1)φ(r2)φ(r′1)φ(r
′
2)
µ ·φ ·σ((r′1 , r′2))
∏
p|(r′1,r′2,j1−j2)
(
1 + p− p2
p+ 1
).
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We now express r1 and r2 as products of coprime factors and transform (5.13) into
a sum over these new variables. Let
(5.14)
r1 = (r1, j1)r
′
1 = (r1, j1)(r
′
1, j2)r
′′
1 = (r1, j1)(r
′
1, j2)(r
′′
1 , j1 − j2)r′′′1 = s11s12s13r′′′1 ,
say, so that s11|j1; s12|j2, (s12, j1) = 1; s13|(j1 − j2), (s13, j1j2) = 1; and
(r′′′1 , j1j2(j1 − j2)) = 1. Similarly let
(5.15)
r2 = (r2, j2)r
′
2 = (r2, j2)(r
′
2, j1)r
′′
2 = (r2, j2)(r
′
2, j1)(r
′′
2 , j1 − j2)r′′′2 = s22s21s23r′′′2 ,
with s22|j2; s21|j1, (s21, j2) = 1; s23|(j1−j2), (s23, j1j2) = 1; (r′′′2 , j1j2(j1−j2)) = 1.
Then we let
(5.16)
(s13, s23) = s3, s13 = t1s3, s23 = t2s3, (r
′′′
1 , r
′′′
2 ) = r, r
′′′
1 = s14r, r
′′′
2 = s24r,
so that t1, t2, s3 are each divisors of j1− j2 which are coprime to j1j2, and s14, s24, r
are relatively prime to j1j2(j1 − j2). We now have the factorizations
(5.17) r1 = s11s12t1s3s14r, r2 = s22s21t2s3s24r,
with the just stated coprimality and divisibility conditions on these variables to be
specified by a star on the summation signs below. Now the sum of (5.11) has been
transformed into
∑
*
s11s12t1s3s14r≤R
s22s21t2s3s24r≤R
µ2(s11)µ(s12)µ(t1)µ(t2)µ
2(s22)µ(s21)
φ(s11)φ2(s12)φ2(t1)φ2(t2)φ(s22)φ2(s21)
µ2(s3)
φ3(s3)
∏
p|s3
(p2 − p− 1)
× µ(s14)µ(s24)µ(r)σ(r)
φ2(s14)φ2(s24)φ3(r)
.(5.18)
If j1 = j2 = j 6= 0, we have s12 = s21 = r′′′1 = r′′′2 = 1, so that (5.18) reduces to
(5.19)
∑
*
s11t1s3≤R
s22t2s3≤R
µ2(s11)µ
2(s22)µ(t1)µ(t2)
φ(s11)φ(s22)φ2(t1)φ2(t2)
µ2(s3)
∏
p|s3
(p2 − p− 1)
(p− 1)3 .
We first deal with (5.19) by starting to sum over s3 as
∑
s3≤min( Rs11t1 ,
R
s22t2
)
(s3,t1t2j)=1
µ2(s3)
∏
p|s3
(p2 − p− 1)
(p− 1)3 =
∏
p
(1 +
p− 2
p(p− 1)2 )
∏
p|t1t2j
(
(p− 1)3
p3 − 2p2 + 2p− 2){logmin(
R
s11t1
,
R
s22t2
) + γ +
∑
p
(2p− 3) log p
(p− 1)(p3 − 2p2 + 2p− 2) +
∑
p|t1t2j
(p2 − p− 1) log p
(p3 − 2p2 + 2p− 2)}+
O(
m(t1t2j)√
min( Rs11t1 ,
R
s22t2
)
)(5.20)
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according to (2.14). The last error term will contribute to (5.19)
≪ m(j)√
R
∑
s11|j
s22|j
µ2(s11)µ
2(s22)
φ(s11)φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ2(t1)m(t1)
φ2(t1)
∑
t2≤ Rs22
(t2,t1j)=1
µ2(t2)m(t2)
φ2(t2)
√
max(s11t1, s22t2)
=
m(j)√
R
∑
s11|j
s22|j
µ2(s11)µ
2(s22)
φ(s11)φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ2(t1)m(t1)
φ2(t1)
{
∑
t2≤ s11t1s22
(t2,t1j)=1
µ2(t2)m(t2)
φ2(t2)
√
s11t1 +
∑
s11t1
s22
<t2≤ Rs22
(t2,t1j)=1
µ2(t2)m(t2)
φ2(t2)
√
s22t2 }
≪ m(j)√
R
{
∑
s11|j
s22|j
µ2(s11)
√
s11
φ(s11)
µ2(s22)
φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ2(t1)
√
t1m(t1)
φ2(t1)
+
∑
s11|j
s22|j
µ2(s11)
φ(s11)
µ2(s22)
√
s22
φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ2(t1)m(t1)
φ2(t1)
}
≪ m(j)√
R
∑
s11|j
s22|j
µ2(s11)
√
s11
φ(s11)
µ2(s22)
φ(s22)
≪ j
∗m2(j∗)
φ(j∗)
√
R
= O(R−
1
2+ǫ).(5.21)
Before calculating the main contribution from the logmin term, we find the contri-
butions from the other terms of (5.20). Since
(5.22)
γ +
∑
p
(2p− 3) log p
(p− 1)(p3 − 2p2 + 2p− 2) +
∑
p|t1t2j
(p2 − p− 1) log p
(p3 − 2p2 + 2p− 2) ≪ log log 3t1t2j
∗
as in (2.1), the sums over t1, t2 are each O(1), and the sums over s11, s22 running
through the divisors of j are each of value j/φ(j), and by (2.3)
(5.23) (
j
φ(j)
)2
∏
p|j
(p− 1)3
p3 − 2p2 + 2p− 2 ≪
∏
p|j
(1 +
1
p
)≪ log log 3j∗,
the secondary terms of (5.20) contribute to (5.19)
(5.24) ≪ (log log 3j∗)2.
As for the main term of the brackets of (5.20), logR − logmax(s11t1, s22t2), the
logmax part will contribute little. For the t1, t2 sums are again O(1), and the
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s11, s22 sums are
(5.25)
≪
∑
s11|j
s22|j
µ2(s11) log s11
φ(s11)
µ2(s22)
φ(s22)
≪ j
φ(j)
∑
s11|j
µ2(s11) log s11
φ(s11)
= (
j
φ(j)
)2
∑
p|j
log p
p
,
where we have employed (2.4). Using (5.23), and (2.1) to bound the very last sum,
the contribution from the logmax term is also majorized as in (5.24). We note
that it is possible to carry out the calculation (5.22)-(5.24) more precisely, but this
wouldn’t be significant since we have not been able to give a better evaluation of
the contribution of the logmax term.
The main term of (5.19) has now been reduced to
logR
∏
p
(1 +
p− 2
p(p− 1)2 )
∏
p|j
(p− 1)3
p3 − 2p2 + 2p− 2
∑
s11|j
s22|j
µ2(s11)µ
2(s22)
φ(s11)φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ(t1)
∏
p|t1
p− 1
p3 − 2p2 + 2p− 2
∑
t2≤ Rs22
(t2,t1j)=1
µ(t2)
∏
p|t2
p− 1
p3 − 2p2 + 2p− 2 .(5.26)
Now observe that by (2.9)
∑
n≤x
(n,k)=1
µ(n)
∏
p|n
p− 1
p3 − 2p2 + 2p− 2 =
∞∑
n=1
(n,k)=1
µ(n)
∏
p|n
(
p− 1
p3 − 2p2 + 2p− 2) +O(
1
x
)
=
∏
p6 |k
(1− p− 1
p3 − 2p2 + 2p− 2) +O(
1
x
)
=
∏
p
(1 − p− 1
p3 − 2p2 + 2p− 2)
∏
p|k
(
p3 − 2p2 + 2p− 2
p3 − 2p2 + p− 1 ) +O(
1
x
).(5.27)
Upon doing the t2-sum according to (5.27), the error of the last kind contributes
to (5.26)
≪ logR
R
∑
s11|j
s22|j
µ2(s11)µ
2(s22)s22
φ(s11)φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ2(t1)
∏
p|t1
p− 1
p3 − 2p2 + 2p− 2
≪ logR
R
∑
s11|j
µ2(s11)
φ(s11)
∑
s22|j
µ2(s22)s22
φ(s22)
≪ logR
R
j∗
φ(j∗)
j∗d(j∗)
φ(j∗)
≪ R−1+ǫ.(5.28)
From (5.27) we see that the main term is now
logR
∏
p
(1− 1
p(p− 1)2 )
∏
p|j
(p− 1)3
p3 − 2p2 + p− 1
∑
s11|j
s22|j
µ2(s11)µ
2(s22)
φ(s11)φ(s22)
∑
t1≤ Rs11
(t1,j)=1
µ(t1)
∏
p|t1
p− 1
p3 − 2p2 + p− 1 .(5.29)
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As in (5.27) we have
(5.30)
∑
t1≤ Rs11
(t1,j)=1
µ(t1)
∏
p|t1
p− 1
p3 − 2p2 + p− 1 =
∏
p6 |j
(1− p− 1
p3 − 2p2 + p− 1) +O(
s11
R
),
and this last error leads to a contribution of O(R−1+ǫ) just as in (5.28). The main
term becomes
(5.31)
logR
∏
p
(1− 1
p(p− 1)2 )
∏
p|j
(p− 1)3
p3 − 2p2 + p− 1
∏
p6 |j
(1− p− 1
p3 − 2p2 + p− 1)
∑
s11|j
s22|j
µ2(s11)µ
2(s22)
φ(s11)φ(s22)
Note that if 2 6 | j, then the third product is 0. We simplify (5.31) and obtain the
final expression for the main term as
(5.32) [2|j] 2
∏
p>2
(1− 1
(p− 1)2 )
∏
p|j
p>2
(
p− 1
p− 2) logR = S2(j) logR.
Since the largest error term all along this calculation (besides that of (5.11)) was
O(N(log log 3j∗)2), this completes the proof of Theorem 2 in the case k = 3, r = 2
in view of (1.9).
We now calculate the expression (5.18), with j1 6= j2, j1j2 6= 0, for the case k =
r = 3 of Theorem 2. Some additional notation will prove to be convenient. Let J =
[j1j2(j1 − j2)]∗, j∗1 = (j∗1 )′(j∗1 , j∗2 ), j∗2 = (j∗2 )′(j∗1 , j∗2 ), (j1 − j2)∗ = (j∗1 , j∗2 )j∗3 , so that
J = (j∗1 )
′(j∗2 )
′(j∗1 , j
∗
2 )j
∗
3 as a product of relatively prime factors. The conditions on
the variables are rewritten as s11|j∗1 , s22|j∗2 , s12|(j∗2 )′, s21|(j∗1 )′, s3t1t2|j∗3 , (rs14s24, J) =
1, with s3, t1, t2 being pairwise coprime and the same for r, s14, s24.
We start by summing over r, observing that
(5.33)
∑
n≤x
(n,k)=1
µ(r)σ(r)
φ3(r)
=
∞∑
n=1
(n,k)=1
µ(r)σ(r)
φ3(r)
+O(
1
x
) =
∏
p6 |k
(1− p+ 1
(p− 1)3 ) +O(
1
x
).
In our case ∑
r≤min( R
s11s12t1s3s14
, R
s21s22t2s3s24
)
(r,Js14s24)=1
µ(r)σ(r)
φ3(r)
=
∏
p
p3 − 3p2 + 2p− 2
(p− 1)3
∏
p|Js14s24
(p− 1)3
p3 − 3p2 + 2p− 2
+O(
1
R
max(s11s12t1s3s14, s21s22t2s3s24))(5.34)
is fed into (5.18). The error term of (5.34) brings
≪ 1
R
∑
*
s11s12t1s3s14≤R
s22s21t2s3s24≤R
µ2(s11)µ
2(s12)µ
2(t1)µ
2(t2)µ
2(s22)µ
2(s21)
φ(s11)φ2(s12)φ2(t1)φ2(t2)φ(s22)φ2(s21)
× µ
2(s3)s3
φ3(s3)
∏
p|s3
(p2 − p− 1) µ
2(s14)µ
2(s24)
φ2(s14)φ2(s24)
max(s11s12t1s14, s21s22t2s24),(5.35)
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in which the next summation over s24 reads
(5.36) ∑
s24≤ s11s12t1s14s21s22t2
(s24,Js14)=1
µ2(s24)
φ2(s24)
s11s12t1s14 +
∑
s11s12t1s14
s21s22t2
<s24≤ Rs21s22t2s3
(s24,Js14)=1
µ2(s24)
φ2(s24)
s21s22t2s24.
This makes (5.35) majorized as
≪ 1
R
{
∑
*
s11s12t1s3s14≤R
s22s21t2s3≤R
µ2(s11)s11
φ(s11)
µ2(s12)s12
φ2(s12)
µ2(t1)t1
φ2(t1)
µ2(t2)
φ2(t2)
µ2(s22)
φ(s22)
µ2(s21)
φ2(s21)
× µ
2(s3)s3
φ3(s3)
∏
p|s3
(p2 − p− 1) µ
2(s14)s14
φ2(s14)
+
∑
*
s11s12t1s3s14≤R
s22s21t2s3≤R
µ2(s11)
φ(s11)
µ2(s12)
φ2(s12)
µ2(t1)
φ2(t1)
µ2(t2)t2
φ2(t2)
µ2(s22)s22
φ(s22)
µ2(s21)s21
φ2(s21)
× µ
2(s3)s3
φ3(s3)
∏
p|s3
(p2 − p− 1) µ
2(s14)
φ2(s14)
logR },(5.37)
where we have made use of (2.8). Now we sum over s14 and majorize (5.37) as
≪ logR
R
{
∑
*
s11s12t1s3≤R
s22s21t2s3≤R
µ2(s11)s11
φ(s11)
µ2(s12)s12
φ2(s12)
µ2(t1)t1
φ2(t1)
µ2(t2)
φ2(t2)
µ2(s22)
φ(s22)
µ2(s21)
φ2(s21)
× µ
2(s3)s3
φ3(s3)
∏
p|s3
(p2 − p− 1)
+
∑
*
s11s12t1s3≤R
s22s21t2s3≤R
µ2(s11)
φ(s11)
µ2(s12)
φ2(s12)
µ2(t1)
φ2(t1)
µ2(t2)t2
φ2(t2)
µ2(s22)s22
φ(s22)
µ2(s21)s21
φ2(s21)
× µ
2(s3)s3
φ3(s3)
∏
p|s3
(p2 − p− 1) }(5.38)
≪ R−1+ǫ,
where to see the last line it is enough to observe that all of the summations are over
variables which divide j1 or j2 or j1− j2, and a more precise (but more complicated
looking) factor than Rǫ could easily be given.
28 D. A. GOLDSTON AND C. Y. YILDIRIM
We revert to (5.18) with the sum over r already performed in (5.34) so that the
main term has been turned into
∏
p
p3 − 3p2 + 2p− 2
(p− 1)3
∏
p|J
(p− 1)3
p3 − 3p2 + 2p− 2
×
∑
*
s11s12t1s3s14≤R
s22s21t2s3s24≤R
µ2(s11)µ(s12)µ
2(s22)µ(s21)µ(t1)µ(t2)
φ(s11)φ2(s12)φ(s22)φ2(s21)φ2(t1)φ2(t2)
× µ
2(s3)
φ3(s3)
∏
p|s3
(p2 − p− 1)µ(s14)µ(s24)
∏
p|s14s24
p− 1
p3 − 3p2 + 2p− 2 .(5.39)
For the sum over s24 we have
∑
s24≤ Rs21s22t2s3
(s24,Js14)=1
µ(s24)
∏
p|s24
p− 1
p3 − 3p2 + 2p− 2 =
∏
p6 |Js14
(1− p− 1
p3 − 3p2 + 2p− 2) +O(
s21s22t2s3
R
).(5.40)
The error terms, here and in what follows, can be considered similar to above ending
up with O(R−1+ǫ) as in (5.38). So from now on we shall just concentrate on the
main term, which upon (5.39) has become
∏
p
p3 − 3p2 + p− 1
(p− 1)3
∏
p|J
(p− 1)3
p3 − 3p2 + p− 1
×
∑
*
s11s12t1s3s14≤R
s22s21t2s3≤R
µ2(s11)µ(s12)µ
2(s22)µ(s21)µ(t1)µ(t2)
φ(s11)φ2(s12)φ(s22)φ2(s21)φ2(t1)φ2(t2)
× µ
2(s3)
φ3(s3)
∏
p|s3
(p2 − p− 1)µ(s14)
∏
p|s14
p− 1
p3 − 3p2 + p− 1 .(5.41)
Next in row is the sum over s14,
∑
s14≤ Rs11s12t1s3
(s14,J)=1
µ(s14)
∏
p|s14
p− 1
p3 − 3p2 + p− 1 =
∏
p6 |J
(
p2(p− 3)
p3 − 3p2 + p− 1) +O(
s11s12t1s3
R
).(5.42)
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This shows that if 3 6 | J , then the main term is 0. Note that 2|J always. So now
we can express the main term as
[3|J ]
∏
p>3
p2(p− 3)
(p− 1)3
∏
p|J
p>3
(p− 1)3
p2(p− 3)
×
∑
*
s11s12t1s3≤R
s22s21t2s3≤R
µ2(s11)µ(s12)µ
2(s22)µ(s21)µ(t1)µ(t2)
φ(s11)φ2(s12)φ(s22)φ2(s21)φ2(t1)φ2(t2)
µ2(s3)
φ3(s3)
∏
p|s3
(p2 − p− 1).
(5.43)
From now on the inequality conditions in
∑
* become superfluous as all of the
remaining variables to be summed over are divisors of J , which is ≪ Rǫ, and
therefore satisfy these inequalities anyway. The sum over s3 is
(5.44)
∑
s3| j
∗
3
t1t2
µ2(s3)
∏
p|s3
p2 − p− 1
(p− 1)3 =
∏
p| j
∗
3
t1t2
p3 − 2p2 + 2p− 2
(p− 1)3 ,
turning the main term into
[3|J ]
∏
p>3
p2(p− 3)
(p− 1)3
∏
p|J
p>3
(p− 1)3
p2(p− 3)
∏
p|j∗3
p3 − 2p2 + 2p− 2
(p− 1)3
×
∑
* µ
2(s11)µ(s12)µ
2(s22)µ(s21)
φ(s11)φ2(s12)φ(s22)φ2(s21)
µ(t1)µ(t2)
∏
p|t1t2
p− 1
p3 − 2p2 + 2p− 2 .(5.45)
Now the sum over t2 is
(5.46)
∑
t2| j
∗
3
t1
µ(t2)
∏
p|t2
p− 1
p3 − 2p2 + 2p− 2 =
∏
p| j
∗
3
t1
p3 − 2p2 + p− 1
p3 − 2p2 + 2p− 2 ,
and the main term becomes
[3|J ]
∏
p>3
p2(p− 3)
(p− 1)3
∏
p|J
p>3
(p− 1)3
p2(p− 3)
∏
p|j∗3
p3 − 2p2 + p− 1
(p− 1)3
×
∑
* µ
2(s11)µ(s12)µ
2(s22)µ(s21)
φ(s11)φ2(s12)φ(s22)φ2(s21)
µ(t1)
∏
p|t1
p− 1
p3 − 2p2 + p− 1 .(5.47)
We continue by summing over t1,
(5.48)
∑
t1|j∗3
µ(t1)
∏
p|t1
p− 1
p3 − 2p2 + p− 1 =
∏
p|j∗3
p2(p− 2)
p3 − 2p2 + p− 1 ,
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where the very last product is 0 if 2|j∗3 (which is equivalent to 2 6 | j1j2). Now the
main term has been simplified to
[3|J ]
∏
p>3
p2(p− 3)
(p− 1)3
∏
p|J
p>3
(p− 1)3
p2(p− 3)
∏
p|j∗3
p2(p− 2)
(p− 1)3
×
∑
* µ
2(s11)µ(s12)µ
2(s22)µ(s21)
φ(s11)φ2(s12)φ(s22)φ2(s21)
.(5.49)
For the final reduction of the main term we have∑
s11|j∗1
µ2(s11)
φ(s11)
=
j∗1
φ(j∗1 )
=
(j∗1 )
′(j∗1 , j
∗
2 )
φ((j∗1 )′)φ((j
∗
1 , j
∗
2 ))
∑
s22|j∗2
µ2(s22)
φ(s22)
=
(j∗2 )
′(j∗1 , j
∗
2 )
φ((j∗2 )′)φ((j
∗
1 , j
∗
2 ))∑
s12|(j∗2 )′
µ(s12)
φ2(s12)
=
∏
p|(j∗2 )′
p(p− 2)
(p− 1)2
∑
s21|(j∗1 )′
µ(s21)
φ2(s21)
=
∏
p|(j∗1 )′
p(p− 2)
(p− 1)2 ,(5.50)
which shows that the main term is 0 if 2|(j∗1 )′(j∗2 )′. Hence, since 2|J , in order to
have a nonzero main term it must be that 2|(j∗1 , j∗2 ). Thus we find that the result
of the summation (5.18) is
[2|(j∗1 , j∗2 )][3|J ]
∏
p>3
p2(p− 3)
(p− 1)3
∏
p|J
p>3
(p− 1)3
p2(p− 3)
∏
p|j∗3
p2(p− 2)
(p− 1)3
× (j
∗
1 )
′
φ((j∗1 )′)
(j∗2 )
′
φ((j∗2 )′)
(
(j∗1 , j
∗
2 )
φ((j∗1 , j
∗
2 ))
)2
∏
p|j∗1 j∗2
p(p− 2)
(p− 1)2 .(5.51)
To re-organize (5.51), note that the product over all p > 3 is 43C2C3 (see (1.13)),
and recall that for nonzero main term 2|(j∗1 , j∗2 ) so that 2 6 | (j∗1 )′(j∗2 )′j∗3 , and then
consider one by one the four possibilities arising from 3|(j∗1 )′(j∗2 )′(j∗1 , j∗2 )j∗3 as to
which factor 3 divides. In this way we find that the main term is
[2|(j1, j2)][3|j1j2(j1 − j2)] 6C2C3
∏
p|(j1,j2)
p>2
(
p− 1
p− 2)
∏
p|j1j2(j1−j2)
p>3
(
p− 2
p− 3)
= S2((j1, j2))S3(j1j2(j1 − j2)),(5.52)
and, by (1.10), this completes the proof of Theorem 2 for the case k = r = 3.
6. Re-expression of the pure triple correlations S3(N, j,a)
In this section the sum
(6.1) S3(N, j,a) =
N∑
n=1
λR(n+ j1)λR(n+ j2)λR(n)
will be reduced to a multiple sum over relatively prime variables. Later on three
cases will be considered: If j1 = j2 = 0, then the sum is S3(N, (0), (3)); if j1 = j2 =
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j 6= 0, then the sum is S3(N, (0, j), (1, 2)); if j1 6= j2 and j1j2 6= 0, then the sum is
S3(N, (0, j1, j2), (1, 1, 1)). From the definition of λR(n)’s we have
(6.2)
S3(N, j,a) =
∑
r1,r2,r3≤R
µ2(r1)µ
2(r2)µ
2(r3)
φ(r1)φ(r2)φ(r3)
∑
d|r1
e|r2
f |r3
dµ(d)eµ(e)fµ(f)
∑
n≤N
n≡−j1(mod d)
n≡−j2(mod e)
n≡0(mod f)
1.
The innermost sum is over n’s in a unique residue class modulo [d, e, f ] whenever
(d, e)|j1−j2, (d, f)|j1, (e, f)|j2 in which case its value is N/[d, e, f ]+O(1), otherwise
the innermost sum is void. As in (4.5), by (4.2) the last O(1) leads to a contribution
of O(R3) in (6.2). Hence
(6.3)
S3(N, j,a) = N
∑
r1,r2,r3≤R
µ2(r1)µ
2(r2)µ
2(r3)
φ(r1)φ(r2)φ(r3)
∑
d|r1,e|r2,f |r3
(d,e)|j1−j2
(d,f)|j1,(e,f)|j2
dµ(d)eµ(e)fµ(f)
[d, e, f ]
+O(R3).
We can express the summation variables as products of coprime factors (since the
Mo¨bius function restricts us to squarefree ri’s)
(6.4) r1 = a1a12a13a123; r2 = a2a12a23a123; r3 = a3a13a23a123,
with the understanding that for a subscript χ, aχ is a divisor of those rj ’s where j
occurs in χ. We can now write
(6.5) d = d1d12d13d123; e = e2e12e23e123; f = f3f13f23f123,
where a d or e or f with a certain subscript is a divisor of the a with the same
subscript (e.g. d12 | a12). Then we have
(6.6) [d, e, f ] = d1e2f3[d12, e12][d13, f13][e23, f23][d123, e123, f123].
So the inner sum of (6.3) over d, e, f becomes
(6.7) ∑
*
d1d12d13d123|a1a12a13a123
e2e12e23e123|a2a12a23a123
f3f13f23f123|a3a13a23a123
d12e12
[d12, e12]
d13f13
[d13, f13]
e23f23
[e23, f23]
d123e123f123
[d123, e123, f123]
µ(d1) · · ·µ(f123),
where · · · indicates that we have the Mo¨bius functions of all of the twelve variables
coming from (6.5), and the star in
∑
* reminds us that the variables of summation
also obey the conditions
(d, e) = (d12, e12)(d123, e123)|j1 − j2
(d, f) = (d13, f13)(d123, f123)|j1
(e, f) = (e23, f23)(e123, f123)|j2.(6.8)
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Now (6.7) can be broken into simpler sums as∑
d123, e123, f123|a123
(d123,e123)|j1−j2
(d123,f123)|j1
(e123,f123)|j2
µ(d123)µ(e123)µ(f123)d123e123f123
[d123, e123, f123]
∑
d12, e12|a12
(d12,e12)| j1−j2(d123,e123)
µ(d12)µ(e12)(d12, e12)
∑
d13, f13|a13
(d13,f13)| j1(d123,f123)
µ(d13)µ(f13)(d13, f13)
∑
e23, f23|a23
(e23,f23)| j2(e123 ,f123)
µ(e23)µ(f23)(e23, f23)
∑
d1|a1
µ(d1)
∑
e2|a2
µ(e2)
∑
f3|a3
µ(f3).(6.9)
The last three sums yield a nonzero contribution only if a1 = a2 = a3 = 1. As for
the other sums, by multiplicativity, it suffices to evaluate them when the aχ are
prime. We have for squarefree aχ’s∑
d12, e12|a12
(d12,e12)| j1−j2(d123,e123)
µ(d12)µ(e12)(d12, e12) = µ(a12)µ · φ(a12, j1 − j2)
∑
d13, f13|a13
(d13,f13)| j1(d123,f123)
µ(d13)µ(f13)(d13, f13) = µ(a13)µ · φ(a13, j1)
∑
e23, f23|a23
(e23,f23)| j2(e123,f123)
µ(e23)µ(f23)(e23, f23) = µ(a23)µ · φ(a23, j2),(6.10)
and ∑
d123, e123, f123|a123
(d123,e123)|j1−j2
(d123,f123)|j1
(e123,f123)|j2
µ(d123)µ(e123)µ(f123)d123e123f123
[d123, e123, f123]
=(6.11)
µ · φ((a123, j1, j2))
×φ2((a123, j1))φ2( (a123, j2)
(a123, j1, j2)
)φ2(
(a123, j1 − j2)
(a123, j1 − j2, j1j2) )
∏
p|a123
p6 |j1j2(j1−j2)
(−2).
Thus the sum in the main term of (6.3) has been transformed into a sum over
pairwise coprime variables aχ,∑′
a12a13a123≤R
a12a23a123≤R
a13a23a123≤R
µ(a12)µ · φ((a12, j1 − j2))µ(a13)µ · φ((a13, j1))µ(a23)µ · φ((a23, j2))
φ2(a12)φ2(a13)φ2(a23)
×
µ2(a123)µ · φ((a123, j1, j2))φ2((a123, j1))φ2( (a123,j2)(a123,j1,j2) )φ2(
(a123,j1−j2)
(a123,j1−j2,j1j2) )
φ3(a123)
×µ · d( a123
(a123, j1j2(j1 − j2)) ).(6.12)
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7. Pure triple correlations: The case j1 = j2 = 0
In this case (6.12) reads
(7.1)
∑′
uvy≤R
uwy≤R
vwy≤R
µ2(u)µ2(v)µ2(w)µ(y)φ2(y)
φ(u)φ(v)φ(w)φ2(y)
.
We begin by summing over u as
(7.2)
∑
u≤min( R
vy
, R
wy
)
(u,vwy)=1
µ2(u)
φ(u)
,
which is evaluated by (2.15), and plugging into (7.1) we have
∑′
vwy≤R
µ2(v)µ2(w)µ(y)φ2(y)
vwyφ(y)
[logmin(
R
vy
,
R
wy
) +D1 +
∑
p|vwy
log p
p
]
+O(
∑′
vwy≤R
µ2(v)µ2(w)µ2(y)φ2(y)m(vwy)
φ(v)φ(w)φ2(y)
√
min( Rvy ,
R
wy )
),(7.3)
where we have written D1 for the constant γ +
∑
p
log p
p(p−1) . We will regard the
logmin occurring in (7.3) as log( Rvwy )+ logmin(v, w). First, upon letting z = vwy,
we have∑′
vwy≤R
µ2(v)µ2(w)µ(y)φ2(y)
vwyφ(y)
log(
R
vwy
) =
∑
z≤R
µ2(z)
z
log(
R
z
)
∑
y|z
µ(y)φ2(y)
φ(y)
∑
w| z
y
1
=
∑
z≤R
µ2(z)d(z)
z
log(
R
z
)
∑
y|z
µ(y)φ2(y)
d(y)φ(y)
=
∑
z≤R
µ2(z)d(z)
z
log(
R
z
)
∏
p|z
(1− p− 2
2(p− 1))
=
∑
z≤R
µ2(z)
φ(z)
log(
R
z
) =
1
2
log2R+O(logR),(7.4)
by (2.16). Similarly, we have
(7.5)
∑′
vwy≤R
µ2(v)µ2(w)µ(y)φ2(y)
vwyφ(y)
=
∑
z≤R
µ2(z)
φ(z)
= logR+O(1),
and ∑′
vwy≤R
µ2(v)µ2(w)µ(y)φ2(y)
vwyφ(y)
∑
p|vwy
log p
p
=
∑
z≤R
µ2(z)
φ(z)
∑
p|z
log p
p
=
∑
p≤R
log p
p
∑
z≤R
p|z
µ2(z)
φ(z)
=
∑
p≤R
log p
pφ(p)
∑
m≤R
p
(m,p)=1
µ2(m)
φ(m)
≪
∑
p≤R
log 2Rp log p
p2
≪ logR.(7.6)
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We can take the logmin(v, w)-term as twice the summands with w < v, that is
(7.7) 2
∑′
vwy≤R
w<v
µ2(v)µ2(w)µ(y)φ2(y)
vwyφ(y)
logw.
Now observe that in the sum of (7.5) the terms with v = w, which can only be
present if v = w = 1, contribute
(7.8)
∑
y≤R
µ(y)φ2(y)
yφ(y)
≪ 1,
by Lemma 2. So the sum on the left-hand side of (7.5) is
2
∑′
vwy≤R
w<v
µ2(v)µ2(w)µ(y)φ2(y)
vwyφ(y)
+O(1).
Writing
(7.9)
∑
y≤ R
vw
(y,vw)=1
µ(y)φ2(y)
yφ(y)
= fvw(
R
vw
);
∑
w<v≤R
w
(v,w)=1
µ2(v)
v
fvw(
R
vw
) = gw(w)
(the subscripts of f and g refer to the coprimality conditions in the sums), (7.5)
says that
(7.10) 2
∑
w≤√R
µ2(w)
w
gw(w) = logR+O(1).
With this notation (7.7) can be rewritten as
(7.11) 2
∑
w≤√R
µ2(w)
w
gw(w) logw,
and by partial summation on (7.10) we find
(7.12) 2
∑
w≤
√
R
µ2(w)
w
gw(w) logw =
1
4
log2R+O(logR).
Thus the first line of (7.3) has been shown to be (34 log
2R+O(log 2R)), for R ≥ 1.
It remains to consider the error term of (7.3), which can be rewritten as
(7.13)
2√
R
∑′
vwy≤R
w<v
µ2(v)µ2(w)µ2(y)m(vwy)φ2(y)
√
vy
φ(v)φ(w)φ2(y)
+
1√
R
∑
y≤R
µ2(y)m(y)φ2(y)
√
y
φ2(y)
.
Let
(7.14) hvw(
R
vw
) =
∑
y≤ R
vw
(y,vw)=1
µ2(y)m(y)φ2(y)
√
y
φ2(y)
,
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so that (7.13) is
2√
R
∑′
vw≤R
w<v
µ2(v)µ2(w)m(vw)
√
v
φ(v)φ(w)
hvw(
R
vw
) + h1(R)
=
2√
R
∑
w≤√R
µ2(w)m(w)
φ(w)
∑
w<v≤R
w
(v,w)=1
µ2(v)m(v)
√
v
φ(v)
hvw(
R
vw
) + h1(R)
=
2√
R
∑
w≤
√
R
µ2(w)m(w)
φ(w)
kw(w) + h1(R),(7.15)
say. Note that h1(R) is the contribution of the terms with v = w = 1 in the error
term of (7.3), and we know by (2.11) that
(7.16) h1(R) ≤ 1√
R
∑
y≤R
µ2(y)m(y)√
y
≪ 1.
Now consider the expression
(7.17)
1√
R
∑′
vwy≤R
µ2(v)µ2(w)µ2(y)m(vwy)φ2(y)
√
vwy
φ(v)φ(w)φ2(y)
.
On one hand with the notation defined in (7.14) and (7.15), (7.17) may be re-
expressed as
(7.18)
2√
R
∑
w≤√R
µ2(w)m(w)
√
w
φ(w)
kw(w) + h1(R).
On the other hand by putting z = vwy, the sum of (7.17) becomes
∑
z≤R
µ2(z)m(z)
√
z
φ(z)
∑
y|z
φ2(y)
φ(y)
∑
w| z
y
1 =
∑
z≤R
µ2(z)m(z)
√
zd(z)
φ(z)
∑
y|z
φ2(y)
d(y)φ(y)
=
∑
z≤R
µ2(z)m(z)
√
zd(z)
φ(z)
∏
p|z
(1 +
p− 2
2(p− 1)) =
∑
z≤R
µ2(z)
∏
p|z
3p− 4
(p− 1)(√p− 1) .
(7.19)
The last sum has been calculated in Lemma 3, giving
(7.20)
∑
w≤√R
µ2(w)m(w)
√
w
φ(w)
kw(w) = 2P (1)R
1
2 log2
√
R+O(R
1
2 logR).
From here we obtain by partial summation
(7.21)
∑
w≤√R
µ2(w)m(w)
φ(w)
kw(w) = P (1)R
1
4 log2R+ O(R
1
4 logR).
By (7.21) and (7.16), the quantity in (7.15), i.e. the error term of (7.3) is O(1).
This completes the evaluation.
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8. Pure triple correlations: The case j1 = j2 = j 6= 0
In this case (6.12) assumes the form
(8.1)
∑′
uvy≤R
uwy≤R
vwy≤R
µ2(u)µ(v)µ · φ((v, j))µ(w)µ · φ((w, j))µ2(y)µ · φ((y, j))φ2(y)
φ(u)φ2(v)φ2(w)φ3(y)
,
and doing first the sum over u as in (7.2), we get
∑′
vwy≤R
µ(v)µ · φ((v, j))µ(w)µ · φ((w, j))µ2(y)µ · φ((y, j))φ2(y)
vφ(v)wφ(w)yφ2(y)
×[logmin( R
vy
,
R
wy
) +D1 +
∑
p|vwy
log p
p
](8.2)
+O(
∑′
vwy≤R
µ2(v)µ2(w)µ2(y)φ2(y)φ((vwy, j))m(vwy)
φ2(v)φ2(w)φ3(y)
√
min( Rvy ,
R
wy )
).
The last error term is at most as large as the error term of (7.3) which was shown
to be O(1). As in (7.4), letting z = vwy, the log-term in the brackets being
log(Rz ) + logmin(v, w), we view the main part of (8.2) except for the contribution
of the last logmin-term in the form
(8.3)
∑
z≤R
µ(z)µ · φ((z, j))a(z)
zφ(z)
∑
y|z
µ(y)φ2(y)
φ(y)
∑
w| z
y
1 =
∑
z≤R
µ(z)µ · φ((z, j))a(z)
φ2(z)
.
In the present situation a(z) = log(Rz ) +D1 +
∑
p|z
log p
p . By Lemma 4 and (2.21),
we have
∑
z≤R
µ(z)µ · φ((z, j))
φ2(z)
(log
R
z
+D1) =(8.4)
S2(j)(logR+D1) +O(
j∗d(j∗) logR
φ(j∗)R
)
+[2 6 | j]S2(2j) log 2
2
+ [2|j]S2(j)[
∑
p6 |j
log p
p(p− 2) −
∑
p|j
log p
p
].
Next we have, by Lemma 4,
∑
z≤R
µ(z)µ · φ((z, j))
φ2(z)
∑
p|z
log p
p
=
∑
p≤R
log p
p
∑
z≤R
p|z
µ(z)µ · φ((z, j))
φ2(z)
=
∑
p≤R
log p
p
µ(p)µ · φ((p, j))
φ2(p)
∑
u≤R
p
(u,p)=1
µ(u)µ · φ((u, j))
φ2(u)
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= −µ((2, j)) log 2
2
∑
u≤R2
(u,2)=1
µ(u)µ · φ((u, j))
φ2(u)
−
∑
2<p≤R
µ · φ((p, j)) log p
pφ2(p)
∑
u≤R
p
(u,p)=1
µ(u)µ · φ((u, j))
φ2(u)
= −µ((2, j)) log 2
4
S2(2j)− [2|j] 2C2
∑
2<p≤R
µ · φ((p, j)) log p
p2(p− 2)
∏
q:prime
q|j
q 6=2, p
(
q − 1
q − 2)
+O(
j∗d(j∗)
Rφ(j∗)
∑
p≤R
φ((p, j)) log p
(p− 1)2 )
= −µ((2, j)) log 2
4
S2(2j) +S2(j)[
∑
2<p≤R
p|j
log p
p2
−
∑
2<p≤R
p6 |j
log p
p2(p− 2) ]
+O(
j∗d(j∗)
Rφ(j∗)
[
∑
p≤R
p|j
log p
p− 1 +
∑
p≤R
p6 |j
log p
(p− 1)2 ]),(8.5)
where, by (2.1), the sums in the very last O-term are ≪ log log 3j∗.
To finish off this case we deal with the logmin-term for which we have
|
∑
z≤R
µ(z)µ · φ((z, j))
zφ(z)
∑
y|z
µ(y)φ2(y)
φ(y)
∑
w| z
y
logmin(
z/y
w
,w)|
≤
∑
z≤R
µ2(z)φ((z, j))
zφ(z)
∑
y|z
µ2(y)φ2(y)
φ(y)
d(
z
y
) log z
=
∑
z≤R
µ2(z)φ((z, j))d(z) log z
zφ(z)
∏
p|z
(1 +
p− 2
2(p− 1))
≤
∑
z≤R
µ2(z)φ((z, j))3ω(z) log z
zφ(z)
=
∑
d|j∗
φ(d)
∑
z≤R
(z,j)=d
µ2(z)3ω(z) log z
zφ(z)
=
∑
d|j∗
3ω(d)
d
∑
t≤R
d
(t,j)=1
µ2(t)3ω(t)
tφ(t)
log dt(8.6)
=
∑
d|j∗
3ω(d) log d
d
∑
t≤R
d
(t,j)=1
µ2(t)3ω(t)
tφ(t)
+
∑
d|j∗
3ω(d)
d
∑
t≤R
d
(t,j)=1
µ2(t)3ω(t) log t
tφ(t)
.
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Now note that
(8.7)
∞∑
n=1
(n,j)=1
µ2(n)3ω(n)
φ(n)ns
=
∏
p6 |j
(1 +
3
(p− 1)ps ), (ℜs > 0)
from which it follows that
∞∑
n=1
(n,j)=1
µ2(n)3ω(n) logn
φ(n)n
= −(
∞∑
n=1
(n,j)=1
µ2(n)3ω(n)
φ(n)ns
)′|s=1(8.8)
=
∏
p
(1 +
3
p(p− 1))
∏
p|j
(
p(p− 1)
p2 − p+ 3)
∑
p6 |j
3 log p
p2 − p+ 3 ≪ 1.
So the last line of (8.6) is
(8.9) ≪ 1 +
∑
d|j∗
3ω(d) log d
d
= 1 +
∑
p|j∗
log p
∑
k|j∗
p|k
3ω(k)
k
,
in which the inner sum over k is
=
3
p
∑
m| j∗
p
3ω(m)
m
=
3
p
∏
q| j∗
p
q:prime
(1 +
3
q
) =
3
p+ 3
∏
q|j∗
q:prime
(1 +
3
q
).
Hence (8.9) is
(8.10) = 1 + 3
∏
p|j∗
(1 +
3
p
)
∑
p|j∗
log p
p+ 3
≪ (log log 3j∗)4.
The results of this section are combined to give the evaluation of (8.1) when R→∞
as
(8.11) S2(j) logR+O((log log 3j
∗)4).
9. Pure triple correlations: The case j1 6= j2, j1j2 6= 0
We begin the evaluation of (6.12) by employing Lemma 4 to sum over a12 as∑
a12≤min( Ra13a123 ,
R
a23a123
)
(a12,a13a23a123)=1
µ(a12)µ · φ((a12, j1 − j2))
φ2(a12)
=
{1− [2 6 | a13a23a123]µ((2, j1 − j2))}C2
∏
p|a13a23a123
p>2
(p− 1)2
p(p− 2)
∏
p|j1−j2
p6 |a13a23a123
p>2
(
p− 1
p− 2)
+O(
d(j′)j′
φ(j′)min( Ra13a123 ,
R
a23a123
)
),(9.1)
where
(9.2) j′ =
(j1 − j2)∗
((j1 − j2)∗, a13a23a123) .
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Let us first consider the main term, which after (9.1) takes the form
C2
∑′
a13a23a123≤R
{1− [2 6 | a13a23a123]µ((2, j1 − j2))}µ(a13)µ · φ((a13, j1))
φ2(a13)
× µ(a23)µ · φ((a23, j2))
φ2(a23)
µ2(a123)µ · φ · φ2((a123, j1, j2))
φ3(a123)
(9.3)
×φ2( (a123, j1)
(a123, j1, j2)
)φ2(
(a123, j2)
(a123, j1, j2)
)φ2(
(a123, j1 − j2)
(a123, j1 − j2, j1j2) )
×µ · d( a123
(a123, j1j2(j1 − j2)) )
∏
p|a13a23a123
p>2
(p− 1)2
p(p− 2)
∏
p|j1−j2
p6 |a13a23a123
p>2
p− 1
p− 2 .
Writing a13 = v, a23 = w, a123 = y, z = vwy, turns this expression into
C2
∑
z≤R
{1− [2 6 | z]µ((2, j1 − j2))}µ(z)
∏
p|z
p>2
1
p(p− 2)
∏
p|j1−j2
p6 |z
p>2
(
p− 1
p− 2)
×
∑
y|z
µ(y)µ · φ · φ2((y, j1, j2))φ2( (y,j1)(y,j1,j2) )φ2(
(y,j2)
(y,j1,j2)
)φ2(
(y,j1−j2)
(y,j1−j2,j1j2) )
φ(y)
×
∏
p|y
p6 |j1j2(j1−j2)
(−2)
∑
w| z
y
µ · φ((w, j2))µ · φ(( z
yw
, j1)).(9.4)
The innermost sum, over w, is
= µ · φ((z
y
, j1))
∑
w| z
y
µ · φ((w, j2))
µ · φ((w, j1))
= µ · φ((z
y
, j1))
∏
p|( z
y
,j1,j2)
2
∏
p|( z
y
,j1)
p6 |j2
(1 − 1
p− 1)
∏
p|( z
y
,j2)
p6 |j1
(1 − (p− 1))
∏
p| z
y
p6 |j1j2
2
= µ · φ((z
y
, j1))d((
z
y
, j1, j2))d(
z
y
( zy , j1j2)
)
φ2
φ
(
( zy , j1)
( zy , j1, j2)
)µ · φ2(
( zy , j2)
( zy , j1, j2)
).(9.5)
Notice that for even z the contribution to (9.4) of an even y is 0 for any j1 and
j2, and (9.5) shows that for even z an odd y makes a nonzero contribution only
if j1 − j2 is even. Plugging (9.5) into (9.4), upon effecting simplifications, (9.4)
becomes
S2(j1 − j2) ×(9.6)∑
z≤R
µ · d(z)µ · φ2(( z(z,2) , j1))µ · φ2(( z(z,2) , j2))µ·φ·d((z, j1, j2))φ2(( z(z,2) , j1−j2))
zφ2(
z
(z,2) )φ((z, j1 −j2))d((z, j1j2))φ22(( z(z,2) , j1, j2))∑
y| z
(z,2)
µ((y, j1))µ((y, j2))µ((y, j1j2(j1 −j2)))φ2((y, j1, j2))φ2((y, j1 − j2))d((y, j1j2))
φ(y)φ2((y, j1 −j2, j1j2))d((y, j1, j2))d((y, j1j2(j1 −j2))) .
Recalling the notation used in §5, J = [j1j2(j1 − j2)]∗, j∗1 = (j∗1 )′(j∗1 , j∗2 ), j∗2 =
(j∗2 )
′(j∗1 , j
∗
2 ), (j1 − j2)∗ = (j∗1 , j∗2 )j∗3 , so that J = (j∗1 )′(j∗2 )′(j∗1 , j∗2 )j∗3 is a product of
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relatively prime factors, the inner sum over y is expressed as
∑
y| z(z,2)
µ · φ2((y, j∗1 , j∗2 ))µ · φ2((y, j∗3 ))
φ(y)d((y, j∗1 , j
∗
2 ))d((y, j
∗
3 ))
=
∑
y| z(z,2)
µ2(y)
φ(y)
µ · φ2
d
((y, (j1 − j2)))
=
∏
p| z
(z,2)
p6 |j1−j2
(1 +
1
p− 1)
∏
p|( z
(z,2)
,j1−j2)
(1− p− 2
2(p− 1)) =
z
φ(z)d((z, j1 − j2)) ,(9.7)
since j1−j2 must be even for nonvanishing (9.6). Hence (9.6) becomes, upon further
simplifications,
S2(j1 − j2) ×(9.8)∑
z≤R
µ·d(z)µ·φ2(( z(z,2) , j1))µ·φ2(( z(z,2) , j2))µ·φ·d((z, j1, j2))φ2(( z(z,2) , j1 −j2))
φ(z)φ2(
z
(z,2) )φ·d((z, j1 −j2))d((z, j1j2))φ22(( z(z,2) , j1, j2))
= S2(j1 − j2)
∑
z≤R
µ(z)d(z)
φ(z)φ2(
z
(z,2) )
µ
d
((z, J))
µ
φ
((z, j∗3))φ2((
z
(z, 2)
, J)).
The last sum has been settled in Lemma 5, so that (9.4), that is the main term, is
evaluated as
= S2(j1 − j2) 2 [2 6 | j∗3 ]
∏
p6 |J
p(p− 3)
(p− 1)(p− 2)
∏
p>2
p|j1j2
p
p− 1
∏
p>2
p|j∗3
p(p− 2)
(p− 1)2
= [3|J ][2|j1 − j2][2 6 | j∗3 ] 4C2
∏
p6 |J
p(p− 3)
(p− 1)(p− 2)
∏
p|J
p>2
p
p− 1
∏
p|(j∗1 ,j∗2 )
p>2
p− 1
p− 2
= [3|J ][2|j1 − j2][2 6 | j∗3 ] (2C2
∏
p|(j∗1 ,j∗2 )
p>2
p− 1
p− 2)C3 3
∏
p|J
p>3
p− 2
p− 3
= S3(J)S2((j
∗
1 , j
∗
2 )) = S((0, j1, j2)),(9.9)
and there is an error of O(R−1+ǫ).
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It remains to carry out the follow-up of the error term (9.1) in (6.12), which is
≪ (j1 − j2)
∗d((j1 − j2)∗)
φ((j1 − j2)∗)
∑′
z=vwy≤R
µ2(z)φ((v, j1))φ((w, j2))φ((y, j1, j2))
φ2(z)φ(y)min( Rvy ,
R
wy )
× φ2((y, j1))φ2( (y, j2)
(y, j1, j2)
)φ2(
(y, j1 − j2)
(y, j1 − j2, j1j2) )d(
y
(y, (j1 − j2)j1j2) )
≪ R−1+ǫ
∑
z≤R
µ2(z)zφ((z, J))φ2(y)
φ2(z)φ(y)min(w, v)
= R−1+ǫ
∑
z≤R
µ2(z)zφ((z, J))
φ2(z)
∑
y|z
φ2(y)
φ(y)
∑
w| z
y
1
min(w, zyw )
≤ R−1+ǫ
∑
z≤R
µ2(z)zφ((z, J))d(z)
φ2(z)
∑
y|z
φ2(y)
φ(y)d(y)
= R−1+ǫ
∑
z≤R
µ2(z)φ((z, J))
∏
p|z
p(3p− 4)
(p− 1)3
≪ R−1+ǫ
∑
z≤R
µ2(z)
∏
p|z
p(3p− 4)
(p− 1)3
≪ R−1+ǫ.
(9.10)
This completes the proof of Theorem 1 in the case considered in this section.
10. Preliminaries for proof of Theorem 3
Consider the quantities M′k(N, h, ψR, ρ, C,A), say M′k for brevity, defined as
(10.1) M′k =
2N∑
n=N+1
(ψR(n+h)−ψR(n)−h−CA)k−1(ψ(n+h)−ψ(n)−h−ρA),
where ρ and C are to be constants, and A = o(h) will be chosen appropriately. The
′ onM′k (and onM ′k, S ′k) signifies that the sum over n runs from N+1 to 2N . Our
main interest here is the case k = 3. The Generalized Riemann Hypothesis will be
assumed in this section.
For k = 1 we have by (1.37),
M′1 =
2N∑
n=N+1
(ψ(n+ h)− ψ(n)− h− ρA)(10.2)
= M ′1(N, h, ψ)− (h+ ρA)N = −ρAN +O(N
1
2h log2N),
valid for h ≤ N and N →∞. The k = 2 case is more illuminating in that it helps
us see the appropriate choice for A. We have
M′2 =
2N∑
n=N+1
(ψR(n+ h)− ψR(n)− h− CA)(ψ(n + h)− ψ(n)− h− ρA)
= M˜ ′2(N, h, ψR)− (h+ ρA)M ′1(N, h, ψR)
− (h+ CA)M ′1(N, h, ψ) + (h+ ρA)(h+ CA)N.(10.3)
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Eq.s (1.28) and (4.1) give
(10.4) M ′1(N, h, ψR) =
∑
1≤j1≤h
S ′1(N, (j1), (1)) = Nh+O(Rh).
By (1.38) we have
(10.5)
M˜ ′2(N, h, ψR)=L1(R)
∑
1≤j1≤h
S˜ ′1(N, (j1), (1))+
∑
1≤j1,j2≤h
distinct
S˜ ′2(N, (j1, j2), (1, 1))+O(RN ǫ).
Here the first sum is M ′1(N, h, ψ) which we know. In the second sum we cannot use
the evaluation (5.6) since the contribution of error term coming from the Bombieri-
Vinogradov theorem will be greater than the main term of M′2 when h is a power
of N . We begin by proceeding similar to (5.1)-(5.6), and we write j = j2 − j1, so
that
∑
1≤j1,j2≤h
distinct
S˜ ′2(N, (j1, j2), (1, 1)) = N
∑
1≤j1,j2≤h
distinct
∑
r≤R
µ2(r)
φ(r)
∑
d|r
(d,j1−j2)=1
dµ(d)
φ(d)
+O
( ∑
1≤j1,j2≤h
distinct
∑
r≤R
µ2(r)
φ(r)
∑
d|r
d max
x≤2N+h
|E(x; d, j2 − j1)|
)
= N
∑
1≤j1,j2≤h
distinct
[S2(j2 − j1) +O
(
j∗d(j∗)
Rφ(j∗)
)
]
+O
( ∑
1≤j1≤h
∑
r≤R
µ2(r)
φ(r)
∑
d|r
d
∑
1≤j≤h−1
max
x≤2N+h
|E(x; d, j)|)
= 2N
∑
1≤j≤h−1
∑
1≤j1≤h−j
[S2(j) +O
(
jd(j)
Rφ(j)
)
]
+O
( ∑
1≤j1≤h
∑
r≤R
µ2(r)
φ(r)
∑
d|r
d(
∑
1≤j≤h−1
1)
1
2 (
∑
1≤j≤h−1
max
x≤2N+h
|E(x; d, j)|2) 12 )
= 2N
∑
1≤j≤h
(h− j)S2(j) +O(Nh
2 log h
R
)
+O
(
h
3
2
∑
r≤R
µ2(r)
φ(r)
∑
d|r
d(
∑
1≤j≤h−1
max
x≤2N+h
|E(x; d, j)|2) 12 ).(10.6)
For the calculation of the main term we know from [3] that
(10.7)
∑
1≤j≤h
(h− j)S2(j) = h
2
2
− h log h
2
+
1− γ − log 2π
2
h+O(h
1
2+ǫ).
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The sum of the E’s is O((1+ hd )N log
4N) by Hooley’s estimate (1.47) which depends
on GRH, so that∑
1≤j1,j2≤h
distinct
S˜ ′2(N, (j1, j2), (1, 1)) = Nh2+Nh(− logh+ 1− γ −log 2π)+O(Nh
1
2+ǫ)
+O(
Nh2 log h
R
) +O(N
1
2h
3
2R log2N) +O(N
1
2 h2R
1
2 log2N).(10.8)
Using (1.37) and (10.8) in (10.5) we have
M˜ ′2(N, h, ψR) = Nh
2 +Nh(L1(R)− log h+ 1− γ − log 2π) +O(Nh 12+ǫ)
+O(
Nh2 log h
R
) +O(N
1
2 h log3N) +O((N
1
2h
3
2R
1
2 log2N)(h
1
2 +R
1
2 ))(10.9)
and plugging (10.9), (10.4), and (1.37) in (10.3) we obtain
M′2 = Nh(L1(R)− log h+ 1− γ − log 2π) + ρCNA2 +O(Rh2) +O(Nh
1
2+ǫ)
+O((N
1
2h
3
2R
1
2 log2N)(h
1
2 +R
1
2 )) +O(
Nh2 log h
R
)
+O((N
1
2h log2N(h+ logN)) +O(CAN
1
2 h log2N) +O(ρARh).(10.10)
Here the term ρCNA2 will be of the same order of magnitude with the main term
if we choose
(10.11) A = (h logN)
1
2 .
Since (10.1) would be meaningful for A = o(h), we must have logN = o(h). We
need to have R = o(N) so that (4.1) has an asymptotic interpretation, and R≫ N ǫ
so that L1(R) is of the same order of magnitude with logN . We also require that the
error term O(
Nh2 log h
R
) to be smaller than Nh, and this imposes h log h = o(R).
With these in mind (10.10) reduces to
M′2 = Nh(ρC logN + L1(R)− log h+ 1− γ − log 2π) +O(Nh
1
2+ǫ)
+O(
Nh2 log h
R
) +O(N
1
2h
3
2R log2N).
(10.12)
This will have asymptotic significance when the very last error term is smaller than
Nh, i.e. for
(10.13) h
1
2R = o(
N
1
2
log2N
),
which restricts us to
(10.14) h = o(
N
1
3
log2N
).
When all these conditions are met we have
(10.15) M′2 ∼ Nh(ρC logN + log
R
h
).
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If it were that ψ(n+ h)−ψ(n)− h = o((h log n) 12 ), then (10.15) with C = 0 would
imply
2N∑
n=N+1
(ψR(n+ h)− ψR(n)− h) ∼ −Nh
1
2
ρ
log Rh
(logN)
1
2
for any fixed ρ 6= 0, which is absurd since the left-hand side doesn’t depend on ρ.
Thus we obtain
(10.16) max
x≤y≤2x
|ψ(y + h)− ψ(y)− h| ≫ǫ (h log x) 12
for 1 ≤ h ≤ x 13−ǫ, a result which is already implicit in previous works (e.g. [7])
involving the lower bound method depending on the second order correlations of
λR(n)’s.
11. The Third Mixed Moment for the Proof of Theorem 3
We now turn our attention to
M′3 =
2N∑
n=N+1
(ψR(n+ h)− ψR(n)− h− CA)2(ψ(n+ h)− ψ(n)− h− ρA)
= M˜ ′3(N, h, ψR)− (h+ ρA)M ′2(N, h, ψR)− 2(h+ CA)M˜ ′2(N, h, ψR)
+2(h+ CA)(h+ ρA)M ′1(N, h, ψR) + (h+ CA)
2M ′1(N, h, ψ)
−(h+ ρA)(h+ CA)2N.(11.1)
We now need to evaluate M ′2(N, h, ψR) and M˜
′
3(N, h, ψR). By (1.28) we have
(11.2) M ′2(N, h, ψR) =
∑
1≤j1≤h
S ′2(N, (j1), (2)) + 2
∑
1≤j1<j2≤h
S ′2(N, (j1, j2), (1, 1)).
The first sum on the right is evaluated by (4.7) as
(11.3)
∑
1≤j1≤h
S ′2(N, (j1), (2)) = NhL1(R) +O(hR2).
For the second sum, letting j = j2 − j1, we have by (4.9)
(11.4)
2
∑
1≤j1<j2≤h
S ′2(N, (j1, j2), (1, 1)) = 2N
∑
1≤j≤h
(h−j)S2(j)+O(Nh
2 log h
R
)+O(h2R2)
(it is more convenient to keep the sum of S2’s as is, not using (10.7) until the end,
and also view the first line of (10.9) except for the term NhL1(R) in this manner).
Hence we obtain
(11.5)
M ′2(N, h, ψR) = 2N
∑
1≤j≤h
(h− j)S2(j) +NhL1(R) +O(Nh
2 log h
R
) +O(R2h2).
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By (1.38) we have
M˜ ′3(N, h, ψR) = (L1(R))2
∑
1≤j1≤h
S˜ ′1(N, (j1), (1)) +
∑
1≤j1,j2≤h
distinct
S˜ ′3(N, (j1, j2), (2, 1))
+2L1(R)
∑
1≤j1,j2≤h
distinct
S˜ ′2(N, (j1, j2), (1, 1))
+
∑
1≤j1,j2,j3≤h
distinct
S˜ ′3(N, (j1, j2, j3), (1, 1, 1)) +O(RN ǫ).(11.6)
In calculating the sum of S˜ ′3(N, (j1, j2), (2, 1))’s over j1, j2 it is not suitable to use
Theorem 2 because we will pick up an error term O(Nh2 log log2 3j∗) arising from
the logmin term of (5.20), and this will be greater than the eventual main term
due to cancellations of larger terms (note that j1, j2 are not the same as in §5).
Therefore we start anew as∑
1≤j1,j2≤h
distinct
S˜ ′3(N, (j1, j2), (2, 1)) =
∑
1≤j1,j2≤h
distinct
2N∑
n=N+1
λ2R(n+ j1)Λ(n+ j2)
=
∑
1≤j1,j2≤h
distinct
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
dµ(d)eµ(e)
2N∑
n=N+1
n≡−j1(mod [d,e])
Λ(n+ j2)
=
∑
1≤j1,j2≤h
distinct
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
{ ∑
d|r1
e|r2
([d,e],j2−j1)=1
N
φ([d, e])
dµ(d)eµ(e)
+O(
∑
d|r1
e|r2
de max
u≤2N+h
|E(u; [d, e], j2 − j1)|)
}
= N
∑
1≤|j|≤h
(h− |j|)
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
([d,e],j)=1
dµ(d)eµ(e)
φ([d, e])
+O(h
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
de
∑
1≤|j|≤h
max
u≤2N+h
|E(u; [d, e], j)|).(11.7)
The last error term is dealt with in the same way as in (10.6), first by apply-
ing Cauchy-Schwarz inequality to the sum over j1 and then using Hooley’s GRH-
dependent estimate (1.47), which makes it
≪ N 12 h 32 log2N
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
de(1 + (
h
[d, e]
)
1
2 )
≪ N 12 h 32R2 log2N +N 12h2 log2N
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
de
([d, e])
1
2
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The last sum is treated similar to what follows (4.5), and with the notation used
there the inner sums over d and e become∑
δ|(r1,r2)
δ
3
2
∑
d′| r1
δ
(d′)
1
2
∑
e′| r2
δ
(e′,d′)=1
(e′)
1
2
=
∏
p|r2
(1 +
√
p)
∑
δ|(r1,r2)
∏
p|δ
p
3
2
1 +
√
p
∑
d′| r1
δ
(d′)
1
2
∏
p|(r2,d′)
1
1 +
√
p
=
∏
p|r2
(1 +
√
p)
∑
δ|(r1,r2)
∏
p|δ
p
3
2
1 +
√
p
∏
p| (r1,r2)
δ
1 + 2
√
p
1 +
√
p
∏
p| r1
(r1,r2)
(1 +
√
p)
=
∏
p|r1
(1 +
√
p)
∏
p|r2
(1 +
√
p)
∏
p|(r1,r2)
(1 + 2
√
p+ p
3
2 ).
Hence the sum we are concerned with is now expressed as
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∏
p|r1
(1 +
√
p)
∏
p|r2
(1 +
√
p)
∏
p|(r1,r2)
(1 + 2
√
p+ p
3
2 ),
and writing r1 = a1a12, r2 = a2a12 with a12 = (r1, r2) this becomes
∑′
a1a12≤R
a2a12≤R
µ2(a1)µ
2(a2)µ
2(a12)
∏
p|a1a2
1√
p− 1
∏
p|a12
1 + 2
√
p+ p
3
2
(p− 1)2
≪
∑
a12≤R
∏
p|a12
1 + 2
√
p+ p
3
2
(p− 1)2 (
∑
a≤ R
a12
∏
p|a
1√
p− 1)
2
≪ R
∑
a12≤R
∏
p|a12
1 + 2
√
p+ p
3
2
p(p− 1)2 ≪ R.
Thus the error term of (11.7) has been shown to be
(11.8) ≪ N 12h 32R2 log2N +N 12 h2R log2N.
We now treat the main term of (11.7), which is equal to
(11.9) 2N
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
dµ(d)eµ(e)
φ([d, e])
∑
1≤j≤h
(j,[d,e])=1
(h− j).
Here the innermost sum is∑
1≤j≤h
(j,[d,e])=1
(h− j) =
∑
1≤j≤h
(h− j)
∑
k|(j,[d,e])
µ(k) =
∑
k|[d,e]
µ(k)
∑
1≤j≤h
k|j
(h− j)
=
∑
k|[d,e]
µ(k){h(h
k
+O(1)) − k
∑
1≤j′≤h
k
j′} =
∑
k|[d,e]
µ(k)(
h2
2k
+O(h))
=
h2
2
φ([d, e])
[d, e]
+O(hd([d, e])).(11.10)
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The main term of (11.10) plugged in (11.9) gives
(11.11) Nh2
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
dµ(d)eµ(e)
[d, e]
= Nh2L1(R)
where the last evaluation is by virtue of (4.5)–(4.7). It remains to consider the
contribution of the error term of (11.10) plugged in (11.9),
(11.12) Nh
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
ded([d, e])
φ([d, e])
.
Keeping the notation we have been using the inner sums over d and e are rewritten
as
∑
δ|(r1,r2)
δ2d(δ)
φ(δ)
∑
d′| r1
δ
d′d(d′)
φ(d′)
∑
e′| r2
δ
(e′,d′)=1
e′d(e′)
φ(e′)
=
∏
p|r2
3p− 1
p− 1
∑
δ|(r1,r2)
∏
p|δ
2p2
3p− 1
∑
d′| r1
δ
d′d(d′)
φ(d′)
∏
p|(r2,d′)
p− 1
3p− 1
=
∏
p|r2
3p− 1
p− 1
∑
δ|(r1,r2)
∏
p|δ
2p2
3p− 1
∏
p| (r1,r2)
δ
5p− 1
3p− 1
∏
p| r1
(r1,r2)
3p− 1
p− 1
=
∏
p|r1
3p− 1
p− 1
∏
p|r2
3p− 1
p− 1
∏
p|(r1,r2)
2p2 + 5p− 1
p− 1 .
Hence (11.12) becomes
Nh
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∏
p|r1
3p− 1
p− 1
∏
p|r2
3p− 1
p− 1
∏
p|(r1,r2)
2p2 + 5p− 1
p− 1(11.13)
= Nh
∑′
a1a12≤R
a2a12≤R
µ2(a1)µ
2(a2)µ
2(a12)
∏
p|a1a2
3p− 1
(p− 1)2
∏
p|a12
2p2 + 5p− 1
(p− 1)3
≪ Nh
∑
a12≤R
∏
p|a12
2p2 + 5p− 1
(p− 1)3 (
∑
a≤ R
a12
∏
p|a
3p− 1
(p− 1)2 )
2
≪ Nh log6N
∑
a12≤R
∏
p|a12
2p2 + 5p− 1
(p− 1)3 ≪ Nh log
8N.
This completes the evaluation begun in (11.7), giving∑
1≤j1,j2≤h
distinct
S˜ ′3(N, (j1, j2), (2, 1)) = Nh2L1(R) +O(Nh log8N)
+O(N
1
2 h
3
2R2 log2N) + O(N
1
2 h2R log2N).(11.14)
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12. Completion of the Proof of Theorem 3
The last quantity involving the correlations that remains to be considered for
the mixed third moment is∑
1≤j1,j2,j3≤h
distinct
S˜ ′3(N, (j1, j2, j3), (1, 1, 1))
=
∑
1≤j1,j2,j3≤h
distinct
2N∑
n=N+1
λR(n+ j1)λR(n+ j2)Λ(n+ j3).(12.1)
The inner sum here is the same as (5.7) except for a shift, and the innermost sum
of (5.8) adapted to the present situation is
(12.2)
2N+j3∑
n=N+1+j3
n≡j3−j1(mod d)
n≡j3−j2(mod e)
Λ(n),
where the divisibility conditions, compatible only when (d, e)|j1 − j2, can be com-
bined as n ≡ j(mod [d, e]) say. The last sum is equal to
(12.3) [([d, e], j) = 1]
N
φ([d, e])
+ E(2N + j3; [d, e], j)− E(N + 1 + j3; [d, e], j).
We get the same main term as that of (5.11) except that the conditions now read
(d, e)|j1 − j2, (d, j3 − j1) = 1, (e, j3 − j2) = 1, and the calculation carried out in §5
evaluates it as
(12.4) NS((j1, j2, j3)) +O(NR
−1+ǫ).
We shall take up the contribution of (12.4) in (12.1) after considering the contibu-
tion of the error terms of (12.3) to (12.1) which can be majorized as
(12.5) ≪
∑
1≤j1,j2,j3≤h
distinct
∑
r1,r2≤R
µ2(r1)µ
2(r2)
φ(r1)φ(r2)
∑
d|r1
e|r2
(d,e)|j1−j2
de max
u≤2N+h
|E(u; [d, e], j)|.
To simplify the expressions we may interchange the order of the two double sums
in (12.5) as in the first line of (5.10). This switching costs a factor of log2R, which
is unimportant in our application. (On two occasions in §11 we didn’t resort to
this interchange). Since j is a function of k1 = j3 − j1 and k2 = j3 − j2 (and also
of d, e), we can rearrange the summations so as to see that (12.5) is
(12.6)
≪ log2R
∑
1≤j3≤h
∑
d, e≤R
µ2(d)µ2(e)de
φ(d)φ(e)
∑
j3−h≤k1, k2≤j3−1
(k2−k1)k1k2 6=0
(d,e)|k2−k1
max
u≤2N+h
|E(u; [d, e], j)|.
Note that if (d, e) ≥ h, then the innermost sum is void. The number of permissible
pairs of k1, k2 is ≪ h(⌈ h
(d, e)
⌉− 1). Upon applying Cauchy-Schwarz inequality and
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Hooley’s GRH-dependent estimate (1.47) we have that (12.6) is
≪ h log2R
∑
d, e≤R
(d,e)<h
µ2(d)µ2(e)de
φ(d)φ(e)
h√
(d, e)
[(1 +
h2
de
)
∑
j( mod [d,e])
max
u≤2N+h
|E(u; [d, e], j)|2] 12
≪ N 12h2 log4N
∑
d, e≤R
(d,e)<h
µ2(d)µ2(e)de
φ(d)φ(e)
√
(d, e)
+N
1
2h3 log4N
∑
d, e≤R
(d,e)<h
µ2(d)µ2(e)
√
de
φ(d)φ(e)
√
(d, e)
.
We have
∑
d, e≤R
(d,e)<h
µ2(d)µ2(e)de
φ(d)φ(e)
√
(d, e)
≪
∑
δ<h
δ
3
2
φ2(δ)
(
∑
d′≤R
δ
d′
φ(d′)
)2 ≪ R2
∑
δ<h
1
δ
1
2φ2(δ)
≪ R2,
∑
d, e≤R
(d,e)<h
µ2(d)µ2(e)
√
de
φ(d)φ(e)
√
(d, e)
≪
∑
δ<h
δ
1
2
φ2(δ)
(
∑
d′≤R
δ
√
d′
φ(d′)
)2 ≪ R
∑
δ<h
1
δ
1
2φ2(δ)
≪ R.
Hence the contribution of the error terms in (12.3) to (12.1) is
(12.7) ≪ N 12 h2R2 log4N +N 12h3R log4N.
Now we calculate the contribution of (12.4) to (12.1), that of the error term
being O(Nh3R−1+ǫ). Inverting (1.24) we have
(12.8) S((j1, j2, j3)) =
∑
J⊂{j1,j2,j3}
U(J ),
which implies by (1.23) that (since U(∅) = 1, U((k)) = 0, U((k, l)) = S((k, l)) − 1
for k 6= l)∑
1≤j1,j2,j3≤h
distinct
S((j1, j2, j3)) = −2h(h− 1)(h− 2) + 3(h− 2)
∑
1≤j1,j2≤h
distinct
S((j1, j2)) +R3(h)
= −2h(h− 1)(h− 2) + 6(h− 2)
∑
1≤j≤h
(h− j)S2(j) +R3(h).(12.9)
From (10.7) and (1.26) we obtain
(12.10)
∑
1≤j1,j2,j3≤h
distinct
S((j1, j2, j3)) = h
3− 3h2 log h+3(1− γ− log 2π)h2+O(h 32+ǫ)
(note that (1.26) has not been used in full force, here we only need to know R3(h)≪
h
3
2+ǫ). Hence we have∑
1≤j1,j2,j3≤h
distinct
S˜ ′3(N, (j1, j2, j3), (1, 1, 1))(12.11)
= Nh3 − 3Nh2 log h+ 3(1− γ − log 2π)Nh2 +O(Nh 32+ǫ)
+O(Nh3R−1+ǫ) +O((N
1
2 h2R log4N)(R+ h)).
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Combining (1.37), (10.8), (11.14) and (12.11) in (11.6) we obtain
M˜ ′3(N, h, ψR) = Nh
3 + 3Nh2(L1(R)− log h) + 3Nh2(1 − γ − log 2π)
+O(Nh
3
2+ǫ) +O(Nh3R−1+ǫ) +O(Nh log8N)
+O(N
1
2h2R2 log4N) +O(N
1
2 h3R log4N).(12.12)
Now we put our findings together in (11.1). In doing this, keeping the sums∑
1≤j≤h
(h − j)S2(j) (which appear in several terms) unevaluated until the end not
only facilitates the calculation, but also reveals the complete cancellation of the
terms which contain Nh
∑
1≤j≤h
(h− j)S2(j). We get
M′3 = (2C + ρ)ANh[log h− L1(R)− (1− γ − log 2π)]− ρC2A3N
+O(ANh
1
2+ǫ) +O(N
1
2h2R2 log4N) +O(N
1
2 h3R log4N)
+O(Nh log8N) +O(h3R2) +O(Nh3R−1+ǫ) +NR3(h).(12.13)
The main terms are at the same order of magnitude if A = (h logN)
1
2 as before in
(10.11) for M′2. This choice of A makes (12.13) read as
M′3 = Nh
3
2 log
1
2 N [−ρC2 logN + (2C + ρ)(log h− L1(R)− (1− γ − log 2π)]
+ error terms of (12.13).(12.14)
We are assuming that R ≫ N ǫ, and the requirement that the error terms are
smaller than the main term, i.e. o(Nh
3
2 log
3
2 N), brings the restrictions
(12.15) h≪ R 23−ǫ, log13N = o(h), h 12R2 = o(N 12 log− 52 N).
Note that the cancellation mentioned before (12.13) is essential in reaching a result,
for if (12.12) and (10.9) which depend on the evaluation (10.7) had been used, then
we would have acquired an error term O(Nh
3
2+ǫ) that is larger than the main
term. Upon this we need Montgomery and Soundararajan’s estimate (1.26) for
R3(h). Thus for
(12.16) log14N ≪ h≪ N 17−ǫ
we have the asymptotic result
(12.17) M′3 ∼ −Nh
3
2 log
1
2 N(ρC2 logN + (2C + ρ) log
R
h
).
(The factor N ǫ in (12.16) can be replaced by a small power of logN if one bounds
(5.38) more precisely as was remarked). From (12.17) we can get the result (10.16),
only this time for the smaller range (12.16). The significance of (12.17) is that it
allows us also to get a result of the type (10.16) without the absolute value. It is
convenient to write R = Nθ, h = Nα. For a fixed ρ satisfying 0 < |ρ| < √θ − α,
with the choice C = − θ−αρ , (12.17) reads
(12.18) M′3 ∼ −ρ(θ − α)(1 −
θ − α
ρ2
)Nh
3
2 log
3
2 N.
We see thatM′3 is positive for 0 < ρ <
√
θ − α, and negative for −√θ − α < ρ < 0,
and ≫ N(h logN) 32 in either case. This means that given an arbitrarily small
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but fixed η > 0, for all sufficiently large N and h subject to (12.16), there exist
n1, n2 ∈ [N + 1, 2N ] such that
ψ(n1 + h)− ψ(n1)− h > (
√
1− 5α
2
− η)(h logN) 12
ψ(n2 + h)− ψ(n2)− h < −(
√
1− 5α
2
− η)(h logN) 12 .(12.19)
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