Introduction
The problem of identification of the model parameters of a linear structural model using dynamic data has received much attention over the years because of its importance in model updating, response prediction, structural control and health monitoring. Many methodologies have been formulated, both in the time and frequency domain, for the cases of known and unknown input.
Structural health monitoring has been attracting much attention in the past two decades, including several workshops, e.g., Natke and Yao ͓1͔; Agbabian and Masri ͓2͔; Chang ͓3͔; and special issues of journals, e. Recent interest has been shown in using Bayesian probabilistic approaches for model updating and damage detection as they allow for an explicit treatment of all the uncertainties involved ͑Geyskens et al. ͓21͔; Beck and Katafygiotis ͓22͔; Katafygiotis et al. ͓14͔; Vanik et al. ͓16͔; Katafygiotis and Yuen ͓23͔; Yuen ͓24͔͒ . An advantage of the Bayesian approach is that it follows directly from the probability axioms and so there are no ad-hoc assumptions that lead to loss of information. In Beck and Katafygiotis ͓22͔, a methodology for model updating based on a Bayesian probabilistic system identification framework was presented. Although the framework is general, their presentation is for the case where the prediction error due to measurement noise and modeling error is modeled as Gaussian white noise.
In the present paper, the prediction error is modeled as the sum of a filtered white noise process, representing the input error ͑measurement noise plus unmeasured excitation͒ filtered through the system, plus another independent white noise process, representing the response measurement noise and modeling error. A Bayesian time-domain approach for modal identification by Yuen and Katafygiotis ͓25͔ is extended to handle the case of model updating with incomplete input measurements and with measurement noises in both input and output measurements. The proposed approach allows for the direct calculation of the probability density function ͑PDF͒ of the model parameters based on the data which can be then approximated by an appropriately selected multi-variate Gaussian distribution. By using data from the initial undamaged state and a later possibly damaged state, the probability of damage of various levels in specified substructures may be calculated. The formulation is presented for linear multi-degreeof-freedom ͑MDOF͒ systems. Examples using noisy simulated data from a single-degree-of-freedom ͑SDOF͒ oscillator and a 15-story building are given for illustration.
Model Formulation
2.1 Class of Structural Models. Consider a class of possible models for a structural system with N d degrees of freedom ͑DOFs͒ and equation of motion
where M, C, and K are the mass, damping and stiffness matrix of the system, respectively, g R N g is the actual forcing vector and T R N d ϫN g is the forcing distribution matrix. The mass, damping and stiffness matrices, M, C, and K, are defined in terms of mass, damping and stiffness parameters m , c , and s by
where N sub is the number of substructures and M j , C j , and K j are the contributions to the mass, damping and stiffness matrix of the jth substructure, respectively. Note that it is not necessary to require classical normal modes.
Stochastic Input Model.
Assume that discrete-time input data ͕f͓k͔ : k =1, . . . ,N͖ are available for the excitation where the index k refers to time ͑k −1͒⌬t with ⌬t being the sampling interval. Define the uncertain input error f by
The input error f is modeled as zero-mean Gaussian discrete white noise with covariance matrix ⌺ f ͑ ͒, where is the parameter vector defining the covariance matrices of the input and output errors; this PDF maximizes the information entropy of the input error for a specified mean and covariance matrix. The components of f͓k͔ that correspond to the unobserved excitation components of g͓k͔ are set equal to zero. Thus, f models the input measurement noise for the observed components and it models the unobserved excitation for the unobserved components. The advantage of this formulation is that it can handle cases that include complete excitation measurements, incomplete excitation measurements and no excitation measurements ͑such as in ambient vibration tests͒.
Stochastic Output Model.
Assume that discrete-time response data are available at N o observed DOFs where the measured response z͓k͔ R N o is a linear combination of the model state vector y͓k͔ = ͓x͓k͔ T , ẋ ͓k͔ T ͔ T and the actual force g͓k͔, plus an output error z ͓k͔ R N o that accounts for modeling error and measurement noise in the response measurements. This output error is modeled as zero-mean Gaussian discrete white noise with covariance matrix ⌺ z ͑ ͒. Thus, the measured response is given by
are observation matrices that depend on the type of measurements ͑e.g., displacements or accelerations͒, and y͓k͔ is given by Eq. ͑1͒. Furthermore, the errors z and f are modeled as stochastically independent.
Model and Damage Identification.
The parameter vector for identification from the excitation and response data is comprised of: ͑1͒ the mass, damping, and stiffness parameters m , c , and s that specify the mass matrix M, damping matrix C, and stiffness matrix K; ͑2͒ the parameter vector specifying the covariance matrices for the input and output errors f and z , respectively; and ͑3͒ the 2N d initial conditions for the structural state. In practice, the system may often be assumed to start from rest. In such a case, the initial conditions can be treated as known and equal to zero and can be excluded from the vector of parameters for identification.
Let Z m,n and F m,n denote the response and the excitation measurement matrix from time ͑m −1͒⌬t to ͑n −1͒⌬t, with m ഛ n, respectively, Z m,n = ͓z͓m͔, . . . ,z͓n͔͔ and F m,n = ͓f͓m͔, . . . ,f͓n͔͔, m ഛ n ͑5͒
The approach to damage detection is to first use the Bayesian framework presented in the next section to obtain the updated PDF ͑probability density function͒ p͑ ͉ Z 1,N , F 1,N ͒ of the parameter vector given the measured input data F 1,N and output data Z 1,N where N denotes the total number of points in time where measurements are available. Then, this is used to compute the probability of damage of the jth substructure exceeding damage level d which is defined by
where subscripts "ud" and "pd" refer to undamaged and possibly damaged cases. Equation ͑6͒ gives the probability that the substructure stiffness parameter has decreased by a fractional amount of more than d. Based on the Gaussian approximation of the updated PDFs for j ud and j pd , one can easily calculate the probability damage as follows ͑Yuen et al. ͓26͔͒
where ⌽͑·͒ is the standard Gaussian cumulative distribution function; j ud and j pd denote the most probable values of the stiffness parameters for the undamaged and ͑possibly͒ damaged structure, respectively; and j ud and j pd are the corresponding standard deviations of the stiffness parameters determined from the inverse of the Hessian matrix of the negative logarithm of the joint updated parameter PDF ͑Beck and Katafygiotis ͓22͔͒.
Bayesian Model Updating
3.1 Exact Formulation of Updating. Using Bayes' theorem, the expression for the updated ͑posterior͒ PDF of the parameters given the measured response Z 1,N and the measured input F 1,N is
where c 1 is a normalizing constant such that the integral of the right hand side of Eq. ͑8͒ over the domain of is equal to unity. We interpret p͑ ͉ Z 1,N , F 1,N ͒ as giving a measure of the plausibility of the values of based on the data ͑Jaynes ͓27͔͒. The factor p͑͒ in Eq. ͑8͒ denotes the prior PDF of the parameters and it may be chosen based on engineering judgment. It may be treated as constant ͑noninformative prior͒ if all values of the parameters over some large but finite domain are felt to be equally plausible a priori. The likelihood p͑Z 1,N ͉ , F 1,N ͒ is the dominant factor on the right hand side of Eq. ͑8͒. It reflects the contribution of the measured data Z 1,N and F 1,N in establishing the updated PDF of . Also, in order to establish the most probable ͑plausible͒ value of , denoted by , one therefore needs to maximize
Since linear systems are considered and both the uncertain input and output measurement noise and unmeasured excitation are modeled as Gaussian, it follows that the likelihood p͑Z 1,N ͉ , F 1,N ͒ in Eq. ͑8͒ is an N o N-variate Gaussian distribution with appropriately calculated mean and covariance matrix. Direct calculation of this function for different values of becomes computationally prohibitive for a large number N of data, as it requires repeated calculation of the determinant and inverse of the corresponding very high-dimensional N o N ϫ N o N covariance matrices. Thus, although Eq. ͑8͒ offers a theoretically exact solution to the model updating problem, its computational implementation poses a challenge. In the next section, an approximation is presented which overcomes this difficulty and renders the Bayesian model updating problem computationally feasible.
Proposed
Approximation for the Likelihood. The PDF p͑Z 1,N ͉ , F 1,N ͒ in Eq. ͑8͒ can be written as a product of conditional PDFs
The following approximation is introduced ͓25͔
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Here, each conditional PDF factor depending on all the previous response measurements is approximated by a conditional PDF depending on only the most recent N p response measurements. The sense of this approximation is that response measurements too far in the past do not provide significant information about the present observed response. Of course, one expects this to be true if N p is so large that all the correlation functions have decayed to very small values. However, it is found that a significantly smaller value of N p suffices for the approximation in Eq. ͑10͒ to be valid for practical purposes. In particular, it is found that a value for N p of the order of T 1 / ⌬t is sufficient, where T 1 is the fundamental period of the system and ⌬t is the sampling interval. For example, assuming ⌬t = 1 25 T 1 , it follows that a value of N p = 25 is sufficient. The advantage of the approximation in Eq. ͑10͒ will become obvious in the subsequent sections where the expressions for computing the factors on the right hand side of Eq. ͑10͒ are given. In Sec. 3.2.1, the expression for the first factor p͑Z 1,N p ͉ , F 1,N ͒ in Eq. ͑10͒ is given. In Sec. 3.2.2, a general expression for the con-
Based on these results, p͑Z 1,N ͉ , F 1,N ͒ can be computed efficiently from Eq. ͑10͒.
The most probable parameters can then be obtained by minimizing J͑͒ =−ln͓p͑͒p͑Z 1,N ͉ , F 1,N ͔͒. Also, the updated PDF of the parameters can be well approximated by a Gaussian distribution N͑ , H͑ ͒ −1 ͒ with mean and covariance matrix H͑ ͒ −1 ,
where H͑ ͒ denotes the Hessian of J͑͒ calculated at = ͑Beck and Katafygiotis ͓22͔͒.
Expression for p͑Z
is specified by the mean and covariance matrix of Z 1,N . Expressions for the mean and covariance are derived as a function of the identification parameter vector as follows.
The equation of motion ͑1͒ can be rewritten in a state space form for the structural state vector y ϵ͓x
where the system matrices A R
identity matrix, respectively. The continuous-time differential Eq. ͑11͒ is approximated by the following difference equation
where y͓k͔ denotes the structural state vector at time
For notation convenience, denote the relationship between the state vector and the input of the above system using the function L
where is the vector comprised of the model parameters for identification described earlier and G 1,N denotes, in analogy to the definition of Eq. ͑5͒, the matrix comprised of the actual input force time history up to time ͑N −1͒⌬t, i.e., G 1,N = ͓g͓1͔ , g͓2͔ , . . . ,g͓N͔͔. It can be easily shown using Eq. ͑4͒ that the mean ͓k͔ ϵ E͓z͓k͔͉ , F 1,N ͔ is given by
Thus, ͓k͔ is equal to the model response calculated assuming that the only input is the measured excitation. The difference between z͓k͔ and ͓k͔ is the prediction error v͓k͔
It is worth noting that ͓k͔ in Eq. ͑15͒ can be simply calculated using the function "lsim" in MATLAB ͓28͔. Collecting all the terms calculated by Eq. ͑15͒, E͑Z 1,N p ͉ , F 1,N ͒ is given by
where ⌺ v ͓m , n͔, m ഛ n, can be approximated by ͑see Appendix A͒
where ␦ m,n is the Kronecker delta and the matrix S ϱ can be obtained by solving the Lyapunov equation in discrete form ͑Lin ͓29͔͒
which is comprised of all the response measurements appearing in p͑z͓k͔͉ , Z k−N p ,k−1 , F 1,N ͒. Specifically, W͓k͔ consists of z͓k͔ followed by all vector elements of Z k−N p ,k−1 ordered in a descending time index order. Next, the expressions for the mean value and the covariance of the Gaussian joint PDF p͑W͓k͔͉ , F 1,N ͒ are derived.
Clearly, the expected value of the vector W͓k͔ given and F 1,N is given by
where ͓k͔ is given by Eq. ͑15͒. The covariance matrix
where ⌺ v ͓m , n͔, m ഛ n is given by Eq. ͑19͒ and ⌺ v ͓n , m͔ = ⌺ v ͓m , n͔ T , m ഛ n. Therefore, the joint PDF p͑W͓k͔͉ , F 1,N ͒, N p +1ഛ k ഛ N, is an N o ͑N p +1͒-variate Gaussian distribution with mean given by Eq. ͑22͒ and covariance matrix ⌺ W ͓k͔ given by Eq. ͑23͒ which is independent of k when the approximation for ⌺ v ͓m , n͔ in Eq. ͑19͒ is used. Then, the matrix ⌺ W is partitioned as follows:
where ⌺ 11 , ⌺ 12 , and
The mean and covariance matrix for the N o -variate Gaussian PDF p͑z͓k͔͉ , Z k−N p ,k−1 , F 1,N ͒ can be determined from the corresponding mean and covariance matrix for W͓k͔ given and F 1,N . The mean e͓k͔ϵE͓z͓k͔͉ , Z k−N p ,k−1 , F 1,N ͔ is given by
where ͓k͔ is given by Eq. ͑15͒ and the prediction errors v͓m͔, m = k − N p , . . . ,k − 1, are given by Eq. ͑16͒. The covariance matrix ⌺ ⑀,N p ͓k͔ of the error ⑀͓k͔ = z͓k͔ − e͓k͔ is given by
which does not depend on k when the approximation for ⌺ v ͓m , n͔ in Eq. ͑19͒ is used. Thus, the conditional PDF p͑z͓k͔͉ , Z k−N p ,k−1 , F 1,N ͒ is given by the following Gaussian distribution
where e͓k͔ is given by Eq. ͑25͒ and ⌺ ⑀,N p is given by Eq. ͑26͒. It is of interest to note that this probability distribution is equivalent to taking an auto-regressive model of order N p for the prediction error v͓k͔ in Eq. ͑16͒. The advantage of the approximation introduced in Eq. ͑10͒ is that all the conditional PDFs on the right hand side of Eq. ͑10͒ are conditioned on exactly N p previous response measurement points and follow an N o -variate Gaussian distribution with approximately the same covariance matrix ⌺ ⑀,N p which, therefore, needs to be calculated only once for a given parameter set . Thus, to compute p͑Z 1,N ͉ , 4 Illustrative Examples 4.1 Example 1: SDOF Oscillator. Consider a SDOF oscillator of mass m = 1 kg subjected to external force f͑t͒ and base acceleration ẍ g ͑t͒, as shown in Fig. 1 . Here, f͑t͒ is white noise with spectral intensity S f0 = 0.02 N 2 s and the base acceleration is taken to be the 1940 El-Centro earthquake record in the N-S direction. The parameters = ͓k , c , f , z ͔ T used to generate the simulated data are: k = 100.0 N / m, c = 0.04 N s / m ͑corresponding to damping ratio of 2.0%͒, S f0 = 0.02 N 2 s, f = 2.5005 N and z = 0.0036 m. The chosen value of f corresponds to the standard deviation combining the unmeasured input f and 10% measurement noise of the measured input ẍ g . Also, the chosen value of z corresponds to a 10% rms output-error level, i.e., the noise is 10% of the rms of the noise-free response. The sampling time step is taken to be 0.02 s and the total time interval is T = 50 s, about 80 fundamental periods, so that the number of data points is N = 2500. Table 1 refers to the identification results using a single set of displacement response measurements Ẑ 1,N and base acceleration measurements F 1,N . It shows the exact values of the parameters, the most probable values = ͓k , ĉ , f , z ͔ T , the calculated standard deviations for the Gaussian approximation of the joint PDF of k, c, f , and z , the coefficient of variation for each parameter and the value of a "normalized error" ␤ for each parameter. The parameter ␤ represents the absolute value of the difference between the identified value and exact value, normalized with respect to the corresponding calculated standard deviation. Here, the value N p =30 ͑corresponding to one period of the oscillator͒ was used in Eq. ͑10͒. Note that the order of the square matrices that need to be inverted by the proposed approach is N p = 30 which is much smaller than N = 2500 in an exact formulation. Repeating the identification with a value of N p = 60 yielded identical results to the accuracy shown, verifying that using N p = T 1 / ⌬t is sufficient. Figure 2 shows contours in the ͑k , c͒ plane of the marginal updated PDF p͑k , c ͉ Ẑ 1,N , F 1,N ͒ calculated for the set of simulated data used for Table 1 . Figure 3 shows a comparison between the conditional PDFs p͑k ͉ Ẑ 1,N , F 1,N , ĉ , f , z ͒ and p͑c ͉ Ẑ 1,N , F 1,N , k , f , z ͒, respectively, obtained from: ͑i͒ Eqs. ͑8͒ and ͑10͒ ͑crosses͒ and ͑ii͒ the Gaussian approximation N͑ , H͑ ͒ −1 ͒ described in Sec. 3.2 ͑solid͒. It is seen that the proposed Gaussian approximation is very accurate. Thus, the inverse Hessian matrix H͑ ͒ −1 can be used to calculate the covariance matrix for the uncertainty in the value of the parameter , given the data Ẑ 1,N and F 1,N . In particular, this gives the variance 2 ͑ j ͉ Ẑ 1,N , F 1,N ͒ in Table 1 for each parameter j of . Another set of data is simulated with the same parameters except that the stiffness is reduced by 5%, i.e., k =95 N/m, to simulate damage. Identification results are shown in Table 2 . By using the posterior PDFs for the undamaged and damaged oscillator, the probability of damage with respect to the fractional damage level d can be obtained. Figure 4 shows the probability of damage for different threshold levels d. It can be seen that it is almost with probability 1 that there is stiffness reduction in the damaged case. Furthermore, this damage is likely to be within the range from 0% to 10%, with median 5.6% and standard deviation 1.7%. The proposed approach is capable of indicating such a small level of damage with only a small amount of response data and unmeasured excitation that contributes about 63% of the rms response. Fig. 5 . The story height is 2.5 m. This building has uniformly distributed floor mass ͑100 ton each͒ and uniform story stiffness ͑k j = 6.011 ϫ 10 5 kN/ m, j =1,2, . . . ,15͒, so that the first four modal frequencies are 1.250, 3.737, 6.186, and 8.571 Hz, respectively. Rayleigh damping is chosen so the damping matrix is given by C = ␣ M M + ␣ K K, where ␣ M = 0.1177 s −1 and ␣ K = 0.0006383 s are used to simulate the data. As a result, the damping ratios of the first two modes are 1.0%.
For both undamaged and damaged cases, we assume that the measured response corresponds to the absolute acceleration at the 2nd, 5th, 8th, 11th and 14th DOF over a time interval T = 60 s with a sampling interval ⌬t = 0.01 s. Therefore, the total number of measured time points is N = 6000 and corresponds to 48 fundamental periods.
The undamaged structure is subjected to stationary wind excitation ͑unmeasured͒ which has a uniform spectral intensity, S f0 = 5.0 kN 2 s, at all DOFs and a correlation coefficient exp͑−y / R͒, where y denotes the distance between two DOFs and R is a cor- relation distance, which is taken to be 10 m in the simulation of the data, but it is assumed unknown in the identification phase. The measurement noise for the response is taken to be 5%, i.e., the rms of the measurement noise for a particular channel of measurement is equal to 5% of the rms of the noise-free signal of the corresponding quantity. Identification using the proposed approach is carried out with a value of N p = 100, which corresponds to using previous data points of just over one fundamental period as the conditioning information at each time step in Eq. ͑10͒. The stiffness and damping are based on the following nondimensional scaling parameters: stiffness parameters, j , j =1,2, . . . ,15 and damping parameters, Table 3 shows the identification results for the undamaged structure. The second column in this table corresponds to the actual values of the parameters used for generation of the simulated measurement data; the third and fourth columns correspond to the most probable values and the calculated standard deviations, respectively; the fifth column lists the coefficient of variation for each parameter; and the last column shows the normalized error ␤ described in Example 1. One observes that in all cases the actual parameters are at reasonable distances, measured in terms of the estimated standard deviations, from the most probable values, which confirms that the calculated uncertainties are consistent. Figure 6 shows the contours in the ͑ 1 , 2 ͒ plane of the marginal updated PDF of 1 and 2 . Figure 7 is a typical plot showing comparisons between the conditional PDFs of 1 and 2 ͑keeping all other parameters fixed at their most probable values͒ obtained from: ͑i͒ Eqs. ͑8͒ and ͑10͒ ͑crosses͒ and ͑ii͒ the Gaussian approximation N͑ , H͑ ͒ −1 ͒ described in Sec. 3.2 ͑solid͒. It is seen that the proposed Gaussian approximation is very accurate.
Next, damage is introduced by reducing the interstory stiffness of the first and third story by 15% and 10%, respectively. The damaged structure is subjected to wind excitation and earthquake ground motion. The wind excitation is assumed to have spectral intensity 2.5 kN 2 s with the same correlation model as before and the earthquake ground acceleration is taken to be equal to a 25% scaled version of the 1940 El-Centro earthquake N-S record. Again, the wind excitation is assumed not to be measured but the earthquake ground motion is assumed to be measured with 5% measurement noise by a sensor at the base. Figure 8 shows the displacement time histories at the first floor and the contribution from the earthquake only. Since the identification is based on acceleration, these data are assumed not to be available. It is shown here only for demonstration purposes. It can be seen that the earthquake ground motion dominates the response during the first 15 s but its contribution at later times is comparable with that from the wind excitation. If only the earthquake ground motion is considered, identification results will be poor, especially for the damping parameters, because the earthquake ground motion does not have much energy towards the end to explain the corresponding relatively strong response at these later times. Much smaller damping values, or even negative ones, will be identified in such case.
Identification results for the damaged structure are shown in Table 4 . By using the posterior PDFs for the undamaged and damaged building, the probability of damage with respect to the fractional damage level can be obtained. Figure 9 shows the probability of damage with different threshold levels d. It can be seen that it is almost with probability 1 that there is stiffness reduction at the first and the third story. Furthermore, these damage levels have medians 14.8% and 10.5% and standard deviations 2.2% and 2.1%, respectively. The proposed approach is able to identify successfully both the location and severity of the damage. If a higher precision for the damage severity is desired, one solution is to obtain longer records of the structural excitation and response.
Concluding Remarks
A Bayesian approach to damage detection, location and assessment is presented using noisy incomplete excitation and response data. It is based on an approximate conditional probability density expansion of the updated PDF of the model parameters of a linear MDOF system using dynamic data. The updated posterior PDF can be accurately approximated by a multi-variate Gaussian distribution where the calculated mean and covariance matrix offer an estimate of the most probable values of the model parameters and their associated uncertainties. The updated PDFs from data in the undamaged state and in a possibly damaged state are used to calculate the probability of damage of different severity levels in each substructure. The approach was shown to successfully determine the location and probable level of damage from noisy incomplete data.
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Appendix A
Using Eqs. ͑4͒ and ͑13͒-͑15͒, the prediction error v͓k͔ can be expressed as follows
where the parameter vector * has zero initial conditions and all other parameters are equal to the corresponding parameters in .
The covariance matrix ⌺ v ͓k , k + r͔ϵE͓v͓k͔v T ͓k + r͔͔, r ജ 0, is given by 
For dissipative dynamical systems, the two-norm of the matrix A d is less than unity, i.e., ʈA d ʈ 2 Ͻ 1. As a result, the term
k−1 → 0 for large k. Therefore, Eq. ͑30͒ can be approximated by
The advantage of this approximation is that the matrix S ϱ is no longer dependent on k, which improves the computational efficiency significantly. Thus, the covariance matrix ⌺ v ͓k , k + r͔, r ജ 0, is readily obtained:
Note that the right hand side of this expression does not depend on k. 
