Introduction.
Ehrenfeucht and Feferman have shown [l] that all recursively enumerable sets X of natural numbers are "representable" in any consistent recursively enumerable theory 5 in which all recursive functions are definable (in the sense of Tarski-Mostowski-Robinson [4] ) and which has a formula Xigx2 satisfying conditions (i), (ii) below for each natural number n:
(i) \-sxifkn = xi = §\/Xi = lV • • • \/xi = n, (ii) I-sXig»V»gxi. (Here « is the (closed) numerical term of S corresponding to n, i.e. A" of [4, p. 44] .) (By a construction of Cobham (see [3, p. 12l ] for details), (ii) is redundant in the presence of (i) and the definability in S of the successor function.) That is, for such an X, there is a formula $(xi) of S (with exactly one free variable Xi) such that for every n, n E X <=> \-s $(«)• The argument is to show that there is some creative set C representable in S, from which the result follows by the reducibility of X to C by some recursive function (Myhill). Shepherdson has obtained the result [3] more directly by an elegant adaptation of Rosser-type arguments, much as Bernays obtained results of Myhill on theories. In [2] Ritchie and Young show that in every consistent recursively enumerable extension S of R. M. Robinson's system R ( [4, pp. 52-53] ), all partial recursive functions <6 are "strongly representable."
That is, for such a (p, there is a formula $(xi, X2) of S such that for all m, n, (iii) <p(m) =n<^>\-s$(m, n); and further,
This result not only yields that of Ehrenfeucht and Feferman as an immediate corollary but also gives a neat characterization of the class of partial recursive functions, in addition to showing that the condition (iii) of [4, p. 45 of disjoint recursively enumerable sets due to Putnam and Smullyan; it is interesting to note that Shepherdson [3] obtains this separation result with his direct methods.
The present note gives a direct proof of a slight generalization of the theorem of Ritchie and Young alluded to above. Namely, let 5 be any consistent recursively enumerable theory in which every recursive relation is definable (in the sense of Tarski-Mostowski-Robinson [4, p. 44] ) and which has a formula xi^x2 satisfying (i) above as well as (ii)' below:
we may assume that 5 satisfies just (i) and that every recursive /unction is definable in 5 (cf. [3, p. 121 ] ). In either case we have the following.
Theorem.
Every partial recursive /unction is strongly representable in S.
That is, if 0 is a partial recursive function then there is a formula <£>(xi, x2) of 5 such that for all m, n, (iii) above holds as well as (iv).
Weak representability.
We say that the partial function </> is weakly represented in 5 by <£(xi, x2) provided that (iii) above holds as well as In what follows let <j> be a fixed partial recursive function. Then according to the Enumeration Theorem of Kleene there is a recursive predicate T(u, w) and a recursive function U such that Proof. It suffices to show the implication to the right, so suppose that T(u, w) and U(w) =v. We have then \-s3(u, w) AU-(w, v) by the choice of 3 and 11. But also for every re ^ w we have where Af*(xi, x2, x3) is the formula of 5 whose Godel number is r and which contains no variables free other than Xi, x2, x3. Then P, Q are represented in 5 by some (P, Q, respectively. Let ro be the Godel number of the formula Hence (by a similar argument to the one above in connection with £>), Q(u, v, w, q) for some w, q with w^q^p, since () is defined by Q. Hence (by the meaning of Q) there is a proof (in fact, with number q) of £>(«, »i w). We conclude both 7(m, w) and C/(w) =z;, and then that <b(u) =v.
Conversely, let <b(u)=v; take w minimal so that T(u, w) and U(w) =v. Then for some minimal q^w, q is a proof of £>(«, ii, w) by Lemma 1. Note in passing that \-s(Ez)S)(u, v, z) (by extension of the proof q). Now for p<q, we have r-,s~<P(fi, v, f0, p), since otherwise entails (as above) the existence of wi, qi, pi with wi^qi^pi<q where 2i is a proof of SD(w, ii, wi); but then 7(w, w{) implies wi = w, so tj^Sgi (contradicting the choice of q). to verify that \-s(Ey)$*(x, y), merely using the logical form of <£*, so it remains to be shown that if <!>*(«, v) is provable in 5 for some u, v, then in fact 4>(u)=v. Thus suppose that \-8^*(u, v); it suffices to show that h s$(u, v) also. First note that if v > 1, then h-sv^OAv^l by our assumptions about 5. But for such v it easily follows from the form of $*(u, v) that \-s$(u, v). Hence we need consider only the cases v = 0 and v-1.
Case v = 0. In this case we see that r-s^(«, 0) 3 Ro(u, 0); letp be the number of a proof. Note that M(u, 0, r0, p) holds then, so that r-s2TC(«, 0, fo, p~) since 3TC defines M. Now extend the proof p by specializing the X4 in the definition of Ro to p, to obtain Case v-1. Now we see that I-s~$(w, 1)3~-Ro(#, 1); if q is the number of a proof, N(u, 1, r0, #) holds, so \-s$l(u, 1, fo, q). Again it is possible that r-s~<i>(M, T)3i?o(«, 1); and, if so, then \-s&(u, 1) as desired. Otherwise, there is no proof in S of ~<l>(«, l)Z)Ro(u, 1), and so M(u,\,ro,p) fails for all p. In particular, for p^q we have r-s~9TC(w, T, f 0, ^), and so (by (i)) r-s3TC(w, T, f0, x4)3~(x4gg). Now from a proof of 91 (w, 1, f0, <z) we can construct one of g^SxOg gx4A9^(M, 1, fo, ?), so r-s2^x43(-Ex5)[x5^X4A9l(«, 1, fo, xB)]. By (ii) we have \-sXi^q\/q^Xi; so by combining this with the above results, (1*) r-s9TC(w, T, foxi) 3 (Ex5)[x6 ^ x4 A ^(u, 1, fo, x6)].
Generalize on x4 in (1*) to obtain \-sRo(u, 1), and conclude finally that \-s$>(u, 1) in this case also. Bibliography
