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"Ich mo¨chte wissen, wie Gott diese Welt
erschaffen hat. Ich bin nicht an dem einen
oder anderen Pha¨nomen interessiert, an dem
Spektrum des einen oder anderen Elements. Ich
mo¨chte seine Gedanken kennen, alles U¨brige
sind nur Einzelheiten."
Albert Einstein
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Prologue
What keeps the World together?
Since the beginning of time people have been overwhelmed and intrigued by
nature. But it is not only the fascination for natural spectacles or phenomena
that is burning in ourselves. It is the question of origin, or, in other words:
“What keeps the world together at its innermost?”1.
The status quo for describing physics at the entire range of the energy
regime is given by four elementary theories. Gravitation acts on all particles
having mass. A comprehensive and revolutionary geometrical interpretation of
four dimensional space-time was introduced by Einstein in his general theory
of relativity. Also well known is electromagnetism whose exploitation provides
most technical products nowadays. In contrast to these two forces, which have
an infinite range, the weak force acts on very tiny length scales and is responsible
for some nuclear processes like beta decays. The fourth force, the strong force,
is effective inside atomic nuclei, keeps them together and binds quarks into
hadrons. The corresponding theory is the subject of this thesis and is described
in the following chapters.
Electromagnetism, the weak interactions and the strong interactions could
1According to Johann Wolfgang von Goethe,“Faust - Der Trago¨die erster Teil”
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be formulated as local gauge theories and put together in the Standard Model
(SM) of particle physics, which is remarkably successful. Twelve fundamental
fermionic particles of matter, six quarks and six leptons within three particle-
generations and the corresponding gauge bosons of the three gauge theories, are
enough to confirm all experimental results of particle physics. However, there
are several reasons that this model is not the final word.
For instance, any 4D renormalizable local gauge theory introduces a gauge
field whose gauge bosons are massless and mediate the interactions. In contrast
to these predictions, the Z and W bosons of the weak theory carry non van-
ishing masses. In order to preserve gauge invariance and let the gauge theories
unchanged, masses have to be generated by spontaneous symmetry breaking
of some scalar field. The preferred candidate is the Higgs-field that acquires a
non-vanishing ground state. The discovery of the corresponding Higgs-boson
at the Large Hadron Collider (LHC)2 would further strengthen the SM. And
indeed weak signals that have to be verified were already announced in Decem-
ber 2011. Also a very philosophical question is a subject of research. Why do
we exist? Or more physically: Why is there so much more matter than anti-
matter in our universe? Is the violation of parity and charge conjugation the
responsible mechanism or does the Standard Model need to be expanded? Quite
exciting is also the exploration of new physics like Supersymmetry (SUSY) and
the search for supersymmetric particles that could explain the “dark matter”
which constitutes the main part of the matter in the universe3.
All these intriguing questions bring me back to the quotation at the begin-
ning, the fascination by nature. This drives my interest and motivates me to
contribute to the understanding of our universe. For this purpose I investigate
potentials between pairs of static-light mesons numerically to see whether they
are attractive or repulsive. The underlying theory is Quantum Chromodynam-
ics (QCD), the theory of quarks and gluons, the fundamental constituents of
matter, and their interactions. In the following I will motivate this topic and
provide the necessary theoretical background before I present our results and
conclude.
2The LHC near Geneva is the largest machine scientists ever built, where e.g., in proton-
proton collisions up to aspired energy scales of 14 TeV the interactions between the proton’s
fundamental particles, the quarks and gluons, are investigated.
3For more details on the mentioned topics we refer the reader to the popular science
articles [1] and [2].
"Ich erinnere mich an viele Diskussionen mit
Bohr, die bis spa¨t in die Nacht dauerten und
fast in Verzweiflung endeten. Und wenn ich
am Ende solcher Diskussionen allein einen
Spaziergang im benachbarten Park unternahm,
wiederholte ich immer und immer wieder die
Frage, ob die Natur wirklich so absurd sein
ko¨nne, wie sie uns in diesen Atomexperimenten
erschien."
Werner Heisenberg
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Introduction
Quantum Chromodynamics
When Rutherford discovered the atomic nucleus in his scattering experiments at
the beginning of the 20th century a new field of research, nuclear physics, opened
up. Soon the number of strongly interacting elementary particles, now called
hadrons, increased. By putting new high energy accelerators into operation in
the 1950s, the “hadronic zoo” began to fill. In order to understand the spectrum
and to terminate the almost biological classification scientists were searching
for a deeper physical insight. The answer was given by the development of the
quark model in 1963 by M. Gell-Mann [3] and G. Zweig [4, 5]. In this model
every hadron consists of two or three quarks which are the real fundamental
particles1. They have spin 12 , carry fractional electric charges and come in
different flavors, namely up, down, strange, charm, bottom and top2:(
u
d
) (
c
s
) (
t
b
)
+23e
−13e
This model has been confirmed (indirectly) by several experiments, such as
deep inelastic scattering or the discovery of the famous J/ψ-meson in 1974 at
1The following part is mainly based on the introduction in reference [6].
2The original model contained only three quark flavors, namely up, down and strange.
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SLAC [7] and at the Brookhaven National Laboratory [8].
Furthermore, theoretical predictions have shown that quarks should have an
additional SU(3) gauge degree of freedom, called color charge. The reason was
the existence of the ∆++ hadron which consists of three up quarks with parallel
spin. For the Pauli exclusion principle to take effect, the additional quantum
number was necessary. For quarks there are three types of color labeled as
blue, green and red. Due to the eight generators of the corresponding group
SU(3) it was proposed that there are eight massless vector bosons, the gluons,
which also carry color charge and mediate the strong interactions between the
quarks. This theory of strong interactions is flavor blind but sensitive to color
(Greek: chroma) and is therefore called Quantum Chromodynamics (QCD). It
is a non-Abelian gauge theory, also called Yang-Mills theory, with gauge group
SU(3).
As mentioned above, the gauge fields also carry color charge. This is a very
crucial property, since this leads to self-interactions between the gluons which
make QCD a highly nonlinear theory and induce many new phenomena. Most
prominent here is asymptotic freedom. Its discoverers, Gross, Wilczek [9] and
Politzer [10], received the Nobel Price in 2004. They found out that the force
between quarks becomes weak for large momentum transfers corresponding to
short distances. For this reason perturbation theory is successful in the high
energy regime of QCD. At the other end of the energy scale however, there is
confinement, i.e., quarks and gluons can never be liberated from hadrons which
have to be color-neutral. Quark confinement has not been proven yet, but one
believes that the self-interactions are responsible for a growing coupling strength
with increasing quark separation. Therefore, perturbation theory breaks down
at low energies.
Lattice Quantum Chromodynamics
For a complete understanding of the nature of strong interactions however,
one also needs to understand this strong-coupled region, i.e., how hadrons are
built up from quarks and gluons and how they interact with each other. Non-
perturbative methods are needed and Lattice QCD is the most promising path
method to gain access to the low energy regime of QCD. It is a theory from
first principles as the quark masses and the coupling strength are its only in-
put parameters. The idea is to map the continuum theory onto a hypercubic
lattice by discretizing the four-dimensional space-time. The main virtue of the
5resulting lattice gauge theory is that expectation values of observables can be
evaluated numerically on a computer by applying Monte Carlo methods. Great
successes have already been achieved in such lattice simulations. Very popular,
for instance, is the evidence for quark confinement [11] or for chiral symmetry
breaking.
One of the biggest drawbacks is the immense amount of computing power
to perform such calculations. Therefore, one mainly studied numerically cheap
quenched simulations3 in the past. But with increasing computational re-
sources, also dynamical simulations became possible. Systematic errors like
discretization effects or finite volume effects have been reduced by using larger
lattices with finer lattice spacings. However, most crucial are the quantities in
which one is interested. While the reproduction of ground state hadron masses
is well understood, calculating the spectrum of excited and multiquark states
is still a challenge. For instance, nucleon-nucleon interactions have been de-
scribed by effective theories, like meson-exchange models, for several decades.
An access from first principles is desirable and the aim of today’s efforts. The
insights from those calculations would also reveal what parts of such models
are of real fundamental nature.
Static-Light Meson-Meson Potentials
In this thesis we discuss multiquark systems consisting of two heavy-light mesons
(B = Qq¯) or a heavy-light meson-antimeson pair. While the light quarks can be
described fully relativistically, the heavy quark masses are too large for common
lattices and one needs special techniques. Therefore, one removes the dominant
scale, the heavy quark mass mQ, and works with an effective Lagrangian. Com-
binations with light quarks and one heavy quark are governed by Heavy Quark
Effective Theory (HQET) [12, 13] which is an expansion in 1/mQ. We work
with the lowest order of HQET, called the static limit, where the heavy quark
mass is sent to infinity. Thus, propagation in space is not possible for the static
quarks and we are able to investigate potentials between pairs of static light
mesons at well defined static quark-quark or quark-antiquark separations. Our
main focus lies on the question of attraction and repulsion with respect to the
separation between the static-light mesons and within different spin and isospin
channels.
These potentials between static-light mesons are also interesting in a sense
3These are simulations without quark loops.
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that they give insights to the nature of strong interactions from first principles
for multiquark systems. Such multiquark systems are possible candidates for
the X, Y and Z resonances and intensely debated in charm physics. We mainly
follow the explanations in the references [14, 15, 16].
The X(3872) is the figurehead for a non-qq¯ particle and was first discovered
by Belle in 2003 [17] in B meson decays. Soon this state was confirmed in
high energy proton-antiproton collisions by the CDF [18] and DO [19] groups
at Fermilab and in B meson decays by BaBar [20]4. Arguments as, e.g., isospin
violation in charmonium decay channels, speak against a charmonium expla-
nation for this state (see, e.g., [15] and the references therein). Thus, several
models are discussed to explain the X(3872) resonance. Since its mass is very
close to the sum of the D0 and the D∗0 meson masses, the interpretation of a
molecular D∗0D0 state [21, 22, 23, 24, 25] is the favored candidate. The bind-
ing can be explained by pion exchange and quark-level interactions. The model
of a tetraquark molecule, built up from diquark-antidiquark pairs and bound
by QCD forces, was proposed by Maiani et. al [26, 27]. However, this model
predicts the existence of charged partners of the X(3872) that have not been
found yet5. Additional models are, e.g., cc¯g hybrid mesons [28] consisting of a
charm-anticharm quark pair and a gluonic excitation.
Another quite interesting state is the Z+(4430) resonance which was de-
tected by the Belle group in 2007 [29] which, however, could not be confirmed
by other groups. Its distinctive feature is, that it is the only observed electri-
cally charged state among the XY Z mesons. Since cc¯ charmonium states and
cc¯g hybrid mesons cannot carry electrical charge, the Z+(4430) is strongly sup-
posed to be a multiquark state. Most likely it is either a molecule [30, 31, 32]
or a tetraquark [33] state.
These speculations about the nature of the XY Z exotic meson resonances
motivate us to study potentials between pairs of static-light mesons within
the theoretical background of Lattice QCD. For large heavy quark masses, the
spectra of heavy-light mesons are determined by excitations of the light quark
and gluonic degrees of freedom. In particular, the vector-pseudoscalar splitting
vanishes and the static-light meson B can be interpreted as either a B, a B∗,
a D or a D∗ heavy-light meson. Calculating potentials between two B mesons
then will also enable investigations of possible bound molecules and tetraquark
4Taken from reference [15].
5We refer to chapter II of [14]
7states or for particles that are close to the meson-antimeson threshold, such as
the X(3872) or the Z+(4430) 6.
Outline of this Work
This thesis is organized as follows:
In chapter 2 we give a short introduction to Quantum Chromodynamics.
In addition we briefly explain the inner structure of mesons and their quantum
numbers. Prepared with these insights into the nature of strong interactions
we map the continuum theory onto a four dimensional lattice. The procedure
of this discretization, the upcoming issues and their solutions are discussed in
chapter 4. Furthermore we provide the theoretical background for calculating
observables using Monte Carlo techniques. In chapter 5 we present a very effec-
tive technique to extract masses from the asymptotic behavior of Euclidean-time
correlation functions not only for ground states but also for excited states. We
focus on static-light meson correlators and discuss several techniques to increase
statistics and the signal over noise ratio. In chapter 6 we explicitly calculate
the static-light meson correlators for B, BB and BB states. We display their
graphical interpretation and discuss their relation to different isospin channels.
In order to generate B mesons and pairs of B mesons with different quantum
numbers for total angular momentum J , parity P and charge conjugation C we
use different operators and operator combinations. An overview of these repre-
sentations and also the used lattice simulation parameters is listed. Before we
conclude in chapter 8 we present and discuss our results for for B, BB and BB
states in chapter 7.
6We refer to our Lattice 2011 proceedings [34] where this last part is taken from.

"QCD, ah ja, und was sagt etz diese QCD?
- QCD bescha¨ftigt sich mit dem Weg der
quantenfeldtheoretischen Beschreibung stark
wechselwirkender Teilchen. Die ihr zu Grunde
liegende Eichtheorie ist unita¨r, wie diejenige
der QED, aber ich wu¨rde doch sagen in einer
etwas mehr spezielleren und nicht-abelschen
Art und Weise. - Ahhh ja, da werdens aber
spitzen ..."
- Im Buchladen -
Gerhard Polt & Martin Hetzenegger 3
QCD in the Continuum
Quantum Chromodynamics (QCD) is the most widely used theory of the strong
(color) force describing the interactions between quarks and gluons. This non-
Abelian gauge field theory, with SU(3) being its gauge group, is an important
part of the Standard Model of Particle Physics and yields deep insights in
the nature of matter. All hadronic particles consist of quarks and gluons, the
gauge bosons of QCD. In order to maintain the Pauli exclusion principle an
additional quantum number for the quarks was postulated, the so-called color
charge. However, not only the quarks but also the gluons which mediate the
strong interactions between the quarks carry color charge. The resulting self-
interactions make QCD a highly nonlinear theory and lead to new phenomena
like asymptotic freedom and confinement. One consequence is that there is
no single method to solve QCD at all energy scales of interest. Perturbation
theory works effectively for high momentum transfers but cannot cover the low
energy spectrum. The most promising method is Lattice QCD with benefits
and drawbacks.
Before going to the lattice we give a short overview of the continuum for-
mulation. We will introduce the fermion and the gauge fields to construct the
QCD action. One of its most fundamental properties is invariance under local
SU(3) gauge transformations. This background knowledge of the continuum
formalism will prepare us for the subsequent challenge to map the theory onto
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a four dimensional lattice. At the end of this chapter we will give an overview
of the inner structure of mesons.
All formulations will be done in Euclidean space (A.2) because it is most
suitable for lattice calculations. Furthermore, throughout the whole thesis we
will use natural units (~ = c = 1) and the Einstein summation convention
(A.1).
More detailed discussions can be found in standard textbooks like [35, 36,
37, 38]. Also [39, 40, 41, 42] provide short introductions. We mainly follow the
work of [37].
3.1 The QCD Action
The starting point is the QCD action SQCD. It is invariant under local SU(3)
color transformations and defined by the space-time integral over the QCD
Lagrange density LQCD:
SQCD =
∫
d4x LQCD = Sferm + Sgauge . (3.1)
The fermionic part of the action Sferm describes the propagation of quarks and
their interaction with gauge fields whereas the gluonic part Sgauge specifies the
self-interaction of the gluons and their propagation. Before discussing these two
terms we introduce the quark and gluon fields.
3.1.1 Quark and Gluon Fields
Quarks and antiquarks are massive fermions and therefore described by Dirac
4-spinors
ψfα,a(x), ψ¯
f
α,a(x), (3.2)
that carry several indices and arguments,
x space-time position,
α Dirac index (1,...,4),
a color index (blue, green, red),
f flavor index (1,...,Nf ).
Hence every quark field ψf (x) has 12 independent complex components at each
space-time point. Nf labels the number of flavors included in the theory. In
3.1. The QCD Action 11
most cases, however, it is sufficient to consider only the light quarks, which
means up, down and strange.
Quantum field theories contain another kind of particles, the gauge bosons
that act as carriers of the fundamental forces of nature and describe the inter-
actions between the fermions. The corresponding field reads
Aabµ (x), (3.3)
with the indices
x space-time position,
µ Lorentz index (1,...,4),
a, b color indices (blue, green, red).
The gluon fields are traceless, hermitian 3 × 3 color matrices which obviously
carry color charge, too. Consequently there are not only interactions between
the quarks but also self-interactions between the gluons. The Lorentz index
µ labels the direction of the different components in space-time of this vector
field.
The gauge fields Aµ(x) are elements of the Lie algebra su(3) and we can
write them as
Aµ(x) = A˜
c
µ(x)t
c = gAcµ(x)t
c, (3.4)
where the factor g is the strong coupling constant. The components Acµ, c =
1, 2, . . . 8, are real-valued fields, the so-called color components and the tc de-
note the generators of the SU(3) group.
For brevity, we will often use matrix/vector notation in the following.
3.1.2 The Fermion Action
Now we can write down the fermion action which is a bilinear functional in the
quark fields ψ and ψ¯. It is given by
Sferm[ψ, ψ¯, A] =
∑
f
∫
d4x ψ¯f (x) [γµDµ(x) +m
f ]ψf (x), (3.5)
where the Dirac matrices γµ are defined in appendix A.1 and m
f is the mass of
a quark with flavor f described by ψf . The term in brackets can be identified
as the Dirac operator
γµDµ(x) +m ≡ Dm(x). (3.6)
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In order to guarantee local gauge invariance the ordinary derivative ∂µ was
replaced by the covariant derivative Dµ(x):
Dµ(x) = ∂µ + iAµ(x). (3.7)
As required, the fermion action Sferm[ψ, ψ¯, A] is invariant under a local gauge
transformation, which is described by SU(3) matrices Λ(x). Usually one writes
them as exponentials of the generators of the group ta:
Λ(x) = eiθ(x)
ata , (3.8)
where θ(x) lies in the parameter space of the group and is space-time dependent.
The fields transform as:
ψ(x) −→ ψ′(x) = Λ(x)ψ(x), (3.9)
ψ¯(x) −→ ψ¯′(x) = ψ¯(x)Λ−1(x), (3.10)
Aµ(x) −→ A′µ(x) = Λ(x)Aµ(x)Λ−1(x) + i (∂µΛ(x)) Λ−1(x). (3.11)
3.1.3 The Gauge Field Action
The gauge action describing the interactions between the gluons and their prop-
agation reads:
Sgauge[A] =
1
2g2
∫
d4xTr [Fµν(x)Fµν(x)]
=
1
4g2
∫
d4xF aµν(x)F
a
µν(x). (3.12)
Fµν(x) is the field strength tensor of QCD and in analogy to Quantum Electro-
dynamics (QED) it is given by,
Fµν(x) = −i [Dµ(x), Dν(x)] (3.13)
= ∂µAν(x)− ∂νAµ(x) + i[Aµ(x), Aν(x)] (3.14)
= [∂µA˜
a
ν(x)− ∂νA˜aµ(x)− fabcA˜bµ(x)A˜cν(x)]ta. (3.15)
= F aµν(x)t
a , (3.16)
where the structure functions fabc are defined in appendix A.2. Up to the third
term in (3.14) the field strength tensor Fµν(x) has the same form as the field
strength in QED. The additional term leads to three and four gluon interactions.
These self-interactions are a consequence of QCD being a non-Abelian gauge
theory and very important, since they cause many interesting phenomena which
do not exist in QED, like confinement and asymptotic freedom.
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Gauge invariance of (3.12) under a local SU(3) gauge transformation Λ(x)
follows directly from (3.16) in combination with the invariance of the trace
under cyclic permutations, since the field strength tensor transforms as follows,
Fµν(x) −→ F ′µν(x) = Λ(x)Fµν(x) Λ−1(x). (3.17)
3.2 Chiral Symmetry
Another crucial part of our understanding of QCD is chiral symmetry and its
spontaneous breaking, which explains for example the small masses of pions and
why we observe large mass differences between the nucleon N and its parity
partner N∗ instead of degenerate masses.
Chiral symmetry means, that for massless quarks the fermion action (3.5)
is invariant under the transformations,
ψf (x)→ ψ′f (x) = eiγ5
ctc
ff ′ψf ′(x), ψ¯f (x)→ ψ¯′f (x) = ψ¯f ′(x)eiγ5
ctc
f ′f , (3.18)
ψf (x)→ ψ′f (x) = eiγ5
01ff ′ψf ′(x), ψ¯f (x)→ ψ¯′f (x) = ψ¯f ′(x)eiγ5
01f ′f , (3.19)
where 1 denotes theNf×Nf unit matrix and the coefficients c are arbitrary real
numbers. This holds because the massless Dirac operator Dm=0(x) = γµDµ(x)
anti-commutes with γ5, {
D(x)
∣∣∣
m=0
, γ5
}
= 0. (3.20)
However, chiral symmetry is spontaneously broken. While the massless
action is invariant under global chiral rotation, the ground state is not. This
spontaneous breaking of chiral symmetry manifests itself in a non-vanishing
expectation value of the so-called chiral condensate [37],〈
ψ¯ψ
〉 6= 0 , (3.21)
which acts like a mass term and is consequently not invariant under chiral
transformation.
Furthermore, the Goldstone theorem postulates one massless Nambu Gold-
stone Boson for each generator of a spontaneous broken continuous and global
symmetry [43]. In our case, the spontaneous broken subgroup can be reduced
to SU(Nf ). Thus, for Nf = 2 the three corresponding Goldstone particles
are identified with the pion triplet. Although their masses are non-zero, they
are significantly smaller than those of other mesons. Hence, the pions are also
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called Pseudo-Goldstone Bosons. Their small but finite masses originate from
an explicit breaking of chiral symmetry due to the non-zero quark masses in
the action.
Chiral symmetry and its spontanous breaking is a crucial property of QCD.
However, implementing chiral symmetry on the lattice is a challenge, since
discretizing QCD in a simple and computationally cheap way will explicitly
break this symmetry, even for zero quark masses (see section 4.1.4).
3.3 An Excursion to Mesons
Since we are mainly studying mesons and their interactions in this thesis we give
a short overview of the internal structure of light mesons and their quantum
numbers which is based on [44, 45, 41, 46].
As we have seen in the previous sections, QCD describes the interaction
between quarks and gluons as well as their propagation. Due to confinement
only color singlets can be observed in nature, because they are the only finite
energy states. So let us have a look at the possible combinations of the colored
fields.
The simplest case is the combination of a quark and an antiquark (qq¯)1.
In the language of group theory one couples an SU(3) triplet with an SU(3)
antitriplet in order to reduce this tensor product to irreducible multiplets:
3⊗ 3¯ = 1⊕ 8. (3.22)
The resulting representations are a color singlet contributing to a meson state
and a color octet meson, not observable as a free particle. Combining this octet
with a gluon, which can also be represented as an octet, one obtains
8⊗ 8 = 1⊕ 8⊕ 8⊕ 10⊕ 10⊕ 27, (3.23)
which again contains a color singlet. By adding successively color octets to
(3.22),
3⊗ 3¯⊗ 8⊗ . . .⊗ 8 = 1⊕ . . . , (3.24)
one can always form a color singlet. So this has to be considered as a possible
finite energy state. States like these, consisting of a quark-antiquark pair and
1We will use ψ and q as synonyms for the fermion fields.
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a valence gluon excitation (qq¯g), represent possible configurations of a physical
meson state. Whenever this valence component (qq¯g) dominates the meson
state, it is usually called hybrid meson2. This deliberately vague statement
arises from the issue of defining the difference between valence and sea gluons.
Since all mesons contain a gluonic component, the definition of a hybrid meson
has been studied mainly within various models like bag models [47, 48], the flux
tube model [49] or the strong coupling lattice model [50, 51] whereas each one
exhibits a particular description of gluonic excitation [52, 53].
However, this is only the tip of the iceberg. Also higher Fock states, e.g.
four-quark states, are possible contributions to a physical meson state. One can
even think of states without any valence quark content, the so-called glueballs
only consisting of gluonic excitations.
In general a physical meson state is characterized by its quantum numbers
JP (C), isospin, strangness, charm, topness and bottomness. Now the crucial
point is that all these possible different configurations exhibiting the required
quantum numbers of a given meson state contribute to this meson state.
An expansion of a meson state |M〉 in a basis of different configurations of
the constituents is given by,
|M〉 = A0|qq¯〉+A1|qq¯〉′ + . . .+B0|qq¯g〉+B1|qq¯g〉′ + . . .+ higher Fock states,
(3.25)
where |qq¯〉 labels a quark-antiquark combination in a color singlet, |qq¯g〉 denotes
a quark-antiquark combination in a relative color octet with a valence gluonic
content. The prime stands for excitations, and “higher Fock states” include
for example four-quark states like |qq¯qq¯〉. The amplitudes are given by A0 =
〈qq¯|M〉, . . . and denote the overlap with the physical state.
Meson states with the desired quantum numbers JP (C) can be generated by
so-called interpolators. In general they read
ψ¯f (y)α
a
Γαβ D(A)ab ψf (x)β
b
, a, b = 1, 2, 3, (3.26)
where Γ is a combination of Dirac-γ matrices and the operator D(A) provides
a gauge covariant connection of the quark and antiquark fields. Both objects
combined determine the quantum numbers JP (C) of the meson state, with spin
J , parity P and charge conjugation C.
2Strictly speaking this only holds in the heavy-quark limit.
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QCD on the Lattice
Calculating observables in quantum field theories like QCD is a challenging task,
since divergences are appearing and one has to renormalize the theory. First
a regularization scheme has to be introduced, for example a momentum cut-
off, Pauli-Villars regularization [54] or dimensional regularization [55, 56, 57].
Finally, the resulting regularization parameters can be absorbed by redefining
the physical parameters of the theory which are known from experiments. But
all these regularization schemes are based on the Feynman diagram expansion
of a given process. In the case of QCD this is only useful in the high energy
regime. However, many interesting phenomena of QCD appear at low energies.
Herein lies the big advantage of the lattice which acts like a momentum cutoff
before any perturbation theory was done.
In this chapter, we will show how our theory is mapped on a four dimen-
sional lattice and prepared for computational simulations. We start with the
naive discretization of the fermion action. Thereby, we will get additional un-
physical poles, called doublers. Removing these doublers by introducing the
so-called Wilson term yields other issues since this term explicitly breaks chiral
symmetry.
Afterwards we discuss the representation of the gluon fields on the lattice,
which differs from the continuum form. Instead of elements of the algebra,
gluons now have to be introduced as elements of the gauge group. Therefore,
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we introduce link variables which are located between the lattice sites. Then we
show how to construct a lattice gauge action depending on these link variables.
Finally, one needs a suitable formalism to numerically evaluate expectation
values of observables. This formalism is Feynman’s path integral formalism in
Euclidean spacetime where one has to integrate over all possible field config-
urations, of the quark, antiquark and gauge fields. Since the fermion fields
are anticommuting we will introduce Grassman numbers and their properties.
Equipped with this knowledge one can solve the integral over the quark fields
analytically and is left with an integral over the gauge fields only. But the
number of degrees of freedom one has to integrate over is still much too high.
At this point we make use of the great benefit of the path integral formal-
ism which allows us to implement methods of statistical mechanics to quantum
field theory. After all, by applying Monte Carlo methods, the integral can be
reduced to a finite sum over a small set of independent gauge configurations
and a computational determination of expectation values becomes feasible.
The discussions of these topics are mainly based on textbooks like [37] and
[6, 58, 59, 60]. Also the explanations in [39, 40, 41, 61, 62, 63] provide an
adequate overview.
4.1 Discretization of the Fermion Action
To map the continuum theory to a hypercubic lattice, we start with the dis-
cretization of the continuous spacetime, i.e.
x = a

n1
n2
n3
n4
 , with nµ ∈ {0, . . . , Lµ − 1}, (4.1)
where a is the lattice spacing and aLµ is the extension of the lattice in µ-
direction. The fermion fields ψ and ψ¯ live on the lattice points, which are
called sites,
ψ(x) ≡ ψ(na), (4.2)
labeled by the vectors n. To conserve gauge invariance we introduce the gauge
fields Uµ which are elements of the group SU(3). They are orientated quantities
and live on the links connecting the sites. A more detailed discussion of this
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x
Uµ(x)
ψ¯(x), ψ(x)
U−µ(x)
aµˆ
νˆ
Figure 4.1: The µ-ν-plane of the hypercubic lattice. The fermion fields ψ¯(x) and
ψ(x) live on the lattice sites and the gauge fields Uµ live on the links between
them.
subject will follow in section 4.2. In figure 4.1, we visualize the µ-ν-plane of the
hypercubic lattice.
To maintain translation invariance, we impose (anti)periodic boundary con-
ditions in all four directions effectively obtaining a 4-torus. To satisfy the anti-
commuting nature of fermions the boundary conditions for fermions are periodic
in spatial direction
ψ(aL1 + x1, x2, x3, x4) = ψ(x1, x2, x3, x4) etc., (4.3)
but antiperiodic in time direction
ψ(x1, x2, x3, aL4 + x4) = −ψ(x1, x2, x3, x4), (4.4)
while the gluon fields are periodic in all four dimensions.
4.1.1 Naive Fermions
First of all we start discretizing the Euclidean continuum action for free fermions,
i.e., Dµ → ∂µ. To keep it simple we consider the case of only one quark flavor:
Sfreeferm[ψ, ψ¯] =
∫
d4xψ¯(x) [γµ∂µ(x) +m1]ψ(x). (4.5)
To formulate this action on the lattice, integrals are replaced by sums∫
d4x −→ a4
∑
x
(4.6)
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and, by the naive discretization procedure, derivatives are replaced by the sym-
metric nearest neighbor differences
∂µψ(x) −→ ψ(x+ aµˆ)− ψ(x− aµˆ)
2a
, (4.7)
where µˆ is the unit vector in µ-direction.
These substitutions then lead to the following naive fermion action on the
lattice:
Snaiveferm [ψ, ψ¯] = a
4
∑
x
ψ¯(x)
 4∑
µ=1
γµ
ψ(x+ aµˆ)− ψ(x− aµˆ)
2a
+ m1ψ(x)

= a4
∑
x,y
ψ¯(x)Dnaive(x, y)ψ(y), (4.8)
with the naive Dirac operator
Dnaive(x, y) =
4∑
µ=1
γµ
δx+aµˆ,y − δx−aµˆ,y
2a
+m1δx,y. (4.9)
The sums
∑
x,y are over all lattice points and 1 denotes the unit matrix in
Dirac space.
We obtain the correct continuum action for free fermions when taking the
limit a→ 0 and we are already able to express expectation values of observables
as path integrals, as we will see later. However, within this naive discretization
the so-called fermion doubling problem occurs.
4.1.2 The Fermion Doubling Problem
An important quantity in QCD is the quark propagator. It is a two-point
function and according to Wick’s theorem the inverse of the Dirac operator:
〈ψ(x) ψ¯(y) 〉 = D−1naive(x, y). (4.10)
Calculations are often easier in momentum space, as it is the case for the naive
Dirac operator, which then becomes
D˜′naive(p, q) = a
8
∑
x,y
e−ip·xDnaive(x, y)eiq·y
= a4
∑
x
e−i(p−q)·x
 4∑
µ=1
γµ
eiqµa − e−iqµa
2a
+m1

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= a4 δp,q V
 i
a
4∑
µ=1
γµ sin(qµa) +m1
 , (4.11)
where V = L1L2L3L4 denotes the volume of the 4-dimensional lattice.
We introduce the following notation:
D˜′naive(p, q) = a
4 δp,q V D˜naive(q), (4.12)
D˜naive(q) = m1 +
i
a
4∑
µ=1
γµ sin(qµa). (4.13)
Now the inversion is trivial and we get the quark propagator in momentum
space:
D˜−1naive(q) =
m1− ia−1∑µ γµ sin(qµa)
m2 + a−2
∑
µ sin(qµa)
2
a→0−→ m1− i
∑
µ γµqµ
m2 + q2
. (4.14)
Let us have a look at the case of massless fermions which is of particular
interest:
D˜−1naive(q)|m=0 =
−ia−1∑µ γµ sin(qµa)
a−2
∑
µ sin(qµa)
2
a→0−→ −i
∑
µ γµqµ
q2
. (4.15)
At the first sight everything seems to be fine, because the naive lattice quark
propagator has the correct continuum limit. We see, that in the continuum
the propagator has one pole at q = (0, 0, 0, 0) corresponding to a single fermion
which is described by the continuum Dirac operator. But for finite a we find
15 additional poles on the lattice, namely:
q = (
pi
a
, 0, 0, 0), (0,
pi
a
, 0, 0), . . . ,
(
pi
a
,
pi
a
, 0, 0), . . . ,
(
pi
a
,
pi
a
,
pi
a
, 0), . . . ,
(
pi
a
,
pi
a
,
pi
a
,
pi
a
). (4.16)
These extra poles are not the result of a mistake we made, but a consequence of
the lattice. Since we discretized spacetime with periodic boundary conditions,
also the momenta became discrete with a periodicity of 2pia . But every pole of
the propagator corresponds to a real particle. And so we obtain 15 unphysical
quarks, which are called fermion doublers. For physical calculations, they have
to be removed.
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4.1.3 Wilson Fermions
A possible solution was proposed by Wilson [64]. He added a new term, the
Wilson term, that removes the doublers by giving them an infinite mass in the
continuum limit. The Wilson fermion action is then given by
SW [ψ, ψ¯] = S
naive
ferm [ψ, ψ¯]− Snew[ψ, ψ¯] (4.17)
with the new term
Snew[ψ, ψ¯] = a
4
∑
x
4∑
µ=1
1ψ¯(x)
ψ(x+ aµˆ)− 2ψ(x) + ψ(x− aµˆ)
2a
−→ a
2
∫
d4x ψ¯(x)∆ψ(x)
a→0−→ 0. (4.18)
The subscript W stands for ”Wilson” and in the limit a → 0 the additional
Wilson term vanishes. So we still have the correct continuum limit. Let us now
have a closer look at the new Wilson fermion action:
SW [ψ, ψ¯] = a
4
∑
x
ψ¯(x)
[
4∑
µ=1
γµ
ψ(x+ aµˆ)− ψ(x− aµˆ)
2a
+ m1ψ(x)
−
4∑
µ=1
1
ψ(x+ aµˆ)− 2ψ(x) + ψ(x− aµˆ)
2a
]
= a4
∑
x,y
ψ¯(x)DW (x, y)ψ(y), (4.19)
Using a particularly compact notation the new Dirac operator for Wilson fermions
reads
DW (x, y) =
(
m+
4
a
)
1δx,y − 1
2a
±4∑
µ=±1
(1− sign(µ)γµ) δx+aµˆ,y, (4.20)
where we have defined
γ−µ = −γµ , µ = 1, 2, 3, 4. (4.21)
Next we perform a Fourier transformation of the lattice Dirac operator DW ,
as we did for our naive ansatz and obtain
D˜′W (p, q) = V δp,q a
4 D˜W (q), (4.22)
with
D˜W (q) =
i
a
4∑
µ=1
γµ sin(aqµ) +
1
a
4∑
µ=1
1(1− cos(aqµ)) +m1. (4.23)
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Expanding D˜W (q) for small qµ we obtain D˜W = m1+iγµqµ+O(a), as it should
be. In the limit qµ → pia , for l components µ, we get
D˜W (q) =
2l
a
+O(a0) a→0−→ ∞. (4.24)
Thus, we have managed that the unphysical doublers get an infinite mass in
the continuum limit, such that they decouple and get removed from the theory.
The drawback of the additional Wilson term is however that it breaks chiral
symmetry explicitly, even for zero quark masses,{
DW
∣∣∣
m=0
, γ5
}
6= 0. (4.25)
This is due to the diagonal part of the Wilson term and can be seen directly
from equation (4.20).
4.1.4 The Nielsen-Ninomiya No-Go-Theorem
Roughly speaking explicit breaking of chiral symmetry is closely related to the
removing of the doublers. A more general formulation of this statement is given
by the Nielsen-Ninomiya no-go-theorem [65, 66]. It states that the following
four conditions cannot hold simultaneously for a Dirac operator1:
1. Locality: D(x) is local and bound by Ce−γ|x|, i.e., it vanishes fast enough
for |x| → ∞.
2. Correct continuum limit: The Fourier transform D˜(p) for small momenta
p pia is: D˜(p) = iγµpµ +O(a2p2).
3. No doublers: D˜(p) 6= 0 for p 6= 0.
4. Naive chiral symmetry: {γ5, D} = 0.
Of course, it would be desirable to have a Dirac operator fulfilling all these
requested properties. But as this is not possible and violating one of the first
three conditions causes severe theoretical problems like the unphysical doublers,
one often accepts the explicit breaking of chiral symmetry. However, this also
causes some issues:
• Chiral symmetry is broken by discretization errors of the order O(a).
• Operators of different chiral representations mix.
1This section is partly taken from chapter 1.6.1 of [61] and chapter 6.1 of [40].
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• The bare quark mass has to be fine tuned to acquire chiral symmetry
in the continuum limit, because quark masses have to be renormalized
additive.
• Fluctuations of the eigenvalues of the Dirac operator make the computa-
tion of the Dirac propagator very expensive for small quark masses like
those of up and down.
In spite of the Nielsen-Ninomiya no-go-theorem, there is a way out of this
dilemma, which was proposed by Ginsparg and Wilson [67] in 1982. They sug-
gested to replace the relation (3.20) by a weaker condition for chiral symmetry
on the lattice, the so-called Ginsparg-Wilson equation:
γ5D +Dγ5 = aD2Rγ5D for m = 0, (4.26)
which gives the correct continuum limit (3.20). Thereby, a is the lattice spacing
and R is a local operator which commutes with γ5. An exact solution for (4.26)
are, e.g., domain wall fermions [68, 69], when the fifth dimension is taken
to infinity, and overlap fermions [70, 71]. However, simulations with overlap
fermions are very expensive in terms of computer resources. Therefore, other
possibilities have been investigated which are approximate solutions like, e.g.,
fixed point fermions [72] or chirally improved fermions [73, 74].
4.2 Gauge Fields on the Lattice
After having removed unphysical artefacts from our lattice fermion action a
much more essential issue is arising again. It is the question of invariance
under local SU(3) gauge transformations which was one of the fundamental
requirements for the QCD action. Or more precisely, the Wilson fermion action
(4.19) has to be invariant under the transformations (3.9) and (3.10). However,
due to the non-local discrete derivatives in (4.19) this is not the case. One may
look, e.g., at the transformation behavior of terms like
ψ¯(x)ψ(x+ aµˆ)→ ψ¯′(x)ψ′(x+ aµˆ)
= ψ¯(x)Λ−1(x)Λ(x+ aµˆ)ψ(x+ aµˆ) (4.27)
which is apparently not gauge invariant. The solution to maintain gauge in-
variance in discrete spacetime is to implement a gauge covariant connection of
the lattice sites. Therefore, one introduces the so-called link variables Uµ(x).
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These vector fields are elements of the group SU(3), have an orientation and
live on the links between the lattice sites. They can be interpreted as gauge
transporters connecting adjacent lattice sites and are given by
Uµ(x) ≈ eiaAbµ(x)tb ∈ SU(3). (4.28)
where the Aµ(x) label the continuum gauge fields and the t
b are the generators
of the su(3)-algebra.
For negative indices the link variables are defined by
U−µ(x) = Uµ(x− aµˆ)† (4.29)
and under a local gauge transformation Λ(x) the link variables transform as:
Uµ(x)→ U ′µ(x) = Λ(x)Uµ(x)Λ−1(x+ aµˆ). (4.30)
As already mentioned, on the lattice we have periodic boundary conditions for
gauge fields in space as well as in time direction:
Uµ(x+ Lν) = Uµ(x), ν = 1, 2, 3, 4. (4.31)
Now gauge invariance is obvious when we consider, e.g., terms like
ψ¯(x)Uµ(x)ψ(x+ aµˆ)→ ψ¯′(x)U ′µ(x)ψ′(x+ aµˆ)
= ψ¯(x)Λ−1(x)Λ(x)Uµ(x)Λ−1(x+ aµˆ)Λ(x+ aµˆ)ψ(x+ aµˆ). (4.32)
4.2.1 Coupling of Fermion and Gauge Fields
Equipped with these basics we are able to couple the gauge fields to the Wil-
son action (4.19). In order to reconstruct gauge invariance we insert the link
variables between all diagonal fermionic products. Then our action reads
SW [ψ, ψ¯] = a
4
∑
x
ψ¯(x)
[
4∑
µ=1
γµ
Uµ(x)ψ(x+ aµˆ)− U−µ(x)ψ(x− aµˆ)
2a
+m1ψ(x)
−
4∑
µ=1
1
Uµ(x)ψ(x+ aµˆ)− 2ψ(x) + U−µ(x)ψ(x− aµˆ)
2a
]
. (4.33)
In terms of our compact notation we obtain:
SW [ψ, ψ¯] = a
4
∑
x
ψ¯(x)DW (x, y)ψ(y), (4.34)
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DW (x, y) =
(
m+
4
a
)
1δx,y − 1
2a
±4∑
µ=±1
(1− sign(µ)γµ)Uµ(x)δx+aµˆ,y. (4.35)
Gauge invariance of SW [ψ, ψ¯] follows directly from equation (3.9), (3.10) and
(4.30). We note that this action yields the correct continuum form (3.5) in the
limit a→ 0.
4.2.2 The Wilson Gauge Action
We also want to describe the interactions between the gluons and their propa-
gation on the lattice. Therefore, we have to discretize the gauge action as we
did it for the fermion action. The main challenge is again to conserve gauge
invariance and to obtain the correct continuum limit when sending a to zero.
In the last section we introduced the link variables Uµ as the fundamental
quantities for putting the gluon fields on the lattice. From the transformation
behavior (4.30) it can be seen that the trace over closed loops is gauge invariant.
The shortes closed loops are squares of length a, which are called plaquettes (see
figure 4.2) and defined by:
UPµν(x) = Uµ(x)Uν(x+ aµˆ)U−µ(x+ aµˆ+ aνˆ)U−ν(x+ aνˆ). (4.36)
From these objects Wilson developed the Wilson gauge action [75], the first
formulation for a lattice gauge theory, which is a sum over all plaquettes, with
each plaquette counted with only one orientation:
Sgauge =
∑
P
SP [U ] = β
∑
x
∑
1≤µ<ν≤4
{
1− 1
N
Re
[
Tr(UPµν(x))
]}
. (4.37)
This is a gauge action for a general SU(N) theory, where N = 3 in the case of
QCD and Re[Tr(UPµν(x))] is the real part of the trace over the plaquette. Gauge
invariance can be seen easily from (4.30).
To show that equation (4.37) has the correct continuum limit, we expand
the links Uµ for small a. In first order in a we obtain
Sgauge =
β
4N
∫
d4xTr[Fµν(x)Fµν(x)] +O(a
2), (4.38)
which leads to a relation between the coupling constant g of the continuum
action (3.12) and β in the Wilson action:
β =
2N
g2
. (4.39)
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Uµ(x)
Uν(x + νˆ)
U−µ(x + µˆ + νˆ)
U−ν(x + νˆ)
µˆ
νˆ
Figure 4.2: Here the plaquette UPµν(x) is plotted in the µ-ν-plane.
We also note that the Wilson gauge action (4.37) has discretization errors of
O(a2). Since the discretization of the action is arbitrary as long as it has the
correct continuum limit, one can also use more complicated loops to improve the
situation. See e.g., [76, 77], where the Lu¨scher-Weisz gauge action is presented.
4.3 Clover-Wilson Fermions
As one can see, there are many possible choices for actions as long as the
correct continuum limit and local gauge invariance are maintained. In order to
choose an action for a lattice simulation one should always keep the cost-benefit
ratio in mind. As chirality is not expected to be of major importance for our
determination of static-light meson-meson potentials, the Wilson action is an
adequate choice for us.
While the discretization errors of the Wilson gauge action are of the order
O(a2), the Wilson fermion action is afflicted with errors of order O(a). A sys-
tematic improvement scheme to reduce discretization errors by adding irrelevant
terms to the gauge action has been proposed by Symanzik [78]. The general-
ization of this improvement scheme also to fermion actions is done by adding
the following term to the Wilson fermion action, according to Sheikholeslami
and Wohlert [79]:
SSWferm = SW + cSW
i
4
a5
∑
x
ψ¯(x)σµνFµνψ(x). (4.40)
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−
Figure 4.3: Picture of the simplest formulation of the field strength tensor on
the lattice. The clover-like shapes are responsible for the name of the clover
improved Wilson action. Taken from chapter 2.2.4 of [39].
For Fµν one usually chooses the simplest lattice realization which is given by
Fµν(x) =
1
8a2
[Qµν(x)−Qνµ(x)] , (4.41)
with
Qµν(x) = Uµ(x)Uν(x+ aµˆ)U−µ(x+ aµˆ+ aνˆ)U−ν(x+ aνˆ)
+ Uµ(x)U−ν(x+ aµˆ)U−µ(x+ aµˆ− aνˆ)Uν(x− aνˆ)
+ U−µ(x)U−ν(x− aµˆ)Uµ(x− aµˆ− aνˆ)Uν(x− aνˆ)
+ U−µ(x)Uν(x− aµˆ)Uµ(x− aµˆ+ aνˆ)U−ν(x+ aνˆ). (4.42)
In a common discretization the field strength tensor Fµν has the form of a
clover leaf and thus is responsible for the name of this term. It includes the
plaquettes from the Wilson action, that attach to the point x in the µ-ν-plane.
A visualization is given in figure 4.32. After this improvement errors induced
by the finite lattice spacing are reduced to O(a2), if the clover coefficient csw is
determined non-perturbatively. This has been done for a set of lattice spacings,
e.g., in [80, 81, 82, 83].
A general introduction to non-perturbative improvement can be found in
[84].
2Taken from chapter 2.2.4 of [39].
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4.4 Calculating Observables on the Lattice
4.4.1 The Feynman Path Integral
Having constructed the fermion and gauge action on the lattice, we want to
show how expectation values of observables can be computed. Since we need a
suitable formalism for numerical calculations we use Feynman’s path integral :
〈O[ψ, ψ¯, U ]〉 = 1
Z
∫
[dψ] [dψ¯] [dU ]O[ψ, ψ¯, U ] e−SQCD (4.43)
with the partition function
Z =
∫
[dψ] [dψ¯] [dU ] e−SQCD . (4.44)
In this process our observable O[ψ, ψ¯, U ] is a functional of the fermion and
gauge fields. It is calculated for each field configuration, weighted with the
exponent of the negative action and then integrated over all possible field con-
figurations. Consequently, configurations with minimal action contribute most
to the path integral. The partition function Z in the denominator of (4.43) is
for normalization, such that 〈1〉 = 1.
We have to integrate over all degrees of freedom and the corresponding
measures are given by:
[dψ] =
∏
x
∏
α,a,f
dψfα,a(x), a = 1, 2, 3, (4.45)[
dψ¯
]
=
∏
x
∏
α,a,f
dψ¯fα,a(x), (4.46)
[dU ] =
∏
x
∏
µ
dUµ(x). (4.47)
They are all well defined on the lattice, where in the last expression each indi-
vidual measure dUµ(x) is the measure invariant under group transformations,
the so-called Haar measure.
The Euclidean path integral expression (4.43) of an observable has an obvi-
ous similarity to statistical mechanics. So we are able to apply the techniques
developed in that field for numerical calculations. The most important one is
the Monte Carlo method (see section 4.5), since a full evaluation of this integral
is not feasible.
Sampling the gauge fields can be implemented easily. The fermion fields
however are anticommuting and described by Grassman variables, which makes
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a numerical treatment difficult. But the integration over the fermion fields can
be done analytically3 and we are left with an integral over the gauge fields
only and an effective action for the gluons. By separating the QCD action in a
fermionic part, which depends on fermion fields as well as on gauge fields, and
a gauge field part, which depends only on the gauge fields, we can write the
path integral as follows:
〈O[ψ, ψ¯, U ]〉 =
∫
[dU ] e−Sgauge[U ] (
∫
[dψ] [dψ¯] e−Sferm[ψ,ψ¯,U ]O[ψ, ψ¯, U ])∫
[dU ] e−Sgauge[U ](
∫
[dψ] [dψ¯] e−Sferm[ψ,ψ¯,U ])
. (4.48)
The integration over the fermion fields is often referred to as fermion contraction
and explained in the next section.
4.4.2 Fermion Contraction
To integrate the fermionic part of (4.48) we take a look at the integral over the
fermionic degrees of freedom in the numerator of (4.48)4:∫
[dψ] [dψ¯] e−Sferm[ψ,ψ¯,U ]O[ψ, ψ¯, U ]. (4.49)
With the results of Appendix B we can solve this integral. First we write down
the generating functional W of the fermions:
W [η, η¯] =
Nf∏
k=1
∫
(dψk dψ¯k) exp
−∑
f
ψ¯f Dψf + ψ¯fηf + η¯fψf
 , (4.50)
where f labels the different quark flavors and Nf is the number of quark masses.
By applying Wick’s theorem we can express (4.49) as∫
[dψ] [dψ¯] e−Sferm[ψ,ψ¯,U ]O[ψ, ψ¯, U ] = O[ ∂
∂η¯
,
∂
∂η
, U ]W [η, η¯]
∣∣∣∣∣
η=0,η¯=0
=
∏
f
detDf [U ]
 O[D−1f , U ]) (4.51)
and (4.48) simplifies to:
〈O[U ]〉U =
∫
[dU ] e−Sgauge[U ]
∏
f detDf [U ]O[D−1f , U ])∫
[dU ] e−Sgauge[U ]
∏
f detDf [U ]
. (4.52)
The determinant detDf [U ] is called fermion determinant and O[D−1f , U ] is now
a functional of the quark propagator and link variables.
3More details can be found in Appendix B.
4The term in the denominator of (4.48) can be treated the same way by setting O = 1.
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4.5 Monte Carlo Methods
Our observable is now given by an integral over the gauge fields only (4.52).
But a complete numerical integration is impossible, because the number of
degrees of freedom one has to integrate out is much too large5. Hence, we
use Monte Carlo techniques, which are often the only possibility to evaluate
such high-dimensional integrals. Thereby, we do not take the whole condition
space into account, but generate a small subset of N independent gauge field
configurations Ui with a certain probability P [Ui]. Then the average of the
observable O evaluated on these gauge configurations is an approximation to
the expectation value.
4.5.1 Simple Sampling and Importance Sampling
In the simple sampling method, which is the easiest case, all possible gauge
configurations Ui appear with the same probability and one chooses N config-
urations randomly. Then the expectation value of the observable O is given
by:
〈O〉N =
∑N
i=1 e
−Sgauge[Ui] ∏
f detDf [Ui]O[D−1f , U ])∑N
i=1 e
−Sgauge[Ui] ∏
f detDf [Ui]
, (4.53)
where the integral of (4.52) has been replaced by a sum over the gauge fields.
The main disadvantage of this method is that relevant configurations, which
contribute most to the path integral, are rarely generated. For this reason one
applies the importance sampling method, where the gauge configurations are
generated with an appropriate probability distribution P [Ui]. In order to pick
those configurations contributing most we use the following distribution:
P [Ui] =
e−Sgauge[Ui]
∏
f detDf [Ui]∑N
j=1 e
−Sgauge[Uj ] ∏
f detDf [Uj ]
. (4.54)
With this choice we obtain for the expectation value:
〈O〉N =
∑N
i=1 e
−Sgauge[Ui] ∏
f detDf [Ui]O[D−1f , U ]) 1P [Ui]∑N
i=1 e
−Sgauge[Ui] ∏
f detDf [Ui]
1
P [Ui]
5For a lattice with 104 sites (which is very small), there are 4× 104 link variables. Each of
them can be parameterized by 8 real parameters in the case of SU(3), hence 320000 integra-
tions have to be done. If one evaluates each integrand at only 10 points, this means that the
full integral over gauge fields has to be approximated by a sum over 10320000 terms (Example
taken from [6] and chapter 2.5.3 of [39] respectively).
32 Chapter 4. QCD on the Lattice
=
1
N
N∑
i=1
O[D−1f , U ], (4.55)
which is now given by the average of the observable on a finite number N of con-
figurations. The weighting factor e−Sgauge
∏
f detDf has disappeared, because
it is already included by the way the configurations have been generated.
According to the central limit theorem the sample average becomes the
expectation value 〈O[U ]〉U in the limit of infinitely many configurations
〈O[U ]〉U = lim
N→∞
〈O〉N . (4.56)
4.5.2 Markov Chains
To generate the gauge configurations with the probability (4.54), one starts
with an arbitrary configuration and constructs a so-called Markov chain of
subsequent configurations:
U0 −→ U1 −→ U2 −→ . . . , (4.57)
where the change of a field configuration to a new one is called update or Monte
Carlo step. The key quantity here is the transition probability w(U → U ′) to get
from a configuration U to a new configuration U ′. The transition probabilities
w(U → U ′) obey
0 ≤ w(U → U ′) ≤ 1 ∀ U,U ′, (4.58)
with the normalization ∑
U ′
w(U → U ′) = 1. (4.59)
In order for the configurations to appear with the probability distribution
(4.54) we have to properly choose the transition probability w(U → U ′). Once
the Markov process is in equilibrium it cannot have sources or sinks of proba-
bility. This property is characterized by the balance equation∑
U
w(U → U ′)P [U ] !=
∑
U
w(U ′ → U)P [U ′]. (4.60)
A sufficient solution for this equation (4.60) is the detailed balance condition
w(U → U ′)P [U ] = w(U ′ → U)P [U ′]. (4.61)
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4.5.3 The Metropolis Algorithm
A suitable and popular algorithm that fulfills the detailed balance condition is
the Metropolis algorithm [85]. This algorithm advances the Markov chain from
a configuration U to a new configuration U ′ by an update step as follows.
First a new configuration U ′, called offer, is generated by the updating
process from the configuration U . In the next step this offer is accepted imme-
diately if the new configuration U ′ has a higher probability P [U ′] > P [U ] than
the old configuration P [U ]. But if P [U ′] < P [U ], then the new configuration is
only accepted with the probability P [U ′]/P [U ]:
wA(U → U ′) = min
(
1,
P [U ′]
P [U ]
)
. (4.62)
This transition property fulfills equation 4.61.
If we start the Monte Carlo simulation with a random configuration U0, we
are generally not yet in the equilibrium. Therefore, one discards the first sweeps
(O(1000)). One Metropolis sweep consists of Metropolis steps for all links of
the lattice. And since one also wants to obtain independent configurations,
one has to iterate this sweep again several times (O(100)) between the single
measurements to minimize correlation.
Since Monte Carlo is very expensive for dynamical fermions, one usually
uses an improved algorithm, the Hybrid Monte Carlo (HMC) algorithm [86],
which increases the acceptance rate and lowers the autocorrelation. Thus, the
equilibrium distribution can be reached sooner and less sweeps are necessary.
4.5.4 Quenched Approximation versus Dynamical Simulations
For generating the gauge configurations with the probability distribution (4.54)
one has to compute the fermion determinant for each non-degenerated quark
flavor. Including this determinant in the probability is called a simulation with
dynamical quarks. But the numerical effort of Monte Carlo simulations can be
reduced drastically by using the quenched approximation, where one assumes
detDf [U ] = constant (4.63)
such that equation (4.52) simplifies to
〈O[U ]〉U =
∫
[dU ] e−Sgauge[U ]O[D−1f , U ])∫
[dU ] e−Sgauge[U ]
. (4.64)
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One reason for this is that a numerical evaluation of the fermion determinant is
a complicated and extremely expensive task, since D[U ] is a very huge matrix.
For a lattice with 20 sites in each direction the dimension of D[U ] is 12 · 204 ∼
O(106). Furthermore, the updating step of the Metropolis algorithm is local in
the quenched approximation. As the gauge action (4.37) is a sum of local terms
the weighting factor reduces to
e−
∑
P SP [U ] =
∏
P
e−SP [U ] , (4.65)
which is now a product of local terms. For a new link variable Uµ(x) only a few
of the factors change and the new weight can be computed very quickly. When
including the fermion determinant the situation becomes more difficult, since
it connects the link variables in a non-local way.
On the other hand, putting the fermion determinant to a constant factor
means to omit closed fermion loops. So one is neglecting the fermionic vacuum
where virtual pairs of quarks and antiquarks are created and annihilated. This
is equivalent to shifting the mass of the sea quarks to infinity, so that they
cannot propagate. Nevertheless, this approximation works surprisingly well
and the systematic error caused by the quenched approximation is only in the
order of 10% to 20%.
In this work however, all our configurations have been generated with dy-
namical quarks.
4.6 Setting the Scale
The lattice spacing a is not a parameter of Lattice QCD. Besides the Lattice
QCD action does not contain any dimensional parameters, only the dimensional
coupling β (4.39) and the quark masses which always appear in the combination
am. Therefore, to connect lattice quantities to the real world one has to “set the
scale”, by determing the physical length of the lattice spacing a. One possibility
is to compare observables obtained from lattice simulations to the experimental
values, e.g., the mass of the vector meson ρ.
For our calculations, however, we use the method introduced by Sommer
[87, 88]. This method involves the computation of the static quark potential
VQQ(r) which can be parameterized by
VQQ(r) = A+
B
r
+ σr. (4.66)
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The parameter A is some irrelevant normalization of the energy, B denotes the
strength of the Coulomb part of the potential and σ is the so-called “string
tension”. From QCD phenomenology one expects a value of σ ≈ 800 MeV/fm.
There is a characteristic length scale r0 related to the shape of the static quark
potential, the so-called Sommer parameter r0 which is based on the force F (r)
between two static quarks. From experimental data for the b¯b and c¯c one obtains
the following relation:
r20 F (r) = r
2
0
∂
∂r
VQQ(r)
∣∣∣
r0
= 1.65 where r0 ≈ 0.5 fm. (4.67)
In lattice units this term can be expressed as
r0
a
=
√
1.65 +B
a2σ
. (4.68)
We are able to determine the static quark potential in lattice simulations by
calculating Wilson loops (4.72). The numbers B and a2σ can then be obtained
by fits of VQQ(r) to the computed potential. Finally one gains the lattice spacing
a in physical units from the physical value of r0.
The ratios r0a for the lattice sets we are using for our simulations have been
determined in the framework of [89]6. They have used the Sommer parameter
with r0 = 0.5 fm. The data for the Wilson loops we need to analyze our results
in chapter 7.3 have been calculated by Najjar [92].
The Wilson Loop
What remains is the definition of the Wilson loop WL7. In section 4.2.2 we
have seen that a trace of a product of link variables along a closed loop is a
gauge covariant object.
Based on this behavior one constructs the Wilson loop from four pieces, two
so-called “Wilson lines” S(m,n, nt), S(m,n, nt0) and two temporal transporters
T (n, nt), T (m, nt). The Wilson line connects two spatial points m and n along
some path Cm,n at a fixed time:
S(m,n, nt) =
∏
(k,j)∈Cm,n
Uj(k, nt). (4.69)
6Since this paper is not published yet, we also cite the QCDSF database [90] which how-
ever is an internal website for QCDSF members only. Within previous studies the Sommer
parameter with r0 = 0.467 fm was used to set the physical scale and we refer to [91].
7We take the explanations from chapter 3.3.1 of [37].
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The temporal transporter is a straight line of nt link variables in time direction
which are bound to a fixed spatial position,
T (n, nt) =
nt−1∏
j=0
U4(n, j). (4.70)
Next, one composes the pieces in such a way that a closed Loop L is formed,
L : (m, nt) S→ (n, nt) T
†→ (n, nt0) S
†→ (m, nt0) T→ (m, nt). (4.71)
Finally one ends up with the Wilson loop by taking the trace:
WL[U ] = Tr
[
S(m,n, nt)T (n, nt)
†S(m,n, nt0)
†T (m, nt)
]
= Tr
∏
(k,µ)∈L
Uµ(k). (4.72)
We note that there exist two different types of Wilson loops depending on
the path of the Wilson line given by S(m,n, nt). If the lattice sites n and m
have spatial coordinates in common coordinate axis, the loop of a rectangle,
one speaks of a “planar Wilson loop”. Otherwise it is called non-planar.
"Is schon scho¨n, oder? Klar, also
rein numerisch, nicht wahr, war’s eine
Herausforderung fu¨r den Physiker an dieser
Stelle ein Masse zu extrahieren, wo man mit
Fug und Recht sagen kann: Jawohl, DAS ist
eine Masse."
- Die Garage -
Gerhard Polt & Martin Hetzenegger
5
Spectroscopy Techniques
Once a large enough number of independent gauge configuration is generated
one can start calculating observables in Lattice QCD. It is a theory from first
principles with the coupling strength β and Nf quark masses mi being its
only parameters. Reproducing the mass spectrum of hadrons is one of the
most important subjects in Lattice QCD. One reason is that the comparison
to experiments provides a deeper understanding of the hadron spectrum and
resonances. Furthermore one is able to study the influence of systematic effects
like quenching, finite volume errors or discretization errors to the measured
quantities. To go one step further, within Lattice QCD also the investigation
of experimentally unknown resonances becomes feasible. This leads to the pre-
diction of new particles or characteristics like string breaking [93] to state only
one example.
This chapter gives an overview of how to determine mass spectra in general,
but especially for static-light mesons which we also call B mesons. Our expla-
nation of the necessary steps and the applied improvement schemes is mainly
based on [37, 58] or the references given in the text. We also follow the work
of [39, 40, 41, 92].
Euclidean correlation functions are central objects in lattice simulations. On
the one hand they can be expressed as Feynman path integral expectation values
and on the other hand they can be interpreted in Hilbert space. Comparing
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the result from Hilbert space to the lattice data allows us to extract matrix
elements or energy levels. In order to obtain meson masses we specialize on
meson correlators. Appropriate interpolating fields yield the desired quantum
numbers. Since propagations in space are forbidden for static quarks the static-
light meson correlator is automatically zero-momentum projected p = 0.
In principle these are the ingredients for mass spectroscopy. However, due
to restricted computer resources signals from lattice simulations are often weak.
Limiting factors are for example finite lattice volumes or finite lattice spacings.
In particular, the full calculation of the light quark propagator is not realizable
on common lattices1. The full propagator describes the propagation from all
sources to all sinks and is therefore also called all-to-all propagator. A very
simple and often sufficient approach is to calculate only one column of the full
propagator, so-called point-to-all propagators. However, if one needs larger
statistics as in our case one has to estimate the all-to-all propagator. For
this purpose we use stochastic estimates to reconstruct the full propagator.
In addition we use several different improvement techniques. The Hopping
Parameter Acceleration (HPA), see e.g. [93], cancels nearest neighbor noise.
Fermion field smearing and link fuzzing techniques improve the overlap with
the physical state and the signal to noise ratio. For our data analysis finally,
we use a whole matrix of correlators instead of single correlators only. This
variational method [94, 95] further improves our signal and enables us to extract
also excited states.
5.1 Euclidean Correlators
The most important tools in lattice QCD are Euclidean correlation functions.
For two operators Oˆ1 and Oˆ2 the Euclidean correlator is defined by
〈Oˆ2(t) Oˆ1(0)〉T ≡ 1
ZT
Tr
[
e−(T−t)HˆOˆ2e−tHˆOˆ1
]
, (5.1)
with the normalization factor
ZT = Tr
[
e−THˆ
]
. (5.2)
The operators Oˆ1 and Oˆ2 can be particle creators or annihilators, or operators
that measure observables or combinations of all of these. Hˆ labels the Hamil-
tonian of the system which governs the time evolution and measures the energy
1Common lattices are of volume V = 163 × 32 or even larger.
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of the system. The arguments t and T denote Euclidean time and in discretized
space-time they are given by t = an4 and T = aL4 which labels the extension
of the lattice in time direction, see also section 4.1.
On the one hand one can show that for infinite T the Euclidean correlator
(5.1) is just the vacuum expectation value of the product of Oˆ1 and Oˆ2 separated
in time, which can be expressed in the path integral formalism (4.43):
〈Oˆ2(t) Oˆ1(0)〉T T→∞−→ 〈Oˆ2(t) Oˆ1(0)〉 ≡ C(Oˆ1, Oˆ2, t)
=
1
Z
∫
[dψ] [dψ] [dU ] Oˆ2[ψ,ψ, U ] Oˆ1[ψ,ψ, U ] e
−SQCD .
(5.3)
This two point correlation function C(Oˆ1, Oˆ2, t) can be evaluated in numerical
simulations as we have shown in the last sections. Therefore, equation (5.3) is
our first key formula.
On the other hand the Euclidean correlator (5.1) can be interpreted in
Hilbert space. Therefore we use the eigenstates |n〉 of the Hamiltonian that are
yet unknown but obey
Hˆ|n〉 = En|n〉, 1 =
∑
n
|n〉〈n|. (5.4)
Then we can evaluate (5.1) as follows:
〈Oˆ2(t) Oˆ1(0)〉T =
∑
m,n〈m|e−(T−t)HˆOˆ2|n〉〈n|e−tHˆOˆ1|m〉∑
n〈n|e−THˆ |n〉
=
∑
m,n e
−(T−t)Em〈m|Oˆ2|n〉e−tEn〈n|Oˆ1|m〉∑
n e
−TEn
=
∑
m,n〈m|Oˆ2|n〉〈n|Oˆ1|m〉e−t∆Ene−(T−t)∆Em
1 + e−T∆E1 + e−T∆E2 + · · · , (5.5)
where we defined
E0 ≤ E1 ≤ E2 ≤ E3 . . . , ∆En = En − E0. (5.6)
Thus the Euclidean correlator depends only on the energy differences ∆En
which can be measured in experiments. For convenience we denote these energy
differences to the vacuum simply with En instead of ∆En, which means that
the energy of the vacuum state |0〉 is normalized to zero.
We are again interested in the limit T →∞ for equation (5.5). For E1 > 0
and an unique vacuum one obtains:
〈Oˆ2(t) Oˆ1(0)〉T T→∞−→ 〈Oˆ2(t) Oˆ1(0)〉 =
∑
n
〈0|Oˆ2|n〉〈n|Oˆ1|0〉 e−tEn . (5.7)
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This result is central for any Lattice QCD calculation and our second key equa-
tion. It is a sum over energy eigenstates, where the summands are products
of amplitudes and exponential functions governed by the corresponding energy
level. The amplitudes determine the overlap of the interpolators2 with the phys-
ical states. Obviously these matrix elements are only non-vanishing for states
|n〉 with the same quantum numbers as the operators Oˆ1 and Oˆ2 respectively.
Equipped with our two key equations we are now able to extract energies
by numerically calculating (5.3) and comparing it to the right hand side of
(5.7). For example by fitting exponentials to the correlator3. This approach is,
e.g., applicable in groundstate spectroscopy for interpolators providing a large
overlap with the physical state. In most cases however, more sophisticated
techniques are necessary (see section 5.3.1).
For a better conception to the quantities we calculate in our work let us
now assume that operator Oˆ1 is a meson creation operator B† and operator Oˆ2
is the corresponding annihilation operator B. Consequently all matrix elements
〈n|B†|0〉 will vanish for states |n〉 that do not have the quantum numbers of
the meson state. Only the groundstate 〈B| and the excited states 〈B′|, 〈B′′|, . . .
describing the meson will have overlap with B†|0〉. Therefore (5.7) reduces to
〈B(t)B†(0)〉 = |〈B|B†|0〉|2 e−tEB + |〈B′|B†|0〉|2 e−tEB′ + . . . . (5.8)
where we used
〈u|B|v〉 = 〈v|B†|u〉∗ (5.9)
We stress that the operators B†,B can also be products of several operators,
e.g., two-particle operators in the case of our meson-meson potentials. These
states consist of two meson creators and two meson annihilators altogether (see
section 6.1).
5.2 Momentum Projection
The states 〈B|, 〈B′|, 〈B′′|, . . . still contain any momenta, but we want them to
have definite spatial momentum. To project the meson interpolator to definite
2We use interpolator and operator as synonyms.
3This paragraph is based on chapter 4.1 of [41].
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momentum we apply the Fourier transformation
B(p, t) = L− 32
∑
y
e−ipyB(y, t). (5.10)
It is sufficient to project only one of the two interpolators to definite spatial
momentum, because of momentum conservation. We choose the interpolator
B†(x, 0) in real space which creates a meson with arbitrary momentum and the
interpolator B(p, t) in momentum space which annihilates the state only if it
has the definite momentum p. Thus, our correlation function will only have
contributions with a total momentum p.
To obtain the masses of the meson states we have to project to zero mo-
mentum p = 0, since the energy E(p) is related to the meson mass m through
the relativistic dispersion relation
E(p) =
√
m2 + p2. (5.11)
Then our Euclidean correlation function (5.8) reads
〈B(p = 0, t)B†(x, 0)〉 = A0 e−tm +A1 e−tm′ + . . . (5.12)
where the constant factor L−
3
2 is absorbed in the amplitudes and the prime
denotes excitations.
For our case of static light mesons the momentum is automatically projected
to zero. This is due to the delta function δxy in the static light propagator, see
equation (5.20), that anticipates propagations in space and consequently yields
p = 0.
5.3 Extracting Masses
The equations (5.7) and (5.12) show that also all excited and higher Fock states4
contribute to the correlation function. Hence, it is a challenge to extract masses.
For ground state spectroscopy, one assumes that the excited states become
sufficiently suppressed for large enough times and only the groundstate survives.
This however is only the case for interpolators which exhibit a large overlap
with the groundstate. Also the fitting ranges have to be selected very carefully.
Even more uncertain is the extraction of excited states. The naive ansatz of
multi-exponential fits would formally work but often fails in the evaluation
4See also section 3.3 and equation (3.25).
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of real lattice data. This is for instance due to a short Euclidean lifetime of
excited states. Also the statistical errors are often too large to disentangle
excited states. Other alternatives are for example Bayesian priors [96] or the
maximum entropy method [97]. A improved and very powerful technique that
we use for our analysis is presented in the next section.
5.3.1 The Variational Method
In our work we apply the variational method which was first proposed by C.
Michael [94], see also Lu¨scher and Wolff [95]. It has already successfully been
applied in many lattice simulations, for instance in the quenched studies of
excited mesons [98] and baryons [99], the dynamical simulations of low and high
spin mesons [100, 101] and even to separate ghost states [102]. The variational
method is a very effective technique to disentangle states and therefore to obtain
clearer signals and less noise for both, ground and excited states. The main
idea is to use a basis of several different meson interpolators Bi, i = 1, . . . N ,
all with the quantum numbers of the desired state, and to compute all possible
cross correlations
CB(t)ij =
∑
x
〈B(x, t)i B†(x0, 0)j〉 (5.13)
=
∑
x
∑
n
〈0|B(x, t)i|n〉〈n|B†(x0, 0)j |0〉 e−tmn . (5.14)
While the correlator CB is defined on the infinite dimensional Hilbert space
CB(t)ij is only a small part of the Hilbert space. It is the projection onto the
subspace which is spanned by the finite interpolator basis Bi. Thus the choice
of the basis operators is important for the success of this variational approach.
Linear independence, orthogonality and a good overlap with the physical state
of interest are just a few of the desired properties. One way to construct in-
terpolators B = q¯OQ (see section 5.4.2) with the same quantum numbers is to
use operators O of different Dirac structures. However, interpolators with dif-
ferent Dirac structure alone may not lead to a good overlap with excited states
and thus they do not provide a suitable basis (see, e.g., [103, 104]). Therefore,
we generate a basis of extended interpolators by different amounts of smearing
steps to the fermion fields (see section 5.7.1). This proceeding has also been
very successful in the study of static-static-light baryons [105].
Having chosen a suitable basis of interpolators one can extract the eigenval-
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ues λ(k)(t, t0) by solving the generalized eigenvalue problem
CB(t)vk = λk(t, t0)CB(t0)vk . (5.15)
Then the eigenvalues behave as
λk(t, t0) ∝ e−(t−t0)mk [1 +O(e−(t−t0) ∆mk)] , (5.16)
where mk is the mass of the k-th state and ∆mk is the difference to the first
mass which is not contained in the operator basis. This holds at least for
the first order in perturbation theory. For higher orders also states within
the interpolator basis can contribute to the error. The normalization at some
time slice t0 < t suppresses the contributions from higher states already before
diagonalizing and solving the generalized eigenvalue problem. The benefits are
improved signals and a more stable diagonalization process.
For our analysis we apply the rewritten generalized eigenvalue problem
C
− 1
2
B (t0)CB(t)C
− 1
2
B (t0)uk = λk(t, t0)uk . (5.17)
Solving this symmetric form yields exactly the same eigenvalues λk(t, t0) as
equation (5.15). However, while the eigenvectors vk in (5.15) are only orthogo-
nal in the metric C(t0), the eigenvalues uk of the symmetric generalized eigen-
value problem (5.17) fulfill the same orthogonality condition as the physical
states.
5.3.2 Effective Mass Curves
The next thing to do is to extract the masses from the eigenvalues λk(t, t0) of
the cross-correlation matrix. Due to their exponential behavior (5.16) they can
be fitted5 to the function
λk(t, t0) = Ak e
−mk(t−t0) , (5.18)
However, the eigenvalues are still polluted by contributions from higher lying
states. Fitting ranges [tmin, tmax] have to be selected carefully. Reliable fits
can only be obtained for large enough tmin when the higher excited states are
sufficiently suppressed and the exponential is dominated by the mass mk. On
the other hand tmin should not be chosen to large because useful information
5We use the method of least squares fitting which is explained in appendix C.2.
44 Chapter 5. Spectroscopy Techniques
could be lost and the signal to noise ratio decreases for increasing Euclidean
time6.
A good way to find appropriate fitting ranges is to determine effective masses
from ratios of adjacent timeslices
Mkeff,t0
(
t+
a
2
)
= a−1 ln
(
λk(t, t0)
λk(t+ a, t0)
)
. (5.19)
Once the eigenvalue is dominated by the lowest lying state, Meff becomes ap-
proximately constant and the curve forms an effective mass plateau. The qual-
ity of the plateau is the criterion for selecting the fitting range with the lowest
possible tmin.
We note that we use the effective mass only as an estimation to select fitting
ranges. Since it contains only the information from adjacent timeslices effective
masses are no alternative to a fully correlated fit.
5.4 Meson Interpolators and Correlators
In order to be able to extract masses for static-light mesons we have to con-
struct appropriate interpolators and calculate the correlation functions. The
expression static-light already describes the essential properties of our states.
They consist of a light quark q and a heavy quark Q in the “static limit”
mQ → ∞. Therefore, we continue with some words on heavy quarks, mainly
following [37, 58, 12, 13].
5.4.1 Heavy Quarks
Heavy quarks, such as the charm c or the bottom b quark, are characterized
by a very large mass mQ >> ΛQCD, where ΛQCD is the scale of QCD at which
perturbation theory breaks down and nonperturbative effects dominate. Indeed
for most lattices the mass of these heavy quarks is in the range of the cutoff
or even larger mQ > 1/a. Also discretization effects get out of hand when the
product mQa becomes large. Furthermore, the extension of the lattice would
have to be large enough to accommodate hadrons including heavy quarks and
to allow their propagation. Therefore, lattice investigations of states which
include heavy quarks require special techniques. The main idea is to remove
the dominant scale, the mass mQ of the heavy quark, and to derive an effective
6More details can be found in chapter 9.3 of [58]
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action. One ansatz for states with two heavy quarks (QQ and QQ respectively)
is nonrelativistic QCD (NRQCD). The expansion parameter of this effective
field theory is the relative velocity between the two quarks. For an introduction
we recommend the references [106, 107]. In the case of states with light quarks
and only one heavy quark one can assume that the center of mass is centered
in the heavy quark. The expansion parameter is given by 1/mQ and the theory
describing these systems is called Heavy Quark Effective Theory (HQET). We
refer the reader to [12]. See also [108, 109, 110, 111]. Taking just this lowest
order, where the heavy quark has an infinite mass mQ →∞, is called the “static
limit”. Then the heavy quark behaves like a static color source of zero velocity.
We note that this behavior is important for our calculation of meson-meson
potentials since static color sources guarantee well defined distances. Moreover,
the static limit also provides some new symmetries7.
• Heavy quark flavor symmetry : Since QCD is flavor blind the quarks are
only distinguished by their different masses. Thus, in the limit mQ →∞
the quark dynamics remain unchanged under flavor rotations.
• Heavy quark spin symmetry : In lowest order HQET and NRQCD heavy
quarks can only interact via gluons which are spin independent. Thus,
the dynamics of heavy quarks is unchanged under spin transformations
[112, 113].
Let us come to the crucial quantity for us, the static quark propagator,
which was derived from lowest order HQET, see e.g. [108]. For times t > t0, it
is given by
D−1static(x, t|y, t0) = P+ δxy
t0+t−1∏
k=0
U †4(x, t0 + ka4ˆ), (5.20)
D−1static(y, t0|x, t) = P− δxy
t0+t−1∏
k=0
U−4(x, t− ka4ˆ), (5.21)
where Uµ(x) is the gauge link connecting the lattice site x with x + aµˆ. In
(5.20) the heavy quark propagates forward in time and in (5.21) it propagates
backward. The absence of the spin in the static propagator necessitates the P±
Dirac projection of the (fermionic) static-light “meson” to fix the parity P .
P± =
1± γ4
2
. (5.22)
7See also section 2.1.1 of [92], where parts of this paragraph are taken from.
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This is very similar to baryonic correlation functions where a spin 12 source is
created by three (rather than one) light quarks.
As the static propagator is just a spin projected product of temporal links
we note that it is very cheap and easy to calculate in terms of computer re-
sources. Simulating light quark propagators is much more expensive which will
be discussed in section 5.5.
5.4.2 Meson Interpolators
In order to measure states with the desired quantum numbers we need appro-
priate interpolating fields B. Meson interpolators are certain combinations of
quark fields, Dirac γ-matrices and lattice derivative operators having the same
quantum numbers as the considered particles to get a non-zero overlap with
the physical states. In order to construct such interpolators one has to analyze
the properties of the particles, like isospin, spin and the behavior under parity
transformation and charge conjugation8. We will follow the explanations given
in [37] and the paper of X. Liao and T. Manke [44].
The general form of a meson interpolator (3.26) may be written as
B(x) = qf1α,a(x)Oαβ
ab
qf2β,b(x), (5.23)
where the indices f1, f2 denote different quark flavors, the indices α, β are spinor
indices and a, b are color indices. The quantum numbers for spin J , parity
P = ±1 and charge conjugation C = ±1 are governed by the operators O.
Their structure can denote a monomial of Dirac-γ matrices Γ that are elements
of the Clifford-algebra, see equation (A.9), a symmetric spatial lattice derivative
operator∇[U ] or a combination of these objects. The∇[U ] depend on the gauge
fields Uµ and provide a gauge covariant connection of the quark and antiquark
fields:
∇j [U ]q(x) = Uj(x)q(x+ ajˆ)− U−j(x)q(x− ajˆ)
2a
(5.24)
For our calculation of static-light meson correlators we have a couple of re-
quirements to the interpolators. To guarantee confinement any physical particle
has to be a color singlet. Then, as the notation static-light tells us, our meson
state has to consist of a static color source Q and a light quark q, namely up or
8The behavior of lattice fields under parity transformations and charge conjugation is given
in Appendix A.
5.4. Meson Interpolators and Correlators 47
down which are mass degenerated in our simulations (mq = mu = md). Then
our static-light meson interpolator generally reads
B(x) = δab q(x)α
a
Oα,β Q(x)β
b
. (5.25)
Especially the requirement of a static quark leads to several restrictions. Due
to the infinite heavy mass of the static quark, propagations in space are not
allowed. For this reason disconnected pieces which transport the static quark
from a space-time point back to the same point do not appear in our simulations.
Since the static quark is flavor blind charge conjugation is no quantum number
for static-light mesons. Finally, only the light quark contributes to the spin.
Therefore, we will observe half-integer spin quantum numbers for static-light
mesons and integer spin quantum numbers in the case of static-light meson-
meson potentials.
A more detailed discussion on the interpolators we use in our work, their
corresponding symmetries and quantum numbers will follow in section 6.2.
5.4.3 The Static-Light Correlator
Having constructed the meson interpolators, we are now able to write down
the two-meson correlator in the path integral formalism. We introduce the
following notation
〈〈. . .〉〉U =
∫
[dU ] e−Sgauge[U ]
∏
f detDf [U ] . . .∫
[dU ] e−Sgauge[U ]
∏
f detDf [U ]
, (5.26)
where Nf is the number of the degenerated quark flavors and 〈〈. . .〉〉U indicates
the expectation value over gauge configurations. Let B†(x0, 0) create a meson
at space-time point (x0, 0) which is measured by B(x, t) at (x, t). Then the path
integral representation of the static-light meson correlation function is given by
CB(t) =
∑
x
〈0|B(x, t)B†(x0, 0)|0〉
= ±
∑
x
〈〈
Tr
[
M−1(x0, 0|x, t) O D−1static(x, t|x0, 0) O
]〉〉
U
. (5.27)
The ± in the second step depends on the exchange of quark fields and the γ-
structure of O. One gets one minus sign for each quark exchange and maybe
an additional minus sign from the commutation of γ-matrices. The trace is
over color and Dirac indices (not displayed) and M−1(y|x) = 〈q(y)q¯(x)〉 is the
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propagator9 from x to y for the light quark q on a given gauge configuration.
D−1static(x, t|x0, 0) labels the static propagator from equation (5.20). A more
detailed evaluation of static-light correlation functions will follow in section
6.1.
We note that it is possible to calculate correlators from different source and
sink interpolators. They can be constructed from different structures of Dirac γ-
matrices and/or derivative operators within the operators O. But to measure
a signal they have to carry the same quantum numbers JPC . Alternatively
one can generate interpolators of different spatial extension originating from
different smearing. This is for example done when applying the variational
method to extract not only masses of ground states but also masses of excited
states (see section 5.3.1).
Meson-meson BB and meson-antimeson BB correlation functions can be
obtained by combining the above correlator with another one that is spatially
shifted by a distance r, before taking the gauge average.
5.5 The Light Quark Propagator
From (5.27) we see that the static light correlator CB(t) requires the determi-
nation of quark propagators. As already mentioned in section 5.4.1 the static
propagator is cheap and easy to evaluate. Calculating the light quark propa-
gator M−1 however means inverting the Dirac operator which is of size 12V ,
where V denotes the number of lattice points. Hence, the complete propagator
is a matrix consisting of O(1012) complex numbers for usual lattices. To deter-
mine all these (highly correlated) entries would not be feasible and the amount
of data one had to store would be enormous.
5.5.1 Point-to-All Propagators
Fortunately in many cases the complete quark propagator is not necessary, and
it is enough to evaluate it on some source ηx0,α0,a0 ≡ ηk0
ψk0j =
∑
l
M−1jl ηk0l, (5.28)
where one usually chooses a point source
ηk0l = δk0l = δx0xδα0αδa0a. (5.29)
9In the following M−1 labels the massive light quark propagator.
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Figure 5.1: A two-dimensional visualization of a point-to-all propagator. Taken
from chapter 4.4 of [41].
ψk0j is the propagator from a fixed site x0, a fixed Dirac-index α0 and a fixed
color-index a0 to all lattice sites, i.e., one column of the inverse Dirac operator.
For a short notation we use multi-indices k0, l and j. Typically one evaluates
(5.28) at the same site x0 for all 12 combinations of Dirac and color indices
α0, a0 and gains a propagator from one to any site of the lattice. A sketch is
given in figure 5.110. These so-called point-to-all propagators are sufficient for
many lattice simulations without disconnected loops, see e.g. [100, 101].
Inverting the Dirac operator on some source (5.28) is equivalent to solving
the linear equation ∑
j
Mjl ψk0j = ηk0l. (5.30)
This can be accomplished by iterative methods like conjugate gradient (CG)
[114, 115] or the improved Bi-Conjugate Gradient Stabilized (Bi-CGStab) [116,
117] which enables also the evaluation of non symmetric matrices11.
5.5.2 All-to-All Propagators
In our case of the static light correlator however, point-to-all propagators would
lead to very poor signals. Due to the delta function δxy of the static propagator
10Taken from chapter 4.4 of [41].
11See also chapter 4.4. of [41]
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Figure 5.2: A two-dimensional visualization of an all-to-all propagator. The
three source points are plotted of all the other points. Taken from chapter 4.5
of [41].
only a single term would contribute to the correlator. Instead of that we want
to average over propagators starting at each lattice site12. Therefore, we have to
implement so-called all-to-all propagator techniques and refer to, e.g., [93, 118,
119, 120, 121]. Figure 5.213 displays a two dimensional sketch of an all-to-all
propagator.
An approximation of the full quark propagator M−1 can be reached by a
stochastic estimation. Therefore, one generates an ensemble of N independent
random noise vectors ηnj where n = 1, . . . , N . The multi-index j ≡ (x0, α0, a0)
again includes the indices for space-time, Dirac and color. These vectors have
to obey the following properties
1
N
N∑
n=1
ηni = O
(
1√
N
)
, (5.31)
1
N
N∑
n=1
ηni η
n∗
j = δij +O
(
1√
N
)
. (5.32)
For our simulations it is suitable to fill the components with complex Z2 noise [122,
12See also chapter 4.2.1 of [39].
13Taken from chapter 4.5 of [41].
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y
 x
Figure 5.3: Two-dimensional sketch of our random noise source. For the propa-
gator from x to y only the green curve contributes to the signal, the black ones
are pure noise. Taken from chapter 4.6 of [41].
123, 124]:
ηnj =
1√
2
(ν + iω), ν, ω ∈ ±1. (5.33)
The route is to invert the full propagator on all sources ηnj , n = 1, . . . , N
ψni = M
−1
ij η
n
j . (5.34)
With the obtained solution vectors ψni one is now able to estimate the the full
quark propagator from all sources to all sinks
1
N
∑
n
ψni η
n∗
k =
1
N
∑
n
M−1ij η
n
j η
n∗
k
= M−1ij
(
1+O
(
1√
N
))
. (5.35)
Thus we have found a way to estimate the full propagator M−1. In terms of
computer time and memory this approach reduces the problem from O(12V ×
12V ) to O(N × 12V ). However, signals are additionally polluted by errors of
O( 1√
N
) due to the stochastic estimation.
5.6 The Hopping Parameter Acceleration
By our way of constructing all to all propagators M−1(y|x), see equation (5.35),
we get the desired exact propagator contaminated by noise terms from all source
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sites z 6= x. This noise comes especially from source points near the sink (see
figure 5.314) since signals from correlation functions decrease exponentially with
the distance15, see e.g. (5.7),
M−1(y|x) ∝ e−|x−y|/a. (5.36)
In order to reduce this stochastic variance from nearest neighbors we apply
a technique called hopping parameter acceleration (HPA) [93, 120, 125] which
is based on the hopping parameter expansion of the Wilson Dirac operator. So
let us have a closer look at equation (4.35) from section 4.2.1 again. In terms
of the massive Wilson Dirac operator M it reads
M(x|y) =
(
m+
4
a
)
1δx,y − 1
2a
±4∑
µ=±1
(1− sign(µ)γµ)Uµ(x)δx+aµˆ,y. (5.37)
As a first step we redefine the fermion fields by
ψ →
√
C ψ, ψ →
√
C ψ, (5.38)
C = m0 +
4
a
, m = m0 + a
−1O(g2) . (5.39)
Next we introduce the “hopping parameter” κ and the massless Dirac operator
D, also referred to as “hopping matrix”
κ =
1
2(am0 + 4)
, D(x|y) =
±4∑
µ=±1
(1− sgn(µ)γµ)Uµ(x)δx+aµˆ,y. (5.40)
With these definitions the Dirac operator in compact matrix/vector notation
reads
M = 1− κD. (5.41)
The intention behind this formulation is that for sufficient small κ < κc one can
expand the propagator M−1 in powers of κ
M−1 = (1− κD)−1 =
∞∑
j=0
(κD)j . (5.42)
This geometrical series demonstrates that M−1(x|y) can be interpreted as a
sum over all possible paths connecting the space-time points x and y. The
longer the path the higher the order in κ and the stronger the suppression.
Thus the leading term is given by the shortest path.
14Taken from chapter 4.6 of [41].
15See also chapter 4.6 of [41].
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y
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Figure 5.4: Visualization of the effect of HPA, where y indicates the sink and
x some arbitrary source site. One application of κD removes the contributions
from the blue sources, two applications the contributions from the green sources
and three applications the contributions from the yellow sources. Taken from
chapter 4.6.3 of [41].
Let us now consider a propagator M−1(x|y), |x−y| = ka ≥ 1. Consequently
all paths contributing to the exact propagator are longer then k lattice spacings.
However, our estimated all-to-all propagator also contains shorter paths which
only contribute to the noise. In order to get rid of these noise terms one derives
M−1 =
k−1∑
j=0
(κD)j + (κD)kM−1
⇒ (κD)kM−1 = M−1 −
k−1∑
j=0
(κD)j . (5.43)
This means applying (κD)k to the estimated propagator yields the desired
effect, i.e. we obtain the original propagator minus the contributions from all
sources z |z − y| < ka. We note that contributions from these sources are not
completely canceled since they can take a longer path to the sink. However,
these noise terms are strongly suppressed due to (5.36). A visualization of this
hopping parameter trick is shown in figure 5.416.
For our calculation of static light correlators we apply κtDt, ta = |x4 − y4|
16Taken from chapter 4.6.3 of [41].
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Figure 5.5: Effective masses of the pseudoscalar static-light meson from our
coarse lattice (163 × 32). The plot shows the groundstate with (black squares)
and without (blue circles) applying the hopping parameter improvement. The
missing point lies outside the plotted region. We used 50 estimates and averaged
over 50 configurations.
to the random source vectors, where ta labels the separation from the source
to the sink in time. The effect of this hopping parameter acceleration can be
seen in figure 5.5. We display the effective groundstate masses for t0 = 2 of
the pseudoscalar static light meson with and without applying the hopping
parameter acceleration. First one observes that the errors without HPA are
much larger. But also the relative error without HPA increases with increasing
time separation with respect to the improved case. A further benefit of canceling
the noise from short distances is a general improvement of the signal to noise
ratio. This results in a much better quality of the effective mass plateau of the
improved correlator.
5.7 Smearing Techniques
5.7.1 Fermion Field Smearing - Extended Sources
Until now we have only considered source and sink vectors with local interpo-
lators, i.e. all quark fields live on the same lattice site. But such interpolators
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may have small overlap with the physical states and thus provide a weak sig-
nal. So instead of point-like fermion fields we use more realistic spatial wave
functions, so-called smeared functions to improve the overlap. Furthermore,
smearing quark fields is an established method to generate a basis of differently
smeared source and sink operators. Such a basis allows us to use improved
methods for extracting masses and we refer to section 5.3.1.
In our work we use Wuppertal smearing [126, 127, 128] which is gauge
covariant and produces sources and sinks with a shape similar to a Gaussian.
With this technique, the smeared field is generated iteratively via
ψ(n+1)(x) =
1
1 + 6κW
(δxy + κWHxy)ψ
(n)(y) , (5.44)
Hxy =
±3∑
j=±1
UAPEj (x)δx+ajˆ,y . (5.45)
The operator H is the hopping term from the Dirac operator and describes
the hopping in positive and negative spatial direction before time propagation
starts and ends respectively. The free parameters are the number of iteration
steps n and the positive real parameter κW which is proportional to the prob-
ability for hopping to a neighboring site. These two parameters can be used to
adjust the width of the source and thus the overlap with the physical state. In
our simulations we apply Wuppertal smearing to the source and sink interpo-
lators with a hopping parameter value κw = 0.3 and three iteration numbers
x
y
t
C(0) + C(1) + C(2)
+ . . .
Figure 5.6: Visualization of the Wuppertal smearing process. C(0) labels the
propagator from a point-like source, C(1) labels the propagator from a source
where the quark jumps one step in each spatial direction with a certain proba-
bility before time-propagation starts, etc.
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Figure 5.7: Effective masses of the pseudoscalar static-light meson from our
coarse lattice (163 × 32) for point, narrow and wide sources and sinks respec-
tively. We used 50 estimates and averaged over 50 configurations.
Niter ∈ {16, 50, 100} in order to generate a three by three cross-correlation ma-
trix17. Instead of the original gauge fields U we employ APE smeared parallel
transporters UAPE which are more suitable for generating extended sources18.
A visualization of the Wuppertal smearing process is shown in figure 5.6.
In figure 5.7 we plotted the effective masses of our pseudoscalar static light
meson correlator for different amounts of Wuppertal smearing. The masses
labeled by black circles come from a correlator with point sources and sinks,
the red squares from slightly smeared sources and sinks and the blue triangles
from strongly smeared sources and sinks. While the black curve does not show
a plateau at all, the red one shows a plateau from timeslice t = 7. The blue
curve is even below the red one and shows a good plateau from timeslice t = 6.
This means that also the correlator from the red curve is still contaminated
by excited states. Moreover, for large enough times all three curves should
agree within the errors. Since this is not the case up to t/a = 11, one even
would have to go to larger times to observe the ground state for the unsmeared
17An overview of all our parameters is given in section 6.3.
18See next section.
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and slightly smeared single correlator. However, one clearly finds that fermion
field smearing increases the overlap with the physical state and thus the signal.
Excitations are significantly suppressed, already for a few iteration steps. Also
the errors for larger times are smaller than in the unsmeared case. Therefore,
a plateau in the effective mass is reached earlier and also the quality of the
plateau becomes better. Additionally this plot demonstrates the importance of
applying the variational method which enables us to clearly disentangle ground
and first excited states.
5.7.2 Gauge Field Smearing
Having seen how to improve the overlap with the use of smeared interpolators
we will have a look at the gauge fields. It is typical for gauge theories that the
gauge fields are fluctuating violently at short distances. Hence, it is sensible
to smoothen or smear the gauge fields which can be performed in space and
time. Thereby, one usually replaces the link variables by local averages over
short paths connecting the link’s endpoints. During this procedure one has to
take care that gauge covariance and the continuum limit is maintained.
APE Smearing - Improving the Overlap
One way to smooth the fluctuations of the gauge fields is APE-smearing [129,
130, 131, 132]. Within this procedure we just smear the spatial link variables
which are iteratively given by19
V
(n+1)
i (x) = U
(n)
i (x) + α
∑
j 6=i
C
(n)
ij (x) . (5.46)
The average is over the original link variable Ui and the four perpendicular
staples:
C
(n)
ij (x) = U
(n)
j (x)U
(n)
i (x+ jˆ)U
(n)
j (x+ iˆ)
†
+ U
(n)
j (x− jˆ)†U (n)i (x− jˆ)U (n)j (x− jˆ + iˆ). (5.47)
The parameter α is real and may be adjusted depending on the gauge coupling.
For a SU(2) theory the new link V
(n+1)
i (x) is proportional to a group element.
For SU(3) however, this is not the case and one has to project the average
19We use the indices i, j for spatial directions only, while the indices µ, ν label space and
time.
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Figure 5.8: Effective masses of the pseudoscalar static-light meson from our
coarse lattice (163 × 32). The plot shows the groundstate with APE smearing
(black squares) and without (red triangles). We used 50 estimates and averaged
over 50 configurations.
back to the fundamental representation of SU(3). This is usually done by
maximizing Re Tr[XV
(n+1)
i (x)
†] for X ∈ SU(3). Then one can use X as the
new link variable U
(n+1)
i (x)
U
(n+1)
i (x) =PSU(3)V
(n+1)
i (x) . (5.48)
In our simulations we apply 15 smearing steps with a parameter α = 2.5.
A crucial point to note is that all inversions are done on the original gauge
fields to preserve the coupling strength and the fluctuations. APE smeared
gauge fields are only used in the iterative process of generating the smeared
quark fields (5.44). Thereby the overlap is increased and consequently the
signal to noise ratio. This effect can be seen in figure 5.8 where we observe
a better quality of the effective mass plateau and smaller errors for the APE
smeared case.
Stout Smearing - Improving the Static Quark Action
A very similar technique to APE smearing is stout smearing [133]. This way of
link smoothing is analytic and modifies the old link variable in such a manner
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Figure 5.9: Effective masses of the pseudoscalar static-light meson from our
coarse lattice (163 × 32). The plot shows the groundstate with stout smearing
(black squares) and without (blue circles). We used 50 estimates and averaged
over 50 configurations.
that the new link variable remains within SU(3). Hence there is no need for
any projection back into the group. The new link after a smearing step is given
by
U (n+1)µ (x) = e
iQ
(n)
µ (x) U (n)µ (x) , (5.49)
with
Q(n)µ (x) =
i
2
(
Ω(n)µ (x)
† −Ω(n)µ (x)−
1
3
Tr
[
Ω(n)µ (x)
† −Ω(n)µ (x)
])
, (5.50)
Ω(n)µ (x) =
∑
ν 6=µ
ρµν C
(n)
µν (x)
U (n)µ (x)† . (5.51)
The matrix Q
(n)
µ (x) is hermitian and traceless. Thus eiQ
(n)
µ (x) is an element
of SU(3) and consequently also U
(n+1)
µ (x). The ρµν define the weight of the
perpendicular staples C
(n)
µν (x) given in equation (5.47).
The staple weights are commonly chosen to be symmetric, ρµν = ρνµ, or
non-vanishing only for the spatial links, ρµ4 = ρ4µ = 0. In our simulations
however, we use stout smearing to improve the static action, i.e. the lattice
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discretization of U4 within (5.20). For this purpose we smear the temporal
links and choose ρµ4 = ρ4µ =
1
6 , ρµν = 0 for µ, ν 6= 4. This change of the lattice
discretization of the action is possible since it does not change the continuum
action in the limit a → 0. To ensure that the action remains localized we
perform only one smearing step.
The resulting so-called “fat” links reduce the self-energy of the static action
and therefore enhances the signal to noise ratio [93]. Figure 5.9 shows the
effective mass of a static light correlator with and without stout smearing. We
find a significant mass reduction for the stout smeared case and smaller relative
errors, especially for larger time separations. Since we are interested in energy
differences, the self-energies cancel in the end and the physics for meson-meson
and meson-antimeson potentials remain unaffected by this change of the self-
energies.
We emphasize that only the combined effect of all these smearing techniques,
applying the hopping parameter acceleration and the variational method allows
us to measure signals and to extract meson states. Without all these noise
reduction and signal enhancing techniques the signal would die from all the
pollution from noise and excited states.
"Du wollt’st es doch wissen, oder? I kanns
dir schon sagn wer aller dabei war, alle warns
dabei: Die Baryonen, die Mesonen, die Exoten
und, ah, ja klar, und die statisch Leichten.
Freilich, die warn schon dabei. Wir habn ja
noch gesagt, bringens ihre Signale noch rein
in den Korrelator oder nicht? Aber die warn
schon da, wia eine Brezn warn die da."
- Der Weber Max -
Gerhard Polt, Martin Hetzenegger & Sebi
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Static-Light Meson-Meson Potentials
Static-light mesons represent the static limit mQ → ∞ of heavy-light mesons.
In this limit the spectra of heavy-light mesons are characterized by excitations
of the light quark and gluonic degrees of freedom. In particular, the vector-
pseudoscalar splitting vanishes and the static-light meson B can be interpreted
as either a B, a B
∗
, a D or a D∗ heavy-light meson.
Static-light intermeson potentials were first evaluated on the lattice by
Michael and Pennanen in the quenched approximation [134] and with Nf = 2
Sheikholeslami-Wohlert sea quarks [135]. More detailed quenched studies can
be found references [136, 137, 138, 139, 140, 141, 142]. For the computation
of static-light meson-antimeson systems we refer to [93]. Recent dynamical
simulations with twisted mass fermions were carried out by Wagner in refer-
ences [143, 144]. Some descriptions of the following as well as preliminary results
of our calculations with Sheikholeslami-Wohlert fermions were reported in our
Lattice 2010 and Lattice 2011 proceedings [145, 34].
Equipped with the techniques from the previous chapters we are now able to
investigate potentials between pairs of static-light mesons for different spin and
isospin channels. Of special interest in our study is the question of attraction or
repulsion and their dependence on the separation between the static quarks but
also the possible mixing with other states. We numerically determine ground
and excited states of B mesons as well as intermeson potentials between pairs
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of static-light mesons, B(r)B(0) and B(r)B(0). The static quark-quark (or
quark-antiquark) separation is given by r = |r| = Ra,R ∈ N0. a denotes the
lattice spacing, Q a static color source and the positions of the mass-degenerate
light quarks q ∈ {u, d} are not fixed. Our calculations were performed on two
lattices with the nonperturbatively improved Sheikholeslami-Wohlert fermion
and the Wilson gauge actions with Nf = 2 quark flavors at two lattice spacings
a ≈ 0.084 fm and a ≈ 0.077 fm with a pseudoscalar mass of mPS ≈ 770 MeV
and mPS ≈ 400 MeV, respectively.
We show how the correlation functions of our B, BB and BB states are cal-
culated and how the different diagrams are related to the corresponding isospin
channels. Next we present the interpolators and their combinations we use to
obtain various quantum numbers for spin J , parity P and charge conjugation C.
In the case of the intermeson potentials BB and BB we distinguish the two cases
r = 0 and distances r > 0. For our coarse lattice and the operator combinations
that couple to total angular momentum J = 0 at vanishing distance we also
perform a projection of the static-light meson spins into the direction rˆ of the
static source distance. For the other combinations and our fine lattice different
representations will mix. Finally we summarize the improvement methods we
use and specify the details of our lattices and simulation parameters.
6.1 Calculation of the Correlators
6.1.1 Static-Light Mesons
The result for the static-light meson correlation function was already given in
equation (5.27) of section 5.4.3. Now we want to show the evaluation and
implementation of this two-point function in more detail:
CB(t) =
1
V4
∑
x0
∑
x
〈0|B(x, t)B†(x0, 0)|0〉
= ± 1
V4
∑
x0
∑
x
〈〈
q(x, t)α
a
Oα,β Q(x, t)β
a
Q(x0, 0) γ
b
Oγ,δ q(x0, 0) δ
b
〉〉
U
= ∓ 1
V4
∑
x0
∑
x
〈
M−1(x0, 0|x, t) δ,α
b,a
Oα,β D−1static(x, t|x0, 0)β,γ
a,b
Oγ,δ
〉
U
= ∓ 1
V4
∑
x0
〈〈
Tr
[
M−1(x0, 0|x0, t) O 1 + γ4
2
t−1∏
k=0
U †4(x0, ka4ˆ) O
]〉〉
U
.
(6.1)
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B†(x0, 0) creates a static-light meson at space-time point (x0, 0) which is an-
nihilated by B(x, t) at (x, t) on a given gauge configuration. Q labels the
static color source, q the light quark and O a combination of lattice deriva-
tive operators and Dirac γ-matrices. In order to increase statistics and re-
duce statistical errors we additionally average over all possible source points
(x0, t0) ∈ {1, . . . , Lσ}3 × {1, . . . , Lτ} normalized by V4 = L3σLτ which labels
the size of the lattice. The sum over x is due to the projection to definite
momentum where we already set p = 0, see section 5.2. The indices α, β, γ, δ
denote spinor indices and a, b represent color indices. The ± in the second step
depends on the Γ-structure of O. We get one minus sign from each exchange
of fermion fields and maybe an additional minus sign from the commutation of
Γ with γ4 since
(qΓQ)† = (q†γ4ΓQ)† = −Q†Γγ4q = ±Q†γ4Γq = ±(QΓq). (6.2)
The change to ∓ in the third line of equation (6.1) is due to the permutation
of the light quarks q in order to contract them to the light quark propagator
M−1(y|x) = 〈q(y)q¯(x)〉. The static color sources Q have been contracted to
the static propagator D−1static(x, t|x0, 0). In the last step we inserted the static
propagator (5.20) where Uµ(x) is the gauge link connecting the lattice sites x
and x + aµˆ, where µˆ denotes a unit vector in µ-direction. Finally the trace is
taken over color and Dirac indices.
Graphically, our static-light meson correlator can be depicted as
(6.3)
where the straight line represents the static quark propagator and the wiggly
line the light quark propagator.
6.1.2 Static-Light Meson-Meson Potentials
With the experience from calculating the static-light correlation function we
go one step further and determine also correlation functions between pairs of
static-light mesons, namely B(r,t)B(0,t)1 and B(r,t)B(0,t). Thereby the two B
mesons are separated by the static quark-quark (or quark-antiquark) sources
that guarantee definite spatial distance r = |r| = Ra. a denotes the lattice
1In the following we use the more compact index-notation, i.e. we set Bx ≡ B(x).
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spacing, R ∈ N0 and the positions of the light quarks q are not fixed. In
general, for nf mass-degenerate flavors we denote Bi = qiOQ as the static-light
meson with light quark qi where i = 1, . . . , nf labels the quark flavor.
To keep formulas well-arranged we will not display the normalization fac-
tors, the sums for averaging over the whole lattice as well as the Fourier-
transformations for momentum projection. Also Dirac and color indices will
be omitted.
BB Meson Potentials
With these definitions the correlator of a potential between two static-light Bi
mesons can be evaluated as:
CBiBj (t) = 〈0|Bi(0,t)Bi(r,t) (Bj(0,0)Bj(r,0))†|0〉
=±
〈〈
qi(0,t)OQ(0,t) qi(r,t)OQ(r,t)Q(r,0)O qj(r,0)Q(0,0)O qj(0,0)
〉〉
U
=± δij
〈〈
Tr
[
OM−1(0,0|0,t)OD−1(0,t|0,0)
]
Tr
[
OM−1(r,0|r,t)OD−1(r,t|r,0)
]〉〉
U
∓ δij
〈〈
Tr
[
OM−1(r,0|0,t)OD−1(0,t|0,0)OM−1(0,0|r,t)OD−1(r,t|r,0)
]〉〉
U
=± δij
(
−
)
, (6.4)
where the ± in the second step and the change to ∓ for the second term in the
third step is of the same reasons as in the case of the static-light correlator, see
equation (6.1). The traces are over Dirac and color indices again which are not
displayed. One also observes that the correlation function is only non-zero for
i = j.
Let us have a closer look at isospin. Since only the light quarks carry isospin
it is convenient to classify BB mesons according to isospin. For our case of
nf = 2 light quark flavors the isospin singlet corresponds to the representation
1√
2
(ud+ du) and the isotriplet to (uu, dd, 1√
2
(ud− du)) . This means that for
I = 1 both diagrams, the disconnected and the connected, contribute to the
correlator. However, within the I = 0 sector the connected diagram does not
appear and the correlator is only given by the disconnected diagram.
BB Meson Potentials
Next, we calculate the potential between a Bi and a Bi meson. It is given by
CBiBj (t) = 〈0|Bi(0,t)B
i †
(r,t) (Bj(0,0)Bj †(r,0))†|0〉
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=±
〈〈
qi(0,t)OQ(0,t)Q(r,t)O qi(r,t) qj(r,0)OQ(r,0)Q(0,0)O qj(0,0)
〉〉
U
=± δij
〈〈
Tr
[
OM−1(0,0|0,t)OD−1(0,t|0,0)
]
Tr
[
OM−1(r,t|r,0)OD−1(r,0|r,t)
]〉〉
U
∓
〈〈
Tr
[
OM−1(r,t|0,t)OD−1(0,t|0,0)OM−1(0,0|r,0)OD−1(r,0|r,t)
]〉〉
U
=± δij ∓ . (6.5)
The traces are over Dirac and color indices again and the evaluation is in analogy
to equation (6.4). The corresponding isospin representations for the BB states
are now given by (d¯u, u¯d, 1√
2
(u¯u − d¯d)) for I = 1 and 1√
2
(u¯u + d¯d) for I = 0.
For the isosinglet one receives contributions from the connected diagram in any
case while the disconnected diagram only contributes for i = j. In contrast, for
the isotriplet the connected diagram does not appear and the correlator is only
given by the disconnected diagram.
Summary of our Calculations
Let us now sum over the flavor indices i and j for the correlators CBB(t) and
CBB(t). We define the (unnormalized) meson states,
|Bi〉 = Bi † |0〉 (6.6)
and consider the case of nf = 2 degenerate quark flavors
2. We further define a
symmetric meson state |Bs〉 and a antisymmetric meson state |Ba〉:
|Bs〉 = 1√
2
(|B1〉+ |B2〉), (6.7)
|Ba〉 = 1√
2
(|B1〉 − |B2〉). (6.8)
For instance, one finds that the antisymmetric combination decouples from the
other states:
CBsBa(t) = 0, (6.9)
CBaBa(t) = ± . (6.10)
The generalization to nf > 2 yields that only the completely symmetric com-
bination of the states |Bi〉 has a nontrivial mixing. For each antisymmetric
2The following part is mainly based on chapter II.C of [93].
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combination in two or more flavor indices the overlap with the QQ states van-
ishes. Therefore, we define our general symmetric static-light meson state as
|B〉 = 1√
nf
nf∑
i
|Bi〉 . (6.11)
Then, for nf = 2, the correlation functions for our meson-meson potentials
classified due to isospin are given by (graphically and without irrelevant overall
phases3):
• Isospin I = 0:
CBB(t) = (6.12)
CBB(t) = − 2 (6.13)
• Isospin I = 1:
CBB(t) = − (6.14)
CBB(t) = (6.15)
6.2 Representations and Classification of States
This section is mainly taken from our Lattice 2010 proceedings [145]. In ad-
dition we refer to [46]. In the continuum limit, the static-light states can be
classified according to fermionic representations JP of the rotation group O(3).
At vanishing distance r = 0 the BB and BB states can be characterized by
integer JP and JPC quantum numbers, respectively. However at r = |r| > 0
the O(3) (or O(3) ⊗ C) symmetry is broken down to its cylindrical D∞h sub-
group. The irreducible representations of this are conventionally labeled by the
3Since we are only interested in energies and energy differences respectively, an overall sign
or factor does not affect our calculations and results.
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spin along the axis Λ, where Σ,Π,∆ refer to Λ = 0, 1, 2, respectively, with a
subscript η = g for gerade (even) PC = + or η = u for ungerade (odd) PC = −
transformation properties with respect to the midpoint. All Λ ≥ 1 represen-
tations are two-dimensional. The one-dimensional Σ representations carry an
additional σv = ± superscript for their reflection symmetry with respect to a
plane that includes the two endpoints.
6.2.1 Operators and Quantum Numbers
To create states of different JP (C) we use operators O that contain combinations
of Dirac γ-matrices and covariant lattice derivatives ∇[U ] that act on a fermion
spinor q as,
∇µqx = Ux,µqy+aµˆ − Ux,−µqx−aµˆ , where Ux,−µ = U †x−aµˆ,µ . (6.16)
On the lattice the continuum rotational symmetry is broken and the groups O(3)
and D∞h need to be replaced by their finite dimensional subgroups Oh and D4h,
respectively. We label fermionic representations of the octahedral group Oh as
Oh
′. For fermionic representations of D∞h that we do not need in the present
context, see reference [105]. It is well known, see e.g. reference [46], that the
assignment of a continuum spin to a lattice representation can be ambiguous,
in particular for radial excitations because a given Oh representation can be
subduced from several continuum Js. For instance,
G1 ← J = 1
2
,
7
2
, . . . A1 ← J = 0, 4, . . .
H ← J = 3
2
,
5
2
, . . . T1 ← J = 1, 3, 4, . . .
(6.17)
For Λ ≤ 2 the mapping of continuum D∞h onto discrete D4h representations
is more straight forward. Hence in this case we adopt the continuum notation
only.
The operators that we used to create the static-light mesons are displayed in
table 6.1 (see, e.g., reference [119]). The intermeson potentials were obtained by
combining two static-light mesons of different (or the same) quantum numbers.
This can be projected into an irreducible D∞h representation, either by coupling
the light quarks together in spinor space [143] or by projecting the static-light
meson spins into the direction rˆ of the static source distance, by applying 12(1±
iγ5γ · rˆ), and taking appropriate symmetric (Sz = 1) or antisymmetric (Sz =
0) spin combinations. Both approaches can be related to each other via a
Fierz transformation. For our coarse lattice and the operator combinations that
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O wave [119] Oh′ rep. continuum JP JP (heavy-light)
γ5 S G
+
1
1
2
+
0−, 1−
1 P− G−1
1
2
−
0+, 1+
γi∇i P− G−1 12
−
0+, 1+
(γ1∇1 − γ2∇2) + cycl. P+ H− 32
−
1+, 2+
Table 6.1: Operators and representations for static-light mesons. In the last
column we display the JP for a heavy-light meson, obtained by substituting
the (spinless) static source by a heavy fermion.
O ⊗ O Isospin: I = 1 Isospin: I = 0
Sz r = 0: J
P r > 0: Λ
(σν)
η r = 0: J
PC r > 0: Λ
(σν)
η
γ5 ⊗ γ5, 1 ⊗ 1 0 0+, 1+ Σ+g ,Σ+g 0++, 1+− Σ+g ,Σ−u
1 1+ Πg 1
+− Πu
γ5 ⊗ 1, γ5 ⊗ γi∇i 0 0−, 1− Σ−u ,Σ−u 0−+, 1−− Σ−u ,Σ+g
1 1− Πu 1−− Πg
γ5 ⊗ (γ1∇1 − γ2∇2) / 1−, 2− Σ+u ,Πu,∆u 1−−, 2−+ Σ+g ,Πg,Σ+u
γi∇i ⊗ (γ1∇1 − γ2∇2) / 1+, 2+ Σ−g ,Πg,∆g 1+−, 2++ Σ−u ,Πu,Σ+g
Table 6.2: Operators and continuum representations for the meson-meson (BB)
and meson-antimeson (BB) states in the isosinglet as well as the isovector chan-
nel. The quantum numbers heavy-light mesons would carry are not displayed.
couple to total angular momentum J = 0 we have performed this spin projection
which is discussed in more detail in the next subsection. For the other operator
combinations on our coarse lattice and all operator combinations on our large
lattice we have not performed this projection, due to limited computing time,
and thus different representations will mix. The analyzed operators and the
corresponding representations are listed in table 6.2. We note that the operator
combinations γ5 ⊗ γ5 and 1 ⊗ 1 carry the same quantum numbers as well as
the combinations γ5 ⊗ 1 and γ5 ⊗ γi∇i.
For J > 0 and r > 0 the irreducible representations of O(3) split up into two
or more irreducible representations of D∞h. For instance the angular momen-
tum of the P+ wave operator within (J
P = 1−, 2−; r = 0) can be perpendicular
or parallel to the intermeson axis. For the axis pointing into the 3ˆ-direction, we
call the S⊗P+ operator γ5⊗ (γ1∇1− γ2∇2) “parallel” (γ5⊗P‖) and the other
combinations “perpendicular” (γ5 ⊗ P⊥). Equally, for our P− ⊗ P+ operator
γi∇i⊗ (γ1∇1− γ2∇2) we label the “parallel” combination as γi∇i⊗P‖ and the
“perpendicular” combination as γi∇i ⊗ P⊥.
The P⊥ states have no angular momentum pointing into the direction of the
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axis and hence only couple with the light quarks to the Σ and Π states. Vice
versa, the P‖ operators can only create Π and ∆ states but not the Σ states.
6.2.2 The Coupling of two B Mesons − Spin Projection
As mentioned, the spin projection has only been performed on our coarse lattice
and only for the operators that couple to spin 12 (see table 6.1 and table 6.2).
For all other combinations and the combinations on our fine lattice, different
representations will mix. Because of the asymptotic behavior of the correlation
function one then gets the lowest energy eigenstate in the limit t → ∞. How-
ever, not all operators have good overlap with the ground state. Therefore an
unambiguous determination of the spin states in these cases is difficult.
Building BB and BB states by coupling two static-light mesons means cou-
pling two half-integral spin states. In order to get meson-meson or meson-
antimeson states of well defined spin quantum numbers |S, Sz〉 we first project
the static-light meson spins into the direction rˆ of the static source distance.
The projection operator P± is given by
P± = 1
2
(1± iγ5γ · rˆ) , (6.18)
with properties
P±P± = P±P†± = P†±P± = P± , (6.19)
P±P∓ = P∓P± = P±P†∓ = 0 . (6.20)
Applying the projection operator to the static-light mesons we get
P+B = B↑ = qOP+Q(x) , (6.21)
P−B = B↓ = qOP−Q(x) . (6.22)
Now we can form well defined spin states |S, Sz〉 by taking appropriate sym-
metric or antisymmetric spin combinations. The antisymmetric singlet state is
then given by
|0, 0〉 = 1√
2
(B↑B↓ − B↓B↑) (6.23)
and the symmetric triplet by
|1, 1〉 = B↑B↑, |1, 0〉 = 1√
2
(B↑B↓ + B↓B↑), |1,−1〉 = B↓B↓ . (6.24)
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In our notation of table 6.2, Σg labels the antisymmetric |0, 0〉 state, Σu the
symmetric |1, 0〉 state and Πg/u the linear combination 12(|1, 1〉 ± i|1,−1〉).
Using the results of section 6.1.2 we evaluate the static-light meson-meson
and meson-antimeson correlators for Σg/u and Πg/u spin states. We start with
the correlation function between two B mesons for the Σg state. Without
irrelevant phases the correlator can be calculated as
C
Σg
BiBj (t) = 〈0| (B
↑i
(0,t)B↓i(r,t) − B↓i(0,t)B↑i(r,t)) (B↑j(0,0)B↓j(r,0) − B↓j(0,0)B↑j(r,0))† |0〉
= 〈0| B↑i(0,t)B↓i(r,t)(B↑j(0,0)B↓j(r,0))† − B↑i(0,t)B↓i(r,t)(B↓j(0,0)B↑j(r,0))†
− B↓i(0,t)B↑i(r,t)(B↑j(0,0)B↓j(r,0))† + B↓i(0,t)B↑i(r,t))(B↓j(0,0)B↑j(r,0))†|0〉 . (6.25)
By expanding these four terms the same way as in section 6.1.1 and using
the commutation rules for γ-matrices and fermions as well as the properties
of the spin projector (see eq. 6.19) we find that the second and third terms
of equation (6.25) disappear. Thus, both states, Σg and Σu, are degenerated,
since C
Σg
BiBj (t) and C
Σu
BiBj (t) only differ by the sign of the second and the third
term (see, e.g., eq. 6.23 and eq. 6.24). The first and fourth terms finally yield
C
Σg/u
BiBj (t) =± δij
〈〈
Tr
[
P+OM−1(0,0|0,t)OD−1(0,t|0,0)
]
Tr
[
P−OM−1(r,0|r,t)OD−1(r,t|r,0)
]〉〉
U
± δij
〈〈
Tr
[
P−OM−1(0,0|0,t)OD−1(0,t|0,0)
]
Tr
[
P+OM−1(r,0|r,t)OD−1(r,t|r,0)
]〉〉
U
∓ δij
〈〈
Tr
[
P+OM−1(r,0|0,t)OD−1(0,t|0,0) P−OM−1(0,0|r,t)OD−1(r,t|r,0)
]〉〉
U
∓ δij
〈〈
Tr
[
P−OM−1(r,0|0,t)OD−1(0,t|0,0) P+OM−1(0,0|r,t)OD−1(r,t|r,0)
]〉〉
U
=± δij
[(
P+ P−
+
P− P+
)
−
(
P+ P−
+
P− P+
)]
. (6.26)
The correlator for the Πg/u states then is trivial and given by
C
Πg/u
BiBj (t) = ±δij
[(
P+ P+
+
P− P−
)
−
(
P+ P+
+
P− P−
)]
. (6.27)
In analogy the correlation functions for static-light meson-antimeson states
for Σg/u reads
C
Σg/u
BiBj (t) =± δij
〈〈
Tr
[
P+OM−1(0,0|0,t)OD−1(0,t|0,0)
]
Tr
[
P−OM−1(r,t|r,0)OD−1(r,0|r,t)
]〉〉
U
± δij
〈〈
Tr
[
P−OM−1(0,0|0,t)OD−1(0,t|0,0)
]
Tr
[
P+OM−1(r,t|r,0)OD−1(r,0|r,t)
]〉〉
U
∓
〈〈
Tr
[
P+OM−1(r,t|0,t)OD−1(0,t|0,0)P−OM−1(0,0|r,0)OD−1(r,0|r,t)
]〉〉
U
∓
〈〈
Tr
[
P−OM−1(r,t|0,t)OD−1(0,t|0,0)P+OM−1(0,0|r,0)OD−1(r,0|r,t)
]〉〉
U
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=± δij
(
P+ P−
+
P− P+
)
∓
(
P+ P−
+
P− P+
)
. (6.28)
For the Πg/u state it is given by
C
Πg/u
BiBj (t) = ±δij
(
P+ P+
+
P− P−
)
∓
(
P+ P+
+
P− P−
)
. (6.29)
6.3 Simulation Details
For the numerical evaluation we employ two sets of Nf = 2 Sheikholeslami-
Wohlert configurations generated by the QCDSF Collaboration [146]. The pa-
rameter values for our small and our large lattice are listed in table 6.3 where
the Sommer parameter with r0 = 0.5 fm was used to set the physical scale [89]
(see also section 4.6). The inversion of the Dirac operator is very expensive
for the physical small up and down quark masses which are degenerate in our
simulations, mu = md. Thus, calculations are often performed at unphysically
high quark masses mq. They are related to the lattice parameter κ via
amq =
1
2
(
1
κ
− 1
κcrit
)
. (6.30)
On both lattices valence and sea quark masses are equal, κ = κsea = κval.
However, our coarse lattice has a smaller κ value than our fine lattice. Hence
the pseudoscalar mass is much higher on the 163 × 32 lattice (770 MeV) than
on the 243 × 48 lattice (400 MeV). This might also yield interesting insights
in the interactions between two B mesons and the question of attraction or
repulsion. Finally, to obtain observables in physical units, the scale is set using
the Sommer parameter r0(β, κ) = 0.5 fm and the pseudoscalar mass corresponds
to its infinite volume value.
In order to evaluate the correlation functions (6.1) and (6.12) - (6.15) for
B,BB and BB mesons on the lattice we have written codes in C++ using the
volume L3σ × Lτ β κval = κsea cSW a [fm] La [fm] mPS [MeV] Nconf
163 × 32 5.29 0.13550 1.9192 0.084 1.34 770(9) 180
243 × 48 5.29 0.13620 1.9192 0.077 1.85 400(4) 200
Table 6.3: Lattice parameters.
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Chroma software library [147, 148]. Thereby we apply the methods of chapter 5
and give a short summary and repeat4.
To achieve high statistics all-to-all propagators need to be computed. This is
done using stochastic estimator techniques. We generate 300 complex Z2 noise
sources and apply the hopping parameter expansion to reduce the stochastic
variance [125, 93, 120]. Furthermore we enhance the signal over noise ratio by
employing a static action with reduced self-energy [93]. This is done by apply-
ing one stout smearing step [133] with the parameter ρ = 1/6 to the temporal
links, used to calculate the static propagators. Wuppertal smearing [126] with
a hopping parameter value κw = 0.3 is applied to the source and sink operators,
where we employ spatially smeared parallel transporters (APE smearing) [93]
with the parameters niter = 15, α = 2.5. Wuppertal smearing changes the over-
lap of the interpolators with the physical states. Since we are not only interested
in ground states but also in excited states, differently smeared interpolators are
applied to get access to the desired states5. A very effective technique is the vari-
ational method. We generate a basis of three differently smeared source and sink
interpolators with iteration numbers Niter ∈ {16, 50, 100} for all our operators.
Masses are then extracted from the resulting three by three cross-correlation
matrices, solving a generalized eigenvalue problem as explained in section 5.3.1.
Errors are calculated using the jackknife method (see appendix C.3).
Our computations were mainly performed on the high performance cluster
Athene located at the computer center of the University of Regensburg [149].
4Taken from our Lattice 2010 proceedings [145]
5We explicitly make use of this property in section 7.3.3
"Das Scho¨nste, was wir erleben ko¨nnen, ist das
Geheimnisvolle. Es ist das Grundgefu¨hl, das
an der Wiege von wahrer Kunst und Wissenschaft
steht. Wer es nicht kennt und sich nicht
mehr wundern, nicht mehr staunen kann, der ist
sozusagen tot und sein Auge ist erloschen."
Albert Einstein
7
Results
Using the methods detailed in the previous chapters, we now want to address the
question of attraction or repulsion between two B mesons. Of special interest is
the relation between the static-light meson-(anti)meson potential and the static
quark-(anti)quark separation.
We start our discussion with the analysis of static-light mesons for both
lattices. Using this example, we explain how we extract masses for ground
and excited states using effective masses for selecting the fit ranges. Next, we
move on to BB meson-meson states and define the intermeson potential VBB(r)
between pairs of static-light mesons. The results for both lattices, different
operator combinations, different spin and isospin channels are discussed and
compared.
Subsequently, we come to the BB meson-antimeson states which are also
very interesting. In the isovector channel these states have the same quantum
numbers as states consisting of a QQ static potential and a scalar I = 1 particle.
The isoscalar channel is even more complicated, since some operators in the
Sz = 0 channel couple directly to the static quark potential or the vacuum
state. Thus, at this background of multiparticle excitations, it is difficult to
interpret the nature of the lowest few energy levels.
We note that the main results and explanations of the following were already
reported in our Lattice 2010 and Lattice 2011 proceedings [145, 34].
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7.1 Static-Light Mesons
In order to determine the energy levels of the static-light mesons, we calculate
the static-light correlation function (6.1) for a three by three cross-correlation
matrix. The meson interpolators differ by their amount of Wuppertal smear-
ing steps given in section 6.3. Then, solving the generalized eigenvalue prob-
lem (5.15) yields the eigenvalues (5.16)
λk(t, t0) ∝ e−(t−t0)mk [1 +O(e−(t−t0) ∆mk)] , (7.1)
as stated in section 5.3.1. Therefore, to extract the masses mk by correlated fits
(see appendix C.2) we use one- and also two-exponential ansa¨tze of the form
Cλk(t) = A1 e
−(t−t0)mk
[
+A2 e
−(t−t0)m′k
]
. (7.2)
Although the masses from higher excited states should die out for long time sep-
arations there are obvious reasons to additionally perform the four-parameter
fits. In spite of using the variational method, signals are usually polluted at
short time separations and for large times the signals might disappear in the
noise. Thus, ranges for reliable one-exponential fits are often short and noisy,
especially for the excited channels. Applying two-exponential fits enables us to
start much earlier in time and thus to fit a larger range. We note that one has
to include at least five data points as in this case there are four fit parameters.
Contamination from excitations will then hopefully be absorbed in the second
exponent m′k and the mass mk will be bared. However, two-exponential fits are
more complicated to perform since these depend very sensitively on the four
start parameters, the diagonalization-timeslice t0 and the fit range. We there-
fore start with the one-exponential fit and use the result as input parameter
for the two-exponential fit. The reliability of fits is characterized by the ratio
χ2/d.o.f. where d.o.f. labels the number of degrees of freedom. In addition we
take care that fit parameters stay stable within errors against variation of fit
ranges, i.e. the earliest timeslice tmin where we can start fitting is reached when
the fit parameters agree within errors with the fit parameters obtained from fits
starting at tmin + 1. A very small amplitude, a huge second mass or huge errors
for amplitudes or masses,e.g., might indicate that the fitter does not “see” two
exponents. In order to decide which fit we can trust most, we compare the
results from one- and two-exponential fits in different fit ranges and choose the
most reliable one.
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To determine suitable fit ranges for the one-exponential fits, we calculate
effective masses Meff from ratios of adjacent timeslices and refer to section 5.3.2.
It is given by
Mkeff,t0
(
t+
a
2
)
= a−1 ln
(
λk(t, t0)
λk(t+ a, t0)
)
, (7.3)
and will form a plateau as a function of t once the contributions of higher
excited states are strongly suppressed. We note that the quality of the effective
mass plateaus can depend upon the operators generating the desired quantum
numbers as well as upon the chosen basis. The reason is, that the various
interpolators have different overlap with ground and excited states.
In figure 7.1, we show the effective energy levels Eeff for t0 = 2a for all our
static-light operators from table 6.1. On the left hand side we display the results
from the coarse lattice and on the right hand side those from the fine lattice.
In each channel all three eigenvalues are plotted. Black circles represent the
ground state, blue squares the first excited state and green triangles the second
excited one. The red horizontal lines mark our fit results plus and minus the
error in the corresponding time interval [tmin, tmax] from the single-exponential
ansatz. In tables 7.1 to 7.4 we give the values of the fitted masses, together
with t0, the ratio χ
2/d.o.f. and the fit ranges for both, one- and two-exponential
fits. The fit results we trust most, either from the single or from the double
exponential fits, are printed bold.
The figure shows long and clear plateaus with small errors for all ground
state masses, except for the ∇iγi operator on the large lattice and the (∇1γ1−
∇2γ2) P+ wave on our small lattice. First and second excited states are af-
flicted with larger errors and form shorter plateaus in most cases, since noise
is swallowing the signal earlier. While the signals for the first excited state on
our coarse lattice are quite good and form adequate plateaus the signals on the
fine lattice are a bit weaker and the quality of the plateau is poorer. Also the
time tmin where the plateaus start are larger on the fine lattice than on the
coarse lattice. This is due to the smaller lattice spacing but also in debt of the
much smaller quark mass on the fine lattice. Consequently the mass mk of the
eigenvalue λk governs the correlator only at larger time separations. For this
reason also, the two-exponential ansatz mostly yields more reliable results on
the fine lattice. The second excited state provides the weakest signals and the
largest errors. Since it is the last state in our three by three operator basis, it is
the state which is most contaminated by higher excitations. However, we also
try to extract the masses of second excited states when possible, but enjoy the
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Figure 7.1: Effective mass plots for static-light mesons from our coarse (left
column) and fine (right column) lattice. Both ground and excited states for all
our operators are shown. The red horizontal lines indicate the m± σm results
from correlated single exponential fits to the corresponding time intervals which
are also given in table 7.1 and 7.3.
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O t0 amλ0 χ2/ν [tmin, tmax] t0 amλ1 χ2/ν [tmin, tmax] t0 amλ2 χ2/ν [tmin, tmax]
γ5 2 0.5268(11) 1.27 [6, 11] 2 0.7899(49) 0.10 [6, 10] − − − −
1 2 0.6833(51) 0.82 [6, 10] 2 0.9190(40) 0.39 [3, 7] − − − −
∇iγi 2 0.6928(45) 0.67 [7, 11] 2 0.9076(60) 0.21 [5, 9] − − − −
(∇1γ1 −∇2γ2) 2 0.6976(40) 2.67 [7, 11] 2 0.9248(85) 0.14 [6, 9] − − − −
Table 7.1: Static-light meson masses from our 163 × 32 lattice obtained from single exponential fits.
O t0 amλ0 χ2/ν [tmin, tmax] t0 amλ1 χ2/ν [tmin, tmax] t0 amλ2 χ2/ν [tmin, tmax]
γ5 1 0.5262(14) 1.35 [2, 11] 1 0.7913(49) 0.33 [2, 10] 1 0.9891(99) 1.64 [2, 8]
1 − − − − − − − − − − − −
∇iγi 1 0.6909(49) 1.05 [2, 11] 1 0.9006(148) 1.21 [2, 9] 1 1.0560(232) 0.96 [2, 8]
(∇1γ1 −∇2γ2) 1 0.6920(57) 1.73 [2, 11] 1 0.9198(114) 0.60 [2, 9] 1 1.1125(123) 0.67 [2, 8]
Table 7.2: Static-light meson masses from our 163 × 32 lattice obtained from double exponential fits.
O t0 amλ0 χ2/ν [tmin, tmax] t0 amλ1 χ2/ν [tmin, tmax] t0 amλ2 χ2/ν [tmin, tmax]
γ5 2 0.4682(9) 1.01 [8, 15] − − − − − − − −
1 2 0.6002(24) 1.25 [6, 13] 2 0.7978(37) 0.78 [5, 9] 2 0.9886(34) 0.19 [5, 9]
∇iγi − − − − 2 0.8100(91) 0.29 [7, 11] − − − −
(∇1γ1 −∇2γ2) 2 0.6188(32) 0.31 [8, 13] 2 0.8444(63) 0.45 [7, 11] − − − −
Table 7.3: Static-light meson masses from our 243 × 48 lattice obtained from single exponential fits.
O t0 amλ0 χ2/ν [tmin, tmax] t0 amλ1 χ2/ν [tmin, tmax] t0 amλ2 χ2/ν [tmin, tmax]
γ5 1 0.4671(11) 0.87 [2, 15] 1 0.7056(52) 1.07 [2, 9] 1 0.9134(86) 0.74 [2, 12]
1 2 0.5920(65) 1.04 [3, 13] 2 0.7561(420) 0.63 [3, 11] 2 0.9610(238) 0.79 [3, 10]
∇iγi 1 0.6074(52) 1.22 [3, 11] 1 0.8128(84) 1.34 [2, 11] 1 0.9941(116) 1.35 [2, 10]
(∇1γ1 −∇2γ2) 1 0.6134(53) 1.22 [3, 13] 1 0.8426(59) 0.66 [2, 12] 1 1.0471(82) 0.95 [2, 10]
Table 7.4: Static-light meson masses from our 243 × 48 lattice obtained from double exponential fits.
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Figure 7.2: Summary plot of the static-light meson spectra. The black shaded
rectangles represent our results from the coarse lattice and the red rectangles
those from the fine lattice. Both ground and excited states for all our operators
are shown.
results with caution. An overview of the effective static-light meson masses is
displayed in figure 7.2.
7.2 BB Intermeson Potentials
In the following we present our results for the potentials between two mesons,
B(r)B(0), for different static quark-quark separations r = |r| = Ra with a
being the lattice spacing. We show some effective mass plots and define the
intermeson potential VBB. Next, we discuss our results and answer the question
of attraction or repulsion. The different spin and isospin channels on our two
lattice sets are compared and analyzed. Also the relation between the pion
masses corresponding to a lattice set and the interaction strength between two
B mesons is discussed.
We perform one and two exponential fits for all our computed potentials
at each separation r. The fit results are compared and carefully checked with
respect to the stability of the fit parameters by varying the fit ranges and with
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respect to other parameters like the confidence of the fit or the ratio χ2/d.o.f..
7.2.1 Effective Masses
In figure 7.3 we display the effective ground state energy levels Eeff for t0 = 2a
of the γ5⊗γ5 BB system for different distances R = r/a. The upper plot shows
the results obtained from the coarse lattice in the I = Sz = 0 channel and the
lower one those from the fine lattice for I = 0. One should also keep in mind
that on the 243 × 48 lattice we did not perform the spin projection and hence
there will be additional pollution from the Πu state, see table 6.2.
For both lattice sets we find that the quality of the effective mass plateaus
deteriorates with decreasing distance. Since the two B mesons are interacting
more strongly for short distance the wavefunction of such meson-meson states
differs from the mere product of our two static-light meson interpolators. These
interactions cause smaller effective masses at short distances. This is a first
indicator for attraction at short static quark-quark separations in this channel.
For increasing distances the effective masses of the BB state are increasing
too and approach the sum of two 12
+
static-light meson effective masses, the
expected r →∞ limit, represented by the blue dotted curve.
For time separations t > 9a on the 163 × 32 lattice signals become weak.
Especially from the 243 × 48 lattice one sees that noise is gaining the upper
hand for times t > 11a. Errors are comparable within lattice units. Due
to the poor quality of many effective mass plateaus, two-exponential fits to
the t/a ∈ {3, . . . , 10/11} data yield the most reliable masses for the displayed
examples.
7.2.2 Potentials
Our aim is to clarify the question of attraction or repulsion between a pair of two
B mesons as a function of their static quark separation. Monitoring effective
mass curves however can only exhibit the rough trend and is basically used
to choose appropriate fit ranges. Therefore, we define intermeson potentials
as the difference between the meson-meson energy levels and the r → ∞ two
static-light meson limiting cases:
VB1B2(r) = EB1B2(r)− (mB1 +mB2) r→∞−→ 0 . (7.4)
The indices in B1,B2 represent the general case when we combine two static-
light mesons of different (or the same) quantum numbers generated by the
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corresponding operators given in table 6.1 and 6.2. For calculating the corre-
lated difference between the BB meson energy levels and two static-light mesons
we use the jackknife method.
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Figure 7.3: Effective groundstate masses of the γ5⊗γ5 (Σ+g ) operator at different
distances. The upper plot displays the I = Sz = 0 channel on the 16
3 × 32
lattice, the lower one the I = 0 channel without spin projection on the 243×48
lattice. The dotted line corresponds to twice the mass of a single 12
+
static-light
meson.
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Figure 7.4: BB meson energy levels on the 163 × 32 lattice in the isoscalar Σ+g
channel for both operator combinations (see table 6.2), γ5⊗γ5 (full symbols) and
1⊗1 (open symbols). The horizontal lines mark the corresponding mB1 +mB2
results from correlated fits, where their widths indicate the fit error.
Determining intermeson potentials eliminates a further issue. Energies eval-
uated in lattice simulations with static sources are afflicted with a large unphysi-
cal static self-energy contribution. By forming the difference these contributions
cancel and we are able to concentrate on the binding energy between the states.
Before presenting the potentials we first have a look at BB meson energies.
In figure 7.4 we compare the isoscalar Σ+g channel for our two operator combi-
nations γ5⊗γ5 and 1⊗1. We display ground, first and second excited states for
both combinations and in addition the corresponding static-light meson masses
mB1 + mB2 . On the x-axis one reads the separation r in fm and on the y-axis
the energy levels both, in lattice units as well as in MeV.
Although both operator combinations generate the same quantum numbers
we observe significant differences in the energies. The γ5 ⊗ γ5 levels are lying
much lower (of the order of 700 MeV) than the related 1⊗ 1 levels. The 1⊗ 1
ground state is lying slightly above the γ5 ⊗ γ5 first excited state just like the
ratio between the 1⊗1 first excited state and the γ5⊗ γ5 second excited state.
Both are of the order of 50 to 100 MeV. So this provides a good example that
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operators with the same quantum numbers but different Dirac structures can
couple to different sets of physical states. For this reason we determine the
difference for the intermeson potentials only from meson-meson energies and
static-light mesons with the corresponding operators of the same structure.
In this case we assume that the γ5 ⊗ γ5 combination couples to the ground
state Σ+g whereas the 1⊗1 combination overlaps most with the first excited state
Σ+′g . The marginal mass shift might arise from a small ground state contribution
which pollutes the excitations. Similar observations were also found in [143].
7.2.3 Isoscalar Potentials
In this section we present intermeson potentials VB1B2(r) in the isoscalar channel
of a selected operator combination. Our remaining results for BB potentials
with isospin I = 0 can be found in appendix D.1.
In figure 7.5 we display within three panels the operator combination γ5 ⊗
γ5. On our coarse lattice we distinguish between the Sz = 0 (top panel) and
the Sz = 1 (intermediate panel) spin channel while on our fine lattice both
representations mix (bottom panel). For all plots we use black circles, red
squares and blue triangles to mark the ground, the first excited and the second
excited states respectively. The x-axis displays the separation r in fm and the
y-axis the energy levels both, in lattice units as well as in MeV.
The first plot of this figure shows the ground state (Σ+g ), the first excited
state (Σ+′g ) and the second excited state (Σ+′′g ). In the last case the energetically
most favorable r → ∞ combination of states would be a 12
+
(γ5) ground state
plus a radially excited 12
+′′
state (γ5). The next level would be the sum of two
1
2
+′
states. It is not clear to which one of these states our creation operator has
best overlap. In the figure we display both possibilities. The latter assignment
however would mean that in the second excited state there is strong attraction of
the order of 140 MeV at intermediate distances. Although the first excited state
is attractive of the order of 50 MeV at the same distance, the ground state is not
and approaches the expected limit. Thus we assume that also the intermeson
potentials for the excited states should go to zero. At short distances we find
strong attraction for all energy levels in a range of approximately 350 MeV to
100 MeV from the ground to the second excited state.
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Figure 7.5: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination γ5⊗γ5. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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In the intermediate panel of the figure we display the potentials for spin
Sz = 1 with quantum numbers Πu, Π
′
u and Π
′′
u for ground state, first and
second excitation. Also in this case the (12
+
+ 12
+′′
) level is chosen to represent
the Π′′u state for the same reason. The attraction for short separations is a
bit smaller in this spin channel. It is of the order of 200 MeV for ground and
first excited state and of the order of 100 MeV for the second excited state. At
intermediate distances of 0.4 fm the potentials for the Πu and Π
′′
u state approach
zero while the Π′u state is attractive and of the same order as the Σ+′g state.
Finally, the bottom plot shows the results from our fine lattice. The states
are represented by Σ+g , Σ
+′
g and Σ
+′′
g since they mark the lowest lying states.
As on the coarse lattice we find attraction for short distances and the expected
infinite distance limit at static quark separations of about 0.4 fm. The scaling
seems to be a bit smoother and we will pick up on this point in section 7.2.6.
The errors for the excited states are larger than in the two previous cases. We
think this is due to the mixing of the different spin representations. While the
ground state is still well resolved the excited states Σ+g and Σ
+′
g are significantly
contaminated by the Πu states.
7.2.4 Isovector Potentials
Next we pick one interesting example from the isovector channel and refer to
appendix D.1 for the remaining I = 1 BB intermeson potentials. In figure 7.6
we show the operator combination γ5 ⊗ 1.
In the first plot we again depict the case where the spin component Sz
is projected to zero. The Σ−u ground state is attractive at short distances of
O(100) MeV. At intermediate distances we observe evident repulsion of the
order of 50 MeV in a range from 0.2 − 0.4 fm. For the first excited state
(Σ−′u ) there are two possible combination of states, a radially excited
1
2
+′
state
(γ5) plus a
1
2
−
(1) ground state or the reversed case, namely the sum of 12
+
and 12
−′
. While the first assignment approaches the expected r → ∞ limit at
intermediate distances, the latter shows repulsion of O(50) MeV. However, we
think that this repulsive channel marks the correct first excited state. It is
energetically most favorable and therefore our first choice. In addition, this is
consistent with our ground state results. In analogy we choose the combination
(12
+′′
+ 12
−
) to represent the second excited state Σ−′′u which also seems to be
repulsive at distances of 0.35 fm. But errors are larger in this channel so that
a clear statement is not possible.
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Figure 7.6: The intermeson potential VB1B2(r) in the isovector channel for the
combination γ5⊗1. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
86 Chapter 7. Results
In the Sz = 1 channel we display the Πg ground state and its first excitation
Π′g which is represented by the combination (
1
2
+
+ 12
−′
) like in the case of the
(Σ−′u ) state. The other possibility would be more attractive of the order of
70 MeV. But we think that our interpolators overlap most with the repulsive
state. At short distances the intermeson potential is attractive for the Πg and
the selected Π′g state. For intermediate separations then we find repulsion of
the order of 60 MeV for the ground and the first excited state. The second
excited state could not be extracted.
The last plot of the figure shows the Σ−u ground state potential on our fine
lattice. At a distance of 0.1 fm the potential is attractive of O(250) MeV and
growing to a slight repulsion of the order of 40 MeV at 0.38 fm. The excited
states could not be resolved since their signals are to weak and noisy.
7.2.5 Comparison of the different Spin and Isospin Channels
After this detailed discussion of the two examples we want to compare the
various spin and isospin channels in order to clarify the differences between
these channels and the different operator combinations 1. From figure 7.7 to
figure 7.10 we present the operator combinations γ5 ⊗ γ5, 1 ⊗ 1, γ5 ⊗ 1 and
γ5 ⊗∇iγi on our coarse lattice, where we have performed the spin projection.
The different spin Sz = 0, 1 and isospin I = 0, 1 channels are displayed in the
upper plots for the ground state and in the lower plots for the first excited state.
Thereby, full symbols represent isospin I = 0 and open symbols I = 1. The
spin component Sz = 0 is visualized with black circles and spin Sz = 1 with
green triangles. Again, on the x-axis one reads the separation r in fm and the
y-axis display the energy levels both, in lattice units as well as in MeV.
In contrast to references [142, 143, 144] we observe attraction in all spin
and isospin channels. Excepted is the operator combination 1 ⊗ 1 in the I =
1, Sz = 0 channel (see figure 7.8) where neither attraction nor repulsion could
be detected at all computed separations. The ground state shows an attractive
tendency at a distance of 0.12 fm and a possible repulsion for r > 0.15 fm.
However, due to the large errors in this channel a definite confirmation lacks.
Apart from this, at very short distances we in fact find attraction in all analyzed
channels, see table 6.2, for ground and excited states. Our results from the fine
lattice, displayed in figure 7.11 to figure 7.18, confirm these observations. This
may not be too surprising as this is expected from gluon exchange in the 3∗
1A comparable overview can be found in our Lattice 2011 Proceedings [34].
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channel between the two static sources.
When comparing the ground state of the γ5 ⊗ γ5 operator in figure 7.7 for
different spin and isospin channels we figure out that the Sz = 0 channel is
more attractive than the Sz = 1 channel for isospin I = 0. For isospin I = 1
this pattern is reversed. In both cases the difference is of the order of 150 MeV
at a distance of 0.11 fm. For the other spin-projected operator combinations
(1 ⊗ 1, γ5 ⊗ 1 and γ5 ⊗ γi∇i from figure 7.8 to 7.10) we find attractive forces
of similar sizes for the Sz = 0, 1 and isospin I = 0 ground states in each case.
For isospin I = 1 and for the operator combinations 1 ⊗ 1 and γ5 ⊗ 1 the
Sz = 1 channel is more attractive than the Sz = 0 channel while the isovector
γ5 ⊗ γi∇i ground state is more attractive for Sz = 0. For the first excited
states we observe somewhat larger errors than for the ground states in most
isoscalar channel. Much larger errors than for ground states are found in the
excited isovector channels. A general decision whether the ground or the first
excited state channels are more attractive is not feasible since this pattern varies
for each operator combination. For instance for the combination γ5 ⊗ γ5 the
I = Sz = 0 ground state is much more attractive than the I = Sz = 0 excited
state (of the order of 150 MeV) while for the 1⊗ 1 combination it is the other
way around.
On our coarse lattice we observe repulsive potentials at distances between
0.3 fm and 0.45 fm for the γ5⊗1 operator in all spin and isospin channels. The
repulsion is of the order of 50 MeV for the ground states as well as for the first
excited states. In addition we find repulsion in the I = 1, Sz = 1 channel for the
Πg ground state of the γ5 ⊗ γ5 operator for the same static quark separations
between 0.3 fm and 0.45 fm. A tendency for a slight repulsive potential at
intermediate distances can be observed for the Π′g (γ5 ⊗ γ5) excitation in the
I = Sz = 1 channel, the 1⊗1 ground state for Sz = 0, 1 in the isoscalar channel
and for Sz = 0 in the isovector channel, and finally for the γ5⊗γi∇i first excited
state for I = 1, Sz = 0. However, in these last cases errors are much larger and
the expected infinite distance limit is within two sigma. Maybe higher statistics
could clarify whether there is repulsion in these channels. In order to confirm
or refute our results from the coarse lattice we present our findings from the
fine lattice in the next section.
An overview of the potentials that are attractive, repulsive or have the
expected continuum limit at intermediate distances between 0.3 fm and 0.45 fm
is listed in table 7.5 at the end of this section.
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Figure 7.7: The intermeson potential VB1B2(r) in the different spin and isospin
channels for the combination γ5⊗ γ5. Ground state results are displayed in the
upper plot and those for the first excited state in the lower plot. Full symbols
indicate the isoscalar channel, open symbols the isovector channel. Black circles
label spin Sz = 0, green triangles spin Sz = 1.
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Figure 7.8: The intermeson potential VB1B2(r) in the different spin and isospin
channels for the combination 1 ⊗ 1. Ground state results are displayed in the
upper plot and those for the first excited state in the lower plot. Full symbols
indicate the isoscalar channel, open symbols the isovector channel. Black circles
label spin Sz = 0, green triangles spin Sz = 1.
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Figure 7.9: The intermeson potential VB1B2(r) in the different spin and isospin
channels for the combination γ5 ⊗ 1. Ground state results are displayed in the
upper plot and those for the first excited state in the lower plot. Full symbols
indicate the isoscalar channel, open symbols the isovector channel. Black circles
label spin Sz = 0, green triangles spin Sz = 1.
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Figure 7.10: The intermeson potential VB1B2(r) in the different spin and isospin
channels for the combination γ5⊗∇iγi. Ground state results are displayed in the
upper plot and those for the first excited state in the lower plot. Full symbols
indicate the isoscalar channel, open symbols the isovector channel. Black circles
label spin Sz = 0, green triangles spin Sz = 1.
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7.2.6 Comparison of the coarse and the fine Lattice
In this section we compare our intermeson potentials on the coarse lattice with
those from the fine lattice. As we did not perform the spin projection for the fine
lattice we cannot distinguish between Σ and Π states but between the isospin
channels I = 0 and I = 1. In the cases where we performed the Sz projection
on the coarse lattice we select the I = 0, Sz = 0 and the I = 1, Sz = 0 channels
for the analysis as they access to the lowest lying states. In the following the
spin quantum number Sz is omitted for simplicity.
From figure 7.11 to figure 7.18 we present the operator combinations γ5⊗γ5,
1⊗1, γ5⊗1, γ5⊗∇iγi, γ5⊗P⊥, γ5⊗P‖, ∇iγi⊗P⊥ and ∇iγi⊗P‖. The operators
P⊥ and P‖ were defined in section 6.2.1. As previously we display ground states
in the upper plots and first excited states in the lower plots. Now full symbols
represent our results from the coarse (163× 32) lattice and open symbols those
from the fine lattice (243 × 48). Black circles indicate the isoscalar and red
squares the isovector channel. The x-axis denotes the static quark separation
in fm and the y-axis the intermeson potential both, in lattice units on the left
and in MeV on the right.
In agreement with the coarse lattice results we obtain repulsion ofO(50 MeV)
in the ground state Σ−u of the operator combination γ5 ⊗ 1 for isospin I = 1 at
intermediate distances r > 0.35 fm. In the isoscalar ground state channel of the
addressed operator the findings from the coarse lattice could not be reproduced
on the fine lattice in this separation range. Anymore, slight repulsive potentials
for the isovector γ5 ⊗ γ5,1 ⊗ 1 (Σ+g ) and γ5 ⊗ ∇iγi (Σ−u ) ground states from
the fine lattice confirm our coarse lattice results, where we refer to the Sz = 1
channel in case of the γ5 ⊗ γ5 combination. Furthermore, we find repulsion of
the order of 100 MeV in the first excitation of the combination ∇iγi ⊗ P⊥ for
isospin I = 1 on the coarse lattice and I = 0 on the fine lattice. Finally, in the
I = 0, ∇iγi ⊗ P‖ ground state (Σ−u ) and first excited state (Σ−′u ) channels we
also observe a repulsive potential of O(100) MeV on the fine lattice, while the
corresponding potentials on the coarse lattice have the expected r →∞ limit.
In general we find that the intermeson potentials are either of the same
order on both lattice sets or in many cases even more attractive on the fine
lattice. For instance, for the operator combination γ5⊗γ5, we observe reasonable
scaling while the fine lattice potentials, e.g. in the γ5 ⊗ 1 channel, behave
more attractive and appear to rise slower with increasing distances. In the
isoscalar ground state channel the difference is somewhat larger than 50 MeV
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at intermediate distances. For the operator combination 1⊗1 we observe about
150 MeV more attractive fine lattice potentials for the isoscalar groundstate.
The only exceptions are the Σ−u channels for the operators ∇iγi ⊗ P⊥ and
∇iγi ⊗ P‖.
These results may be related to the much lighter pion mass on the fine
lattice. In addition to gluon exchange the interaction between two B mesons
can also be mediated via meson-exchange, where the pion would be the light-
est possible meson. This interaction behavior can be expressed as a Yukawa
Potential
V (r) ∼ e
−mr
r
, (7.5)
where r labels the separation and m the meson mass. The consequence is a
larger interaction range on the fine lattice which could explain the stronger
binding in some channels.
As already mentioned, for most channels the errors are larger on the fine
than on the coarse lattice. This may be due to the missing spin projection and
the mixing of Π- into Σ-states. For both lattice sets we in principle find larger
errors in the isovector channel which includes the crossing diagrams. Since their
computation is much more expensive than the calculation of the disconnected
diagrams and our computer time was limited, we have used much less stochastic
estimates. Thus, statistics are much lower for isospin I = 1 BB potentials which
is incorporated in the error.
Finally, in table 7.5 at the end of this section we summarize and compare
our results for the intermeson potentials VB1B2(r) from both lattices in different
spin and isospin channels. The table gives an overview of the potentials that
are attractive, repulsive or have the expected continuum limit at intermediate
distances between 0.3 fm and 0.45 fm.
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Figure 7.11: The intermeson potential VB1B2(r) for the combination γ5 ⊗ γ5 on
our coarse and fine lattice in different isospin channels. Ground state results are
displayed in the upper plot and those for the first excited state in the lower plot.
Full symbols indicate the 163 × 32 lattice results, open symbols the 243 × 48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.12: The intermeson potential VB1B2(r) for the combination 1 ⊗ 1 on
our coarse and fine lattice in different isospin channels. Ground state results are
displayed in the upper plot and those for the first excited state in the lower plot.
Full symbols indicate the 163 × 32 lattice results, open symbols the 243 × 48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.13: The intermeson potential VB1B2(r) for the combination γ5 ⊗ 1 on
our coarse and fine lattice in different isospin channels. Ground state results are
displayed in the upper plot and those for the first excited state in the lower plot.
Full symbols indicate the 163 × 32 lattice results, open symbols the 243 × 48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.14: The intermeson potential VB1B2(r) for the combination γ5 ⊗ ∇iγi
on our coarse and fine lattice in different isospin channels. Ground state results
are displayed in the upper plot and those for the first excited state in the lower
plot. Full symbols indicate the 163×32 lattice results, open symbols the 243×48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.15: The intermeson potential VB1B2(r) for the combination γ5⊗P⊥ on
our coarse and fine lattice in different isospin channels. Ground state results are
displayed in the upper plot and those for the first excited state in the lower plot.
Full symbols indicate the 163 × 32 lattice results, open symbols the 243 × 48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.16: The intermeson potential VB1B2(r) for the combination γ5 ⊗ P‖ on
our coarse and fine lattice in different isospin channels. Ground state results are
displayed in the upper plot and those for the first excited state in the lower plot.
Full symbols indicate the 163 × 32 lattice results, open symbols the 243 × 48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.17: The intermeson potential VB1B2(r) for the combination ∇iγi ⊗ P⊥
on our coarse and fine lattice in different isospin channels. Ground state results
are displayed in the upper plot and those for the first excited state in the lower
plot. Full symbols indicate the 163×32 lattice results, open symbols the 243×48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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Figure 7.18: The intermeson potential VB1B2(r) for the combination ∇iγi ⊗ P‖
on our coarse and fine lattice in different isospin channels. Ground state results
are displayed in the upper plot and those for the first excited state in the lower
plot. Full symbols indicate the 163×32 lattice results, open symbols the 243×48
lattice results. Black circles label isospin I = 0, red squares isospin I = 1.
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O ⊗ O 163 × 32 243 × 48
I Sz Λ
(σν)
η GS FE I Λ
(σν)
η GS FE
γ5 ⊗ γ5 0 0 Σ+g CL A 0 Σ+g CL CL
0 1 Πu CL A / / / /
1 0 Σ+g CL A 1 Σ
+
g R CL
1 1 Πu R R / / / /
1 ⊗ 1 0 0 Σ+g R CL 0 Σ+g A A
0 1 Πu R CL / / / /
1 0 Σ+g R CL 1 Σ
+
g R /
1 1 Πu CL CL / / / /
γ5 ⊗ 1 0 0 Σ−u R R 0 Σ−u CL CL
0 1 Πg R R / / / /
1 0 Σ−u R R 1 Σ−u R /
1 1 Πu R R / / / /
γ5 ⊗ γi∇i 0 0 Σ−u CL CL 0 Σ−u CL CL
0 1 Πg CL CL / / / /
1 0 Σ−u CL R 1 Σ−u R /
1 1 Πu CL CL / / / /
γ5 ⊗ P⊥ 0 / Σ+g ,Πg A A 0 Σ+g ,Πg CL CL
1 / Σ+u ,Πu CL CL 1 Σ
+
u ,Πu CL /
γ5 ⊗ P‖ 0 / Πg CL CL 0 Πg CL CL
1 / Πu,∆u CL CL 1 Πu,∆u CL /
γi∇i ⊗ P⊥ 0 / Σ−u ,Πu A CL 0 Σ−u ,Πu CL R
1 / Σ−g ,Πg A R 1 Σ−g ,Πg CL /
γi∇i ⊗ P‖ 0 / Πu CL CL 0 Πu R R
1 / Πg,∆g CL / 1 Πg,∆g / /
Table 7.5: Overview of all our determined intermeson potentials VB1B2(r) in
different spin and isospin channels for groundstates (GS) and first excited
states (FE). At intermediate static quark-quark separations between 0.3 fm
and 0.45 fm we find potentials that are attractive (A), repulsive (R) or have the
expected continuum limit (CL). We note that for the last four operator combi-
nations and all operator combinations on the fine lattice we have not performed
the spin projection.
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Figure 7.19: The ratio −CconnBB /CBB for the operator combination γ5 ⊗ γ5 at
different distances r = R/a as a function of t.
7.3 BB Meson-Antimeson States
In this section we present the results for static-light BB meson-antimesons at
various distances. A main characteristic of these states is their possible decay
to the static quark potential VQQ plus scalar mesons which have the quantum
numbers of the corresponding channel. Thus, we do not calculate intermeson
potentials but show the meson-antimeson masses together with some possible
decay states and the sum of the energy levels of the r → ∞ limiting B meson
masses.
7.3.1 Large Time Asymptotics
For a cross-check of our results we first determine the ration −CconnBB /CBB which
was also computed in reference [93]. Thereby CBB contains the disconnected
and the connected contribution of the BB state. Graphically this is depicted
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in equation (6.13) where the connected part alone CconnBB is given just the “loop
diagram”.
While the connected diagram is in the isoscalar channel, the disconnected
part overlaps with the isovector channel. However, the states which couple to
I = 1 are orthogonal to the isoscalar channel. For this reason any implicit mix-
ing can only be mediated through CconnBB . Consequently the connected diagram
will dominate at asymptotically large time2:
CBB
t→∞−→ −CconnBB . (7.6)
To verify this anticipation we display the ratio −CconnBB /CBB as a function of t
in figure 7.19. For large t this ratio indeed goes to one and for larger distances r
the speed of convergence decreases a bit while at the same time errors increase
at large times t. This is in agreement with the expectation of [93].
7.3.2 Isovector Meson-Antimesons
The simplest possibility to determine BB meson-antimeson masses is to eval-
uate the disconnected diagram alone which is drawn in figure 6.15. States
generated this way have isospin I = 1 and we present a significant example in
this section. For the remaining results of the other operator combinations we
refer to appendix D.2. Previous results of the following, where we have not yet
performed the projection to definite spin Sz can be found in our Lattice 2010
proceedings [145] where also parts of our explanations are taken from.
The layout for the following figures is quite similar as for the BB potentials
in the sections 7.2.3 and 7.2.4. In figure 7.20 we display the meson-antimeson
masses of the operator combination γ5 ⊗ γ5 as a function of the static quark-
antiquark separation r in fm. Ground states are labeled as black circles, first
excited states as red squares and second excited states as blue diamonds. For
very large distances, the expected limit is given by the sum of the corresponding
static-light B mesons. These are represented by the solid lines, where their
widths indicate the jackknife errors. In addition green triangles denote the
static quark potential VQQ plus various light mesons that have the appropriate
quantum numbers. The values of the static quark potential VQQ have been
calculated by Najjar [92].
2According to reference [93].
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Figure 7.20: The BB meson-antimeson masses for the combination γ5⊗γ5 in the
isovector channel. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds mark
the ground, the first and the second excited states respectively while the green
triangles label the static QQ potential plus various light mesons. The horizontal
lines represent the sum of the corresponding static-light B mesons, the expected
r →∞ limit, where their widths indicate the jackknife errors.
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The upper plot of the figure shows the γ5 ⊗ γ5 energy levels Σ+g , Σ+′g and
Σ+′′g on our coarse lattice. The expected r →∞ limits correspond to twice the
ground state mass of the 12
+
static-light meson, its ground plus its first excited
state masses and the sum of its ground and its second excited state masses
respectively. These limits are approached for distances r > 0.34 fm in each
case. At first sight there appear to be very substantial short distance attractive
forces in this spin Sz = 0 channel. However, states consisting of a QQ static
potential and a scalar I = 1 particle will have the same quantum numbers.
For our lattice parameters the pseudoscalar mass mpi within a P wave is the
lowest such state, with masses of the a0 meson as well as two pseudoscalars
lying higher. We include the sum of these masses in the figure. The ground
state BB energy lies between this levels. Thus it is hard to decide whether we
find attraction at short distances or bound states between light mesons and the
static quark potential3.
A different situation can be observed in the intermediate plot, where the
spin is projected to Sz = 1. In this channel the corresponding light mesons
with the lowest mass are the a1, the b1 as well as 3pi within a P wave. Their
masses agree within the errors and for each we add the static quark potential.
However, these masses are lying much higher, of the order of 500 MeV, than
the Πg ground state. Instead, the first excited state (Π
′
g) appears to overlap
with the sum of these bound states. For this reason, we assume a significant
ground state attraction of O(1000) MeV at short distances while the first and
second excited states are difficult to disentangle from bound states between the
static quark potential and light mesons. At large distances, the expected limit
is reached.
Quite similar to the upper plot on the figure is the lower one, where the
results from the fine lattice are displayed. This is not too surprising since
there we are dealing with the same quantum numbers. As for the BB meson-
meson states, we observe larger attraction at small distances and a slower rise
of the meson-antimeson mass such that the limit is approached only for larger
distances than on the coarse lattice. Responsible therefor may be the much
lighter pion mass resulting in a different Yukawa potential. Due to the stronger
attractive forces the Σ+g ground state lies now somewhat below the bound states.
Here the a0 meson is missing, as its mass has not been calculated on this lattice.
But generally, in order to decide whether we effectively see the sum of light
3We refer to our Lattice 2010 proceedings where this explanation is taken from.
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mesons and the static potential and to disentangle which I = 1 Σ+g (and Σ
+′
g
and Σ+′′g respectively) energy level is the lowest one, interactions of the light
mesons with the static potential will have to be taken into account.
7.3.3 Isoscalar Meson-Antimesons
As we also want to get access to to the isoscalar channel, we have to include
box-diagrams which are numerically expensive. Graphically the whole term is
depicted in equation 6.13. However, extracting I = 0, Sz = 0 BB states is
quite difficult since for our operator combinations they couple either directly to
the QQ static potential or to the vacuum. In order to disentangle the meson-
antimeson pairs from these states we would have to extend the operator basis to
transition elements between QQ and BB as it was done, e.g. in reference [93].
Since we only calculate CBB correlators, we first analyze the Sz = 1 channel
before we try to determine the Sz = 0 masses after all.
The Sz = 1 Spin Channel
On our coarse lattice we performed the projection of the static-light meson
spins for some operators. Hence we are able to distinguish between appropriate
antisymmetric (Sz = 0) or symmetric (Sz = 1) spin combinations. Our interpo-
lator basis is suitable to evaluate the latter channel and we present a subset of
our I = 0, Sz = 1 meson-antimeson analysis. The remaining results are shown
in appendix D.2.
In figure 7.21 we see the meson-antimeson energy levels Πu, Π
′
u and Π
′′
u
of the operator combination γ5 ⊗ γ5. Bound states between the static quark
potential and the h1 meson or three pseudoscalars within a P wave carry the
same quantum numbers. We include their masses in the figure where we ap-
proximate mh1 by mb1 . Similar to the Πg state in the Sz = 1 isovector channel
in figure 7.20 also the Πu ground state lies significantly below these sums, es-
pecially at very short distances of 0.12 fm. Thus, attraction is suspected in
this channel. However, scaling is very strong and the expected infinite limit
is approached at distances r > 0.25 fm. In contrast to the ground state, an
overlap between the bound states and the excited BB meson-antimesons is very
likely. The consequence is the obvious difficulty to distinguish between these
states.
Next we have a look at the operator combination γ5 ⊗ 1 for I = 0 and
Sz = 1. The Πg ground state and its excitations Π
′
g and Π
′′
g are displayed in
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Figure 7.21: The BB meson-antimeson masses on our coarse lattice for the
operator combination γ5 ⊗ γ5 for I = 0 and Sz = 1. Black circles, red squares
and blue diamonds mark the ground, the first and the second excited state
respectively while the green triangles label the QQ static potential plus various
light mesons. The horizontal lines represent the sum of the corresponding static-
light B mesons, where their widths indicate the jackknife errors.
figure 7.22 as well as the corresponding sums of the QQ static potential and
light mesons. In this case the ω meson which is approximated by the ρ meson
is the lowest such state with the mass of three pseudoscalars within a P wave
lying higher. For Π′g the lowest lying r →∞ combination of states is given by
a 12
+
(γ5) ground state plus a a radially excited
1
2
−′
state (1). For the second
excited Π′′g the sum of a
1
2
+′′
and a 12
−
is the energetically favored possibility.
These infinite distance limits are already reached at quite short distances r of
about 0.15 fm in all channels. At very short distances of 0.11 fm there might
be weak attractive ground state forces in the order of 200 MeV which is quite
small in comparison to most other BB channels. The lowest lying bound states
are much lighter of O(1000) MeV and O(500) MeV respectively. However, it is
not clear whether the static-light meson-antimeson states decouple from bound
states since there are several others lying higher that are not displayed in the
figure.
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Figure 7.22: The BB meson-antimeson masses on our coarse lattice for the
operator combination γ5 ⊗ 1 for I = 0 and Sz = 1. Black circles, red squares
and blue diamonds mark the ground, the first and the second excited state
respectively while the green triangles label the QQ static potential plus various
light mesons. The horizontal lines represent the sum of the corresponding static-
light B mesons, where their widths indicate the jackknife errors.
Mixing within the Sz = 0 Spin Channel
As already stated, our BB operator combinations couple either to the QQ static
potential or to the vacuum in the I = 0, Sz = 0 channel. Nevertheless, with
enormous effort we tried to extract the meson-antimeson energy levels. Some
previous results of the following were already reported in our Lattice 2011 pro-
ceedings [34] where a large part of the discussion is taken from.
Coupling to the Static Quark Potential
The analysis in this section holds for our operator combinations 1 ⊗ 1 as well
as for γ5 ⊗ γ5 since both couple to the same state Σ+g . For this reason we
just discuss the latter one in detail. At the end of this section we additionally
present the final plots for the 1⊗ 1 operator.
In figure 7.23 we display the I = 0, Sz = 0 ground state for the BB meson-
antimeson case in the γ5 ⊗ γ5 (Σ+g ) channel. We see the effective ground state
energy levels Eeff for different t0 of the γ5⊗γ5 operator combination at a distance
of 0.11 fm. One finds a short plateau of poor quality in a range t/a ∈ {4, . . . , 8}
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Figure 7.23: Effective masses for the γ5 ⊗ γ5 BB isoscalar Sz = 0 ground state
for different t0 and a static quark-antiquark separation R = a. The splines are
drawn to guide the eye.
for t0 > 2a. Then the effective energy level decreases again and forms another
plateau from t/a = 8 onwards. This can be explained by the observation that
this state has the same quantum numbers as the QQ static potential (and
multiparticle states of the static potential plus a P wave η meson, the static
potential plus two pions etc.). Our interpolator basis however, has very little
overlap with these states. Therefore, we cannot easily disentangle the QQ static
potential and this background of multiparticle excitations from the lowest lying
BB state that we are interested in.
As our meson-antimeson interpolator couples to all these states with differ-
ent overlap we attempted to disentangle the BB state by splitting the correlation
function in two parts:
Cij(t) = C
BB
ij (t) + dij e
−VQQ(t)·t . (7.7)
In order to calculate the matrix dij we fitted the single correlators Ci(t) to
Ci(t) = Ai e
−VQQ·t) +Bi · e−mt (7.8)
and determined the fit parameters Ai, Bi and m. The matrix dij is then given
by
√
AiAj . However, this ansatz to extract C
BB
ij (t) and apply the variational
method failed as well.
So we tried to fit the ground state BB mass without using the variational
approach, but from our single correlation function that has the largest overlap
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Figure 7.24: Effective BB masses from differently smeared single correlators in
the I = 0, Sz = 0 channel for the operator combination γ5 ⊗ γ5 at the distance
R = 2a (left plot) and R = 5a (right plot). The horizontal lines in the left plot
represent the result from the correlated fit in the displayed range. Their width
indicates the jackknife error.
with the BB ground state. The effective energy levels for differently smeared
source and sink interpolators are shown in figure 7.24, for a small static quark-
antiquark separation (R = 2a) in the left panel and a large separation (R = 5a)
in the right panel. At short distances, as in the left plot, we find clear effective
mass plateaus for the correlator between a narrow smeared source and a narrow
smeared sink. It decouples from the other masses and may overlap with he BB
state. The black horizontal lines represent the fit results in the displayed range
[7, 11] and their width indicates the jackknife error. The effective masses of
the other correlators decrease further such that plateaus can not be found. At
larger quark-antiquark separations (R > 3a) the coupling to the BB state could
not be resolved. This is depicted in the right panel of the figure where the
effective masses from the different correlators overlap for times t/a > 6 and do
not form plateaus. For our fine lattice we find the same behavior in this channel
and we were also able to extract ground state BB masses in the same way.
The results from such single correlator fits are displayed in figure 7.25 for
the combination γ5⊗ γ5 and in figure 7.26 for the 1⊗1 operator. We keep the
layout from previous result plots, such as figure 7.20 for example. Black circles
mark the BB ground state and the two horizontal lines correspond to twice the
ground state mass of the corresponding static-light meson, the expected r →∞
limit. In addition green triangles denote the static quark potential VQQ plus
various light mesons that have the appropriate quantum numbers.
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Figure 7.25: The BB meson-antimeson masses on our coarse (top) and fine
lattice (bottom) for the operator combination γ5 ⊗ γ5 in the I = 0, Sz = 0
channel. Black circles mark the ground state while the green triangles label the
QQ static potential plus various light mesons. The horizontal lines represent
the sum of the corresponding static-light B mesons, where their widths indicate
the jackknife errors.
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Figure 7.26: The BB meson-antimeson masses on our coarse (top) and fine
lattice (bottom) for the operator combination 1 ⊗ 1 in the I = 0, Sz = 0
channel. Black circles mark the ground state while the green triangles label the
QQ static potential plus various light mesons. The horizontal lines represent
the sum of the corresponding static-light B mesons, where their widths indicate
the jackknife errors.
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The upper plot of figure 7.25 shows the γ5⊗γ5 results from the coarse lattice.
At first sight there appear to be very substantial short distance attractive forces
in this channel. Also the static potential VQQ is lying much lower and can be
disentangled. However, states consisting of a static potential and a scalar I = 0
particle will have the same quantum numbers. For our lattice parameters the
P -wave pseudoscalar η meson (that at our quark mass will have a similar mass
to the pion) is the lowest such state, with masses of a f0 meson as well as
two pseudoscalars lying higher. We include these sums in the figure where we
approximate mη by mpi and mf0 by ma0 . The ground state BB lies between
these states and the static quark potential. So it is hard to decide whether we
see a substantial attraction between the static-light meson-antimeson pair in
this channel or bound states between the static quark potential and additional
light mesons.
The results from our fine lattice are similar and depicted in the lower plot
of figure 7.25. The meson-antimeson ground state energy is lying higher and
closer to the expected infinite distance limit. Thus, either the attractive forces
are smaller or the overlap with bound states between the QQ static potential
and light mesons is larger which is more probable.
Finally, figure 7.26 shows our findings for the 1 ⊗ 1 operator combination.
The coarse and fine lattice results in this channel are in good agreement with
those from the γ5⊗ γ5 operator combination. The gap between the BB ground
state and the r →∞ limit is much larger as in the previous case. However, as
we are not able to distinguish between bound decay states and the BB meson-
antimeson states further qualitative statements are not possible.
Coupling to the Vacuum
The operator combinations γ5⊗1 and γ5⊗∇iγi couple to the Σ−u groundstate.
In the isoscalar and spin Sz = 0 channel this state also overlaps with the vacuum
which makes the extraction of BB energies quite complicated. For instance, this
gets obvious when looking at figure 7.27 where we display the γ5 ⊗ 1 effective
ground state masses at various distances R/a. Instead of forming plateaus
with increasing time the effective mass curves tumble down to even negative
values at times t ∼ 4 before they rise again and may form plateaus. Especially
for meson-antimeson pairs with a small static quark-antiquark separation, this
behavior is particularly pronounced. Also the errors are really tiny in these
cases. With increasing distances the minima of the effective mass curves move
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Figure 7.27: Effective masses for the γ5⊗1 BB isoscalar Sz = 0 ground state at
various static quark-antiquark separation R/a = 0, . . . 5. The splines are drawn
to guide the eye.
to larger timeslices, the curve becomes smoother and the size of the errors gets
believable. Thus, we assume that for larger static quark-antiquark separations
our operator has more overlap with the BB states which are then consequently
better resolved.
In order to get a clearer overall picture from this channel we observe the
correlator itself, see e.g. figure 7.28 where we show the γ5⊗1 single correlation
functions between differently smeared source and sink operators at a distance
of R = 2a. For interpolators coupling to meson states one would expect an ex-
ponential decay resulting in a falling straight in the logarithmic plot. However,
in this case we find a significant break for each correlator between t ∼ 4 (for
narrow smearing) to t ∼ 6 (for wide smearing) for each correlator. After the
break the curves seem to increase a bit before they get approximately constant.
A possible explanation for these findings is that in addition to the back-
ground of the static quark potential and multiparticle excitations this operator
combinations also couples to the vacuum. So for short times the correlation
function is governed by these multiparticle states which causes the exponen-
tial decay. At some intermediate time however, the constant vacuum energy
dominates while the other masses get exponentially suppressed.
Nevertheless, we tried to get access to the lowest lying BB state that we
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Figure 7.28: Single correlation functions between differently smeared source
and sink operators for the BB, γ5⊗1 combination in the I = 0, Sz = 0 channel
at a static quark-antiquark separation of R/a = 2.
are interested in. The direct spectroscopy of single correlators as in the pre-
vious case is not feasible for this operator combination, since none of them
decouples from the vacuum (see figure 7.28). Thus our intention was to sepa-
rate BB meson-antimeson state from the vacuum energy and the multiparticle
background. Thereby we fitted the single correlators Ci(t) to
Ci(t) = fi(t) +Ai e
−mt (7.9)
and determined the parameters m, Ai as well as the sample function fi(t)
for several ansa¨tze, as for example a constant fi(t) = ci or a time dependent
function of the form fi(t) = ci(1− di/t). However, the effort to extract CBBij (t)
from a correlation function of the form
Cij(t) = C
BB
ij (t) +
√
fi(t) · fj(t) (7.10)
faild at each try.
On our fine lattice we find very similar results for the operator combination
γ5⊗1. Thus, unfortunately we were not able to determine BB meson-antimeson
energy levels for I = 0, Sz = 0 in this channel.
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Figure 7.29: The BB meson-antimeson masses on our coarse (top) and fine
lattice (bottom) for the operator combination γ5 ⊗ ∇iγi in the I = 0, Sz = 0
channel. Black circles mark the ground state while the green triangles label the
QQ static potential plus various light mesons. The horizontal lines represent
the sum of the corresponding static-light B mesons, where their widths indicate
the jackknife errors.
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Much better signals could be found for the γ5 ⊗ ∇iγi operator in this I =
0, Sz = 0 channel. At short distances the correlator is still afflicted by the
vacuum. At larger distances however, the overlap with BB states and/or the
static quark potential VQQ and bound states of the potential plus light mesons
increases and dominates the correlation function. By applying the variational
approach we were able to extract ground state energies for distances r > 24 fm
on our coarse lattice and for distances r > 0.14 fm on our fine lattice. The
results are displayed in figure 7.29 where we keep our layout for final plots.
The lowest lying states with the same quantum numbers are the QQ static
potential and the sum of the static quark potential and the η meson which is
approximated by the pseudoscalar. On the coarse lattice which is shown in the
upper plot we find the extracted Σ−u ground state between these states. The
lower plot displays the results from our fine lattice where the ground state BB
agrees with the lowest lying bound state. For both lattice sets it is not possible
to decide whether there is attraction in this channel or if the BB decays to some
multiparticle state.
For our combinations where we coupled a S or a P− wave with the P+ wave
the signals were much to weak in this channel. So an extraction of the BB
energies for the operators γ5 ⊗ P‖, γ5 ⊗ P⊥, γi∇i ⊗ P‖ and γi∇i ⊗ P⊥ was not
feasible.
7.4 Mass Splittings
As stated in section 6.2.1 the P+ operator can be perpendicular or parallel to
the intermeson axis. Hence we distinguish between “parallel” (P‖) and “per-
pendicular” (P⊥) states that couple to different quantum numbers. The P‖
operators can only create Π and ∆ states but not the Σ states while the P⊥
operators only couple to the Σ and Π states. In order to check whether there
is a mass splitting between these states we calculate the differences between
the corresponding P⊥ and P‖ states. The errors are obtained using the jack-
knife method. However, serious results could only be found in the isoscalar BB
channel which are analyzed in the following.
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Figure 7.30: The BB meson-meson differences between the operator combina-
tions γ5 ⊗ P⊥ and γ5 ⊗ P‖ in the isosinglet channel for ground (black circles)
and first excited states (green squares). The upper plot shows the coarse lattice
results and the lower one those of the fine lattice.
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Figure 7.31: The BB meson-meson differences between the operator combina-
tions ∇iγi⊗P⊥ and ∇iγi⊗P‖ in the isosinglet channel for ground (black circles)
and first excited states (green squares). The upper plot shows the coarse lattice
results and the lower one those of the fine lattice.
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In figure 7.30 we display the BB meson-meson differences between the op-
erator combinations γ5⊗P⊥ and γ5⊗P‖. On our coarse lattice which is shown
in the upper plot we do not find mass splittings, neither for the ground nor
for the first excited state. Although the trend goes to slightly heavier γ5 ⊗ P‖
meson-meson energies the errors are to large to make a clear statement. On
our fine lattice (lower plot) however, we observe a ground state splitting for
intermediate distances r > 0.22 fm. Thereby the mass of the γ5 ⊗ P‖ state is
larger of the order of 50 MeV with an error of 20 MeV. Due to the large errors
for the first excited state, splittings could not be resolved in this channel.
Next we look at the difference between ∇iγi⊗P⊥ and ∇iγi⊗P‖ states. Our
coarse lattice results are shown in the upper plot of figure 7.31. In this channel
the ground state difference between P⊥ and P‖ states is falling quite linear from
zero at r ≈ 0.15 fm to a splitting of the order of 60 MeV at r ≈ 0.42 fm. Also
in the first excited channel the ∇iγi ⊗ P‖ energies may lie somewhat higher.
But errors are too large to resolve a splitting. In the lower plot of the figure
we present the splittings on our fine lattice. The ground state errors are about
twice as large as on the coarse lattice. We observe a splitting of the order of
100 MeV at distances r ≈ 0.4 fm. Again the first excited channel shows no
splitting.
In general, we find mass splittings between P⊥ and P‖ ground states of
the order of 50 − 100 MeV at intermediate distances. Thereby the difference
between these states is more significant on the fine lattice. This might be due
to the different Yukawa potential which has a longer interaction range on the
fine lattice due to the much lighter pion mass. In contrast to the ground state,
a mass splitting for the first excited states could not be resolved. We assume
that that the P⊥ operators tend to have more overlap with the Σ states than
with the Π states while the P‖ operators can not create the Σ states. But for
the first excitation Π states might be created in both channels resulting in a
vanishing mass splitting.

"Wissenschaft kann die letzten Ra¨tsel der
Natur nicht lo¨sen. Sie kann es deswegen
nicht, weil wir selbst ein Teil der Natur und
damit auch ein Teil des Ra¨tsels sind, das wir
lo¨sen wollen."
Max Planck
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Conclusion
Summary
The central subject of this theses was the calculation of static-light BB and BB
meson-(anti)mesons in order to investigate potentials between pairs of static-
light mesons and to clarify the question of attraction or repulsion depending on
the static quark-quark or quark-antiquark separation.
After motivating this research project we gave a brief introduction to Quan-
tum Chromodynamics. The distinctive feature of this theory is asymptotic free-
dom such that perturbation theory gets feasible for large momentum transfers
and confinement that binds quarks and gluons to color neutral hadrons. So to
get an access to this low energy sector and to calculate baryon or meson masses,
as e.g. in our case, from first principles other methods have to be applied. Well
established and very suitable is to map the continuum QCD action to discrete
space-time. This Lattice QCD implementation was discussed in chapter four.
We pointed out the occurring issues of additional unphysical poles as well as the
explicit breaking of chiral symmetry and presented some solutions. Expressing
observables as Feynman path integrals in Euclidean time allows us to evaluate
them numerically by applying Monte Carlo methods.
The observables we are interested in are static-light B mesons and inter-
meson potentials between pairs of static-light mesons, B(r)B(0) and B(r)B(0),
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as a function of the static quark-quark (or quark-antiquark) separation r. In
the fifth chapter we introduced the methods and improvement schemes to suc-
cessfully evaluate these quantities. Central are Euclidean correlation functions
which can be expressed as Feynman path integrals as well as in Hilbert space.
Thus, comparing both results allows us to extract the desired energy levels.
However, to obtain clear signals a couple of sophisticates techniques has to be
applied. All-to-all propagators are needed to achieve high statistics. To approx-
imate this numerical beast we used stochastic estimates, improved by a hopping
parameter expansion to cancel the short distance noise. Furthermore, we ap-
plied several smearing techniques like Wuppertal smearing, APE link fuzzing
and stout smearing to enhance the signal to noise ratio. For a analysis that
enables us to determine not only ground stats but also excited states we cal-
culated a whole matrix of differently smeared correlators. Masses were then
extracted, by means of the variational method, solving a generalized eigenvalue
problem.
In chapter six we explicitly evaluated the static-light meson correlators for
B, BB and BB states. In addition we depicted the correlators graphically and
showed how different isospin channels are related to the “crossing” and “box”
diagrams. By using different operators and operator combinations we could
generate various quantum numbers for spin, parity and charge conjugation.
Thereby we had to distinguish between vanishing distance r = 0 and distances
r > 0. For the latter case the O(3) (or O(3)⊗C) symmetry is broken down to
its cylindrical subgroup D∞h. Within this representation the states are labeled
by the spin along the axis Λ, where Σ,Π,∆ refer to 0, 1, 2 respectively. On
our coarse lattice and for operator combinations that couple to total angular
momentum Λ = 0 we additionally performed a projection of the static-light
meson spins to a definite Sz = 0 or Sz = 1 spin quantum number. An overview
of our lattices and simulation parameters was displayed before we analyzed our
results in chapter seven.
Using the example of static-light B mesons we explained the extraction of
masses where we determined appropriate ranges for one- and two-exponential
fits by calculating effective masses from adjacent timeslices. Subsequently we
moved on to BB meson-meson states. Motivated by the examination of their
effective masses for increasing distances, we defined the intermeson potentials
VBB(r) as the difference between the meson-meson energy levels and the r →∞
two static-light meson limiting cases. we calculated these potentials for all our
operator combinations and compared the different spin and isospin channels.
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Main results
In contrast to references [142, 143, 144] we observe significant attraction for all
our operator combinations in all spin and isospin channels at short distances
of about 0.12 fm. Only for the 1 ⊗ 1 operator in the I = 1, Sz = 0 channel,
neither attraction nor repulsion could be resolved. At intermediate distances of
about 0.4 fm some operator combinations yield repulsion. On our coarse lattice
we find repulsion for the γ5 ⊗ 1 operator in all spin and isospin channels for
the ground and first excited states. Furthermore we observe repulsion in the
I = 1, Sz = 1 ground state channel of the operator combination γ5 ⊗ γ5 (Πg)
and for the I = 1 first excitation of the combination ∇iγi⊗P⊥. These findings
could mostly be confirmed on our fine lattice. Excepted is the isoscalar ground
state channel of the γ5⊗1 operator. In addition there is repulsion for the I = 0,
∇iγi ⊗ P‖ ground and first excited state as well as for the I = 0, ∇iγi ⊗ P⊥
ground state. While the attractive potentials at short distances were expected
due to QCD forces, the repulsion in some channels at intermediate distances
was not and should be investigated in future studies.
When comparing both lattice sets, we find that the intermeson potentials
are either of the same order or in many cases even more attractive on the fine
lattice. Also the increase of the potential appears to be “slower” and smoother
in dependence of the distance than on the coarse lattice. This may be related
to the much lighter pion mass on the fine lattice resulting in a larger interaction
range due to a different Yukawa potential.
According to the introduction, BB meson-antimesons are also very inter-
esting with respect to charmonium threshold states [150] (DD molecules or
tetraquarks). However, mesons that are bound to the static quark potential
(hadro-quarkonium [151]) will have the same quantum numbers as our calcu-
lated BB states. Since transition elements between QQ and BB states were
not taken into account within our simulations, it is very difficult to disentan-
gle hadro-quarkonia and BB states and to decide whether there is attraction
between static-light meson-antimeson pairs or if they couple to the QQ static
potential plus additional light mesons. There is only the spin Sz = 1 channel of
the operator combination γ5⊗γ5 that decouples from the bound states because
the ground state meson-antimeson energies Πu in the isoscalar and Πg in the
isovector channel are lying much lower than the lightest hadro-quarkonium.
Analyzing I = 0, Sz = 0 BB states was a very challenging task since they
couple directly to the QQ static potential, e.g. in the case of the γ5 ⊗ γ5
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combination, or to the vacuum state, e.g. for the γ5 ⊗ 1 channel. With some
effort we ware able to extract ground state energies in a few channels. However,
also these states couple to bound hadro-quarkonia as well such that we could
not disentangle the meson-antimeson energies from the bound states.
In general we found out, that BB meson-mesons are stable at short distances
due to significant attractive potentials in most channels. From our compari-
son of the light pion mass (fine) and the heavy pion mass (coarse) lattice we
found indications that both, gluon and pion exchange contribute to this attrac-
tion. Although we were not able to clearly disentangle BB meson-antimesons
from bound states between light mesons and the QQ static quark potential,
we assume that also the potentials between a B antimeson and a B meson are
attractive for small quark-antiquark separations. As one reason, we observe BB
energies far below the threshold of the sum of the two static-light mesons. In
many channels, as e.g. for the isotriplet γ5 ⊗ γ5 combination, it is up to the
order of O(1000) MeV. In addition, the coupling to the static potential plus ad-
ditional light mesons seems to be weak in some channels. Thus, our calculations
support the molecule or tetraquark interpretation for the XY Z resonances, as
for instance the X(3872) and the Z+(4430).
Outlook
Our analysis of BB meson-antimesons is suffering from the mixing of these
states with light mesons bound to the static quark potential that have the same
quantum numbers. To get rid of this mixing problem, the next step would be
to calculate not only CBB(t) correlators, but also transition elements between
QQ and BB, namely CBQ(t), CQB(t) correlators, and the Wilson loop CQQ(t)
as it was done, e.g., in [93]. By reducing these four correlation functions to a
two times two matrix the BB states can be extracted. This will enable further
investigations about the attractive or repulsive nature of BB potentials. Also
the I = 0, Sz = 0 channel will be accessible then.
Natural improvements are simulations on larger lattice volumes and using
higher statistics. Especially the “box” and “cross” diagrams are numerically
quite expensive, such that the number of stochastic estimates we could use for
their calculation was severely limited by our computer time. By calculating
potentials on a set of lattices with different pion masses towards the continuum
pion mass one could further study the contribution of pion exchange to the
potentials between pairs of static-light mesons.
A
Notations and Conventions
In this thesis we work with natural units, e.g., we set ~ = c = 1.
Furthermore we mostly use the Einstein summation convention:
aibi =
∑
i
aibi. (A.1)
As common in lattice QCD all our calculations are performed in Euclidean
space-time, which means substituting real time by imaginary time:
t −→ it. (A.2)
The consequence of this is, that the metric tensor simplifies to the identity
matrix, gµν = δµν , and time and space are treated the same way. Thus, we
do not have to distinguish between covariant (lower) and contravariant (upper)
indices.
The important advantage of this substitution is, that the exponential func-
tion in the Feynman path integral is not oscillating any more, but acts as an
exponential suppression. For this reason a numerical evaluation of the path
integral becomes feasible using Monte Carlo methods.
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A.1 Conventions for the Gamma Matrices
The Euclidean gamma matrices have the following properties:
γ†µ = γµ = γ
−1
µ , µ = 1, . . . , 5 (A.3)
{γµ, γν} = 2δµν1. µ, ν = 1, . . . , 4 (A.4)
In the chiral representation they are given by
γ1 =

0 0 0 i
0 0 i 0
0 -i 0 0
-i 0 0 0
 γ2 =

0 0 0 1
0 0 -1 0
0 -1 0 0
1 0 0 0

γ3 =

0 0 i 0
0 0 0 -i
-i 0 0 0
0 i 0 0
 γ4 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 (A.5)
In addition we define γ5 as the product
γ5 = γ1γ2γ3γ4 =

1 0 0 0
0 1 0 0
0 0 -1 0
0 0 0 -1
 , (A.6)
which anticommutes with all Dirac matrices:
{γ5, γµ} = 0. µ = 1, . . . , 4 (A.7)
We define
σµν =
1
2i
[γµ, γν ]. (A.8)
The σµν are anti-symmetric in µ and ν. Consequently, they vanish if µ = ν and
one is left with 6 non-vanishing components.
A basis of complex 4× 4 matrices over C is given by the following set of 16
matrices:
Γ ∈ {14×4, γµ, σµν , γ5γµ, γ5}. (A.9)
These are the elements of the Clifford-algebra.
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A.2 Gell-Mann Matrices
A su(N) algebra is defined through its N2 − 1 generators ta. These are, in the
fundamental representation, traceless and hermitian N ×N matrices
Tr[ta] = 0 and (ta)† = ta (A.10)
which are normalized by
Tr[tatb] =
1
2
δab (A.11)
and fulfill the commutation relation
[ta, tb] = ifabctc. (A.12)
The fabc are called structure constants. They are real numbers and completely
antisymmetric in the indices.
For the su(3) algebra in our case, the corresponding 8 generators are usually
given by the Gell-Mann matrices λa:
ta =
λa
2
, a = 1, 2, . . . , 8 (A.13)
where
λ1 =
 0 1 01 0 0
0 0 0
 λ2 =
 0 -i 0i 0 0
0 0 0

λ3 =
 1 0 00 -1 0
0 0 0
 λ4 =
 0 0 10 0 0
1 0 0

λ5 =
 0 0 -i0 0 0
i 0 0
 λ6 =
 0 0 00 0 1
0 1 0

λ7 =
 0 0 00 0 -i
0 i 0
 λ8 =

1√
3
0 0
0 1√
3
0
0 0 −2√
3
 (A.14)
In the adjoint representation the generators can be represented through the
structure constants:
(λa)bc = −ifabc. (A.15)
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A.3 Parity Transformations
A parity transformation P acts on our lattice fields as:
ψ(~x, t)
P−→ ψ(~x, t)P = γ4ψ(−~x, t), (A.16)
ψ¯(~x, t)
P−→ ψ¯(~x, t)P = ψ¯(−~x, t)γ4, (A.17)
Ui(~x, t)
P−→ Ui(~x, t)P = Ui(−~x− aiˆ, t)†, i = 1, 2, 3, (A.18)
U4(~x, t)
P−→ U4(~x, t)P = U4(−~x, t). (A.19)
A.4 Charge Conjugation
Charge conjugation transforms particles into anti-particles and is defined by
CγµC
−1 = −γTµ . (A.20)
In the chiral representation the charge-conjugation matrix is given by
C = iγ2γ4. (A.21)
It obeys
C = C−1 = C† = −CT (A.22)
and acts on the lattice fields via
ψ(x)
C−→ ψ(x)C = C−1ψ¯(x)T , (A.23)
ψ¯(x)
C−→ ψ¯(x)C = −ψ(x)TC, (A.24)
Uµ(x)
C−→ Uµ(x)C = Uµ(x)∗ =
(
Uµ(x)
†
)T
. (A.25)
B
Grassmann Numbers
This Appendix gives a short overview of anticommuting numbers, also known
as Grassmann numbers. They are necessary since we are dealing with fermion
fields which have to be completely antisymmetric. This property cannot be
fulfilled with ordinary numbers. A more detailed discussion of this topic may
be found in chapter 5 of [37] and in chapter 2 of [6].
B.1 Definition
Grassmann numbers are anticommuting numbers that obey the following anti-
commutation relation for a set of numbers ηi, i = 1, . . . , N :
ηiηj + ηjηi = 0 ∀ i, j. (B.1)
This equation implies that the ηi are nilpotent :
η2i = 0. (B.2)
Because of this nilpotency the power series expansion of any arbitrary Grassmann-
valued function is given by a polynomial of the form
A =a+
∑
i
aiηi +
1
2!
∑
i,j
aijηiηj + . . .+
1
N !
∑
i1,...,iN
ai1...iN ηi1 . . . ηiN (B.3)
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with completely antisymmetric coefficients ai1...iN ∈ C. These polynomials A
form a Grassmann algebra of dimension N with generators ηi, i = 1, . . . , N .
B.2 Definition of Derivatives
For differentiating elements of the Grassman algebra with respect to the gen-
erators the following rules are found:
∂
∂ηi
1 = 0, (B.4)
∂
∂ηi
ηj = δij , (B.5)
∂
∂ηi
ηjA = −ηj ∂
∂ηi
A i 6= j, (B.6)
∂2
∂ηi∂ηj
A = − ∂
2
∂ηj∂ηi
A =⇒ ∂
2
∂2ηi
A = 0. (B.7)
B.3 Integrals over Grassmann Numbers
Furthermore we need a consistent definition of integration over Grassmann num-
bers in analogy to the integral over the whole CN . From that we obtain three
conditions [37]:
1. We require the integral to be a complex linear functional:∫
dNη A ∈ C, (B.8)∫
dNη (λ1A1 + λ2A2) = λ1
∫
dNη A1 + λ2
∫
dNη A2, (B.9)
where dNη = dηNdηN−1 . . . dη1. (B.10)
2. The integral has to vanish at the boundary:∫
dNη
∂
∂ηi
A = 0. (B.11)
3. It has to be normalized: ∫
dNη η1η2 . . . ηN = 1. (B.12)
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This means that only expressions proportional to η1η2 . . . ηN contribute to the
integral: ∫
dNη A = a12...N , (B.13)
These conditions lead to further definitions and conventions:
dηidηj = −dηjdηi, (B.14)∫
dηi 1 = 0, (B.15)∫
dηi ηj = δij , (B.16)
and we obtain the following identity:∫
dηi
∂
∂ηi
A = 0. (B.17)
B.4 Transformation of Variables in Grassmann Inte-
grals
Performing a linear transformation via η′i = Mijηj , where Mij is a complex
N ×N -matrix, the transformation properties of the measure is given by
dNη = det(M)dNη′, (B.18)
in contrast to the
”
normal“ rule for transforming the integration measure for
RN with det(M) on the left-hand side. The determinant det(M) is referred to
as fermion determinant.
B.5 Gaussian Integrals with Grassmann Numbers
Now we consider a Grassmann algebra with 2N generators ηi, η¯i, i = 1, 2, . . . , N ,
where all these 2N generators anticommute with each other. Then we obtain
for the simple Gaussian integral:
N∏
k=1
∫
(dηk dη¯k) e
∑
i,j η¯iMijηj = det(M)
N∏
k=1
∫
(dη′k dη¯k) e
∑
i η¯iη
′
i
= det(M)
N∏
k=1
∫
(dη′k dη¯k) (1 + η¯kη
′
k)
= det(M). (B.19)
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B.6 The Generating Functional
The generating functional contains Gaussian integrals over Grassman numbers.
Gaussian integrals are needed to compute the generating functional
W [Θ, Θ¯] =
N∏
i=1
∫
(dηi dη¯i) exp
∑
k,l
η¯kMklηl +
∑
k
(Θ¯kηk + η¯kΘk)
 . (B.20)
First we rewrite the exponent in the following way (we use the Einstein sum-
mation convention for all indices):(
η¯i + Θ¯j(M
−1)ji
)
Mik
(
ηk + (M
−1)klΘl
)− Θ¯n(M−1)nmΘm. (B.21)
After this we make a transformation of variables
η′k = ηk + (M
−1)klΘl, (B.22)
η¯′i = η¯i + Θ¯j(M
−1)ji. (B.23)
Because of (B.14, B.15, B.16) the integration measure remains invariant and
the integral (B.20) reads
W [Θ, Θ¯] = e−
∑
n,m Θ¯nM
−1
nmΘm
∏
i
∫
(dη′idη¯
′
i) e
∑
k,l η¯
′
kM
−1
kl η
′
l
= det(M)e−
∑
n,m Θ¯nM
−1
nmΘm . (B.24)
For Θ = Θ¯ = 0, we obtain the previous result
W [0, 0] = det(M). (B.25)
With the help of this functional we are now able to calculate so-called n-point
functions:
〈ηi1 η¯j1 . . . ηin η¯jn〉 =
1
W [0, 0]
N∏
k=1
∫
(dηkdη¯k) ηi1 η¯j1 . . . ηin η¯jn exp
 N∑
l,m
η¯lMlmηm

=
1
W [0, 0]
N∏
k=1
(
∂
∂Θ¯jk
,
∂
∂Θ¯ik
)W [Θ, Θ¯]
∣∣∣∣∣
Θ=0
Θ¯=0
= (−1)n
∑
P
sign(P)(M−1)i1jP1 (M−1)i2jP2 . . . (M−1)injPn ,
(B.26)
where the sum runs over all permutations P ∈ {1, 2, . . . , n} and sign(P) deter-
mines the sign of the particular permutation.
We note that the formula (B.26) is also known as Wick’s theorem.
C
Statistical Analysis
C.1 Statistical Errors
An introduction to error estimation and fitting techniques may be found in
[152].
Performing N measurements on L quantities one obtains N data sets of the
form
(xi; y
n
i ), i = 1, . . . , L, n = 1, . . . , N. (C.1)
In our case we compute the correlator Cni on N gauge configurations for L
timeslices ti. Thus we get data sets (ti;C
n
i ). The sample mean value of the
quantities yni is given by
yi =
1
N
N∑
n=1
yni . (C.2)
For uncorrelated timeseries the variance reads
s2i =
1
N − 1
N∑
n=1
(yi − yni )2 (C.3)
=
N
N − 1(y
2
i − y2i ) , (C.4)
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where si labels the standard deviation. According to the central limit theorem
we obtain the statistical error
σ2i =
s2i
N
[1 +O(
1
N
)] (C.5)
and our L quantities are then given by
(xi, yi ± σi). (C.6)
Note that these formulae hold only if there is no correlation between the values
yni for different n.
C.2 Least Squares Fitting
Assuming Gaussian errors we use the method of least squares fitting to find a
function f(xi, θ) with parameters θ = (θ1, θ2, . . . , θl) describing the data sets
(xi, yi ± σi) best. In the case of our correlator data sets (ti, Ci) we have to fit
a function f(t;A,m) = Ae−mt with parameters A,m. The starting point is the
χ2-functional:
χ2(θ) =
L∑
i,j=1
[yi − f(xi, θ)]S−1ij [yj − f(xj , θ)] (C.7)
with the covariance matrix
Sij =
1
N − 1(yiyj − yiyj) (C.8)
=
1
N(N − 1)
N∑
n=1
(yni − yi)(ynj − yj), (C.9)
that takes all correlations between the measured quantities into account.
For the case of uncorrelated measurements yi the covariance matrix would
reduce to Sij = δij
s2i
N and (C.7) to
χ2(θ) =
L∑
i=1
(yi − f(xi, θ))2
σ2i
. (C.10)
However, we do not expect the propagators measured at different timeslices
to be uncorrelated. Thus, we work with the general form (C.7) to find the
optimal parameters. Therefore, we minimize the χ2-functional with respect to
the θk for the optimal values θk:
∂χ2
∂θk
∣∣∣∣
θ=θ¯
= 2
L∑
i,j=1
∂f(xi, θ¯)
∂θk
S−1ij [f(xj , θ¯)− yj ] != 0 , (C.11)
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which leads to a system of l equations.
To estimate the quality of the fit we have to consider the number of degrees
of freedom (d.o.f.) ν, which is given by
ν = L− l, (C.12)
where l is the number of free parameters of the fit.
We assume, that the yni are Gaussian distributed around yi with a variance
of σ2i :
P (yi) =
1√
2piσi
e
− (yi−yi)
2
2σ2
i . (C.13)
Then, for large ν, the expectation value of χ2 reads
χ2 = ν. (C.14)
Thus a reliable fit should satisfy
χ2/d.o.f. =
χ2
ν
≈ 1. (C.15)
We note that if the number of measurements N (C.1) grows arbitrarily large,
the validity of (C.13) holds and the function f(xi, θ) was chosen right, then the
ensemble average of the θ gives the sample average of yi by
yi = f(xi, θ). (C.16)
In this case we obtain for the ensemble average of our fit parameters
θk = θk ±
√
2(H−1)kk ∀ k = 1, . . . , l , (C.17)
where Hkm is the so-called Hessian:
Hkm =
∂2χ2
∂θk∂θm
∣∣∣∣
θ=θ¯
. (C.18)
In most cases however, statistics are much to small and one has to calculate
secondary quantities1 separately, as we do in the next section.
1Secondary quantities are functional characteristics of directly measured averages of ob-
servables. These so called primary averages are the yi in our calculations.
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C.3 The Jackknife Method
For manageably large samples the Jackknife method is a useful way to estimate
the errors of secondary observables. An example are fit parameters that we
obtain by fitting correlation functions.
For a given set of data points yn, n = 1, . . . , N with the sample average of
equation (C.2), the best estimator for a secondary quantity θ can be obtained
by
θ = θ(y). (C.19)
To estimate the error of this quantity θ one creates N Jackknife subsamples
y(J)n such that each subsample includes N − 1 data points. In each case the
nth data point is omitted. The sample mean value for each subsample is then
given by
y(J)n =
1
N − 1
N∑
k=1
k 6=n
yk. (C.20)
Thereafter one calculates for each subsample, just as well as for the original
sample, N Jackknife estimators of the secondary quantities
θ(J)n = θ(y(J)n) (C.21)
which have the common sample average
θ(J) =
1
N
N∑
n=1
θ(J)n. (C.22)
Therefrom one determines the variance of the jackknife estimators
σ2(J) =
N − 1
N
N∑
n=1
(
θ(J)n − θ(J)
)2
. (C.23)
and is finally left with the estimator of the ensemble average
θ = θ ± σ(J). (C.24)
D
Result Plots
D.1 BB Potentials
In this section we present the intermeson potentials VB1B2(r) that were not
discussed in section 7.2.3 and section 7.2.4 respectively. From figure D.1 to
figure D.7 we display the operator combinations 1 ⊗ 1, γ5 ⊗ 1, γ5 ⊗ ∇iγi,
γ5⊗P⊥, γ5⊗P‖, ∇iγi⊗P⊥ and ∇iγi⊗P‖ for isospin I = 0 and from figure D.8
to figure D.14 the operator combinations γ5 ⊗ γ5, 1 ⊗ 1, γ5 ⊗ ∇iγi, γ5 ⊗ P⊥,
γ5 ⊗ P‖, ∇iγi ⊗ P⊥ and ∇iγi ⊗ P‖ for isospin I = 1.
The layout is the same as in figure 7.5 of section 7.2.3 for instance. For the
operator combinations where we performed the spin projection of the static-
light meson spins we display the intermeson potentials on our coarse lattice for
Sz = 0 in the upper plot and for Sz = 1 in the intermediate plot, while the
lower plot shows our fine lattice results where both spin channels mix. For the
combinations where we coupled a S or a P− wave with the P+ wave we did
not perform the spin projection. Thus the different representations mix and we
are not able to distinguish between Σ and Π states. In these cases the upper
plot displays the coarse lattice potentials and the lower plot those from the fine
lattice. For all plots we use black circles, red squares and blue triangles to mark
the ground, the first excited and the second excited states respectively. The
x-axis displays the separation r in fm and the y-axis the energy levels, both in
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lattice units as well as in MeV.
The question of attraction or repulsion was already answered in detail in
section 7.2.5 and 7.2.6. So we use this paragraph to discuss the ambiguity of
first and second excited intermeson potentials with reference to some examples.
In figure D.2 we display the isoscalar channel for the operator combination
γ5 ⊗ 1. The intermeson potential for the Sz = 0 ground state (Σ−u ) is attrac-
tive at short distances and repulsive of the order of 50 MeV at intermediate
distances. In case of the first excited level (Σ−′u ) there are two possibilities to
determine the potential. Either by subtracting the sum of a radially excited
1
2
+′
state (γ5) and a
1
2
−
(1) ground state or the reversed case, namely the sum
of 12
+
and 12
−′
. The latter assignment is energetically favorable and agrees with
the repulsive ground state findings. For these reasons we have chosen this clas-
sification to represent the first excited state. Using the same arguments we
appointed the second excited state of this channel as well as the excited states
for spin Sz = 1 of the same operator combination.
The next example we want to address is the isosinglet γ5⊗P⊥ channel on the
coarse lattice which is shown in the upper plot of figure D.4. For the first excited
state Σ+′g we have chosen the representation (
1
2
+
+ 32
−′
) since it is energetically
favorable and approaches the expected r →∞ limit at intermediate distances.
For the second excitation Σ+′′g we find three levels. The combination
1
2
+
plus
3
2
−′′
would be energetically favorable. However, in contrast to ground and first
excited state this representation would be repulsive of the order of 70 MeV.
Thus, we see no clear evidence that our creation operator should overlap with
this assignment. Remaining are the combinations (12
+′
+ 32
−′
) and (12
+′′
+ 32
−
).
The first assignment would be very attractive at intermediate distances while
the latter combination has the expected infinite distance limit and is energeti-
cally favorable. Therefore we choose this combination to represent the second
excited state.
Finally, we look at the isovector γ5 ⊗ γ5 channel on the coarse lattice in
figure D.8. In both spin channels Sz = 0 and Sz = 1 the sum of a radial
excited 12
+′′
and a 12
+
static-light would be the energetically most favorable
second excited state. However, this representation is very repulsive of the order
of 180 MeV and does not agree with ground and first excited states. Therefore,
we see no evidence for this assignment and choose the combination (12
+′
+ 12
+′
).
In general we choose the energetically favored combination, except there is
no evidence that our creation operator overlaps with this assignment, like in
the last example.
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Figure D.1: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination 1⊗ 1. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.2: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination γ5⊗1. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.3: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination γ5 ⊗ ∇iγi. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue triangles
mark the ground, the first and the second excited states respectively. Full
symbols indicate the chosen energy levels.
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Figure D.4: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination γ5⊗P⊥. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.5: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination γ5⊗P‖. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.6: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination ∇iγi ⊗ P⊥. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue triangles
mark the ground, the first and the second excited states respectively. Full
symbols indicate the chosen energy levels.
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Figure D.7: The intermeson potential VB1B2(r) in the isoscalar channel for the
combination ∇iγi ⊗ P‖. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue triangles
mark the ground, the first and the second excited states respectively. Full
symbols indicate the chosen energy levels.
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Figure D.8: The intermeson potential VB1B2(r) in the isovector channel for the
combination γ5⊗γ5. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.9: The intermeson potential VB1B2(r) in the isovector channel for the
combination 1⊗ 1. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.10: The intermeson potential VB1B2(r) in the isovector channel for
the combination γ5 ⊗ ∇iγi. From top to bottom we show the coarse lattice
for Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue
triangles mark the ground, the first and the second excited states respectively.
Full symbols indicate the chosen energy levels.
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Figure D.11: The intermeson potential VB1B2(r) in the isovector channel for the
combination γ5⊗P⊥. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
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Figure D.12: The intermeson potential VB1B2(r) in the isovector channel for the
combination γ5⊗P‖. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue triangles mark
the ground, the first and the second excited states respectively. Full symbols
indicate the chosen energy levels.
D.1. BB Potentials 153
0.1 0.2 0.3 0.4
r/(2 r0)
−1.6
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
V
Q
q¯
q¯
Q
r 0
Σ−g
Σ−′g , (
1

2
−′
+ 32
−
)
Σ−′g , (
1

2
−
+ 32
−′
)
−600
−500
−400
−300
−200
−100
0
100
M
eV
163 × 32, I = 1
∇iγi ⊗ P⊥
0.1 0.2 0.3 0.4
r/(2 r0)
−1.6
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
V
Q
q¯
q¯
Q
r 0
Σ−g
−600
−500
−400
−300
−200
−100
0
100
M
eV
243 × 48, I = 1
∇iγi ⊗ P⊥
Figure D.13: The intermeson potential VB1B2(r) in the isovector channel for
the combination ∇iγi ⊗ P⊥. From top to bottom we show the coarse lattice
for Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue
triangles mark the ground, the first and the second excited states respectively.
Full symbols indicate the chosen energy levels.
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Figure D.14: The intermeson potential VB1B2(r) in the isovector channel for
the combination ∇iγi ⊗ P‖. From top to bottom we show the coarse lattice
for Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue
triangles mark the ground, the first and the second excited states respectively.
Full symbols indicate the chosen energy levels.
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D.2 BB Meson-Antimeson States
In this section we present the BB meson-antimeson energy levels for the operator
combinations that were not shown in section 7.3.2 and section 7.3.3 respectively.
From figure D.15 to figure D.21 we display the operator combinations 1 ⊗ 1,
γ5 ⊗ 1, γ5 ⊗∇iγi, γ5 ⊗ P⊥, γ5 ⊗ P‖, ∇iγi ⊗ P⊥ and ∇iγi ⊗ P‖ in the isovector
I = 1 channel and in figure D.22 the operator combinations 1⊗1 and γ5⊗∇iγi
in the isosinglet I = 0 channel where we projected the static-light meson spins
to Sz = 1.
The layout for the following figures is the same as in figure 7.20 of sec-
tion 7.3.2 for instance. We display the meson-antimeson masses as a function
of the static quark-antiquark separation r in fm. Ground states are labeled
as black circles, first excited states as red squares and second excited states
as blue diamonds. For very large distances, the expected limit is given by the
sum of the corresponding static-light B mesons. These are represented by the
solid lines, where their widths indicate the jackknife errors. In addition green
triangles denote the static quark potential VQQ plus various light mesons that
have the appropriate quantum numbers. In cases where we performed the spin
projection we display the BB energy levels on our coarse lattice for Sz = 0 in
the upper plot and for Sz = 1 in the intermediate plot, while the lower plot
shows our fine lattice results. In the other cases where we did not perform the
spin projection the upper plot of the figures shows the coarse lattice results and
the lower plot those from the fine lattice.
In general we find the expected r →∞ limit in all channels for the observed
operator combinations at intermediate distances of r ≈ 0.4 fm. At short dis-
tances however, it is hard to decide whether we see substantial attractive forces
between the static-light meson-antimeson pairs or bound states between the
static quark potential and additional light mesons. This holds for all the fol-
lowing operator combinations. The reason is, that states consisting of the QQ
static potential and appropriate scalar mesons have the same quantum numbers
as the BB states.
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Figure D.15: The BB meson-antimeson masses for the combination 1⊗1 in the
isovector channel. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds mark
the ground, the first and the second excited states respectively while the green
triangles label the static QQ potential plus various light mesons. The horizontal
lines represent the sum of the corresponding static-light B mesons, the expected
r →∞ limit, where their widths indicate the jackknife errors.
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Figure D.16: The BB meson-antimeson masses for the combination γ5⊗1 in the
isovector channel. From top to bottom we show the coarse lattice for Sz = 0,
Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds mark
the ground, the first and the second excited states respectively while the green
triangles label the static QQ potential plus various light mesons. The horizontal
lines represent the sum of the corresponding static-light B mesons, the expected
r →∞ limit, where their widths indicate the jackknife errors.
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Figure D.17: The BB meson-antimeson masses for the combination γ5 ⊗ ∇iγi
in the isovector channel. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds
mark the ground, the first and the second excited states respectively while the
green triangles label the static QQ potential plus various light mesons. The
horizontal lines represent the sum of the corresponding static-light B mesons,
the expected r →∞ limit, where their widths indicate the jackknife errors.
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Figure D.18: The BB meson-antimeson masses for the combination γ5 ⊗ P⊥
in the isovector channel. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds
mark the ground, the first and the second excited states respectively while the
green triangles label the static QQ potential plus various light mesons. The
horizontal lines represent the sum of the corresponding static-light B mesons,
the expected r →∞ limit, where their widths indicate the jackknife errors.
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Figure D.19: The BB meson-antimeson masses for the combination γ5 ⊗ P‖
in the isovector channel. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds
mark the ground, the first and the second excited states respectively while the
green triangles label the static QQ potential plus various light mesons. The
horizontal lines represent the sum of the corresponding static-light B mesons,
the expected r →∞ limit, where their widths indicate the jackknife errors.
D.2. BB Meson-Antimeson States 161
0.1 0.2 0.3 0.4
r/(2 r0)
4
5
6
7
8
9
10
11
V
Q
q¯
Q¯
q
r 0
Σ−g
Σ−′g
Σ−′′g
VQQ +ma0
VQQ + 2mpi
VQQ +mpi(p− wave)
1500
2000
2500
3000
3500
4000
M
eV
(12
−
+ 32
−
)
(12
−′
+ 32
−
)
(12
−′′
+ 32
−
)
163 × 32, I = 1
∇iγi ⊗ P⊥
0.1 0.2 0.3 0.4
r/(2 r0)
3
4
5
6
7
8
9
V
Q
q¯
Q¯
q
r 0
Σ−g
VQQ + 2mpi
VQQ +mpi(p− wave)
1000
1500
2000
2500
3000
3500
M
eV
(12
−
+ 32
−
)
243 × 48, I = 1
∇iγi ⊗ P⊥
Figure D.20: The BB meson-antimeson masses for the combination ∇iγi ⊗ P⊥
in the isovector channel. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds
mark the ground, the first and the second excited states respectively while the
green triangles label the static QQ potential plus various light mesons. The
horizontal lines represent the sum of the corresponding static-light B mesons,
the expected r →∞ limit, where their widths indicate the jackknife errors.
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Figure D.21: The BB meson-antimeson masses for the combination ∇iγi ⊗ P‖
in the isovector channel. From top to bottom we show the coarse lattice for
Sz = 0, Sz = 1 and the fine lattice. Black circles, red squares and blue diamonds
mark the ground, the first and the second excited states respectively while the
green triangles label the static QQ potential plus various light mesons. The
horizontal lines represent the sum of the corresponding static-light B mesons,
the expected r →∞ limit, where their widths indicate the jackknife errors.
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Figure D.22: The BB meson-antimeson masses on our coarse lattice for the
operator combination 1 ⊗ 1 (upper plot) and γ5 ⊗∇iγi (lower plot) for I = 0
and Sz = 1. Black circles, red squares and blue diamonds mark the ground, the
first and the second excited state respectively while the green triangles label the
QQ static potential plus various light mesons. The horizontal lines represent
the sum of the corresponding static-light B mesons, where their widths indicate
the jackknife errors.
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"Ahhh, diese Ruhe. Der Hypophysenlappen
im Hinterkopf geht nur noch ganz langsam,
propellert nicht mehr. Eine angenehme
Blutleere im Hinterkopf macht sich breit
und verschafft einem eine inwendige
Tranquillita¨t."
- Gemu¨tlichkeit -
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