We consider the following semilinear elliptic equation: 
Introduction
In this paper, we study the following semilinear elliptic equation:
where B 1 is the unit ball in R d , d ≥ 3, λ > 0 and p > 0. The purpose of this paper is to study the existence of a singular solution and a bifurcation diagram of regular solutions to (1.1) for general power p > 0. By a singular solution, we mean a positive regular solution to (1.1) in B 1 \ {0} and tends to infinity at the origin x = 0. For example, putting λ 1,∞ = 2(d − 2) and W 1 (x) = −2 log |x|, we see that (λ 1,∞ , W 1 ) is a singular solution to (1.1) in case of p = 1.
Several studies have been made on (1.1) in case of p = 1. See [1, 3, 5, 6, 9, 10, 15, 17, 16] and references therein. We recall some of them. Gel'fand [6] showed that when d = 3, (1.1) has infinitely many solutions at λ = λ 1,∞ . Then, Joseph and Lundgren [10] gave a complete classification of solutions to (1.1). More precisely, they showed that (1.1) has infinitely many solutions at λ = λ 1,∞ when 3 ≤ d ≤ 9 and has a unique solution for 0 < λ < λ 1,∞ and no solution for λ > λ 1,∞ when d ≥ 10. See Jacobsen and Schmitt [9] for the survey of this problem.
In this paper, we will treat general power p > 0 and show that (1.1) has a singular solution in the case where p > 0 and d ≥ 3. In addition, we shall show that (1.1) has infinitely many regular solutions in the case where p > 0 and 3 ≤ d ≤ 9.
First, we focus our attention on the existence of a singular solution. As we mentioned above, in case of p = 1, (1.1) has the explicit singular solution (λ 1,∞ , W 1 ). The singular solution plays an important role in the bifurcation analysis of regular solutions to (1.1). However, we encounter difficulties when we seek a singular solution if the power p does not equal to 1. Therefore, it is worthwhile to investigate the existence of a singular solution for general power p > 0. Concerning this, we obtain the following. as |x| → 0.
Once we obtain the singular solution, we investigate the relation between the singular solution and regular ones. Dancer [4] showed that for any p > 0, there exists an unbounded bifurcation branch C ⊂ R × L ∞ (B 1 ) which emanates from (λ, u) = (0, 0). Let λ 1 be the first eigenvalue of the operator −∆ in B 1 with the Dirichlet boundary condition and φ 1 be the corresponding eigenfunction. By multiplying the equation in (1.1) by φ 1 and integrating the resulting equation, we see that if (λ, u) ∈ C, we have 0 < λ < λ 1 . This yields that sup { u ∞ | (λ, u) ∈ C} = ∞. Moreover, from the result of Korman [12, Theorem 2.1] (see also Miyamoto [15, Proposition 6]), we see that the branch C can be parameterized by u ∞ . Namely, the branch C can be expressed by the following:
Then, we obtain the following. 
From Theorem 1.2, we can obtain the following result. We prove Theorems 1.1 in the spirit of Merle and Peletier [13] . We first transform the equation (1.1) to a suitable one. From the result of Gidas, Ni and Nirenberg [7] , we find that a positive solution to (1.1) is radially symmetric. Therefore, the equation (1.1) can be transformed into the following ordinary differential equation:
We put s = √ λr and u(s) = u(r). Then, we see that u satisfies
We construct a local solution to the equation in (1.5) which has a singularity at the origin s = 0. To this end, we employ the Emden-Fowler transformation. Namely, we put t = − log s and u(t) = u(s). This yields that u satisfies the following:
(1.6)
We give an approximate form of a singular solution near t = ∞. Then, we make an error estimate for the approximation. The proof of Theorem 1.2 is also based on that of Merle and Peletier [13] . We note that Dancer [4] 
See Lemma 4.2 below in detail. From this, we can show that the bifurcation branch C given by (1.3) has infinitely many turning points, which yields Theorem 1.3. This paper is organized as follows: In Section 2, we construct the singular solution to (1.1) in case of d ≥ 3. In Section 3, we investigate the asymptotic behavior of the regular solutions (λ(γ), u(r, γ)) as γ goes to infinity. In Section 4, we count the intersection number and give a proof of Theorem 1.3. In Section 5, we show that the Morse index of the singular solution is finite in case of d ≥ 11.
Existence of a singular solution
To prove Theorem 1.1, we first consider (1.6) and restrict ourselves to the case where t > 0 is sufficiently large. We seek a solution to (1.6) of the form
where
Then, the function η solves the following:
for sufficiently large t > 0, where
Then, we show the following:
We show Theorem 2.1 by using the contraction mapping principle. To this end, we transform (2.3). First, we have
Furthermore, we obtain
This yields that
By (2.5), (2.6), and (2.8), we have
Therefore, (2.3) can be written by the following:
10)
Thus, we seek a solution to the following equation:
We estimate the inhomogeneous terms f i (t)(1 ≤ i ≤ 5). We obtain the following.
for sufficiently large t > 0
Proof. By (2.4) and (2.9), we obtain (i). It follows from (2.2) that
for sufficiently large t > 0. Thus, by (2.10), we have
From (2.7), we have
Thus, we obtain |f 5 (t)| ≤ ε 2 t −A p from (2.12).
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. We set
In order to prove Theorem 2.1, it is enough to solve the following final value problem:
for some T > 0. We note that
We consider the case where 3 ≤ d ≤ 9 only because we can prove similarly in the other cases. Let µ = −(d − 2)(d − 10). Then, the final value problem (2.16) is transformed into the following integral equation:
Fix T > 0 large enough and let X be a space of continuous function on (T, ∞) equipped with the following norm:
We fix arbitrary ε > 0 and set
First, we shall show that T maps from Σ to itself. It follows from Lemma 2.1 that |F (t, η)| ≤ ε 2 t −Ap for sufficiently large t > 0. This yields that
Thus, we have proved the claim. Next, we shall show that T is a contraction mapping. For η 1 , η 2 ∈ Σ, we have
From the definition, we obtain
Thus, we see that
Next, we estimate the term |f 5 (t,
Therefore, for sufficiently large t > 0, we have
Finally, we estimate the term |f 4 (t, η 1 ) − f 4 (t, η 2 )|. We can compute that
By the Taylor expansion together with (2.15), we have
Similarly, by (2.14), we obtain
From (2.7), we obtain 
Thus, we find that T is a contraction mapping. This completes the proof.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. It follows from Theorem 2.1 that there exist a constant T ∞ > 0 and a solution η ∞ (t) to the equation (2.3) for t ∈ (T ∞ , +∞) satisfying |t|
For such a solution η ∞ , we put
Then we see that u ∞ (t) satisfies
27) for t ∈ (T ∞ , +∞). We shall show that u ∞ (t) has a zero for some T 0 ∈ (−∞, ∞). Suppose the contradiction that u ∞ (t) is positive for all t ∈ (−∞, ∞).
Then, we see that u ∞ is monotone increasing. Indeed, if not, there exists a local minimum point t * ∈ (−∞, ∞). It follows that (d 2 u ∞ /dt 2 )(t * ) ≥ 0 and (du ∞ /dt)(t * ) = 0. Then, from the equation (2.27), we obtain
which is a contradiction. Since u ∞ is positive and monotone increasing, there exists a constant C ≥ 0 such that u ∞ (t) → C as t → −∞. This together with (2.27) yields that 0 = lim
which is absurd. Therefore, we see that u ∞ has a zero for some
If we choose λ p,∞ > 0 so that − log λ p,∞ = 2T 0 , that is, λ p,∞ = e −2T 0 , we find that u ∞ (s) is a solution to (1.6) with λ = λ p,∞ . This completes the proof.
Asymptotic behavior of a regular solution
In this section, we give a proof of Theorem 1.2. We denote by u(s, γ) a positive solution to (1.5) with
If there is no confusion, we just denote by u(s). We set
Then, we see that u(ρ, γ) satisfies
2) Concerning the solutions to (3.2), the following lemma holds:
is a solution to the following equation: 
By (3.4), we have
It follows from the first equation in (3.2) that
Integrating the above inequality, we have
Integrating the inequality yields that
Therefore, for ρ ∈ [0, ρ 0 ), we have
This together with the equation in (3.2) gives the uniform boundedness of u ρ and u ρρ for ρ ∈ [0, ρ 0 ). Then, by the Ascoli-Arzela theorem, there exists a function U such that u(ρ, γ) converges to U in C 1 loc ([0, ρ 0 )) as γ goes to infinity. Moreover, by the Taylor expansion, there exists θ ∈ (0, 1) such that
Therefore, by (3.5), we have
This yields that U satisfies (3.3). This completes the proof.
Next, we put t = − log s. We define y(t, γ) by
We see that y(t, γ) satisfies the following:
For the function y(t, γ), we make the following spatial translation:
Let U be the solution to (3.3). We put U * (τ ) = U (ρ) and
(3.11)
Then, the following lemma holds:
Lemma 3.2. Let y and Y be the functions defined by (3.10) and (3.9), respectively. Then, we have
Proof. It follows from (3.1) and (3.6) that
(3.12)
By (2.2), (3.9) and the Taylor expansion, we have
for some θ ∈ (0, 1). This yields that
for each τ ∈ (−∞, ∞). Similarly, we obtain It follows from Lemma 3.1 that lim γ→∞ u(ρ, γ) = U (ρ) = U * (τ ). Thus, by (2.2), (3.10) and (3.16), we see that
This completes the proof.
Proof. We set
. Then, the pair of functions (
We define an energy E by
From the equation (3.17), we have
Moreover, (0, 0) is an equiblium point of (3.17) and a minimum of the energy E. This yields that (
where y(t, γ) is the function defined by (3.6) .
From Lemma 3.3, we see that for any ε > 0, there exists τ ε ∈ (−∞, 0) such that
is a solution to (3.17) . We fix τ ε ∈ (−∞, 0) and put
Then, by Lemma 3.2, we have
for sufficiently large γ > 0. We shall show the following.
Lemma 3.4. Let (z 1 (t, γ), z 2 (t, γ)) be the function defined by (3.18) . For arbitrary ε > 0, we set
There exists T ε which does no depend on γ and t ε but on ε such that (z 1 (t, γ), z 2 (t, γ)) ∈ Γ 2ε for t ∈ (T ε , t ε ).
Proof. We define an energy by
By (3.19), we have
Similarly as in (2.5), by the Taylor expansion, we obtain
Therefore, we have
Since Γ ε is a neighborhood of (0, 0), we can take ε > 0 so small such that
where the constant C * > 0 which does not depend on ε and is defined by (3.26) below. We shall show that (z 1 (t), z 2 (t)) ∈ Γ 2ε for t ∈ (T ε , t ε ) by contradiction. Suppose the contrary that (z 1 (t), z 2 (t)) ∈ Γ 2ε for t ∈ (T ε , t ε ] and (z 1 (T ε ), z 2 (T ε )) / ∈ Γ 2ε . Then, by (3.21), we have
(3.23)
Since |z 1 (t)| + |z 2 (t)| < 1, we see from (3.8) that there exists a constant
Similarly as in the proof of Lemma 2.1, there exists a constant C > 0 such that
for sufficiently large s > 0. This yields together with (3.24) that
for some constant C > 0. Therefore, by the Young inequality, we have
We set
Let us admit (3.29) for a moment and continue to prove. We set Thus, all we have to do is to prove (3.29) . Suppose the contrary that there exists δ > 0 and {t k } ⊂ R + such that |z * ,1 (t k )| ≥ δ for all k ∈ N and lim k→∞ t k = ∞. Then, there exists k 0 ∈ N such that t k 0 > T ε . Then, we see that |z 1 In this section, following Guo and Wei [8] and Miyamoto [14, 15] , we shall give a proof of Theorem 1.3. More precisely, we count a intersection number of the singular solution and regular ones. Let I be an interval in R. See Nagasaki and Suzuki [17] or Miyamoto [15] for a proof of Proposition 4.1. 
