Abstract: This article considers the detection and evaluation of genetic effects incorporating gene-environment interaction and independence. Whereas ordinary logistic regression cannot exploit the assumption of gene-environment independence, the proposed approach makes explicit use of the independence assumption to improve estimation efficiency. This method, which uses both cases and controls, fits a constrained retrospective regression in which the genetic variant plays the role of the response variable, and the disease indicator and the environmental exposure are the independent variables. The regression model constrains the association of the environmental exposure with the genetic variant among the controls to be null, thus explicitly encoding the gene-environment independence assumption, which yields substantial gain in accuracy in the evaluation of genetic effects. The proposed retrospective regression approach has several advantages. It is easy to implement with standard software, and it readily accounts for multiple environmental exposures of a polytomous or of a continuous nature, while easily incorporating extraneous covariates. Unlike the profile likelihood approach of Chatterjee and Carroll (Biometrika. 2005;92: 399 -418), the proposed method does not require a model for the association of a polytomous or continuous exposure with the disease outcome, and, therefore, it is agnostic to the functional form of such a model and completely robust to its possible misspecification. (Epidemiology 2011;22: 262-272) G ene-environment interactions play an important role in the development of many complex diseases. The number of large epidemiologic studies designed to discover novel gene-environment interactions is fast-growing, with the hope that such findings will lead to better understanding of disease etiology and improvements in current treatment and prevention guidelines. Numerous recent statistical methods to facilitate the discovery of gene-environment interaction have exploited a crucial assumption that genetic and environmental factors are distributed independently of each other in the underlying population. In particular, the case-only estimator of an interaction on the risk-ratio scale is valid only if the independence assumption is correct.
G ene-environment interactions play an important role in the development of many complex diseases. The number of large epidemiologic studies designed to discover novel gene-environment interactions is fast-growing, with the hope that such findings will lead to better understanding of disease etiology and improvements in current treatment and prevention guidelines. Numerous recent statistical methods to facilitate the discovery of gene-environment interaction have exploited a crucial assumption that genetic and environmental factors are distributed independently of each other in the underlying population. In particular, the case-only estimator of an interaction on the risk-ratio scale is valid only if the independence assumption is correct.
For binary genetic (G) and environmental (E) factors, the case-only estimator is the empirical marginal odds ratio (ie, crude odds ratio) between G and E among cases (with disease status D ϭ 1), and thus data on unaffected individuals (with disease status D ϭ 0) are not required. 1 When the disease is rare within all levels of G and E in the population, the case-only estimator is well-known to also accurately estimate a G-E interaction on the odds-ratio scale. In addition, efficiency considerations have contributed to the appeal of the case-only estimator, which is highly efficient when the disease is rare. This is true even when data on unaffected individuals are available, as we assume hereafter, by considering the setting of a case-control study with controls sampled from subjects who remain unaffected at the end of the study.
In contrast, under gene-environment independence, the standard prospective logistic regression estimator of geneenvironment interaction can be less efficient. This is expected since it does not make use of the assumed independence. 2, 3 Although the case-only design allows for estimation of G-E interaction, it does not allow for the estimation of the main effects of either G or E on the risk of disease, without which a meaningful interpretation of interactions may be difficult.
Under a rare-disease assumption, Modan et al 4 in a specific application, noted that, under gene-environment independence, the disease odds ratio associated with G among subjects with exposure level E ϭ e can be estimated by a logistic regression analysis that compares the distribution of G among all controls Pr{G͉D ϭ 0}, with the genotype distribution among cases with E ϭ e, Pr{G͉D ϭ 1, E ϭ e}. A similar approach gives the disease odds ratio associated with E among subjects with exposure level G ϭ g by simply reversing the roles of gene and environment in the previous description.
In a more general approach, Umbach and Weinberg 5 obtained maximum likelihood estimates of main effect and interaction parameters of genetic and environmental factors under gene-environment independence, by fitting a suitably constrained log-linear model. Further generalizing these methods, Chatterjee and Carroll 6 recently proposed a profile maximum likelihood approach that exploits the independence assumption to provide efficient estimates of main effects of E and G and of their interaction. Both these methods are particularly appealing because they can be extended to accommodate extraneous covariates. Additional covariates L will often be modeled for confounding adjustment, as well as to guarantee that the assumption of gene-environment independence holds. 6 This is because assuming that G and E are conditionally independent is weaker and often more appropriate than assuming marginal independence. Unfortunately, in addition to a complete specification of a regression model for the disease risk Pr(D͉G, E, L), both methods also require modeling at least part of the covariates' distribution. Indeed, the approach of Umbach and Weinberg 5 requires an estimate of the joint distribution of (G, E, L), and therefore is not practical when the set of covariates is of moderate to high dimension, or when the set contains continuous covariates. 6 Similarly, the profile likelihood approach requires a consistent estimate of the conditional density of the genetic factor, given L in the underlying population. For a rich model with several covariates, saturated or nonparametric estimates of this density will generally perform poorly in finite samples. For this reason, Chatterjee and Carroll 6 propose the use of parsimonious parametric models for estimating Pr(G ϭ g͉L) and Pr(D͉G, E, L).
There has been some recent interest in studying the impact of misspecification in the model for the association between the environmental exposure and disease risk (M. Cornelis, unpublished data, 2010). 7 In this paper, we briefly review specific conditions described by Tchetgen Tchetgen and Kraft 7 under which they formally show valid inferences on genetic effects can still be obtained using either standard logistic regression or profile likelihood, even when the environmental factor is misspecified. When these conditions are not met, model misspecification is likely to produce estimation bias and result in an inflated type 1 error rate, as illustrated by M. Cornelis (unpublished data, 2010) in a specific data application.
A possible solution to this problem is the retrospective regression approach for the evaluation of genetic effects. In the simple setting where E is binary, G is coded as a binary genetic variant, and L is absent, this approach uses both cases and controls in a constrained retrospective logistic regression analysis in which G is the dependent variable, and E and D are the independent variables; and where E is constrained to have a null odds ratio association with G in the controls. While the approach is similar to the case-only method (in the sense that the regression analysis also conditions on disease status), both cases and controls contribute to the analysis. Furthermore, by constraining the main effect of E to be null in the regression, the retrospective logistic model explicitly encodes the assumption that E and G are independent in the controls. Under the rare disease assumption, this is essentially equivalent to the assumption of gene-environment independence in the underlying population.
Finally, by the well-known invariance property of odds ratios, the parameter for the main effect of D in the retrospective regression can be interpreted as the logarithm of the disease odds ratio associated with G among unexposed individuals. In the same vein, the parameter of the interaction between D and E may be interpreted as the logarithm of the G-E interaction on the odds ratio scale for disease. In fact, as shown later, in this simple setting where G and E are both binary, the constrained retrospective maximum likelihood estimator of the interaction parameter reduces to the caseonly estimator of interaction, and the constrained retrospective maximum likelihood estimator of the main effect of D reduces to the all-controls estimator of Modan et al 4 for the effect of G on D in the unexposed. Therefore, the constrained retrospective logistic regression approach unifies these 2 methods into a single analytic regression framework, which may be used to formally test for an overall genetic association with disease status. Constrained retrospective regression can accommodate additional covariates L and an exposure variable of a polytomous or continuous nature; various forms of genetic coding can be accommodated. When exposure is continuous, the retrospective regression approach allows for the dose-response relationship between exposure and disease risk among noncarriers to remain completely unrestricted. This latter property is particularly appealing, as it allows for inferences that are completely robust to misspecification of a model for the exposure association. This property is not generally shared by standard prospective logistic regression or by profile likelihood. The performance of the proposed methodology is considered below in empirical settings via an extensive simulation study in which the constrained retrospective maximum likelihood estimator is compared with standard prospective logistic regression analysis, as well as with the profile likelihood method. Finally, the methods are illustrated with data from an Israeli study of the interaction between reproductive risk factors and BRCA1/2 in their effects on the risk of ovarian cancer.
THE RETROSPECTIVE REGRESSION APPROACH

Binary Genetic and Environmental Factors
This section introduces the approach in the simple setting of binary genetic and environmental factors. Data are from a hypothetical unmatched case-control study in which cases are known to arise from the underlying population according to the saturated logistic regression model:
where ␤ ϭ ͑␤ 0 , ␤ G , ␤ GE , ␤ E ͒. The primary goal is to estimate the overall effects of G, by estimating ␤ G and ␤ GE . The constrained retrospective logistic regression approach fits the model by maximum likelihood:
where is constrained to be null
with
for a and b ʦ {0, 1}, defining the odds ratio relating A to B within levels of C, and ϭ ͑ 0 , ␤ G , ␤ GE ͒. Note that the parameters ␤ G and ␤ GE are shared between models (1) and (2) to reflect the following crucial property of odds ratios:
and
A null value of is perfectly compatible with a non-null value of ␤ E , because the assumption of gene-environment independence in the controls that entails equation (3) does not necessarily imply that D is independent of E in noncarriers. Let n egd denote the number of observed subjects with E ϭ e, G ϭ g, and D ϭ d. Also let n ⅐gd ϭ n 0gd ϩ n 1gd ў As shown in the paper by Umbach and Weinberg, 5 it is easy to verify that the constrained maximum likelihood estimators of ␤ G and ␤ GE are
The efficiency advantage of the constrained maximum likelihood approach is illustrated by comparing it with the standard prospective logistic regression approach. To do this we consider the large sample variance of the constrained maximum likelihood estimator ␤ G of the effect of G in the unexposed, and of
the constrained maximum likelihood estimator of the effect of G in the exposed. Recall that the prospective logistic regression maximum likelihood estimators are given by:
with estimated variances that are related by:
because n 000 Յ n ў00 and n 010 Յ n ў10 , also
Thus, as expected, the constrained maximum likelihood estimation yields more efficient estimates of genetic effects than does standard prospective regression. ␤ GE is exactly equal to the case-only estimator, 1 while ␤ G corresponds to the so-called all-controls estimator of Modan et al 4 for the effect of G on D in the unexposed, and ␤ G ϩ ␤ GE is the all-controls estimator for the effect of G on D in the exposed. The constrained likelihood ratio test
can be used to test for an overall genetic association with the disease outcome, where
and null ϭ ͑ 0,null , 0, 0͒ maximizes the likelihood further constrained by the null hypothesis. In this simple case of binary variables G and E, the likelihood ratio statistic has an asymptotic 2 distribution with 2 degrees of freedom under the null. Alternatively, score and Wald test statistics may be constructed using the maximum likelihood estimator of and the corresponding inverse information matrix estimate of its asymptotic covariance matrix. Likelihood ratio and Wald tests for other related null hypotheses that may be of interest in this model are easily obtained in a similar manner.
Polytomous or Continuous Exposure
A straightforward generalization allows for an environmental exposure of a polytomous or continuous nature, and for the presence of additional covariates L. In this generalization, G and E are conditionally independent within levels of L but not necessarily so upon marginalizing over a component of L. Suppose that ͑E͒ is a user-specified coding for the environmental factor; for example, when E is continuous, ͑E͒ may either be equal to a single linear term E, or may incorporate an additional nonlinear term, say ͑E͒ ϭ ͑E, E 2 ͒ T . This generalization entails fitting by maximum likelihood, the constrained retrospective logistic model:
where, under the rare disease assumption, the main effect of exposure representing the conditional log-odds ratio association between G and E given L in the controls
is constrained by the independence assumption to be equal to zero. As before,
and the term ␤ GE T ͑E͒ now corresponds to the logarithm of the interaction function
Thus, likelihood ratio statistics to test for non-null genetic effects or interaction parameters can be obtained as in the previous section.
Polytomous Genetic Factor
A polytomous genetic factor G can be modeled by adopting a constrained retrospective logistic regression approach, which extends the logistic case-only estimator recently considered by Tchetgen Tchetgen and Robins 8 and Clarke and Morris.
where k ϭ 0, 1, …, K corresponds to the levels of G. For instance, in the context of GWAS data, k ϭ 0, 1, 2 typically corresponds to the 3 ordered levels for SNP genotype data. As before, the parameters {␤ G,k , ␤ GE,k :k} of this model can be shown to correspond to the main genetic effects and interaction parameters with exposure on the odds ratio scale. Specific submodels of (7) are obtained by imposing additional constraints on parameters of the model. To illustrate, an additive genotype coding of SNP data is recovered by con-
Tests of non-null genetic effects or interactions are obtained as before via standard likelihood ratio statistics, score statistics, and Wald statistics.
ROBUSTNESS OF TESTS OF GENETIC EFFECTS
Analytic methods can vary in their robustness against particular forms of model misspecification. Such robustness of 3 specific methods is considered here: (i) standard prospective logistic regression, (ii) profile likelihood, and (iii) retrospective logistic regression.
Robustness Against a Misspecified Exposuredisease Association
To begin, suppose that G and E are marginally independent in the population of interest and that population stratification is absent, so that it is not necessary to adjust for L. Again, by modeling the genetic variant as the outcome in the regression and disease status as an independent variable, the retrospective approach (iii) does not require a model for the main effect of exposure on disease status and, therefore, is robust to model misspecification of the latter. In contrast, prospective logistic regression and profile likelihood (described later) both require specification of a model for the prospective risk of disease, and therefore for the association between E and D, such as that given in equation (1), where it is assumed that
When E is continuous, this parametric model may not hold in practice, for instance, if the dose-response relationship logOR DE͉G ͑1, E͉G ϭ 0͒ is nonlinear in E. The possibility of a misspecified model for the effect of exposure raises a concern that the corresponding inferences on genetic effects might be incorrect. However, Tchetgen Tchetgen and Kraft 7 recently showed that, under the null hypothesis of no genetic effects, methods (i) and (ii) respectively yield estimates of ͑␤ G , ␤ GE ͒ in model (1) that are consistent for the truth, ie, that converge (in probability) to the correct null value of zero, even when the main effect of exposure logOR DE͉G ͑1, E͉G ϭ 0͒ ϭ ␤ E E is incorrectly specified. Furthermore, they formally showed how one can exploit this robustness property to recover valid inferences on genetic effects despite model misspecification. They showed that valid Wald-type test statistics and confidence intervals for genetic effects can be constructed from the maximum likelihood estimator of ͑␤ G , ␤ GE ͒, provided that a consistent estimator of their variance (say Huber's sand-
Retrospective Regression in Genetic Studies wich estimator of variance) is used. 10 For instance, they show the following test statistic may be used:
under the null of no genetic effects, where ͑␤ G , ␤ GE ͒ is the maximum likelihood estimator obtained by either method (i) or (ii), and ⌺ is the estimated covariance of ͑␤ G , ␤ GE ͒ obtained by extracting the corresponding submatrix of the sandwich estimator of the covariance matrix:
where S i and Ṡ i are respectively the ith individual's estimated contribution to the score equation and Hessian matrix with respect to all unknown parameters in methods (i) or (ii). In contrast, as noted in Tchetgen Tchetgen and Kraft, 7 tests of the null hypothesis of no genetic effects (say via a likelihood ratio test statistic), or a Wald test statistic that uses the inverse of the information matrix as an estimator of the maximum likelihood estimator's covariance matrix, will in general have unfavorable type 1 error rates and power properties. Thus it cannot be used in practice to obtain reliable inferences on genetic effects. This is mainly because of the bias associated with an incorrectly-estimated likelihood, which is also reflected by the fact that, in contrast to Huber's sandwich covariance estimator that remains consistent, the standard covariance matrix estimator given by the inverse of the information matrix is in general biased when the model is misspecified.
Related results can be shown to hold for methods (i) and (ii) in the presence of categorical covariates L, provided the models are saturated in L under the null or G is independent of L. However, when L is multivariate or includes continuous components (as will often happen in practice), saturated models (with respect to L) may not be feasible. Unfortunately, in such settings (as illustrated later), misspecification of the effect of exposure generally leads to a biased maximum likelihood estimator of ͑␤ G , ␤ GE ͒ when either method (i) or (ii) is used and L is associated with G, even if the covariates L are correctly modeled. This bias, in turn, can result in incorrect inferences of genetic effects.
In contrast, as previously noted, a key advantage of estimating ͑␤ G , ␤ GE ͒ by method (iii) is that the retrospective regression approach does not require a parametric model for the effect of exposure on the risk of disease. Therefore, whereas standard logistic regression and the profile likelihood approach may make incorrect inferences when the effect of exposure is misspecified, an analysis based on the retrospective regression approach is completely immune to this form of misspecification, whether or not the null hypothesis of "no genetic effect" holds.
Robustness to Violation of the Rare-disease Assumption
Methods (i) and (ii) equally apply whether or not the disease is rare in the underlying population, although implementation of method (ii) simplifies considerably under the rare disease assumption. 6 Thus far, justification has been provided only for using method (iii) when the disease is rare in the underlying population. This assumption can be relaxed when the goal is to test for genetic effects. Under the null hypothesis of no genetic effects, the retrospective logistic regression likelihood ratio test (5) retains the correct 2 distribution, even when the rare disease assumption does not hold. As proof of this claim, note that:
by the assumption of gene-environment independence, which implies that Pr (G ϭ g͉E ϭ e, L) ϭ Pr(G ϭ g͉L), and by the null hypothesis of no genetic effects, which implies that 0͉E ϭ e, L) . Thus, under the independence assumption and the null hypothesis, the log-odds ratio function logOR GE͉D, L ͑1, e͉D ϭ 0, L͒ between E and G within levels of L of unaffected individuals is guaranteed to be null (as correctly assumed by the constrained retrospective regression approach) whether or not the disease is rare in the underlying population. This in turn implies the previous claim that the corresponding likelihood ratio statistic to test the null hypothesis of no genetic effect is guaranteed to have the correct type 1 error level whether or not the disease is rare in the underlying population. This serves as a basis for recommending the retrospective approach for broader use.
SIMULATION STUDY
Now consider the relative performance of the standard logistic regression analysis, the profile likelihood approach and the retrospective regression method under the assumption of conditional gene-environment independence given a covariate L. In the simulation design, L is a discrete variable with 3 levels {0, 1, 2}, and probability mass function Pr{L ϭ 0} ϭ 0.6 and Pr{L ϭ 1} ϭ 0.2 in the underlying population. G is taken to be binary and 2 settings are considered: (A) a rare genetic variant setting where Pr ͑G ϭ 1͉L͒ ϭ 0.047 ϫ I{L ϭ 0} ϩ 0.075 ϫ I{L ϭ 1} ϩ 0.120 ϫ I{L ϭ 2} and (B) a common genetic variant setting where Pr͑G ϭ 1͉L͒ ϭ 0.270 ϫ I{L ϭ 0} ϩ 0.380 ϫ I{L ϭ 1} ϩ 0.5 ϫ I{L ϭ 2} . The environmental covariate is generated as E ϭ min(10, X) where X follows the log-normal distribution for which the mean and variance of the underlying normal distribution are 0.7 ϫ L and 1. Given values of (L, G, E), binary disease outcome D is generated from the logistic model
.5, Ϫ0.8, 0.1) and ͑␤ G , ␤ GE ͒ taking the values given in Tables 1-4 corresponding to 4 different scenarios. In the first 2 scenarios (I) and (II), there are no genetic effects and the association of the environmental exposure is restricted to be linear in scenario (I), but includes a quadratic term in scenario (II). Settings (III) and (IV) differ from (I) and (II), respectively, only with respect to a non-null main genetic effect and a non-null gene-environment interaction. Each scenario has 4 sets of 500 simulated samples. The first set consists of 300 cases and 300 controls generated from the above model by sampling cases and controls from a larger random sample of subjects in a setting with a rare variant. The second set does the same except that 500 cases and 500 controls are generated. Tables 1 to 4 summarize the simulation results pertaining to the regression parameters of primary interest ␤ G and ␤ GE for scenarios (I) through (IV). Based on these results, we make the following key observations. First, in accordance with theory, the 3 methods under consideration ((i) prospective logistic regression, (ii) profile likelihood, and (iii) retrospective regression) provide essentially unbiased estimates of ͑␤ G , ␤ GE ͒ in the absence of model misspecification, both under the null model (scenario I) and the non-null model (scenario III). Furthermore, the 3 methods have correct type 1 error rates under the null and when all models are correctly specified (scenario I).
Second, a comparison of Monte Carlo variances of the 3 methods in scenarios (I) and (III) confirms that when model misspecification is absent, the efficiency gains of methods (ii) and (iii) that exploit the gene-environment conditional independence assumption can be substantial. In fact, the results for (ii) confirm results previously reported by Chatterjee and Carroll 6 in a similar simulation study. The current simulation study further reveals that while the retrospective regression method (iii) does not model the effect of the continuous exposure factor, the approach can yield substantial efficiency gains in estimating genetic main and interaction effects similar to those of the profile likelihood approach (Tables 1, 3) . Third, when the main effect of the environmental factor on disease risk is misspecifed in scenarios (II) and (IV), both the standard logistic regression approach and the profile likelihood method perform inadequately, with simulation results indicating that the resulting point estimates are largely biased. Furthermore, the 2-degrees-of-freedom tests of genetic effects corresponding to methods (i) and (ii) appear to be largely conservative under a misspecified model (Table 2) and under-powered to detect non-null effects (Table 4 ). In contrast, as shown in the previous section, the performance of the retrospective approach remains unaffected by this type of model misspecification, because, again, the approach does not require a model for the main effect of the environmental exposure on the risk of disease, and, therefore its finite 
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DATA APPLICATION
This section illustrates the various methods in an analysis of data from a population-based case-control study of ovarian cancer. 4 Two controls per case were selected from a central population registry in Israel, matching on age within 2 years, area of birth and place, and length of residence. Blood samples were collected on both cases and controls and were tested for the presence of mutation in 2 major breast and ovarian cancer susceptibility genes BRCA1 and BRCA2. Additional data were collected on reproductive and gynecologic history, such as parity, number of years of oral contraceptive use, and gynecologic surgery. The main objective of the study was to examine the interplay of the BRCA1/2 genes and known reproductive/gynecologic risk factors for ovarian cancer. To test for interactions between reproductive risk factors and BRCA1/2 in their effects on the risk of ovarian cancer, the authors performed the unadjusted case-only analysis of interaction described by Piegorsch et al 1 under an assumption that genetic variants and environment factor are unconditionally independent in the population. Chatterjee 
Prospective Regression Profile Likelihood
Retrospective Regression and Carroll 6 reanalyzed these data using a fully parametric logistic regression model for disease given the gene, environment, and confounding factors L, under the additional conditional independence assumption of gene and environment given the measured covariates L. Tchetgen Tchetgen and Robins 8 recently implemented a semiparametric caseonly estimator of G-E interaction that adjusts for L in a model for the genetic variant in the cases, with appealing robustness properties in the form of a partial protection against model misspecification of the required model for the association of L and G among the unexposed cases. However, the results of Tchetgen Tchetgen and Robins 8 and Chatterjee and Carroll 6 may not be comparable for 2 reasons; first, because BRCA1/2 have high penetrance for the risk of ovarian cancer, the disease may not be rare within all levels of G, E, and L. As a result, the interaction parameter on the logistic scale may differ from that of the risk ratio scale.
Second, even with a rare disease within all strata of G, E, and L, Chatterjee and Carroll 6 assume a fully-parametric model for the disease outcome regression model. This may result in biased estimates of interactions if their specified working models are incorrect for the main effect of G (which may include interactions with L), the main effect of E (which may include interactions with L), or the main effect of L. As a consequence, the estimator of the interaction parameter of Tchetgen Tchetgen and Robins 8 is not directly comparable to that obtained by Chatterjee and Carroll. 6 The current reanalysis illustrates the retrospective regression method developed here. As in Chatterjee and Carroll, 6 gene-environment interactions are assumed to operate on a logistic scale in the underlying population. Specifically, the reanalysis uses data on 832 cases and 747 controls who did not have bilateral oophorectomy and who were interviewed for risk factor information and successfully tested for BRCA1/2 mutations. The primary aim here was to test for genetic effects incorporating interactions between the dichotomous variable representing a woman's BRCA1/2 mutation status and her use of oral contraceptives and parity. To illustrate the method with both binary and nonbinary environmental exposures, oral contraceptive (OC) use was coded as "use for over 6 years" versus "use for 6 years or less," while parity is a count of live births, with 10 or more births coded as 10. The retrospective logistic regression model is fit as
where
This assumes conditional independence of gene and environmental factors given L, consisting of age (categorical defined by decades), ethnic background (Ashkenazi or nonAshkenazi), the presence of personal history of breast cancer, a history of gynecologic surgery, and family history of breast or ovarian cancer (no cancer vs. one breast cancer in the family vs. one ovarian cancer or 2 or more breast cancer cases in the family). The parameter ␤ BRCA12*ParϾ1 encodes the effect 
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Retrospective Regression in Genetic Studies of a change point at the value of Parity ϭ 1, by modeling the interaction between BRCA1/2 and parity with a linear spline in Parity with a single knot at 1. The standard logistic regression approach is applied using data on both cases and controls to estimate the interaction between the genetic variant and OC use/parity factors in a regression model that also included main effects for BRCA1/2 indicator, OC use indicator, parity, and L.
Results are also reported for the profile likelihood model with disease risk model given in equation (9) and the following parametric model for specification of carrier frequencies:
Under the assumption that the disease is rare in the underlying population, profile likelihood estimation simplifies to maximizing the logarithm of the likelihood
with respect to all unknown parameters. Table 5 summarizes analyses for methods (i) through (iii). All estimates indicate a strong genetic effect among childless women for whom parity ϭ 0 and contraceptive use Յ6 years. Among these women, BRCA1/2 mutation is strongly associated with ovarian cancer, producing a remarkable increase in risk of ovarian cancer, with odds ratio equal to exp(2.7) Ϸ 15. The results also indicate a strong statistical interaction between BRCA1/2 and oral contraceptive use and between BRCA1/2 and parity. In fact, after adjusting for background variables, the well-known protective effects of oral contraceptive use and parity on ovarian cancer risk among BRCA1/2 noncarriers 4 appears no longer to generally apply to BRCA1/2 carriers. The results for prospective logistic regression are not statistically significant for any of the interaction parameters, although, point estimates of interactions are comparable (at least within standard errors) for all the 3 methods, suggesting that no serious model misspecification is present.
Methods (ii) or (iii) provide more efficient and comparable estimates of genetic effects when compared with the first method, and also provide more definitive evidence (in terms of statistical significance) of a statistical interaction between BRCA1/2 mutation and parity and oral contraceptive use, respectively. According to the results, the elevated risk associated with a mutation in the BRCA1/2 genes appears to increase dramatically with the first birth (with associated odds ratio equal to exp(2.68 ϩ 0.34) Ϸ 20.5), and subsequently increases by a lower amount with each additional birth (with a woman with 2 children having an associated odds ratio equal to exp(2.68 ϩ 0.34 ϫ 2 Ϫ 0.52) Ϸ 17.5). Similarly, the effect of BRCA1/2 increases dramatically in women with more than 6 years of OC use (with associated odds ratio equal to exp(2.68 ϩ 0.97) Ϸ 38.5) Methods (i) and (iii) can be obtained from any standard software for performing logistic regression; Proc LOGISTIC was used in SAS 9.1.3 (SAS Institute Inc, Cary, NC) in this paper. The profile likelihood approach was implemented with Proc NLMIXED in SAS 9.1.3. The data were made available by Nilanjan Chatterjee at the Biostatistics Branch of the National Cancer Institute.
CONCLUSIONS
Case-control studies often have relatively low power for detecting an interaction of small or moderate size between a genetic variant and an environmental exposure and for studying other related hypotheses using the standard prospective logistic regression analysis. When genetic and environmental factors are known to be unrelated within strata of observed covariates, an adjusted case-only approach provides more accurate detection of non-null gene-environment interaction but does not allow for efficient estimation of genetic effects. 8 The profile likelihood approach uses both cases and controls to efficiently estimate all of the parameters in the disease risk model of interest, by explicitly taking advantage of the independence assumption in a model for the conditional density of the genetic variant. However, when the environmental factor is continuous, model misspecification of the main effect of E on disease risk may have detrimental consequences for the size and the power of tests of genetic effects based on the profile likelihood approach. This paper considers estimation and tests of genetic effects by modeling both cases and controls in a retrospective regression approach that does not rely on the specification of a model for the main effect of E on D and, therefore, is robust to a misspecification of the latter. However, neither the profile likelihood approach nor the proposed retrospective regression approach are immune to bias, due to violation of the independence assumption. 6, 11 Such bias may still be present even after explicitly accounting for observable factors L that are known to be related to both G and E, if all existing factors that satisfy this latter property are not observed and therefore not entirely accounted for.
The ease of implementation of the retrospective approach makes it particularly appealing for use in the analysis of GWAS data where the (conditional) independence assumption is likely to hold for most SNPs. The fact that the method is appropriate for performing tests of genetic effects (whether or not the disease is rare in the underlying population) further adds to its appeal. A limitation of the proposed approach is that it requires a model for the main effect association of L with G in the retrospective regression. It is possible that a double-robust approach could partially protect against possible misspecification of this latter model. It would also be of interest to explore the approach of Bhattacherjee et al 12 who showed that, by use of matching and pseudocontrols, one can completely avoid modeling the effect of L on distribution of G and D.
Although the proposed retrospective approach allows for consistent estimation of genetic associations incorporating gene-environment interaction and the assumption of G-E independence, it does not allow for estimation of the association of the environmental factor with disease among noncarriers of the genetic variant (ie, individuals with G ϭ 0). Without an estimate of this latter association, a meaningful interpretation of interactions will often be difficult. Despite of this limitation, qualitative prior knowledge concerning a main effect of E can provide an appropriate background context for meaningful interpretation of the interaction parameters. For instance, Vanderweele et al 13 recently discussed situations in which a case-only estimate of a statistical interaction, together with prior qualitative knowledge of main effects, may be interpreted causally as indicating the presence of a mechanistic interaction between the genetic factor and the environmental exposure.
The present paper has focused primarily on the detection and evaluation of genetic effects 14 ; the methods may also be adapted to a setting where environmental effects are of primary interest by simply substituting E for G as the outcome in the retrospective regression approach. For a continuous exposure variable, the approach would require, in addition to the odds ratio model relating the exposure to the disease outcome given G and L, a parametric model for the conditional density of exposure given G and L in the controls. In recent work, Tchetgen Tchetgen and Robins, 8 Clarke and Morris, 9 and Tchetgen Tchetgen 15 have considered a caseonly approach for testing and estimating gene-environment interactions that also models the density of exposure. A retrospective approach similar to the one developed in the current paper could also be undertaken. Finally, the methods described here could be extended to incorporate a working model for the association of the environmental factor so as to facilitate interpretation of interaction parameters while maintaining the robustness property against model misspecification of the environmental factor. In the simple case of binary G, the approach would entail specifying a working logistic regression model for the baseline risk function Pr(D ϭ 1 E, G ϭ 0, L) in conjunction with model (6) for Pr (G ϭ 1 E, D, L) . Then, upon obtaining efficient and robust estimates ͑␤ G , ␤ GE ͒ under model (6) as outlined in section 2, one could compute an estimate of the main effect of E on D by obtaining maximum likelihood estimates of the unknown parameters for E and L in the logistic regression Pr͑D ϭ 1͉E, G, L͒ where preliminary estimates ͑␤ G , ␤ GE ͒ are substituted for the unknown parameters ͑␤ G , ␤ GE ͒. Valid standard errors (and corresponding Waldtype confidence intervals) for various effects of interest incorporating the main effect of the environmental factor could then easily be obtained by a standard Taylor expansion. 16 
