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Abstract-Mathematical models of the mechanism for making concentrated urine in the mammalian 
kidney compute the variables V (e.g., volume flows and concentrations) as function of parameters h 
(e.g., water and solute permeabilites). We consider the inverse problem: given a V, for which h is 
known to exist, compute h. We give computational evidence that h can be determined well within 
the round-off error tolerance without any prior information about it. 
Mammals maintain the volume and composition of their body fluids within very narrow limits. A 
basic mechanism for this purpose is the kidney-which can produce urine that is either more, or 
less concentrated than plasma or other body fluids. Mathematical models have been responsible 
for many of the basic ideas leading to our understanding of the urinary concentrating mechanism. 
For a comprehensive review see [l]. Some of our recent models have been described in this 
journal [2,3]. 
To our knowledge, except in [4], all models have been primarily concerned with the sc+called 
Direct Problem: 
Given a parameter vector h (e.g., water and solute permeabilities), compute the vector v (its 
elements are axial volume flows, concentrations and pressures) such that appropriate differential 
equation describing the axial and transmural flows are satisfied. Let 
D(h,v) = 0, Ola:<l, (1) 
be the set of differential equations with necessary boundary conditions at x = 0 and x = 1. For 
additional details see [2]. 
In this paper, we investigate the Inverse Problem:l 
Given v, determine h from 
m? IID(h7v)ll, O<h<b, 
where II.11 is a suitable norm and b is an upper bound. 
Since for realistic models (1) cannot be solved analytically, numerical methods are used. This 
involves discretization and transforms (1) to a system of non-linear algrabraic equations. We will 
now briefly describe the discretization procedure-see [2] for more details. 
Let us consider a simple model, consisting of three tubes interacting with a central core 
(see Figure 1). 
Let i denote the tube number (i = 4; core), x the distance measured from the top (Z = 0) to 
the bottom (x = 1). The variables are: Fi,(z) =volume flows, C&(s) = solute concentrations, 
where k = s (salt), u (urea). The entering flows and concentrations Fl,,(O), &(O), Fsv(0) and 
C&(O) are given. Also, Fd,,( 1) = 0, CT&( 1) = 0; at x = 1, tube 1 makes a hairpin turn to 
become tube 2 and, therefore, Fzv(l) = -Fl,(l) and C.,&(l) = Clk(l). 
*Research supported by NIH Grants DK1759314. 
‘The difference between our investigation and [4] is discussed at the end of this paper. 
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The differential equations are 
dFi?J 
da: + Ji&) = 0, 
4FivW 
dx 
+ Jik(x) = 0, 
@4k 
dz + J4k(x) = 0, 
dC4k 
D4k - dx + F4k - F4vC4k = 0, 
(3) 
i # 4, (4) 
(5) 
(6) 
where Jiv(X) and Jik(x) are, respectively, volume and solute fluxes, D4k are the diffusion coef- 
ficients and F’4k(x) are the axiai solute flows, Jiv(x) and Jik(x) are fUn&iOnS of Only C&(x), 
C&(Z) and h(x). F or i = 1 and 2, shunt flows are included in Jiv(x) and Jik(x). See [2] for more 
details. 
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Figure 1. A single loop central core model. 
DHL = Descending Henle’s Limb, AHL = Ascending Henle’s Limb 
CD = Collecting Duct, --+ = direct flow 
c* = transmural flux (diffusion across the membrane) 
Mass balance requires that 
f: J&x) = 0, 
i=l 
kJiic(x) = 0. 
i=l 
(7) 
Ifweseto=l/n, xj=(j-l)cr,wherej=l,..., n + 1; Fivj = Fiv(xj)l Fikj = Fik(Xj) and 
C.&-j = cU(zj), then integrating (3) and using the trapezoidal rule, we have 
Fiv,j+l - Fid + t [Jiv,j+l + Jivj] = 0. (8) 
Let us introduce the notation 
[Blj+’ =Bj+l + Bj, {B}i+’ = Bj+i - Bj_ (9) 
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Then (8) can be written as 
{Fiv}j+’ + ; [JiU];+l = 0, j=l,..., n; i=l,..., 4. 
Integrating (4) and (5), we have 
{FivCik}jj+’ + ; [J,j+’ = 0, j = l,...,n; i #4, 
(10) 
(11) 
{F4k};+1 + ; [J41;];+l = 0, j = l,...,n. 
Let m = n + 1. Since F4,,m = 0 and Ci,, = 0, from (6) it follows that F4km = 0, and the 
above equation can be solved explicitly for F4kj by the formula 
F4kj = F4k,j+1 + ; [J4li]j+‘, j =72,...,1. 
Integrating (6), we get 
D4k{C4k}j+’ + ; [F4k - F4uC4k]jj+1 = 0. (12) 
FM, Gkl, F3v1 and C&i are given, and Fsvm = -Fi,,, Cskm = Cikm. Since 
F 4vm = 0, C&k, = 0 and F4krn = 0, it follows from (6) that 
C 4km = Fen + DdkC:km 
F4vm 
Using L’Hospital rule, (3) and (5), we have 
C F&km + D4kC;kkm = 
Jam - D4kC;km 
4km = 
%J?n J4vm 
or 
C4kmJ4vm - J4km + D4kC;km = 0. (13) 
Equations (lo)-( 13) and the above boundary conditions are sufficient to determine all the un- 
knowns: Fi,j and Cikj, i = 1,. . . ,4; k = s, 21; j = 2,. . . , m for down flowing tubes 1 and 3 and 
j = l,..., n for upflowing tubes 2 and 4, and C&m. Let V E R12n+2 denote the vector of all 
these unknowns. We must solve 4 x 3 x n + 2 = 12 n + 2 nonlinear equations. Ji,j and Jikj, for 
i = 1,2,3 are functions of vector h. J4vj and J4kj are computed from (7), and therefore, are also 
functions of h. For tubes 1, 2 and 3, water, salt and urea permeabilities are given for the upper 
and lower parts. Therefore, h is of dimension 3 x 3 x 2 = 18 (h E P18). We can now denote 
equations (lo)-( 13) as 
+(h,V) = 0. (14) 
The transformation of the differential equations (1)-for our present model (3)-(6)-to alge- 
braic equations (14) introduces 0(02) truncation errors. 
Equation (2) now becomes 
We used the Modular In-core Nonlinear Optimization System (MINOS) (5) to solve (15). For 
acceptable truncation error, say 2 0.01, we must have n 2 10. Thus, the mapping from h E lR1’ 
to V E W12n+2 is not one to one. Therefore, only values of V for which an h exists can be used 
in (15). We first computed values for V from (14) for different values of h. Then, in each case, 
solved the inverse problem (15) with h = 0 as the initial guess. This can be shown schematically 
as follows: 
h+6h = V+AV (15) h+Ah. 
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Table 1. Perturbations in %: h, V, and h vs. computed h. 
iooxlshlp max 100x16 VI% max iooxlAh,--6h,l 
b, e I Vln P b, 
0 0 0.005 
1 4.704 0.005 
2.5 11.495 0.004 
5 22.092 0.009 
10 40.574 0.008 
20 67.378 0.005 
Perturbations in percent are given in Table 1. It is clear from the table that h can be recovered 
with an accuracy which is within the round-off error 0.25 percent. Therefore, the inverse problem 
for this class of V’s is stable. We have also used different starting values for h in (15), in all 
cases, this yielded the same h for the chosen V. 
In [4], the difference between the core osmolalities (1.82 x salt concentration + urea concen- 
tration) at the bottom and top of inner medulla is mtimized. It is assumed that: 
(1) at z = 1, the osmolalities of the collecting duct and central core fluids are nearly the 
same; 
(2) the volume flow rate emerging from the final collecting duct into the pelvis exceeds a 
certain bound; and 
(3) the salt concentration at the outer-inner medullary junction of the central core is 
within certain bounds. 
The solution method is based on splines as trial functions for central core concentrations and col- 
location of the central core equations. It is also assumed that ascending Henle’s are impermeable 
to water. Thus, the original inverse problem is reduced to a nonlinear optimization problem with 
100 independent variables, 84 nonlinear equality and 38 inequality constraints. This problem is 
solved by a sequential quadratic programming method. 
Our focus is on showing that for volume and solute concentrations in all tubes resulting from 
realistic parameters, the original parameters can be retrieved uniquely within round-off errors 
without any prior information except positivity and one large upper bound. Furthermore, we 
only solve a relatively simple least squares problem. Naturally, this is considerably faster and 
less likely to get stuck in a local minimum than the optmization problem in [4]. 
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