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１．	 はじめに	 
技術の発達により,人々の情報への関わり方は変化し,日常
に当たり前のように情報が溢れる社会へと変貌を遂げている.
それに伴い消費者は,膨大な情報に触れることにより,興味や
好みも多様性を持つようになっている.こうした消費者市場
の飽和により,マーケティングの世界では,消費者の動向が掴
みにくくなっている現状にある.このような様々な消費者ニ
ーズに応えるために,近年では Amazon を代表としたネットシ
ョッピングサイトにより,消費者の購買履歴や検索履歴を利
用した,個々のユーザに向けた情報配信サービスがされるよ
うになり,消費者は自分のニーズに合った商品を容易に見つ
けられるようになり始めている[1].しかし,ネットショッピ
ングの普及率は年々上昇してきてはいるものの,年代によっ
ても普及率にばらつきがあり,まだまだ実空間の店舗を利用
するほうが多いのが現実である[2].その肝心な実空間の店舗
ではまだまだ個人に向けた情報配信サービスが進展していな
いのが現状である.	 	 
そこで我々は,アパレルショップをモデルとしたユビキタ
スショップ空間(Smart	 Shop)を構築し,その中で消費者の購
買行動を観測することで,消費者の感性をモデル化する研究
を行ってきた.WEB カメラや RFID リーダーを用いて,商品を
「見る」,「触る」,「手に取る」といった自然な購買行動を
観測することができ,その観測データから消費者興味推定を
行っている[3].	 	 
	 
２.従来研究の問題点	 
	 従来の研究では,	 商品に対する自然な購買行動を観測（以降,
パッシブセンシングと定義）し,ユーザの興味推定を行ってき
た.しかし,このセンシングの手法では,ユーザが自然な行動を
取ってくれることを待つことしかできないため,興味推定を行
えるまでの行動データを取り溜めることに時間がかかるとい
う問題点があげられる.パッシブセンシングは,一般の店舗で
ショップ店員が消費者の行動を見て,その人の好みや動向を掴
むことに比肩する.しかし,ショップ店員が消費者の好み・動向
を掴む方法は行動観測だけで完遂できている訳ではない.	 実
際には,消費者とのコミュニケーション（会話）を通し,消費者
の反応を見ることで,その人の好み・動向を読み取っている.	 	 
	 そこで本論では,ユーザの行動を待つことしかできない一方
的なパッシブセンシングの手法に変わり,ショップ店員と消費
者の間で行われるようなコミュニケーションを通した,ニーズ
探索に比肩する手法として,システム側から能動的にユーザに
とって負担にならない程度のアクションを起こし,そのアクシ
ョンに対する反応を観測する,対話型インタフェースによるセ
ンシング手法（以降,アクティブセンシングと定義）を取り入
れる.	 アクティブセンシングにより,ユーザが行動を取ってい
ない商品に対しての行動を能動的に起こさせることができ,よ
り効率的にユーザの嗜好を推定することが可能になると考え
た.ただし,ユーザに与えるアクションはあくまでユーザに負
担をかけずに,買い物中の自然な行動の一部（行動することを
強制しないもの）として観測できる,SmartShopのコンセプトに
則ったものとする.	 
	 本論では,そのアクティブセンシングによるユーザの嗜好推
定の有効性を検証し,そのセンシング手法を確立していくこと
を目的とする.	 
	 
３.アクティブセンシングによる感性把握	 	 
3.1	 アクティブセンシングの考え方	 
	 本研究では,ディスプレイに映像や情報を表示する広告媒
体「デジタルサイネージ」を使用し,システムから商品レコメ
ンドを提示する.提示したレコメンドに対するユーザの反応
を観測することでユーザのニーズを探索していく.ユーザは
システム側からのアクションを自由に受け取ることができ,
レコメンドを見るのも見ないも自由なため負担となることは
ない.ここでの「レコメンド」はユーザにとっては“サービス”
となり、システムにとっては“ニーズ探索”をするために行
う相互利益のあるアクションとなる. 
 
図3.1.1：アクティブセンシングの概略図	 
	 
	 また今回は,「人がどのレコメンド商品に興味を持っている
か」を注視行動により判定を行う.しかし,その情報のみではレ
コメンドサービスを行うことは困難である.消費者が行動を起
こした商品についての情報しか得られず,レコメンデーション
を行うべき消費者が未知の商品についての予測はできないか
らである.したがって,各商品への興味情報と商品データから
消費者がどのような商品に対して興味を持ったかを学習し,未
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知の商品に対し消費者が興味を抱くかどうかをシステムとし
て事前に推定するようなシステムが必要である.	 
	 そこで本論では,機械学習の分野において最も代表的な理論
のひとつであるナイーブベイズを用い,レコメンド提示した商
品データを学習し,ユーザの嗜好を推定することで,レコメン
ド情報を提示し注視時間を観測しながらより良い商品レコメ
ンドサービスを実現するための手法を提案する.	 
	 
3.2	 ナイーブベイズ	 
	 ナイーブベイズ（単純ベイズ分類器）は独立仮定とベイズの
定理に基づいたシンプルな確率的分類器である[4].	 	 
本節ではナイーブベイズについて,確率モデル作成とそのモ
デルを用いて分類を行うまでを概説する.	 	 
ナイーブベイズの中心となる理論式はベイズの定理を応用
した単純ベイズ確率モデルである.なお,説明のために,分類ク
ラス,分類対象,特徴変数の名前をそれぞれClass,sample,word
として表現する.	 	 
P(Class | sample)!P(Class)P(sample |Class) (3.1)	 	 
分類クラスを推定したい未知のサンプルは左辺の事後確率
P(Class｜sample)がもっとも高いクラスへ分類される.	 	 
また,sampleは互いに独立と仮定したwordの集合{word1,…
wordi}であることから,式3.1における尤度P(sample¦Class)は
wordの条件付確率の相乗とみなせるため,次の式3.2のように
なる.	 	 
P(sample |Class)= P(word1! ....word i |Class)=
P(word i |Class)
i
! (3.2)
	 
よってまとめると以下の式により未知のサンプルがどのク
ラスに分類されるかを推定することができる.	  
Classmap = arg max
Class
P(Class) P(word i |Class)
i
! (3.3) 	 
P(Class)= T(Class)T (sample) (3.4)
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 
P(word i |Class)= T(Class,word i )
T (Class,word)!
(3.5)	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 
また,ゼロ頻度問題というものがある.例えば,ある sample
をあるClassに分類する際にそのClassに一度も観測されな
かった（頻度ゼロの）word が sample に含まれていた場合に
上記式 3.2 にそのまま当てはめると単語の条件付確率
P(word¦Class)が０となることで,結果的に事後確率
P(sample¦Class)が０となってしまう,といったものである.	 
そのような頻度ゼロのデータを含めた計算をしなければな
らない際に使われる考え方としてスムージングがある.スム
ージングの方法としてはいくつかあるが,本論では本研究で
用いたラプラススムージングを挙げる.ラプラススムージン
グは全ての単語の出現回数に1を加えることで頻度０の単語
をなくしてしまうといったものである.よって式 3.5 を拡張
した以下の式3.6となる.	 
P(word i |Class)= T(Class,word i )+1
T (Class,word)+1!
(3.6) 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 
	 
４.実験	 
4.1	 実験目的と概要	 
	 本研究は,Smart	 Shopを実現するための研究の一環であるが,
今回の実験では購買行動しながらのレコメンド提示ではなく,
被験者には座った状態でレコメンド情報を見てもらうだけ（実
物の商品への行動は出来ない）の状態で実験を行うこととする.
本研究の肝となる，注視行動からの興味判定を用いた手法によ
る，アクティブセンシングの有効性を検証したいため，レコメ
ンド画面以外の要素による，注視行動への影響を極力なくして
実験を行いたいためである．	 
	 また本実験においてのレコメンドに提示するサンプルは衣
服を用いることとした.なお,実験として提示する衣服は慣例
としてTシャツを用いた.	 	 
	 本節の実験により,本研究で提案したレコメンド情報に対
する注視時間からどの程度興味の有無を判定できるのか,ま
た,提示したレコメンド情報の中の商品属性と興味の有無を
機械学習することで,レコメンド情報として提示し注視時間
を観測していない未知の商品に対してどの程度ユーザの嗜好
を推定することが出来るのかを検証する.	 	 
 
4.2	 実験環境	 
	 実験では,２つのデジタルサイネージを用意し別々の商品を
提示していく.２つのレコメンドに対する注視時間を比較する
ことにより各々の商品に対する興味の有無を判定する.すなわ
ち,注視時間の長かった方の商品を好みの商品,短かった方の
商品を好みではない商品とし,その商品属性を学習させていく.
また,注視時間の観測にはサイネージ画面の上部にUSBカメラ
を設置し,画像処理ライブラリであるOpenCVを用いて,棚の前
で利用者がディスプレイに顔を向けている時間値を検出する.	 	 
	 
4.3	 実験１（レコメンド情報をランダム表示）	 
4.3.1	 実験手順	 
（ⅰ)２画面で違うレコメンド商品をランダム表示(１５秒刻
みで計３０枚表示)各々の注視時間を観測する.	 	 
（ⅱ）全てのレコメンド商品を提示した後,アンケートにより,
ペアで表示されたレコメンド商品のどちらが好みか選択して
もらう.	 	 
	 （ⅲ）注視時間の長い方が好み,短い方が好みでないとした時
の（ⅱ）のアンケート評価との適合率を算出.	 	 
（ⅳ）また,アンケートにより３０枚のレコメンド商品１枚毎
に評価（好きor嫌い）をつけてもらう.	 	 
（ⅴ）レコメンド商品への注視時間による「好み」「好みでな
い」の判定結果と各商品属性を学習させ,ナイーブベイズによ
る嗜好推定の結果と（ⅳ）のアンケート結果の適合率に関して
精度評価を行う.なお,精度評価の方法としてはLeave-One-Out
  
法を用いた.Leave-One-Out法とはN個の教師データのうち１個
をとりのぞいてテストデータとし,残りN-1個を使って学習す
るという手順を全データに対して繰り返して判定精度を評価
する手法である.	 
	 
4.3.2	 実験結果	 
	 被験者10名分の実験手順（ⅱ）のアンケート結果と注視時間
により判定したレコメンド情報への「好み」「好みでない」の
判定の適合率を算出した.その結果を表4.3.1に示す.	 	 
表4.3.1	 注視時間によるレコメンド情報への興味判定の適合率	 
	 
平均して82％の適合率を得た.この結果を踏まえ,ナイーブベ
イズにより商品情報を学習することで,どの程度嗜好推定が可
能となるのかを	 Leave-One-Out法を用いて精度検証を行った.	 	 
表4.3.2	 ナイーブベイズによる嗜好推定の精度評価結果	 
	 
表4.3.2により,平均して65.3％という精度が得られた.	 	 
	 
4.3.3	 考察	 
	 実験の結果,ナイーブベイズによる嗜好推定精度は比較的に
あまり良いとはいえないものとなった.この結果を踏まえ,い
くつかの考察を行った.	 	 
	 まずは２つのアンケートによる嗜好評価結果を比較してみ
る.２つのアンケートというのは4.3.1	 実験手順の(ⅱ)(ⅳ)に
示したアンケートのことを指す.	 	 
表4.3.3	 ２つのアンケート結果の一例	 
	 
	 まず,上表の黄色い枠で囲まれた数値に着目する.この数値
は各レコメンドの注視時間を示し,この秒数が長い方を好みの
商品,短い方を好みでない商品として学習させていくわけだが,
商品ID１,２と７,８の注視時間は１秒か２秒といった僅かな
注視時間の差でレコメンドへの好みを判定している.こういっ
た注視時間の差が小さいレコメンドに対するアンケート評価
を見ると,注視時間による判定と一致していない場合や商品を
一つずつ見た時に両方好き（嫌いな）商品であった事例が全被
験者の中で多く見受けられた.	 
	 そこで,注視時間の差が2秒以内の商品情報を曖昧な学習デ
ータとして除去した上で,もう一度ナイーブベイズによる嗜好
推定を行った.また,除去前・後の嗜好推定精度をt検定により
比較した.すると,下表の結果のように,除去前より除去後の嗜
好推定精度の結果のほうが3.7％有意に高いことが分かる.	 
表4.3.4	 曖昧な学習データを除去した	 
ナイーブベイズによる嗜好推定の精度評価結果	 
	 
表4.3.5	 曖昧な学習データ除去による精度評価のt検定	 
	 
	 また表4.3.3の赤い枠で囲まれたペアで表示したレコメンド
に対する評価に着目すると,比較して一方の商品を好き（嫌い）
としても１つずつ商品を評価した時に両方嫌い（両方好き）な
商品であった場合が全被験者の中で多く見受けられた.強いて
どちらかを選択すれば好きな商品に対しての注視時間が長く
観測された場合に,例えその商品が嫌いな場合でも好みの商品
であると間違った学習をしてしまうため,乗じてナイーブベイ
ズによる嗜好推定精度も低くなってしまったと考えられる.	 
	 そこで,実験１のようにランダムでレコメンドを提示せず,
一組のレコメンドを提示した後,その商品情報を逐一学習させ,
未知の商品の嗜好を推定し,次に提示する２つのレコメンドを
「好みと推定された商品」と「好みでないと推定された商品」
をペアとして選出することで,上記した問題点を改善出来るの
ではないかと考えた.この手法を用いた嗜好推定精度を検証す
るため,後述する実験2を行った.	 	 
	 
4.4	 実験２（ナイーブベイズによりレコメンドを選出し表示）	 
4.4.1	 実験手順	 
（ⅰ）２画面で違うレコメンド商品を提示し（最初のレコメン
ドは全商品の中からランダムで選出）注視時間を観測	 
（ⅱ）提示したレコメンド情報の商品データを学習させ,ナイ
ーブベイズにより未知の商品に対する嗜好を推定する	 
（ⅲ）（ⅱ）により“好みである”と推定された商品郡と“好
みでない”と推定された商品郡の中から一つずつランダムで選
択し,次のレコメンドとして提示	 
（ⅳ）(ⅱ)(ⅲ)を15組,計30枚の商品が見終えるまで繰り返す
（30枚のサンプルは実験１で用いたサンプルと同様）	 
（ⅴ）全レコメンド商品を提示した後,アンケートにより,ペア
で表示されたレコメンド商品のどちらが好みかを選択しても
らう.	 	 
（ⅵ）また,アンケートにより３０枚のレコメンド商品１枚毎
に評価（好きor嫌い）をつけてもらう.	 
（ⅶ）レコメンド商品への注視時間による「好み」「好みでな
い」の判定結果と各商品属性を学習させ,ナイーブベイズによ
る嗜好推定の結果と（ⅳ）のアンケート結果の適合率に関して
被験者ID 1 2 3 4 5 6 7 8 9 10 平均
適合率 87 80 93 80 87 73 73 87 93 67 82.00
被験者ID 1 2 3 4 5 6 7 8 9 10 平均
適合率 63 77 57 63 63 67 73 60 63 67 65.3
商品ID注視時間(s)商品を一つずつ見た評価 2つを比較した評価
1 6 y y y=好み
2 7 n n n=好みでない
3 4 n n
4 10 n y
5 9 y y
6 3 n n
7 6 y n
8 8 y y
9 10 n y
10 3 n n
ペ
ア
に
し
て
表
示
し
て
い
る
レ
コ
メ
ン
ド
1 2 3 4 5 6 7 8 9 10 平均
除去前 63 77 57 63 63 67 73 60 63 67 65.3
除去後 67 80 60 63 67 73 73 67 70 67 69
被験者ID
適合率
除去前 除去後
平均 0.652333 0.687
分散 0.003533 0.003179
観測数 10 10
ピアソン相関 0.888605
仮説平均との差異 0
自由度 9
t -3.98692
P(T<=t) 片側 0.001586
t 境界値 片側 1.833113
P(T<=t) 両側 0.003172
t 境界値 両側 2.262157
  
精度評価を行う.なお,精度評価の方法としては実験１と同様
にLeave-One-Out法を用いた.	 	 
	 
4.4.2	 実験結果	 
	 実験１のときと同様に注視時間による興味の判定の適合率
とナイーブベイズによる嗜好推定精度の結果を算出した.その
結果を,以下に示す.	 	 
表4.4.1	 注視時間によるレコメンド情報への興味判定の適合率	 
	 
表4.4.2	 ナイーブベイズによる嗜好推定の精度評価結果	 
	 
	 上表より,注視時間による興味判定の適合率は88％となりレ
コメンドをランダムで提示した実験１の結果（82％）より6％
適合率が向上した.また,ナイーブベイズによる嗜好推定精度
も70.3％と実験１の結果（65.3％）より4.6％精度が向上した.	 	 
	 さらに,実験１と同様に注視時間の差が2秒以内の商品情報
を曖昧な学習データとして除去した上で,もう一度ナイーブベ
イズによる嗜好推定を行い,レコメンドをランダムで提示した
場合とレコメンドを選出して提示していった場合の嗜好推定
精度をt検定により比較した.すると,下表の結果のように,	 レ
コメンドを選出して提示していった場合の嗜好推定精度の結
果のほうが7％程有意に高いことが分かる.	 
表4.4.3	 曖昧な学習データを除去した	 
ナイーブベイズによる嗜好推定の精度評価結果	 
	 
表4.4.4	 異なるレコメンド選出方法による精度評価のt検定	 
	 
	 
4.4.3	 考察	 
	 今回の実験により,２つのレコメンドへの注視時間を観測し,
逐一商品情報を学習し,“好みである”と推定された商品郡と
“好みでない”と推定された商品郡の中から一つずつランダム
で選択し,次のレコメンドとして提示していくことで,全商品
の中からランダムでレコメンドを提示した実験１の嗜好推定
結果より推定精度を向上させることができた.	 	 
	 この結果は,少ない学習データからでも出来る限りの嗜好推
定を行い“好みである”商品と“好みでない”商品を提示して
いくことで,誤りの少ない商品データを学習させることができ
たためと考えられる.学習回数の少ない段階でのレコメンド提
示では,“好みである”商品と“好みでない”商品を正確に提
示することは難しいが,学習を重ねていくうちに徐々にレコメ
ンドの選出を正確にしていくことで,嗜好に差のあるペアのレ
コメンドに対する注視時間の差でのレコメンドへの興味判定
がしやすくなっていったことも,精度向上の理由の一つとして
あげられる.学習回数を重ねていく毎に着々と嗜好精度をあげ
ていくことのできた被験者のデータも得られた.	 	 
表4.4.5	 学習回数と嗜好精度の変異の一例	 
	 
	 しかし,被験者によってはバラつきがあり嗜好推定精度の低
い被験者や学習回数を重ねても段階的に嗜好推定精度を向上
させることが出来なかった被験者も見られた.この原因として,	 
サンプルデータの属性数の偏りや,レコメンドを選出する際の
選択肢の不足が問題点としてあげられる.	 
	 
５.まとめと今後の展望	 
	 本論では,アクティブセンシングによるユーザの興味推定の
有効性を検証し,そのセンシング手法を確立していくことを目
的とし,ナイーブベイズによるレコメンド選出方法と嗜好推定
精度の検証を行った.	 	 
	 今回行った実験により,ペアで提示するレコメンドの注視時
間の比較により興味判定した商品データを学習し,嗜好推定精
度を向上させるために,注視時間の誤差が小さい曖昧な学習デ
ータを除去することが有効であることが分かった.また,ペア
で提示する２つのレコメンドを比較する今回のアクティブセ
ンシングでは,両方好み,もしくは両方好みでない商品をペア
で表示させることは望ましくなく,２つの商品の嗜好度に差が
あるレコメンドを選出することで,効率的に嗜好推定をするこ
とが出来ることも明らかとなった.	 
	 今後の課題として,本研究はSmartShopを実現するための研
究の一環であるが,今回の実験ではShop内で購買行動をせず,
被験者にレコメンド情報を見てもらうだけの状態で実験を行
った.購買行動と同時に本論のアクティブセンシングを行うこ
とで,レコメンド情報への注視時間に何かしらの影響を及ぼす
ことが考えられる.今後は従来のパッシブセンシングと本研究
のアクティブセンシングを組み合わせた購買行動実験を行い,
アクティブセンシングの有効性を検証していく必要がある.	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被験者ID 1 2 3 4 5 6 7 8 9 10 平均
適合率 87 73 87 93 93 80 87 93 87 100 88
被験者ID 1 2 3 4 5 6 7 8 9 10 平均
適合率 73 63 67 57 53 87 63 80 83 73 69.9
1 2 3 4 5 6 7 8 9 10 平均
レコメンド（ランダム） 67 80 60 63 67 73 73 67 70 67 69
レコメンド（選出） 77 67 77 70 60 87 73 83 83 83 76
被験者ID
適合率
レコメンド（ランダム） レコメンド（選出）
平均 0.687 0.76
分散 0.003178889 0.007311111
観測数 10 10
プールされた分散 0.005245
仮説平均との差異 0
自由度 18
t -2.253902454
P(T<=t) 片側 0.01845234
t 境界値 片側 1.734063607
P(T<=t) 両側 0.036904679
t 境界値 両側 2.10092204
学習回数(回) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
嗜好精度(％) 37 37 50 60 70 70 70 80 83 83 83 87 83 87 87
