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CUSPIDAL PART OF AN EISENSTEIN SERIES RESTRICTED TO AN INDEX 2
SUBFIELD
YUEKE HU
Abstract. Let E be a quadratic extension of a number field F. Let E(g, s) be an Eisenstein series
on GL2(E), and let F be a cuspidal automorphic form on GL2(F). We will consider in this paper the
following automorphic integral: ∫
ZAGL2(F)\GL2(AF)
F(g)E(g, s)dg.
This is in some sense the complementary case to the well-known Rankin-Selberg integral and the
triple product formula. We will approach this integral by Waldspurger’s formula. We will discuss
when the integral is automatically zero, and otherwise the L-function it represents. We will calculate
local integrals at some ramified places, where the level of the ramification can be arbitrarily large.
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1. Introduction
In this paper we are interested in the cuspidal part of an Eisenstein series restricted to an index
2 subfield. More specifically, let E be a quadratic algebra over a number field F. Let F be a cusp
form for GL2(AF) corresponding to a cuspidal automorphic representation π. Let B be the standard
Borel subgroup of GL2 and Z be its center. Let χ1 and χ2 be two Hecke characters on E∗\E∗A, and
define χ = χ1
χ2
. Let Φs be a section of the induced representation IndGL2B (χ1, χ2, s). So Φs satisfies
Φs(
(
a1 n
0 a2
)
g) = χ1(a1)χ2(a2)|a1
a2
|s+1/2
EA
Φs(g)
for all
(
a1 n
0 a2
)
∈ B(EA) and g ∈ GL2(EA). Let
E(g, s) =
∑
γ∈B(E)\GL2(E)
Φs(γg)
be the associated Eisenstein series. It is well-known that such Eisenstein series is in the continuous
spectrum for L2(GL2(E)\GL2(EA)). Its integral against a cusp form on GL2(EA) will simply be
zero.
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But we are interested in the spectral decomposition of E(g, s) when we restrict it to GL2(AF). In
particular, for a cusp form F of a cuspidal automorphic representation π on GL2(AF), we consider
the following integral:
(1.1) I(E, F, s) =
∫
ZAGL2(F)\GL2(AF)
F(g)E(g, s)dg.
This integral is not necessarily zero. We would like to see when this integral is automatically zero
and otherwise how I(E, F, s) depends on s.
In addition to its own interest, this automorphic integral is in some sense the complementary
case to the well-known Rankin-Selberg integral and triple product integral. It’s also a special case
of an automorphic integral which is actually related to arithmetic height pairing on certain Shimura
varieties according to the main theorem in the work of Bruinier, Kudla and Yang in [4]. The work
in this paper may help us to understand that general integral better.
Let wπ denote the central character of π. If wπ · (χ1χ2)|A∗
F
, 1, then I(E, F, s) = 0 for a trivial
reason. In the following we will assume that
(1.2) wπ · (χ1χ2)|A∗
F
= 1.
Under this assumption, we will relate I(E, F, s) to certain L−functions and special values of L−functions.
This is not surprising as we have already seen many examples about relations between automophic
integrals and L−functions.
1.1. Automorphic integrals and L−functions. The earliest example for the connection between
the integral and L−function is the integral representation for the Riemann zeta function. This
connection can be used to show, for example, the functional equation and the analytic continuation
of the zeta function. Tate in his thesis gave the first adelic version of the story (see [2] as a
reference). Let µ be a Hecke character on A∗
F
and f ∈ S (AF) be a Schwartz function. Tate showed
that the integral
(1.3)
∫
A∗
F
f (x)µ(x)|x|sd∗x
represents the L−function of the Hecke character L(µ, s). Usually we say an automorphic integral
represents some L-function, if the integral is equal to that L-function up to some constants, easy
L-factors and local integrals at ramified places.
His work provided the basic idea to relate the automorphic integrals with the L−functions in
general: write the automorphic integral as a product of local integrals, then identify the local
integral with the corresponding local L−factors for unramified places. The local integral at ramified
places could be different from expectation. It depends, for example, on the choice of the Schwartz
functions. Thus the global integral could differ from the L−function by factors at the set of ramified
places, which is finite.
Another example is the so called Rankin-Selberg method (we again refer the readers to [2]).
Let Fi be cusp forms from automorphic cupidal representations πi for i = 1, 2. Let E(g, s) be the
Eisenstein series on GL2(AF) (not on GL2(EA)) associated to two Hecke characters χ1 and χ2 of
A∗
F
. Then the integral
(1.4)
∫
ZAGL2(F)\GL2(AF)
F1(g)F2(g)E(g, s)dg
2
represents
L(π1 × π2, χ1, s).
If we specify χ1 to be the trivial character, then we get the standard Rankin-Selberg L−function
L(π1 × π2, s). The Rankin-Selberg method can be applied to more general reductive groups. For a
survey on this subject, see for example [3].
Two other developments in this flavor are Waldspurger’s formula and the triple product formula.
Let B denote a quaternion algebra. Suppose that E is a quadratic algebra over F embedded in B.
E∗ can be identified with a maximal torus of B∗. Let π′ be an automorphic representation of B∗
and πˆ′ its contragredient representation. Let σ be the cuspidal representation of GL2 such that
σ = JL(π′), where JL denotes the Jacquet-Langlands correspondence. When B ≃ M2(F), which is
our primary case of interest, σ ≃ π′. Denote by wπ′ the central character of π′. Let Ω be a Hecke
character of E∗
A
such that Ω|A∗
F
= wπ′ . For a cusp form F1 ∈ π′, Waldspurger in [23] considered the
following period integral:
(1.5)
∫
ZAE∗\E∗A
F1(t)Ω−1(t)dt.
This gives an element in HomE∗
A
(π′ ⊗ Ω−1,C) which is at most one dimensional. The work of
Tunnell ([21]) and Saito ([20]) gave a criterion for the local component HomEv(π′v ⊗ Ω−1v ,C) to
be nonzero. This criterion actually implies that there is a unique local quaternion algebra, either
the division algebra or a matrix algebra, such that HomEv(π′v ⊗ Ω−1v ,C) is nonzero (replacing π′v by
JL(π′v) if necessary).
When the global quaternion algebra B avoids such local obstructions, Waldspurger showed that
a pairing of such period integrals indeed represents special values of L−functions. For a cusp form
F2 ∈ πˆ′, one can similiarly consider
(1.6)
∫
ZAE∗\E∗A
F2(t)Ω(t)dt.
Then the product of the two period integrals
(1.7)
∫
ZAE∗\E∗A
F1(t)Ω−1(t)dt
∫
ZAE∗\E∗A
F2(t)Ω(t)dt
can be related to special values of L-functions
L(Πσ ⊗ Ω−1, 1/2)
L(η, 1) .
Here Πσ is the base change of σ to E and η is the quadratic Hecke character associated to E/F.
The triple product formula is in some sense similar. Now we have three irreducible unitary
cuspidal automorphic representations πi for B∗. Let Fi ∈ πi be the cusp forms for i = 1, 2, 3. Let Π
denote π1 ⊗ π2 ⊗ π3 in this case. Consider the integral
(1.8)
∫
ZAB∗(F)\B∗(A)
F1(g)F2(g)F3(g)dg.
This integral gives an element of HomB∗(A)(Π,C), which is at most one dimensional. Prasad in his
thesis ([18]) gave a criterion for its local component to be nonzero. Jacquet then conjectured that
3
the central value
(1.9) L(π1 ⊗ π2 ⊗ π3, 1/2)
of the triple product L-function does not vanish if and only if there exists a quaternion algebra B
and the corresponding Fi’s such that (1.8) does not vanish. This conjecture was first proved by
Harris and Kudla in [10] [11] using an integral representation of triple product L-function (see
[6] [16]) and the regularized Siegel-Weil formula (see [15]). Later on, more explicit formulae
relating (1.8) and (1.9) were given in [8] [1] [24] for some special cases. Ichino then generalized
the above results in [12], where he considered Π as an irreducible unitary cuspidal automorphic
representations over an e´tale cubic algebra K (this in particular includes the case Π = π1 ⊗ π2 ⊗ π3
when K is just F ⊕ F ⊕ F). He showed that a pairing of integral (1.8) represents
L(Π, 1/2)
L(Π, Ad, 1) .
Note the integrals (1.1), (1.4) and (1.8) are very similar. Especially, if we take E = F ⊕ F
for (1.1), then the Eisenstein series there is a product of two Eisenstein series over F. Take B
just to be a matrix algebra for (1.8). Then (1.1), (1.4) and (1.8) give a complete list of inte-
grals of possible products of three automorphic forms, either cusp form or Eisenstein series, over
ZAGL2(F)\GL2(AF).
In general for the triple product formula, we can start with a cusp form defined over an e´tale
cubic algebra K, and integrate it over the diagonal ZAGL2(F)\GL2(AF). Similarly for the Rankin-
Selberg integral, we can start with a cusp form defined over a quadratic algebra E, restrict it to the
base field and integrate it against an Eisenstein series over F. When E is a quadratic field extension,
the integral represents Asai L-function([14]). So we have the following table:
Degree of the algebra
that the cusp form is de-
fined over
Degree of the algebra
that the Eisenstein se-
ries is defined over
L-functions represented
3 No Eisenstein series Triple product L-function
2 1 Rankin-Selberg L-function or Asai L-function
1 2 ?
Note that we need at least one cusp form to guarantee convergence. So our work on (1.1) is a
complementary to the Rankin-Selberg integral and the triple product integral.
Despite their similarity, we won’t follow, for example, Ichino’s method directly, as cusp forms
and Eisenstein series are somewhat different in nature. Also a pairing of our global integrals may
involve another variable s, which is not so nice to deal with. We shall see in this paper that we
actually apply Waldspurger’s work to avoid such potential problems.
1.2. Main results and organization. The first goal of this paper is to prove the following formula
(see Theorem 8.1)
(1.10) C · I(E, F, s) = L(π ⊗ χ1|A∗
F
, 2s + 1/2) L(Π ⊗ Ω, 1/2)
L(η, 1)LE(χ, 2s + 1)
∏
v∈S
P0v(s, 1/2, fv,Φs,v).
Here C is a fixed period integral of Waldspurger type, χ1|A∗
F
is the restriction of χ1 to A∗F and Π
is the base change of π to E. LE(χ, 2s + 1) is an L−function over E, since χ = χ1
χ2
is a Hecke
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character defined over E. S is the set of ramified places (which is finite). For v a ramified place,
P0v(s, 1/2, fv,Φs,v) is a normalized local integral defined by:
P0v(s, 1/2, fv,Φs,v) =
Lv(ηv, 1)LEv (χv, 2s + 1)
Lv(Πv ⊗Ωv, 1/2)Lv(πv ⊗ χ1,v|F∗v , 2s + 1/2)
(1.11)
·
∫
ZN\GL2(Fv)
∫
GL2(Fv)
W−ϕ,v(σ)∆v(σ)w−1/2r′(σ) fv(g, det(g)−1)Φs,v(γ0g)dσdg.
We will see in Propositions 5.5 and 5.6 that P0v(s, 1/2, fv,Φs,v) = 1 for all unramified places.
The most important part of (1.10) is
L(π ⊗ χ1|A∗
F
, 2s + 1/2).
The part
L(Π ⊗Ω, 1/2)
L(η, 1)
is as expected from Waldspurger’s formula, which is not surprising.
The second goal is to work out the local integrals P0v for the ramified places. While we assume
we know enough about Waldspurger’s formula, the local calculations done here is more general
than what have been done for Waldspurger’s formula. In particular the methods used here should
also be applicable to the local computations of Waldspurger’s formula. I hope the techniques and
methods used here can also be helpful to other kinds of local integrals, for example the triple
product formula.
The arrangement of this paper is as follows: we will briefly review in Section 2 the Weil rep-
resentations (following [23]) and the Shimizu lifting (see [19]) as a special case of the theta cor-
respondence. We will also discuss some special Schwartz functions of the Weil representation in
Subsection 2.2, part of which may be new results.
In Section 3, we discuss more about the period integral as in Waldspurger’s formula. Then we
review Tunnell-Saito’s theorem ([21][20]), which provides a criterion about whether the local space
HomEv(π′v ⊗Ω−1v ,C) is zero. Gross and Prasad’s work ([7][9]) gives a local test vector when it’s not
zero. Then Waldspurger’s work ([23]) provides a method to study the pairing of period integrals
globally. We will state it in terms of the Shimizu lifting. Another formulation of Waldspurger’s
formula is given via matrix coefficients, which we will also make use of.
By analyzing GL2(F) orbits of B(E)\GL2(E) in Section 4, we will see that
(1.12) I(E, F, s) =
∫
E∗
A
\GL2(A)
Φs(γ0g)
∫
ZAE∗\E∗A
F(tg)Ω(t)dtdg
This is actullay a weighted integral of Waldspurger’s period integral with B being a matrix algebra.
As a corollary of this (see Corollary 4.4),{
HomE∗
A
(π ⊗Ω,C) = 0
or L(Π ⊗ Ω, 1/2) = 0
}
=⇒ I(E, F, s) = 0.
When this doesn’t happen, we can pair (1.12) with a fixed period integral and apply Waldspurger’s
formula, rewriting our main integral (1.1) to be the form as in Proposition 4.7:
(1.13) C · I(E, F, s) =
∫
ZANA\GL2(A)
∫
GL2(A)
W−ϕ (σ)∆(σ)w−1/2r′(σ) f (g, det(g)−1)Φs(γ0g)dgdσ|w=1/2.
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This can be directly written as a product of local integrals as appeared in (1.11). We will also
formulate the local integrals by matrix coefficients:
(1.14) C · I(E, F, s) = C0
∏
v
∫
F∗v\GL2(Fv)
Φs,v(γ0g) < F1,v, πv(g)Fv > dg.
We will do most local calculations in terms of the Shimizu lifting, that is, by (1.13). In Section 5,
we will compute the local integrals for unramified places, i.e. when locally πv is unramified, Ev/Fv
is either inert or split, andΦs is unramified (which in turn means χ1,v and χ2,v are unramified). Then
Proposition 5.5 and Proposition 5.6 will suggest the L-factors as appeared in (1.10) and (1.11).
In Section 6, we will do local computations for other non-archimedean places. A table of ex-
pected local L-factors is listed at the beginning of Section 6. We assume, for most cases, that πv,
Φs,v and Ev/Fv have disjoint ramifications. But the level of the ramification of πv and Φs,v can
be arbitrary. We will also do a case when πv and Φs,v have joint ramifications. For all cases, the
denominator of the local integral is just as expected. The results are listed in the following table:
Case πv χ1,v and χ2,v Ev/Fv P0v(s, 1/2, f ,Φs)
1 unramified unramified ramified 1
2 unramified
special
unramified split 1(q+1)2(1−χ(2)v q−(2s+1))
3 supercupidal
or ramified
principal
unramified split 1(q+1)2q2c−2(1−χ(2)v q−(2s+1))
4 unramified χ1,v level c inert P01+q−1 for P0 given in (6.82)
5 µ2,v level c χ1,v level c inert 1(q−1)3(q+1)2q4c−5χ1,v(√D)
Here for cases 2 and 3, there are two places of E above the place v, and χ(2)v = χ(2)v (̟) means the
component of χ at the second place above v.
One reason to do the calculations in terms of the Shimizu lifting is that we don’t need to explic-
itly give the Gross-Prasad test vector in the representation. The properties of the test vectors can
be translated into the properties of the Schwartz functions fv in (1.11). These Schwartz functions
can be chosen just to be those given in Subsection 2.2. On the other hand, the Whittaker functions
W−ϕ,v that appeared in (1.11) will be chosen to be the newforms, which makes calculations easier.
We will discuss the approach by matrix coefficients for the local computations in Section 7. In
particular we will compute the local integral in (1.14) for the case when πv is supercuspidal, Φs,v
is unramified and Ev/Fv is inert. Tunnell-Saito’s theorem implies that the integral should be zero
if the level of πv is odd; when the level is even the calculation turns out to be surprisingly easier
than the approach by the Shimizu Lifting. We expect similar results when πv is a ramified principal
series representation.
In Appendix A we will discuss how to integrate over GL2 by using right invariance under specific
compact subgroups, though this is not the only method we will be using. In Appendix B we
shall derive Proposition B.3 for the Kirillov model of a supercuspidal representation. Simply
put, it describes the change of the support of an element in the Kirillov model under the group
actions purely by its level. According to [26], this result should be equivalent to the following (See
Corollary B.8):
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Corollary. Suppose a supercuspidal representation π is of level c with central character being
unramified or level 1. Let λ be a character of F∗v of level i. Then the level c(π ⊗ λ) is max{c, 2i}.
This result seems elementary and may have been proven somewhere else. So far I’ve only seen
Lemma 1 of [26] which claimed that c(π ⊗ λ) = 2i if i > c/2 but c(π ⊗ λ) ≤ c if i ≤ c/2.
This proposition is used in the local calculations in Section 6 and Section 7. We expect it also to
be helpful in the local calculation of the triple product formula.
2. theWeil Representation and the Shimizu Lifting
2.1. The Weil Representation. The Weil representation can be defined for more general reductive
group pairs, but we will follow [23] with the following setting:
Fix ψ an additive character of F. Let G = GL2(F), and let B be a quaternion algebra over F with
reduced norm Q. We will be particularly interested in B being matrix algebra M2(F). Denote by
GO(B) the orthogonal similitude group for B. Let B∗ ×B∗ acts on B via (h1, h2) · b = h1b h−12 . This
actually give us a short exact sequence
(2.1) 1 → F∗ → (B∗ × B∗) ⋊ {1, ι} → GO(B) → 1.
Here ι : x 7→ x¯ is the main involution on B. On B∗ × B∗ it acts by (h1, h2) 7→ (¯h−12 , ¯h−11 ). F∗
is embedded into the group in the middle by x 7→ (x, x) ⋊ 1. We will simply write (h1, h2) for
(h1, h2) ⋊ 1 when considered as an element of GO(B).
Definition 2.1. The Weil representation for the similitude group pair G × GO(B) on the space of
Schwartz functions S (B × F∗) is defined as follows: for f (x, u) ∈ S (B × F∗), α, δ ∈ F∗, β ∈ F,
h ∈ GO(B),
(i) r′(
(
1 β
0 1
)
) f (x, u) = ψu(βq(x)) f (x, u),
(ii) r′(
(
0 1
−1 0
)
) f (x, u) = γ[ψu, q]
∫
B
f (y, u)ψu((x, y))dy,
(iii) r′(
(
α 0
0 α−1
)
) f (x, u) = |α|2 f (αx, u),
(iv) r′(
(
1 0
0 δ
)
) f (x, u) = |δ|−1 f (x, δ−1u),
(v) r′′(h) f (x, u) = f (h−1 · x, uν(h)).
Here γ[ψu, q] equal to 1 if B is the matrix algebra and −1 is B is a division algebra. ψu(x) =
ψ(ux). Furthermore ν is the similitude character for the group GO(B), and (x, y) = Q(x + y) −
Q(x) − Q(y) in (ii).
Remark 2.2. For (h1, h2) ∈ GO(B), we have ν(h1, h2) = Q(h1)Q(h2)−1, and
(2.2) r′′(h1, h2) f (x, u) = f (h−11 xh2, uQ(h1)Q(h2)−1).
Also by combining (iii) and (iv), we can get
(2.3) r′(
(
α 0
0 1
)
) f (x, u) = |α| f (αx, α−1u).
We will use these simple facts later.
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2.2. Special elements in the Weil Representation. In this subsection let Fv be the local field at a
finite place v of F and Bv = M2(Fv). We will discuss about properties of some special elements in
the Weil representation S (M2(Fv) × F∗v). Part of the results here may be new as I haven’t seen it in
literature.
First we clarify what we mean by the right action of g ∈ GL2 on S (M2(Fv) × F∗v). It follows
from the action of (1, g) ∈ GO(B) as in (v) of Definition 2.1, so a Schwartz function f (x, u) is
mapped to f (xg, udet g). We will say a Schwartz function is invariant under the right action (or just
right-invariant) of some compact subgroups of GL2 according to this sense. Let x =
(
x1 x2
x3 x4
)
, y =(
y1 y2
y3 y4
)
∈ M2(Fv). By definition,
Q(x) = det x = x1x4 − x2x3,
and
(x, y) = x1y4 + x4y1 − x2y3 − x3y2.
Throughout this paper, let OF be the ring of integers of the local field Fv and O∗F be its group
of units. Fix a uniformizer ̟ for Fv. Denote by v(x) the valuation of x. Denote by ω the matrix(
0 1
−1 0
)
. Denote by K the compact subgroup GL2(OF). Denote by K1(̟c) the subgroup of K
whose elements are congruent to
(∗ ∗
0 1
)
mod (̟c) for an integer c > 0. Similarly denote by
K0(̟c) for
(∗ ∗
0 ∗
)
mod (̟c) and K11 (̟c) for
(
1 ∗
0 1
)
mod (̟c). Let q = |̟|−1. Assume that the
local additive character ψ = ψv is unramified.
Lemma 2.3. Let f = char(
(
OF OF
OF OF
)
)(x) × char(O∗F)(u) ∈ S (M2(Fv) × F∗v). It is invariant by K
under both the right action and the Weil representation r′ defined above.
Proof. The invariance under the right action is obvious. For the Weil representation, it’s clear from
definition (i)(iii) that f is invariant under the action of the Borel part B(OF). One can easily see
that ∫
M2(Fv)
f (y, u)ψu(q(x, y))dy =
∫
M2(OF )
ψ(u(x1y4 + x4y1 − x2y3 − x3y2))dy
= char(M2(OF))(x) × char(O∗F)(u).
The last equality is true because in general we have
(2.4)
∫
̟kOF
ψ(xiy j)dy j = q−kchar(̟−kOF)(xi)
for any integer k. Then one can get the conclusion because K is generated by B(OF) and ω.

Lemma 2.4. Let f = char(
(
OF OF
̟cOF OF
)
) × char(O∗F), for integer c > 0.
(i) It is invariant by K1(̟c) under both the right action and the Weil representation.
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(ii) For n ∈ F∗v, v(n) = j for 0 ≤ j ≤ c,
(2.5) r′(
(
1 0
n 1
)
) f (x, u) = q j−cchar(
(
OF ̟ j−cOF
̟ jOF OF
)
)ψ(−ux2 x3n−1) × char(O∗F).
This function is still right K1(̟c)−invariant.
Proof. The invariance under the right action is easy to check. So is the Weil representation of
B(OF). We claim that K1(̟c) is generated by B(OF) and
(
1 0
n 1
)
where n ≡ 0 mod (̟c). Indeed for
x3 ≡ 0 mod (̟c), x1, x4 ∈ O∗F , x2 ∈ OF, we have
(2.6)
(
x1 x2
x3 x4
)
=
(
x1 x4−x2 x3
x4
x2
0 x4
) (
1 0
x3
x4
1
)
,
where x1 x4−x2 x3
x4
is still an unit and x3
x4
≡ 0 mod (̟c). So it remains to check that f is invariant by
all such
(
1 0
n 1
)
.
Note that
(
1 0
n 1
)
= −ω
(
1 −n
0 1
)
ω. By formula (2.4) we know
r′(ω) f (x, u) = q−cchar(
(
OF ̟−cOF
OF OF
)
) × char(O∗F).
This however is invariant under
(
1 −n
0 1
)
, since by definition it will give a factor ψ(−un det y) which
is trivial for y ∈
(
OF ̟−cOF
OF OF
)
and n ∈ ̟cOF. Then the action of −ω will change it back.
For part (ii), we also use
(
1 0
n 1
)
= −ω
(
1 −n
0 1
)
ω. From the calculation above we get
r′(
(
1 −n
0 1
)
ω) f (y, u) = q−cchar(
(
OF ̟−cOF
OF OF
)
)ψ(−un det y) × char(O∗F).
Note ψ(−un det y) = ψ(uny2y3) for y ∈
(
OF ̟−cOF
OF OF
)
. For another action of ω, we consider the
integral in y1y4 and the integral in y2y3 seperately. The integral in y1y4 is very easy, as in the
previous lemma. Now we focus on the following integral:
q−c
∫
y2∈̟−cOF
∫
y3∈OF
ψ(uy3(ny2 − x2))ψ(−ux3y2)dy3dy2.
Assume that x2 is fixed. For the integral in y3 to be non-zero, we need y2 to satisfy ny2 − x2 ∈ OF,
which is equivalent to say y2 ∈ n−1x2 +̟− jOF as v(n) = j. Then the integral becomes
q−c
∫
y2∈̟−cOF∩n−1 x2+̟− jOF
ψ(−ux3y2)dy2.
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Note ̟− jOF ⊆ ̟−cOF . The domain of the integral is not empty iff x2 ∈ ̟ j−cOF. In that case, the
integral becomes
q−c
∫
y2∈n−1x2+̟− jOF
ψ(−ux3y2)dy2 = q j−cψ(−ux2x3n−1) if x3 ∈ ̟ jOF.
So we get r′(ω
(
1 −n
0 1
)
ω) = q j−cchar(
(
OF ̟ j−cOF
̟ jOF OF
)
)ψ(−ux2x3n−1)× char(O∗F). Then just note
that the action of −1 will not change this function. 
Remark 2.5. Roughly speaking, the invariance under the Weil representation r′ depends on the
configuration on the diagonals. The invariance under the right action depends on configurations
on the rows. Actually one can construct in this way Schwartz functions of any prescribed levels of
invariance. Suppose that we need a function which is invariant by the Weil representation under
K1(̟c1), and invariant by the right action under K1(̟c2). Then we can consider, for example, the
following functions(far from unique):
(2.7) f = char(
(
̟− jOF ̟− j−c2 OF
̟ j+c1+c2OF ̟ j+c1 OF
)
) × char(O∗F), j ∈ Z.
Now we discuss about a slightly different type of Schwartz functions.
Lemma 2.6. Let b1, b2 ∈ OF and c is an integer. Define f = char(
(
b1 +̟cOF OF
b2 +̟cOF OF
)
) × char(O∗F).
(i) f is K11(̟c)−invariant under the Weil representation r′ and right action.
(ii) For n ∈ F∗v, 0 ≤ v(n) = j ≤ c,
(2.8) r′(
(
1 0
n 1
)
) f = q2( j−c)char(
(
b1 +̟ jOF ̟ j−cOF
b2 +̟ jOF ̟ j−cOF
)
)ψ(un−1[(x1−b1)x4−x2(x3−b2)])char(O∗F).
This function is still right K11(̟c)− invariant.
Proof. We will focus on the computations. The rest are easy to check. First of all,
(2.9) r′(ω) f (y, u) = q−2cψ(u(y4b1 − y2b2))char(
(
OF ̟−cOF
OF ̟−cOF
)
)(y)char(O∗F)(u).
From this it’s clear that f is invariant under
(
1 0
n 1
)
for n ∈ ̟cOF . For those n with 0 ≤ v(n) = j < c,
the action of
(
1 −n
0 1
)
will give a factor ψ(−un(y1y4 − y2y3)). For another action of ω, we will only
do the integral in y1y4. The integral in y2y3 is very similar. So we want to do the following integral:
(2.10) q−c
∫
y4∈̟−cOF
∫
y1∈OF
ψ(uy4b1 − uny1y4 + uy1x4 + uy4x1)dy1dy4.
The way to do this integral is similar to what we did in the previous lemma. For the integral in y1
to be non-zero, we need x4 − ny4 ∈ OF, that is, y4 ∈ n−1x4 +̟− jOF. For the domain of the integral
in y4 to be non-empty, we need x4 ∈ ̟ j−cOF. Then the domain for y4 is n−1x4 +̟− jOF ⊂ ̟−cOF,
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and the integral in y4 is
(2.11) q−c
∫
y4∈n−1x4+̟− jOF
ψ(uy4b1 + uy4x1)dy4 = q j−cψ(u(x1 + b1)n−1x4)
when x1 ∈ −b1 + ̟ jOF . Note that the final action of −1 should change xi to −xi and also their
corresponding domains. Then the statement in the lemma is clear. 
Remark 2.7. For f = char(
(
b1 +̟cOF OF
b2 +̟cOF OF
)
) × char(β + ̟cOF) with β ∈ (OF/̟cOF)∗, one can
have a similar lemma.
2.3. the Shimizu Lifting. Now we review briefly Shimizu’s lifting (refer to [19] for more de-
tails). For the dual group pair GL2 × GO(B), we can use the theta lifting to give an automorphic
representation of GO(B) corresponding to a given automorphic representation σ of GL2.One can
lift this representation further by the exact sequence (2.1) to an automorphic representation Θ(σ)
for B∗ × B∗.
In particular, let f ∈ S (BA × A∗F), h1, h2 ∈ B∗A, ϕ ∈ σ, g ∈ GL2(AF), the theta kernel is
(2.12) θ( f , g, h1, h2) =
∑
x∈B(F),u∈F∗
r′(g)r′′(h1, h2) f (x, u).
The global theta lifting is
(2.13) θ( f , ϕ, h1, h2) =
∫
GL2(F)\GL2(AF)
ϕ(g)θ( f , g, h1, h2)dg.
ThenΘ(σ) is just the collection of all such θ( f , ϕ, g1, g2) for all possible ϕ ∈ σ and f ∈ S (BA×A∗F).
Theorem 2.8. (Shimizu’s lifting) Let σ be an automorphic representation of GL2.
(i) If σ doesn’t appear in the image of Jacquet-Langlands correspondence, then Θ(σ) = 0.
(ii) If σ appears in the image of Jacquet-Langlands correspondence, let JL(π′) = σ. Then
Θ(σ) = π′ ⊗ πˆ′.
Remark 2.9. In particular this theorem applies to the case when B is the matrix algebra. In this
case, B∗ ≃ GL2 and σ ≃ π′.
3. Period integral, test vector andWaldspurger’s formula
3.1. Period integral. Recall in the introduction we mentioned the following period integral stud-
ied by Waldspurger
(3.1)
∫
ZAE∗\E∗A
F1(t)Ω−1(t)dt.
Here E is a quadratic algebra over F embedded in B. F1 is an element of π′ which is an automorphic
representation of B∗ with the central characters wπ′ . Ω is a Hecke character of E∗A such that Ω|A∗F =
wπ′ .
This period integral actually defines an element in HomE∗
A
(π′ ⊗ Ω−1,C). But it’s not necessary
that this space is non-zero.
Now we discuss the local obstruction for this integral to be nonzero. We put a subscript v for any
notation to mean its local component at place v. The Hasse invariant ǫ(Bv) of a local quaternion
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algebra Bv is defined to be 1 if Bv ≃ M2(Fv), and −1 if it’s a division algebra. Let ηv : F∗v → C∗
be the local component of the quadratic Hecke character η associated to the quadratic extension
E/F. Consider the local root number ǫ(12 ,Πσ,v ⊗Ω−1v ) where Πσ,v is the base change of σv to Ev. In
general the local root number would depend on the local component of a chosen additive character
ψ. In this case by Ω|A∗
F
= wπ′ , this local root number is independent of ψv and only takes values ±1.
See [21].
The following theorem is due to Tunnell and Saito ([21] [20]).
Theorem 3.1. The space HomE∗v (π′v ⊗Ω−1v ,C) is at most one-dimensional. It is nonzero if and only
if
(3.2) ǫ(1
2
,Πσ,v ⊗ Ω−1v ) = Ω−1v (−1)ηv(−1)ǫ(Bv).
Example 3.2. Suppose that Ωv is unramified and Bv ≃ M2(Fv). So σv = JL(π′v) ≃ π′v. Let n(σv)
denote the level of σv. If Ev is split over Fv, then ǫ(12 ,Πσ,v⊗Ω−1v ) is always 1, and HomE∗v (π′v⊗Ω−1v ,C)
is non-zero. If Ev is inert over Fv, ǫ(12 ,Πσ,v ⊗ Ω−1v ) = 1 if and only if n(σv) is even. As a result,
HomE∗v (π′v ⊗Ω−1v ,C) is non-zero if and only if n(σv) is even. (See [7] Proposition 6.3.)
3.2. Gross and Prasad’s test vector. When HomE∗v(π′v ⊗ Ω−1v ,C) is non-zero for a local non-
archimedean place, pick a non-zero element l of it. Gross and Prasad in [9] gave a choice of test
vector F1,v ∈ π′v such that l(F1,v) , 0, under the hypothesis that either π′v or Ωv is unramified. This
hypothesis implies that the central character is always unramified.
We first assume that Ωv is unramified. Let OF be the ring of integers in Fv and ̟ a fixed
uniformizer of it. On Bv we have a Trace map defined to be Tr(α) = α + α¯, where α¯ is the image
of α under the non-trivial involution on Bv. An order R of Bv is defined to be a subring of Bv
containing OF which is a free OF−module of rank 4 (equivalently, R ⊗OF Fv = Bv). Its dual is
defined to be
R⊥ = {β ∈ Bv|Tr(αβ) ∈ OF for all α ∈ R}.
Let q = |̟|−1 as before. Define the reduced discriminant d(R) of R to be the integer such that
♯(R⊥/R) = q2d(R). See [7] for more details.
Let Rc be an order of reduced discriminant c = n(π′) which contains OE under the embedding
Ev ֒→ Bv. It is unique up to conjugacy by E∗v. Let R∗c denote its units.
Proposition 3.3. Assume Ωv is unramified. If n(π′) ≥ 2, further assume Ev/Fv is unramified.
When HomE∗v (π′v⊗Ω−1v ,C) , 0, pick l to be a non-trivial element of it. Let F1,v ∈ π′ be the unique
(up to constant) element fixed by R∗c. Then l(F1,v) , 0.
Remark 3.4. Both Theorem 3.1 and Proposition 3.3 have statements on the other side of the
Jacquet-Langlands correspondence when ǫ(12 ,Πσ,v ⊗ Ω−1v ) = −Ω−1v (−1)ηv(−1)ǫ(Bv). But we won’t
record them here as we don’t need them.
Example 3.5. Suppose Bv ≃ M2(Fv). Suppose that Ev/Fv is inert and can be written as Fv(
√
D).
Embed Ev into GL2(Fv) via a+b
√
D 7→
(
a b
bD a
)
. By Example 3.2, π′v ≃ σv should be of even level
c = 2k. Then we can choose
(3.3) Rc = {
(
a +̟kOF b +̟kOF
bD +̟kOF a +̟kOF
)
|a + b
√
D ∈ OE}.
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Example 3.6. When Ev/Fv is split, Bv must be the matrix algebra and π′v ≃ σv. Suppose 2 is a unit
for the local field. If Ev is embedded into GL2(Fv) diagonally, we can pick Rc = {
(
OF OF
̟cOF OF
)
}.
The fixed element F1,v by R∗c is then the standard new form studied by Casselman. But in this paper
we always consider the global embedding being
(3.4) E ֒→ GL2(F) : a + b
√
D 7→
(
a b
bD a
)
.
For a split place, fix an element
√
D ∈ Fv such that
√
D2 = D. One can easily check that
(3.5)
( 1 − 1√
D√
D 1
)−1 (
a b
bD a
) ( 1 1−√D√
D 1
)
=
(
a + b
√
D 0
0 a − b
√
D
)
.
So we can pick
(3.6) Rc =
( 1 − 1√
D√
D 1
) (
OF OF
̟cOF OF
) ( 1 − 1√
D√
D 1
)−1
,
and the element fixed by R∗c is just the image of the new form under the action of π′(
( 1 − 1√
D√
D 1
)
).
Now we assume that π′v is unramified and Ωv ramified of level c. This already implies that Bv
splits and π′v is an unramified principal series. Let Oc = OF + ̟cOE. Let R be a maximal order
in M2(Fv) which optimally contains the order Oc. This just means R is maximal and R ∩ Ev = Oc.
Such maximal order is unique up to conjugacy by E∗v. Similarly we have the following result:
Proposition 3.7. Assume that π′v is unramified and Ωc is ramified of level c.
When HomE∗v (π′v⊗Ω−1v ,C) , 0, pick l to be a non-trivial element of it. Let F1,v ∈ π′ be the unique
(up to constant) element fixed by R∗. Then l(F1,v) , 0.
Example 3.8. Suppose that Ev/Fv is inert and Bv ≃ M2(Fv). Ev is embedded into GL2(Fv) just as in
Example 3.5. Then we can pick R = {
(
OF ̟cOF
̟−cOF OF
)
}.
3.3. Waldspurger’s formula. Shimizu’s lifting and Waldspurger’s result on the period integral
were originally based on the convention that B∗ × B∗ acts on B via (h1, h2)b = h1b ¯h2. But later
on people have reformulated their work with the convention that B∗ × B∗ acts on B via (h1, h2)b =
h1bh−12 , which is actually our setting. So we will state a variation of Waldspurger’s original work
according to our setting.
Denote by ∆ the modulus function for GL2 such that ∆(
(
a1 m
0 a2
)
k) = | a1
a2
|1/2.
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Theorem 3.9. (Waldspurger) Let F1 ∈ π′, F2 ∈ πˆ′. Let ϕ ∈ σ such that θ( f , ϕ, h1, h2) =
F1(h1)F2(h2) under the Shimizu lifting. Then∫
ZAE∗\E∗A
F1(t1h1)Ω−1(t1)dt1
∫
ZAE∗\E∗A
F2(t2h2)Ω(t2)dt2(3.7)
=
∫
NAZA\GL2(A)
∫
E∗
A
W−ϕ (σ)∆(σ)w−1/2r′(σ)r′′(h1, h2) f (t, Q(t)−1)Ω(t)dtdσ|w=1/2
=
L(Πσ ⊗ Ω−1, 1/2)
L(η, 1)
∏
v∈S
P0( fv,Ωv, 1/2),
where W−ϕ is the Whittaker function corresponding to ϕ with respect to ψ−(x) = ψ(−x). η is the
quadratic Hecke character associated to E/F. S is the finite set of ramified places. P0( fv,Ωv,w) is
defined as
(3.8)
P0( fv,Ωv,w) = Lv(ηv, 1)Lv(Πσ,v ⊗Ω−1v , 1/2)
∫
NZ\GL2(Fv)
∫
E∗v
W−ϕ,v(σ)∆v(σ)w−1/2r′(σ)r′′(h1, h2) fv(t, Q(t)−1)Ωv(t)dtdσ.
The fact that the Whittaker function corresponds to ψ− is important for some specific local
computations.
Another way to formulate Waldspurger’s result is as follows: Theroem 3.1 says HomE∗v(π′v ⊗
Ω−1v ,C) is one dimensional. So is HomE∗v (π′v ⊗ Ω−1v ,C) ⊗ HomE∗v (πˆ′v ⊗ Ωv,C) and its tensor product
over all places. One can explicitly write an element of it locally by matrix coefficients. Suppose
that < ·, · >: π′v × πˆ′v → C is a bilinear and B∗v− invariant pairing.
Then ∫
F∗v\E∗v
Ω−1v (e) < π′v(e)F1,v, F2,v > de =
∫
F∗v\E∗v
Ωv(e) < F1,v, πˆ′v(e)F2,v > de(3.9)
gives an element of HomE∗v(π′v ⊗ Ω−1v ,C) ⊗ HomE∗v (πˆ′v ⊗Ωv,C).
Globally, ∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1
∫
ZAE∗\E∗A
F2(t2)Ω(t2)dt2
defines an element in HomE∗
A
(π′⊗Ω−1,C)⊗HomE∗
A
(πˆ′⊗Ω,C), which is also one dimensional. Then
it should be a multiple of the product of local integrals given by (3.9), that is,∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1
∫
ZAE∗\E∗A
F2(t2)Ω(t2)dt2(3.10)
= C0
∏
v
∫
F∗v\E∗v
Ωv(e) < F1,v, πˆ′v(e)F2,v > de.
Waldspurger’s theorem essentially gives a way to compute the constant C0 explicitly. Let
(3.11) αv(F1,v, F2,v) = Lv(ηv, 1)Lv(πv, ad, 1)
ζF,v(2)Lv(Πσ,v ⊗Ω−1v , 1/2)
∫
F∗v\E∗v
Ωv(e) < F1,v, πˆ′v(e)F2,v > de.
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Then Waldspurger’s formula can be written as∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1
∫
ZAE∗\E∗A
F2(t2)Ω(t2)dt2(3.12)
=
ζF(2)L(Πσ ⊗Ω−1, 1/2)
8L(η, 1)2L(π, ad, 1)
∏
v
αv(F1,v, F2,v).
For more details of this formulation and also the local calculations at some ramified places in
the set S , see [27][28][25][17].
4. Global analysis
Recall we want to work out the following integral:
I(E, F, s) =
∫
ZAGL2(F)\GL2(AF)
F(g)E(g, s)dg,
where E(g, s) is an Eisenstein series defined over a quadratic algebra E. Write E as F(√D), where
D ∈ F is an integer. If E ≃ F ⊕ F, take D = 1. Then E∗ can be embedded into GL2(F) via 1 7→ I
and
√
D 7→
(
0 1
D 0
)
. Note that the quadratic norm is consistent with the determinant of matrices
for this embedding.
Lemma 4.1.
(4.1) I(E, F, s) =
∫
ZAE∗\GL2(A)
Φs(
(
1 0√
D 1
)
g)F(g)dg.
Proof. We start with analyzing the orbits of B(E)\GL2(E) under right multiplication of GL2(F). In
particular, by Bruhat decomposition,
GL2(E) = B
⋃
(
⋃
n∈E
Bω
(
1 n
0 1
)
) = B
⋃
(
⋃
m∈E
B
(
1 0
m 1
)
ω)
for ω =
(
0 1
−1 0
)
. Note ω ∈ GL2(F). We want to know when B(E)
(
1 0
m1 1
)
is equivalent to
B(E)
(
1 0
m2 1
)
for the right GL2(F) action. Equivalently, this is to ask when
(
1 0
m1 1
) (
a b
c d
) (
1 0
−m2 1
)
∈ B(E)
for some
(
a b
c d
)
∈ GL2(F). By equating the lower left element of the product to 0, we get the
following condition:
m2 =
am1 + c
bm1 + d
.
15
There are only two equivalent classes under the above condition, that is, m = 0 and m =
√
D as
representatives. We can also use the same condition to decide stabilizers of these two orbits under
GL2(F) action. Let m1 = m2 = m, so we get
m =
am + c
bm + d .
This is equivalent to bm2 + (d − a)m − c = 0.
(i) Case m = 0, the stabilizer is {c = 0} = N(F), the unipotent subgroup. The corresponding
orbit is called negligible.
(ii) Case m = √D, the stabilizer is {d = a, c = bD} = {aI + b
(
0 1
D 0
)
}, which can be further
identified with E∗.
So B(E)\GL2(E) =
(
1 0
0 1
)
N(F)\GL2(F) ∪
(
1 0√
D 1
)
E∗\GL2(F). Then (1.1) can be rewritten as
I(E, F, s)(4.2)
=
∫
ZAGL2(F)\GL2(A)
∑
γ∈B(E)\GL2(E)
Φs(γg)F(g)dg
=
∫
ZAGL2(F)\GL2(A)
(
∑
α∈N(F)\GL2(F)
Φs(
(
1 0
0 1
)
αg) +
∑
α∈E∗\GL2(F)
Φs(
(
1 0√
D 1
)
αg))F(g)dg
=
∫
ZAN(F)\GL2(A)
Φs(g)F(g)dg +
∫
ZAE∗\GL2(A)
Φs(
(
1 0√
D 1
)
g)F(g)dg.
One just has to see that the first term∫
ZAN(F)\GL2(A)
Φs(g)F(g)dg =
∫
ZAN(A)\GL2(A)
∫
N(F)\N(A)
Φs(g)F(ng)dndg = 0,
since F is a cusp form. This is why the corresponding orbit is called negligible. 
We denote γ0 =
(
1 0√
D 1
)
from now on. For t =
(
a b
bD a
)
∈ E∗
A
, one can check that
γ0tγ
−1
0 =
(
a − b
√
D b
0 a + b
√
D
)
is actually upper triangular. Recall Φs satisfies
Φs(
(
a b
0 d
)
x) = χ1(a)χ2(d)|ad |
s+1/2
A
Φs(x).
From now on we fix our notation for Ω as follows:
Definition 4.2. Define for t ∈ E∗
A
(4.3) Ω(t) = χ1(t)χ2(t) = χ1(a − b
√
D)χ2(a + b
√
D).
Lemma 4.3. With notations as above, we have Φs(γ0tg) = Φs(γ0g)Ω(t) for any g ∈ GL2(A) and
t ∈ E∗
A
.
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Proof. From definition and that γ0tγ−10 =
(
a − b
√
D b
0 a + b
√
D
)
, We have
Φs(γ0tg) = Φs(
(
a − b
√
D b
0 a + b
√
D
)
γ0g)
= χ1(a − b
√
D)χ2(a + b
√
D)|a − b
√
D
a + b
√
D
|s+1/2
EA
Φs(γ0g)
= χ1(a − b
√
D)χ2(a + b
√
D)Φs(γ0g) = Φs(γ0g)Ω(t).
Here | a−b
√
D
a+b
√
D
|EA = 1 because a, b ∈ AF.

Now we can further write (4.1) as
(4.4) I(E, F, s) =
∫
E∗
A
\GL2(A)
Φs(γ0g)
∫
ZAE∗\E∗A
F(tg)Ω(t)dtdg.
Note that the interior part of the integral is a period integral for which one can apply Theorem
3.9. The whole integral can be thought of as a weighted integral of period integrals.
To fit into Theorem 3.9, take the quaternion algebra B there to be M2(F). Pick F2 = F ∈ π = πˆ′.
Then F1 ∈ πˆ ≃ π′ and ϕ ∈ πˆ ≃ σ. (The way we use Waldspurger’s formula may look a little
strange. We will see the reason later.) Pick Ω as the one we defined above, and pick h1 ≡ 1, h2 = g.
Then there are two possible situations:
First, if
∫
ZAE∗\E∗A
F(tg)Ω(t)dt = 0 for any g, then I(E, F, s) = 0. In particular we have the following
corollary:
Corollary 4.4. Let Π be the base change of π to E. If HomE∗
A
(π ⊗Ω,C) = 0 or L(Π ⊗Ω, 1/2) = 0,
then I(E, F, s) = 0.
Second, if that’s not the case, we have the following lemma:
Lemma 4.5. If ∫
ZAE∗\E∗A
F(tg)Ω(t)dt , 0 for some g ∈ GL2(A), then there exists some F1 ∈ πˆ such
that
∫
ZAE∗\E∗A
F1(t)Ω−1(t)dt , 0
Proof. It’s known (see [2]) that if F ∈ π is an automorphic form, then F1(x) = F(T x−1g′) for any
g′ ∈ GL2(A) is an automorphic form in πˆ, where T x is the transpose of x. So∫
ZAE∗\E∗A
F1(t)Ω−1(t)dt =
∫
ZAE∗\E∗A
F(T t−1g′)Ω−1(t)dt
=
∫
ZAE∗\E∗A
F(T tg′)Ω(t)dt.
The second equality follows from the substitution t → t−1, and the multiplicative Haar measure is
invariant under this substitution. If D , 1, the matrix g0 =
(
D −1
−1 1
)
∈ GL2(F) satisfies g0tg−10 =T t
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for all t ∈ E∗
A
. If D = 1, then t =T t and we can pick g0 = 1. Now pick g′ = g0g and then∫
ZAE∗\E∗A
F1(t)Ω−1(t)dt =
∫
ZAE∗\E∗A
F(T tg0g)Ω(t)dt
=
∫
ZAE∗\E∗A
F(g0tg)Ω(t)dt
=
∫
ZAE∗\E∗A
F(tg)Ω(t)dt , 0.
The last equality follows from the fact that F is an automorphic form and thus is left invariant by
g0 ∈ GL2(F). 
Remark 4.6. It’s actually possible to show that
∫
ZAE∗\E∗A
F(tg)Ω(t)dt is not identically zero if and only
if HomE∗
A
(π ⊗ Ω,C) , 0 and L(Π ⊗Ω, 1/2) , 0.
So if
∫
ZAE∗\E∗A
F(tg)Ω(t)dt is not identically zero, we fix a F1 ∈ πˆ such that the period integral
C =
∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1 is not zero.
Note that since Ω does not depend on s, this fixed period integral C is also independent of s.
Then by Theorem 3.9 we have the following relation:
C · I(E, F, s)
(4.5)
=
∫
E∗
A
\GL2(A)
Φs(γ0g)
∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1
∫
ZAE∗\E∗A
F(t2g)Ω(t2)dt2dg
=
∫
E∗
A
\GL2(A)
Φs(γ0g)
∫
ZANA\GL2(A)
∫
E∗
A
W−ϕ (σ)∆(σ)w−1/2r′(σ)r′′(1, g) f (t, Q(t)−1)Ω(t)dtdσdg|w=1/2.
The theta lifting for ϕ ∈ πˆ is θ( f , ϕ, h1, h2) = F1(h1)F2(h2), just as in Theorem 3.9.
Recall Φs(γ0tg) = Φs(γ0g)Ω(t). By the definition of the Weil representation, in particular by
formula (2.2), we have r′′(1, g) f (t, Q(t)−1) = f (tg, det(tg)−1). Then we can actually combine the
integrals in t and g. This is the reason we applied Waldspurger’s formula in a seemingly strange
way. Now we have the following main proposition for the global situation:
Proposition 4.7. (1) If ∫
ZAE∗\E∗A
F(tg)Ω(t)dt is always zero, then I(E, F, s) = 0.
(2) Otherwise, we can fix a nonzero period integral
C =
∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1
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which is independent of s. Then
(4.6) C · I(E, F, s) =
∫
ZANA\GL2(A)
∫
GL2(A)
W(σ)∆(σ)w−1/2r′(σ) f (g, det(g)−1)Φs(γ0g)dgdσ|w=1/2,
where we write W(σ) = W−ϕ (σ) for short.
Remark 4.8. It seems that we are adding some equally complicated constant C to solve our prob-
lem. But C is already studied in detail in several papers after Waldspurger. (See [17][25][28].)
More importantly, this constant C does not depend on s. So it is easy to deal with if we are
interested in, for example, the zeros of I(E, F, s) as a function of s, or zeros of its derivative, etc,.
When we introduced Waldspurger’s formula, we mentioned the way to formulate the local inte-
grals by matrix coefficients. We can do similar things here. Start with (4.5) and then use (3.10),
we will get
C ·
∫
E∗
A
\GL2(A)
Φs(γ0g)
∫
ZAE∗\E∗A
F(tg)Ω(t)dtdg(4.7)
=
∫
E∗
A
\GL2(A)
Φs(γ0g)
∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1
∫
ZAE∗\E∗A
F(t2g)Ω(t2)dt2dg
= C0
∏
v
∫
E∗v\GL2(Fv)
Φs,v(γ0g)
∫
F∗v\E∗v
Ωv(e) < F1,v, πv(eg)Fv > dedg
= C0
∏
v
∫
F∗v\GL2(Fv)
Φs,v(γ0g) < F1,v, πv(g)Fv > dg.
5. Local calculation at unramified places
In this section and the next two sections, we will do calculations for the local integrals. For the
simplicity of notations, we will omit subscript v and everything should be understood locally. First
we recall some notations. F is the local field at a non-archimedean place v and E is a quadratic
extension of it. OF is the ring of integer for F with a fixed uniformizer ̟. Denote by v(x) the
valuation of x ∈ F∗. q = |̟|−1. K = GL2(OF).
For a multiplicative character χ, we write χ for χ(̟) if we don’t specify which element it’s
taking. For simplicity of the formulae we will write χ1,s = χ1|· |s+1/2E and χ2,s = χ2| · |−s−1/2E . Then
by the definition of Φs,
Φs(
(
a1 m
0 a2
)
g) = χ1,s(a1)χ2,s(a2)Φs(g).
When π is unramified at v, we write π = π(µ1, µ2). Then ϕ ∈ πˆ = π(µ−11 , µ−12 ) and the central
character of πˆ satisfies wπˆ = χ1,sχ2,s|F.
We will calculate in this section the following local integral that appears in Proposition 4.7 for
unramified places:
(5.1) P(s,w, f ,Φs) =
∫
ZN\GL2(F)
W(σ)∆(σ)w−1/2
∫
GL2(F)
r′(σ) f (g, det(g)−1)Φs(γ0g)dgdσ.
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We specify here what we mean by an unramified place: the quadratic extension E over F is either
inert or split at this place; π is unramified and the corresponding Whittaker function W(σ) is right
K-invariant and normalized; χi,s is unramified for i = 1, 2; Φs is right K− invariant and normalized;
f is the Schwartz function char(
(
OF OF
OF OF
)
) × char(O∗F).
For all the local calculations, we will always pick W to be the normalized Whittaker function for
the newform of the representation, so we won’t take it as a variable for P. We say a K−invariant
function W (or Φs) is normalized if W(1) = 1. If it is only right K1(̟c)−invariant and supported
on B
(
1 0
̟ j 1
)
K1(̟c) for some 0 ≤ j ≤ c, we mean W(
(
1 0
̟ j 1
)
) = 1 by saying it’s normalized. As
f and Φs will be fixed in this section, we will write P(s,w) in short for P(s,w, f ,Φs).
Assume that the Haar measure on GL2 is so normalized that the volume of K is 1. Since W is
K-invariant and f is also K−invariant under the Weil representation r′,
(5.2) P(s,w) =
∫
F∗
W(
(
α 0
0 1
)
)|α|w/2−1/4
∫
GL2(F)
r′(
(
α 0
0 1
)
) f (g, det(g)−1)Φs(γ0g)dg|α|−1d∗α.
Here we have used that the Haar measure for the Iwasawa decomposition ZN{
(
α 0
0 1
)
}K is
d∗zdn|α|−1d∗αdk.
By the definition of the Weil representation, in particular by equation (2.3),∫
GL2(F)
r′(
(
α 0
0 1
)
) f (g, det(g)−1)Φs(γ0g)dg = |α|
∫
GL2(F)
f (αg, α−1 det(g)−1)Φs(γ0g)dg
By substituting αg → g, we get
|α|
∫
GL2(F)
f (αg, α−1 det(g)−1)Φs(γ0g)dg = |α|Φs(α)−1
∫
GL2(F)
f (g, α det(g)−1)Φs(γ0g)dg.
To be precise, Φs(α) here should be understood as χ1χ2(α) which is actually independent of s.
Then the local integral becomes
(5.3)
∫
F∗
W(
(
α 0
0 1
)
)|α|w/2−1/4Φs(α)−1
∫
GL2(F)
f (g, α det(g)−1)Φs(γ0g)dgd∗α.
Denote
(5.4) I(α, f ,Φs) =
∫
GL2(F)
f (g, α det(g)−1)Φs(γ0g)dg.
Again we write I(α) in short for I(α, f ,Φs) in this section. For unramified places f and Φs are
right K− invariant, so we just have to do the integral over B(F) for I(α). Note that the right
K−invariance of f (g, α det(g)−1) as a function of g is the same as the right invariance of f (x, u) as
clarified in subsection (2.2). Let n = v(a1), k = v(m), l = v(a2). By definition,
(
a1 m
0 a2
)
is in the
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support of f if and only if n, l, k ≥ 0 and α
a1a2
∈ O∗F. The latter implies l + n = v(α). So
(5.5) I(α) =
∫
0≤n≤v(α)
∫
k≥0
∫
l=v(α)−n
Φs(
(
1 0√
D 1
) (
a1 m
0 a2
)
)d∗a2|a1|−1dmd∗a1.
Here we have used that the left Haar measure for the Borel subgroup is
d∗a2|a1|−1dmd∗a1.
We need to work out the value of Φs more explicitly.
Lemma 5.1. Note Φs(
(
1 0√
D 1
) (
a1 m
0 a2
)
) = Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
).
(1) If v(a2 + m
√
D) ≥ v(a1
√
D), then Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χ1,s( a2√D)χ2,s(a1
√
D).
(2) If v(a2 +m
√
D) ≤ v(a1
√
D), then Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χ1,s( a1a2a2+m√D)χ2,s(a2 +m
√
D).
Proof. (1)When v(a2 + m
√
D) ≥ v(a1
√
D),(
a1 m
a1
√
D a2 + m
√
D
)
=
(
1 ∗
0 1
) ( 0 − a2√
D
a1
√
D a2 + m
√
D
)
=
(
1 ∗
0 1
) ( a2√
D
0
0 a1
√
D
) 0 −11 a2+m√D
a1
√
D
 .
(2)When v(a2 + m
√
D) ≤ v(a1
√
D),(
a1 m
a1
√
D a2 + m
√
D
)
=
(
1 ∗
0 1
) ( a1a2
a2+m
√
D
0
a1
√
D a2 + m
√
D
)
=
(
1 ∗
0 1
) ( a1a2
a2+m
√
D
0
0 a2 + m
√
D
)  1 0a1 √D
a2+m
√
D
1
 .
Then the statements follow from the definition of Φs and its right K− invariance. 
Now we have to consider the inert places separately from the split places.
5.1. Inert places. In this subsection we assume v is an inert place. As a result, v(a2 + m
√
D) =
min{l, k}. Note that for this place
√
D will be a unit in the local field. Then by the lemma above,
we get
Lemma 5.2. 1. If 0 ≤ n ≤ v(α)2 , then l = v(α) − n ≥ n.
(1i) If k ≥ n, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χ1,s( a2√D )χ2,s(a1
√
D) = χv(α)−n1,s χn2,s.
(1ii) If 0 ≤ k < n, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χ1,s( a1a2a2+m√D )χ2,s(a2 + m
√
D) = χv(α)−k1,s χk2,s.
2. If v(α)2 ≤ n ≤ v(α), then l ≤ n.
(2i) If k ≥ l, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χn1,sχv(α)−n2,s .
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(2ii) If k < l, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χv(α)−k1,s χk2,s.
It’s clear that
∫
O∗F
d∗a = 1 ,
∫
O∗F
dm = 1 − q−1 and |a1|−1 = qn. Then the integral (5.5) becomes
(5.6) I =
∑
0≤n≤ v(α)2
[
∑
0≤k<n
χv(α)−k1,s χ
k
2,sq
n−k(1 − q−1) +
∑
n≤k<∞
χv(α)−n1,s χ
n
2,sq
n−k(1 − q−1)]
+
∑
v(α)
2 <n≤v(α)
[
∑
0≤k<v(α)−n
χv(α)−k1,s χ
k
2,sq
n−k(1 − q−1) +
∑
v(α)−n≤k<∞
χn1,sχ
v(α)−n
2,s q
n−k(1 − q−1)].
Then it’s a tedious process of summation and combining terms. We will skip the process and
give the conclusion directly:
Lemma 5.3. Let v be an inert place. When v(α) < 0, I = 0. When v(α) ≥ 0
I(α) = χv(α)1,s
1 − qv(α)+1
1 − q
1 − q−1
1 − χ2,sqχ1,s
+ χv(α)1,s
1 − (χ2,s
χ1,s
)b+1
1 − χ2,s
χ1,s
q−1(1 − χ2,s
χ1,s
)
1 − χ2,sqχ1,s
(5.7)
+ (q−1χ2,s)v(α)
(q2χ1,s
χ2,s
)b+1 − (q2χ1,s
χ2,s
)v(α)+1
1 − q2χ1,s
χ2,s
q−1(1 − χ2,s
χ1,s
)
1 − χ2,sqχ1,s
if v(α) = 2b, 2b + 1
= −
q(1 + q)χ1,s
χ2,s
1 − q2 χ1,s
χ2,s
χv(α)1,s q
v(α) +
1
1 − q2 χ1,s
χ2,s

(1 + qχ1,s
χ2,s
)χb1,sχb2,s, if v(α) = 2b;
(1 + q)χb+11,s χb2,s, if v(α) = 2b + 1.
Now we return to integral (5.3). For an unramified place v and ϕ ∈ π(µ−11 , µ−12 ), we have
(5.8) W(
(
α 0
0 1
)
) =

|α|1/2 µ
−1
1 (̟α)−µ−12 (̟α)
µ−11 (̟)−µ−12 (̟)
, if v(α) ≥ 0;
0, otherwise.
By the condition (1.2), we have µ1µ2χ1χ2 = 1. Then the integral (5.3) becomes
∫
F∗
W(
(
α 0
0 1
)
)|α|w/2−1/4Φs(α)−1Id∗α =
∞∑
v(α)=0
|α| w2 + 14 µ
−1
1 (̟α) − µ−12 (̟α)
µ−11 (̟) − µ−12 (̟)
(χ1χ2)−1(α)I
=
∞∑
v(α)=0
q−(
w
2 +
1
4 )v(α)
µ−(v(α)+1)1 − µ−(v(α)+1)2
µ−11 − µ−12
(µ1µ2)v(α)I
=
∞∑
v(α)=0
q−(
w
2 +
1
4 )v(α)
µv(α)2 µ
−1
1 − µv(α)1 µ−12
µ−11 − µ−12
I.(5.9)
Let δi = q−(
w
2 +
1
4 )µi. We first calculate:
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∞∑
v(α)=0
δv(α)i I(α)(5.10)
=
∞∑
v(α)=0
−
q(1 + q)χ1,s
χ2,s
1 − q2 χ1,s
χ2,s
δv(α)i χ
v(α)
1,s q
v(α) +
+∞∑
b=0
1 + qχ1,s
χ2,s
1 − q2 χ1,s
χ2,s
δ2bi χ
b
1,sχ
b
2,s +
+∞∑
b=0
1 + q
1 − q2 χ1,s
χ2,s
δ2b+1i χ
b+1
1,s χ
b
2,s
= −
q(1 + q)χ1,s
χ2,s
1 − q2 χ1,s
χ2,s
1
1 − δiχ1,sq
+
1 + qχ1,s
χ2,s
1 − q2 χ1,s
χ2,s
1
1 − δ2i χ1,sχ2,s
+
1 + q
1 − q2 χ1,s
χ2,s
δiχ1,s
1 − δ2i χ1,sχ2,s
=
1 + δiχ1,s
(1 − δiχ1,sq)(1 − δ2i χ1,sχ2,s)
.
Remark 5.4. It seems that the denominator 1 − q2 χ1,s
χ2,s
of formula (5.7) somehow disappeared when
we reach formula (5.10). But this denominator essentially comes from the summation of a finite
geometric series in (5.6). So its cancellation is really not surprising.
Put formula (5.10) back into integral (5.9), we get
(5.11) P(s,w) = µ
−1
1
µ−11 − µ−12
∞∑
v(α)=0
δv(α)2 I(α) −
µ−12
µ−11 − µ−12
∞∑
v(α)=0
δv(α)1 I(α).
Let δ = q−( w2 + 14 ). Recall χ1χ2µ1µ2 = 1. We will skip tedious calculations and show results directly:
P(s,w) =
(1 + δ2)(1 − qχ1,s
χ2,s
δ2) + (µ1 + µ2)χ1,sδ(1 − qδ2)
(1 − qµ1χ1,sδ)(1 − qµ2χ1,sδ)(1 − µ21χ1,sχ2,sδ2)(1 − µ22χ1,sχ2,sδ2)
.
Now if we evaluate P(s,w) at w = 1/2, then δ = q−( w2 + 14 ) = q−1/2, and the numerator of the above
integral can be simplified greatly:
P(s, 1/2) = 1 + q
−1
(1 − µ21χ1,sχ2,sq−1)(1 − µ22χ1,sχ2,sq−1)
×
1 − χ1,s
χ2,s
(1 − µ1χ1,sq1/2)(1 − µ2χ1,sq1/2) .
For a character χ of F∗, define s(χ) to be the real number such that |χ(x)| = |x|s(χ). We have
following proposition for the inert case
Proposition 5.5. Let v be a non-archimedean inert place for E/F. Suppose Re(s) ≥ (s(χ2) −
s(χ1))/4.
(i) There exists ǫ > 0 such that, for D = {w ∈ C; Re(w) > 1/2 − ǫ}, the integral P(s,w)
converges uniformly in any compact subset of D. It’s holomorphic in D.
(ii) For a general inert place we have:
P(s,w) =
(1 + δ2)(1 − qχ1,s
χ2,s
δ2) + (µ1 + µ2)χ1,sδ(1 − qδ2)
(1 − qµ1χ1,sδ)(1 − qµ2χ1,sδ)(1 − µ21χ1,sχ2,sδ2)(1 − µ22χ1,sχ2,sδ2)
.
where δi = q−(
w
2 +
1
4 )µi. If we evaluate at w = 1/2, or equivalently δ = q−1/2, then we get
P(s, 1/2) = 1 + q
−1
(1 − µ21χ1,sχ2,sq−1)(1 − µ22χ1,sχ2,sq−1)
×
1 − χ1,s
χ2,s
(1 − µ1χ1,sq1/2)(1 − µ2χ1,sq1/2) .
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Writing out variable s explicitly, we get
P(s, 1/2) = 1 + q
−1
(1 − µ21χ1χ2q−1)(1 − µ22χ1χ2q−1)
×
1 − χ1
χ2
q−(4s+2)
(1 − µ1χ1q−(2s+1/2))(1 − µ2χ1q−(2s+1/2))
=
L(Π ⊗ Ω, 1/2)L(π ⊗ χ1|F∗ , 2s + 1/2)
L(η, 1)LE(χ, 2s + 1) .
Recall χ = χ1
χ2
. LE means it’s a product of L factors over all places of E above v. In this
case there is only one place with the order of the residue field being q2.
Proof. To finish the proof of the formulae in (ii), one just has to write out variable s explicitly.
Recall that χ1,s = χ1|· |s+1/2E . The absolute value is the extension of v to E, thus χ1,s(̟) = χ1q−(2s+1).
So is χ2,s. Then the last formula is clear.
For part (i), we just imitate Waldspurger’s original proof for his local integrals. Denote by
wπˆ = µ
−1
1 µ
−1
2 the cental character for πˆ. s(wπˆ) = −s(µ1) − s(µ2) = s(χ1) + s(χ2). Note that W, f are
both K−finite, so the absolute convergence can be essentailly reduced to a bound for the following
integral
(5.12) J(w, s) =
∫
F∗
|W(
(
α 0
0 1
)
)||α|w/2−1/4|Φs(α)−1|
∫
GL2(F)
| f (g, α det(g)−1)||Φs(γ0g)|dgd∗α,
which follows from integral (5.3). It’s known that |W(
(
α 0
0 1
)
)| = O(|α|ν|wπˆ(α)|1/2) for some ν > 0
when |α| → 0. When |α| → ∞, it’s rapidly decreasing for archimedean places and compactly
supported for non-archimedean places. So the main trouble is when |α| → 0, or v(α) → ∞. The
idea to deal with this is to make use of the calculations we already did for the general places.
For a non-archimedean place, one can find fixed integers c1, c2, such that the Schwartz func-
tion f (x, u) is supported on c1 ≤ v(u) ≤ c2. One can further find integers N, a and a Schwartz
function f0 = char(̟−aM2(OF)) such that | f (x, u)| ≤ N f0(x) when c1 ≤ v(u) ≤ c2. On the other
hand, |Φs(
(
a b
0 d
)
g)| = |χ1,s(a)||χ2,s(d)||Φs(g)|. It can be considered as induced from two unramified
characters |χi,s| for i = 1, 2.
So the integral
∫
GL2(F)
| f (g, α det(g)−1)||Φs(γ0g)|dgd∗α can be bounded by a finite sum of integrals,
each of them having the form
N
∫
g∈GL2(F),v(α)−v(det g)=c
f0(g)|Φs(γ0g)|dg,
where c1 ≤ c ≤ c2. Then by an easy change of variable, the integral above will be just (5.7) up to a
constant multiple and a shift in v(α). So their asymptotic behaviors are the same.
From (5.7) and the discussion above, we know now
∫
GL2(F)
| f (g, α det(g)−1)||Φs(γ0g)|dgd∗α =
O(|χ1,s(α)||α|−1 + |χ1χ2(α)|1/2). The condition Re(s) ≥ (s(χ2) − s(χ1))/4 implies |χ1,s(α)||α|−1 =
O(|χ1χ2(α)|1/2) when |α| → 0. Note we have used | · |E = | · |2 for an inert place here.
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Now J(s,w) is bounded up to a constant by∫
|α|<1
|α|ν|µ−11 µ−12 (α)|1/2|α|Re(w)/2−1/4|χ1χ2(α)|−1|χ1χ2(α)|1/2d∗α
=
∫
|α|<1
|α|ν+Re(w)/2−1/4d∗α
near |α| = 0. Thus we get our definition for D in the proposition and actually we just pick ǫ = 2ν.
The uniform convergence and holomorphicity are then clear. 
5.2. Split places. Now we consider the case when v splits into two places v1 and v2 of E. For
simplicity we assume that 2 is a unit, or equivalently 2 ∤ v. D is now a square in F. Fix one
of its square roots and denote it by
√
D and call the other one −
√
D. We write Φs = Φ(1)s ·Φ(2)s ,
where Φ(i)s (
(
a1 m
0 a2
)
g) = χ(i)1,s(a1)χ(i)2,s(a2)Φ(i)s (g) and Φ(i)s (1) = 1. Here χ(i)1,s = χ(i)1 |· |s+1/2Evi , χ
(i)
2,s =
χ(i)2 |· |−(s+1/2)Evi like before. γ0 should be understood as
(
1 0
(√D,−√D) 1
)
. In the same language,
Ω(t) = χ1(a − b
√
D)χ2(a + b
√
D) should be understood as χ(1)1 (a − b
√
D)χ(2)1 (a + b
√
D)χ(1)2 (a +
b
√
D)χ(2)2 (a − b
√
D) = χ(1)1 χ(2)2 (a − b
√
D)χ(1)2 χ(2)1 (a + b
√
D).
We start with I(α) =
∫
GL2(F)
f (g, α det(g)−1)Φs(γ0g)dg for f = char(M2(OF)) × char(O∗F). Recall
n = v(a1), k = v(m), l = v(a2). Note f is left invariant by
(
1 0√
D 1
)
. By substituting
(
1 0
−
√
D 1
)
g 7→
g we get
I(α) =
∫
GL2(F)
f (g, α det(g)−1)Φ(1)s (
(
1 0
2
√
D 1
)
g)Φ(2)s (g)dg(5.13)
=
∫
0≤n≤v(α)
∫
k≥0
∫
l=v(α)−n
Φ(1)s (
(
1 0
2
√
D 1
) (
a1 m
0 a2
)
)Φ(2)s (
(
a1 m
0 a2
)
)d∗a2|a1|−1dmd∗a1
=
∫
0≤n≤v(α)
∫
k≥0
∫
l=v(α)−n
Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
)χ(2)1,s(a1)χ(2)2,s(a2)d∗a2|a1|−1dmd∗a1.
Then we can apply Lemma 5.1 for Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
), as 2√D is still a unit. One
can further expect Lemma 5.2 to hold mostly, with one important difference: when v(α)2 < n ≤
v(α) and k = l < n, we would expect v(a2 + 2m
√
D) = min{v(a2), v(m)} for the inert case. So
Lemma 5.2 suggests that Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
) = (χ(1)1,s)n(χ(1)2,s)v(α)−n. But v(a2 + 2m
√
D) =
min{v(a2), v(m)} is actually not true any more for the split case. When v(a2) = v(m) and a2 ≡
−2m
√
D, v(a2 + 2m
√
D) will be larger than v(a2) or v(m).
We introduce here a correction term ∆I for I(α): I(α) = I′+∆I. Here I′ is the result we get if we
follow Lemma 5.2 completely. As an analogue of the first expression of (5.7), we have (skipping
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some tedious steps):
I′ =(χ(1)1,sχ(2)2,s)v(α)
1 − (qχ
(2)
1,s
χ(2)2,s
)v(α)+1
1 − qχ
(2)
1,s
χ(2)2,s
1 − q−1
1 − χ
(1)
2,s
qχ(1)1,s
+ (χ(1)1,sχ(2)2,s)v(α)
1 − (χ
(2)
1,sχ
(1)
2,s
χ(1)1,sχ
(2)
2,s
)b+1
1 − χ
(2)
1,sχ
(1)
2,s
χ(1)1,sχ
(2)
2,s
q−1(1 − χ
(1)
2,s
χ(1)1,s
)
1 − χ
(1)
2,s
qχ(1)1,s
(5.14)
+ (q−1χ(1)2,sχ(2)2,s)v(α)
(q
2χ(1)1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
)b+1 − (q
2χ(1)1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
)v(α)+1
1 − q
2χ(1)1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
q−1(1 − χ
(1)
2,s
χ(1)1,s
)
1 − χ
(1)
2,s
qχ(1)1,s
for v(α) = 2b, 2b + 1.
We give here a more detailed description of the correction term. Fix n such that v(α)2 < n ≤ v(α)
and fix m such that k = v(m) = l. Consider the integration in d∗a2 for (5.13), that is,
(5.15)
∫
v(a2)=v(α)−n
Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
)χ(2)1,s(a1)χ(2)2,s(a2)d∗a2.
For the value of Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
), there is a q−2q−1 chance that v(a2 + 2m
√
D) = k;
1
q−1
q−1
q =
1
q chance that v(a2 + 2m
√
D) = k + 1; 1q−1 1q q−1q = 1q2 chance that v(a2 + 2m
√
D) = k + 2,
etc,. But once v(a2 + 2m
√
D) ≥ n, the value of Φ(1)s will just remain to be (χ(1)1,s)v(α)−n(χ(1)2,s)n. The
chance of this case is
[ 1
q2n−v(α)
+
1
q2n−v(α)+1
+ · · · ] = q
q2n−v(α)(q − 1) .
Then the integral (5.15) becomes
(χ(1)1,sχ(2)1,s)n(χ(1)2,sχ(2)2,s)v(α)−n{
q − 2
q − 1 +
1
q
χ(1)2,s
χ(1)1,s
+
1
q2
(
χ(1)2,s
χ(1)1,s
)2 + · · · + q
q2n−v(α)(q − 1)(
χ(1)2,s
χ(1)1,s
)2n−v(α)}.
Comparing with the supposed value (χ(1)1,sχ(2)1,s)n(χ(1)2,sχ(2)2,s)v(α)−n, we get the correction
(χ(1)1,sχ(2)1,s)n(χ(1)2,sχ(2)2,s)v(α)−n{−
1
q − 1 +
1
q
χ(1)2,s
χ(1)1,s
+
1
q2
(
χ(1)2,s
χ(1)1,s
)2 + · · · + q
q − 1(
χ(1)2,s
qχ(1)1,s
)2n−v(α)}
= −(χ(1)1,sχ(2)1,s)n(χ(1)2,sχ(2)2,s)v(α)−n
1 − χ
(1)
2,s
χ
(1)
1,s
1 − χ
(1)
2,s
qχ(1)1,s
1
q − 1(1 − (
χ(1)2,s
qχ(1)1,s
)2n−v(α)).
Integrating this in dm gives a factor qn−v(α)(1 − q−1) (recall k = l = v(α) − n). Integrating further
against |a1|−1d∗a1 for all possible v(a1) gives a sum
∆I = −
∑
v(α)
2 <n≤v(α)
(q−1χ(1)2,sχ(2)2,s)v(α)(
q2χ(1)1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
)n
q−1(1 − χ
(1)
2,s
χ
(1)
1,s
)
1 − χ
(1)
2,s
qχ(1)1,s
(1 − (
χ(1)2,s
qχ(1)1,s
)2n−v(α)).(5.16)
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After simplification we will get
∆I = − (q−1χ(1)2,sχ(2)2,s)v(α)
(q
2χ(1)1,sχ
(2)
1,s
χ
(1)
2,sχ
(2)
2,s
)b+1 − (q
2χ(1)1,sχ
(2)
1,s
χ
(1)
2,sχ
(2)
2,s
)v(α)+1
1 − q
2χ(1)1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
q−1(1 − χ
(1)
2,s
χ
(1)
1,s
)
1 − χ
(1)
2,s
qχ(1)1,s
(5.17)
+ (χ(1)1,sχ(2)2,s)v(α)
(χ
(2)
1,sχ
(1)
2,s
χ(1)1,sχ
(2)
2,s
)b+1 − (χ
(2)
1,sχ
(1)
2,s
χ(1)1,sχ
(2)
2,s
)v(α)+1
1 − χ
(2)
1,sχ
(1)
2,s
χ
(1)
1,sχ
(2)
2,s
q−1(1 − χ
(1)
2,s
χ(1)1,s
)
1 − χ
(1)
2,s
qχ(1)1,s
for v(α) = 2b, 2b + 1. Note that most terms cancel with those from I′, especially all the terms with
b. So
(5.18) I = (χ(1)1,sχ(2)2,s)v(α)
1 − (qχ
(2)
1,s
χ(2)2,s
)v(α)+1
1 − qχ
(2)
1,s
χ(2)2,s
χ(1)1,s
χ(1)2,s
(1 − q)
1 − qχ
(1)
1,s
χ(1)2,s
+ (χ(1)1,sχ(2)2,s)v(α)
1 − (χ
(2)
1,sχ
(1)
2,s
χ(1)1,sχ
(2)
2,s
)v(α)+1
1 − χ
(2)
1,sχ
(1)
2,s
χ(1)1,sχ
(2)
2,s
q−1(1 − χ
(1)
2,s
χ(1)1,s
)
1 − χ
(1)
2,s
qχ(1)1,s
.
The rest story will be the same as the inert case, so we will skip some steps and show the results
directly. By the assumption on the central character, we have µ1µ2χ(1)1,sχ
(1)
2,sχ
(2)
1,sχ
(2)
2,s = 1. Recall
δ = q−( w2 + 14 ). Then
(5.19)
∞∑
v(α)=0
(δµi)v(α)I(α) =
1 − δχ(1)1,sχ(2)1,sµi
(1 − δχ(1)2,sχ(2)1,sµi)(1 − δχ(1)1,sχ(2)2,sµi)(1 − qδχ(1)1,sχ(2)1,sµi)
.
So by (5.11) we have
P(s,w) =
1 − δ2 − (µ1 + µ2)χ(1)1,sχ(2)1,sδ(1 − qδ2) + (1 − q)(
χ(1)1,s
χ(1)2,s
+
χ(2)1,s
χ(2)2,s
)δ2 + qχ
(1)
1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
δ2(1 − δ2)
(1 − µ1χ(1)2,sχ(2)1,sδ)(1 − µ1χ(1)1,sχ(2)2,sδ)(1 − µ2χ(1)2,sχ(2)1,sδ)(1 − µ2χ(1)1,sχ(2)2,sδ)
× 1
(1 − qµ1χ(1)1,sχ(2)1,sδ)(1 − qµ2χ(1)1,sχ(2)1,sδ)
.
If we evaluate at w = 1/2, i.e. δ = q−1/2, then we can simplify the numerator a lot:
P(s, 1/2) = (1 − q
−1)
(1 − µ1χ(1)2,sχ(2)1,sq−1/2)(1 − µ1χ(1)1,sχ(2)2,sq−1/2)(1 − µ2χ(1)2,sχ(2)1,sq−1/2)(1 − µ2χ(1)1,sχ(2)2,sq−1/2)
×
(1 − χ
(1)
1,s
χ
(1)
2,s
)(1 − χ
(2)
1,s
χ
(2)
2,s
)
(1 − µ1χ(1)1,sχ(2)1,sq1/2)(1 − µ2χ(1)1,sχ(2)1,sq1/2)
.
Recall in the beginning of this subsection we have rewrittenΩ = χ(1)1 χ
(2)
2 (a−b
√
D)χ(1)2 χ(2)1 (a+b
√
D).
Define s(Ω) = s(χ(1)1,sχ(2)2,s) − s(χ(1)2,sχ(2)1,s) = s(χ(1)1 χ(2)2 ) − s(χ(1)2 χ(2)1 ). This is independent of s.
Proposition 5.6. Let v be a non-archimedean split place for E/F and δ = q−( w2 + 14 ). Suppose Re(s) >
(s(χ(1)2 χ(2)2 ) − s(χ(1)1 χ(2)1 ))/4,
(i) There exists an ǫ′ > 0 such that, in D′ = {w ∈ C; Re(w) > 1/2 + |s(Ω)| − ǫ′} the integral
P(s,w) converges and uniformly in any compact subset of D′. It’s holomorphic in D′.
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(ii) For an unramified place we have:
P(s,w) =
1 − δ2 − (µ1 + µ2)χ(1)1,sχ(2)1,sδ(1 − qδ2) + (1 − q)(
χ(1)1,s
χ(1)2,s
+
χ(2)1,s
χ(2)2,s
)δ2 + qχ
(1)
1,sχ
(2)
1,s
χ(1)2,sχ
(2)
2,s
δ2(1 − δ2)
(1 − µ1χ(1)2,sχ(2)1,sδ)(1 − µ1χ(1)1,sχ(2)2,sδ)(1 − µ2χ(1)2,sχ(2)1,sδ)(1 − µ2χ(1)1,sχ(2)2,sδ)
× 1
(1 − qµ1χ(1)1,sχ(2)1,sδ)(1 − qµ2χ(1)1,sχ(2)1,sδ)
.
When |s(Ω)| is small enough, we can evaluate at w = 1/2 and get much simpler result
P(s, 1/2) = (1 − q
−1)
(1 − µ1χ(1)2,sχ(2)1,sq−1/2)(1 − µ1χ(1)1,sχ(2)2,sq−1/2)(1 − µ2χ(1)2,sχ(2)1,sq−1/2)(1 − µ2χ(1)1,sχ(2)2,sq−1/2)
×
(1 − χ
(1)
1,s
χ(1)2,s
)(1 − χ
(2)
1,s
χ(2)2,s
)
(1 − µ1χ(1)1,sχ(2)1,sq1/2)(1 − µ2χ(1)1,sχ(2)1,sq1/2)
.
Writing out variable s explicitly, we get
P(s, 1/2) = (1 − q
−1)
(1 − µ1χ(1)2 χ(2)1 q−1/2)(1 − µ1χ(1)1 χ(2)2 q−1/2)(1 − µ2χ(1)2 χ(2)1 q−1/2)(1 − µ2χ(1)1 χ(2)2 q−1/2)
(5.20)
×
(1 − χ
(1)
1
χ(1)2
q−(2s+1))(1 − χ
(2)
1
χ(2)2
q−(2s+1))
(1 − µ1χ(1)1 χ(2)1 q−(2s+1/2))(1 − µ2χ(1)1 χ(2)1 q−(2s+1/2))
=
L(Π ⊗Ω, 1/2)L(π ⊗ χ1|F∗ , 2s + 1/2)
L(η, 1)LE(χ, 2s + 1) .
Recall χ = χ1
χ2
. LE means it’s a product of L factors over all places of E above v. In the split
case there are two places over v, thus two factors.
Proof. We can get the formulae directly from previous calculations. For the convergence, one can
imitate the proof of Proposition 5.5. In particular the expression for I in (5.18) would explain why
we need Re(s) > (s(χ(1)2 χ(2)2 ) − s(χ(1)1 χ(2)1 ))/4 and Re(w) > 1/2 + |s(Ω)| − ǫ′. 
6. Local calculation for other non-archimedean places
In this section, we will compute the local integral P(s,w, f ,Φs) for ramified non-archimedean
places. We will still omit subscript v and everything should be understood locally in this section.
Recall
(6.1) P(s,w, f ,Φs) =
∫
ZN\GL2(F)
W(σ)∆(σ)w−1/2
∫
GL2(F)
r′(σ) f (g, det(g)−1)Φs(γ0g)dgdσ.
The calculations in the last section showed that
P(s, 1/2, f ,Φs) = L(Π ⊗Ω, 1/2)L(π ⊗ χ1|F∗ , 2s + 1/2)L(η, 1)LE(χ, 2s + 1)
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for unramified places. We also expect similar L−factors for ramified places. So we normalize the
local integral and denote the following by P0(s, 1/2, f ,Φs)
L(η, 1)LE(χ, 2s + 1)
L(Π ⊗ Ω, 1/2)L(π ⊗ χ1|F∗ , 2s + 1/2)
∫
ZN\GL2(F)
W(σ)∆(σ)w−1/2
∫
GL2(F)
r′(σ) f (g, det(g)−1)Φs(γ0g)dgdσ|w=1/2.
In this section we will compute the above expression for some ramified placed with specific choices
of f and Φs. The choice for Φs will be normalized in the sense that if Φs is K1(̟c)−invariant and
supported on B
(
1 0
̟i 1
)
K1(̟c), then Φs(
(
1 0
̟i 1
)
) = 1.
Before we start, we first list the expected L−factors
L(Π ⊗Ω, 1/2)L(π ⊗ χ1|F∗ , 2s + 1/2)
L(η, 1)LE(χ, 2s + 1)
for the following ramified cases we are going to consider in this section:
Case πv χ1 and χ2 Ev/Fv Expected L-factors
1 unramified unramified ramified 1−χ(̟E)q
−(2s+1)
(1−(µ21χ1χ2)(̟E)q
− 12 )(1−(µ22χ1χ2)(̟E)q
− 12 )(1−µ1χ1q−(2s+1/2))(1−µ2χ1q−(2s+1/2))
2 unramified
special
unramified split (1−q
−1)(1−χ(1)q−(2s+1))(1−χ(2)q−(2s+1))
(1−µ2χ(1)2 χ
(2)
1 q
−1/2)(1−µ2χ(1)1 χ
(2)
2 q
−1/2)(1−µ2χ(1)1 χ
(2)
1 q
−(2s+1/2))
3 supercupidal
or ramified
principal
unramified split (1 − q−1)(1 − χ(1)q−(2s+1))(1 − χ(2)q−(2s+1))
4 unramified χ1 level c inert 1+q
−1
(1−µ1χ1(̟)q−(2s+1/2))(1−µ2χ1(̟)q−(2s+1/2))
5 µ2 level c χ1 level c inert 1+q
−1
1−µ2χ1q−(2s+1/2)
Recall χ = χ1
χ2
. For case 1, ̟E is a fixed uniformizer for E such that ̟2E = ̟. We also assume
v(√D) = 1/2.
The characters not mentioned (that is, µ1 and χ2) in cases 4 and 5 are all unramified. This implies
that χ1|F∗ is unramified in case 4 and is of level c in case 5.
6.1. E/F ramified. Here we consider the case when π and Φs are both unramified, but E/F is a
ramified extension. We still let v(̟) = 1 and write µ or χ in short for µ(̟) or χ(̟). For simplicity
we suppose v(√D) = 12 . We will prove in this subsection the following result
Proposition 6.1. Suppose that π and Φs are both unramified at v, E/F is ramified with v(
√
D) =
1/2. We pick f and Φs as in the last section. Then
(6.2) P(s,w, f ,Φs) =
(1 + (µ21χ1,sχ2,s)(̟E)δ + (µ22χ1,sχ2,s)(̟E)δ + δ2)(1 − qδ2 χ1,sχ2,s (̟E))
(1 − qµ1χ1,sδ)(1 − qµ2χ1,sδ)(1 − µ21χ1,sχ2,sδ2)(1 − µ22χ1,sχ2,sδ2)
for δ = q−( w2 + 14 ). When w = 12 ,
P(s, 1
2
, f ,Φs) =
(1 + (µ21χ1χ2)(̟E)q−
1
2 )(1 + (µ22χ1χ2)(̟E)q−
1
2 )
(1 − µ21χ1χ2q−1)(1 − µ22χ1χ2q−1)
×
1 − χ1
χ2
(̟E)q−(2s+1)
(1 − µ1χ1q−(2s+1/2))(1 − µ2χ1q−(2s+1/2))
(6.3)
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is just as expected. Thus P0(s, 1/2, f ,Φs) = 1.
For the sake of comparison with the unramified case, we write √χi,s or χ
1
2
i,s to mean χi,s(̟E). As
in the inert case, we can start with equation (5.3) and (5.5). Lemma 5.1 still holds. Then we have
the following lemma as an analogue of Lemma 5.2:
Lemma 6.2. (1) If 0 ≤ n < v(α)2 , then l > n.
(1i) If k ≥ n, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χ1,s( a2√D )χ2,s(a1
√
D) = χv(α)−n− 121,s χ
n+ 12
2,s .
(1ii) If 0 ≤ k < n, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χ1,s( a1a2a2+m√D)χ2,s(a2 +m
√
D) = χv(α)−k−
1
2
1,s χ
k+ 12
2,s .
(2) If v(α)2 ≤ n ≤ v(α), then l ≤ n.
(2i) If k ≥ l, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χn1,sχv(α)−n2,s .
(2ii) If k < l, Φs(
(
a1 m
a1
√
D a2 + m
√
D
)
) = χv(α)−k− 121,s χ
k+ 12
2,s .
Proof. One just need to use Lemma 5.1, and note that v(a2+m
√
D) = Min{l, k+12}, v(a1
√
D) = n+12 .
Then the result is clear. 
Now to compute I(α, f ,Φs) for this case, we compare Lemma 6.2 to Lemma 5.2. We see in
all cases the values of Φs differ by
√
χ2,s
χ1,s
except the case v(α)2 ≤ n ≤ v(α), k ≥ l. Denote by I the
formula (5.7) for the inert case, and we get the relation
(6.4) I(α, f ,Φs) =
√
χ2,s
χ1,s
[I + (
√
χ1,s
χ2,s
− 1)
∑
v(α)
2 ≤n≤v(α)
∑
v(α)−n≤k<∞
χn1,sχ
v(α)−n
2,s q
n−k(1 − q−1)].
As a result,
(6.5) I(α, f ,Φs) =
√
χ2,s
χ1,s
I + (1 −
√
χ2,s
χ1,s
)χv(α)2,s q−v(α)
(q2 χ1,s
χ2,s
)v(α)−m − (q2 χ1,s
χ2,s
)v(α)+1
1 − q2 χ1,s
χ2,s
for v(α) = 2b, 2b + 1.
After skipping some tedious and unimportant steps, we get first
(6.6)
∞∑
v(α)=0
δv(α)i I(α, f ,Φs)(α) =
1 + δi
√
χ1,sχ2,s
(1 − δiχ1,sq)(1 − δ2i χ1,sχ2,s)
.
And then
(6.7) P(s,w, f ,Φs) =
(1 + µ1 √χ1,sχ2,sδ + µ2 √χ1,sχ2,sδ + δ2)(1 − qδ2
√
χ1,s
χ2,s
)
(1 − µ21χ1,sχ2,sδ2)(1 − µ22χ1,sχ2,sδ2)(1 − qµ1χ1,sδ)(1 − qµ2χ1,sδ)
for δ = q−( w2 + 14 ). When w = 12 , δ = q
− 12
. Recall that µ1µ2χ1χ2 = 1. Then we will get
P(s, 1
2
, f ,Φs) =
(1 + (µ21χ1χ2)(̟E)q−
1
2 )(1 + (µ22χ1χ2)(̟E)q−
1
2 )
(1 − µ21χ1χ2q−1)(1 − µ22χ1χ2q−1)
×
1 − χ1
χ2
(̟E)q−(2s+1)
(1 − µ1χ1q−(2s+1/2))(1 − µ2χ1q−(2s+1/2)) .
(6.8)
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6.2. unramified special representation. In this subsection we consider the case when π = σ(µ1, µ2)
is an unramified special representation. Then ϕ and its corresponding Whittaker function W = W−ϕ
belong to πˆ = σ(µ−11 , µ−12 ). Since σ(µ−11 , µ−12 ) is equivalent to σ(µ−12 , µ−11 ), we can assume without
loss of generality that σ(µ−11 , µ−12 ) is an irreducible subrepresentation of π(µ−11 , µ−12 ). This means
µ−11 µ2 = |· |F. We shall do the computation in the split case, since the inert case would fail the
Tunnell-Saito criterion as seen in Example 3.2. Write Φs = Φ(1)s Φ(2)s as before.
Proposition 6.3. Suppose that χ1 and χ2 are unramified, and E/F is split. Suppose that π =
σ(µ1, µ2) is an unramified special representation such that µ−11 µ2 = |· |F. Further assume 2 is a unit
here. Pick
f = char(
(
1 0√
D 1
) (
OF OF
̟OF OF
)
) × char(O∗F).
Pick Φ(2)s to be the unique right K1(̟)−invariant function supported on BK1(̟), and Φ(1)s just to
be the standard right K−invariant function. Then
P(s,w, f ,Φs) = 1 − q
−1
(q + 1)2
1 − χ
(1)
1,s
χ
(1)
2,s
(1 − δχ(1)2,sχ(2)1,sµ2)(1 − δχ(1)1,sχ(2)2,sµ2)(1 − qδχ(1)1,sχ(2)1,sµ2)
.(6.9)
At w = 1/2, we have
(6.10)
P(s, 1/2, f ,Φs) = 1(q + 1)2
(1 − q−1)(1 − χ
(1)
1
χ(1)2
q−(2s+1))
(1 − µ2χ(1)2 χ(2)1 q−1/2)(1 − µ2χ(1)1 χ(2)2 q−1/2)(1 − µ2χ(1)1 χ(2)1 q−(2s+1/2))
.
The denominator of the expression is as expected, and
(6.11) P0(s, 1/2, f ,Φs) = 1(q + 1)2(1 − χ(2)q−(2s+1)) .
We first work out the Whittaker function. It’s a classical result that there is no K−invariant el-
ement in an unramified special representation: the K−invariant function ϕ0 which is supported on
BK only lives in π(µ−11 , µ−12 ). But the K1(̟)−invariant subspace of the unramified special represen-
tation is one dimensional. We can pick
(6.12) ϕ|K = char(B(OF)K1(̟)) − q−1char(B(OF)
(
1 0
1 1
)
K1(̟)).
One can easily check that∫
K
ϕ0ϕdk =
∫
B(OF)K1(̟)
dk +
∫
B(OF)

1 0
1 1
K1(̟)
−q−1dk = 1
q + 1
+
q
q + 1
(−q−1) = 0.
The corresponding W is also K1(̟)−invariant. Suppose that the chosen Schwartz function f is also
K1(̟)−invariant under the Weil representation r′. Let T1 denote the subgroup {
(
α 0
0 1
)
|α ∈ F∗}.
The integral over ZN\GL2 can be decomposed into integrals over T1K1(̟) and T1
(
1 0
1 1
)
K1(̟).
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According to the Appendix A, we can rewrite formula (5.1) as
P(s,w, f ,Φs) = 1q + 1
∫
T1
W(
(
α 0
0 1
)
)|α| w2 − 14Φ−1s (α)
∫
GL2(F)
f (g, αdet(g))Φs(γ0g)dgd
∗α(6.13)
+
q
q + 1
∫
T1
W(
(
α 0
0 1
) (
1 0
1 1
)
)|α| w2 − 14Φ−1s (α)
∫
GL2(F)
r′(
(
1 0
1 1
)
) f (g, αdet(g))Φs(γ0g)dgd
∗α.
We need to figure out the values of W(
(
α 0
0 1
)
) and W(
(
α 0
0 1
) (
1 0
1 1
)
). It is possible to get these
values directly from classical theories, but we will start with a more general setting, as this will be
helpful for later cases. Recall W is the Whittaker funciton associated to ψ−. So
W(g) =
∫
m∈F
ϕ(ω
(
1 m
0 1
)
g)ψ(m)dm.
The first step is to write
ω
(
1 m
0 1
) (
α 0
0 1
) (
1 0
̟ j 1
)
=
(
̟ j 1
−α − m̟ j −m
)
in form of B(F)
(
1 0
̟i 1
)
K1(̟c) for 0 ≤ i, j ≤ c. Note that if i = c, then
(
1 0
̟i 1
)
is absorbed into
K1(̟c). Same for j.
Lemma 6.4. (1) Suppose i = 0.
(1i) If j = 0, we need m < α(−1 +̟OF) for
(
̟ j 1
−α − m̟ j −m
)
∈ B
(
1 0
̟i 1
)
K1(̟c);
(1ii) If j > 0, we need v(m) ≥ v(α).
Under above conditions we can write
(
̟ j 1
−α − m̟ j −m
)
as
(− α
α+m̟ j ̟
j + α
α+m̟ j
0 −α − m̟ j
) (
1 0
1 1
) (
1 −1 + m
α+m̟ j
0 1
)
.
(2) Suppose i = c.
(2i) If j < c, we need m ∈ α̟− j(−1 +̟c− jOF);
(2ii) If j = c, we need v(m) ≤ v(α) − c.
Under above conditions, we can write
(
̟ j 1
−α − m̟ j −m
)
as
(− α
m
1
0 −m
) (
1 0
α
m
+̟ j 1
)
.
(3) Suppose 0 < i < c.
(3i) If j < i, we need m ∈ α̟− j(−1 +̟i− jO∗F);
(3ii) If j > i, we need v(m) = v(α) − i;
(3iii) If j = i, we need v(m) ≤ v(α) − i but m < α̟−i(−1 +̟OF).
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Under above conditions we can write
(
̟ j 1
−α − m̟ j −m
)
as
(
− α̟i
α+m̟ j 1
0 −m
) (
1 0
̟i 1
) (
α+m̟ j
m̟i
0
0 1
)
.
Proof. To write
(
̟ j 1
−α − m̟ j −m
)
in form of B(F)
(
1 0
̟i 1
)
K1(̟c) is equivalent to find K1 =(
k1 k2
k3 k4
)
= K′1
(
1 0
−̟i 1
)
for K′1 ∈ K1(̟c), such that
(
̟ j 1
−α − m̟ j −m
)
K1 is upper triangular. So
we get (−α − m̟ j)k1 − mk3 = 0, or equivalently,
α
m
+̟ j +
k3
k1
= 0.
The effect of
(
1 0
−̟i 1
)
on K1 is such that

k1 ∈ OF, k3 ∈ O∗F, if i = 0;
k1 ∈ O∗F, v(k3) = i, if 0 < i < c;
k1 ∈ O∗F, v(k3) ≥ c, if i = c.
Then it’s easy to check all the cases listed in the lemma. For example, if i = 0, j = 0, we can pick
K1 =
(
m
α+m
α
α+m
−1 1
)
.
The requirement m < α(−1 +̟OF) will gurantee that k1 = mα+m is an integer. We leave other cases
to readers to check. 
Corollary 6.5. Assume µ1 and µ2 are unramified and ϕ ∈ σ(µ−11 , µ−12 ) is given by (6.12). Let W be
the normalized Whittaker function associated to ϕ. Then
(6.14) W(
(
α 0
0 1
)
) =

µ−v(α)1 q
−v(α)/2, if v(α) ≥ 0;
0, if v(α) < 0,
and
(6.15) W(
(
α 0
0 1
) (
1 0
1 1
)
) =

−q−1µ−v(α)1 q−v(α)/2ψ(−α), if v(α) ≥ −1;
0, if v(α) < −1.
Proof. Put c = 1, and consider j = 1. By formula (6.12) and (1ii) (2ii) of the lemma:
W(
(
α 0
0 1
)
) =
∫
m∈F
ϕ(ω
(
1 m
0 1
) (
α 0
0 1
)
)ψ(m)dm(6.16)
=
∫
v(m)≤v(α)−1
µ−11 (−
α
m
)µ−12 (−m)|
α
m2
|1/2ψ(m)dm − q−1
∫
v(m)≥v(α)
µ−11 (−1)µ−12 (−α)|
1
α
|1/2ψ(m)dm
=

(−q−1 − q−2)µ−v(α)1 q−v(α)/2, if v(α) ≥ 0;
0, if v(α) < 0.
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In the last equation, we have used µ−11 µ2 = |· |, and
∫
v(m)= j
ψ(m)dm =

0, if j < −1;
−1, if j = −1;
q− j(1 − q−1), if j ≥ 0.
If we normalize W(
(
1 0
0 1
)
) to be 1, then
(6.17) W(
(
α 0
0 1
)
) =

µ−v(α)1 q
−v(α)/2, if v(α) ≥ 0;
0, if v(α) < 0.
Similarly, we consider the case when j = 0. From (1i) and (2i):
W(
(
α 0
0 1
) (
1 0
1 1
)
) =
∫
m∈F
ϕ(ω
(
1 m
0 1
) (
α 0
0 1
) (
1 0
1 1
)
)ψ(m)dm(6.18)
=
∫
m∈α(−1+̟OF )
µ−11 (−
α
m
)µ−12 (−m)|
α
m2
|1/2ψ(m)dm
− q−1
∫
m<α(−1+̟OF )
µ−11 (−
α
α + m
)µ−12 (−α − m)|
α
(α + m)2 |
1/2ψ(m)dm
=

q−1(q−1 + q−2)µ−v(α)1 q−v(α)/2, if v(α) ≥ 0;
q−1(1 + q−1)µ1q−1/2ψ(−α), if v(α) = −1;
0, if v(α) < −1.
After normalization, we get
(6.19) W(
(
α 0
0 1
) (
1 0
1 1
)
) =

−q−1µ−v(α)1 q−v(α)/2ψ(−α), if v(α) ≥ −1;
0, if v(α) < −1.

Putting these Whittaker functions back to (6.13), we have:
P(s,w, f ,Φs) = 1q + 1
∫
v(α≥0
µ−v(α)1 q
−(w/2+1/4)v(α)Φs(α)−1I(α, f ,Φs)d∗α(6.20)
+
q
q + 1
∫
v(α)≥−1
−q−1µ−v(α)1 ψ(−α)q−(w/2+1/4)v(α)Φs(α)−1I(α, r′(
(
1 0
1 1
)
) f ,Φs)d∗α.
Now we calculate I(α, f ,Φs) and I(α, r′(
(
1 0
1 1
)
) f ,Φs). Recall we pick
f = char(
(
1 0√
D 1
) (
OF OF
̟OF OF
)
) × char(O∗F).
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It’s K1(̟)−invariant under both the right action and the Weil representation. This choice of
Schwartz function is motivated by Example 3.6. Note
( 1 − 1√
D√
D 1
) (
OF OF
̟OF OF
)
=
(
1 0√
D 1
) (
OF OF
̟OF OF
)
.
The invariance on the other side of the Shimizu lifting can be translated into left and right invari-
ance of the Schwartz function.
Alternatively f can be written as
(6.21) f =
∑
a0∈OF/̟OF
char(
(
a0 +̟OF OF
a0
√
D +̟OF OF
)
) × char(O∗F).
It is easier to see from this expression that f is K1(̟)−invariant under the Weil representation.
One can further calculate according to Lemma 2.6 that
r′(
(
1 0
1 1
)
) f(6.22)
= q−2
∑
a0∈OF/̟OF
ψ(u[(x1 − a0)x4 − x2(x3 − a0
√
D)])char(
(
OF ̟−1OF
OF ̟−1OF
)
) × char(O∗F).
This sum is also right K1(̟)−invariant.
Recall Φ(2)s is the unique right K1(̟)−invariant function supported on BK1(̟), and Φ(1)s is the
standard right K−invariant function.
We will write GL2(F) =
(
1 0√
D 1
)
BK1(̟) ∪
(
1 0√
D 1
)
B
(
1 0
1 1
)
K1(̟). The matrix
(
1 0√
D 1
)
on the left is just a change of variable. Then by our choice of Φ(2)s , in particular its support, we
only need to integrate over
(
1 0√
D 1
)
BK1(̟) for I(α, f ,Φs) and I(α, r′(
(
1 0
1 1
)
) f ,Φs). By the right
K1(̟)−invariance of Φs, we can write
I(α, f ,Φs)(6.23)
=
1
q + 1
∫
a1, a2,m ∈ OF
v(a1) + v(a2) = v(α)
Φ(1)s (
(
1 0
2
√
D 1
) (
a1 m
0 a2
)
)Φ(2)s (
(
a1 m
0 a2
)
)dmd∗a2|a1|−1d∗a1.
Note that the domain and the integrand of this integral is exactly the same as (5.13). Let’s still
denote by I the result we got in (5.18). Then I(α, f ,Φs) = 1q+1 I.
Now let’s consider I(α, r′(
(
1 0
1 1
)
) f ,Φs). Note for
(
1 0√
D 1
) (
a1 m
0 a2
)
=
(
a1 m
a1
√
D a2 + m
√
D
)
,
ψ(u[(x1 − a0)x4 − x2(x3 − a0
√
D)]) = ψ( α
a1a2
[(a1 − a0)(a2 + m
√
D) − m(a1
√
D − a0
√
D)])
(6.24)
= ψ(α(1 − a0
a1
)).
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Similarly we can write
I(α, r′(
(
1 0
1 1
)
) f ,Φs) = q
−2
q + 1
∑
a0∈OF/̟OF
∫
a1 ∈ OF
a2,m ∈ ̟−1OF
v(a1a2) = v(α)
ψ(α(1 − a0
a1
))Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
)
(6.25)
Φ(2)s (
(
a1 m
0 a2
)
)dmd∗a2|a1|−1d∗a1.
Compare the domain of each integral in this expression with the domain of (5.13), we note that we
have two additional parts:
{v(a1), v(a2) ≥ 0, v(m) = −1} and {v(a1) = v(α) + 1, v(a2) = −1, v(m) ≥ −1}.
Also note ψ(α(1 − a0
a1
)) = 1 if v(α) ≥ 0 and v(a1) ≤ v(α). So over the common domain {a1,m, a2 ∈
OF}, the integral gives I as in (5.18). Over the part {v(a1), v(a2) ≥ 0, v(m) = −1}, the integral gives
v(α)∑
v(a1)=0
χ(1) v(α)+11,s χ
(1) −1
2,s χ
(2) v(a1)
1,s χ
(2) v(α)−v(a1)
2,s q
v(a1)(q − 1)(6.26)
= (q − 1)
χ(1)1,s
χ(1)2,s
(χ(1)1,sχ(2)2,s)v(α)
1 − (qχ
(2)
1,s
χ(2)2,s
)v(α)+1
1 − qχ
(2)
1,s
χ
(2)
2,s
.
The integral over the part {v(a1) = v(α) + 1, v(a2) = −1, v(m) ≥ −1} is more complicated, as
v(a2 + 2m
√
D) can be larger than −1. But the domain and Φs values are independent of a0. We can
change the order of the integral and the summation in a0. Then it’s easy to see that
(6.27)
∑
a0∈OF/̟OF
ψ(α(1 − a0
a1
)) = 0
for v(a1) > v(α). So this part has no contribution to I(α, r′(
(
1 0
1 1
)
) f ,Φs). In particular when
v(α) < 0, I(α, r′(
(
1 0
1 1
)
) f ,Φs) = 0. When v(α) ≥ 0,
(6.28) I(α, r′(
(
1 0
1 1
)
) f ,Φs) = q
−2
q + 1
q(I + (q − 1)
χ(1)1,s
χ(1)2,s
(χ(1)1,sχ(2)2,s)v(α)
1 − (qχ
(2)
1,s
χ(2)2,s
)v(α)+1
1 − qχ
(2)
1,s
χ(2)2,s
).
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Putting our results back into (6.20), we get
P(s,w, f ,Φs) = 1q + 1
∑
v(α)≥0
δv(α)2 I(α, f ,Φs) +
q
q + 1
∑
v(α)≥−1
−q−1δv(α)2 ψ(α)I(α, r′(
(
1 0
1 1
)
) f ,Φs)
=
1
(q + 1)2
∑
v(α)≥0
δv(α)2 I −
q−1
(q + 1)2
∑
v(α)≥0
δv(α)2 (I + (q − 1)
χ(1)1,s
χ(1)2,s
(χ(1)1,sχ(2)2,s)v(α)
1 − (qχ
(2)
1,s
χ(2)2,s
)v(α)+1
1 − qχ
(2)
1,s
χ(2)2,s
)
=
1 − q−1
(q + 1)2
1 − χ
(1)
1,s
χ(1)2,s
(1 − δχ(1)2,sχ(2)1,sµ2)(1 − δχ(1)1,sχ(2)2,sµ2)(1 − qδχ(1)1,sχ(2)1,sµ2)
.
At w = 1/2, we have
(6.29)
P(s, 1/2, f ,Φs) = 1(q + 1)2
(1 − q−1)(1 − χ
(1)
1
χ(1)2
q−(2s+1))
(1 − µ2χ(1)2 χ(2)1 q−1/2)(1 − µ2χ(1)1 χ(2)2 q−1/2)(1 − µ2χ(1)1 χ(2)1 q−(2s+1/2))
.
Remark 6.6. The numerator we get in P(s,w, f ,Φs) is not symmetric in the two places over v. This
is because of our choice of Φ(i)s for i = 1, 2. We made this choice so we can make use of the results
from Section 5.2 directly. One can try to pick Φ(1)s also to be K1(̟)−invariant and supported on
BK1(̟). But one need more complicated calculations for that choice.
6.3. π supercupidal and E/F split. In this subsection we will prove:
Proposition 6.7. Suppose that π is a supercuspidal representation of level c with unramified central
character. Suppose that χ1 and χ2 are unramified and E/F is split. Further suppose 2 is a unit.
Pick f to be
char(
(
1 0√
D 1
) (
OF OF
̟cOF OF
)
) × char(O∗F).
Pick Φ(2)s to be the unique right K1(̟c)−invariant function supported on BK1(̟c), and Φ(1)s to be
the standard right K−invariant function. Then
(6.30) P(s,w, f ,Φs) = P(s, 1/2, f ,Φs) = 1 − q
−1
(q + 1)2q2c−2 (1 −
χ(1)1
χ(1)2
q−(2s+1)).
The denominator is as expected (actually no denominator), and
(6.31) P0(s, 1/2, f ,Φs) = 1(q + 1)2q2c−2(1 − χ(2)q−(2s+1)) .
For a supercuspidal representation, it is easier to use the Kirillov model to describe the elements
in the representation and the group actions. But we will have to come back to Whittaker model for
specific calculations. For basic properties of the Kirillov model, one can read [13]. For the level
and the new form of the Kirillov model of a supercuspidal representation, we mainly follow [5].
Here we just recount part of the facts necessary for our computations.
For the fixed additive character ψ− there is a unique realization of the supercupidal representation
πˆ on S (F∗) such that
(6.32) πˆ(
(
a1 m
0 a2
)
)ϕ(x) = wπˆ(a2)ψ(−ma−12 x)ϕ(a1a−12 x),
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where wπˆ is the central character for πˆ. Then by Bruhat decompostion, one just has to know the
action of ω =
(
0 1
−1 0
)
to understand the whole group action. This is however described in a more
complicated way.
Fix a uniformizer ̟ for the local field F. For any ϕ ∈ S (F∗) and character ν of O∗F , consider the
Mellin transform
(6.33) ϕ˜n(ν) =
∫
O∗F
ϕ(̟nx)ν(x)d∗x.
Define
1ν,n(x) =

ν(u), if x = u̟n for u ∈ O∗F ;
0, otherwise.
Roughly speaking, it’s the character ν supported at v(x) = n. Then we can recover ϕ from ϕ˜n(ν) as
(6.34) ϕ(x) =
∑
ν
∑
n∈Z
ϕ˜n(ν−1)1ν,n(x).
For fixed ν, we can define a formal power series ϕ˜(ν, t) = ∑ tnϕ˜n(ν). Denote ϕ′ = πˆ(ω)ϕ. Then we
can define the action of ω in this language:
(6.35) ˜ϕ′(ν, t) = C(ν, t)ϕ˜(ν−1w−10 , t−1z−10 ).
Here w0 denotes wπˆ|O∗F , and z0 = wπˆ(̟). C(ν, t) is a formal power series. It’s related to L-function
and ǫ factors by:
(6.36) C(w−10 , z−10 qs−1/2) =
L(πˆ, 1 − s)ǫ(π, ψ, s)
L(π, s) .
It’s shown in [13] that for a supercuspidal representation, C(ν, t) is actually a monomial Cνtnν
such that nν ≤ −2. The relation ω2 = −
(
1 0
0 1
)
implies C(ν, t)C(ν−1w−10 , t−1z−10 ) = w0(−1), which in
turn implies
(6.37) nν = nν−1w−10 , CνCν−1w−10 = w0(−1)z
nν
0 .
We can also compute the action of ω on ϕ = 1ν,n explicitly by (6.35) using nν and Cν.
Lemma 6.8.
(6.38) πˆ(ω)1ν,n = Cνw−10 z
−n
0 1ν−1w0,−n+nνw−10
= Cνw−10 z
−n
0 1ν−1w0,−n+nν−1 .
In particular, if w0 = 1, the action of ω will not change the level of the characters.
According to the Appendix, the argument in [5] with slight modification can show that there
is a unique up to constant element ϕ in the supercupidal representation which is invariant under
K1(̟−n1). One can actually pick ϕ = 11,0. This is the analogue of the newform for a supercuspidal
representation. Let c = −n1 ≥ 2. It’s the level of the supercuspidal representation.
From now on, we assume that the central character wπˆ is unramified, so w0 = wπˆ|O∗F = 1. For
the newform ϕ = 11,0, its associated Whittaker function W is also right K1(̟c)−invariant. We can
calculate W = W−ϕ according to the relation between the Kirillov model and the Whittaker model:
(6.39) W(
(
α 0
0 1
) (
1 0
̟i 1
)
) = πˆ(
(
1 0
̟i 1
)
)ϕ(α).
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The idea here is that it may be difficult/not very enlightening to write out the value of W(
(
α 0
0 1
) (
1 0
̟i 1
)
)
explicitly. But it will suffice to know only some specific integrals for W(
(
α 0
0 1
) (
1 0
̟i 1
)
).
Lemma 6.9. Suppose W is the Whittaker function associated to ϕ = 11,0 ∈ S (F∗).
(1) W(
(
α 0
0 1
)
) = 11,0. For 0 ≤ i < c, W(
(
α 0
0 1
) (
1 0
̟i 1
)
) is supported only at v(α) = c +
min{−c,−2(c − i)}.
(2)
∫
v(α)=c+min{−c,−2(c−i)}
W(
(
α 0
0 1
) (
1 0
̟i 1
)
)d∗α =

1, if i ≥ c;
− 1q−1 , if i = c − 1;
0, otherwise.
(3)
∫
v(α)=c+min{−c,−2(c−i)}
W(
(
α 0
0 1
) (
1 0
̟i 1
)
)ψ(̟−iα)d∗α =

C1, if i = 0;
− 1q−1C1wπˆ, if i = 1;
0, otherwise.
Proof. The first statement of (1) is clear. Now let 0 ≤ i < c. According to Proposition B.3, if ν is a
character of level i, then nν = min{n1,−2i}. Note
(
1 0
̟i 1
)
= −ω
(
1 −̟i
0 1
)
ω, πˆ(ω)11,0 = Cw−10 1w0,n1 = C111,n1 .
The action of
(
1 −̟i
0 1
)
for i < −n1 will give a non-trivial factor ψ(̟ix) at v(x) = n1. By the
classical result of Gauss sum, πˆ(
(
1 −̟i
0 1
)
ω)11,0 is a linear combination of all characters of level
−n1 − i = c − i (It should be understood that if c − i = 1, then this is a linear combination of all
characters of level 1 and 0), supported at v(x) = n1. Another action of ω will keep their levels.
Their support will become −n1 +min{n1,−2(c − i)}, according to formula (6.38).
When we integrate W(
(
α 0
0 1
) (
1 0
̟i 1
)
), we are just finding the level 0 component of it. By the
discussion above, πˆ(
(
1 −̟i
0 1
)
ω)11,0 consists of all characters of level c − i, and the action of ω
keeps their levels. In particular, when i < c−1, W(
(
α 0
0 1
) (
1 0
̟i 1
)
) contains no level 0 component.
When i = c − 1, one can compute that the level 0 component of πˆ(
(
1 −̟i
0 1
)
ω)11,0 is − 1q−1C111,n1 ,
as
∫
x∈̟−1O∗F
ψ(x)d∗x = − 1q−1 . Then the action of ω will map it to − 1q−1 11,0. Its support agrees with the
support of the integral which is v(α) = c +min{−c,−2(c − i)} = 0 as c ≥ 2. So
∫
v(α)=0
W(
(
α 0
0 1
) (
1 0
̟c−1 1
)
)d∗α = − 1
q − 1 .
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When i = c it is obvious that ∫
v(α)=0
W(
(
α 0
0 1
)
)d∗α =
∫
v(α)=0
11,0d∗α = 1.
Now to integrate W(
(
α 0
0 1
) (
1 0
̟i 1
)
)ψ(̟−iα), the idea is to interpret ψ(̟−iα) as a factor one can
get by the group action in the Kirillov model. More specifically,
W(
(
α 0
0 1
) (
1 0
̟i 1
)
)ψ(̟−iα) = πˆ(
(
1 0
̟i 1
)
)ϕ(α)ψ(̟−iα)(6.40)
= πˆ(
(
1 −̟−i
0 1
) (
1 0
̟i 1
)
)ϕ(α)
= πˆ(
(
0 −̟−i
̟i 1
)
)ϕ(α)
= πˆ(−ω
(
̟i 1
0 ̟−i
)
)ϕ(α).
By definition of the Kirillov model,
πˆ(
(
̟i 1
0 ̟−i
)
)ϕ(x) = w−iπˆ (̟)ψ(−̟i x)11,0(̟2ix).
It is supported at v(x) = −2i, and is a linear combination of all characters of level i (again if i = 1,
this should be understood as level 1 and 0). The action of ω will keep the levels. Note that the
integration in α finally is again to find the level 0 component of W(
(
α 0
0 1
) (
1 0
̟i 1
)
)ψ(̟−iα). In
particular, the integral will be zero when i > 1, as there is no level 0 component. When i = 0,
the level 0 component of πˆ(
(
̟i 1
0 ̟−i
)
)ϕ is just 11,0. The action of ω will change it into C111,n1 .
The action of −1 just gives a factor wπˆ(−1) = 1. Note that the support of the level 0 component of
W(
(
α 0
0 1
) (
1 0
1 1
)
)ψ(α) agrees with the support of the integral which is v(α) = c + min{−c,−2c} =
−c. Then ∫
v(α)=−c
W(
(
α 0
0 1
) (
1 0
1 1
)
)ψ(α)d∗α = C1.
Similarly when i = 1, the level 0 component of πˆ(
(
̟1 1
0 ̟−1
)
)ϕ is − 1q−1 w−1πˆ 11,−2. Here by wπˆ we
mean wπˆ(̟). Then according to (6.38), the action of ω will map it to
− 1
q − 1C1w
−1
πˆ z
2
011,2−c = −
1
q − 1C1wπˆ11,2−c.
Its support agrees with v(α) = c + min{−c,−2(c − 1)} = 2 − c, as c ≥ 2 implies −c ≥ −2(c − 1).
Then ∫
v(α)=2−c
W(
(
α 0
0 1
) (
1 0
̟ 1
)
)ψ(α)d∗α = − 1
q − 1C1wπˆ.

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Now we work on I(α, f ,Φs). We will basically follow the technique used for the unramified
special case in the last subsection. Recall we pick f to be
char(
(
1 0√
D 1
) (
OF OF
̟cOF OF
)
) × char(O∗F).
It is K1(̟c)−invariant under the right action and the Weil representation. Alternatively it can be
written as
(6.41) f =
∑
a0∈OF/̟cOF
char(
(
a0 +̟
cOF OF
a0
√
D +̟cOF OF
)
) × char(O∗F).
One can calculate for 0 ≤ i ≤ c that
r′(
(
1 0
̟i 1
)
) f
(6.42)
= q2(i−c)
∑
a0∈OF/̟cOF
ψ(u̟−i[(x1 − a0)x4 − x2(x3 − a0
√
D)])char(
(
a0 +̟
iOF ̟i−cOF
a0
√
D +̟iOF ̟i−cOF
)
) × char(O∗F).
The sum is right K1(̟c)−invariant for any i.
RecallΦs = Φ(1)s Φ(2)s , and γ0 should be understood as
(
1 0
(√D,−√D) 1
)
. RecallΦ(2)s is the unique
right K1(̟c)−invariant function supported on BK1(̟c), and Φ(1)s is the standard right K−invariant
function.
Now the local integral can be written as
(6.43)
P(s,w, f ,Φs) =
∑
0≤i≤c
Ai
∫
v(α)=c+min{−c,−2(c−i)}
W(
(
α 0
0 1
) (
1 0
̟i 1
)
)|α| w2 − 14Φs(α)−1I(α, r′(
(
1 0
̟i 1
)
) f ,Φs)d∗α,
where Ai’s are decided in Lemma A.4. Recall
I(α, r′(
(
1 0
̟i 1
)
) f ,Φs) =
∫
GL2(F)
r′(
(
1 0
̟i 1
)
) f (g, α det(g)−1)Φs(γ0g)dg.
We will write
GL2(F) =
∐
0≤ j≤c
(
1 0√
D 1
)
B
(
1 0
̟ j 1
)
K1(̟c).
Then by our choice ofΦ(2)s , in particular its support, we only need to integrate over
(
1 0√
D 1
)
BK1(̟c)
for I(α, r′(
(
1 0
̟i 1
)
) f ,Φs). By the right K1(̟c)−invariance of Φs, we can write
I(α, r′(
(
1 0
̟i 1
)
) f ,Φs)
(6.44)
= Ac
∫
Φ(1)s (
(
1 0
2
√
D 1
) (
a1 m
0 a2
)
)Φ(2)s (
(
a1 m
0 a2
)
)r′(
(
1 0
̟i 1
)
) f (
(
a1 m
a1
√
D a2 + m
√
D
)
,
α
a1a2
)dmd∗a2|a1|−1d∗a1.
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For
(
a1 m
a1
√
D a2 + m
√
D
)
,
ψ(u̟−i[(x1 − a0)x4 − x2(x3 − a0
√
D)]) = ψ(̟−iα(1 − a0
a1
)).(6.45)
So
r′(
(
1 0
̟i 1
)
) f (
(
1 0√
D 1
) (
a1 m
0 a2
)
)
(6.46)
= q2(i−c)
∑
a0∈OF/̟cOF
ψ(̟−iα(1 − a0
a1
))char(
(
a0 +̟
iOF ̟i−cOF
a0
√
D +̟iOF ̟i−cOF
)
)(
(
a1 m
a1
√
D a2 + m
√
D
)
).
For each a0, the corresponding term in the above expression is not zero if and only if
(6.47) a1 ≡ a0 mod (̟iOF), m, a2 ∈ ̟i−cOF.
Lemma 6.10. For any 0 ≤ i ≤ c and fixed v(α), I(α, r′(
(
1 0
̟i 1
)
) f ,Φs) as a function of α is a linear
combination of constant independent of α and ψ(̟−iα).
Proof. For fixed a0, the corresponding term in I(α, r′(
(
1 0
̟i 1
)
) f ,Φs) is
Acq2(i−c)
∫
a1 ≡ a0 mod (̟i)
v(a1a2) = v(α)
v(a2), v(m) ≥ i − c
Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
)χ(2)1,s(a1)χ(2)2,s(a2)(6.48)
ψ(̟−iα(1 − a0
a1
))dmd∗a2|a1|−1d∗a1.
There are two cases. If a0 ∈ ̟iOF, the domain for a1 is ̟iOF. We first integrate in a1 for fixed
v(a1). Note that Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
) only depends on v(a1) instead of the specific value
of a1, as one can see from Lemma 5.1. So we are essentially integrating
ψ(̟−iα(1 − a0
a1
)) = ψ(̟−iα)ψ(−̟−iαa0
a1
).
Then we get either 0 or a multiple of ψ(̟−iα).
If a0 < ̟iOF, we consider the sum in a0 for fixed v(a0) < i. Note v(a1) = v(a0) would also be
fixed. As the value of Φs and the domains for the integrals in m and a2 are actually independent of
a0, we can change the order of the integral in a2, m and the summation in a0. Then the sum in a0 is
essentially ∑
a0
∫
a1≡a0 mod (̟i)
ψ(̟−iαa1 − a0
a1
)d∗a1(6.49)
=
∫
a1
∑
a0≡a1 mod (̟i)
ψ(̟−iαa1 − a0
a1
)d∗a1.
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One can now easily see that the inner sum is either 0 or a constant independent of α. 
As a result of this Lemma and Lemma 6.9, we only have to care about the constant part when
i = c, c − 1 and the ψ(̟−iα) part when i = 0, 1.
Lemma 6.11. Suppose v(α) = c +min{−c, 2i − 2c}.
(1) I(α, f ,Φs) = Ac.
The constant part of I(α, r′(
(
1 0
̟c−1 1
)
) f ,Φs) is Ac[q−1 + (1 − q−1)χ
(1)
1,s
χ
(1)
2,s
].
(2) I(α, r′(
(
1 0
1 1
)
) f ,Φs) = 0.
The ψ(̟−1α) part of I(α, r′(
(
1 0
̟ 1
)
) f ,Φs) is 0.
Proof. (1)When i ≥ c − 1, v(α) = 0 as c ≥ 2 for supercuspidal representations. We shall follow
formula (6.48) for each a0. When i = c, the domain of the integral is non-empty when v(a0) = 0.
In that case, a1 ≡ a0 mod (̟c), v(a2) = 0, v(m) ≥ 0. By Lemma 5.1,
Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
) = χ(1)1,s(
a2√
D
)χ(1)2,s(a1
√
D) = 1.
Also ψ(̟−cαa1−a0
a1
) = 1. Then
I(α, f ,Φs) = Ac
∑
a0∈O∗F/̟cOF
1
(q − 1)qc−1 = Ac.(6.50)
When i = c − 1, we need v(a1) ≤ 1 as v(α) = 0 and v(a2) ≥ −1. This means if c > 2, we only
need to consider v(a0) ≤ 1; if c = 2, then we need to consider all possible v(a0).
If v(a0) = 0, then v(a1) = 0, and the domain of the integral is a1 ≡ a0 mod (̟c−1), v(a2) =
0, v(m) ≥ −1. Then ψ(̟−c+1α(1 − a0
a1
)) = 1. When v(m) ≥ 0, Φ(1)s (
(
a1 m
2a1
√
D a2 + 2m
√
D
)
) = 1.
When v(m) = −1, it is χ
(1)
1,s
χ(1)2,s
.
Then the contribution of these parts to I(α, r′(
(
1 0
̟c−1 1
)
) f ,Φs) is
Acq−2
∑
a0∈O∗F/̟cOF
[ 1(q − 1)qc−2 +
1
(q − 1)qc−2 (q − 1)
χ(1)1,s
χ(1)2,s
](6.51)
= Ac[q−1 + (1 − q−1)
χ(1)1,s
χ(1)2,s
].
If c = 2 and v(a0) ≥ 1, the domain for a1 is just ̟O∗F. Then by the proof of the previous lemma,
we will get ψ(̟−c+1α) part. So we don’t have to discuss it here.
If c > 2 and v(a0) = 1, the domain for a1 is a1 ≡ a0 mod (̟c−1). We also follow the proof in
the previous lemma and change the order of the integral in a1 and the sum over a0. In particular,
we will have a sum like
(6.52)
∑
a0≡a1 mod (̟c−1)
ψ(̟−c+1αa1 − a0
a1
).
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One can easily check that this sum is zero, as v(a1) = 1 and
∫
x∈OF
ψ(̟−1x)dx = 0.
(2)When i ≤ 1, v(α) = 2i − c as c ≥ 2. When i = 0, the domain of the integral is always
v(a1) = 0, v(m) ≥ v(a2) = −c. We change order of integral in a1 and summation in a0. One can
easily see that
(6.53)
∑
a0∈OF/̟cOF
ψ(α(1 − a0
a1
)) = 0,
as v(α) = −c < 0 and v(a1) = 0.
When i = 1, v(α) = 2 − c. If v(a0) = 0, the domain of the integral is a1 ≡ a0 mod (̟1),
v(m) ≥ 1 − c, v(a2) = 2 − c. According to the proof of the previous lemma, this part gives constant
part, which we don’t have to discuss here. When v(a0) ≥ 1, the domain of the integral is v(a1) = 1,
v(m) ≥ v(a2) = 1 − c. We can change the order as before and then
(6.54)
∑
a0∈̟OF/̟cOF
ψ(̟−1α(1 − a0
a1
)) = 0
as c ≥ 2. 
Remark 6.12. It may seem that we are just getting zero for ψ(̟−iα) part and we do not need the full
power of Lemma 6.9 and Lemma 6.10 for our calculations. But the conclusion in Lemma 6.10 still
holds for many other choices of Schwartz functions. Then part (3) of Lemma 6.9 will be important
to the fact that P(s,w, f ,Φs) vanishes if we choose f to be, for example, char(
(
OF OF
̟cOF ̟cOF
)
) ×
char(O∗F) and Φs to be K− invariant.
Now we combine Lemma 6.9 and Lemma 6.11 to compute (6.43). Note that only i = 0, 1 terms
are non-zero, and v(α) = 0 for these terms. Then
P(s,w, f ,Φs)
(6.55)
= Ac
∫
v(α)=0
W(
(
α 0
0 1
)
)I(α, f ,Φs)d∗α + Ac−1
∫
v(α)=0
W(
(
α 0
0 1
) (
1 0
̟c−1 1
)
)I(α, r′(
(
1 0
̟c−1 1
)
) f ,Φs)d∗α
= Ac · Ac + Ac−1(− 1q − 1)Ac[q
−1 + (1 − q−1)
χ(1)1,s
χ(1)2,s
]
=
1 − q−1
(q + 1)2q2c−2 (1 −
χ(1)1
χ(1)2
q−(2s+1)).
Note this result is independent of w.
6.4. π highly ramified principal series. Now we consider the case when π is a ramified principal
series. We still assume χ1 and χ2 are unramified and E/F is split. Let c1, c2 be levels of µ1, µ2.
Then the assumption implies c1 = c2, and µ1µ2 = (χ1,sχ2,s)−1 is unramified. Let k = c1 = c2 ≥ 1
and c be level of π(µ−11 , µ−12 ), then c = 2k ≥ 2. It’s a classical result (refer to [Ca]) that the subspace
of π(µ−11 , µ−12 ) which is K1(̟c)−invariant is one dimensional and one can pick a representative ϕ
such that ϕ is supported on B
(
1 0
̟c2 1
)
K1(̟c). Such ϕ is called a newform. The idea is to consider
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its Whittaker function and try to get an analogue of Lemma 6.9. Then we can choose the same f
and Φs as in the previous subsection and get results directly. So we will prove
Proposition 6.13. Suppose that π is a ramified principal series of even level c with µ1 µ2 both of
level c/2. Suppose that χ1 and χ2 are unramified and E/F is split. Further suppose 2 is a unit. Pick
f and Φs to be the same as in Proposition 6.7. Then
(6.56) P(s,w, f ,Φs) = P(s, 1/2, f ,Φs) = 1 − q
−1
(q + 1)2q2c−2 (1 −
χ(1)1
χ(1)2
q−(2s+1))
The denominator is as expected (actually no denominator), and
(6.57) P0(s, 1/2, f ,Φs) = 1(q + 1)2q2c−2(1 − χ(2)q−(2s+1)) .
Before we start, we record an easy lemma first.
Lemma 6.14. Suppose µ is a character of level k > 0 on F∗. Then
(6.58)
∫
x∈O∗F
µ(1 +̟ix)dx =

0, if i < k − 1;
−q−1, if i = k − 1;
1 − q−1, if i ≥ k.
Proof. The case i ≥ k is clear as µ(1+̟ix) = µ(1) = 1 by definition. If k > 1, there is some n ∈ O∗F
such that µ(1 +̟k−1n) , 1. So we can get the following by changing variable:∫
x∈OF
µ(1 +̟k−1x)dx =
∫
x∈OF
µ(1 +̟k−1(x + n))dx(6.59)
=
∫
x∈OF
µ((1 +̟k−1x)(1 +̟k−1n))dx
= µ(1 +̟k−1n)
∫
x∈OF
µ(1 +̟k−1x)dx.
So the integral has to be zero. We have used that µ is of level k > 1 for the second equality. From
this result, we get
0 =
∫
x∈OF
µ(1 +̟k−1x)dx =
∫
x∈O∗F
µ(1 +̟k−1x)dx +
∫
x∈̟OF
µ(1 +̟k−1 x)dx.(6.60)
The second integral is just q−1 by µ being level k. Then the statement for i = k − 1 is true when
k > 1.
When i < k − 1, we can break the integral into pieces, each of which has the form (6.59). So we
get zero for the integral when i < k − 1.
Now if k = 1, we have
(6.61)
∫
x∈O∗F
µ(x)dx = 0.
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Then we have
(6.62)
∫
x∈O∗F
µ(1 + x)dx =
∫
x∈̟OF
µ(x)dx +
∫
x∈O∗F
µ(x)dx −
∫
x∈1+̟OF
µ(x)dx.
The first two integrals on the right-hand side should be zero, while the last integral gives q−1. So
the statement for the case k = 1, i = k − 1 = 0 is also true.
Finally when i < 0 and k = 1,
(6.63)
∫
x∈O∗F
µ(1 +̟ix)dx =
∫
x∈O∗F
µ(̟ix)dx = 0.

Lemma 6.15. We denote the value W(
(
α 0
0 1
) (
1 0
̟i 1
)
) by Wi(α) for short.
(1) If i < k, then Wi(α) = 0 except when v(α) = 2i − c. In that case, its integral against 1 is
always 0.
(6.64)
∫
v(α)=2i−c
Wi(α)ψ(̟−iα)d∗α = wπ(̟k−i)µ−11 (−1)

1, if i = 0;
− 1q−1 , if i = 1 < k;
0, otherwise.
(2) If k < i ≤ c, then Wi(α) is zero except when v(α) = 0. In that case, its integral against
ψ(̟−iα) is always 0.
(6.65)
∫
v(α)=0
Wi(α)d∗α =

1, if i = c;
− 1q−1 , if i = c − 1 > k;
0, otherwise.
(3) If i = k, the integral of Wk against 1 or ψ(̟−kα) is always zero if either k > 1 or v(α) , 0.
When k = 1 and v(α) = 0, its integral against 1 is the same as expected from (2) as the
limit case, and its integral against ψ(̟−kα) is the same as expected from (1).
Proof. According to part (3) of Lemma 6.4, we can always write
(6.66) Wi(α) =
∫
µ−11 (−
α̟k
α + m̟i
)µ−12 (−m)|
α̟k
m(α + m̟i) |
1/2ψ(m)dm.
Recall it’s the Whittaker function associated to ψ−. All terms with i will disappear when i = c. The
difference is the domain for m, which was given in Lemma 6.4.
When i < k, we have m ∈ α̟−i(−1 + ̟k−iO∗F). Make a substitutiou m = α̟−i(−1 + ̟k−iu) for
u ∈ O∗F. Then the integral can be writen as
Wi(α) =
∫
u∈O∗F
µ−11 (−
̟i
u
)µ−12 (α̟−i(1 −̟k−iu))qv(α)/2−iψ(−α̟−i(1 −̟k−iu))q2i−k−v(α)du.
As functions of u, µ−11 (−̟
i
u
) is of level k, µ−12 (α̟−i(1 − ̟k−iu)) is of level i < k (this is neither
additive nor multiplicative character of u, we understand its level to mean the extent of the function
being locally constant), and ψ(−α̟−i(1 −̟k−iu)) is of level 2i − k − v(α). If 2i − k − v(α) , k, or
equvalently v(α) , 2i − c, then the integral is zero purely for level reasons.
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When v(α) = 2i − c, we shall integrate Wi against 1 and ψ(̟−iα). First if we integrate against
1, we can switch the order of integral in α and u, as the integrals are essentially finite sums.
Then as functions of α, µ−12 (α̟−i(1 − ̟k−iu)) is of level k and ψ(−α̟−i(1 − ̟k−iu)) is of level
−v(α) + i = 2k − i > k. So the integral in α is 0.
Now we do the integration against ψ(̟−iα). Again we can change the order of the integral. Note
that
(6.67) ψ(−α̟−i(1 −̟k−iu))ψ(̟−iα) = ψ(̟k−2iαu).
This term as a function of α is of level 2i − k − v(α) = k. Let C(ψ, µ−12 ,−k) denotes the non-zero
integral
∫
x∈O∗F
ψ(̟−k x)µ−12 (̟−k x)d∗x. Then
∫
v(α)=2i−c
ψ(̟k−2iαu)µ−12 (α̟−i(1 −̟k−iu))d∗α = C(ψ, µ−12 ,−k)µ−12 (
̟−i(1 −̟k−iu)
u̟k−2i
)(6.68)
= C(ψ, µ−12 ,−k)µ−12 (
̟i−k(1 −̟k−iu)
u
).
Note that qv(α)/2−iq2i−k−v(α) = 1 when v(α) = 2i − c. So∫
v(α)=2i−c
Wi(α)ψ(̟−iα)d∗α(6.69)
=
∫
u∈O∗F
µ−11 (−
̟i
u
)C(ψ, µ−12 ,−k)µ−12 (
̟i−k(1 −̟k−iu)
u
)du
= C(ψ, µ−12 ,−k)µ−11 (−̟i)µ−12 (̟i−k)
∫
u∈O∗F
µ1µ2(u)µ−12 (1 −̟k−iu)du.(6.70)
Recall µ1µ2 = wπ is unramified, so µ1µ2(u) = 1. Then by Lemma 6.14, we get
(6.71)
∫
v(α)=2i−c
Wi(α)ψ(̟−iα)d∗α = C(ψ, µ−12 ,−k)wπ(̟k−i)µ−11 (−̟k)

1 − q−1, if i = 0;
−q−1, if i = 1 < k;
0, otherwise.
In the case k < i ≤ c, the domain for m is v(m) = v(α) − k. Write m = ̟−kαu for u ∈ O∗F. The
integral is
Wi(α) =
∫
u∈O∗F
µ−11 (−
̟k
1 + u̟i−k
)µ−12 (−̟−kαu)q−v(α)/2ψ(̟−kαu)du.
As functions of u, µ−11 (− ̟
k
1+u̟i−k ) is of level 2k − i < k, µ−12 (−̟−kαu) is multiplicative of level k and
ψ(−̟−kαu) is additive of level k − v(α). So if v(α) , 0, the integral will be zero for level reason.
When v(α) = 0 and i = c, µ−11 (− ̟
k
1+u̟i−k ) = µ−11 (−̟k) as µ1 is level k. Then
(6.72) Wc(1) = µ−11 (−̟k)
∫
u∈O∗F
µ−12 (−̟−kαu)ψ(̟−kαu)du = C(ψ, µ−12 ,−k)µ−11 (̟k)(1 − q−1).
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We have used µ1µ2(−1) = 1 here. Now for k < i ≤ c we integrate Wi against ψ(̟−iα) when
v(α) = 0. Note ψ(̟−kαu)ψ(̟−iα) = ψ(̟−iα(1 + u̟i−k)). As functions in α, µ−12 (−̟−kαu) is of
level k, and ψ(̟−iα(1 + u̟i−k)) is of level i > k. Thus the integral in α would be zero.
Now we do the integral
∫
v(α)=0
Wi(α)d∗α. Note that
(6.73)
∫
v(α)
ψ(̟−kαu))µ−12 (−̟−kαu)d∗α = µ−12 (−1)C(ψ, µ−12 ,−k)
is independent of u. q−v(α) = 1. So∫
v(α)=0
Wi(α)d∗α(6.74)
=
∫
u∈O∗F
µ−11 (−
̟k
1 + u̟i−k
)µ−12 (−1)C(ψ, µ−12 ,−k)du
= µ−11 (̟k)C(ψ, µ−12 ,−k)

1 − q−1, if i = c;
−q−1, if i = c − 1 > k;
0, otherwise.
In case i = k, the domain for m is v(m) ≤ v(α) − k,m < α̟−k(−1 + ̟OF). By substituting
m = αu, we get
Wk(α) =
∫
v(m)≤v(α)−k,m<α̟−k (−1+̟OF )
µ−11 (−
α̟k
α + m̟k
)µ−12 (−m)|
α̟k
m(α + m̟k) |
1/2ψ(m)dm
=
∫
v(u)≤−k,u<̟−k(−1+̟OF )
µ−11 (−
̟k
1 + u̟k
)µ−12 (−αu)|
̟k
αu(1 + u̟k) |
1/2ψ(αu)q−v(α)du.
It may be no longer true that Wk(α) is supported at a single v(α). But by Lemma 6.10 we only care
about its integral against 1 or ψ(̟−kα). We will just do these integrals for any fixed v(α).
Let’s do the integral against 1 first. As functions of α, µ−12 (αu) is of level k and ψ(αu) is of level
−v(u) − v(α) = k − v(α). So the integral will be zero unless v(α) = 0. When v(α) is zero,
(6.75)
∫
v(α)=0
µ−12 (αu)ψ(αu)d∗α = C(ψ, µ−12 ,−k) , 0.
Then
(6.76)
∫
v(α)=0
Wk(α)d∗α = C(ψ, µ−12 ,−k)
∫
v(u)≤−k,u<̟−k(−1+̟OF )
µ−11 (
̟k
1 + u̟k
)| ̟
k
αu(1 + u̟k) |
1/2du.
Note that we have used µ1µ2(−1) = 1 here. Make a substitution n = 1 + u̟k. The domain for n
is v(n) ≤ 0, n < 1 + ̟OF, and for fixed v(n) the integrand is essentially µ1(n). Then it’s clear that
the integral will be zero for the v(n) < 0 part. The integral over v(n) = 0, n < 1 +̟OF will also be
48
zero except when k = 1 thus µ1 is identically 1 on 1 +̟OF. In that case, we will get∫
v(α)=0
Wk(α)d∗α = C(ψ, µ−12 ,−k)µ−11 (̟k)
∫
v(n)=0,n<1+̟OF
µ1(n)dn(6.77)
= −C(ψ, µ−12 ,−k)µ−11 (̟k)q−1.
Note that the result here is just as expected in (6.74), though it’s not defined for i = k = 1 there.
Now we do the integral against ψ(̟−kα). ψ(αu)ψ(̟−kα) = ψ(̟−kα(1 + ̟ku)). As functions
of α, µ−12 (αu) is of level k, and ψ(̟−kα(1 + ̟ku)) is of level k − (v(u) + k) − v(α). Only when
v(α) = −v(u) − k can the integral in α be non-zero. In that case
(6.78)
∫
v(α)=−v(u)
µ−12 (αu)ψ(̟−kα(1 +̟ku))d∗α = C(ψ, µ−12 ,−k)µ2(̟−k(1 +̟ku))µ−12 (u).
Note that µ−11 (− ̟
k
1+u̟k )µ2(̟−k(1 + ̟ku)) = µ−11 (−1)µ−11 µ−12 ( ̟
k
1+u̟k ) only depends on v(u). When
integrating in u for fixed v(u), we are just integrating µ−12 (−u). We will get zero for most of
time except when k = 1, v(u) = −1, u < ̟−1(−1 + ̟OF) and v(α) = 0. In this case, we have
| ̟k
αu(1+u̟k) |1/2 = q−1 and∫
v(α)=0
Wk(α)ψ(̟−kα)d∗α(6.79)
= C(ψ, µ−12 ,−k)µ−11 (−1)µ−11 µ−12 (̟)
∫
v(u)=−1,u<̟−1(−1+̟OF )
µ−12 (−u)q−1du
= −C(ψ, µ−12 ,−k)µ−11 (−1)µ−11 µ−12 (̟)µ−12 (̟−1)q−1
= −C(ψ, µ−12 ,−k)µ−11 (−̟)q−1.(6.80)
Note that this result can be expected directly from (6.71), though it’s not defined for i = k = 1
there.
The last step is just to normalize Wc(1) = 1 instead of (6.72), then we get the statements in the
lemma. 
Remark 6.16. The result here is not completely analoguous to Lemma 6.9. But as we have seen in
the last subsection, we only care about the integral of the Whittaker function against 1 or ψ(̟−iα),
and the ψ(̟−iα) part of I(α, r′(
(
1 0
̟i 1
)
) f ,Φs) is zero for i = 0, 1. So we can make the same
choice for the Schwartz function and Φs as in the last subsection, and we will get exactly same
P(s,w, f ,Φs).
6.5. Ramification in Φs. In this subsection, we consider the case when Φs has ramification while
π is unramified. To make things simple, we assume that χ1 is ramified of level c and χ2 is unrami-
fied. Note µ1µ2(χ1χ2)|F∗ = 1 implies that χ1|F∗ is still unramified.
Proposition 6.17. Suppose that π is unramified and E/F is inert. Suppose that χ1 is ramified of
level c, but χ1|F∗ and χ2 are unramified. Pick
f = char(
(
OF ̟cOF
̟−cOF OF
)
) × char(O∗F).
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Pick Φs to be the new form, that is, the K1(̟c)−invariant function supported on B
(
1 0
1 1
)
K1(̟c).
Then
P(s,w, f ,Φs) = P0(1 − δµ1χ1,s(̟)q)(1 − δµ2χ1,s(̟)q) ,(6.81)
where P0 denotes the expression
( χ2,sqχ1,s )−c
µ2 − µ1
[µ2
(1 − (δµ2χ2,s)c+1) − χ2,sq2χ1,s (1 − (δµ2χ2,s)c)
1 − δµ2χ2,s
(1 − qδµ1χ1,s)(6.82)
− µ1
(1 − (δµ1χ2,s)c+1) − χ2,sq2χ1,s (1 − (δµ1χ2,s)c)
1 − δµ1χ2,s
(1 − qδµ2χ1,s)].
The numerators in the expression of P0 can be cancelled. When w = 1/2, δ = q−(w/2+1/4) = q−1/2.
Then
(6.83) P(s, 1/2, f ,Φs) = P0(1 − µ1χ1(̟)q−(2s+1/2))(1 − µ2χ1(̟)q−(2s+1/2)) .
The denominator is as expected and
(6.84) P0(s, 1/2, f ,Φs) = P01 + q−1 .
Recall the local integral
(6.85) P(s,w, f ,Φs) =
∫
ZN\GL2(F)
W(σ)∆(σ)w−1/2
∫
GL2(F)
r′(σ) f (g, det(g)−1)Φs(γ0g)dgdσ.
We’ve already known well the K−invariant Whittaker function in the formula. The choice
(6.86) f = char(
(
OF ̟cOF
̟−cOF OF
)
) × char(O∗F)
is motivated by Example 3.8. It’s clear that this Schwartz function is K−invariant under the Weil
representation.
The key point is to work out
(6.87) I(α, f ,Φs) =
∫
g∈GL2,v(det g)=v(α)
f (g, αdet g )Φs(γ0g)dg.
Recall that when the extensionE/F is inert, GL2 = O∗E·B. Also recallΦs(γ0tg) = χ1,s(¯t)χ2,s(t)Φs(γ0g)
for t = a+b
√
D. By our assumption on the level of χ1,s and χ2,s,Φs(γ0g) as a function of g is left in-
variant under O∗F+̟cOE. f is also left invariant under {
(
a b
bD a
)
|a ∈ O∗F, b ∈ ̟cOF} ≃ O∗F+̟cOE.
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Then we have
I(α, f ,Φs) = 1(q + 1)qc−1
∑
t∈(O∗F+̟cOE)\O∗E
∫
B
χ1,s(¯t)Φs(γ0b) f (tb, αdet tb)db
(6.88)
=
1
(q + 1)qc−1
∑
t∈(O∗F+̟cOE)\O∗E
∫
v(a1) + v(a2) = v(α)
t
(
a1 m
0 a2
)
∈
(
OF ̟cOF
̟−cOF OF
)
χ1,s(¯t)Φs(γ0
(
a1 m
0 a2
)
)|a2|−1dmd∗a1d∗a2.
The coset representatives (O∗F +̟cOE)\O∗E can be chosen as
{1 + b1
√
D|b1 ∈ OF/̟cOF} ∪ {b2 +
√
D|b2 ∈ ̟OF/̟cOF}.
One can easily see that this set has (q + 1)qc−1 elements. So Vol(O∗F + ̟cOE) = 1(q+1)qc−1 . That’s
why we have 1(q+1)qc−1 in front of the integral above.
We also need a lemma as an analogue of Lemma 5.1. We start with a general question, that is,
when and how we can write(
1 0√
D 1
) (
a1 m
0 a2
) (
1 0
̟ j 1
)
=
(
a1 + m̟
j m
a1
√
D + (a2 + m
√
D)̟ j a2 + m
√
D
)
in form of B
(
1 0
̟i 1
)
K1(̟c). We state here a result similar to Lemma 6.4. The proof is also very
similar, so we will skip it here.
Lemma 6.18. (1) Suppose i = 0.
(1i) If j > 0, we need v( a1
√
D
a2+m
√
D
) ≤ 0 for(
a1 + m̟
j m
a1
√
D + (a2 + m
√
D)̟ j a2 + m
√
D
)
∈ B
(
1 0
̟i 1
)
K1(̟c).
(1ii) If j = 0, we need a1
√
D
a2+m
√
D
< −1 +̟OE.
Under above conditions we can write
(
a1 + m̟
j m
a1
√
D + (a2 + m
√
D)̟ j a2 + m
√
D
)
as

a1a2
a1
√
D+(a2+m
√
D)̟ j a1 + m̟
j − a1a2
a1
√
D+(a2+m
√
D)̟ j
0 a1
√
D + (a2 + m
√
D)̟ j

(
1 0
1 1
) 1 −1 +
a2+m
√
D
a1
√
D+(a2+m
√
D)̟ j
0 1
 .
(2) Suppose i = c.
(2i) If j < c, we need a1
√
D
a2+m
√
D
∈ ̟ j(−1 +̟c− jOE).
(2ii) If j = c, we need v( a1
√
D
a2+m
√
D
) ≥ c.
Under above conditions, we can write
(
a1 + m̟
j m
a1
√
D + (a2 + m
√
D)̟ j a2 + m
√
D
)
as
( a1a2
a2+m
√
D
m
0 a2 + m
√
D
)  1 0̟ j + a1 √D
a2+m
√
D
1
 .
(3) Suppose 0 < i < c.
51
(3i) If j < i, we need a1
√
D
a2+m
√
D
∈ ̟ j(−1 +̟i− jO∗E).
(3ii) If j = i, we need v( a1
√
D
a2+m
√
D
) ≥ i, but a1
√
D
a2+m
√
D
< ̟ j(−1 +̟OE).
(3iii) If j > i, we need v( a1
√
D
a2+m
√
D
) = i.
Under above conditions, we can write
(
a1 + m̟
j m
a1
√
D + (a2 + m
√
D)̟ j a2 + m
√
D
)
as

a1a2
a2+m
√
D
m
a1
√
D+(a2+m
√
D)̟ j
(a2+m
√
D)̟i
0 a1
√
D+(a2+m
√
D)̟ j
̟i

(
1 0
̟i 1
) 1 00 a1 √D+(a2+m√D)̟ j
̟i(a2+m
√
D)
 .
Corollary 6.19. Assume that χ2,s is unramified and χ1,s is ramified of level c, such that χ1,s|F∗ is still
unramified. Suppose thatΦs is the unique K1(̟c)−invariant function supported on B
(
1 0
1 1
)
K1(̟c).
Then Φs(
(
1 0√
D 1
) (
a1 m
0 a2
)
) is non-zero when v(a1) ≤ v(a2 + m
√
D). In that case, it’s equal to
χ1,s( a2√
D
)χ2,s(a1
√
D) =
χv(a2)1,s (̟)χv(a1)2,s
χ1,s(
√
D)
.
For each representative t ∈ (O∗F + ̟cOE)\O∗E, we decide now the domain of the integral which
is given by the condition
t
(
a1 m
0 a2
)
∈
(
OF ̟cOF
̟−cOF OF
)
.
If t = 1 + b1
√
D, then by (
1 b1
b1D 1
) (
a1 m
0 a2
)
∈
(
OF ̟cOF
̟−cOF OF
)
we get v(a1), v(a2) ≥ 0, m ≡ −b1a2 mod (̟c). Similarly for t =
√
D + b2,(
b2 1
D b2
) (
a1 m
0 a2
)
∈
(
OF ̟cOF
̟−cOF OF
)
.
The domain will be v(a1) ≥ −v(b2), v(m) ≥ 0, a2 ≡ −mb2 mod (̟c).
The key observation here is that although the domain depends on the specific choice of b1 or b2,
the integral of Φs over the domain only depends on v(b1) and v(b2). Indeed by Corollary 6.19, the
requirement that v(a1) ≤ v(a2 + m
√
D) and the value of Φs both depend only on the valuations of
a1, a2 and m. The domains differ slightly but the different parts have the same volume.
More specifically for fixed v(b1) or v(b2), let t0 be a fixed representative for 1+b1
√
D or b2+
√
D.
Then we have ∫
B
χ1,s(¯t)Φs(γ0b) f (tb, αdet tb)db = χ1,s(¯t)
∫
B
Φs(γ0b) f (t0b, αdet t0b )db.
So when we sum over t for fixed v(b1) or v(b2), we are essentially just summing χ1,s(¯t). Then we
need a lemma similar to Lemma 6.14:
Lemma 6.20. Let χ be a character of level c on E∗ which is unramified when restricted to F∗.
52
(1) If c ≥ 2, we have
(6.89)
∑
b1∈OF/̟cOF ,v(b1)=i
χ(1 + b1
√
D) =

1, if i = c;
−1, if i = c − 1;
0, otherwise.
(6.90)
∑
b2∈OF/̟cOF ,v(b2)=i
χ(
√
D + b2) = χ(
√
D)

1, if i = c;
−1, if i = c − 1;
0, otherwise.
(2) If c = 1, we have
(6.91)
∑
b1∈OF/̟OF
χ(1 + b1
√
D) + χ(
√
D) = 0.
Proof. (1)As χ is of level c but unramified on F∗, there exist x0 ∈ ̟c−1OF/̟cOF such that χ(1 +
x0
√
D) , 1. Then one can imitate the proof of Lemma 6.14 and prove the statements for i > 0.
Note
χ(
√
D + b2) = χ(
√
D)χ(1 + b2
D
√
D).
For i = 0, we have
(6.92) 0 =
∑
(OE/̟cOE )∗
χ(a+b
√
D) = (q−1)qc−1[
∑
b1∈OF/̟cOF
χ(1+b1
√
D)+
∑
b2∈̟OF/̟cOF
χ(
√
D+b2)].
Then we use previous results for i ≥ 1 and we get the case for i = 0.
(2)When c = 1, (6.92) implies
(6.93)
0 = (q−1)[
∑
b1∈OF/̟OF
χ(1+b1
√
D)+
∑
b2∈̟OF/̟OF
χ(
√
D+b2)] = (q−1)[
∑
b1∈OF/̟OF
χ(1+b1
√
D)+χ(
√
D)].

By this lemma, we can rewrite (6.88) as
I(α, f ,Φs) = 1(q + 1)qc−1 [(
∫
B
Φs(γ0g) f (g, αdet g )dg −
∫
B
Φs(γ0g) f (
(
1 ̟c−1
̟c−1D 1
)
g,
α
det g )dg)
(6.94)
+ χ1,s(
√
D)(
∫
B
Φs(γ0g) f (
(
0 1
D 0
)
g,
α
det g )dg −
∫
B
Φs(γ0g) f (
(
̟c−1 1
D ̟c−1
)
g,
α
det g )dg)].
Here we have chosen
(
1 ̟c−1
̟c−1D 1
)
as a representative for 1 + b1
√
D with v(b1) = c − 1, and(
̟c−1 1
D ̟c−1
)
as a representative for
√
D + b2 with v(b2) = c − 1. Any other choices will give the
same result. This formula is true even if c = 1. Indeed for c = 1,(
1 ̟c−1
̟c−1D 1
)
=
(
̟c−1 1
D ̟c−1
)
=
(
1 1
D 1
)
.
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According to (2) of Lemma 6.20,∑
b1∈(OF/̟OF)∗
χ(1 + b1
√
D) = −χ(1) − χ(
√
D).
So the sum over b1 ∈ (OF/̟OF)∗ gives the two integrals with the minus signs.
The way we are going to do the computation is to do the substraction by comparing the domains
of the above integrals. Recall for t = 1 + b1
√
D, the domain is v(a1), v(a2) ≥ 0,m ≡ −b1a2
mod (̟c). Consider the change of the domain from v(b1) = c − 1 to v(b1) = c. We have an
additional part
{v(a1) ≥ 0, v(a2) = 0, v(m) ≥ c},
but we lose the part
{v(a1) ≥ 0, v(a2) = 0,m ≡ −b1a2 mod (̟c)}.
Note that we need v(a1) ≤ v(a2 + m
√
D) for Φs to be non-zero, which forces v(a1) = 0 for these
two parts. When this is satisfied,
Φs =
χv(a2)1,s (̟)χv(a1)2,s
χ1,s(
√
D)
is the same on both parts, and the measure of both parts are the same. In particular, the first pair of
integral in (6.94) cancels.
Now for t =
√
D + b2, the domain is v(a1) ≥ −v(b2), v(m) ≥ 0, a2 ≡ −mb2 mod (̟c). When
changing from v(b2) = c − 1 to v(b2) = c, the additional parts we have are
{v(a1) ≥ −c + 1, v(m) = 0, v(a2) ≥ c}, {v(a1) = −c, v(m) ≥ 0, v(a2) ≥ c}.
The part lost is
{v(a1) ≥ −c + 1, v(m) = 0, a2 ≡ −m̟c−1 mod (̟c)}.
We still need v(a1) ≤ v(a2 + m
√
D) for Φs to be non-zero. Suppose v(a1) + v(a2) = v(α) is fixed.
We only need to consider v(α) ≥ 0 as the Whittaker function will be zero when v(α) < 0. The
contribution of the first additional part is
(6.95)

0, if v(α) = 0;
(1 − q−1)
v(α)−c∑
v(a1)=−c+1
χ
v(α)−v(a1)
1,s (̟)χ
v(a1)
2,s
χ1,s(
√
D) q
(v(α)−v(a1 )), if 1 ≤ v(α) ≤ c − 1;
(1 − q−1)
0∑
v(a1)=−c+1
χ
v(α)−v(a1)
1,s (̟)χ
v(a1)
2,s
χ1,s(
√
D) q
(v(α)−v(a1 )), if v(α) ≥ c.
The contribution of the second additional part is
(6.96)
χv(α)+c1,s (̟)χ−c2,s
χ1,s(
√
D)
qv(α)+c.
When v(α) ≥ 0, the domain of the lost part is non-empty if and only if 0 ≤ v(α) ≤ c − 1. Then its
contribution is
(6.97) (1 − q−1) 1
q − 1
χc−11,s (̟)χv(α)−c+12,s
χ1,s(
√
D)
qc−1.
From these results, one can then easily get the following lemma:
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Lemma 6.21.
I(α, f ,Φs) = 1(q + 1)qc−1

(qχ1,s)v(α)(( χ2,sqχ1,s )−c − (
χ2,s
qχ1,s
)v(α)−c+1)
1− χ2,s
q2χ1,s
1− χ2,sqχ1,s
, if 0 ≤ v(α) ≤ c − 1;
(qχ1,s)v(α)( χ2,sqχ1,s )−c
1− χ2,s
q2χ1,s
1− χ2,sqχ1,s
− (1 − q−1)(qχ1,s)v(α)
χ2,s
qχ1,s
1− χ2,sqχ1,s
, if v(α) ≥ c.
Then we follow the steps in section 5 to work out the local integrals (skipping some tedious
calculations):
+∞∑
v(α)=0
δv(α)i I(α, f ,Φs) =
(1 − χ2,sq2χ1,s )(
χ2,s
qχ1,s
)−c + ( χ2,sq2χ1,s − δiχ2,s)(δiqχ1,s)c
(1 − δiqχ1,s)(1 − δiχ2,s)(6.98)
=
( χ2,sqχ1,s )−c[(1 − (δiχ2,s)c+1) −
χ2,s
q2χ1,s
(1 − (δiχ2,s)c)]
(1 − δiqχ1,s)(1 − δiχ2,s) .
Though we have an additional denominator (1−δiχ2,s) here, it can be cancelled from the numerator
of the second expression. But we will keep it there as cancelling it will make the expression more
complicated. Then
P(s,w, f ,Φs) =
µ−11
µ−11 − µ−12
∞∑
v(α)=0
δv(α)2 I(α, f ,Φs) −
µ−12
µ−11 − µ−12
∞∑
v(α)=0
δv(α)1 I(α, f ,Φs)(6.99)
=
P0
(1 − δµ1χ1,s(̟)q)(1 − δµ2χ1,s(̟)q) ,
where P0 denotes the expression
( χ2,sqχ1,s )−c
µ2 − µ1
[µ2
(1 − (δµ2χ2,s)c+1) − χ2,sq2χ1,s (1 − (δµ2χ2,s)c)
1 − δµ2χ2,s
(1 − qδµ1χ1,s)(6.100)
− µ1
(1 − (δµ1χ2,s)c+1) − χ2,sq2χ1,s (1 − (δµ1χ2,s)c)
1 − δµ1χ2,s
(1 − qδµ2χ1,s)].
Again the numerators in the expression of P0 can be cancelled. When w = 1/2, δ = q−(w/2+1/4) =
q−1/2, so
(6.101) P(s, 1/2, f ,Φs) = P0(1 − µ1χ1(̟)q−(2s+1/2))(1 − µ2χ1(̟)q−(2s+1/2)) .
6.6. Joint ramification. In this section we give an incomplete study of the local integral when
both π(µ1, µ2) and Φs are ramified. Suppose E/F is inert. For simplicity, we consider the following
special situation: for πˆ = π(µ−11 , µ−12 ), assume that µ1 is unramified and µ2 is of level c > 0. For
Φs, assume that χ2 is unramified and χ1, χ1|F∗ are both ramified of level c. By the condition that
µ1µ2χ1χ2 = 1, µ2χ1|F∗ is also unramified.
Proposition 6.22. Suppose that µ1 is unramified and µ2 is of level c > 0 for the principal series
π(µ1, µ2). Suppose that χ2 is unramified and χ1, χ1|F∗ are both ramified of level c for Φs. Assume
that E/F is inert. Pick
f = char(
(
1 +̟cOF OF
̟cOF OF
)
) × char(1 +̟cOF).
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Pick Φs to be the unique up to constant K1(̟c)−invariant function supported on B
(
1 0
1 1
)
K1(̟c).
Then
P(s,w, f ,Φs) = 1(q − 1)2(q2 − 1)q4c−4χ1,s(
√
D)
1
1 − qδµ2χ1,s
.(6.102)
Here δ = q−(w/2+1/4). When w = 1/2, we have
(6.103) P(s, 1/2, f ,Φs) = 1(q − 1)3(q + 1)q4c−4χ1(
√
D)
1
1 − µ2χ1q−(2s+1/2)
.
The denominator is as expected, and
(6.104) P0(s, 1/2, f ,Φs) = 1(q − 1)3(q + 1)2q4c−5χ1(
√
D)
.
First note that our choice for f is only K11 (̟c)−invariant under the Weil representation, where
K11 (̟c) is the subgroup of K whose elements are congruent to
(
1 ∗
0 1
)
mod (̟c).
Lemma 6.23.
(6.105) GL2 =
∐
0≤i≤c,β∈(OF/̟min{i,c−i}OF )∗
B
(
1 0
̟i 1
) (
β 0
0 1
)
K11 (̟c).
Proof. First of all,
K1(̟c) =
∐
β∈(OF/̟cOF)∗
(
β 0
0 1
)
K11 (̟c).
We know by Lemma (A.1)
GL2 =
∐
0≤i≤c
B
(
1 0
̟i 1
)
K1(̟c).
We just need to check when B
(
1 0
̟i 1
) (
β 0
0 1
)
K11(̟c) = B
(
1 0
̟i 1
) (
β′ 0
0 1
)
K11 (̟c).
This is equvalent to that when modulo ̟c,(
1 0
̟i 1
) (
β/β′ ∗
0 1
) (
1 0
−̟i 1
)
is upper triangular. That is
̟iβ/β′ −̟i −̟2i∗ ≡ 0 mod (̟c).
Then the conclusion is clear. 
We pick ϕ ∈ π(µ−11 , µ−12 ) to be the unique K1(̟c)− invariant function supported on BK1(̟c).
Then by the above lemma, one could expect the local integral P(s,w, f ,Φs) to be
(6.106)
∑
0≤i≤c,β
Ai,β
∫
W(
(
α 0
0 1
) (
1 0
̟i 1
)
)|α| w2 − 14Φs(α)−1I(α, r′(
(
1 0
̟i 1
) (
β 0
0 1
)
) f ,Φs)d∗α,
where
Ai,β =
Ai
♯(OF/̟min{i,c−i}OF)∗ .
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We shall work out the integral I(α, r′(
(
1 0
̟i 1
) (
β 0
0 1
)
) f ,Φs) first.
(6.107) r′(
(
β 0
0 1
)
) f = char(
(
β−1 +̟cOF OF
̟cOF OF
)
) × char(β +̟cOF).
Then by Lemma (2.6) and the remark after it,
(6.108)
r′(
(
1 0
̟i 1
) (
β 0
0 1
)
) f = q2(i−c)ψ(u̟−i[(x1−β−1)x4−x2x3])char(
(
β−1 +̟iOF ̟i−cOF
̟iOF ̟i−cOF
)
)×char(β+̟cOF).
Lemma 6.24.∫
Φs(γ0g) f (g, αdet g )dg =
1
(q − 1)(q2 − 1)q3c−3χ1,s(
α√
D
)qv(α) for v(α) ≥ 0,
∫
Φs(γ0g)r′(
(
1 0
̟i 1
) (
β 0
0 1
)
) f (g, αdet g )dg = 0 for any i < c and β.
Proof. Recall we can write GL2 = O∗EB. Φs(γ0g) and r′(
(
1 0
̟i 1
) (
β 0
0 1
)
) f are both left invariant
under 1 +̟cOE. Note that O∗E/1 +̟cOE ≃ (OE/̟cOE)∗ is of cardinality (q2 − 1)q2c−2. Then the
integral in (1) is
1
(q2 − 1)q2c−2
∑
t∈(OE/̟cOE)∗
∫
Ω(t)Φs(γ0
(
a1 m
0 a2
)
)r′(
(
1 0
̟i 1
) (
β 0
0 1
)
)(6.109)
f (t
(
a1 m
0 a2
)
,
α
N(t)a1a2 )|a2|
−1dmd∗a1d∗a2.
If we write t = b1 + b2
√
D =
(
b1 b2
b2D b1
)
, then N(t) = b21 − b22D.
Ω(t) = χ1,s(¯t)χ2,s(t) = χ1,s(b1 − b2
√
D),
as χ2,s is unramified. To satisfy
t
(
a1 m
0 a2
)
∈
(
1 +̟cOF OF
̟cOF OF
)
,
we need a1b1 ∈ 1 + ̟cOF , a1b2D ∈ ̟cOF, and a2,m ∈ OF . If b2 < ̟cOF , then it’s impossible
for a1 to satisfies first two conditions. Thus we only need to consider those t with b2 ∈ ̟cOF, b1 ∈
(OF/̟cOF)∗. Then the domain for the integral is
a1 ≡ b−11 +̟cOF m ∈ OF and a2 ∈
α
b1
(1 +̟cOF),
as we also need αN(t)a1a2 ∈ 1 +̟
cOF .
By Lemma 6.18, in particular by (1i),
Φs(
(
1 0√
D 1
) (
a1 m
0 a2
)
) = χ1,s( a2√
D
)χ2,s(a1
√
D),
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when the condition v(a1) ≤ v(a2 +m
√
D) is satisfied. In particular over the domain we give above,
Φs =

χ1,s( αb1 √D ), if v(α) ≥ 0;
0, otherwise,
as χ2,s is unramified and v(a1
√
D) = 0. Also Ω(t) = χ1,s(b1 − b2
√
D) = χ1,s(b1). Then for v(α) ≥ 0
the integral is easily computed to be
1
(q2 − 1)q2c−2
∑
b1∈(OF/̟cOF)∗
∫
a1 ≡ b−11 +̟cOF
m ∈ OF
a2 ∈ αb1 (1 +̟cOF)
χ1,s(b1)χ1,s( α
b1
√
D
)|a2|−1dmd∗a1d∗a2(6.110)
=
1
(q − 1)(q2 − 1)q3c−3χ1,s(
α√
D
)qv(α).
Now suppose 0 < i < c. For any fixed t = b1 + b2
√
D and β, we can do the integral similarly.
For t
(
a1 m
0 a2
)
∈
(
β−1 +̟iOF ̟i−cOF
̟iOF ̟i−cOF
)
, we require a1b1 ∈ β−1 + ̟iOF, a1b2D ∈ ̟iOF and
m, a2 ∈ ̟i−cOF . One would need b1 ∈ O∗F and b2 ∈ ̟iOF for the first two conditions to be
satisfied. As a result a1 ∈ b−11 β−1 +̟iOF and v(a1) = 0. Then for Φs to be nonvanishing, we need
v(a2), v(m) ≥ 0. In particular, we need v(α) ≥ 0. The last condition αN(t)a1a2 ∈ β + ̟cOF gives the
domain of a2. Equivalently, the domain of the integral is
v(m) ≥ 0, a2 ∈ b1α(b21 − b22D)
(1 +̟iOF) and a1 ∈ β
−1α
(b21 − b22D)a2
(1 +̟cOF).
Over this domain, we have
(6.111)
ψ(u̟−i[(x1−β−1)x4−x2x3]) = ψ(̟−iα)ψ(− β
−1α̟−i
(b21 − b22D)a1a2
(a2b1+mb2D)) = ψ(̟−iα)ψ(−
b21α̟−i
b21 − b22D
),
which is constant over the domain. We have used here αN(t)a1a2 ∈ β + ̟cOF, v(m) ≥ 0, and b2 ∈
̟iOF. So in particular,
ψ(− β
−1α̟−i
(b21 − b22D)a1a2
mb2D) = 1.
Now we do the integral of χ1,s( a2√D )χ2,s(a1
√
D) over the above domain. When integrating in a1
first, we are essentailly integrating a constant as χ2,s is unramified. Then it’s clear that the integral
in a2 is essentially
(6.112)
∫
a2∈ b1α(b21−b22D)
(1+̟iOF )
χ1,s(a2)d∗a2 = 0.
When i = 0, the proof is very similar. We will leave this case to the readers. 
According to this Lemma, we only need to compute one integral for (6.106) and we only care
about W(
(
α 0
0 1
)
).
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Lemma 6.25. Assume that µ1 is unramified and µ2 is of level c > 0. Suppose that ϕ ∈ π(µ−11 , µ−12 )
is the unique K1(̟c)− invariant function supported on BK1(̟c). Then
(6.113) W(
(
α 0
0 1
)
) =

q−v(α)/2µ−v(α)1 , if v(α) ≥ 0;
0, if v(α) < 0.
Proof. By Lemma 6.4, in particular by part (2ii), we have
ϕ(ω
(
1 m
0 1
) (
α 0
0 1
)
) = µ−11 (−
α
m
)µ−12 (−m)|
α
m2
|1/2,
when v(m) ≤ v(α) − c. Recall W is the Whittaker function for ϕ associated to ψ−. Then
W(
(
α 0
0 1
)
) =
∫
v(m)≤v(α)−c
µ−11 (−
α
m
)µ−12 (−m)|
α
m2
|1/2ψ(m)dm(6.114)
=

C′q−v(α)/2µ−v(α)1 , if v(α) ≥ 0;
0, if v(α) < 0.(6.115)
where
C′ = 1
qcµc1
∫
v(m)=−c
µ−12 (−m)ψ(m)dm
is a non-zero constant and will be cancelled after normalization. 
Now we combine Lemma 6.24 and 6.25 into (6.106). One can easily see that
P(s,w, f ,Φs) = Ac
∫
v(α)≥0
q−v(α)/2µ−v(α)1 |α|
w
2 − 14Φs(α)−1 1(q − 1)(q2 − 1)q3c−3χ1,s(
α√
D
)qv(α)d∗α(6.116)
=
1
(q − 1)2(q2 − 1)q4c−4χ1,s(
√
D)
+∞∑
v(α)=0
q−(w/2+1/4)v(α)qv(α)(µ1χ2,s)−v(α)
=
1
(q − 1)2(q2 − 1)q4c−4χ1,s(
√
D)
1
1 − qδµ−11 χ−12,s
=
1
(q − 1)2(q2 − 1)q4c−4χ1,s(
√
D)
1
1 − qδµ2χ1,s
.
Here δ = q−(w/2+1/4). We have used µ1µ2χ1,sχ2,s = 1 and µ2χ1,s is unramified. When w = 1/2, we
have
(6.117) P(s, 1/2, f ,Φs) = 1(q − 1)2(q2 − 1)q4c−4χ1,s(
√
D)
1
1 − µ2χ1q−(2s+1/2)
.
7. Approach by matrix coefficients
In this section, we consider a finite place where π is supercuspidal, χ1 and χ2 are unramified and
E/F is inert. In general, the calculation in terms of matrix coefficient is also not easy. But this case
turns out to be very simple compared with the previous method.
Again we will work mostly in the local settings and omit the subscript v for all notations. Note
if the level c of the representation π is odd, then the local integral is automatically zero according
to Theorem 3.1 and Example 3.2. When the level c is even, let c = 2k. Define ˜K to be the subgroup
59
of GL2(OE) whose elements are congruent to
(
1 0
0 1
)
mod (̟kOE). Define Φs to be the unique up
to constant function from the induced representation such that it’s right ˜K−invariant and supported
on B
(
0 1
−1 −
√
D
D
)
˜K. It will be normalized such that Φs(
(
0 1
−1 −
√
D
D
)
) = 1.
As mentioned in the end of Section 4, the local integral of our problem can also be formulated
in terms of matrix coefficients:
(7.1)
∫
F∗\GL2(F)
Φs(γ0g) < F1, π(g)F > dg,
where F1 ∈ πˆ, F ∈ π and < ·, · > is a bilinear and GL2(F)− invariant pairing between πˆ and π.
We briefly recall the bilinear and GL2(F)− invariant pairing < ·, · > for the supercuspidal rep-
resentations. As elements from the Kirillov moder for πˆ and π, F1 and F belong to the space of
Schwartz functions S (F∗). Then define
(7.2) < F1, F >=
∫
F∗
F1(x)F(−x)d∗x.
This is indeed bilinear and GL2(F)− invariant (see [13] Lemma 2.19.1).
As motivated by Example 3.5, we will pick F1 and F to be the unique up to constant elements
from respective representations which are invariant under
{
(
a +̟kOF b +̟kOF
bD +̟kOF a +̟kOF
)
|a + b
√
D ∈ O∗E}
We further assume F1 and F are so normalized that
< F1, F >= 1.
Proposition 7.1. Suppose that π is supercupidal of level c, χ1 and χ2 are both unramified, and E/F
is inert. Then for the given choices of F1 ∈ πˆ, F ∈ π and Φs, we have∫
F∗\GL2(F)
Φs(γ0g) < F1, π(g)F > dg = 1(q − 1)qc−1 .
First of all, we need a lemma about the Gross-Prasad test vector.
Lemma 7.2. Let F1 ∈ S (F∗) be an element in the Kirillov model of πˆ. Suppose that it’s invariant
under the action of R∗c where Rc is the order
{
(
a +̟kOF b +̟kOF
bD +̟kOF a +̟kOF
)
|a + b
√
D ∈ OE}.
Then F is supported at v(x) = −k and consists of characters of level less than or equal to k.
Proof. To get the statement, we actually only need that F1 is invariant under
{
(
1 +̟kOF ̟kOF
̟kOF 1 +̟kOF
)
}.
We write F1 =
∑
n∈Z
∑
ν
aν,n1ν,n(x). By definition,
πˆ(
(
a 0
0 1
)
)F1(x) = F1(ax) =
∑
n∈Z
∑
ν
aν,nν(a)1ν,n(x)
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for any a ∈ 1 +̟kOF. To be invariant, we need aν,n = 0 for any ν of level greater than k. From
πˆ(
(
1 m
0 1
)
)F1(x) = ψ(−mx)F1(x) = F1(x)
for any m ∈ ̟kOF, we get aν,n = 0 for n < −k. Thus we can write
(7.3) F1 =
∑
n≥−k
∑
ν of level≤k
aν,n1ν,n(x).
Lastly F1 has to be invariant under
(
1 0
m′ 1
)
= ω−1
(
1 −m′
0 1
)
ω for any m′ ∈ ̟k. This is equivalent
to that πˆ(ω)F1 is invariant under these
(
1 −m′
0 1
)
, which implies πˆ(ω)F1 is supported at v(x) ≥ −k.
We know from (6.38)
(7.4) πˆ(ω)F1 =
∑
n≥−k
∑
ν of level≤k
aν,nCνw−10 z
−n
0 1ν−1w0,−n+nν−1 .
So we get −n + nν−1 ≥ −k for all ν of level ≤ k. By Lemma B.3, nν−1 = −c for all such characters.
Thus −n − c ≥ −k, that is n ≤ −k. 
Next we need to know the property for Φs.
Lemma 7.3. Let Φs be the unique normalized element from the induced representation which is
supported on B
(
0 1
−1 −
√
D
D
)
˜K. Then
(7.5) Φs(γ0
(
a1 m
0 1
)
) =

1, if v(m) ≥ k and a1 ≡ 1 mod (̟k);
0, otherwise .
Proof. Let’s consider when the matrix
(
1 0√
D 1
) (
a1 m
0 1
)
can be in the support B
(
0 1
−1 −
√
D
D
)
˜K.
This is equivalent to say if there exists k ∈ ˜K such that
(
a1 m
a1
√
D 1 + m
√
D
)
k
(
−
√
D
D −1
1 0
)
is upper triangular. This in turn is equivalent to that
−a1 + 1 + m
√
D ≡ 0 mod (̟k).
Thus one get the conditions for Φs(γ0
(
a1 m
0 1
)
) to be non-zero as in the lemma. When these condi-
tions are satisfied, the rest are easy to check. 
61
Now we can prove Proposition 7.1 easily. As χ1 and χ2 are unramified, Φs(γ0tg) = Φs(γ0g) for
t ∈ O∗E. Note that F∗\GL2 = O∗E{
(
a1 m
0 1
)
}. Then the local integral (7.1) becomes
∫
F∗\GL2(F)
Φs(γ0g) < F1, π(g)F > dg(7.6)
=
∫
t∈O∗E
∫
a1,m
Ω(t)Φs(γ0
(
a1 m
0 1
)
) < πˆ(t−1)F1, π(
(
a1 m
0 1
)
)F > d∗a1dmd∗t
=
∫
a1 ,m
Φs(γ0
(
a1 m
0 1
)
) < F1, π(
(
a1 m
0 1
)
)F > d∗a1dm
=
∫
v(m)≥k and a1≡1 mod(̟k)
< F1, π(
(
a1 m
0 1
)
)F > d∗a1dm.
Here we have used the fact that F1 is invariant under O∗E for the second equality, and Lemma 7.3
for the last equality. Recall for the Kirillov model,
(7.7) π(
(
a1 m
0 1
)
)F(x) = ψ(−mx)F(a1 x).
Now by F consists of characters of level less than or equal to k while a1 ≡ 1 mod(̟k), we have
F(a1x) = F(x).
By F is supported at v(x) = −k while v(m) ≥ k, we have
ψ(−mx) = 1.
Thus
(7.8)
∫
F∗\GL2(F)
Φs(γ0g) < F1, π(g)F > dg =
∫
v(m)≥k and a1≡1 mod(̟k)
< F1, F > d∗a1dm =
1
(q − 1)qc−1 .
8. Conclusion
Now we return to the global story. Recall our global integral is
(8.1) I(E, F, s) =
∫
ZAGL2(F)\GL2(AF)
F(g)E(g, s)dg.
According to Proposition 4.7, we either get 0 for I(E, F, s), or we can fix a non-zero period integral
C such that
(8.2) C · I(E, F, s) =
∏
v
Pv(s, 1/2, fv,Φs,v),
where
(8.3) Pv(s,w, fv,Φs,v) =
∫
ZN\GL2(Fv)
∫
GL2(Fv)
W−ϕ,v(σ)∆v(σ)w−1/2r′(σ) fv(g, det(g)−1)Φs,v(γ0g)dσdg.
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The work in section 5 showed that at unramified places,
Pv(s, 1/2, fv,Φs,v) =
Lv(Πv ⊗Ωv, 1/2)Lv(πv ⊗ χ1,v|F∗v , 2s + 1/2)
Lv(ηv, 1)LEv (χv, 2s + 1)
,
where Π is the base change of π to E and χ = χ1
χ2
. For every place v of F, we normalized the local
integral by
(8.4) P0v(s, 1/2, fv,Φs,v) =
Lv(ηv, 1)LEv (χv, 2s + 1)
Lv(Πv ⊗Ωv, 1/2)Lv(πv ⊗ χ1,v|F∗v , 2s + 1/2)
Pv(s,w, f ,Φs).
Then Propositions 5.5 and 5.6 imply that P0v(s, 1/2, fv,Φs,v) = 1 for all unramified places. So we
can rewrite (8.2) as
(8.5) C · I(E, F, s) = L(Π ⊗Ω, 1/2)L(π ⊗ χ1|A
∗
F
, 2s + 1/2)
L(η, 1)LE(χ, 2s + 1)
∏
v∈S
P0v(s, 1/2, fv,Φs,v)
Propositions 6.1, 6.3, 6.7, 6.13, 6.17 and 6.22 in Section 6 give P0v(s, 1/2, fv,Φs,v) for some rami-
fied cases. The following table gives a list of results from Section 6:
Case πv χ1,v and χ2,v Ev/Fv P0v(s, 1/2, f ,Φs)
1 unramified unramified ramified 1
2 unramified
special
unramified split 1(q+1)2(1−χ(2)v q−(2s+1))
3 supercupidal
or ramified
principal
unramified split 1(q+1)2q2c−2(1−χ(2)v q−(2s+1))
4 unramified χ1,v level c inert P01+q−1 for P0 given in (6.82)
5 µ2,v level c χ1,v level c inert 1(q−1)3(q+1)2q4c−5χ1,v(√D)
Recall the characters not mentioned (that is, µ1,v and χ2,v) in cases 4 and 5 are all unramified.
This implies that χ1,v|F∗v is unramified in case 4 and is of level c in case 5.
We also list the choices for fv and Φs,v for the above results. Recall Φs,v is normalized in the
sense that if Φs,v is K1(̟c)−invariant and supported on B
(
1 0
̟i 1
)
K1(̟c), then Φs,v(
(
1 0
̟i 1
)
) = 1.
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Case fv Φs,v
1 char(
(
OF OF
OF OF
)
) × char(O∗F) K−invariant
2 char(
(
1 0√
D 1
) (
OF OF
̟OF OF
)
) × char(O∗F) Φ(1)s,v is K− invariant; Φ(2)s,v is
K1(̟)−invariant, supported
on BK1(̟)
3 char(
(
1 0√
D 1
) (
OF OF
̟cOF OF
)
) × char(O∗F) Φ(1)s,v is K− invariant; Φ(2)s,v is
K1(̟c)−invariant, supported
on BK1(̟c)
4 char(
(
OF ̟cOF
̟−cOF OF
)
) × char(O∗F) K1(̟c)−invariant, supported
on B
(
1 0
1 1
)
K1(̟c)
5 char(
(
1 +̟cOF OF
̟cOF OF
)
) × char(1 +̟cOF) K1(̟c)−invariant, supported
on B
(
1 0
1 1
)
K1(̟c)
In cases 2 and 3, we didn’t get the expected numerator. Unlike the denominator, the numerator
depends on the specific choice of fv and Φs,v. We actually have some asymmetry in our choice for
Φs,v. It might be possible that we can get better numerator for a symmetric choice of Φs,v. But we
won’t do it here for the sake of concisement.
Also recall in Section 7 we discussed the case when πv is supercupidal, χ1,v χ2,v for Φs,v are
unramified and Ev/Fv is inert. We showed that the local integral in terms of the matrix coefficient
is ∫
F∗\GL2(F)
Φs(γ0g) < F1, π(g)F > dg = 1(q − 1)qc−1 .
Here Φs is right ˜K−invariant and supported on B
( 0 1
−1 −
√
D
D
)
˜K. F1 and F are the Gross-Prasad
test vectors as in Example 3.5.
Theorem 8.1. Suppose
(i) E is a quadratic algebra over F, which is embedded into M2(F) by
a + b
√
D 7→
(
a b
bD a
)
;
(ii) F is a cusp form for GL2(AF) in an irreducible cuspidal automorphic representation π
whose central character is wπ;
(iii) χ1 and χ2 are two Hecke characters on E∗\E∗A such that wπ · (χ1χ2)|A∗F = 1. Define χ = χ1χ2 .
Define Ω(t) = χ1(¯t)χ2(t) for t ∈ E∗A. For Φs ∈ IndGL2B (χ1, χ2, s), let
E(g, s) =
∑
γ∈B(E)\GL2(E)
Φs(γg)
be the associated Eisenstein series.
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(1) If
∫
ZAE∗\E∗A
F(tg)Ω(t)dt is always zero, then
I(E, F, s) =
∫
ZAGL2(F)\GL2(AF)
F(g)E(g, s)dg = 0.
(2) Otherwise we fix a nonzero period integral C =
∫
ZAE∗\E∗A
F1(t1)Ω−1(t1)dt1 for F1 ∈ πˆ. Then
(8.6) C · I(E, F, s) =
L(Π ⊗Ω, 1/2)L(π ⊗ χ1|A∗
F
, 2s + 1/2)
L(η, 1)LE(χ, 2s + 1)
∏
v∈S
P0v(s, 1/2, fv,Φs,v),
where P0v(s, 1/2, fv,Φs,v) is partially given in the tables above with the given choices for fv and
Φs,v.
Appendix A. Some basic facts about the compact subgroups of GL2 over p-adic field
Let Fv be a local p-adic field, and let B be the Borel subgroup of GL2 and K = GL2(O∗F)
be the maximal compact subgroup. Recall we denote by K1(̟c) (or K0(̟c)) the subgroup of
K = GL2(OF) whose elements are congruent to
(∗ ∗
0 1
)
(or
(∗ ∗
0 ∗
)
) mod (̟c) for an integer c > 0.
Most results here are probably already known by experts.
Lemma A.1. For every positive integer c,
GL2(F) =
∐
0≤i≤c
B
(
1 0
̟i 1
)
K1(̟c).
Remark A.2. When i = c, B
(
1 0
̟c 1
)
K1(̟c) = BK1(̟c). This lemma can be thought of as a variant
of Iwasawa decomposition.
Proof. First we show it’s a disjoint union. For 0 ≤ i , j ≤ c, suppose(
a1 m
0 a2
) (
1 0
̟i 1
)
=
(
1 0
̟ j 1
) (
k1 k2
k3 k4
)
for
(
a1 m
0 a2
)
∈ B and
(
k1 k2
k3 k4
)
∈ K1(̟c). Note k1, k4 ∈ O∗F and v(k3) ≥ c. By equating the
corresponding elements of the matrices, we get
a1 + m̟
i = k1, m = k2, a2̟i = k1̟ j + k3, a2 = k2̟ j + k4.
Then we can get a contradiction from the last two equation. Indeed, ̟i(k2̟ j + k4) = k1̟ j + k3 is
impossible for
(
k1 k2
k3 k4
)
∈ K1(̟c) if i , j.
Next we show that every matrix of GL2 belongs to B
(
1 0
̟i 1
)
K1(̟c) for some i. Note that
GL2(F) = BGL2(OF) by the standard Iwasawa decomposition. As a result of this, we only have to
look at matrices of form
(
x1 x2
x3 x4
)
∈ GL2(OF).
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If i = v(x3) > 0, then x4 ∈ O∗F. When i ≥ c, we have(
x1 x2
x3 x4
)
=
(
1 0
0 x4
) (
x1 x2
x3/x4 1
)
.
When 0 < i < c, we have (
x1 x2
x3 x4
)
=
( x1 x4−x2 x3
x3
̟i x2
0 x4
) (
1 0
̟i 1
) (
x3
x4̟i
0
0 1
)
.
When i = 0 and x4 ∈ O∗F , we can decompose
(
x1 x2
x3 x4
)
similarly as in the case 0 < i < c. If x4 < O∗F,
then x2, x3 ∈ O∗F, and (
x1 x2
x3 x4
)
=
det x
x3
(
1 x1−x3
x3
0 1
) (
1 0
1 1
) (
x23
det x −1 + x3 x4det x
0 1
)
.

Lemma A.3. [K : K0(̟)] = q + 1, [K0(̟i) : K0(̟i+1)] = q for i > 0.
Proof. For [K : K0(̟)], one can check that
K =
∐
n∈(OF/̟OF )
(
1 0
n 1
)
K0(̟) ∪ ωK0(̟).
In general for [K0(̟i) : K0(̟i+1)], one has
K0(̟i) =
∐
n∈(̟iOF/̟i+1OF)
(
1 0
n 1
)
K0(̟c+1).

Now we will focus on the integral of a function f on GL2. In particular, f will be right-invariant
under K1(̟c) for some integer c > 0. By Lemma A.1, the integral over GL2 can be decomposed
as the sum of integrals over each B
(
1 0
̟i 1
)
K1(̟c). Then we use that f is right K1(̟c)−invariant
and get
(A.1)
∫
g∈GL2
f (g)dg =
∑
0≤i≤c
Ai
∫
b∈B
f (b
(
1 0
̟i 1
)
)db.
Lemma A.4. A0 = qq+1 , Ac =
1
(q+1)qc−1 , and Ai =
q−1
(q+1)qi for 0 < i < c.
Proof. For 0 ≤ j ≤ c, let f j be the characteristic function of K0(̟ j). f0 is just the characteristic
function of K. Clearly they are all right-invariant under K1(̟c). The integral of these functions
just give the volume of these compact subgroups. Suppose that the Haar measure on GL2 are so
normalized that the volumes of K and B(OF) = B∩K are 1. By Lemma A.3, the volume of K0(̟ j)
is 1(q+1)q j−1 for j > 0. On the other hand, we can evaulate the integral by the right hand side of (A.1).
f j(b
(
1 0
̟i 1
)
) =

1, if b ∈ B(OF) and j ≤ i;
0, otherwise.
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So
1
(q + 1)q j−1 =
∫
g∈GL2
f j(g)dg =
∑
0≤i≤c
Ai
∫
b∈B
f j(b
(
1 0
̟i 1
)
)db =
∑
j≤i≤c
Ai
for 0 < j ≤ c. When j=0, we get
1 =
∑
0≤i≤c
Ai.
Then it’s easy to see that the values of the coefficients Ai in the lemma are the only choice. 
Remark A.5. When we integrate a K1(̟c)−invariant function over ZN\GL2, we have a similar
formula as (A.1) with the same coefficients.
Appendix B. Kirillov model for the supercuspidal representation and its newform
Recall
1ν,n(x) =

ν(u), if x = u̟n for u ∈ O∗F ;
0, otherwise,
and
(B.1) πˆ(ω)1ν,n = Cνw−10 z
−n
0 1ν−1w0,−n+nν−1 .
In [Ca], it is proved that for any supercuspidal representation π with central character wπ, there is
a unique explicit element ϕ in it such that
(B.2) π(
(
k1 k2
k3 k4
)
)ϕ = wπ(k1)ϕ
for any
(
k1 k2
k3 k4
)
∈ K0(̟−n1). One can however easily imitate the proof and show that there is such
ϕ that
(B.3) π(
(
k1 k2
k3 k4
)
)ϕ = wπ(k4)ϕ
for
(
k1 k2
k3 k4
)
∈ K0(̟−nw−10 ). (Actually ϕ is just 11,0.) Note nw−10 = n1. Then we restrict the above
equation to K1(̟−n1), so k4 ≡ 1(mod̟−n1). If one can show that the level of central charater c(wπ)
is less than or equal to −n1, then w(k4) = 1, and ϕ is K1(̟−n1)−invariant.
Lemma B.1. n1 ≤ min{−2,−c(wπ) − 1}, or equivalently, c = −n1 ≥ max{2, c(wπ) + 1}.
Proof. Recall nν ≤ −2 for any character ν. Suppose −2 ≥ n1 > −c(wπ) − 1. We have relation
(B.4) ω
(
1 −1
0 1
)
ω =
(
1 1
0 1
)
ω
(
1 1
0 1
)
.
We will test each side on 11,0. We will keep track of the levels and the supports after each action,
while ignoring the coefficients as long as they are not zero.
For the left hand side, action of ω will change 11,0 into a multiple of 1w0,n1 , which is supported
at v(x) = n1. After the action of
(
1 −1
0 1
)
, we get a finite linear combination of 1w0ν,n1 for all ν of
level −n1, as the Mellin transform of ψ(−x) for v(x) = n1 consist of all such ν. It should always be
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understood that if −n1 = 1, then ν is of level 1 or 0. Finally we will get a finite linear combination
of all those ν of level −n1 as the last action of ω cancels the w0 part.
For the right hand side, the first action of
(
1 1
0 1
)
is trivial as ψ is unramified. Then the action
of
(
1 1
0 1
)
ω is just like the first two steps of the left hand side. So we get a linear combination of
1w0ν,n1 for all ν of level −n1 for the right hand side. Recall our assumption that n1 > −c(wπ) − 1.
If n1 > −c(wπ), then the level of w0ν is c(wπ), contradicting the left hand side; If n1 = −c(wπ),
ν = w−10 is level −n1 and w0ν is the trivial character, still contradicting the left hand side. 
Remark B.2. With more careful arguments, one would expect that c(wπ) ≤ c2 .
For simplicity, we focus on the case when w is unramified or level 1. Correspondingly w0 =
wπ|O∗F is trivial or level 1. Let Fv be the local field and p be the characteristic of its residue field.
Proposition B.3. Suppose that c = −n1 ≥ 2 is the level of a supercuspidal representation π whose
central character is unramified or level 1. If p , 2 and ν is a level i character, then we have
nν = min{−c,−2i}.
For p = 2 we have the same statement,except when n1 ≤ −4 is an even integer and i = −n1/2. In
that case, we only claim nν ≥ −c.
Proof. We will just apply (B.4) to different test functions and compare levels or supports of each
sides. First of all, consider 11,n for n ≥ 0. Then the right hand side of (B.4) will give a linear
combination of 1ν,−n+n1 for all ν of level −n1 + n. The left hand side has an additional action of ω,
which has to maintain the right hand side. In particular, nν = 2n1 − 2n for all ν of level −n1 + n.
Then we consider those ν of level from 1 to −n1 − 1. Suppose 1 ≤ i < c/2.
First we test 11,−i. The situation for the left hand side is similar. The action of ω will change
11,−i into a multiple of 1w0 ,i−c. Then ψ(−x)1w0,i−c will be a linear combination of 1w0ν,i−c for all ν of
level c − i. After another action of ω, what we get just consists of all level c − i characters.
On the right hand side, ψ11,−i consists of all 1µ,−i for µ of level i. Again if i = 1, it should
be understood that µ is of level 1 or 0. If nµ > −c for some µ of level i, then the action of ω
will change 1µ−1,−i into 1µw−10 ,i+nµ , so we know π(ω
(
1 1
0 1
)
)11,−i has level i < c − i components at
v(x) = i+nµ > i−c. Note that µ and ψ(x) at v(x) = i+nµ are both of level < c− i. Then multiplying
another ψ(x) will never give level c − i components there, contradiction. So nν ≤ −c.
As a direct result of this, we also get nν ≤ −2(c − i) for all ν of level c − i. This is because in our
argument for nµ ≤ −c, the right hand side will be supported at v(x) ≤ i − c. Then on the left hand
side, the action of ω has to change all level c − i components at v(x) = i − c back to v(x) ≤ i − c.
Now if nµ′ = nµ′−1w−10 < −c for a µ
′ of level i, then we can test on 1µ′−1,−i. The left hand side will
give purely level −nµ′ − i > c − i components, supported at v(x) ≤ i + nµ′ by what we just showed
above. On the right hand side we still have level 0 component in ψ1µ′,−i as ψ(x) at v(x) = −i has
µ′−1 component. The action of
(
1 1
0 1
)
ω on this level 0 component will give a nonzero part for
v(x) = i+ n1 = i− c. This contradicts the support of the left hand side. So nµ ≥ −c for all µ of level
i.
Combine the two arguments above, we can conclude that nµ = −c for all µ of level i. One can
also get nν = −2(c − i) for all ν of level c − i.
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Now we only have to consider the ”middle” level characters. Suppose that c is even and ν is a
character of level c/2. The expected value of nν is still −c, as suggested by the statement of the
lemma. While the argument above to prove nν ≥ −c still works, the argument about nν ≤ −c will
fail. Indeed π(ω
(
1 1
0 1
)
)11,−i has level i = c − i components. Note that for c = 2, nν ≤ −2 is
automatic, so we can assume c ≥ 4. We need a more accurate description of each side and try to
compare the support in addition to the levels.
We know nν ≥ −c for all ν of level c/2 ≥ 2. Suppose that nν′ > −c is the largest among all
characters of level c/2. (Recall nν ≤ −2 for any ν.) Choose the test function to be 1ν′−1,−c/2. The
action of ω will change it into a multiple of 1ν′w0,c/2+nν′ . Then ψ(−x)1ν′w0,c/2+nν′ consists of level
c/2 characters that differ from ν′w0 by smaller level characters which are components of ψ(−x) for
v(x) = c/2+ nν′ > −c/2. That is, it’s a linear combination of 1ν′w0ν,c/2+nν′ for ν of level less than c/2
introduced by ψ(−x). When changed back by another ω action, what we get is a linear combination
of characters ν′−1ν−1. They are supported on v(x) ≤ −c/2, as we have assumed nν′ is the largest.
On the right hand side, ψ(x)1ν′−1,−c/2 consists of all characters of level less than or equal to
c/2, except those differ from ν′−1 by a lower level characters. After the action of ω, they will be
supported on v(x) ≥ −c/2, as we already know. Multiplying with another ψ won’t change the
support. By comparing the supports on both sides, we can get nν′ν = nν′ for all ν for left hand
side introduced by ψ(−x) at v(x) = c/2 + nν′ . On the right hand side, we get nµ = −c for all µ
of level c/2 not differing from ν′ by lower level characters. But we know nν′ = nν′−1w−10 > −c. To
avoid contradiction, ν′−1w−10 has to differ from ν′ by lower level characters. This implies ν′2 itself
is of lower level. But we will show this is impossible if p , 2 in the following lemma. Thus the
proposition is proved.

Lemma B.4. Suppose that p , 2, and ν is a character of O∗F of level n > 1. Then ν2 is still level n.
Proof. Let ̟ be a local uniformizer. ν being of level n implies that there exist b ∈ O∗F such that
ν(1 +̟n−1b) , 1. If p , 2, then 2 is a unit. So
ν2(1 +̟n−1b/2) = ν(1 +̟n−1b +̟2n−2b2/4) = ν(1 +̟n−1b) , 1.
This means ν2 is still level n. 
Remark B.5. When p=2, we can easily give a counterexample. Just consider the local field being
Q2. Then Z∗2 has a unique level 2 character, whose square is the trivial character.
Remark B.6. In general, we have c(wπ) ≤ c2 as suggested by Remark B.2. We still expect nν =
min{−c,−2i} to hold for most cases, except when i = c(wπ) = c2 . Then we only expect nν ≥ −c.
Remark B.7. In [26], (6.38) was formulated (using (6.36)) as
π(ω)1λ0 ,n = ǫ(π ⊗ λ−1, ψ)1w0λ−10 ,−c(π⊗λ−1)−n,
where λ0 = λ|O∗F and c(π ⊗ λ−1) is the level of π ⊗ λ−1. That is, nλ0 = −c(π ⊗ λ−1). Let λ be a
character of F∗v of level i. It was proved in [26] that if i ≤ c(π), then c(π ⊗ λ) ≤ c(π); If i > c(π)/2,
then c(π ⊗ λ) = 2i.
Corollary B.8. Suppose a supercuspidal representation π is of level c with central character being
unramified or level 1. Let λ be a character of F∗v of level i. Then c(π ⊗ λ) = max{c, 2i}.
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