We consider a branching random walk on R starting from x ≥ 0 and with a killing barrier at 0. At each step, particles give birth to b children, which move independently. Particles that enter the negative half-line are killed. In the case of almost sure extinction, we find asymptotics for the survival probability at time n, when n tends to infinity.
Introduction
We consider a branching random walk on R with an absorbing barrier at the origin. At time n, each individual of the surviving population gives birth to a fixed number of children, which move independently from the position of their father. Particles that enter the negative half-line are immediately killed, and do not have any descent.
Precisely, take b ∈ N * . Let T be a rooted b-ary tree, with the partial order v < u if v is an ancestor of u (we write v ≤ u if v < u or v = u), and let |u| denote the generation of u, the generation of the root being zero. We attach i.i.d. random variables (X u , u ∈ T , |u| ≥ 1) (X will denote a generic random variable with the common distribution). For u ∈ T , we define the position S(u) of u by:
where x is the position of the ancestor (the root). The surviving population Z n at time n is the number of particles that never touched the negative half-line:
Z n := #{|u| = n : S(v) ≥ 0 ∀v ≤ u}.
Any individual u such that S(u) < 0 dies, and then has no children. Therefore we are only interested in individuals which have all their ancestors, including themselves, at the right of the barrier 0. The first natural question that arises is whether the population ultimately dies. We introduce φ(t) := E[e We make the following assumptions on the step distribution.
• There exists s > 0 such that φ(s) < ∞.
• There exists ν ∈ (0, s) such that φ ′ (ν) = 0.
• The distribution of X is non-lattice.
Under these assumptions, we can show that (i) if γ ≤ 1/b, there is almost sure extinction, (ii) if γ > 1/b, the process survives with positive probability.
This criterion appears in [6] , though the critical case γ = 1/b is not treated there. However, a first moment argument easily bridges the gap. Throughout this paper, we focus on the extinction case γ ≤ 1/b. We necessarily have E[X ] ≤ 0 which means that particles are attracted to the barrier, and strongly enough to compensate the reproduction. Moreover, γ = φ(ν) = inf t∈R φ(t). Define u n (x) := P x (Z n > 0) which is the probability for the process to survive until generation n, starting from x. We already know that this probability tends to zero. The aim of this paper is to estimate the rate of decay of u n . This question was addressed in the continuous setting by Kesten [18] , and Harris and Harris [13] who worked on the branching Brownian motion with absorption. Links with the F-KPP equation were used in [9, 14] to recover existence of the solutions. We refer also to Derrida and Simon [11, 23] for a more physical point of view, and open conjectures in the domain. In [4] , the authors are interested in the genealogy of the killed branching Brownian motion. The survival probabilities in the near-critical case are studied in [22, 12] for the branching random walk, and in [3] for the branching Brownian motion. The critical curve for survival is found in [17] . In the critical and subcritical cases, the total progeny is studied in [1, 20, 2] . Our first theorem deals with the subcritical case. Let X 1 , X 2 , . . . be i.i.d. random variables distributed as X , and define S n := S 0 + ∑ n k=1 X k . Under the probability P z , S 0 = z almost surely. We introduce I k := inf{S j , j ≤ k} and for any x ≥ 0 the renewal function associated to (S n ) n≥0 The proof makes use of the following result for one-dimensional random walks, which is Lemma 3(ii) of [5] .
Theorem A (Bertoin and Doney [5] ). There exists a constant C 2 > 0 such that for any x ≥ 0, as n → ∞ P x (I n ≥ 0) ∼ C 2 e νx  V (x)n −3/2 γ n .
(1.4)
Consequently, the mean population at time n is given by E x [Z n ] = C 2 e νx  V (x)n −3/2 b n γ n . In light of Theorem 1.1, we can therefore state that
Conditionally on non-extinction, the mean population converges to a constant independent of the starting point. Our next result concerns the critical case γ = 1/b. We find here that the probability to survive is of order smaller than E x [Z n ], which is in contrast with the subcritical case. The paper is organized as follows. Section 2 gives results on local probabilities of onedimensional random walks conditioned to stay positive, that are used in Section 3 for the proof of Theorem 1.1. In Section 4, we present a result due to Mogul'skii [21] on the probability for a random walk to stay between two curves. We prove Theorem 1.2 in Section 5.
The centered random walk conditioned to stay positive
In this section, (R n ) n≥0 is a centered random walk under some probability Q such that σ 2 R := E Q [(R 1 − R 0 ) 2 ] < ∞. For x ≥ 0, we denote by Q x a probability distribution under which we have besides R 0 = x almost surely. We suppose that R 1 − R 0 has a non-lattice distribution.
For z ≥ 0, we define the renewal function V R (z) by V R (0) = 1 and
where
We denote by τ 0 (R) the first passage time below zero of the random walk R,
We introduce the backward process
which is the random walk with step distribution −(R 1 − R 0 ). Under Q x , we suppose that ← R0 = x almost surely. We define I k ( ← R), V← R and τ 0 ( ← R) by analogy with I k (R), V R and τ 0 (R). Looking backwards in time, we observe that we have the following equality in distribution
Finally, for ease of notation, we will write τ 0 and I k instead of τ 0 (R) and I k (R) whenever there is no possible confusion. Our aim is to estimate the probability for the random walk to lie in a small interval at time n without touching 0 before. We mainly use results from [8, 25] . However we want to allow any starting point x ≥ 0.
Normal deviations regime
Let ψ(x) := xe −x 2 /2 1 {x≥0} . Theorem 1 of [8] says that
uniformly in a ∈ R + and δ in compact sets of R + . It is also well known (see [19] ) that there exists a constant C + such that
Therefore, we can rewrite (2.1) as
uniformly in a ∈ R + and δ in compact sets of R + .
Proof. Let ∆ > 0 and (m n ) n≥0 be a deterministic sequence of integers such that n m n and m n d 2 n go to infinity. We define T n as the first time when the random walk R is equal to the infimum taken on the interval [0, n], (in particular T n ≤ n)
For any a > 0, δ > 0 and x ∈ [0, d n ], we write
Therefore, we have to show that there exist two positive sequences (ε (1) n ) n≥0 and (ε (2) n ) n≥0 both with limit 0 such that for any a > 0, δ ∈ [0, ∆] and x ∈ [0, d n ], we have
Proof of Eq. (2.4). By the Markov property, we have
where for z ∈ R + and ℓ integer, we define
By Eq. (2.3), there exists a sequence (η ℓ ) ℓ≥0 tending to 0 such that for any z ∈ R + , any δ ∈ [0, ∆] and any integer ℓ,
In particular, L(z, ℓ) ≤ c 3 /(ℓ + 1) for some constant c 3 > 0. We deduce that
Looking backwards in time, we see that
. By Lemma 20 of [25] , there exists a constant c 4 such that for any k ≥ 1 and x ≤ √ k, we have
We know (see [24] ) that V← R (u)/u has a positive limit when u goes to ∞. Therefore we have
for some constant c 5 . We deduce that
We see that ∑ ⌊n/2⌋
since V R (x) ≥ c 9 (1 + x) for some c 9 > 0 (V R (x) ≥ 1 for any x ≥ 0 and V R (x)/x converges at infinity to a positive limit from [24] ). Then we choose ε (1) n := c 8 d n (m −1/2 n + n −1/2 log(n)) to complete the proof of (2.4).
Proof of Eq. (2.5). We write as before
where L(z, ℓ) is defined in (2.6) . By the definition of V R (x), we have
By Eq. (2.8), we have
It follows that for any
where η (1) n = o n (1) by our choice of m n . On the other hand
By Eq. (2.7), we have
n := n n−m n sup ℓ≥n−m n η ℓ . The analysis of the function ψ shows that
We deduce the existence of (η (3) n ) n≥0 going to 0 such that
Thus, Eq. (2.11) becomes
This combined with Eqs. (2.9) and (2.10) implies that
Hence Eq. (2.5) holds with ε (2) n := η
A result from Iglehart [15] , generalized later by Bolthausen [7] says that under Q 0 , the random walk R n /(σ √ n) conditioned to stay positive converges to the Rayleigh distribution. We use this result to prove more generally
Proof. Suppose first that f is a continuous function with compact support. By approximation, we can assume that f is also Lipschitz. Write
We have
Let (m n ) n≥0 be a sequence of integers such that n m n and m n d 2 n go to infinity. We deduce that
by Eq. (2.8). We see that ∑ n k=m n +1
On the other hand, since f is Lipschitz with compact support, we check that there exists c 13 such
From the expression (2.13) of a n (z, k), we have for any z ∈ [0, x],
We know that R n σ √ n conditionally on τ 0 > n converges under Q 0 to the Rayleigh distribution [7] . It implies that there exists (η k ) k≥0 tending to zero such that
Let ε > 0. For n large enough and k ≤ m n , we have from (2.2)
. Combined with (2.16) and (2.17), this gives
We use this inequality for every k = 0, . . . , m n and we obtain
Together with (2.14) and (2.15), it yields that
which implies Eq. (2.12). To complete the proof, we need to check that for any ε > 0, there exists A large enough such that
Equivalently, we need to check that for any
For k ≥ m n , we already know from (2.14) that
for n greater than some n 1 and any
for n large enough. We observe that for any
for n large enough and k ≤ m n . It yields that
Therefore, there exists n 2 such that for any n ≥ n 2 , and any
which completes the proof.
Small deviations regime
We are interested in regimes where the random walk is close to the origin. This has been investigated in [25] in the case of a starting point x = 0.
We recall that C + was defined in (2.2). Similarly, let C − be the positive constant such that
Equivalently,
Proof. For ease of notation, we prove the theorem for n even. Let δ > 0, and δ ′ ∈ [0, δ]. By the Markov property, we have for any z ∈ R + ,
Looking backwards in time, we see that for any y > 0 and any integer k,
By Lemma 2.1 applied to the backward process
By Eq. (2.18), it yields that
It follows that uniformly in
We show similarly that
More explicitly, this means that we can find a sequence (ε n ) n≥0 tending to zero such that for any
We can rewrite (2.19) as
With (2.20) , it follows that we have for any
for n greater than some constant n 1 . We want to replace V←
We observe that for any z ≥ Z ,
the last line coming from the fact that V← R is nondecreasing. It remains to deal with the case
Therefore, in view of (2.19), we can take h > 0 small enough to have for n large enough (say n greater than n 2 ),
We check that lim sup η→0 sup z∈S(h) m η (z) < ε. Indeed, suppose that you can find (η k ) k a positive sequence tending to zero and (z k ) k with values in S(h) such that m η k (z k ) ≥ ε. By compacity, we can assume that z k has a limit z ∈ S(h). We have
, for any z ∈ S(h), and any n ≥ n 3 ,
for n greater than some n 4 . As before, we replace V←
in small intervals of length between √ ε n and 2 √ ε n yields that for any n ≥ n 4
Beware that the same inequality is true for non-degenerate intervals of the form (, ], [, ] , or (, ) (we can see it by taking slightly larger or smaller intervals of the form [, ) and then using the continuity of the integral
). Therefore, we have for any z ∈ [0, Z ] and n ≥ n 4
By our choice of h (see Eqs. (2.24) and (2.25)), we have
It yields that for any x ∈ [0, d n ], any z ∈ [0, Z ] and any n ≥ n 4 ,
In view of (2.23), we have for n ≥ max{n 1 , n 4 }, and any
The subcritical case
Recall that S n = S 0 + X 1 + X 2 + · · · + X n is the one-dimensional random walk associated to the branching process. We denote by
the first passage time to 0 of the random walk S. Since E [X 1 ] < 0, we know that S n drifts to −∞ and τ 0 < ∞ almost surely. Notice also that for any vertex |u| = n, S(u) is distributed as S n .
Let for h ∈]0, 1]:
Our first lemma shows a recurrence formula for u n (x) := P x (Z n > 0).
Lemma 3.1. For any x ∈ R and n ≥ 1, we have
Proof. Firstly, we obviously have u n (x) = 0 if x < 0. Therefore take x ≥ 0. We write that the process survives (until the nth generation) if and only if at least one of the individuals in the first generation has a descendant in the nth generation.
with A i the event {the ith individual in the first generation has a descendant in the nth generation}.
Using the branching property of the process, one gets that the events {(A i , i = 1, . . . , b)} are independent and have the same probability equal to E x  u n−1 (S 1 )  . Put this in the previous equation to obtain
The conclusion follows from the definition of B.
Define for any n ≥ 1 and x ∈ R:
This allows us to rewrite the lemma as follows:
For future use, notice that
Lemma 3.2. For any n ≥ 0 and x ∈ R, we have
Proof. We proceed by induction. The case n = 0 is easy since u 0 (x) = 1 {x≥0} . Now suppose n ≥ 1 and x ≥ 0. By Eq. (3.1), we have
Applying the recurrence hypothesis to u n−1 (S 1 ) gives:
 which completes the proof.
We state the key result of the section.
Furthermore, the limit does not depend on the value of x.
Suppose that Proposition 3.3 holds. Let us see how it implies Theorem 1.1.
Proof of Theorem 1.1. Lemma 3.1 says that
3 implies that there exists a constant C independent of x ≥ 0 such that
We conclude by Eq. (1.4) .
The remainder of the section is devoted to the proof of Proposition 3.3. The basic idea of the proof goes back to [13] , but several important ingredients (such as stochastic calculus and path decomposition for Bessel bridges) are no longer available in the discrete setting. First, we derive the convergence in law of S n conditionally on {τ 0 > n}. Then, we prove the lower limit and the upper limit of Proposition 3.3 in two distinct subsections.
A convergence in distribution
We use the Kolmogorov's extension theorem to define the probability Q such that for any n,
where F n is the σ -algebra generated by S 0 , S 1 , . . . , S n . Under Q, the random walk S n is centered, and σ 2 defined by φ ′′ (ν)/φ(ν) is the variance of S 1 under Q. Moreover,
with the notation of Section 2. We introduce for any z ≥ 0,
Then, with the notation of Section 2.2, we haveṼ − (z) = V← S (z). Let C + and C − be the positive constants such that
and S * be a random variable on (0, +∞) with distribution given by
Lemma 3.4. For any x ≥ 0, the random variable S n under P x (· | τ 0 > n) converges in law to S * .
Remark. The case x = 0 can be found in [16] .
Proof. We first show that the sequence is tight. By changing measure from P x to Q x , we have for any A > 0,
We see that
Moreover,
We use Lemma 2.3 with d n = n 1/3 , δ = 1 to see that there exists c 16 > 0 and n 1 such that for any n ≥ n 1 and any A > 0,
Eqs. (3.6)-(3.8) imply that for n greater than some n 2 , we have uniformly in A > 0,
By Eq. (1.4), we obtain that there exists n 3 such that for any n ≥ n 3 and any A > 0,
which proves the tightness. We prove now that the sequence converges to S * . It is enough to check the convergence on the particular test functions, f (h) = e νh 1 {h∈[z,z+δ)} for z ≥ 0 and δ > 0. We write
We deduce from Lemma 2.3 that
Eq. (1.4) yields that
We can rewrite the limit as c 17
The convergence in distribution follows. Since the limiting measure is a probability distribution, we have c 17  ∞ 0 e −νuṼ − (u)du = 1, which completes the proof.
Upper bound in Proposition 3.3
We prove a simpler version of Eq. (3.4).
Lemma 3.5. Let K ∈ N * . Then
where a K is defined in (3.10).
Proof. Let for any integer
Since (  S k , k ≤ K ) is independent of S n−K , we can write
 . By Lemma 3.4, we know that S n , conditioned on {τ 0 > n}, converges in distribution to S * . Then by the continuous mapping theorem,
We are allowed to make use of the continuous mapping theorem because S * has a density and f K has at most countably many points of discontinuity (indeed, these are the points from which the random walk has a positive probability to reach the origin in at most K steps and stay positive before. They are related to the atoms of the law of X which are at most countably many). Then,
which tends to
by Eq. (1.4).
We deduce the following upper bound.
Corollary 3.6. We have
Proof. We observe that for any n ≥ K ≥ 1,
By Lemma 3.5, it implies that
Take the infimum over K ≥ 1 to complete the proof.
Lower bound in Proposition 3.3
Let a K as in Lemma 3.5. We show that inf K ≥1 a K is also a lower bound.
Lemma 3.7. We have
and inf K ≥1 a K > 0.
Proof. Let ε > 0 and η > 0. Fix x ≥ 0. We first prove that there exists K large enough such that for n sufficiently large, we have
Since w k ≤ 1, we have, for any K ≤ n,
Therefore, we need to show that
when K is large. We split it into three parts, by observing that
with (the value of M will be chosen later on)
By Lemma 3.4, the sequence (S n ) n≥0 conditionally on {τ 0 > n} converges in distribution to S * . Therefore there exists M = M(η) such that P x (A 1 | τ 0 > n) < η/2 for n large enough. Let us consider A 2 .
We use Lemma A.2 (see Appendix) with α = 2/3. There exist some constants c M > 0 and
It implies that
for K = K (η) large enough. Therefore, we found M(η) and K (η) such that
It remains to bound the probability of having A 3 and { ∏ n k=K +1 w k (S n−k ) < 1 − ε}. From (3.2), we know that 1 − w k (x) ≤ c 15 u k (x). Furthermore,
We observe that P x (τ 0 > k) ≤ P x (S k ≥ 0) and we use the Cramér's bound
On the event A 3 , we have
Hence we get for K large enough,
This proves (3.12). In particular, taking the limit n → ∞, then inf K ≥1 , we obtain
We take η → 0 and ε → 0 to complete the proof of (3.11). Combined with Corollary 3.6, it implies that
We show now that inf K ≥1 a K > 0. Let µ > 0 and η > 0. We write that
We already showed that there exists M = M(η) and K = K (η) such that for n large enough
We recall also that on the event A 3 , we have
where F(K ) is defined in (3.14). We take care of choosing K big enough to have F(K ) > 0. We emphasize that K does not depend so far on the value of µ. We have for n ≥ K ,
By the Markov property,
Lemma 3.4 and the continuous mapping theorem yield that
. Again, we used the fact that the function g K ,µ has only countable many discontinuities. Let µ > 0 small enough to have γ −K E[g K ,µ (S * )] ≤ η. By Eqs. (3.16) and (3.17), we have for n ≥ K ,
We take the limit n → ∞. By (3.15), the LHS goes to inf K ≥1 a K . Therefore,
if η is taken strictly smaller than 1/2.
Mogul'skii's estimate and corollaries
In the course of the proof of Theorem 1.2, we will need some estimates on the probability for a random walk to stay between two curves on the time interval [0, n]. A small deviations result due to Mogul'skii provides us with the corresponding estimate (see Theorem 4.1). However, we will also need estimates on the probability to stay between two curves in time intervals of the type [β * n, γ * n], this uniformly in 0 ≤ β * ≤ γ * ≤ 1. This is contained in Proposition 4.7 (at least an upper bound).
Let F[0, 1] (resp. C[0, 1]) be the set of measurable (resp. continuous) functions from Define for any n ≥ 0
where S 0 = z almost surely under the probability P z (z ∈ R). When z = 0, write P := P 0 and define, for any t ∈ [0, 1],
n , where
We keep the notations and assumptions of Theorem 4.1 throughout this section. For the proof, we refer to [21] .
Remark 4.3. In the conclusion of Lemma 4.2, we can replace the strict inequalities L n 1 < s n < L n 2 by weak ones (or take one strict and the other weak) and obtain the same estimate by exactly the same argument. One can easily check that this also applies to the other results of this section since we deduce them from Lemma 4.2.
Proof of Lemma 4.2. Let 0
Then, for any n ≥ N , we have
Using the corresponding inequalities for probabilities and applying Theorem 4.1, we get
, and the lemma is proved.
Proof. We introduce the sequences of linear interpolation functions (  L n 1 ) n and (  L n 2 ) n defined by
We notice that
Before concluding by applying Lemma 4.2 with  L n j playing the role of L n j , we have to check that these sequences converge uniformly to L j as n → ∞ for j = 1, 2. Take ε > 0. We can choose N ≥ 1 such that for j = 1, 2 for any n ≥ N , we have ‖L n j − L j ‖ ∞ < ε. We can also choose η > 0 such that for j = 1, 2,
n , we get that for j = 1, 2 and
as n → ∞ and we can apply Lemma 4.2, which proves Lemma 4.4. From now on, we set
and for any n ≥ 1,
where, for any continuous functions L 1 and
Remark. It is easy to see that condition (4.3) holds if the sequence (γ (n) − nγ * − β(n) + nβ * ) n is bounded.
where n := ϕ(l, m). Using (4.2) and n ∼ (γ * − β * ) −1 m, we obtain x n ∼ x m (γ * − β * ) −1/3 . Consequently these sequences of functions satisfy, as m → ∞ (and so n := ϕ(l, m) → ∞):
For each 1 ≤ l ≤ M, we apply Lemma 4.4 with  L m 1 and  L m 2 to the probability of the event in the right-hand side of (4.5). Thus we obtain, for the event on the left-hand side of (4.5), as m → ∞
This bound holds with n running along the M subsequences (ϕ(l, m)) m , 1 ≤ l ≤ M, which together cover all the values n ∈ N * , and thus Lemma 4.5 is proved.
Let (β(n)) n and (γ (n)) n be sequences of reals satisfying
where 0 ≤ β * < γ * ≤ 1, and assume (4.3). Then
where sup z is taken over the z ∈ R such that x n L n 1 (β(n)) ≤ z ≤ x n L n 2 (β(n)).
We apply Lemma 4.5 N times, with u n = u j n and v n = u j+1 n , j = 0, 1, . . . , N − 1 and get by the previous equation:
In the computation of (4.6), we used the fact that C
only depends on L 2 − L 1 , β * and γ * , which implies
Letting ε → 0, we see that
and we conclude using the bound (4.6).
If L 1 < L 2 are two curves in C[0, 1], Theorem 4.1 says that the probability for a centered random walk with finite variance to stay between
is a constant defined in (4.1). If we ask now for the probability that the random walk stays between n 1/3 L 1 (k/n) and n 1/3 L 2 (k/n) only when k ∈ [β * n, γ * n], then we show that this probability is smaller than
is given by (4.4), and uniformly in 0 ≤ β * ≤ γ * ≤ 1.
We assume that B and C are mappings [0, 1] × N *  → N * , nondecreasing in the first component and such that, for any α ∈ [0, 1], the sequences (B(α, n) − αn) n and (C(α, n) − αn) n are bounded. Then we have uniformly in β * and γ * with 0 ≤ β * < γ * ≤ 1,
where sup z is taken over the z ∈ R such that x n L n 1 (B(β * , n)) ≤ z ≤ x n L n 2 (B(β * , n)).
Proof. Let ε > 0. Let N be an integer such that
We apply Lemma 4.6 N (N − 1)/2 times with
Then for n big enough, and any integers b and c such that 0 < b ≤ c < N , we have
where the sup z is over the z ∈ R such that x n L n 1 (B(b/N , n)) ≤ z ≤ x n L n 2 (B(b/N , n)). For any 0 ≤ β * ≤ γ * ≤ 1, we can find 1 ≤ b ≤ N and 0 ≤ c ≤ N − 1 such that:
where the sup z is over the z ∈ R such that x n L n
This case is easier since
The lemma follows by taking ε → 0.
Remark 4.8. The upper bound above is sharp and may be replaced by an equivalence. Keeping the above notations and hypothesis, we have, for any ε > 0 small enough,
where the inf z is over the
. The proof of this result is very similar to the upper bound, but since it is not useful here, we omit it.
Remark 4.9. For the upper bounds in the previous lemmas and in Proposition 4.7, we can release the hypothesis that L 1 < L 2 and L 1 (0) < 0 < L 2 (0). The following argument extends the upper bound to functions satisfying
Notice that the probability that s n stays between L n 1 and L n 2 is less than the probability that s n stays between  L n 1 := L n 1 − ε and  L n 2 := L n 2 + ε. Hence we may apply for example Proposition 4.7 with  L n 1 and  L n 2 and obtain a uniform upper bound exp
uniformly in β * and γ * (with 0 ≤ β * ≤ γ * ≤ 1).
The critical case
We turn to the proof of Theorem 1.2. Let ( f k , k ≥ 0) be for the time being any sequence of positive reals. We will precise the value of f k later on. For any |u| = k, we say that u ∈ S if for any ℓ ≤ k, the ancestor u ℓ of u at generation ℓ verifies 0 ≤ S(u ℓ ) ≤ f ℓ . We introduce
In words, we are interested in the number of particles that have always been below the curve f . For the underlying one-dimensional random walk (S k , k ≥ 0), we then define
is a probability under which S n is centered, and Q := Q 0 . We observe that
Proposition 5.1. The following two inequalities hold. For any x ≥ 0
with the notation of (5.1) applied to the sequence f k :
Proof. Let x ≥ 0. By the Cauchy-Schwartz inequality,
which yields
We observe that Moreover, if w is a child of v, and v i denotes the i-th child of v, we set
which stands for the number of descendants of v in generation n who have never been beyond the curve f neither below zero and who are not descendant of w. Let u be an individual in generation n and u ℓ be as previously the ancestor of u at generation ℓ. We have
from which Eq. (5.5) becomes 
For |v| = k, we notice that
By the usual change of probability, we get for any a > 0 and ℓ ≥ 0,
Therefore, Eq. (5.7) says that
From (5.6), we deduce that
For any k, we compute that
it finally gives
Hence,
Then, by (5.4) and (5.8),
Turning to the upper bound, we observe that (5.2) obviously holds if x > f 0 . If x ≤ f 0 , we notice that
where E k is the event that a particle u surviving at time n went beyond the curve f for the first time at time k < n. We say then that u is k-good. We already have
For any k ≤ n, we observe that
This leads to
Finally,
which ends the proof.
We first obtain the upper bound of Theorem 1.2.
Proof of the upper bound in Theorem 1.2. Fix x ≥ 0. Let d :=  3π 2 σ 2 2ν
, and define L(t) := d(1 − t) 1/3 , ∀0 ≤ t ≤ 1,
By Proposition 5.1, it is enough to bound R(n) := Q x (τ f > n) + ∑ n k=1 Q x (τ f > k)e −ν f k . We observe that by (5.2) lim sup By Lemma 4.6 with β(n) = 0 and γ (n) = n (Lemma 4.4 is not enough because x may be other than 0) and Remark 4.9 (because L(1) = 0),
where the last equality comes from (4.1). We want now to bound R 2 . We have to estimate the probabilities Q x (τ f > k), i.e. the probability to stay between 0 and f ℓ on time intervals of the type [0, γ * n], and this uniformly in γ * . This is done thanks to Proposition 4.7. Set there β * = 0, B(0, n) = 0 and, for any γ * ∈ (0, 1] and n ≥ 1, C(γ * , n) := ⌊γ * n⌋ − 1. Eq. (4.7) (we only need z = x there) reads log Q x (τ f > ⌊γ * n⌋ − 1) ≤ −n 1/3 (C which completes the proof of the upper bound.
In the proof of the lower bound, since x  → P x (Z n > 0) is nondecreasing, we may assume without loss of generality that x = 0. Take ε > 0. As a consequence of the Markov property, we have
The first factor is controlled by the following lemma:
Lemma 5.2. Let ε > 0. Let η > 0 such that P(X ≥ η) > 0. Then
Proof. Pick one individual u in generation  εn 1/3 η  . The right-hand side of the inequality is the probability of the event {∀1 ≤ i ≤ |u|, X u i ≥ η}. On this event, it is clear that u survives and V (u) ≥ εn 1/3 . The lemma follows. Thanks to the two last estimates, we complete the proof of the lower bound by letting ε → 0 in (5.9).
Proof. We closely follow the proof of Lemma 6.3 in [10] . Let d 2 > 0 such that d 1 := E 0 Q [e −d 2 X ] < ∞. By our assumptions, it means d 2 ∈ (0, ν). By the Markov inequality, we have for any z ≥ 0,
We observe that
where we used the fact that the renewal function behaves linearly at infinity (see [24] ). We deduce that 
