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Abstract We develop the tools necessary to use Stein’s method for approximation by a
Borel distribution. Two applications of these results are discussed. One is an explicit error
bound in the approximation of the size of a typical component in a subcritical Erdo˝s–
Re´nyi random graph. As part of this, we also provide an explicit error bound for the
geometric approximation of the length of the shortest path between two uniformly chosen
vertices (conditional on the existence of such a path), again using Stein’s method. Our
other application is to the number of customers served in the busy period of an M/G/1
queue.
Key words and phrases: Stein’s method; geometric distribution; Borel distribution;
branching approximation; Erdo˝s–Re´nyi random graph; M/G/1 queue.
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1 Introduction
The Borel distribution is well-known in the setting of Galton–Watson processes with a
Poisson offspring distribution. In such a process, the total progeny Z satisfies
Z
d
= 1 +
ξ∑
i=1
Zi , (1.1)
where ‘
d
=’ denotes equality in distribution, Z1, Z2, . . . are IID copies of Z, and ξ ∼ Po(λ)
has a Poisson distribution with mean λ < 1. This random variable Z is said to have
a Borel distribution with parameter λ, written Z ∼ Borel(λ). The corresponding mass
function is
P(Z = j) =
e−λj(λj)j−1
j!
,
for j = 1, 2, . . .. Note that E[Z] = (1 − λ)−1 and E [ 1
Z
]
= 1 − λ
2
; an elegant proof of this
latter result is given by Aldous and Pitman [1] using a representation of the mass function
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of Z in terms of its size-biased version (see the definition (2.1) below), which also yields
many other similar formulae for the Borel distribution.
It is natural to consider the Borel distribution as a limit or approximation in set-
tings where structure analogous to (1.1) appears. For example, consider an Erdo˝s–Re´nyi
random graph with n vertices, where each pair of vertices is connected by an edge inde-
pendently with probability λ/n, for some constant λ < 1. In the large-n limit, the locally
tree-like behaviour of this random graph is well-known, and as a consequence gives a lim-
iting Borel distribution for the size of a typical connected component. See, for example,
[10] for a detailed discussion of this.
Given the relationship between branching processes and queueing systems (see page
284 of [3] for details), the relationship (1.1) shows that we may also think of the Borel
distribution as describing the number of customers served in a busy period of an M/D/1
queue, where arrivals occur at the points of a Poisson process of constant rate λ < 1 and
service times are deterministic (of length 1, say). It is therefore also natural to consider
the Borel distribution as an approximation of the number of customers served in a busy
period of an M/G/1 queue, allowing for a general distribution of service times (with mean
1).
Our main purpose here is to develop the tools necessary in order to apply Stein’s
method for probability approximation to these problems and others in which the Borel
distribution is a natural limiting or approximating object. Stein’s method has proved to
be a powerful technique in a wide variety of probabilistic approximation settings; see [15]
and references therein for an introduction to Stein’s method generally.
The error bounds we give are in terms of the total variation distance, defined for any
positive integer valued random variables Y and Z by
dTV (L(Y ),L(Z)) = sup
A⊆N
|P(Y ∈ A)− P(Z ∈ A)|
=
1
2
sup
h:N 7→R
‖h‖≤1
|Eh(Y )− Eh(Z)| = inf
(Y,Z)
P(Y 6= Z) ,
where N = {1, 2, . . .}, ‖·‖ is the supremum norm, and the infimum is taken over all
couplings of the random variables (Y, Z).
We apply Stein’s technique to the Borel distribution in Section 2, following which
we will consider the applications we have already introduced above. Approximation of
the number of customers served in the busy period of an M/G/1 queue is discussed in
Section 3, providing a brief illustration of our techniques. Section 4 will consider a more
detailed application, to typical component size in subcritical Erdo˝s–Re´nyi random graph
models. As part of this, in Section 4.1 we establish a geometric approximation result for
shortest path lengths in subcritical Erdo˝s–Re´nyi random graphs which is needed for this
application, and which may also be of independent interest.
Finally, in Section 5 we derive an explicit error bound for the approximation of Z ∼
Borel(λ) by a geometric distribution with parameter 1−λ. This error bound is small when
λ is close to zero, and so (given the significantly simpler form of the geometric distribution
compared to the Borel distribution) in applications a geometric approximation may be
a more practically useful one than the Borel approximation for small values of λ. The
results of Section 5 may be combined with our other results to give such bounds, if desired.
2
We conclude this introductory section by noting that our work leaves open several
questions for future research. Firstly, our results allow us to consider only a limited range
of values of λ, rather than all λ < 1. This seems to be a result of the choice of Stein
equation we make here (see Section 2 below for further details), but it is a restriction we
have been unable to remove and it remains an open problem to derive results applicable
for all λ < 1. Secondly, in our application to subcritical Erdo˝s–Re´nyi random graphs, the
order of the upper bound we obtain is correct only up to a factor of log(n), which we have
been unable to remove by these techniques. Again, further details are given below.
2 Stein’s method for Borel approximation
Our goal in this section is to establish a general bound for Borel approximation using
Stein’s method; see Theorem 2.4 below. This is the first use of Stein’s method for Borel
approximation. We refer the reader to [15] and references therein for background on
Stein’s method. Subsequent sections of the paper will consider some applications of our
results here.
Throughout this section we let Z ∼ Borel(λ) and let W be any positive integer-valued
random variable with expectation E[W ] = (1 − λ)−1 for some fixed 0 < λ < 1. For any
such W , we denote by W ⋆ the size-biased version of W , defined by
P(W ⋆ = j) =
jP(W = j)
EW
. (2.1)
Note that W ⋆ satisfies
E[f(W ⋆)] =
E[Wf(W )]
EW
, (2.2)
for any function f : N 7→ R for which these expectations exist; this latter formula is
also used to define the size-biased version of non-negative random variables which are not
integer-valued.
We use the representation (1.1) to write a distributional equality for the size-biased
version Z⋆, which we can then use to define an appropriate Stein equation to use as the
basis of Stein’s method for Borel approximation.
Let I be a Bernoulli random variable, independent of all else, with P(I = 1) = 1−P(I =
0) = λ. Noting that EZ = (1 − λ)−1, we use results from Sections 2.2 and 2.4 of [2] on
size biasing sums and random sums of random variables to obtain
Z⋆
d
= (1− I)Z + I(Z + Z⋆) , (2.3)
since ξ⋆
d
= ξ + 1; see Section 2.2 of [2].
This motivates us to define the following Stein equation to compare W and Z: for
each bounded h : N 7→ R, we let fh : N 7→ R be the solution of the equation
h(k)− E[h(Z)] = (1− λ)(k − 1)fh(k)− λ(1− λ)k
∞∑
i=1
fh(i+ k)q(i) , (2.4)
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where q(i) = P(Z = i), and we define fh(1) = 0 for all h. Using this equation, we have
that
E[h(W )]− E[h(Z)] = (1− λ)E[(W − 1)fh(W )]− λ(1− λ)E
[
W
∞∑
i=1
fh(i+W )q(i)
]
= E[fh(W
⋆)]− (1− λ)E[fh(W )]− λE[fh(Z +W ⋆)]
= E[fh(W
⋆)]− E[fh((1− I)W + I(Z +W ⋆))] , (2.5)
where Z and W ⋆ are independent, and hence
dTV (L(W ),Borel(λ)) = 1
2
sup
‖h‖≤1
|E[fh(W ⋆)]− E[fh((1− I)W + I(Z +W ⋆))]| . (2.6)
From the distributional equality (2.3), it is clear that this upper bound is zero if W and
Z are equal in distribution.
We now establish that the solution fh to the equation (2.4) is bounded. This is done
in Lemmas 2.1–2.3 below. We have defined fh(1) = 0, and for k ≥ 2 we write
fh(k) =
∞∑
m=k
ak,mhZ(m) , (2.7)
where hZ(k) = (1− λ)−1(h(k)− E[h(Z)]), and which therefore satisfies
hZ(k) = (k − 1)fh(k)− λk
∞∑
i=1
fh(i+ k)q(i) . (2.8)
Since we have ‖hZ‖ ≤ (1− λ)−1 for h with ‖h‖ ≤ 1, it follows that, for each such h and
k ≥ 2,
|fh(k)| ≤ 1
1− λ
∞∑
m=k
|ak,m| . (2.9)
We therefore bound fh by first bounding the coefficients ak,m.
Lemma 2.1. For j ∈ N, ∑j−1i=1 (ji) ii−1(j−i)j−ijj−1 = j − 1.
Proof. Abel’s well-known generalization of the binomial theorem (see Section 1.5 of [14])
gives us that, for x > 0,
∑j
i=0
(
j
i
)
(x+ i)i−1(j − i)j−i = x−1(x+ j)j . Hence, we have that
j∑
i=1
(
j
i
)
(x+ i)i−1(j − i)j−i = (x+ j)
j − jj
x
.
Using continuity and taking limits as x → 0, we have ∑ji=1 (ji)ii−1(j − i)j−i = jj , where
we define 00 = 1, which is easily seen to be equivalent to the desired result.
Lemma 2.2. For k ≥ 2, akk = (k − 1)−1 and
|ak,k+j| ≤ jλq(j)
k − 1 (2.10)
for j ≥ 1.
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Proof. Substituting the representation (2.7) into (2.8), we have that
hZ(k) = (k − 1)
∞∑
m=k
ak,mhZ(m)− λk
∞∑
m=k+1
hZ(m)
m−k∑
i=1
ak+i,mq(i) , (2.11)
for each k ≥ 2. Comparing coefficients of hZ(k) on each side of (2.11) we have that
ak,k = (k − 1)−1, as required. Comparing coefficients of hZ(k + j) on each side of (2.11)
for each j ≥ 1, we obtain
ak,k+j =
kλ
k − 1
j∑
i=1
ak+i,k+jq(i) , (2.12)
from which it follows that ak,k+1 =
λq(1)
k−1
. This gives (2.10) in the case j = 1, which acts
as the base case in the proof of (2.10) by induction on j. To that end, we assume that
ak,k+l ≤ lλq(l)k−1 for each l < j, and prove (2.10) by noting that (2.12) combined with this
inductive assumption gives us
|ak,k+j| ≤ kλ
k − 1
(
q(j)
k + j − 1 +
j−1∑
i=1
(j − i)λq(j − i)q(i)
k + i− 1
)
≤ λ
k − 1
(
q(j) +
j−1∑
i=1
e−λjλj−1
ii−1(j − i)j−i
(j − i)!i!
)
=
λq(j)
k − 1
(
1 +
j∑
i=1
(
j
i
)
ii−1(j − i)j−i
jj−1
)
=
jλq(j)
k − 1 ,
where the final equality follows from Lemma 2.1. This establishes the required bound.
Lemma 2.3. For each ‖h‖ ≤ 1, ‖fh‖ ≤ (1− λ)−2.
Proof. Combining (2.9) with Lemma 2.2, we have that, for each h with ‖h‖ ≤ 1 and each
k ≥ 2,
|fh(k)| ≤ 1
(1− λ)(k − 1)
(
1 + λ
∞∑
j=1
jq(j)
)
=
1
(1− λ)2(k − 1) ,
from which the required result follows.
Now, from (2.6) we have an upper bound for dTV (L(W ),Borel(λ)):
1
2
sup
‖h‖≤1
j,k∈N
|fh(j)− fh(k)| dTV (L(W ⋆),L((1− I)W + I(Z +W ⋆)))
≤ sup
‖h‖≤1
‖fh‖dTV (L(W ⋆),L((1− I)W + I(Z +W ⋆))) .
Combining this with Lemma 2.3, we have proved the following.
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Theorem 2.4.
dTV (L(W ),Borel(λ)) ≤ 1
(1− λ)2dTV (L(W
⋆),L((1− I)W + I(Z +W ⋆))) .
Remark 2.5. One unusual feature of the bound given in Theorem 2.4, compared to anal-
ogous results using Stein’s method in other settings, is the presence of the random variable
Z in the upper bound. In the applications that follow in Sections 3 and 4, this leads di-
rectly to a restriction on the values of λ which we may consider, for example through a
use of the triangle inequality to remove Z in the bound we obtain in proving Theorem
4.1. Further details are given in Sections 3 and 4 below. Despite this problem, we have
been unable to find an alternative approach to Stein’s method for Borel approximation
which both yields a Stein equation with a tractable solution and removes this dependence
on Z in the upper bound.
One way to ease the restriction on λ in the results that follow (while still employing
the same Stein equation) would be to make use of a better bound on the function fh than
that given by Lemma 2.3. Although this seems to give the best possible uniform bound
on ‖fh‖, the proof of Lemma 2.3 makes it clear that this is a poor upper bound for fh(k)
for large k. Using a tighter upper bound on |fh(j)− fh(k)|, allowed to depend on j and
k, in establishing a result analogous to Theorem 2.4 would be likely to allow a somewhat
increased range of values of λ to be considered in the applications below, at the cost of
additional complexity in the analysis.
3 Number of customers served in the busy period of
an M/G/1 queue
Consider an M/G/1 queueing system, with arrivals occurring at the points of a Poisson
process of constant rate λ < 1, and IID service times distributed as the random variable
S with ES = 1. The condition λ < 1 is necessary and sufficient for stability of the system.
Let N be the number of customers served during a busy period of the queue. That is,
if a single customer arrives to an otherwise empty system, N represents the number of
customers served (including this original customer) before the system is again empty.
Let ν represent the random number of customers arriving to our M/G/1 queue during
the service of the customer initiating the busy period. Note that ν has the mixed Poisson
distribution ν ∼ Po(λS). That is, ν|S ∼ Po(λS) with probability 1. Our starting point
in Borel approximation for N is the following well-known representation:
N
d
= 1 +
ν∑
i=1
Ni , (3.1)
where N1, N2, . . . are independent copies of N . In the special case of the M/D/1 queue,
where all service times are constant, this reduces to (1.1), showing that the number of
customers served in a busy period of an M/D/1 queue has a Borel distribution. Note also
that (3.1) implies that E[N ] = (1− λ)−1.
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In bounding the total variation distance between N and Z ∼ Borel(λ), we could use
the representations (1.1) and (3.1) to write
dTV (L(N),Borel(λ)) = dTV
(
L
(
ν∑
i=1
Ni
)
,L
(
ξ∑
i=1
Zi
))
≤ dTV (Po(λS),Po(λ)) + λdTV (L(N),Borel(λ)) ,
where the inequality uses Corollary 3.1 of [16]. We thus have
dTV (L(N),Borel(λ)) ≤ 1
1− λdTV (Po(λS),Po(λ)) ≤
λ2Var(S)
1− λ , (3.2)
by Theorem 1.C of [6]. Note that this bound holds for all λ < 1.
Alternatively, we can use an approach based on our Theorem 2.4. We do this princi-
pally to demonstrate a simple application of our results, and to highlight the shortcomings
already indicated at the end of Section 2. Similarly to (2.3), we use (3.1) and results from
Section 2 of [2] to write
N⋆
d
= (1− I)N + I
(
1 +
ν⋆−1∑
i=1
Ni +N
⋆
)
,
where, as before, I is a Bernoulli random variable, independent of all else, such that
P(I = 1) = λ. Then, using Theorem 2.4, conditioning on I and using the representation
(1.1) we obtain
dTV (L(N),Borel(λ)) ≤ λ
(1− λ)2dTV
(
L
(
ν⋆−1∑
i=1
Ni
)
,L
(
ξ∑
i=1
Zi
))
.
Proceeding as we did above by using Corollary 3.1 of [16], we then have that
dTV (L(N),Borel(λ)) ≤ λ
(1− λ)2 [dTV (L(ν
⋆ − 1),Po(λ)) + λdTV (L(N),Borel(λ))] .
This time there is a restriction on the values of λ we allow. Gathering both instances of
dTV (L(N),Borel(λ)) together, we require λ2(1−λ)2 < 1 to obtain a meaningful upper bound;
that is, λ < 1/2. Under this assumption we have
dTV (L(N),Borel(λ)) ≤ λ
1− 2λdTV (L(ν
⋆ − 1),Po(λ))
≤ λ
2
E|S⋆ − 1|
1− 2λ =
λ2E [S|S − 1|]
1− 2λ , (3.3)
where the final inequality follows from Theorem 1.C of [6] upon observing that ν⋆ − 1 ∼
Po(λS⋆); see Section 2.2 of [2]. Recall that the size-biased version of a general non-negative
random variable is defined via (2.2).
Each of the bounds (3.2) and (3.3) are of order O(λ2) in λ. The primary difference
between these bounds is in the permitted values of λ; (3.2) holds for all λ < 1, while (3.3)
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is restricted to λ < 1/2. The dependence on S is also somewhat different between the two
bounds. If S is supported on the non-negative integers, then S⋆ ≥ 1 almost surely and so
E|S⋆ − 1| = E[S⋆]− 1 = E[S2]− 1 = Var(S) ,
since ES = 1. In general, however, these two quantities are different, with Var(S) a little
smaller than E|S⋆ − 1| in a few examples for which we computed these quantities.
4 Typical component size in subcritical Erdo˝s–Re´nyi
random graphs
Consider the subcritical Erdo˝s–Re´nyi random graph G(n, λ/n) with n vertices, where each
pair of vertices are connected by an edge independently with probability λ/n for some
0 < λ < 1. These n vertices are given the labels 1, . . . , n, where the ordering of these
labels is arbitrary. Let C = C(n) denote the number of vertices in the same component
as the vertex labelled 1. It is well known that asymptotically (i.e., as n → ∞ with λ a
constant) the distribution of C converges to a Borel distribution with parameter λ; see, for
example, [10] for a discussion of this and related results. This asymptotic limit for C is a
consequence of the locally tree-like behaviour of subcritical Erdo˝s–Re´nyi random graphs.
In this section we will use the results of Section 2 to establish the following explicit error
bound in this approximation. Note that, throughout this work, log represents the natural
logarithm.
Theorem 4.1. Let C be the size of the component of G(n, λ/n) containing vertex 1.
Assume that n ≥ 19 and λ < 1
2
(3−√5). Further, assume also that
log(n− 1)− log log(n)
− log(λ) ≥ 1 . (4.1)
Then
dTV (L(C),Borel(λ)) ≤ 11λ
(1− 3λ+ λ2)(n− 1)
[
log(n) +
λ2 log(n)
− log(λ)
+ λ
(
1 +
log(n)
− log(λ)
)(
1 +
log(n)
log(n)− 2.9
)
+
λ3 log(n)
−2(1− λ) log(λ)n
(
5 +
log(n)
− log(λ)
)
+ 1
]
.
The proof of Theorem 4.1 is given in Section 4.2 below, before which we will give
some remarks on its result. Before proving Theorem 4.1, we will also establish (in Section
4.1) a geometric approximation result for shortest path lengths in subcritical Erdo˝s–Re´nyi
random graphs which is needed for the proof, but may also be of independent interest.
The restrictions on the permitted values of n in Theorem 4.1 are not serious; they
are there to ensure the validity of our analysis and do not impose any real restriction on
our result, though note that the assumption (4.1) requires us to increase the minimum
value of n for which the result applies as we decrease the value of λ. As discussed earlier,
however, the condition that λ < 1
2
(3 − √5) ≈ 0.38 is more restrictive, and comes as a
result of the presence of the random variable Z in the upper bound of Theorem 2.4 which
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we have already observed. We will note in the proof of Theorem 4.1 exactly where this
restriction arises; removing such a restriction is an interesting direction of future research.
The upper bound of Theorem 4.1 is of order O
(
log(n)
n
)
. However, a somewhat better
bound of order O(1/n) is available (which holds for all λ < 1), see [5], since C can
also be approximated (with a distance of order O(1/n)) by the total number of infected
individuals in a Reed–Frost epidemic model with one initial infected individual and where
each infected individual, after a fixed time period, makes a binomially distributed number
of contacts within a fixed total population of n individuals. The results of Section 4 of
[5] give total variation bounds for a general model which includes Reed–Frost as a special
case. It follows from the results of [5] that the number of infected individuals in the Reed-
Frost model can in turn be approximated (again, with a distance of order O(1/n)) by the
total number of individuals in a branching process where each individual has a Poisson(λ)
number of children. See also [4] for a discussion of the Borel limit in this setting. We have
been unable to remove this undesirable logarithmic factor using our approach, but present
this result as an illustration of the application of Stein’s method for Borel approximation.
4.1 Geometric approximation for shortest path lengths
In proving Theorem 4.1, we will make use of the random variable L = L(n), defined to
be the length (i.e., number of edges) of the shortest path between vertices 1 and 2, if
these vertices are in the same component of the graph, and infinite otherwise. With high
probability, L is infinite. Katzav et al [11] have shown that (L|L <∞) is asymptotically
geometrically distributed with mean 1/(1−λ). We write Y ∼ Geom(1−λ) if P(Y = j) =
(1 − λ)λj−1 for j = 1, 2, . . .. We complement the results of [11] by proving an explicit
error bound (again in terms of total variation distance) in the geometric approximation
of (L|L <∞). We will prove the following.
Theorem 4.2. Let L be the length of the shortest path between vertices 1 and 2 in
G(n, λ/n) for 0 < λ < 1, with L =∞ if no such path exists. Then
dTV (L(L|L <∞),Geom(1− λ)) ≤ λ(2− λ+ λ
2)
(1− λ)3(n− 1) .
This result is of independent interest, but will also be used in our proof of our Theorem
4.1. In order to prove it, we adapt the geometric approximation results of Peko¨z [12] to
the case of geometric distributions supported on the positive (rather than non-negative)
integers. We obtain
dTV (L(L|L <∞),Geom(pn(λ)))
≤ 1− pn(λ)
pn(λ)
dTV (L(L|1 < L <∞),L(L+ 1|L <∞)) , (4.2)
where pn(λ) = P(L = 1|L <∞). We have P(L = 1) = λ/n. From Appendix B of Katzav
et al [11], we also have that
P(L <∞) = λ
1 + (n− 1)(1− λ) =
λ
(1− λ)n+ λ ≤
λ
(1− λ)n . (4.3)
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Hence,
pn(λ) =
P(L = 1)
P(L <∞) = 1− λ+
λ
n
,
and
1− pn(λ)
pn(λ)
≤ λ
1− λ .
For the remaining term on the right-hand side of (4.2), we couple (L|1 < L < ∞) and
(L + 1|L < ∞), and bound the probability that they are not equal. Choosing a pair
of vertices uniformly at random (which we may label as 1 and 2), suppose we realise
(L|1 < L < ∞), which gives us a shortest path (of length at least two) between these
vertices. If more than one such shortest path exists, choose one uniformly. On this path,
give the vertex adjacent to 2 the label 3 and consider the path we have constructed in our
graph between vertices 1 and 3. This must be the shortest such path (since we started
with the shortest path between vertices 1 and 2). This path between vertices 1 and 3
almost gives us a realisation of (L|L < ∞) (and thus the original path a realisation of
(L + 1|L < ∞)), except that the vertex labelled 3 is chosen uniformly from all vertices
different to 1 and 2, rather than from all vertices different to 1. If we are choosing a vertex
uniformly from {2, . . . , n}, we choose vertex 2 with probability 1/(n − 1); otherwise we
may assume that we have chosen the vertex we have labelled 3 and obtained the desired
random variable (L+ 1|L <∞). Thus,
dTV (L(L|1 < L <∞),L(L+ 1|L <∞)) ≤ 1
n− 1 ,
and hence,
dTV (L(L|L <∞),Geom(pn(λ))) ≤ λ
(1− λ)(n− 1) .
To compare (L|L <∞) instead with Y ∼ Geom(1−λ), we combine this with a bound
for dTV (Geom(pn(λ)),Geom(1 − λ)) and use the triangle inequality. To obtain a bound
on this latter quantity, we may use a ‘comparison of generators’ approach analogous to
that used by Goldstein and Reinert [9], but with the Stein equation (and bounds on its
solution) derived for geometric approximation by Peko¨z [12]. Such an argument gives us
dTV (Geom(pn(λ)),Geom(1− λ)) ≤ 1 + λ
1− λ
(
λ
1− λ −
λ− λ/n
1− λ+ λ/n
)
≤ λ(1 + λ)
(1− λ)3n ,
so that
dTV (L(L|L <∞),Geom(1− λ)) ≤ λ(1− λ)
2 + λ(1 + λ)
(1− λ)3(n− 1) =
λ(2− λ+ λ2)
(1− λ)3(n− 1) ,
as required. Finally in this section, complementing the approach of [9], we note also
the recent work of Ernst and Swan [8] in developing a powerful and general method for
bounding distances between probability distributions using Stein’s method.
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4.2 Proof of Theorem 4.1
We now use Theorem 2.4 to prove Theorem 4.1, giving a bound in the Borel approximation
for C. We begin by considering the construction of its size-biased version, C⋆. Writing
C = 1 +
n∑
j=2
I(vertex j is in the same component as vertex 1) ,
we use the exchangeability of these indicator random variables and rules for size biasing
sums from Section 2 of [2] to obtain
C⋆
d
= (1− I ′)C + I ′(C|L <∞) , (4.4)
where I ′ is a Bernoulli random variable, independent of all else above, such that P(I ′ =
1) = λ′ and (again using results from Appendix B of [11])
λ′ = 1− 1
EC
= λ− λ
n
.
We use the representation (4.4) in conjunction with Theorem 2.4. In doing so, and
noting that P(I ′ = 1) < P(I = 1), we couple the random variables I and I ′ such that
P(I = I ′ = 1) = λ′ < λ, P(I = I ′ = 0) = 1 − λ, and P(I = 1, I ′ = 0) = λ − λ′ = λ/n.
With this coupling, we use Theorem 2.4 to obtain
dTV (L(C),Borel(λ)) ≤ λ
(1− λ)2
[
dTV (L(C|L <∞),L(Z + C⋆)) + 1
n
]
.
In order to proceed to bound this, we need to replace the Z ∼ Borel(λ) appearing on the
right-hand side of the above with a copy of C independent of all else appearing above.
As we will see, this induces the restriction on the values of λ we permit in Theorem 4.1.
Using the triangle inequality,
dTV (L(C),Borel(λ))
≤ λ
(1− λ)2
[
dTV (L(C|L <∞),L(C + C⋆)) + dTV (L(C),Borel(λ)) + 1
n
]
. (4.5)
This inequality is informative only if λ(1 − λ)−2 < 1, that is, if λ < 1
2
(3 − √5). Under
this assumption, (4.5) gives
dTV (L(C),Borel(λ)) ≤ λ
1− 3λ+ λ2
[
dTV (L(C|L <∞),L(C + C⋆)) + 1
n
]
. (4.6)
Now, define the Bernoulli random variables Jj = I(L > j + 1|j < L < ∞) for
j = 0, 1, 2, . . ., and the corresponding probabilities
θj = P(Jj = 1) = P(L > j + 1|j < L <∞) .
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We also define Θj = θ0 · · · θj−1 for j ≥ 1. Noting that we have Θj = P(L > j|L <∞) for
each j, our Theorem 4.2 gives us the bound
λj − a(λ)
n− 1 ≤ Θj ≤ λ
j +
a(λ)
n− 1 , (4.7)
for each j, where a(λ) = λ(2−λ+λ
2)
(1−λ)3
.
We write (C|L < ∞) d= (1 − J0)(C|L = 1) + J0(C|1 < L < ∞). Using this represen-
tation, together with (4.4) and the fact that J0
d
= I ′, we may bound
dTV (L(C|L <∞),L(C + C⋆)) ≤ (1− λ′)dTV (L(C|L = 1),L(C + C˜))
+ λ′dTV (L(C|1 < L <∞),L(C˜ + C|L <∞)) ,
where C˜ is a copy of C which is independent of the C and L with which it appears.
Bounding λ′ < λ and 1− λ′ < 1, this gives
dTV (L(C|L <∞),L(C + C⋆)) ≤ dTV (L(C|L = 1),L(C + C˜)) + λα0 , (4.8)
where we define
αj = dTV (L(C|j + 1 < L <∞),L(C˜ + C|j < L <∞)) ,
for j = 0, 1, 2, . . . , n− 4.
To bound the first term on the right-hand side of (4.8), consider a realization of our
random graph conditional on the presence of an edge between vertices 1 and 2, giving a
realization of (C|L = 1). By deleting this edge between vertices 1 and 2, we obtain a
realization of C + C˜ as long as these two vertices are not connected by a different path
in our random graph. Hence, using (4.3),
dTV (L(C|L = 1),L(C + C˜)) ≤ P(L <∞) ≤ λ
(1− λ)n . (4.9)
It remains now only to bound α0. To do this, we first consider a bound on a general
αj which we may then apply inductively. Conditioning on the value of L, we may write
αj = dTV (L((1− Jj+1)(C|L = j + 2) + Jj+1(C|j + 2 < L <∞)),
L(C˜ + (1− Jj)(C|L+ j + 1) + Jj(C|j + 1 < L <∞))) .
We couple the Bernoulli random variables Jj and Jj+1 so that P(Jj = Jj+1 = 1) =
min{θj, θj+1} ≤ θj , P(Jj = Jj+1 = 0) = 1 − max{θj, θj+1} ≤ 1, and P(Jj 6= Jj+1) = ǫj,
where ǫj = |θj+1 − θj |. Using this coupling, we obtain
αj ≤ dTV (L(C|L = j + 2),L(C˜ + C|L = j + 1)) + θjαj+1 + ǫj . (4.10)
To bound the first term on the right-hand side of (4.10), we proceed similarly to (4.9).
The event on which the random variables (C|L = j + 2) and (C˜ + C|L = j + 1) are
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different may be bounded by the union of the events that the vertex adjacent to 1 in the
path between vertices 1 and 2 we have implicitly constructed is not connected to any of
the remaining j + 2 vertices in this path. Hence,
dTV (L(C|L = j + 2),L(C˜ + C|L = j + 1)) ≤ (j + 2)P(L <∞) ≤ λ(j + 2)
(1− λ)n ,
and so
αj ≤ λ(j + 2)
(1− λ)n + θjαj+1 + ǫj .
Applying this bound recursively, for any 0 ≤ m ≤ n− 4, we obtain
α0 ≤ λ
(1− λ)n
(
m∑
j=0
(j + 2)Θj
)
+
m∑
j=0
ǫjΘj +Θm+1 , (4.11)
since αm+1 ≤ 1, where we define Θ0 = 1. We choose
m =
⌊
log(n− 1)− log log(n)
− log(λ) − 1
⌋
≤ log(n)− log(λ) , (4.12)
and note that the assumptions of our theorem guarantee that this is a valid choice.
Using (4.7), straightforward analysis yields
m∑
j=1
(j + 2)Θj ≤
m∑
j=1
(j + 2)
(
λj +
a(λ)
n− 1
)
≤ λ(3− 2λ)
(1− λ)2 +
a(λ)
2(n− 1)m(5 +m) . (4.13)
Again using (4.7), and since m ≥ log(n−1)−log log(n)
− log(λ)
− 2, we also have
Θm+1 ≤ λm+1 + a(λ)
n− 1 ≤
log(n)
λ(n− 1) +
a(λ)
n− 1 . (4.14)
It remains only to bound the middle term on the right-hand side of (4.11). Another
application of (4.7) gives
m∑
j=0
ǫjΘj ≤
m∑
j=0
λj |θj+1 − θj |+ a(λ)m
n− 1 . (4.15)
Writing θj = Θj+1/Θj , (4.7) gives us that
λj+1 − a(λ)/(n− 1)
λj + a(λ)/(n− 1) ≤ θj ≤
λj+1 + a(λ)/(n− 1)
λj − a(λ)/(n− 1) ,
so that
θj − λ ∈
[
− (1 + λ)a(λ)
(n− 1)(λj + a(λ)/(n− 1)) ,
(1 + λ)a(λ)
(n− 1)(λj − a(λ)/(n− 1))
]
,
13
as long as λj − a(λ)
n−1
> 0 for all j ≤ m + 1. Since λj is decreasing in j and a(λ) < 2.9
for all 0 < λ < 1
2
(3 − √5), it suffices to check that λm+1 > 2.9
n−1
. To check this, let
l = log(n−1)−log log(n)
− log(λ)
−1 and note that λm+1 ≥ λl+1 = log(n)
n−1
. Hence, the required condition
holds as long as log(n) > 2.9, which is taken care of by the assumption that n ≥ 19. We
then have that
|θj+1 − θj | ≤ (1 + λ)a(λ)
(n− 1)λj+1
(
1
1 + a(λ)
(n−1)λj+1
+
1
1− a(λ)
(n−1)λj+1
)
≤ (1 + λ)a(λ)
(n− 1)λj+1
(
1 +
log(n)
log(n)− 2.9
)
, (4.16)
where the final inequality follows from the fact that
0 ≤ a(λ)
(n− 1)λj+1 ≤
2.9
(n− 1)λm+1 ≤
2.9
log(n)
.
Combining (4.15) and (4.16), we thus have that
m∑
j=0
ǫjΘj ≤ (1 + λ)a(λ)(m+ 1)
λ(n− 1)
(
1 +
log(n)
log(n)− 2.9
)
+
a(λ)m
n− 1 . (4.17)
The proof of Theorem 4.1 is completed by combining the bounds of (4.6), (4.8), (4.9),
(4.11), (4.13), (4.14) and (4.17) to obtain
dTV (L(C),Borel(λ)) ≤ λ
(1− 3λ+ λ2)(n− 1)
[
log(n) + λa(λ)m
+ (1 + λ)a(λ)(1 +m)
(
1 +
log(n)
log(n)− 2.9
)
+
λ2a(λ)m(5 +m)
2(1− λ)n + b(λ)
]
,
where
b(λ) = 1 +
λ
1− λ +
2λ2
1− λ +
λ3(3− 2λ)
(1− λ)3 + λa(λ) .
We now apply the bound (4.12) and the fact that there is a constant γ < 11 such that
for all 0 < λ < 1
2
(3−√5) we have b(λ) < γ, a(λ)/λ < γ and (1 + λ)a(λ)/λ < γ.
5 Geometric approximation for the Borel distribu-
tion
Our main result in this section is the following geometric approximation for the total
progeny of a Galton–Watson process with mixed Poisson offspring distribution.
Theorem 5.1. Let T be the total progeny of a Galton–Watson branching process with
mixed Poisson offspring distribution ν ∼ Po(λη), where 0 < λ < 1 and η is a positive
random variable with Eη = 1. Then
dTV (L(T ),Geom(1− λ)) ≤
4λ
(
1− E [ηe−λη])
(1− λ)max{λ, 1− λ} .
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We prove this result in Section 5.1 below. Before doing so, we note that in the case
where η = 1 almost surely we have that T ∼ Borel(λ). Hence, we obtain the following
corollary of Theorem 5.1 immediately.
Corollary 5.2. We have
dTV (Borel(λ),Geom(1− λ)) ≤
4λ
(
1− e−λ)
(1− λ)max{λ, 1− λ} .
This could be combined with the results of Sections 3 and 4 above to immediately give a
geometric approximation bound for the random variables we considered there. Given that
the geometric distribution has a significantly simpler form than the Borel distribution,
this geometric approximation may be preferable in practice, especially when λ is small.
5.1 Proof of Theorem 5.1
In order to prove Theorem 5.1, we use Stein’s method for geometric approximation, em-
ploying the following variant of the Stein equation used by [7] and [13], among others:
For each h : N 7→ R, we let gh : N 7→ R be such that gh(1) = 0 and, for k ≥ 2, gh(k) solves
the equation
h(k)− E[h(Y )] = (1− λ)(k − 1)gh(k)− λ(1− λ)kgh(k + 1) , (5.1)
where Y ∼ Geom(1− λ).
To see that (5.1) is a variant of a Stein equation commonly used in Stein’s method for
geometric approximation, we define g˜h(k) =
(1−λ)(k−1)
k
gh(k) and note that g˜h satisfies
h(k)− E[h(Y )] = kg˜h(k)− λ(k + 1)g˜h(k + 1) ,
which is the Stein equation employed in approximation by Y by [7] and [13]. Now, when
h(j) = I(j ∈ A) for some A ⊆ N, Lemma 3 of [7] gives us that ‖g˜h‖ ≤ max{λ, 1− λ}−1.
Hence, with this choice of h,
|gh(k)| ≤ 1
1− λ
∣∣∣∣kg˜h(k)k − 1
∣∣∣∣ ≤ 2(1− λ)max{λ, 1− λ} ,
for k ≥ 2, and so
‖gh‖ ≤ 2
(1− λ)max{λ, 1− λ} . (5.2)
For notational convenience, define cλ =
2
(1−λ)max{λ,1−λ}
.
Analogously to (2.5) in the case of Borel approximation, (5.1) gives that
E[h(T )]− E[h(Y )] = E[gh(T ⋆)]− E[gh((1− I)T + I(T ⋆ + 1))] ,
where, as in Section 2, I is a Bernoulli random variable, independent of all else, with
P(I = 1) = 1− P(I = 0) = λ. Hence, we have
dTV (L(T ),Geom(1− λ)) = sup
A⊆N
|E[gh(T ⋆)]− E[gh((1− I)T + I(T ⋆ + 1))]| ,
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from which it follows, using (5.2), that
dTV (L(T ),Geom(1− λ)) ≤ 2cλdTV (L(T ⋆),L((1− I)T + I(T ⋆ + 1))) . (5.3)
Now, using the fact that T
d
= 1 +
∑ν
i=1 Ti, where T1, T2, . . . are IID copies of T , we
may again apply the results of Sections 2.2 and 2.4 of [2] to write
T ⋆
d
= (1− I)T + I
(
1 +
ν⋆−1∑
i=1
Ti + T
⋆
)
.
Using this representation in conjunction with (5.3) and conditioning on the value of I we
obtain
dTV (L(T ),Geom(1− λ)) ≤ 2λcλP
(
ν⋆−1∑
i=1
Ti 6= 0
)
= 2λcλ (1− P(ν⋆ = 1)) = 2λcλ
(
1− λ−1P(ν = 1)) ,
where the final line uses the definition (2.1) of size biasing. Now, since ν ∼ Po(λη), we
have that P(ν = 1) = λE[ηe−λη]. Hence,
dTV (L(T ),Geom(1− λ)) ≤ 2λcλ
(
1− E[ηe−λη]) ,
as required.
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