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vAbstract
Proton and heavier ions have a characteristic energy deposition profile
presenting the maximum at the end of range of the primary particles. This
feature potentially allows delivering highly conformal radiation therapy, de-
positing most of the dose in the target volume and sparing the healthy tissue
surrounding it. Despite its expanding clinical application, several limitations
still affect this technique and there are great opportunities for further im-
provement. This thesis addresses the issue of range uncertainties. Many
factors influence the range of the primary particles. Due to the sharp spa-
tial gradients of the dose distribution, even a small shift can lead to severe
changes in the treatment quality. Countermeasures are usually adopted in
clinical practice to make the dose delivery robust to such shifts at the price
of obtaining sub-optimal treatment plans. This thesis aims to develop a pre-
clinical prototype to measure on-line and in-vivo the position of the dose
deposition. The technique is based on nuclear prompt gamma spectroscopy.
In this work, we first proposed the use of a novel detector type. Then, we
optimized through simulations and experimentally characterized the detec-
tor system. Finally, we experimentally demonstrated the measurement of the
particles range with millimetric precision in clinically relevant conditions.
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Zusammenfassung
Protonen und schwerere Ionen haben ein charakteristisches Energiedepo-
sitionsprofil, welches eine maximale Energieabgabe am Ende der Reichweite
der Primärpartikel aufweist. Durch diese Eigenschaft kann eine hochgradig
konformale Strahlentherapie durchgeführt werden, wobei der Hauptteil der
Dosis im Tumorvolumen wirkt und das umgebende, gesunde Gewebe gescho-
nt wird. Trotz der expandierenden klinischen Anwendung unterliegt diese
Technik einiger Einschränkungen und es gibt einige Möglichkeiten zur weit-
eren Verbesserung. Diese Arbeit behandelt das Problem der Reichweitenun-
schärfe. Viele Faktoren beeinflussen die Reichweite der Primärpartikel. Auf-
grund der scharfen räumlichen Gradienten der Dosisdistribution kann schon
ein kleiner Shift zu starken Änderungen in der Qualität der Behandlung
führen. Gegenmaßnahmen werden meistens im Klinikalltag angewandt, um
die Dosisabgabe robust gegenüber solchen Shifts zu gestalten, was jedoch zu
suboptimalen Bestrahlungsplänen führt. Das Ziel dieser Arbeit war, einen
präklinischen Prototypen zu entwickeln, um die Position der Dosisabgabe
online und in-vivo zu messen. Die Technik basiert auf Kern-promt-gamma-
Spektroskopie. In dieser Arbeit wurde zunächst die Verwendung eines neuen
Detektortyps motiviert. Anschließend wurde das Detektorsystem durch Sim-
ulationen optimiert und experimentell charakterisiert. Letztendlich konnten
wir experimentell die Partikelreichweite mit Präzision im Millimeterbereich
in klinisch relevanten Bedingungen bestimmen.
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1Chapter 1
Introduction
An in-vivo and on-line imaging and
range measurement would be the
holy grail of radio-therapy
L. Bottura - CERN
1.1 Motivation
Most of the oncology patients receive radiation therapy either as a primary
form of treatment or within a combined strategy. The technology employed
in this field drastically evolved during the last decades. The conformal radi-
ation therapy has been replaced by the intensity modulated radiation ther-
apy, which is nowadays a standard of clinical care. The image guidance and
online imaging have also been developed to provide a more focused dose
delivery with high energy photon beams. This type of ionizing radiation is
the most commonly adopted in the clinical practice. A small but increasing
fraction of patients is treated with beams of protons or heavier ions. Several
properties support the use of charged particle therapy. As a matter of fact, the
patients who received charged particle therapy overcame the 200’000 units
at the end of 2018. The physical rationale is based on the characteristic dose
profile, which presents the maximum of the energy deposition at a depth
defined by the initial beam energy. Its comparison with the depth dose pro-
file of high energy photon beams clearly shows the potential advantage in
treating deeply located tumors (Figure 1.1). The biological effect is enhanced
compared to photon beams due to the higher local ionization density, which
can be beneficial especially for radio resistant tumors in presence of beams
heavier than protons. The technological challenges in producing and de-
livering high energy ion beams have been overcame and several commer-
cial solutions are nowadays available to integrate charged particle therapy in
clinical environments. The advantage for the patients is being investigated
by several randomised clinical trials. Nonetheless, several challenges are still
present and charged particle therapy has great potential for further improve-
ment. This thesis addresses the issue of range uncertainty investigating a
technique to measure the absolute position of the dose deposition during the
treatments.
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FIGURE 1.1: Left: Depth dose comparison for a photon and a
4He beam in water at clinically relevant initial energies. The
insert shows the detail of a scenario in which a longitudinal
displacement of 2 mm is added for both beams. The additional
dose delivered by the displaced 4He beam is shown in red. Data
generated with FLUKA. Right: Comparison of the margins used
at different proton and ion therapy centers. Data reproduced
from Greilich, 2017. The distribution of the tumor depth for
patients referred to CPT is also shown with an histogram. The
red arrow compares the aim of this thesis to the data.
The localised energy deposition of ion beams is advantageous for deliv-
ering more conformal therapy but has remarkable drawbacks in presence
of errors. This effect can be attributed to the high spatial gradients of the
dose distribution, especially in the beam direction, which are not present for
high energy photons. The erroneous modelling of the interaction of the ion
beams with the patient tissue along the beam path can lead to small devia-
tions between the predicted and the actual position of the dose deposition.
An example where a deviation of ∆z = 2 mm was artificially introduced is
shown in Figure 1.1. The dose deposition for the photon beam is substan-
tially unaltered. On the other hand, for the ion beam, this shift removes the
dose from the planned location and moves it to a more distal position. This
simple physical effect could be translated to a clinical scenario of a prostate
treatment where part of the dose planned for the target volume is instead
delivered to the nearby organ at risk, the rectum, leading to severe side ef-
fects. To avoid such situation, frontal beams are generally avoided and the
treatments are performed with a sub-optimal solution consisting of two lat-
eral beams. This provides an example of how range uncertainties limit the
exploitation of the full potential of charged particle therapy. Moreover, the
concept of safety margins is adopted to ensure that the whole tumor volume
receives the planned dose. This approach consists in expanding the volume
to which the maximum dose is delivered to account for possible uncertain-
ties. An example of typical sizes of the margins is showed in Figure 1.1.
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Their dimension is in general depth dependent, as increasing the penetration
depth the uncertainties accumulate. For deep located tumors, the additional
volume irradiated could be as large as the tumor volume itself. The sources
of the uncertainties are diverse and will be later presented. The direct mea-
surement of the dose deposition location during the beam delivery can on
one hand lead to a reduction of the margin sizes and on the other hand to
an increase in the confidence when choosing beam angles facing an organ at
risk. These two outcomes can greatly improve the quality of charged particle
therapy treatments.
1.2 Aim of this thesis
This thesis aims to develop a technique to measure in-vivo and on-line the
location of the dose deposition during ion beam treatments. The proposed
method is prompt gamma spectroscopy. This technique measures the sec-
ondary radiation produced by specific de-excitation channels following nu-
clear inelastic reactions between the beam particles and the target nuclei. In
particular, the high energy gamma radiation emitted within nanoseconds
from the beam delivery is detected. The measurement of multiple spectral
lines, each with a characteristic energy-dependent cross-section for its pro-
duction, has the potential advantage of measuring the absolute position of
the beam particles range. Additional advantages compared to other range
monitor techniques span from the negligible contribution of the biological
washout due to the nearly-instantaneous emission of the secondary radia-
tion, to the high spatial resolution achievable selecting only the events that
do not undergo any interaction before reaching the detector system. Prompt
gamma spectroscopy has been demonstrated for protons accelerated by cy-
clotrons. Here, we investigate the technique for heavier ions accelerated by
a synchrotron. Several challenges have to be addressed. The different time
structure of a synchrotron with respect to cyclotrons requires the introduc-
tion of a beam trigger. The larger mass of the projectiles leads to an increase
in the Doppler broadening and the production of prompt gamma signal from
secondary fragments not directly correlated to the dose deposition position.
These and other phenomena have to be investigated and it has to be demon-
strated whether prompt gamma spectroscopy is applicable to ions acceler-
ated by a synchrotrons in clinically relevant scenarios. The objective of this
thesis is schematically presented in Figure 1.1. We aim to measure the range
of the primary ions with a confidence interval that is smaller compared to the
margins size nowadays adopted in clinical practice. To do so, we develop
a pre-clinical prototype for prompt gamma spectroscopy at a synchrotron
based facility.
The thesis includes a comprehensive background chapter describing the
relevant physical processes and their usage by different range verification
techniques (Chapter 2). This is followed by a concise overview of the results
(Chapter 3) and the manuscripts presenting the original research (Chapter 4).
Finally, a comprehensive discussion of the findings is developed (Chapter 5)
and the thesis is concluded with a summary (Chapter 6).
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2.1 Physics of ion beam therapy
2.1.1 Energy loss of ion beams in matter
Charged particle therapy makes use of protons and heavier ions accelerated
to kinetic energies up to Ekin = 430 MeV/u (Haberer et al., 2004). At such
energy, 12C ions have a velocity of approximately β = 0.74; while to obtain
the same penetration potential (approximately d = 30 cm in water) is suffi-
cient to accelerate 1p beams to Ekin = 220 MeV corresponding to β = 0.59.
Therefore, a key aspect of CPT is the description of the physics regulating the
interactions of slightly relativistic protons and heavier ions from the energies
previously reported down to rest. At the HIT facility 1 beams of 1p, 4He, 12C
and 16O are available. In the following, these are referred to as light ions or,
simply, ions (Wambersie et al., 2004).
While traveling in matter, ions can undergo the following interactions:
Coulomb interactions with electrons, Coulomb interactions with nuclei, nu-
clear reactions and Bremsstrahlung. In a first-order approximation, ions travel
on a straight line and continuously lose their energy until rest. The major
mechanism for such energy loss is the interaction with the electrons in the
target. As shown in Figure 2.1, nuclear interactions have only a minor contri-
bution to the energy loss but they are relevant for several range verification
methods, as discussed later. Bremsstrahlung can be neglected due to the high
mass of the projectiles. The energy loss due to a single electronic collision and
the time between two collisions are stochastic processes. However, for a de-
scription of the phenomena at the fraction of millimeter or larger scales one
is rather interested in the mean energy loss per unit path length. i.e. the stop-
ping power. This is well described by the Bethe-Bloch formula (Bethe, 1930;
Bloch, 1933) with the relativistic correction modelled by Fano, 1963:
S = −
〈
dE
dz
〉
= 4piNAr2e mec
2ρ
Z · z2
A · β2 ·
(
ln
2mec2γ2β2
〈I〉 − β
2 − δ
2
− C
Z
)
(2.1)
where the constants are: NA Avogadro’s number, re = 14pie0
e2
mec2
classical elec-
tron radius, me electron mass and c speed of light. The projectile properties
1Heidelberg Ion-Beam Therapy Center, Im Neuenheimer Feld 450, 69120 Heidelberg,
Germany
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FIGURE 2.1: Left: Stopping power for 4He beams in water over
a wide energy spectrum. The total (red) stopping power is the
sum of the electronic (green) and nuclear (blue) contribution.
As a reference, the kinetic energy corresponding to a residual
range of 2 mm is indicated. Data reproduced from the ASTAR
database ASTAR. Right: Evolution of the angular integrated
cross sections for the production of prompt gamma radiation in
the collision of 4He with different light (abundant in human tis-
sue) and heavier (found in prosthesis or implants) nuclei. As a
reference, the kinetic energy corresponding to a residual range
of 2 mm is indicated. Data reproduced from Kozlovsky et al.,
2002.
are its charge z, its velocity β and the corresponding Lorenz factor γ. The
target is described by the atomic number Z, the atomic mass A, the mass
density ρ and the mean ionization energy 〈I〉. Finally, δ is the density cor-
rection and C is the shell correction term. Assuming that the kinetic energy
lost by the primary beam is deposited locally, the equation 2.1 shows directly
the fundamental dosimetric property of ion beams. In first approximation
the energy loss is dominated by the term β−2, which leads to a minimum en-
ergy loss when the ions are travelling at high velocities in the first part of the
target and maximum energy loss at deeper positions, right before stopping.
Such dependency produces the so-called Bragg peak with maximum dose
deposition at the end of the range (Figure 1.1). More precisely, the range can
be experimentally measured at the location where the dose deposition drops
to 80% of its maximum, which corresponds to the position where 50% of the
ions stop. (Schuemann et al., 2014). On the other hand, it can be theoretically
calculated from equation 2.1 with the continuous slowing down approach:
R =
∫ 0
E0
〈
dE
dz
〉−1
· dE. (2.2)
The analytic solution of the equation 2.2 is not available; however, several
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FIGURE 2.2: Schematic representation of nuclear interactions
of the beam particles with the target nuclei. Top: proton-
nucleus inelastic collision, specifically 16O(p, p′ α)12C∗. Bot-
tom: nucleus-nucleus inelastic collision, specifically , specifi-
cally 16O(12C, 10B∗ d n)15O∗. Reproduced from Magalhaes Mar-
tins et al., 2019a.
approximations have been proposed (Bortfeld, 1997). Among the approx-
imations, it is remarkable the precision achievable with the simple model
proposed in early times by Bragg et al., 1905. In this case, the energy loss
is described by a power law 〈dE/dz〉 ∝ E1−α and therefore the equation 2.2
can be promptly integrated obtaining R = a · Eα0 . Such relation is known as
Geiger rule (α = 1.5) for energies up to 10 MeV and as Bragg–Kleemann rule
(α ' 1.8) for higher energies.
2.1.2 Nuclear reactions
Note: Parts of this sub-section were also published in the B.I book chapter.
The direct interaction of the ions with the target nuclei has only a minor
contribution to the total stopping power. Still, the nuclear interactions are
highly relevant in charged particle therapy. First, the correct modeling of
such events is required to complete the dosimetric description of ions beams,
which so far was limited to the electronic interactions. Then, the production
of secondary radiation that leaves the patient can be exploited to develop
methods to measure the range of the projectiles in-vivo and on-line. Such
methods are referred to as range verification techniques.
For what concerns the complete the dosimetric description of ion beams,
a fundamental difference has to be highlighted between protons and heav-
ier ions. The former are made of just one nucleon and when they undergo a
nuclear inelastic interaction the projectile is removed from the primary beam
fluence. There is no dose deposition beyond the range of the primary pro-
tons. On the other hand, heavier ions include multiple nucleons. Among the
nuclear interaction channels, there is the possibility for the primary ion to
undergo fragmentation and produce lighter charged fragments. Such light
fragments are highly energetic, as they are generated in the moving frame of
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FIGURE 2.3: Nuclear energy levels for 4He (left) and 16O (right).
The ground state and the first five states above it are shown.
The principal de-excitation channels and their characteristic de-
cay times are also reported. Reproduced from Magalhaes Mar-
tins et al., 2019a.
the projectile and on the top of this they can carry an additional momentum
up to the Fermi momentum:
Z =
V(ppF)
3
3pi2}3 =
4
3piR(p
p
F)
3
3pi2}3 → pF =
}
R
(
9piZ
4
)1/3
= 248 MeV/c (2.3)
which is here (equation 2.3, Povh et al., 2008) calculated for the protons in a
12C nucleon, approximating R = 1.21 · A1/3 = 2.77 fm. Such protons have a
velocity of β′p = pc/γmpc2 = 0.26 in the projectile moving frame, which can
be converted in up to βp = (β′p + β12C)/(1 + β′p · β12C) = 0.84 in the patient
frame. This upper limit shows that the light fragments can travel greater dis-
tances than the primary heavier projectiles and leads to energy deposition
beyond the prescribed range, which is normally referred to as dose deposi-
tion tail. The heavier the primary projectile, the greater the number of light
fragment production. It is therefore fundamental a proper modelling of the
energy dependent charge- and mass-changing cross sections to correctly de-
scribe the depth dose curve. Recent studies aimed to precisely characterize
these for 4He beams (Horst et al., 2019), while the next generation experi-
ments are expected to further increase the precision of the experimental data
available for 12C beams (Alexandrov et al., 2019).
Most of the range verification methods are based on nuclear inelastic col-
lisions. These are violent events where the projectile may change the target
nucleus to a different isotope by knocking out light fragments or modifying
its energy state. Because the produced nuclei are not at the ground level,
they undergo a chain of de-excitation reactions. Secondary radiation is pro-
duced during these processes, it can leave the patient and be measured with
an external detector to retrieve the Bragg peak position.
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Few general aspects of range verification based on inelastic nuclear in-
teractions have to be highlighted. First, the secondary radiation is produced
by interaction mechanisms that differ radically from the ones leading to the
primary energy loss and the production of the Bragg peak. Therefore, the
correlation of the deposited dose with the by-products of nuclear interac-
tions exists but it is not direct. The existence of the correlation is proven by
Figure 2.1. Here, it is shown how in a neighborhood of the projectile energy
corresponding to the last millimeters of its range, the prompt gamma yield
is monotonic with respect to the residual kinetic energy, therefore invertible.
Second, the energies of the particles outgoing nuclear interactions can reach
several MeV. This implies that the secondary radiation (e.g. neutrons, pro-
tons or gamma-rays) has a high potential to leave the patient and be mea-
sured. Third, the time scale of nuclear interactions is the one of the strong
force. The de-excitation processes that follow have characteristic times con-
nected to each specific channel. These can range from several minutes (e.g.
T1/2 = 20.4 min for the β+ decay of 11Cg.s.) down to sub-nanoseconds (e.g.
T1/2 = 18.4 ps for the γ decay of 16O*6.13 MeV). In this thesis, we will focus
on the fast processes that produce high energetic gamma radiation, i.e. the
prompt gamma.
Prompt gamma are one of the possible by-products of the inelastic nuclear
reactions of the beam particles with the target nuclei. Figure 2.2 represents in
a schematic way two possible inelastic collisions producing final states dif-
fering from the initial ones. Generally, after such a collision the beam particle
is lost and does not contribute to the primary dose deposition in the Bragg
peak, as discussed before. Typically, for a 16 cm deep Bragg peak, about 20%
of the primary protons and about 50% of the primary 12C ions undergo in-
elastic nuclear interactions before the end of the range (Kraan, 2015). The
cross sections of such processes are energy dependent and they generally in-
crease at lower collision energies before dropping rapidly when the projectile
has not anymore enough energy to overcome the Coulomb barrier. The effect
of the Coulomb repulsion may be factorized from the total cross section
σ(E) =
1
E
· exp
(
−2pi z · Z}v e
2
)
· S(E) (2.4)
obtaining a direct relation with the astrophysical S-factor S(E), which varies
less strongly with increasing energy (Thompson et al., 2009). The investiga-
tion of such processes is indeed of great relevance for astrophysics, e.g. in
the analysis of solar flare data. Therefore, several compilations of the reac-
tion channels leading to gamma de-excitation are available (Kozlovsky et al.,
2002). Interestingly, high resolution spectroscopic measurements were per-
formed for the light nuclei found in the Earth atmosphere, which are also
the most abundant species making up the human body. This created a solid
database for the investigation of prompt gamma in ion beam therapy. How-
ever, astrophysical studies focus mainly on high energy gamma lines, pro-
vide the total cross sections integrated over the solid angle and limited in-
formation on the time structure is discussed. Therefore, a refinement of the
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experimental data to perform range verification through prompt gamma is
required.
Inelastic nuclear interactions produce excited nuclear states. Figure 2.3
shows the first five energy levels above the ground state for two light nuclei
relevant for charged particle therapy. Similar properties are observed also
for other nuclei such as 1p or 12C. The principal de-excitation mechanisms are
depicted as well. The first property to be noticed is that the energy separation
for the nuclear levels is in the MeV range, which correlates directly with the
energy of the secondary radiation produced in the de-excitation processes. A
major difference is observed between the lightest nuclei and the heavier ones.
Namely, the excited levels of 1p or 4He nuclei do not relax by the emission
of gamma radiation. The energy separation between the ground state and
the first excited level is sufficient to open the channels for the emission of
nucleons. A different situation is observed for 12C or 16O nuclei. Here, the
energy separation between the ground state and the excited levels is smaller
and the preferred de-excitation channel is the gamma isomeric transition.
We observe that every nuclear level has a preferred de-excitation channel.
The ground state is reached either with a single transition or with a photon
emission chain. The net result is that a series of gamma quanta are emitted,
having well defined discrete energies. It is important to notice that every
single nucleus has its unique energy levels. Therefore, the discrete energy
spectrum of the de-excitation photons is a characteristic feature unique for
every given isotope.
It is now possible to interpret the prompt gamma emission in the case
of heavier projectiles, such as 12C or 16O. Here, both the target nucleus and
the projectile can be excited and produce gamma radiation. As presented
schematically in Figure 2.2, the gamma emission for the excited projectile
happens while this nucleus is travelling away from the interaction zone in a
relativistic moving frame. Therefore, the energy of the gamma quanta emit-
ted by the projectile has to be corrected by the relativistic Doppler factor.
This does not apply for the prompt gamma emission from the target nucleus.
Figure 2.3 also presents the characteristic times (T1/2) that describe the time
intervals in which the excited nuclear states exist after their production and
before undergoing relaxation. These values are specific for every level and
we can generally observe that T1/2  1 ns.
Finally, we should also point out that there is a second mechanism for nu-
clear de-excitation replacing the single discrete emission with multiple pho-
ton emission. This presents a continuum spectrum. However, for the ener-
gies and the nuclei found in proton and ion therapy, the probability for the
discrete emission is approximately an order of magnitude higher than the
continuous one (Dedes et al., 2014).
To summarize, the nuclear interactions of the beam particle with the tar-
get nuclei play a minor role in dose deposition but are important for range
verification. In particular, the inelastic nuclear collisions that produce ex-
cited nuclear states. These can de-excite with the emission of gamma ra-
diation that leaves the patient and can be measured with an external de-
tector. The gamma radiation is emitted by light nuclei, such as 12C or 16O,
2.1. Physics of ion beam therapy 11
Cyclotron
1p
Synchrotron
1p
Synchrotron
12C
Synchrocyclotron
12C
Macro-period (T1) - 10 s 10 s 1 ms
Micro-period (T2) 10 ns 100÷ 350 ns 100÷ 200 ns 16 ns
Bunch width (Tbw) < 2 ns 75 ns 30 ns 8 ns
Ions per bunch (ni) ≤ 200 ≤ 300 ≤ 10 ≤ 4000
Intensity (Imax) 1010 p/s 2 · 109 p/s 5 · 107 ions/s 1010 ions/s
TABLE 2.1: Typical time structures of clinical accelerators. The
data for cyclotron and synchrocyclotrons is reproduced from
Krimmer et al., 2018. The synchrotron data refers to the HIT
facility (Haberer et al., 2004).
but not by the lightest ones, such as 1p or 4He. The prompt gamma energy
spectrum presents discrete lines that are characteristic of the nuclei involved.
These lines span up to approximately Eγ = 10 MeV with production times
T  1 ns.
2.1.3 Ion beams production
The production of slightly relativistic ion beams requires the employment of
advanced particle accelerator technology. All the clinical facilities are nowa-
days based either on cyclotrons (58 in operation, 31 in construction and 16
in planning stage) or synchrotrons (38 in operation, 13 in construction and 7
in planning stage), the latter being the only solution in clinical use to accel-
erate any ion heavier than protons (PTCOG). Future solutions may include
superconducting synchrocyclotrons (1 in construction) or laser acceleration
(Owen et al., 2016). The time structure and the beam intensity plays a funda-
mental role in the detection of the secondary radiation, as most of the back-
ground signal is delayed by few nanoseconds (∆tbg ' 5 ns) with respect to
the prompt gamma radiation (Testa et al., 2010). The table 2.1 summarizes the
key features of such particle accelerators. To perform time resolved prompt
gamma detection one requires either (i) a short bunch containing many ions
or (ii) a wide bunch containing few ions. The superconducting synchrocy-
clotrons do not respect either of the conditions and may be more suited for
other techniques that perform data acquisition during the T1 interval, such
as the imaging of short-lived positron emitters (Buitenhuis et al., 2017).
The first condition is respected by the proton cyclotrons. In this case,
the arrival time of the single bunches can be directly correlated to the radio-
frequency (RF) of the accelerator. There is no need for an additional de-
tector to measure the arrival time of the beam particles. However, proton
bunch drifts against the RF of the cyclotron have been observed and re-
synchronization is required each time the energy is varied. The very short T2
makes difficult to clearly separate the background from the prompt gamma,
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especially at high proton energies. Nevertheless, such technique is success-
fully applied by several prompt gamma prototypes. This is possible since
Tbw < ∆tbg and therefore the prompt gamma radiation is fully acquired be-
fore the background radiation starts reaching the detector. The number of
particles delivered per single bunch can be particularly high, since the lim-
iting factor is the throughput of the prompt gamma detector. This can be
as high as 1 · 106 events per second with modern crystals and electronics
(Pausch et al., 2018b).
The second condition is respected by the carbon synchrotrons. Here we
observe that Tbw > ∆tbg. Therefore, the use of the RF signal2 to reject the
background is unsuccessful. The use of an additional detector to track the
arrival time of the single ions is required. In this case, the limiting factor is the
throughput of such beam time tracker. The limited number of particles per
bunch eases such task. Some solutions have been proposed to cope with the
highest beam intensities reached by proton and carbon beams (Magalhaes
Martins et al., 2019b; Vignati et al., 2017). Moreover, the long T1 could be
exploited for the data transfer and the long T2 allows a clear separation of
the background from the prompt gamma data.
2.1.4 Physical range uncertainties
To exploit the dosimectric properties of ion beams, the range of the primary
particles beams in the patients should be predicted as accurately as possi-
ble in the treatment planning and delivery process. Small under- or over-
estimations of the stopping power along the path may lead to severe con-
sequences in the dose deposition. While the equation 2.1 provides an accu-
rate model, its parameters are subject to uncertainties. Moreover, the dose
calculation algorithms, the stability of the accelerator and of the mechanical
components introduce further sources of systematic and random errors. Pa-
ganetti, 2012 provided a compilation of the effects. As previously displayed
in Figure 1.1, such effect is observed for ion beams and has only a minor im-
pact for photon irradiation. This is due to the steep dose gradient g = dD/dz,
which at the falloff produces a dose drop from 80% to 20% of its maximum
value in a fraction of millimetre (Dal Bello, 2016). The systematic and ran-
dom errors in the prediction of the Bragg peak position are referred to as
range uncertainties.
The consequences of their existence can be summarized either in (i) an
under-dosage of the clinical target volume (CTV) or in (ii) an over-dosage
of organs at risk (OAR). Different countermeasures are adopted to mitigate
these effects. In the first case, safety margins are added and the treatment
plan is calculated on a larger target volume, namely the planning target vol-
ume (PTV). This approach, based on statistical considerations, ensures that
the CTV receives the required dose even in presence of systematic and ran-
dom errors. The cost to be payed is the delivery of the dose amount intended
for the tumor also to the healthy tissue surrounding it. Typical dimensions
2Moreover, the correlation of the bunch arrival time with the RF is partially spoiled by
the knock-out extraction process.
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of the safety margins have been shown in Figure 1.1. In the second case, the
treatment plan is optimized avoiding beam delivery angles pointing directly
to OARs. The multi-field or patched-field plans are preferred to a possible
optimal single field plan (Knopf et al., 2013). In this way, the steepest gra-
dients gmax are moved from the interface between tumor and healthy tissue
to a location inside the PTV. Therefore, a misplacement of the Bragg peak
produces an over-dosage in the tumor and not in the OARs. The cost to be
payed is the delivery of a less conformal therapy with respect to the achiev-
able dose distributions. Finally, biological effects and complex geometrical
inhomogeneities also play a role in range uncertainties. The direct or indi-
rect measurement of the Bragg peak position in the patient aims to solve the
limitations and the compromises introduced by the presence of range uncer-
tainties. The following section describes the latest developments in this field.
2.2 Range verification in ion beam therapy
2.2.1 Ion imaging
The stopping power described by equation 2.1 is nowadays calculated hav-
ing as input data the planning CT, i.e. a tomographic image of the patient ob-
tained through the interaction of photons with energy in the range of Eγ =
100 keV with the tissue. Given the different physics regulating the interac-
tion of keV photons and MeV ions with matter, such conversion is one of
the largest source of uncertanties. A better approach predicts the stopping
power on the base of a CT image acquired with two different sources, i.e.
dual energy CT (Wohlfahrt et al., 2017). The ideal approach would be the
direct measurement of the stopping power performing a tomographic image
of the patient with the same radiation quality. The use of high energetic ions
to perform transmission imaging was proposed in the 1960s (Koehler, 1968)
and gained new interest at the end of the 1990s (Pemler et al., 1999) due to the
availability of the technology required to satisfy the technical requirements
(Schulte et al., 2004). Recent studies demonstrated better predictions when
moving from 1p projectiles to 4He projectiles (Piersimoni et al., 2018). Nev-
ertheless, ion radiography and tomography has not yet reached the stage of
clinical application. Their rapid development promises however a possible
application of such technique in the near future to perform pre-treatment
imaging. At the cost of little extra dose to the patient, this could improve
the stopping power map definition and reduce the range uncertainties con-
nected to CT conversion. The use of ion imaging to perform on-couch ver-
ification of the patient anatomy has also been proposed (Martišíková et al.,
2018). Other errors such as intra-fractional variations would not be tackled.
Graeff et al., 2018 proposed a monitoring technique to be used on-line during
12C treatments. Ion imaging is promising as a solution for reducing the range
uncertainties and to perform indirect range verification.
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2.2.2 Positron emission tomography
Positron emission tomography (PET) can be used to measure the β+ activity
induced by the ion beam in the patient. The lightest projectiles (1p and 4He)
can convert the target nuclei into unstable isotopes. This processes happen
from the entrance until the cross sections for the nuclear channels drop to
zero at the Coulomb barrier. The generated activity is in first approximation
constant from the skin until the final range of the primary particles and zero
elsewhere. The heavier projectiles (12C and 16O), in addition to the previous
mechanism, undergo fragmentation producing lighter unstable isotopes, e.g.
11C or 15O, which production yield is maximum at the lowest kinetic ener-
gies. Therefore, the generated activity presents a plateau followed by a peak
reaching its maximum shortly before the primary particles range. Such in-
teraction mechanisms offer the potential to retrieve the Bragg peak position
with a passive measurement of the activity induced by the primary ion beam.
The delivery of additional dose to the patient is not required. Two distinct
modalities could be used for range verification via PET: (i) post-treatment
imaging or (ii) in-beam imaging.
In the first case, commercially available scanners can be adopted and the
development of new detector technology is not strictly required. The pa-
tient, after the delivery of the fraction is completed, is moved from the treat-
ment room to the PET scanner. Typical acquisition times can reach up to 30
minutes. The challenges to be faced span from the limited counting statis-
tic orders of magnitude below conventional tracer imaging to physiologi-
cal washout and the co-registration. Moreover, the imaging of fast decaying
isotope is made impossible due to the time required to transfer the patient.
Overall, the detection of range shifts is limited to a precision of few millime-
ters (Handrack et al., 2017).
In the second case, new dedicated technology needs to be developed in
order to acquire the coincidence events during beam-on. A first prototype
was available during the 12C pilot project at the GSI Helmholtz Centre for
Heavy Ion Research in Darmstadt, Germany (Enghardt et al., 2004). A se-
ries of complex background rejection techniques need to be employed in
this case, as most of the events that reach the detector do not originate from
β+ decays. The long bunch separation (T2) and intra-spill times (T1) offered
by synchrotron-based facilities are especially beneficial to reject the prompt-
gamma and neutron background. The data acquisition during beam-on for
the standard cyclotron time structure is impracticable. Recent developments
showed promising results for the data acquisition during beam-on condi-
tions at synchrotron based facilities (Bisogni et al., 2017). Nevertheless, in
order to acquire sufficient statistics, the data acquisition should be extended
several minutes after the fraction delivery is completed (Ferrero et al., 2018).
The physiological washout is reduced compared to post-treatment imaging
but is still present.
Both solutions (i) and (ii) provide the detection of an error in the dose
delivery only few minutes after the treatment fraction is completed. More-
over, the PET data includes the signal from the integral dose deposition and is
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hardly suitable for one or few spot-by-spot based range verification. An inno-
vative solution has been proposed and investigated by Buitenhuis et al., 2017.
In this case, the effect of physiological washout is negligible since only the
short living 12N isotope (t1/2 = 11 ms) is imaged. However, the synchrotron
time structure is not suited for the detection scheme and the cyclotron one
needs to be artificially changed to obtain millisecond long beam-off times to
perform the data acquisition. On the other hand, superconducting synchro-
cyclotrons present an optimal irradiation scheme for the 12N imaging. The
first few spots of the plan can be imaged without any intense background, as
there is no induced activation yet. The remaining spots may be challenging to
detect due to the long living β+ activity induced by the previous irradiation.
2.2.3 Prompt gamma
Note: Parts of this sub-section were also published in the B.I book chapter.
The abundant events that are discarded during beam-on by the PET sys-
tems can instead be used to obtain a direct measurement of the Bragg peak
location. The processes leading to the generation of the prompt gamma ra-
diation were extensively described in the section 2.1.2. The detection of such
radiation is referred to as prompt gamma imaging (PGI). Due to the nearly
instantaneous emission only during beam-on condition and to the character-
istic energy of the gamma quanta, PGI is suitable for one or few spot-by-spot
based range verification and is not affected by physiological washout. More-
over, being the secondary radiation more energetic than the one produced in
the β+ decays, the attenuation inside the human body is smaller. On the other
hand, the efficient detection of high energy gamma radiation is challenging
and several different techniques have been suggested for this purpose.
The PGI as a technique for on-line verification of the ion range in particle
therapy was first proposed by Jongen et al., 2003. Few years later, Min et al.,
2006 presented the first experimental results from a 38 MeV proton beam.
Afterwards, many groups emerged around the world trying to verify in-vivo
and on-line the range of the particle beams inside the patient. The leading
groups were the ones in Boston (Verburg et al., 2014), Belgium (Smeets et al.,
2012), Delft (Biegun et al., 2012), Dresden (Golnik et al., 2014), Korea (Min
et al., 2006), Lyon (Testa et al., 2008), Maryland (Polf et al., 2009), Milan (Mat-
tei et al., 2017), and Munich (Aldawood et al., 2017). Each of these groups
specialized in different approaches to develop a device capable to perform
direct measurements of the Bragg peak position with millimetric accuracy.
The knife-edge slit camera was first applied in the clinical setting by Richter
et al., 2016. The prompt gamma spectroscope (PGS) is, on the other hand,
planned for clinical use later this year (Hueso-González et al., 2018). In a
first phase, the passive detection of the radiation is planned and the course
of the treatment is not influenced. Other devices are also heading towards
clinical application by taking advantage of different features of the detection
method, such as prompt-gamma timing or Compton camera.
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Min et al., 2006 proposed a multilayered collimator system to locate the
distal falloff in proton therapy. Such a system would capture neutrons and
prevent unwanted gammas while measuring at right angles the prompt-
gamma component resulting from the interaction of the proton beam with
the patient tissue. One year later, a prototype composed by a collimator
and a CsI(Tl) scintillator detector showed for the first time a clear correla-
tion between the distribution of the prompt gammas and the location of the
distal dose edge for a Ekin = 38 MeV proton beam, thus confirming the pre-
vious simulations with Monte Carlo (Min et al., 2007). A spatial resolution
of ≤ 2 mm was already envisioned at that time. Further developments lead
to the Monte Carlo investigation of a full-scale multislit collimation system
for all therapeutic proton energies (Min et al., 2012). This system requires
however a two-dimensional distribution of the proton dose with 2D position
sensitive gamma detectors and lacks so far enough statistics when compared
to the other available systems.
Smeets et al., 2012 presented a pioneering prototype and methods for ver-
ification of the proton range through a slit camera. The experimental work
followed thorough Monte Carlo simulations that defined the main geomet-
rical parameters for a system to be operated in presence of a proton beam
at Ekin = 160 MeV. A range estimation of 1-2 mm standard deviation was
achieved in an homogeneous PMMA phantom. This prototype has been ac-
quired by IBA3 and evolved to a clinical prototype that was tested in humans
for the first time by Richter et al., 2016. Such investigations demonstrated
great accuracy in the measurement of relative shifts between fractions.
A more elaborated technique, based on specific nuclear channels and iso-
meric transitions was proposed by Verburg et al., 2012. Such approach used
the spectrum of the prompt-gamma emission to retrieve an absolute range
verification of the proton beam. Further experimental work demonstrated
the feasibility of measuring the discrete prompt-gamma rays for in-vivo range
verification of clinical proton beams. The differential cross-sections were
measured for 15 prompt gamma-ray lines from proton-nuclear interactions
with 12C and 16O up to 150 MeV and an absolute range was determined with
a standard deviation of 1.0–1.4 mm (Verburg et al., 2014). The full scale proto-
type, dedicated to protons accelerated by cyclotrons is close to its first clinical
application (Hueso-González et al., 2018).
A novel concept of prompt gamma-ray timing (PGT) has been proposed
by Golnik et al., 2016. This is an uncollimated method that uses a gamma-ray
detector of reasonable time resolution for measuring the finite transit time
from entering the patient’s body until stopping in the target volume. The un-
derlying principle is the increasing transit time with the particle range that
causes measurable effects in the PGT spectra that can be used for range veri-
fication. This method has been demonstrated at a clinical proton facility and
range differences of 5 mm in defined heterogeneous targets were identified
with a single detector and 108 incident protons (Hueso-González et al., 2015).
However, PGT spectra were observed to be smeared out by the bunch time
3Ion Beam Applications SA, Louvain-la-Neuve, Belgium
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spread and accelerator related proton bunch drifts against the RF of the ac-
celerator have been detected. A proton bunch monitor has been therefore
developed to correct for potential bunch drifts and increase the robustness
of the PGT method. Nevertheless, this technique is highly dependent on the
number of gamma rays detected per incident proton. Large detector loads
and a high acquisition throughput are therefore mandatory to draw statisti-
cally significant conclusions on range errors.
The Compton camera (CC) belongs to the electronically collimated sys-
tems and it requires position-sensitive gamma ray detectors with high res-
olution and efficiency, which are arranged in one scatterer, one absorber, or
in several scatter planes. In contrast to the other PGI systems, it allows for
two-dimensional or even three-dimensional images to be reconstructed as
more gamma-rays and directions can be detected. However, the event coin-
cidence needed between the different stages limits the overall efficiency. The
major pitfalls are its highly demanding instrumentation in term of spatial,
time and energy resolution and the computationally intensive reconstruction
algorithms. The challenges include also technical complexity, electronics ex-
pense, low coincident efficiency, high detector load, radiation background,
and the elevated percentage of random coincidences. Draeger et al., 2018 are
close to reach a clinical prototype . Recent results reported prompt-gamma
measurements with a small CC prototype placed at three different locations
along the proton beam path. The data were combined to simulate measure-
ments with a larger scale, clinical CC capable of imaging Bragg peak shifts for
both hypo-fractionated and standard treatments. 3D images of the prompt
gamma emission were produced and range shifts of 2 mm were detected for
the delivery of a 2 Gy spot.
2.2.4 Other techniques
Further techniques have been applied or are under investigation for measur-
ing in-vivo the Bragg peak position. Some of these are based on well estab-
lished technology, such as MR or ultrasound imaging. Other are site specific
or focus on the tracking of different secondary products of the nuclear inelas-
tic reactions. A brief overview of such techniques is here provided.
The nuclear inelastic collisions produce several secondary particles that
have enough energy to leave the patient and reach an external detector. Ytre-
Hauge et al., 2019 investigated with Monte Carlo methods the correlation of
secondary neutrons with the beam particle range. While the neutron pro-
duction site was proven to be well correlated with the Bragg peak position,
the efficient detection of high energetic neutrons to reconstruct the vertex
of origin remains challenging. The opposite applies to charged secondaries,
such as protons, which could be detected with a nearly e = 1 efficiency.
Félix-Bautista et al., 2019 experimentally demonstrated the correlation be-
tween secondary protons and the transverse position of the beam during a
pencil beam scan plan delivery. The correlation with the longitudinal Bragg
peak position is still under investigation. The major challenges to be faced
are the wide energy spectrum of the secondary proton, the angular spectrum
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peaked in the forward direction and the loss of information on the vertex of
origin due to multiple Coulomb scattering within the patient.
The pulsed and localized delivery of energy to a medium generates lo-
calized heating and therefore a thermoacustic signal. This could be detected
with ultrasound imaging devices along with the anatomic structures (Kellnberger
et al., 2016). Millimetre range resolution is achievable in homogeneous me-
dia, given that the beam structure is artificially modified to obtain high in-
tensity pulses (I ≥ 1 pC) in short times (∆t ≤ 1 µs) to maximize the acoustic
emission. Moreover, significant changes in the MRI signal have been ob-
served for the irradiated parts of the spine (Gensheimer et al., 2010) and
the liver (Yuan et al., 2013). Such results show the feasibility of using MR-
imaging to retrospectively determine the location of the dose deposition in
follow-up studies. The common feature of the techniques presented in this
paragraph is that the patient anatomy is imaged along with the energy depo-
sition location.
Finally, site specific dose and range monitors have been developed. These
techniques usually require the invasive introduction of a sensor in the patient
either through surgery or in a body cavity. Several solutions have been pro-
posed based on fiducial markers containing a MOSFET sensor and a wireless
transmitter (Lu et al., 2010) or fiducial markers with selected materials having
high yield of β+ emitters upon proton irradiation to facilitate post-treatment
imaging (Cho et al., 2013). Also, the use of diodes within a rectal balloon
has been investigated and commissioned for clinical application (Hoesl et
al., 2016). The common challenge of such techniques is that the energy depo-
sition is not measured along a profile but at one unique point. This creates
ambiguity on the actual Bragg peak position that has to be solved with the
additional detection of an independent signal or comparing multiple inde-
pendent measurements.
2.3 State-of-the-art prompt gamma technology
A compilation of the state of the art for the most advanced prompt gamma
prototypes is provided in Table 2.2. The physical principles are also listed.
It should be noticed that, except for prompt gamma spectroscopy, all tech-
nologies have been designed focusing on the physical interaction of the pho-
tons with devices external to the human body. On the other hand, prompt
gamma spectroscopy is based on specific nuclear interactions happening at
the location of interaction of the beam particles with the tissue. Only the
gamma rays that travel directly to the detector without undergoing further
interactions are collected among the data events, while the others are treated
as noise. Therefore, the direct characterization of the nuclear process gen-
erating the secondary gamma rays is accessible through PGS. As previously
shown in Figure 2.1, the cross section is a monotonic function of the residual
kinetic energy in the last few millimeters. Given the energy-range relation
for ion beams (equation 2.2) and by measuring the intensity of the gamma
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Physical
principle
Detected
quantity
Prototype
stage
knife-edge
slit camera
straight line
gamma ray tracing
intensity profile integrated
over the energy
patient test
performed
(relative 1D deviations)
prompt gamma
spectroscopy
specific nuclear
channels and
de-excitation lines
intensity spectral lines
at one or few locations
patient test
planned
(absolute 1D deviations)
Compton camera Compton scattering
energy and location
of the scattered
gamma and electron
approaching
clinical prototype
(relative 3D deviations)
prompt gamma
timing time-of-flight
time differences between
the gamma from shallow
and deep locations
approaching
clinical prototype
(relative 1D deviations)
multi-slit
collimated system
position-dependent
attenuation of the
gamma radiation
intensity profile integrated
over the energy
used in the past
to demonstrate PGI
(relative 1D deviations)
TABLE 2.2: Overview of the most advanced prompt gamma
imaging prototypes and their stage of development towards
clinical application.
de-excitation lines, prompt gamma spectroscopy is the only technique hav-
ing the potential to measure the absolute instead of the relative position of
the Bragg peak.
The devices previously listed have been developed towards the applica-
tion of PGI to protons beams accelerated by cyclotrons. The studies involving
synchrotron facilities or heavier ions at were so far scarce. The investigation
was limited to the total production yield in either collimated (Pinto et al.,
2014) or un-collimated (Mattei et al., 2017) setups. The development of sys-
tems dedicated to synchrotron facilities aiming to perform range verification
of proton and heavier ions is so far missing.
The sound physics base of the technique and the lack of studies at syn-
chrotron facilities call for the development of prompt gamma spectroscopy
for 1p, 4He, 12C and 16O beams.
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Overview of the results
The results presented in thesis thesis have been obtained during multiple
investigations having a common final goal, namely the development of a
prompt gamma spectroscopy pre-clinical prototype to be operated in pres-
ence of 1p, 4He, 12C and 16O beams at a synchrotron facility. Several chal-
lenges needed to be faced and the techniques applied to proton beams accel-
erated by cyclotrons could not always be directly translated into this work.
The most significant differences can by summarized in the following four
points:
1. There is a lack of experimental data for double differential cross sec-
tions for prompt gamma production of 1p, 4He, 12C and 16O projectiles
on the light nuclei composing the human body. Therefore, the theoret-
ical models implemented in the Monte Carlo codes are generally not
benchmarked.
2. The presence of light fragments along with the primary beam particles
generates additional prompt gamma signal, which is not directly corre-
lated to the Bragg peak position.
3. The Doppler broadening of the gamma radiation originated in the iso-
meric transitions following the nuclear excitation induced by projectiles
heavier than protons may limit the applicability of the spectroscopy
technique.
4. The time structure of a synchrotron requires the employment of an ex-
ternal trigger to preform time resolved prompt gamma measurements.
Such points were used to structure the work towards the final results pre-
sented in this thesis. Motivated by the first point, this project was based
primarily on experimental work. The additional uncertainty introduced by
the increased Doppler broadening led to avoid adopting scintillating crystals
with intrinsic activity, which are limited to the detection of gamma radiation
only above few MeV (e.g. LaBr3). In absence of intrinsic activity it is theoret-
ically possible to detect the prompt gamma rays over their full energy spec-
trum and therefore aim to compensate for the lower signal to background
ratio induced by the Doppler broadening. The choice fell on the novel CeBr3
scintillating crystal, which has only recently reached the commercial distri-
bution.
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The publication A.V proposed and experimentally investigated for the
first time the use of CeBr3 scintillating crystals for prompt gamma spec-
troscopy. The results were promising but it was observed that the single and
double escape peaks were often more intense than the photopeaks. Also,
the Doppler continuum component was significative and substantially de-
creased the spectroscopy performances in the low energy component of the
spectrum.
The publication A.IV was a Monte Carlo study that focused on the opti-
mization of the geometry of the CeBr3 scintillating crystals and the introduc-
tion of secondary crystals for background rejection. The aim was the max-
imization of the signal to background during the detection of the gamma
spectral lines induced by 4He beams in different materials. The nuclear in-
teraction models implemented in the Monte Carlo simulations were chosen
to obtain a realistic prompt gamma spectrum but were not optimized to pre-
cisely reproduce the experimental data, as the focus of this study was the
optimization of the sole spectroscopic unit.
The optimized spectroscopic unit was then tested during several exper-
iments in presence of 4He beams at the HIT facility. Its performances were
compared with the Monte Carlo predictions and presented in the publication
A.III. The experimental setup included a non-optimized plastic scintillator to
provide the time of flight information for the incoming primary ions. This
was limited to low beam intensities but served to the purpose of the charac-
terization of the spectroscopic unit.
A more advanced beam trigger was developed and experimentally char-
acterized in the publication A.II. Its efficiency and time resolution were ana-
lyzed for all the ion species available at the HIT facility and demonstrated for
the application to time resolved prompt gamma spectroscopy. The detector
was designed to be scalable to larger areas and higher intensities, providing
a novel solution to the problem of single particle tracking for clinical particle
accelerators. For this reason, the patent application P.I was filed to the United
States Patent and Trademark Office.
Finally, the spectroscopy unit characterized in the publication A.III and
the beam trigger presented in publication A.II were included in the full ex-
perimental setup investigated in the publication A.I. The setup was used to
perform experiments with all the ion beams available at the HIT facility and
the information extracted from the energy spectra was correlated to the Bragg
peak position. This article also provided a definitive answer to the second
and third issues raised in the previous list. As a matter of fact, the amplitude
of the Doppler broadening was parametrized against the projectile mass and
a technique was developed to partially suppress the prompt gamma signal
generated by the light fragments. The final results demonstrate the possibil-
ity to measure the absolute Bragg peak position with prompt gamma spec-
troscopy at a synchrotron facility. Following these results, a novel geometry
for prompt gamma detection was filed in the patent application P.II filed to
the European Patent Office.
The studies presented in the journal articles A.I-A.V provide a systematic
investigation of the four points raised at the beginning of this chapter.
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Publications
This thesis is presented in cumulative format in accordance with the regu-
lations of the Department of Physics and Astronomy of Heidelberg Univer-
sity. It comprises five articles published in or submitted to internationally ac-
claimed peer-reviewed journals. The individual articles are referred to within
this thesis by the letter "A" followed by roman numerals. The author of this
thesis is first author of the publications A.I, A.III and A.IV and second au-
thor of publications A.II and A.V. Three manuscripts have been published
(A.III, A.IV and A.V) and another two are currently under review (A.I and
A.II). A detailed list of authors’ contributions precedes each of the publica-
tions. Moreover, the development of the doctoral project led to the filing of
two patent applications (P.I and P.II) and the production of a book chapter
(B.I). The author of this thesis is among the inventors for the patent appli-
cations and is a co-author of the book chapter. Their complete references
are presented at the end of the thesis. As required by the regulations of the
Faculty, the publications with first authorship have not been used and will
not be used for any other dissertation. The current chapter presents the five
manuscript with unaltered content and edited formatting to be conform with
the rest of the thesis.
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4.1 Proposal of a novel scintillator for prompt gamma
spectroscopy
Title : Prompt gamma spectroscopy for range control with CeBr3
Authors : Paulo Magalhaes Martins, Riccardo Dal Bello, Andreas Rinscheid, Katja
Roemer, Theresa Werner, Wolfgang Enghardt, Guntram Pauch and Joao
Seco
Status : Published
Journal : Current Directions in Biomedical Engineering, 3(2), pp. 113-117, 2017
DOI : 10.1515/cdbme-2017-0023
Copyright : c© 2017 De Gruyter, Berlin/Boston. Reproduced with permission. Per-
mission request number: 11850787. All rights reserved.
Contributions : R.D.B. contributed to design the experiments with the support of Monte
Carlo simulations. This was critical especially for the experiments in-
volving a collimator, where the optimal tradeoff between statistics and
neutron-induced noise had to be chosen. The first author, P.M.M., de-
signed and conducted the experiments and the post-processing of the
data. The last three authors, W.E., G.P. and J.S., coordinated the project
between the different institutions. The remaining co-authors provided
support with the experimental setup, mainly with the readout elec-
tronics. After the experimental campaigns, R.D.B. contributed to the
data interpretation. He contributed especially to the interpretation of
the experiments including the collimators, where it was observed a
steeper fall-off of the high energy gamma lines in presence of the semi-
collimated setup compared to the slit collimation. At the end of the
article P.M.M., R.D.B. and the other co-authors concluded that the im-
plementation of an active anti-coincidence shielding would be benefi-
cial for improving the background rejection. This topic is investigated
in the following publication.
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Prompt gamma spectroscopy for
range control with CeBr3
Abstract
The ultimate goal of radiotherapy using external beams is to maximize the
dose delivered to the tumor while minimizing the radiation given to sur-
rounding healthy critical organs. Prompt Gamma Spectroscopy (PGS) has
been proposed for range control of particle beams along with the determi-
nation of the elemental composition of irradiated tissues. We aim at devel-
oping a PGS system for the German Cancer Research Center – DKFZ that
takes advantage of the superior selectivity of Helium and Carbon beams ac-
celerated at the Heidelberg Ion-Beam Therapy Center. Preliminary tests with
protons accelerated with an IBA C230 cyclotron located at the Universitäts
Protonen Therapie Dresden were performed at OncoRay - National Center
for Radiation Research in Oncology. We present results obtained with a PGS
system composed of CeBr3 detectors ( 2”× 2”) and ( 1.5”× 3”) coupled
to a Hamamatsu R13089 photomultiplier tube and plugged to a Target U100
Spectrometer. Such system provides accurate time-of-flight measurements
to increase the signal-to-noise ratio relative to neutron-induced background.
First measurements resulted from the irradiation of PMMA and water phan-
toms, and graphite and aluminum bricks. Several PG energy lines ranging
from 0.511 MeV up to 8 MeV were identified and compared with reference re-
sults. Two further experiments consisted in irradiating PMMA phantoms in a
slit- and semi-collimated configuration with mono-energetic proton beams of
165 MeV and 224 MeV, respectively. Results acquired by means of transver-
sal PGS at different phantom depths, ranging from 6 cm before the Bragg
peak (BP) to 3.5 cm beyond the BP in 5 mm steps with a 1 cm slit collima-
tion (tungsten) showed a slight decrease of PG yields after the BP. Similar
measurements with a semi-opened collimation configuration demonstrated
a steeper decrease of PG yields after the BP.
Introduction
Over the last 25 years, millions of euros/dollars were spent without any
successful solution to proton range errors (Knopf et al., 2013). The major
consequence of these range errors is that significantly larger high dose re-
gions are created around the tumor with severe consequences to the patient.
Prompt gamma imaging (PGI) has been proposed as a superior method to
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Positron Emission Tomography (PET) for range verification, with the po-
tential to achieve 1 mm uncertainty in the positioning of the Bragg peak
within the patient (Moteabbed et al., 2011). PGI allows real-time range ver-
ification and does not suffer from biological washout or motion effects. In
addition, a significantly higher PG production and closer correlation with
dose profiles due to higher cross-sections makes it more attractive than PET.
A novel approach for measuring prompt gammas, combining energy- and
time-resolved detection has been proposed by Verburg et al., 2014. Besides
using the prompt gamma signal for range verification, the emitted gamma
spectrum allows determining the elemental composition of irradiated tissue.
The characterization of CeBr3 detectors for usage as PG monitors in particle
therapy has been firstly accomplished by Roemer et al., 2015. Such detectors
were systematically investigated by Pausch et al., 2016 and firstly applied to
prompt gamma timing (PGT). In this work, we propose to use CeBr3 scintil-
lators for prompt gamma spectroscopy (PGS).
Materials and methods
Experimental setups
The measurements were divided in three campaigns. In the first campaign,
Water and PMMA phantoms and a Graphite Brick were irradiated with a
mono-energetic proton beam of 130 MeV. For the Aluminum brick we ad-
justed the energy to 90 MeV. The schematics of the experimental setup is
depicted in Figure 4.1). The detection system was composed of a CeBr3 de-
tector ( 2”× 2”) coupled to a Hamamatsu R13089 photomultiplier tube and
plugged to a Target U100 Spectrometer (Target Systemelektronik). The system
was located at 90◦with respect to the beam, at a distance of 50 cm and aligned
with the Bragg peak position. The energy spectrum was calibrated with a
22Na source and the photomultiplier voltage was adjusted accordingly. In
the second campaign, a tungsten collimator with a thickness of 5 cm was
placed between the PMMA phantom and the detecting system. The scheme
is shown in Figure 4.1). The phantoms were placed on a moving platform
and displaced in 5 mm steps covering a region from 6 cm before the BP up
to 3.5 cm after the BP. In the last campaign, we used different CeBr3 detec-
tors ( 1.5”× 3”) and doubled the collimator thickness in a semi-collimation
configuration, see Figure 4.1). We also acquired for several detector posi-
tions along the beam range covering a region from 9 cm before the BP until 9
cm after the BP. We irradiated a PMMA phantom with the maximum energy
available - 224 MeV. Figure 4.2 shows a photograph of the setup in campaign
2 and 3. We set a beam current of 0.4 nA measured at the ionization chamber
and an acquisition time of 50 s for both campaigns. The observed through-
put rates for the 3 campaigns varied between 300 and 500 kcps with a busy
time of 30− 50% as indicated by the U100. The spectrometer streamed ac-
quired data in list-mode format to a server which then saved them in binary
files containing the time stamp (64-bit integers) and the energy information
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FIGURE 4.1: Schematic drawing of the three campaigns for the
prompt gamma acquisition from proton-irradiated phantoms
using: a) no collimation; b) slit collimation; c) semi-collimation.
(32-bit floats). This data was further analysed with MATLAB and ROOT (ver-
sion 5.34.00, CERN, Geneva, Switzerland). The accelerator radio-frequency
(RF) has been used for timing information as external reference clock. The
detailed specifications of the detection system are reported in a more com-
prehensive work (Pausch et al., 2016).
Results
No collimation
Figure 4.3 shows a 2D histogram with the energy- and timeresolved prompt
gammas emitted from water, PMMA and graphite targets irradiated in cam-
paign 1, see Figure 4.1). The prompt gamma lines and corresponding single-
(SE) and double-escape (DE) peaks are visible as horizontal stripes. Several
time-uncorrelated lines are also visible (e.g., the 511 keV line from positron
annihilation and the 2.2 MeV line resulting from hydrogen neutron capture).
Energy spectra
Figure 4.4 shows the energy spectra within 5 ns and 6 ns for the water (I) and
PMMA (II) phantoms and the graphite (III) brick irradiated in campaign 1,
see Figure 4.1). The energy peaks are related to reactions with material nuclei
or characteristic transitions from excited states as a result of the interaction
with the proton beams. In table 1, we identified 17 transitions or reactions
for the three irradiated materials (targets) and compared with the reference
values (Kozlovsky et al., 2002).
Metal spectroscopy
Several metals are used as implants in orthopaedics and dentistry. They are
mainly made of titanium and gold and affect the proton range due to their
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Transition / Reaction Target Reference Line [MeV] Measured [MeV]
β-decay I, II, III 0.511 0.509
10B∗0.718 →10 Bg.s / 12C(p,x)10B∗ I, II, III 0.718 0.718
10B∗1.740 →10 B∗0.718 / 12C(p,x)10B∗ I, II, III 1.022 1.028
14N∗3.948 →14 N∗2.313 / 16O(p,x)14N∗ I, II 1.635 1.636
11C∗2.000 →11 Cg.s. / 12C(p,x)11C∗ I, II, III 2.000 2.012
11B∗2.125 →11 Bg.s / 12C(p,x)11B∗ I, III 2.124 2.124
14N∗2.313 →14 Ng.s./ 16O(p,x)14N∗ I, II 2.313 2.324
16O∗8.872 →16 O∗6.130 / 16O(p,p’)16O∗ I, II 2.742 2.788
12C∗4.439 →12 Cg.s. / 12C(p,p’)12C∗ I, II, III 3.416 3.436
13C∗3.685 →13 Cg.s. / 16O(p,x)13C∗ II 3.684 3.684
12C∗4.439 →12 Cg.s. / 12C(p,p’)12C∗ I, II, III 3.927 3.924
15O∗5.181 →15 Og.s./ 16O(p,x)15O∗ II 4.158 4.167
12C∗4.439 →12 Cg.s. / 12C(p,p’)12C∗ I, II, III 4.438 4.427
15N∗5.270 →15 Ng.s./ 16O(p,x)15N∗ I, II 4.758 4.756
15O∗5.181 →15 Og.s./ 16O(p,p’)15O∗ I, II 5.180 5.204
16O∗6.130 →16 Og.s./ 16O(p,p’)16O∗ I, II 5.618 5.612
16O∗6.130 →16 Og.s./ 16O(p,p’)16O∗ I, II 6.129 6.076
TABLE 4.1: Comparison of measured energy peaks for charac-
teristic transitions/reactions with reference values.
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FIGURE 4.2: Photos of campaign 2 (bottom) – slit collimation,
and 3 (top) – semi-collimation
high stopping power. Prompt gamma spectroscopy may have a role in the
range control in the presence of materials with higher atomic number. Fig-
ure 4.5 shows the prompt gamma lines resulting from the irradiation of an
Aluminum brick with a proton beam with an energy of 90 MeV. The energy
spectrum for the interval 5− 6 ns is show in Figure 4.6. The energy peaks
agree with the values reported by Foley et al., 1962.
Slit collimation and semi-collimation
Figure 4.7 shows the prompt-gamma lines from a slit collimated configura-
tion for an interval of 1.5 ns and at different positions before and after the BP
(5 mm steps). The event counts are represented in logarithmic scale (top). An
energy cut in lines below 2 MeV was applied in the linear-scaled histogram
(bottom) for better visualization. It clearly shows the 4.4 MeV line from car-
bon de-excitation and corresponding SE and DE peaks. As expected, those
are the most intense lines and a reduction in the prompt gamma yields after
the BP is observed. Figure 4.8 shows the prompt-gamma lines from a semi-
collimated configuration for the same time interval at 25 positions before and
after the BP. The linear histogram (bottom) shows a steeper decrease of the
prompt gamma yields after the BP than with the slit collimation. This may
be due to the thickness of the collimator, which lets a fraction of gamma-rays
through it.
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FIGURE 4.3: Prompt gamma lines and corresponding single-
and double-escape peaks visible as time correlated horizontal
stripes. The targets were irradiated with a mono-energetic pro-
ton beam of 130 MeV in a setup without collimation.
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FIGURE 4.4: Energy spectra corresponding to prompt-gamma
rays resulting from the irradiation of PMMA, water and
graphite for the interval 5− 6 ns.
FIGURE 4.5: Prompt gamma lines resulting from the irradiation
of Aluminum with protons (E = 90 MeV).
FIGURE 4.6: Energy spectrum corresponding to prompt
gamma-rays from proton irradiation of aluminium. The six re-
actions that are believed to be responsible for their production
are also shown.
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FIGURE 4.7: Energy lines of slit-collimated prompt-gammas re-
sulting from the irradiation of PMMA with protons (E = 165
MeV) along 20 positions before and after the BP (zero). Top:
Logarithmic scale, full energy range. Bottom: Linear scale, en-
ergy cut at 2 MeV.
FIGURE 4.8: Energy lines of semi-collimated prompt-gammas
resulting from the irradiation of PMMA with protons (E = 224
MeV) along 25 positions before and after the BP (zero). Top:
Logarithmic scale, full energy range. Bottom: Linear scale, en-
ergy cut at 2 MeV.
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Discussion
We accomplished three campaigns, where several materials have been irra-
diated with proton beams in the energy range from 90 to 224 MeV. In the
first campaign, we had no collimator between the target and the detection
system. Due to the good ToF capabilities of this system, we observed an
energy-time correlation of prompt-gammas. This allowed the subsequent
time window selection with a significant reduction of background events
and the identification of prompt gamma lines. Time-uncorrelated energy
lines were also observed. We also observed that the energy spectra corre-
sponding to prompt gamma-rays from the irradiation of Water and PMMA
phantoms and a graphite brick shows a significant agreement within the en-
ergy peaks positions. A total of 17 reactions or transitions that are believed to
be responsible for the production of such prompt-gamma rays were identi-
fied and compared with reference values. Moreover, six additional reactions
were identified from the irradiation of an Aluminum brick. This may open
doors for the application of this system in clinical scenarios where metal im-
plants of high-Z materials, such as titanium and gold, are present. We per-
formed 2 further campaigns with slit- and semi-collimation configurations.
The third campaign had doubled tungsten collimator thickness in compar-
ison with the second campaign, which contributed to the better efficacy in
the collimation and therefore a steeper gradient in the number of detected
prompt-gammas after the BP. Some residual prompt-gamma detection was
observed with a higher prominence for the 4.4 MeV and SE and DE peaks.
Such geometry coupled with such detection system seems to be promising
in the range control of particle beams through PGS. Future work includes
the implementation of an active anti-coincidence shielding for background
reduction and the systematic comparison of different detector sizes for an
optimized prompt-gamma data collection.
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Abstract
Purpose: Range uncertainties limit the potential of charged particle therapy.
In vivo and online range verification techniques could increase the confidence
in the dose delivery distribution and lead to more conformal treatments.
Prompt gamma imaging and prompt gamma spectroscopy (PGS) have been
demonstrated for such purpose. The successful application of these tech-
niques requires the development of a dedicated detector system optimized to
the radiation energy ranges and the intensity. In this work we investigated a
detector system based on CeBr3 crystals capable of performing spectroscopy
of the prompt gamma radiation induced by 4He beams.
Methods: We performed Monte Carlo simulations to optimize the detector
system. The study was carried out both with the Geant4 toolkit and the
FLUKA package. The simulated system consisted of a primary crystal for
spectroscopy and secondary crystals for noise reduction in anti-coincidence
(AC). For comparison purposes, we considered a configuration without AC
crystals. We first defined the dimensions of the primary cerium bromide
(CeBr3) crystal and the secondary bismuth germanate (BGO) or CeBr3 crys-
tals. We then evaluated their detection performance for mono-energetic gamma
radiation up to 7 MeV in such way that the probability of the photo peak
detection was maximized in comparison to the number of escape peak and
Compton events. We simulated realistic prompt gamma radiation spectra
induced by 4He beams on homogeneous targets (water, graphite and alu-
minum) and on implants (water with an aluminum insert). Finally, we tested
the performances of the optimized systems in the detection of the realistic
gamma spectra. The quantitative analysis was accomplished by comparing
the signal to noise ratio between the different configurations and the ability
to resolve the discrete reactions.
Results: We present the optimized dimensions for the primary CeBr3 crys-
tals with and without AC shielding. The specific values are given over a wide
range of crystal volumes. The results show an optimal primary CeBr3 crystal
with an approximately diameter to length ratio of 1 without AC shielding
and 0.5 with AC shielding. The secondary BGO and CeBr3 should have a
transverse dimension of 3 cm and 4.56 cm, respectively. The analysis of the
prompt gamma spectra from 4He beams highlighted the presence of spe-
cific discrete reactions not observed in 1H studies, e.g. 12C transition 0+
(7.65 MeV)→ 2+ (4.44 MeV). This reaction is responsible for the generation of
the 3.21 MeV prompt gamma peak. The optimized primary crystal provides
a significant increase of the signal to noise ratio together with an improved
resolution of the discrete gamma lines, especially in the high energy region.
The detection configuration with an optimized anti-coincidence crystal im-
proved the signal to noise ratio up to a factor of 3.5.
Conclusions: This work provides the optimal geometry for primary and sec-
ondary crystals to be used in range verification through PGS. The simulations
show that such PGS system may allow for the simultaneous detection of the
discrete lines from a thin metal implant within a water phantom.
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Introduction
Charged particle therapy (CPT) takes advantage of the favorable depth-dose
distribution of light ions in comparison to conventional radiotherapy. Among
other ion species, 4He beams present several preferred features: increased bi-
ological effectiveness and reduced scattering when compared to 1H beams;
and reduced fragmentation if compared to 12C beams (Tommasino et al.,
2015). The finite range of the primary particles potentially allows the sparing
of healthy tissue distal to the target. However, the presence of range uncer-
tainties requires the employment of margins during the treatment planning
in order to guarantee the coverage of the whole tumor (Paganetti, 2012). On-
line range verification techniques offer an opportunity to increase the confi-
dence during the dose delivery by achieving more conformal CPT, thus ex-
ploiting its full potential.
In the recent years, several techniques have been proposed for in vivo
range verification (Knopf et al., 2013). Prompt gamma imaging (PGI) is promis-
ing in offering range monitoring during treatment due to the instantaneous
(∼ f s ÷ ps) emission of the secondary radiation. Therefore, it has a higher
potential if applied to pencil beams scanning (PBS) than other monitoring
techniques that suffer from biological washout and motion effects, such as
Positron Emission Tomography (PET) (Moteabbed et al., 2011). On the other
hand, the employment of PGI for range control relies on the development
of dedicated detector systems due to the high energy and count rate of the
emitted radiation.
Prompt gamma are one of the products of the nuclear interactions of the
ion beam with the tissue. In such collisions, the projectile undergoes an in-
elastic interaction involving energy transfer with a target nucleus. Excited
states of the projectile and the target nuclei are produced. The latter is mostly
relevant in case of helium beams: the 4He first excited nuclear level is 0+
(20.21 MeV) 1 and leads to the emission of a proton without gamma quanta
in coincidence. Analogous considerations apply to higher nuclear levels with
the emission of other light fragments (Tilley et al., 1992). The excited target
nucleus de-excites in a f s÷ ps time scale with the emission of fragments and
an eventual final relaxation to the ground nuclear state through the emission
of gamma rays. These are referred to as prompt gamma and are emitted with
a complex energy spectrum essentially up to Eγ =10 MeV. Such spectrum
presents a continuous and a discrete component with a strong dependence
on the target elemental composition and on the collision energy. Therefore,
a PGI system should be optimized to detect high energy and high intensity
gamma rays exclusively during the beam delivery.
Several detector concepts have been proposed for PGI, which have been
recently reviewed by Krimmer et al., 2018. These can be classified in colli-
mated and non-collimated systems. The former ones have been proven to be
suitable for retrieving the range information from the beams of protons (Min
et al., 2006) and carbon ions (Testa et al., 2008). Such systems aim to detect the
gamma radiation emitted orthogonality to the beam direction with a certain
1Notation for nuclear levels: JP(Ei), with Ei energy above the ground state.
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angular acceptance. This geometry presents a direct correlation of the sig-
nal with the longitudinal position of the gamma production, since no strong
dependencies on the detection angle are expected (Testa et al., 2009).
The background contribution from neutrons and secondary gamma can
be reduced with the application of time-of-flight (TOF) windows based on
the arrival time of the primary particles (Biegun et al., 2012). A more ef-
fective approach to exploit the discrete nature of the gamma spectrum con-
sists of resolving the detection both in energy and time (Verburg et al., 2014).
The single reaction channels may be resolved, which allows not only to re-
duce the background contribution, but also to analyze the relative intensity
of the reactions and infer the beam energy independently at each collima-
tion point (Verburg et al., 2012). This technique, also known as range con-
trol through prompt gamma spectroscopy (PGS), relies on the extraction of
additional information from the spectrum through few detection points as-
sociated with large crystals. The latter, despite the collimated design, may
improve the statistical limitations observed in the multi-slit cameras, which
require the use of multiple thin crystals with a reduced single crystal detec-
tion efficiency (Min et al., 2012).
The key feature of PGS is the detection of the discrete prompt gamma
peaks over a wide energy spectum. The cerium bromide (CeBr3) crystals
feature the good energy and time resolution required for PGS (Quarati et
al., 2013). Moreover, due to their low intrinsic activity, one can detect low
energy prompt gamma lines, which may be relevant in the presence of metal
implants (Magalhaes Martins et al., 2017).
With this work, we aim at optimizing the photo-peak efficiency and the
suppression of non-photo-peak events with an appropriate design of pri-
mary and secondary crystals. We present a Monte Carlo (MC) optimization
study for a detection system for range control through PGS. This system con-
sists of a primary CeBr3 crystal associated with secondary crystals for noise
reduction. We tested the performances of the optimized design for the detec-
tion of the prompt gamma spectrum from 4He nuclear interactions. Finally,
we evaluated the signal-to-noise improvement in the detection of the discrete
peaks in the presence of both homogeneous targets and metal inserts.
Materials and Methods
The optimization of the detector system was performed in sequential steps
based on independent MC calculations. The focus of the study was the opti-
mization of the detector geometry, based on electromagnetic radiation trans-
port simulations. We chose an inelastic nuclear interaction model for 4He that
generated a realistic gamma spectrum. Two separate MC codes were adopted
for the electromagnetic and nuclear simulations: FLUKA and Geant4. The
study was based on three steps: optimization of the detector geometry for
mono-energetic gamma radiation; generation of prompt gamma radiation
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phase space (PS) 2 from 4He nuclear interactions; and evaluation of their
detection performances.
Monte Carlo software and models
The geometry optimization of the detector system and its performance evalu-
ation was entirely based on electromagnetic radiation transport simulations.
As described in detail in 4.2, a mono-energetic gamma radiation was con-
sidered followed by nuclear MC simulations. Those generated the more
complex and realistic gamma spectrum, but did not affect directly the op-
timization of the system. Consequently, those two steps can be treated as
independent and do not require a unique MC code. Despite the high level
of accuracy that can be achieved with both MC codes in the electromagnetic
and nuclear simulations, we adopted separate codes in different steps of the
study to achieve a good trade-off for our needs. FLUKA was adopted when
a systematic variation of geometrical parameters was required. This choice
was relied on its capability of varying geometrical parameters within mul-
tiple simulations. Geant4 was adopted for nuclear simulations in a fixed
geometry. This choice was driven by its flexibility in selecting the nuclear
interaction model and its parameters. The details of the single codes are pre-
sented below.
FLUKA
FLUKA is a general purpose MC simulation package with multiple applica-
tions in several fields (Böhlen et al., 2014, Ferrari et al., 2005). We adopted the
FLUKA simulation package (version 2011-2c.5) to perform electromagnetic
radiation transport simulations (the hadronic interactions were not consid-
ered). Extensive benchmarks have been performed on the electromagnetic
component of this simulation package resulting in a higher accuracy over a
wide energy spectrum from 1 PeV down to 1 keV (Battistoni et al., 2015). The
simulations were performed with the precision defaults (PRECISIOn). This
ensured the treatment of the Compton scattering with the introduction of the
inelastic form factor corrections and a detailed photoelectric edge treatment.
The particle transport threshold was set at 100 keV. The scoring of the quan-
tities was performed with an user customization of the mgdraw.f routine,
which tracks the event by event energy deposition in the relevant regions.
We included as well the point-like energy deposition events (variable RULL)
along with the continuous energy deposition (variable array DTRACK). We
benchmarked the personalized mgdraw.f routine against the FLUKA built-
in scoring card DETECT in a simulation with one CeBr3 scoring region. For
the following simulations we required full flexibility in presence of multi-
ple scoring regions and energy binning. Therefore we choose the personal-
ized mgdraw.f routine. When required, the external PS of the prompt gamma
2The phase space consists of a ROOT file with the information on the position, momen-
tum, energy and time of the particles leaving the target.
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events was imported with an additional user customization of the source.f
routine.
Geant4 10.03
We adopted the Geant4 toolkit (version 10.03) to simulate the production of
prompt gamma radiation through inelastic nuclear interactions (Agostinelli
et al., 2003). The electromagnetic component was treated with the pack-
age G4EmStandardPhysics_option3 and the particle transport threshold was
set at 1 mm. The relevant hadronic inelastic models for 4He in the thera-
peutic energy range are the binary light ion cascade (BICLI), the Liege in-
tranuclerar cascade (INCL) and the quantum molecular dynamics (QMD).
The nuclear de-excitation model G4PhotonEvaporation handles the produc-
tion of the continuum and discrete prompt gamma spectrum through the
E1, M1 and E2 transitions. This determines the quality of the discrete spec-
trum, which database is based on the Evaluated Nuclear Structure Data File
(ENSDF) (Allison et al., 2016). The aim of this work was not the benchmark
or optimization of the models, but rather the generation of a realistic phase
space to test the detector performances. Despite its highest computing bur-
den, we adopted the comprehensive QMD model, which allows tuning just
few free parameters that best reproduce the experimental data as already
discussed by Pinto et al., 2016 (for proton beams) and by Dedes et al., 2014
(for carbon beams). Those studies also showed how the optimization affects
mainly the total yield and not the spatial and energy distribution. The gen-
erated PS files from the simulations were converted into a compatible input
format through dedicated ROOT routines (Brun et al., 1997).
Monte Carlo calculations
Detector geometry optimization.
We optimized the geometry of a detector system based on a primary CeBr3
crystal surrounded by secondary crystals for noise rejection in anti coinci-
dence (AC). We simulated bismuth germanate (BGO) and CeBr3 as secondary
crystals and compared to the configuration without an AC shielding. Despite
the sub-optimal choice of CeBr3 as secondary crystal, we tested this setup to
investigate the volume requirements of secondary crystals with high energy
resolution. This could allow for a more sophisticated system where the CeBr3
crystals could be used both as primary crystals and for AC rejection. In the
current work we limited our investigations to the geometry of the crystals
and left aside the simulation of a complex collimation system. The schematic
geometry of the three configurations is depicted in Fig. 4.9.
We simulated mono-energetic gamma beams with an Eiγ ∈ (0.5, 7.0) MeV
in steps of ∆Eijγ = 0.5 MeV impinging parallel to the main axis of the primary
crystal. An ideal rectangular collimation with a slit ∆x = 1.0 cm was consid-
ered and kept constant throughout the simulations. For every geometry and
every Eiγ, we set the number of simulated primary gamma events (N0) at 106.
The following parameters were calculated:
40 Chapter 4. Publications
FIGURE 4.9: Schematic geometries of the detector system: pri-
mary CeBr3 without an AC shielding (left); primary CeBr3 with
a BGO AC shielding (middle); primary CeBr3 with a CeBr3 AC
shielding (right).
• number of photo peak events (NPP);
• number of single escape peak events (NSE);
• number of double escape peak events (NDE);
• number of Compton continuum events (NCC).
The full description of the encapsulation geometry for the CeBr3 detectors
was taken into account, since such CeBr3 crystals are highly hygroscopic (Quarati
et al., 2013). Such description provides an accurate simulation of the radia-
tion leaving from the primary to the secondary crystal. The front and lateral
faces were surrounded by Teflon, air and aluminum. Independently of the
crystal volume, the layer thicknesses for the front and lateral face were re-
spectively: 0.5 mm (Teflon), 2.45 and 2.25 mm (air), and 0.8 mm and 1.25
mm (aluminum). The crystal back face was in contact with a 1.25 mm quartz
window.
The secondary crystals were simulated as bare crystals. This simplified
description provides a good approximation regarding the volume of the sec-
ondary crystal required to detect the radiation leaving the primary one. A
BGO hollow cylinder was in contact with the external aluminum layer of
the primary crystal and covered its whole length after encapsulation. Con-
cerning the secondary CeBr3 crystals, we considered that same length and
placed them with a uniform azimuthal angular distribution. Such geome-
try required the introduction of a small gap between the aluminum and the
secondary CeBr3. The more favorable geometry of secondary BGO in com-
parison to CeBr3 results from the customizing constraints of such crystals
and their availability.
Firstly, we varied the thickness of the secondary BGO (ts) for a certain
primary CeBr3 diameter and length (dp = 1.5” and lp = 3”). We then eval-
uated the rejection efficiency of NSE, NDE and NCC. The optimized value
topts was evaluated at a saturation of 95% and the optimized diameter of the
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secondary CeBr3 crystal (d
opt
s ) was derived from the former (same attenua-
tion power as for the optimized BGO). We set a threshold of 100 keV on the
energy deposited by the gamma rays on the crystals.
Finally, we optimized the diameter to length ratio (Rp = dp/lp) of the
primary CeBr3 at varying volumes (Vp) of this crystal in the configuration
with the secondary BGO. Different approaches were adopted for the setups
with and without AC shielding (see Fig. 4.9). In the presence of AC shielding,
NCC is already minimized due to the presence of the secondary crystal, and
therefore we varied Rp in order to maximize the ratio e = NPP/N0. If no AC
shielding was employed, we simply chose the value that maximizes the ratio
η = NPP/NCC.
4He prompt gamma phase space generation
The prompt gamma PS was generated by simulating the interaction of 4He
mono-energetic pencil beams (Ekin0 =158.75 MeV/n) with different targets.
We simulated homogeneous cylindrical targets composed of water, aluminum
and graphite. They were 40 cm long and had a diameter of 15 cm. Addition-
ally, we simulated a water target with a thin aluminum insert (∆z =2 mm)
positioned at a depth z = 10 cm. We aimed at evaluating the simultaneous
detection efficiency of both high energy gamma lines from 16O and low en-
ergy gamma lines from a thin metal implant. Despite its less frequent use
compared to other implant metals such as titanium or gold, we simulated an
aluminum target since the CeBr3 capability to distinguish its spectral lines
has been experimentally demonstrated (Magalhaes Martins et al., 2017).
The PS files were generated with 108 primary particles for each setup,
then exported into a ROOT binary format and converted into a source input
file for the FLUKA simulations. In the conversion, we followed the angular
and longitudinal cuts similar to previous studies (Janssen et al., 2014). In the
current study we applied: θ = 90◦± 1.5◦ and z = z0± 0.5 cm. We considered
z0 values of 2 cm upstreaming the range of the primary 4He. For the simula-
tion with the aluminum insert, z0 was positioned at its center. We followed
the approach of the shifting TOF window (Biegun et al., 2012) and applied a
time cut ∆t = 1 ns.
4He prompt gamma phase space detection
The performances of the optimized detector geometry were tested by detect-
ing the prompt gamma PS. We assumed the optimized Rp values (R
opt
p ) for
the setups with and without AC shielding and set the volume for the pri-
mary crystal Vp = 86.87 cm3 (dp = 1.5” and lp = 3”). The geometry of the
secondary crystals was set according with the previously calculated topts and
dopts . The number of simulated primaries was 108 for each setup.
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Extraction of parameters
The simulated energy deposition in the primary CeBr3 was converted into
the detected spectrum by introducing the crystal energy resolution exper-
imentally determined by Roemer et al., 2015. This ensured a more realis-
tic energy resolution if compared to the Poisson distribution description, i.e.
R(E) ∝ E−0.5.
The signal-to-noise ratio (SNR) values for the discrete peaks were evalu-
ated through a background subtraction and peak fit routine. The continuous
background distribution BG(E) was computed with the dedicated ROOT
function (Morhácˇ et al., 2000) from the TSpectrum class. This included the
continuous component of the PS and the Compton continuum associated
with the detection. We then obtained the background-subtracted signal for
each peak Si(E) and, through a Gaussian fit, we calculated the peak energy,
Ei, and standard deviation, σi. The SNR is then given by
SNRi =
∫
E Si(E˜)dE˜∫ Ei+3σi
Ei−3σi BG(E˜)dE˜
. (4.1)
We also calculated the relative SNR between the setups shown in Fig. 4.9.
Moreover, we compared the SNR gain obtained with the optimized values
Roptp to the ones commercially available (0.5 and 1).
Results and Discussion
Detector geometry optimization
Secondary crystal: BGO
The evolution of the Compton suppression and the single escape peak sup-
pression for an increasing thickness of the secondary BGO crystal is depicted
in Fig. 4.10. It shows a fast decrease of NCC, NSE and NDE relative to NPP
before reaching saturation. The trend of the double escape suppression is
similar to the SE one (not shown). While, the suppression of the escape peaks
follows the detection of isotropic 511 keV photons, the Compton suppression
involves a more complex distribution both in angle and in energy. Never-
theless, we reach the 95% saturation at similar topts values for both types of
suppression and no significant dependence on the energy of the incoming
gamma was observed (see Fig. 4.11). Also in presence of a complex spec-
trum, this allows extracting an energy independent topts for each type of sup-
pression, which results in
topts (CC) = (2.94± 0.02) cm (4.2)
topts (SE) = (3.16± 0.03) cm (4.3)
topts (DE) = (2.13± 0.03) cm (4.4)
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FIGURE 4.10: Evolution of the Compton suppression NCC/NPP
(top) and the single escape peak suppression NSE/NPP (bot-
tom) for an increasing thickness ts of the secondary BGO.
Each solid line represents the result for mono-energetic gamma
beams separated by steps of ∆Eγ = 0.5 MeV. The energy ranges
are respectively Eiγ ∈(0.5, 7.0) MeV (top) and Eiγ ∈(1.5, 7.0) MeV
(bottom).
Therefore, we decided to set the thickness of the secondary BGO (ts) at
3.0 cm. This choice led to a reduction of the Compton continuum component
and single escape peaks, respectively, by a factor 2.63 and 2.44 for 6.0 MeV
incoming gamma rays.
Secondary crystal: CeBr3
The optimization of the CeBr3 was based on the results obtained with BGO.
The diameter dopts of the CeBr3 crystal needed to achieve a detection proba-
bility equivalent to the one obtained with the BGO crystal with topts = 3.0 cm
was (4.56± 0.02) cm. This value was not optimized separately between Comp-
ton continuum and escape peaks, since we only considered the attenuation
for both crystals.
Primary crystal: CeBr3 diameter to length ratio
Fig. 4.12 shows the optimization curve for the primary CeBr3 crystal with and
without the AC shielding, with distinct trends regarding the Rp. For an in-
creasing volume up to a maximum crystal size of 3” × 3”, Rp increases in the
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FIGURE 4.11: Extrapolated topts values at different mono-
energetic gamma radiation energies for the Compton contin-
uum, and single and double escape peaks.
presence of AC shielding and decreases if no AC shielding is employed. The
optimization without AC shielding suggests the use of crystals with Rp close
to 1. Taking into account the crystal volume chosen for the SNR evaluation,
we obtained an optimal value RnoACp (Vp =86.87 cm3) = 0.897 ± 0.002 cm.
The optimization with the AC shielding suggests the use of crystals with Rp
close to 0.5. We achieved an optimal value RACp (Vp =86.87 cm3) = 0.396 ±
0.003. A steep increase of Rp was observed at small volumes.
4He prompt gamma phase space generation
Fig. 4.13 shows the prompt gamma yield resulting from the irradiation of a
water target with an aluminum insert. The presence of the aluminum insert
leads to an increased gamma production and energy deposition at its loca-
tion. However, the dose deposition is smaller than the one in water due to
the higher density of the metal.
Fig. 4.14 shows the energy spectrum of the emitted prompt gamma radia-
tion. An energy cut on such spectrum at 10 MeV was applied, thus ensuring
that more than 99% of the total gamma radiation was processed.
4He prompt gamma phase space detection
The rate of events with activation of the secondary crystal depends on the
analyzed spectrum. We observed variations up to ±3%. For the most com-
plex case of the water target with the aluminum insert, 26.75% and 21.79% of
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FIGURE 4.12: Curves of the diameter to length ratio of the pri-
mary CeBr3 for an increasing crystal volume. The system with-
out AC shielding was optimized based on the maximization of
η = NPP/NCC (top). The system with an active AC shielding
was optimized based on the maximization of e = NPP/N0 (bot-
tom).
the primary crystal events activated the BGO and CeBr3 AC shieldings, re-
spectively. The activation of the BGO shielding following the detection by a
non-optimized primary CeBr3 crystal with Rp = 1 and Rp = 0.5 was 12.53%
and 22.94%, respectively.
The complete set of PS spectra detected by the optimized systems for a
constant Vp = 86.87 cm3 are depicted in Fig. 4.15. The spectra are shown
in logarithmic scale with an energy window from 0.511 MeV up to 7 MeV.
No algorithmic background reduction was applied. The presence of the AC
shielding resulted in a significant reduction of the Compton continuum back-
ground, especially in the high energy region. A higher suppression was ob-
tained with the BGO shielding.
The detection in AC improves the SNR and clearly resolves the peaks, es-
pecially the ones closer to the most intense energy lines, e.g., the energy peaks
of 5.2 MeV and 3.21 MeV for the water and graphite targets, respectively. The
latter results from the 12C transition 0+ (7.65 MeV)→ 2+ (4.44 MeV) followed
by the relaxation to the ground state.
The quantitative evaluation of the detection performances was performed
with a SNR evaluation. Table 4.4 reports the list of the relative SNR for the
most important discrete peaks.
The relative values refer to the ratio between the SNR for the optimized
systems with AC shielding to the SNR for the optimized system without AC
shielding. As observed in the spectra, the highest improvement is obtained
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FIGURE 4.13: Phase space production for the water target
with a 2 mm aluminum insert. The prompt gamma yield at
θ = 90◦ ± 1.5◦ is shown (blue). A wide TOF window of 10 ns
was implemented to acquire the gamma rays through all the
phantom length. The dose deposition is also shown normal-
ized to the entrance value (black).
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FIGURE 4.14: Energy spectrum of the phase space for the water
target with a 2 mm aluminum insert. The following cuts were
introduced: θ = (90± 1.5)◦, z = (10.1± 0.5) cm and ∆t = 1 ns.
in the high energy region. For the most complex scenario of the water tar-
get with the aluminum insert, the detection with the BGO AC shield grants
in average an improvement of the SNR by a factor ∼ 2. Slightly smaller
values are obtained with secondary CeBr3 scintillators. Highly relevant is
also the detection performances for the low energy peaks. The lowest en-
ergy peak considered was the result of the 10B transition 1+ (0.718 MeV) →
3+ (0.0 MeV). The 10B is produced by spallation reactions of 4He both on 12C
and 16O (Vidal-Quadras et al., 1979). Moreover, we observed an increase
in the production of the 10B state 1+ (0.718 MeV) (water target) and the 1+
(2.15 MeV) state (graphite target), resulting in two different lines in the en-
ergy spectra.
Finally, the SNR comparison between the system with optimized Rp and
the commercially available systems (Rp = 1 and Rp = 0.5) showed the
advantage of the dedicated geometry. For comparison, we considered the
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FIGURE 4.15: Energy spectra of the detected prompt gamma
radiation for the 3 optimized setups. From top to bottom: alu-
minum target, graphite target, water target and water target
with aluminum insert.
E = 4.4 MeV peak for the water target with the aluminum insert. For the
configuration without AC shielding, the use of a crystal with Rp = 1 and
Rp = 0.5 decreased the SNR by 0.98 and 0.88, respectively, which compares
to the optimzed Rp = 0.897. For a configuration with a BGO AC shielding,
the use of a crystal with Rp = 0.5 and Rp = 1 decreased the SNR by 0.94 and
0.70, respectively, which compares to the optimized Rp = 0.396.
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Source Eγ[MeV]
Graphite
ˆSNRBGO
ˆSNRCeBr3
Aluminum
ˆSNRBGO
ˆSNRCeBr3
Water
ˆSNRBGO
ˆSNRCeBr3
Water + Al
ˆSNRBGO
ˆSNRCeBr3
16O 6.13 - - 2.702.04
3.26
2.08
14N, 15N, 15O 5.2 - - 2.471.84
2.36
1.72
11B, 12C 4.4 2.091.73 -
2.48
1.94
2.38
1.87
27Al 3.88 - 1.611.33 -
1.32
1.15
13C 3.68 - - 1.221.34 -
12C 3.21 3.522.77 - - -
16O 2.74 - - 1.761.22
1.93
1.55
14N, 27Al, 30Si 2.3 - 1.581.43
1.71
1.46
1.74
1.48
10B 2.15 1.501.53 - - -
26Mg 1.81 - 1.521.37 -
1.60
1.41
14N, 20Ne 1.6 - 1.561.36
2.40
2.01
1.58
1.43
24Mg 1.37 - 1.521.35 -
1.53
1.26
18F 0.937 1.321.21 -
1.86
1.85
1.30
1.19
27Al 0.843 - 1.391.27 -
2.27
2.18
10B 0.718 1.311.28 -
2.24
1.23
1.48
1.33
TABLE 4.2: Relative signal-to-noise values. The ˆSNRi are given
for the optimized systems with BGO and CeBr3 AC shield with
respect to the optimized configuration without AC shield. The
first entry indicates the nuclear species originating the discrete
peak. Discrete peaks with ∆E < 0.1 MeV and E > 1 MeV are
aggregated. The values in brackets represent the uncertainty on
the last ˆSNRi digit.
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Discussion
The optimization without the AC shielding suggested the use of crystals with
Rp close to 1. This is explained by the fact that the lack of a secondary crystal
for Compton rejection requires a large diameter in order to stop the Compton
scattered events within the primary CeBr3 and obtain a photo-peak event,
thus increasing η = NPP/NCC. On the other hand, the results show that
higher values of Rp led to sub-optimal crystals. The resulting smaller values
of η at larger Rp cannot be interpreted with a larger NCC, but rather due
to a smaller NPP and therefore a lower photo-peak efficiency given by the
reduced lp.
The optimization with the AC shielding suggested the use of crystals with
Rp close to 0.5. In this case, the Compton scattered events were rejected by
the secondary crystal and the priority in the optimization was given to the
photo-peak events. This led to higher lp values to increase the interaction
probability of the gamma rays. However, we observed that too small values
of Rp resulted into a reduction of e = NPP/N0, which could be interpreted
with a lateral loss of scattered radiation due to the reduced dp.
A steep increase of Rp was observed at small volumes. This is correlated
to the quadratic dependence Vp ∝ d2p and to the fact that at small volumes
the dominant parameter is lp.
The cuts applied to the gamma radiation, i.e. θ = 90◦ ± 1.5◦ and z = z0±
0.5 cm, were compatible with a potential experiment having a 7.5 cm thick
slit collimation placed at 10 cm from the target with an additional 5 cm gap
before the detector. The application of PS cuts instead of simulating a slit col-
limator served to focus the analysis on the scintillators optimization. The in-
troduction of a collimator would result in an increase of the background con-
tinuum component of the gamma radiation impinging on the CeBr3, mainly
due to events scattered in the collimator. This applies especially for the low
energy component of the spectrum. However, the contribution of the scat-
tered component of the gamma radiation reaching the CeBr3 can be reduced
with the application of a narrow TOF window about the prompt component.
The discrimination is possible due to the fact that the latter presents a well de-
fined time structure, while the former has a broader time distribution (Lopes
et al., 2012). The collimation about the metal implant provided an excellent
scenario to test the detection performance of simultaneous high and low en-
ergy discrete lines.
The difference in the activation of the AC shield had to be attributed to
the geometrical differences of the secondary crystals depicted in Fig. 4.9. The
smaller values are related to the fact that a larger dp decreases the probability
for a scattered event to leave the primary and reach the secondary crystal.
The intense production of the 12C excited state 0+ (7.65 MeV) was not
observed in previous simulation studies with proton beam (Verburg et al.,
2012). It is therefore highly relevant the presence of the optimized AC shield-
ing to detect the new discrete lines specific to 4He beams.
When compared with the typical size of commercially available crystals
(d = 2” or 3”), we may conclude that the secondary CeBr3 crystal should be as
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large as the primary one. Together with the constraints in shape presented by
such crystals and low relevance of a good energy resolution on the secondary
crystal, we suggest the choice of BGO as secondary crystal.
The study aimed at a quantitative assessement of the capability of the op-
timized system to resolve the discrete prompt gamma lines induced by 4He
beams (summarized in Table 4.4). The geometrical optimization of the sys-
tem has been performed independently of the 4He induced prompt gamma
spectrum. In spite of the differences in the prompt gamma emission that have
led to different specific ˆSNRi values, we believe that such optimized system
may therefore be applied to other beam species.
Conclusions
We presented an optimized detector design with CeBr3 crystals to be used for
range verification through prompt gamma spectroscopy. The study was fo-
cused on 4He beams with applicability also to other beam species. The intro-
duction of a Compton shielding in anti-coincidence increased the signal-to-
noise ratio for discrete gamma peaks up to a factor of 3.5. We concluded that
the primary CeBr3 crystal should have a diameter to length ratio of 0.5 and
the BGO should be used as a secondary crystal. This configuration allowed
for the simultaneous detection of the discrete energy lines from a water target
with a thin metal insert.
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Abstract
Purpose: The presence of range uncertainties hinders the exploitation of the
full potential of charged particle therapy. Several range verification tech-
niques have been proposed to mitigate this limitation. Prompt gamma spec-
troscopy (PGS) is among the most promising solutions for online and in vivo
range verification. In this work we present the experimental results of the
detection of prompt gamma radiation, induced by 4He beams at the Hei-
delberg Ion-Beam Therapy Center (HIT). The results were obtained, using
a spectroscopic unit of which the design has been optimized using Monte
Carlo simulations.
Methods: The spectroscopic unit is composed by a primary cerium bromide
(CeBr3) crystal surrounded by a secondary bismuth germanate (BGO) crys-
tal for anti-coincidence detection (AC). The digitalization of the signals is
performed with an advanced FADC/FPGA system. 4He beams at clinical
energies and intensities are delivered to multiple targets in the experimental
cave at the HIT. We analyze the production of prompt gamma on oxygen and
carbon targets, as well as high Z materials such as titanium and aluminum.
The quantitative analysis includes a systematic comparison of the signal-to-
noise ratio (SNR) improvement for the spectral lines when introducing the
AC detection. Moreover, the SNR improvement could provide a reduction
of the number of events required to draw robust conclusions. We perform a
statistic analysis to determine the magnitude of such an effect.
Results: We present the energy spectra detected by the primary CeBr3 and
the secondary BGO. The combination of these two detectors leads to an av-
erage increase of the signal-to-noise ratio by a factor 2.1, which confirms the
Monte Carlo predictions. The spectroscopic unit is capable of detecting ef-
ficiently the discrete gamma emission over the full energy spectrum. We
identify and analyze nineteen independent spectral lines in an energy range
spacing from Eγ = 0.718 MeV to Eγ = 6.13 MeV. Moreover, when introduc-
ing the AC detection, the number of events required to determine robustly
the intensity of the discrete lines decreases. Finally, the analysis of the low
energy reaction lines determines whether a thin metal insert is introduced in
the beam direction.
Conclusions: This work provides the experimental characterization of the
spectroscopy unit in development for range verification through PGS at the
HIT. Excellent performances have been demonstrated over the full prompt
gamma energy spectrum with 4He beams at clinical energies and intensities.
Introduction
The key feature exploited in charged particle therapy (CPT) is the finite range
of swift ions in matter. Conversely to conventional radiotherapy, the ion
beams deposit most of their energy at the so-called Bragg peak, i.e. at the
maximum penetration depth. This potentially allows for the generation of
highly conformal dose distributions, thus reducing the dose to healthy tis-
sue (Amaldi et al., 2005). Beams of light nuclei are nowadays used in clinical
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practice, such as 1p and 12C ions. However, there is a growing interest in
other ions, such as 4He and 16O. The former is since long known for its dosi-
metric properties, while the latter benefits from the high linear energy trans-
fer (Mein et al., 2018). The 4He beams show distinct advantages against pro-
ton beams due to the sharper lateral and distal profile. Moreover, the rather
complex biological effectiveness of 12C beams could also ease the choice of
clinical 4He beams instead (Tommasino et al., 2015).
The presence of range uncertainties hinders the full advantage of CPT (Pa-
ganetti, 2012). Therefore, sub-optimal treatment angles are chosen and the
physical uncertainties related to the beam interactions should be considered
along with the clinical delineation uncertainties. In order to avoid these com-
promises, several techniques for in-vivo range monitoring have since long
been proposed and investigated (Knopf et al., 2013).
Prompt gamma imaging (PGI) has emerged as a promising technique for
in-vivo range monitoring and online beam tracking. This relies on the fact
that the secondary radiation is promptly generated by the inelastic nuclear
interactions between the beam and the human body and leaves the patient in
sub-nanosecond time scales. Conversely to other techniques such as positron
emission tomography (PET) and secondary charged particle trackers, PGI
does not suffer from biological wash-out effects (Handrack et al., 2017) and
the limitation in the spatial resolution from intrinsic multiple Coulomb scat-
tering in the patient (Mattei et al., 2017). On the other hand, the development
of PGI requires dedicated technology capable of detecting high-energetic gamma
radiation at high count rates exclusively during the beam delivery. In this
work, we focus primarily on the detection of such radiation at beam intensi-
ties available in a clinical synchrotron-based facility.
Numerous solutions have been proposed for PGI (Krimmer et al., 2018).
Among the proposed techniques, different groups have developed systems
based on multi-slits (Pinto et al., 2014), knife-edge-shaped slits (Bom et al.,
2012), Compton cameras (Draeger et al., 2018), timing without collimation
(Golnik et al., 2014) or integrating systems (Krimmer et al., 2017) . Sev-
eral successful experiments with collimated designs showed a good corre-
lation between the proton (Min et al., 2006) and the carbon (Testa et al.,
2008) ion range with the prompt gamma emission profile at 90◦ from the
beam axis. So far, the investigation with other beam species focused only
on the total cross section for the production of secondary radiation in non-
collimated experiments (Mattei et al., 2017). In general, when moving from
proton to helium beams there are two counterbalancing phenomena affect-
ing the prompt gamma statistics. The number of primary particles necessary
to deliver a given dose reduces (Tommasino et al., 2015) but at the same time
the cross-section for production of prompt gamma radiation increases (Ko-
zlovsky et al., 2002). Moreover, proton and helium induced prompt gamma
present similar energy dependence for the cross sections. Finally, the energy
thresholds for the nuclear reactions leading to prompt gamma production
are found at lower values for helium projectiles. This effect could provide an
additional benefit as the prompt gamma production is favoured closer to the
position where the primary particles come to rest.
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There are currently two PGI systems based on collimated systems that
have reached the clinical prototype for proton range verification. The first
application in men was the knife-edge slit camera from IBA 3 (Xie et al.,
2017) (Richter et al., 2016). This device retrieves the relative changes in
the total prompt gamma emission profile along the Bragg peak. The second
prototype is a prompt-gamma spectroscope developed at the MGH 4, that
measures the absolute deviations with respect to the plan and it is foreseen
for application in a upcoming clinical study (Hueso-González et al., 2018)
. It exploits another fundamental property of the prompt gamma radiation,
i.e. their discrete spectral energy lines associated with specific nuclear transi-
tions. One can correlate the intensity of the several spectral lines with the
absolute range provided an accurate knowledge of the energy-dependent
cross-sections (Verburg et al., 2014).
The critical components of a PGS prototype are its dedicated fast detec-
tors. They must feature high energy resolution, the capability of resolving the
prompt gamma spectrum up to 10 MeV and cope with the high clinical in-
tensities. The Cerium(III) bromide (CeBr3) scintillating crystals have shown
promising results for such application, opening to the possibility to detect
also the low energy component of the prompt gamma spectrum (Magalhaes
Martins et al., 2017). This could be performed especially due to the very low
intrinsic activity and the excellence performances for Eγ < 3 MeV (Quarati
et al., 2013). This makes them suitable for the detection of the low energy
lines generated by the irradiation of high-Z materials usually included in
metal implants. The spectroscopic properties of such a prototype can be fur-
ther improved by surrounding the primary crystals with an anti-coincidence
shield, thus suppressing the Compton scattered events and the single- and
double-escape peaks (Dal Bello et al., 2018). The optimization of the detector
performances is critical for PGS application in a future clinical scenario. In
particular, this technique is based on the possibility to detect independent
spectral lines produced by different nuclear reactions. Increasing the energy
range of the detectable spectrum and improving the background subtraction
aims to raise the accuracy in the prediction of the ion range. Moreover, the
capability to detect the low energy component of the spectrum could be rele-
vant for patients having the target volume close to a metallic implant, which
could significantly compromise the dose distribution (Dietlicher et al., 2014).
In such a scenario, analyzing the prompt gamma spectrum can provide a
feedback on whether the metallic structure was or was not located along the
beam path during the treatment. In this paper, we investigate a spectro-
scopic unit combining the CeBr3 crystal with a secondary crystal to be used
in future applications of PGS for range control in CPT.
The aim of this work is the assessment of the experimental performance
of this spectroscopic unit during the 4He irradiation of several phantoms un-
der clinically relevant beam energies and intensities. This work follows a
dedicated Monte Carlo optimization of such a spectroscopic unit (Dal Bello
et al., 2018). Here, we present the performances of its primary and secondary
3Ion Beam Applications SA, Louvain-la-Neuve, Belgium
4Massachusetts General Hospital, Boston, U.S.A.
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detectors. We also show the experimental results from the irradiation of dif-
ferent targets, including two thin metal inserts.
Materials and Methods
The properties of a single spectroscopy unit from the PGS system currently
being developed at the German Cancer Research Center 5 was evaluated. The
details of the experimental components are presented below.
Ion beam characteristics
The experimental work was performed at the Heidelberg Ion-Beam Therapy
Center (HIT), Heidelberg, Germany (Haberer et al., 2004). The 4He beams
were delivered to the experimental cave through the therapeutic beam mon-
itoring nozzle, which was used in the active feedback mode to guarantee the
beam stability. The beam was controlled using the therapy control system
(TCS) 6. The nominal parameters of the beam were: Ekin0 = 149.02 MeV/u,
I2 = 3 · 107 ions · s−1, FWHMx,y = 6.7 mm. The beam was delivered at
the isocenter, i.e. no treatment plan was considered. We delivered approx-
imately 9 · 109 primary particles during 10 minutes , where the current I2
corresponded to the one during beam-on time that was 50% of the total time.
We chose this high number of primary 4He particles in order to perform a
robust statistic analysis, which will be presented in the section "Relaxation of
statistics requirements".
Detectors arrangement
The measurements were performed using the following detectors:
Primary: CeBr3 scintillating crystal with a cylindrical shape (diameter d = 3.81 cm
and length l = 7.62 cm) 7. This hygroscopic detector was coupled to a
Hamamatsu photomultiplier (PMT) R9420-100 and protected by layers
of Teflon and aluminum.
Secondary: Bismuth germanium oxide (BGO) scintillating crystal with a cylindri-
cal shape and a hollow cylinder to fit the CeBr3 (inner diameter din =
4.6 cm, thickness t = 3 cm and length l = 11 cm). The crystal was
sectioned in eight optically-separated and azimuthally-symmetric seg-
ments. Each section was coupled to an independent Hamamatsu PMT
R1924. This crystal is used as Anti-Compton (AC) shield.
Trigger: EJ-200 scintillating plastic with a parallelepipedic shape (volume V =
8× 8× 0.1 cm3). It was sealed with aluminum foil and black tape to
make it light tight and coupled on one side with a silicone coupling
component to an Hamamatsu PMT R13089.
5DKFZ, Heidelberg, Germany
6Siemens Medical Solutions, Erlangen, Germany
7 Scionix Holland B.V., Bunnik, The Netherlands
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FIGURE 4.16: Detectors arrangement in a schematic represen-
tation (left) and in its realization in the experimental cave at HIT
(right)
Figure 4.16 shows the prompt-gamma spectroscopy unit composed by
the CeBr3 detector inside the BGO detector with both front faces aligned.
The choice of the dimension and shape of the detectors was taken based on a
previous Monte Carlo study (Dal Bello et al., 2018). The EJ-200 detector was
placed upstream to the target in order to provide the Time-of-Flight (ToF) in-
formation. Therefore, the EJ-200 is considered as the beam trigger. We placed
the spectroscopy unit at an angle of 90◦ and 10 cm from the beam axis. In the
longitudinal direction we placed the spectroscopic unit with the principal
axis aligned to 12.5 cm downstream the front face of the targets, i.e. approx-
imately at the center of the fourth flask for the water target and the center
of the third block for the PMMA target. The experiments were performed
without collimation in order to focus the data analysis on the spectroscopy
unit.
Electronics setup
The data acquisition system (DAQ) was based on one FlashCam FADC
module (Werner et al., 2017). The FlashCam FADC system, originally de-
signed for the Cherenkov Telescope Array Actis et al., 2011, provides three
fundamental properties for PGS: continuous high-speed digitization (12-bit,
250 MS/s FADC system) with on-board FPGA-based digital signal process-
ing and triggering, multi-channel acquisition and flexible Ethernet-based in-
terface (10 Gbit) with high data-rate capability for continuous data streaming.
We acquired event-by-event with single traces ∆t = 240 ns and sampling
intervals: δt = 1 ns for the EJ-200, δt = 4 ns for the CeBr3 and the BGO. The
slower sampling rates were chosen according to the slower response of the
scintillators. In the case of the EJ-200, the δt = 1 ns is achieved, by splitting
the signal on 4 FADC channels, which are operated with δt = 1 ns phase shift
with respect to each other. In the case of the BGO, we summed the signals
from four PMT and fed them into one FADC channel. This reduced the num-
ber of the FADC channels needed for the AC shield from eight to two, while
keeping the pile-up in this detector below 1%. Moreover, the signals from
each BGO PMTs were pre-amplified with independent non-inverting ampli-
fiers in buffer mode having a load of R = 225 Ω and a first order band-pass
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filter with the low cutoff frequency at νlow = 1.5 MHz and the high cutoff
frequency at νhigh = 15 MHz. This settings represented a tradeoff between
energy and time resolution of the BGO.
The DAQ was triggered by events in the CeBr3 with a threshold set at
Eγ = 511 keV. We registered a maximum count rate of 5.5 · 104 cps and a
dead time below 7%.
Data analysis
Detectors based background rejection
The off-line data analysis was performed with ROOT (Brun et al., 1997).
In the post-processing we considered only the CeBr3 events with a coinciding
signal in the EJ-200 and in anti-coincidence with the BGO. The last condition
did not apply when analyzing the CeBr3 only.
The ToF distributions between the EJ-200 and the CeBr3 slightly depended
on the target. We defined σtarget as the standard deviation of the Gaussian
component of the respective ToF distributions for each of the four targets,
which always respected σtarget < 2 ns. The coincidence windows were set at
±1.5 ·σtarget. This choice was made to maximize the prompt gamma contribu-
tion in the ToF window and minimize the one of photons that have scattered
or were produced by neutrons in the walls of the experimental cave. Pre-
vious studies have shown that these two components are separated by time
intervals ∆t ≥ 8 ns (Testa et al., 2010), which is compatible with the choice of
our ToF window.
The anti-coincidence window was fixed to 25 ns. This broad time inter-
val was associated to the poorer time resolution of the BGO compared to
the CeBr3. The threshold for BGO events to trigger the AC rejection was
fixed after an analysis of the noise in this secondary detector. In absence of
energy deposition in the AC shield, only fluctuations of the baseline were
observed. These fluctuations led to a noise peak in the energy spectrum of
the BGO events located at low energies. Negative values araising from the
baseline fluctuations were also included in the histograms as each event was
processed integrating the ADC counts over a fixed time window and sub-
tracting the baseline. We defined σnoise and E¯noise as the parameters of the
Gaussian function fitting the noise peak. The threshold was set above the
3 · σnoise of the noise distribution, namely at Ethr. = E¯noise + 3.5 · σnoise. Af-
ter the energy calibration, we assessed that the threshold corresponded to
Eγ = 150 keV.
Algorithmic background rejection
The signal-to-noise ratio (SNR) for each discrete peak was calculated adopt-
ing the same method used in our previous Monte Carlo study (Dal Bello et
al., 2018). This included a combination of background subtraction and fit
routines. First, for each spectrum, we computed the continuous background
component BG(E) with the dedicated ROOT function included in the TSpec-
trum class. This was based on the Statistics-sensitive Non-linear Iterative
Peak-clipping (SNIP) algorithm (Ryan et al., 1988) and its implementation
for the background evaluation of complex gamma rays spectra (Morhácˇ et
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al., 1997). Then, we subtracted from the original spectrum the result of the
SNIP algorithm BG(E), which included both the continuous component of
the prompt gamma emission and the residual Compton continuum. Finally,
we fitted the background-subtracted spectrum with multiple Gaussian func-
tions Si(E). Each Gaussian fit characterized a discrete prompt gamma peak
with its energy Ei and its width σi. The SNR for each detected peak was then
calculated with
SNRi =
∫
E Si(E˜)dE˜∫ Ei+3σi
Ei−3σi BG(E˜)dE˜
. (4.5)
The relative SNRi values, further referred to as ˆSNRi, were obtained dividing
the result of (4.5) for the system operated in anti-coincidence by the result of
(4.5) for the system with CeBr3 only. We also compared the experimental
ˆSNRexpi with the values ˆSNR
MC
i obtained in the previous Monte Carlo study
(Dal Bello et al., 2018). We considered the relative deviations for each of
the spectral lines di = ( ˆSNR
exp
i − ˆSNR
MC
i )/ ˆSNR
exp
i and then calculated their
average d¯.
Background rejection efficiency
We also estimated the absolute efficiency of the AC shield for the selected
enery thresholds. For the detection performed with the CeBr3 only, the num-
ber of events was given by N1 = NPG + NCC + NHC. For the detection in
anti-coincidence, the number of events was given by N2 = NPG + (1− f ) ·
NCC + NHC. Moreover, after removing the background calculated with the
SNIP algorithm, the number of events left was N3 = NPG. Where NPG is
the number of prompt gamma in the discrete lines, NCC are the events with
partial energy deposition in the CeBr3, NHC is the number of events in the
4He induced continuum and f is the fraction of the NCC events removed in
anti-coincidence. We approximated NHC ' 0.1 · NPG (Dedes et al., 2014). We
estimated f according to:
f =
N1 − N2
N1 − N3 + NHC '
N1 − N2
N1 − 0.9 · N3 . (4.6)
Energy calibration
The energy resolution of the CeBr3 detector in combination with the DAQ
system and dedicated off-line analysis, was verified, using an 152Eu source.
In this case, we tested the performances of the system in a setup without the
beam. We analyzed the spectral line from the 152Sm transition 2− (1.53 MeV)→
0+ (.122 MeV) producing a Eγ = 1.408 MeV photon, which follows the elec-
tron capture decay of the 152Eu. We chose to verify the energy resolution of
the CeBr3 at this specific energy since it was the most energetic monochro-
matic gamma emission available with calibration sources at our institute.
On the other hand, during the experimental campaign at HIT we placed
a 137Cs source inside the cave. In the post-processing we analyzed the events
in the scintillating crystals acquired during beam-on but not in coincidence
with a signal in the scintillating plastic. Among these events we selected
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the spectral line Eγ = 0.6617 MeV following the 137Cs decay to calibrate the
energy response of the detectors during beam-on conditions. The known po-
sition of the high energy spectral lines was used to perform a further fine
tuning of the calibration and correcting for the non-linearity. The contribu-
tion of such fine tuning was < 5% on the overall calibration and did not play
a critical role in the identification of the spectral lines.
The energy calibration for the AC shield was performed during a dedi-
cated run with beam-on by triggering the DAQ on signals in the BGO. We
selected the events in anti-coincidence with the EJ-200 and fitted the position
of the 137Cs peak in the corresponding spectrum (not shown).
Targets
Four different targets were used in the experimental measurements:
1. Five flasks filled with double distilled water. The flasks had two polystyrene
walls with thickness of lwall = 0.15 cm each and an inner cavity of
lcavity = 3.2 cm. These sum up to a total thicknesses in the beam di-
rection: lwater = 16 cm and lpolystyrene = 0.9 cm. For this target, we
estimated the Bragg peak position at a depth of approximately 1.5 cm
inside the fifth flask. This is further referred to as the Water target.
2. Four PMMA blocks with a thickness in beam direction of li = 5 cm
each, summing up to a total of lPMMA = 20 cm. For this target, we
estimated the Bragg peak position at a depth of approximately 3.5 cm
inside the third block. This is further referred to as the PMMA target.
3. One titanium slab inserted between the third and fourth flask of the
water target. The titanium was lTi = 0.6 cm thick in the beam direction.
For this target, we estimated the Bragg peak position at a depth of ap-
proximately 3.0 cm inside the fourth flask. This is further referred to
as the Water+Ti target.
4. One aluminum slab inserted between the third and fourth flask of the
water target. The aluminum was lAl = 0.25 cm thick in the beam direc-
tion. For this target, we estimated the Bragg peak position at a depth of
approximately 1.0 cm inside the fifth flask. This is further referred to
as the Water+Al target.
The positions of the Bragg peaks for the four different targets were estimated
through linear interpolation of the projected ranges tabulated in the ASTAR
database (ASTAR).
Relaxation of statistics requirements
We analyzed two scenarios where statistical considerations are of interest for
range control through prompt gamma spectroscopy.
First, we analyzed the stability of the fit of the intensity for the Eγ =
4.4 MeV peak in the PMMA target case. We indicate with Eγ = 4.4 MeV
the spectral lines due to the two merged transitions 12C∗4.43 → 12Cg.s. and
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11B∗4.45 → 11Bg.s.. We randomly sampled the total events to artificially reduce
the number of entries in the spectrum after the ToF cuts. We then fitted the
Eγ = 4.4 MeV peak and compared its intensity with respect to the spectrum
having the maximum number of events, which was assumed as reference.
In previous studies with proton beams it was observed that about the Bragg
peak the intensity of the Eγ = 4.4 MeV peak drops from 100% to 0% in about
25 mm (Verburg et al., 2014), i.e. ±4% for every ∓1 mm in first approxima-
tion. Therefore, to estimate the Bragg peak position with a submillimetric
precision one aims to detect the peak intensities with an uncertainty in the
order of ±2%. We evaluated the number of events necessary to achieve such
precision for the Eγ = 4.4 MeV peak. The simultaneous analysis of indepen-
dent discrete lines has the benefit to relax this constraint. Therefore, the ±2%
could be assumed as the lower limit of the accuracy one has to aim for in
order to achieve submillimetric precision.
Then, we analyzed the significance of existence of the Eγ = 0.889 MeV
peak, which is unique to a titanium target. We considered the Water target
and the Water+Ti target. We analyzed the spectra in the interval 0.65 MeV ≤
Eγ ≤ 1.05 MeV. We performed fits with either two or three Gaussian peaks
and calculated the F-statistics. This statistical test assessed the significance
of existence of a third reaction channel in the selected interval, namely the
Eγ = 0.889 MeV peak. Moreover, we considered the intensities of the discrete
peaks for the Water target IWater and we compared these to the ones obtained
with the targets including a metallic insert IWater+Metal.
Finally, we repeated the artificial down-sampling of the data with differ-
ent random number generators available in ROOT (Brun et al., 1997). We
used four different down-sampled data sets to assess the reproducibility of
the results and the statistical uncertainty of the extracted parameters.
Results
Detectors performances
Secondary crystal: BGO
The time and energy distributions of the events in the AC shield are pre-
sented in Figure 4.17. We first applied a low-energy cut on the BGO events
(Eγ < 150 keV) to select the traces without energy deposition in the AC
shield.
The ToF spectrum between BGO and CeBr3 for the PMMA target is shown
in Figure 4.17 (left). It considers the events above the energy cut and presents
a primary Gaussian peak with µToF = (20.62± 0.01) ns and σToF = (1.52±
0.01) ns and a secondary peak with µ′ToF = (7.46 ± 0.01) ns and σ′ToF =
(1.31± 0.01) ns. The applied cuts included both peaks. In total, 27.8% of the
BGO events fell inside the anti-coincidence window and above the energy
threshold. Similar performances have been observed for the other targets.
We set a condition to consider the AC shield activated and therefore re-
move such event from the CeBr3 spectra: at least one BGO trace should be
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FIGURE 4.17: Energy and time spectra of the BGO events: Time
of Flight with respect to the events in the CeBr3 (left) and en-
ergy deposition recorded with the DAQ triggered by the CeBr3
(right). The insert in the left plot shows the same data in a loga-
rithmic scale. The histograms report the experimental data, the
vertical lines indicate the cuts adopted in the off-line data anal-
ysis the solid lines represent the Gaussian fits of the regions of
interest. In the right plot, the events below the cut correspond
to noise fluctuations about the baseline.
above the energy threshold and within the ToF cuts. We calculated the frac-
tion of events with partial energy deposition in the CeBr3 that were removed
by the AC shield. The average over the four different targets was f¯ = 47.3%,
where the estimation for each setup was done according to (4.6).
Primary crystal: CeBr3
The energy spectra acquired with the optimized PGS system are presented
in Figure 4.18. The use of the optimized BGO shield improves significantly
the quality of the spectra by removing a fraction of the events having only
a partial energy deposition in the CeBr3. We are able to identify more dis-
crete reaction lines in the anti-coincidence spectra. The Eγ = 3.68 MeV peak
generated by the 13C transition 32
−
(3.68 MeV) → 12
−
(0.0 MeV) is visible
and would be otherwise merged with the single and double escape peaks
of the Eγ = 4.4 MeV line. We also observe that the hydrogen neutron cap-
ture line at Eγ = 2.22 MeV is successfully suppressed by the coincidence
between the CeBr3 and the EJ-200. In particular, we observe the spectral
line at Eγ = 2.31 MeV associated to the 14N transition 0+ (2.31 MeV) →
1+ (0.0 MeV) while a local minimum is present in the spectrum in corre-
spondence of Eγ = 2.22 MeV .
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FIGURE 4.18: Energy spectra of the prompt gamma radiation
detected with the CeBr3 alone (dark solid line) or in combina-
tion with the anti-coincidence shield (light solid line). From top
to bottom: Water target, Water+Ti target and Water+Al target,
PMMA target. In the latter, the insert shows the detail for the
Eγ = 3.68 MeV peak, detectable only in anti-coincidence.
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100 · (IWater+Metal − IWater) /IWater
Reactions Eγ[MeV] Water+Al Water+Ti
12C∗4.43 → 12Cg.s.
11B∗4.45 → 11Bg.s.
4.4 −10% −30%
14N∗3.94 → 14N∗2.31 1.63 −14% −31%
15O∗7.55 → 15O∗6.17
26Al∗1.76 → 26Al∗0.416 1.3 +27% n.a.
10B∗1.74 → 10B∗0.718
48Ti∗0.983 → 48Tig.s.
1. n.a. +95%
TABLE 4.3: Relative variations of the intensities for the most
intense discrete peaks, obtained introducing a metallic insert in
the water target. When multiple reactions produced two dis-
crete peaks with ∆Eγ < 0.1 MeV, we merged the results in the
same raw. The entries indicated with n.a. were irrelevant for
the corresponding target and were not reported.
The energy resolution measured without beam of the CeBr3 detector was
RMes.1.408 MeV = 3.49%. This was in agreement with its nominal value R
Ref.
1.408 MeV =
3.47% that we calculated according to the fit of the resolution over a wide en-
ergy scale done in previous studies (Roemer et al., 2015).
Analysis of the discrete reaction lines
The spectra were further analyzed to quantify the benefit of the anti-coincidence
detection. The SNR for each discrete peak was calculated and the results are
presented in Table 4.4. In total, nineteen different discrete reaction lines were
analyzed. The system with the AC shield showed an average improvement
of the relative SNR by a factor 2.1 with respect to the system with a single
CeBr3 detector.
The discrete energy line at Eγ = 5.2 MeV was not analyzed, since it was
merged with the double escape peak from the Eγ = 6.13 MeV. The energy
line at Eγ = 3.68 MeV does not have a defined ˆSNR value, since it was not
observable at all without the anti-coincidence detection.
The comparison of the spectra obtained from the Water target with re-
spect to the targets including the metal inserts is shown in Figure 4.19. In
this case, the spectra are shown in a linear scale and the continuous back-
ground has been removed according to the procedure presented in section
"Data analysis". The algorithmic background removal enhances the visu-
alization of the discrete peaks but, oppositely to the active background re-
jection achieved with the secondary detectors, it does not add information
to the spectra, i.e. the discrete peaks presented in Figure 4.19 are observ-
able also in Figure 4.18. Four additional low energy peaks appear for
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FIGURE 4.19: Energy spectra of the prompt gamma radia-
tion detected with the CeBr3 in combination with the anti-
coincidence shield in presence of the water target (dark solid
lines) and the metal slabs (light solid lines). The inserts show
the detail of the low energy components of the spectra. The ar-
rows indicate the peaks considered in the analysis to evaluate
the presence or absence of the metal insert and the labels re-
port the corresponding nuclei involved in the reactions with the
energy of the emitted gamma quanta in brackets in MeV. The
comparison is shown between the Water target with respect to
the Water+Al target (left) and the Water+Ti target (right).
the Water+Ti target. Two spectral lines are not merged with any oxygen
discrete lines, namely the Eγ = 0.889 MeV produced by the 46Ti transition
2+(0.889 MeV) → 0+(0.0 MeV) and the Eγ = 1.1 MeV produced by the 46Ti
transition 4+(2.01 MeV) → 2+(0.889 MeV) merged with the 47Ti transition
9
2
−
(1.25 MeV)→ 72
−
(0.159 MeV). Other two peaks appear for the Water+Al
target, which are merged with oxygen discrete lines.
We observed a reduction of the intensity of the discrete lines unique to
the Water target in presence of a metal insert. We analyzed few of the most
intense spectral lines to quantify this effect, the results are presented in Table
4.3. The most intense effects are observable for the Water+Ti target, in agree-
ment with the fact that the thickness of the metallic insert was the largest. In
this case, an increase of the intensities up to +95% is observed for the lines
including reactions on titanium and a reduction down to −31% is observed
for the lines with reactions unique to the 16O target nuclei.
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ˆSNR for target
Reaction Eγ[MeV] Reference PMMA Water Water+Al Water+Ti
16O∗6.13 → 16Og.s. 6.13 Tilley et al., 1993 2.33 2.14 2.05 2.08
15O∗5.24 → 15Og.s.
15N∗5.27 → 15Ng.s.
14N∗5.11 → 14Ng.s.
5.2
Ajzenberg-Selove, 1991
Ajzenberg-Selove, 1991
Ajzenberg-Selove, 1991
Merged with D.E. peak of Eγ = 6.13 MeV
12C∗4.43 → 12Cg.s.
11B∗4.45 → 11Bg.s.
4.4 Kelley et al., 2017Kelley et al., 2012 2.05 2.03 2.04 1.99
13C∗3.68 → 13Cg.s. 3.68 Ajzenberg-Selove, 1991 Not observable without the BGO
12C∗7.65 → 12C∗4.44 3.21 Kelley et al., 2017 1.95 - - -
16O∗8.87 → 16O∗6.13
11C∗4.80 → 11C∗2.00
2.8 Tilley et al., 1993Kelley et al., 2012 1.82 1.69 2.45 1.73
14N∗2.31 → 14Ng.s. 2.31 Ajzenberg-Selove, 1991 2.70 2.26 2.27 2.07
11C∗2.00 → 11Cg.s. 2.00 Kelley et al., 2012 3.36 4.37 5.30 2.72
15N∗7.15 → 15N∗5.27 1.88 Ajzenberg-Selove, 1991 3.09 1.64 1.68a 1.43
26Mg∗1.81 → 26Mgg.s. 1.81 Basunia et al., 2016 - - 1.68a -
14N∗3.94 → 14N∗2.31 1.63 Ajzenberg-Selove, 1991 1.73 2.05 1.97 1.72
15O∗7.55 → 15O∗6.17 1.38 Ajzenberg-Selove, 1991 - 1.79 1.87b 1.68a
26Al∗1.76 → 26Al∗0.416 1.34 Basunia et al., 2016 - - 1.87b -
46Ti∗3.29 → 46Ti∗2.01
47Ti∗1.44 → 47Ti∗0.159
48Ti∗2.29 → 48Ti∗0.983
1.3
Wu, 2000
Burrows, 2007
Burrows, 2006
- - - 1.68a
46Ti∗2.01 → 46Ti∗0.889
47Ti∗1.25 → 47Ti∗0.159
1.1 Wu, 2000Burrows, 2007 - - - 1.87
10B∗1.74 → 10B∗0.718 1.02 Tilley et al., 2004 2.04 2.04 1.99 2.02b
48Ti∗0.983 → 48Tig.s. 0.983 Burrows, 2006 - - - 2.02b
46Ti∗0.889 → 46Tig.s. 0.889 Wu, 2000 - - - 2.09
10B∗0.718 → 10Bg.s. 0.718 Tilley et al., 2004 2.58 2.53 2.67 2.44
Mean relative deviation from Dal Bello et al., 2018 - -3.6% +2.1% -
TABLE 4.4: Relative signal-to-noise values for the discrete
peaks observed in the spectra. The ˆSNR are given for the sys-
tem CeBr3+BGO with respect to the system CeBr3 only. The let-
ter superscripts indicate the aluminum and titanium lines that
are merged with lines from water in the same column. The rela-
tive uncertainties of the ˆSNR values are below 1%. The last row
reports the average deviation with respect to the Monte Carlo
predictions for the targets in common in the two studies.
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Relaxation of statistics requirements
The adoption of the optimized anti-coincidence shield showed not only an
improvement in the SNR values, but also more relaxed requirements on the
number of events necessary to draw statistically significant conclusions. The
results based on the random number generator TRandom3 to down-sample
the data are presented in Figure 4.20. We observed that with the BGO we
require in average a factor 2.4± 0.9 less events to converge inside the ±2%
confidence interval for the intensity fit of the Eγ = 4.4 MeV peak in pres-
ence of the PMMA target. In the specific setup used for our experiments the
convergence in anti-coincidence detection was achieved with (1.9± 0.4) · 109
primary 4He ions. While the number of primary particles strongly depends
on the geometrical setup of the experiment, the efficiency of the beam trig-
ger and the number of CeBr3 crystals adopted; the number of events in the
CeBr3 to reach convergence is a constant value for the spectroscopic unit an-
alyzed. In Figure 4.20 (left) the convergence has been achieved with 4 · 105
total events in the CeBr3. Similar results have been observed for other down-
sampled data based on different random number generators. The results
also show that with the BGO we require in average a factor 4.3 ± 1.9 less
events to converge below the α = 0.01 significance level for the existence of
the Eγ = 0.889 MeV peak in presence of the Water+Ti target. In the specific
setup used for our experiments the convergence in anti-coincidence detection
was achieved with (2.9± 0.9) · 108 primary 4He ions. In Figure 4.20 (right) the
convergence has been achieved with 2 · 105 total events in the CeBr3. Similar
results have been observed for other down-sampled data based on different
random number generators.
Discussion
The adoption of the optimized CeBr3 crystal surrounded by the dedicated
BGO anti-coincidence shield showed a significant increase in the spectro-
scopic performances. The experimentally evaluated signal-to-noise confirmed
the Monte Carlo predictions of our previous study (Dal Bello et al., 2018), in
particular we observed an overall improvement of a factor 2.1 compared to
the factor 2 from the simulations and the average deviations for each target
were limited to |d¯| ≤ 3.6%. The probability of activation of the AC shield in
the experiments (27.8%) was also aligned to the one obtained in the previous
Monte Carlo study (26.75%). Moreover, we were able to detect some discrete
reaction lines with the AC shield that would have been otherwise not ob-
servable without this secondary detector. The most significant example was
clearly shown in Figure 4.18 for the PMMA target, where the 13C transition
3
2
−
(3.68 MeV) → 12
−
(0.0 MeV) emerges from the background. Without the
BGO, this discrete line would be merged with the single and double escape
peaks from the Eγ = 4.4 MeV line.
We verified the nominal energy resolution of the CeBr3 with radioactive
sources. We observed an additional broadening of the high-energetic spec-
tral lines from the irradiated targets. This could be interpreted as a Doppler
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FIGURE 4.20: Evolution of the parameters extracted from the
spectra with respect to the number of events analyzed. Stabil-
ity of the fit of the intensity of the Eγ = 4.4 MeV peak for the
PMMA target until convergence inside the ±2% confidence in-
terval (left). F-statistics for the existence of the Eγ = 0.889 MeV
peak in the Water+Ti target until convergence below the α =
0.01 significance level (right). The solid circles indicate the case
with BGO and the empty circles the case without. The lines are
introduced to help the reader to follow the convergence until
the highlighted region. The down-sampling was based on the
random number generator TRandom3 in ROOT.
broadening effect which grows with the increasing mass of the projectile.
Therefore, greater importance was given to the analysis of the low energy
component of the discrete spectrum, which is possible due to the low intrin-
sic activity of the CeBr3 crystal. Other scintillating crystals used in PGS, such
as the LaBr3, perform better at high energies but are limited in the low-energy
region to the Eγ = 1.63 MeV peak (Hueso-González et al., 2018).
The superior performances of the CeBr3 with respect to the LaBr3 for
Eγ < 3 MeV have been proven in previous studies for general application
purposes (Quarati et al., 2013). In the present study, we specifically ana-
lyzed the impact of the higher detection sensitivity for PGS applications. We
demonstrated that the use of CeBr3 opens the possibility to include in the
analysis several spectral lines below the previous limit of Eγ = 1.63 MeV.
We observed eight additional discrete lines below this energy, three of which
were related to reactions on the 16O target. In particular, the prompt gamma
emission lines following reactions on 16O nuclei were:
10B∗0.718 → 10Bg.s. −→ Eγ = 0.718 MeV
10B∗1.74 → 10B∗0.718 −→ Eγ = 1.02 MeV
15O∗7.55 → 15O∗6.17 −→ Eγ = 1.38 MeV
. (4.7)
The possibility to detect the reactions in (4.7) has the benefit of increasing by
three the number of prompt gamma lines to be used for PGS, additionally to
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the seven in use by the MGH system (Hueso-González et al., 2018). This in-
creases the number of independent variables by over +40% promising an im-
provement in the accuracy in the detection of the ion range for future clinical
applications. However, the correlation of the cross-sections for the reactions
in (4.7) with the residual beam energy, i.e. the Bragg peak position, has to be
verified. The presence of metal inserts in the target was observable strictly
in this low energy component. Therefore, the detection of the interaction be-
tween the ion beam and high-Z inserts is restricted to PGS performed with
CeBr3. This feature could be exploited for patients having the target volume
close to metallic implants. In such a scenario, the analysis of the detected
spectrum could assess whether the metallic structure was or was not located
along the beam path during the treatment. Further clinical applicability may
include patient with implanted seeds (Lim et al., 2009, Cheung et al., 2010).
In general, this considerations are valid for high-Z materials that, in contrast
to light nuclei, emit prompt gamma radiation mainly in the low energy com-
ponent of the spectrum. Additionally, the annihilation line Eγ = 0.511 MeV
could also be measured (not shown).
For what concerns the prompt gamma lines with Eγ > 3 MeV, other crys-
tals such as the LaBr3 are know to have a better energy resolution. Specifi-
cally, the FWHM for CeBr3 is expected to be approximately 108/81 = +33%
wider compared to LaBr3 (Quarati et al., 2013). However, this does not hin-
der the capability to detect the seven reaction lines from Eγ = 1.63 MeV
to Eγ = 6.13 MeV. A drawback of the poorer energy resolution is the fact
that the Eγ = 5.2 MeV peak is merged with the double escape peak of the
Eγ = 6.13 MeV. The use of post-processing routines including a detector re-
sponse model is foreseen for future applications and expected to mitigate this
effect (Guttormsen et al., 1996). Moreover, the detection of the high energy
spectral lines suffers not only from a lower energy resolution, but also from
Doppler broadening. The magnitude of this phenomenon is maximum for
a non-collimated geometry, i.e. we analyzed the worst case scenario. In our
experiments we detected the prompt gamma emission induced by reactions
over the full energy range of the 4He ions, namely from Ekin0 = 149.02 MeV/u
(β = 0.51) to rest (β → 0). Nevertheless, we demonstrated the capability of
the spectroscopic unit to detect the high energy lines up to Eγ = 6.13 MeV.
We gave great importance to the experimental implementation of the AC
shield. By virtue of the active background rejection it is possible to com-
pensate for the lower performances of the CeBr3 at Eγ > 3 MeV and achieve
the convergence of the analyzed parameters with a statistically significant
smaller number of events.
The aluminum energy lines were merged with the oxygen lines. In par-
ticular, the transition 26Mg∗1.81 → 26Mgg.s. producing a Eγ = 1.81 MeV pho-
ton was merged with the transition 15N∗7.15 → 15N∗5.27 producing a Eγ =
1.88 MeV photon. This spectral line is further referred to as Eγ = 1.8 MeV.
Nonetheless, after an accurate analysis of the spectrum, it was possible
to retrieve a unique signature of the presence of this metal along the beam
path. The reactions on the aluminum target increased the intensity of the
Eγ = 1.8 MeV peak, while the Eγ = 2.0 MeV peak intensity decreased since
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it was unique to reactions on 16O nuclei. As shown in Figure 4.19, the net
effect is an increased I2.0 MeV with respect to the I1.8 MeV in the absence of
the metal (I2.0 MeV > I1.8 MeV) and an opposite effect for the Water+Al target
(I2.0 MeV < I1.8 MeV) . It is noticeable that the effect on the prompt gamma
spectra was well observable even if the size of the insert was relatively small,
i.e. ratio between the beam paths in aluminum and water was 1/64. Fi-
nally, two more reactions were merged in a unique spectral line. Namely the
transition 26Al∗1.76 → 26Al∗0.416 producing a Eγ = 1.34 MeV photon and the
transition 15O∗7.55 → 15O∗6.17 producing a Eγ = 1.38 MeV photon. This spec-
tral line is further referred to as Eγ = 1.3 MeV. A significant increase of the
intensity of the energy line at Eγ = 1.3 MeV was also observed.
There are titanium energy lines that are unique to this metal and not ob-
servable in the water target alone. These are the Eγ = 1.1 MeV and the Eγ =
0.889 MeV peaks. The energy lines at Eγ = 1.3 MeV and Eγ = 0.983 MeV
were merged with the 16O lines and their intensity is therefore increased for
the Water+Ti target.
In general, whenever a metal insert was added in the water target, we ob-
served that the intensity of the oxygen lines was reduced. The quantification
of this effect was reported in Table 4.3. This could be interpreted by the fact
that given a fixed number of primary 4He particles, the presence of a metal
slab leads to a decrease of the number of 4He that interact with inelastic nu-
clear reactions with 16O and to an increase of the reactions with aluminum
or titanium. The amplitude of this effect was significant and we can inter-
pret this in the light of two geometrical properties of the experimental setup.
First, the metal inserts were placed just before the Bragg peak where the total
cross section for nuclear reactions is expected to have its maximum values.
Second, the spectroscope was aligned to the fourth flask and the metal slabs
were inserted just upstream is, therefore having a minimal metal-detector
distance. Nevertheless, this could be considered representative of a possible
clinical application. In presence of a patient with a metallic implant close to
the target volume, one would place the spectroscope without any collimation
as close as possible to the position where the metal is expected to be. In such
a clinical scenario, both geometrical conditions adopted in our experiment
would apply.
When adopting the AC shield not only the SNR for the detection of the
discrete peaks improved, but also a relaxation of the statistical requirements
to robustly extract parameters from the spectra was observed. The quan-
titative evaluation of these effects was performed with a series of statistic
analysis.
Conclusions
We presented the first experimental results for prompt gamma spectroscopy
applied to 4He beams at clinically relevant intensities and energies. The op-
timized detector based on CeBr3 surrounded by BGO has been proven to
provide an excellent performance, especially for the low energy component
of the prompt-gamma energy spectrum. This has the potential to increase by
70 Chapter 4. Publications
over +40% the number of independent variables to be used for range verifi-
cation in patients through PGS. In the low energy region, it was even possible
to identify unique energy lines from metal inserts. This feature could have
an applicability for patients with metallic implants close to the target vol-
ume. The presence of the BGO anti-coincidence shield also allowed for a
significant relaxation of the statistical requirements.
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Abstract
The tracking of single particles accelerated by synchrotrons is a subject that
crosses several physics fields. The high clinical intensities used in particle
therapy that can exceed 109 p/s make this task very challenging. The track-
ing of the arrival time of a single particle in the ion beam is fundamental for
the verification of that particle range and dose delivery to the patient. We
present a prototype from scintillating fibers that was able to provide time-of-
flight (TOF) information for three beam species currently accelerated at the
Heidelberg Ion-Beam Therapy Center (HIT). We demonstrated a time-tracker
for a prompt-gamma spectroscopy system that allows for a background TOF
rejection with a time resolution of 0.8 ns FWHM.
Introduction
The correlation between the ion beam microstructure and the prompt-gamma
ray production in synchrotron facilities has been investigated in the context
of therapy monitoring by means of in-beam PET imaging (Parodi et al., 2005;
Crespo et al., 2005). The prompt-gamma ray emissions during ion-beam ther-
apy, at that time still considered mostly a source of background, eventually
became a promising technique for range verification (Jongen et al., 2003).
Several authors have meanwhile investigated the benefits of time-of-flight
(TOF) measurements for background rejection in prompt gamma imaging
(PGI) (Testa et al., 2008; Biegun et al., 2012; Smeets et al., 2012; Verburg et al.,
2013b; Golnik et al., 2014; Cambraia Lopes et al., 2015). In cyclotron-based
facilities, the use of the TOF information is rather straightforward as the ar-
rival time of the proton bunches is highly correlated with the radio-frequency
(RF) of the accelerator, being the bunch width in the order of 1–2 ns. However
proton bunch drifts against the RF of the cyclotron have been observed (Pet-
zoldt et al., 2016). In synchrotron facilities, a time-correlation of the prompt
gamma radiation with the residual microstructure of the extracted beam is
still observed (Parodi et al., 2008), but the minimum bunch width is in the
order of 10 ns. The information obtained thereof may be sufficient to track
the inter- and intra-spill time between spills and bunches, respectively, to
be used for in-beam PET. However, it is not sufficient for defining a useful
TOF window for PGI. Provided the distance from the prompt-gamma detec-
tor to the target, typical TOF windows are usually within 1–3 ns (Verburg
et al., 2014; Hueso-González et al., 2015; Cambraia Lopes et al., 2015; Mag-
alhaes Martins et al., 2017). Many experiments in high-energy physics have
achieved sub-ns TOF resolutions. Several types of detectors have been used
in those experiments, such as plastic scintillator slabs (Gil et al., 2017), resis-
tive plate chambers (Schüttauf, 2004; Alici, 2012; Blanco et al., 2013) and strip
silicon detectors (Sadrozinski et al., 2018; Cartiglia et al., 2017; Sadrozinski
et al., 2016). The plastic scintillator detectors have also been widely investi-
gated for radiation dosimetry by Beddar et al., 1992a; Beddar et al., 1992b and
Beddar et al., 2016. Many facilities use plastic scintillator counters for beam
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monitoring. In the therapy with ion beams, plastic detector counters are usu-
ally placed after the beam extraction. However, this solution is just available
during quality assurance, since the particles hitting the detector will be scat-
tered and will not reach the nozzle. Testa et al., 2008 have proposed the use
of an external beam monitor between the nozzle and the patient to determine
the time correlation between the prompt gamma detection and the transverse
position of the incident ions measured by the monitor. Several solutions for
spatial tracking have meanwhile been presented either based on diamond
detectors (Gallin-Martel et al., 2018), or based on plastic scintillating fibers
(Kirn, 2017; Leverington et al., 2018). The aforementioned strip silicon detec-
tors have presented promising results for beam characterization and moni-
toring in a clinical setting (Vignati et al., 2017). Several authors claimed the
need for bunch monitors to create reliable range verification procedures in
the clinical routine (Petzoldt et al., 2016; Krimmer et al., 2018; Pausch et al.,
2018a; Hueso-Gonzalez et al., 2019). In this work, we present a prototype of
a start detector capable of providing distinct time references for single parti-
cles accelerated at the Heidelberg Ion-Beam Therapy Center - HIT (Haberer
et al., 2004). The information of the arrival time of those particles is corre-
lated with the prompt-gamma arrival time measured in the CeBr3 detectors
to assess the system time resolution. The bunch width and interval for sev-
eral beam species and energies are also shown thus demonstrating the need
for such an external trigger. Finally, we evaluate the energy deposition for
beam diagnostic purposes and provide results on the efficiency of tracking
single particles.
Requirements to the Prototype
The main requirements to our prototype are: tracking the arrival time of sin-
gle particles within an ion beam provided by a synchrotron; providing a sub-
ns system time resolution; being able to cope with clinical intensities; being
radiation hard; interacting as few as possible with the beam.
In this work, we will focus on the first three requirements. The further
requirements have been addressed elsewhere (Joram et al., 2015; Ekelhof,
2016; Leverington et al., 2018).
Materials and Methods
The HIT facility accelerates proton, helium, carbon, and oxygen ions from
48 MeV/u up to 515 MeV/u. While protons and carbon ions are routinely
implemented in the clinical setting, helium ions are currently being commis-
sioned (Tessonnier et al., 2018; Mein et al., 2019), and oxygen ions still remain
as a research beam species. In this work, we focus just on proton, helium and
carbon ion beams.
The intensities in clinical practice range from 2 × 106 p/s for carbon ions
to 2 × 910 p/s for protons. There are however 15 intensity levels for each
beam species. The intensity is controlled via an intensity feedback system
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FIGURE 4.21: Left: Schematic drawing of the first experimen-
tal setup comprising the PGS system and an external trigger
detector between the nozzle and the target. Right: Photo of
the second experimental setup with the scintillating fibers and
the EJ-200 scintillating tiles placed, in sequence, along the beam
axis.
(Schoemers et al., 2015). This system can however be switched off for achiev-
ing lower intensities. In that case, the beam can be bended via magnets up
to 1◦ and the intensity at the nozzle lowered down to approximately 30–50
particles per second. The intensity can also be artificially changed by de-
manding a certain charge in the ionization chambers through the intensity
feedback system. The latter is suitable to deliver intensities down to three
orders of magnitude of the lowest clinical intensity (8 × 104 p/s for protons
and 2 × 103 p/s for carbon ions).
The HIT facility is equipped with two clinical horizontal rooms, a fully
360◦ gantry and an horizontal experimental room. All the experiments were
performed in the experimental room, i.e. at the largest distance from the
extraction point.
Experimental Setup
The prompt gamma spectroscopy (PGS) system is composed of CeBr3 de-
tectors ( 1.5” × 3”) coupled to Hamamatsu R13089 photomultiplier tubes
(PMTs) and plugged to a voltage divider. The anode output feeds our data
acquisition system (DAQ) (Werner et al., 2017). This is a module of a Flash-
Cam FADC system, originally designed for the Cherenkov Telescope Array
(CTA) (Actis et al., 2011).
Fig. 4.21 shows a schematic drawing of our PGS system consisting of a
primary prompt-gamma detector, a trigger for the incoming particles, and
the electronics. The focus of the present study is the external trigger placed
between the nozzle and the target and the TOF information on the incoming
particles extracted thereof. Moreover, we performed experiments also with a
second setup. In this case, the target and the CeBr3 were removed, while a EJ-
200 scintillating tile was introduced. The trigger and the scintillating plastic
were placed along the beam axis to detect, in sequence, the beam particles
delivered by the synchrotron.
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FIGURE 4.22: Photo of the prototype comprising scintillating
fibers connected on one side to two independent PMTs in an
alternating fashion.
Trigger
We considered several options for our trigger. In a previous study, we used
plastic scintillators and showed their ability to provide TOF information (Dal
Bello et al., 2019). This detectors are commonly used as start counters, but
have a limited count rate of approximately 106 cps. We chose EJ-200 scintil-
lating plastics with a squared area of 8 × 8 cm2 and a respective thickness of
1 and 4 mm. Each of these was sealed with aluminum foil and black tape to
make it light tight and coupled on one side with a silicone coupling compo-
nent to a Hamamatsu PMT R13089.
For the prototype presented in this study, we considered a set of scintil-
lating fibers with a square cross section of 500 µm. We designed dedicated
supports to obtain a single layer of scintillating fibers (BCF–12, Saint Gobain
Crystals). The total active area was 4 × 3 cm2. The fibers were connected
on one side to two independent R647 PMT with E849–35 socket assembly
(Hamamatsu) in an alternating fashion. The detector included an housing
for light shielding equipped with an entrance and exit window for the beam
(double aluminized mylar with a total thickness of 10 µm). The PMTs are
connected to two independent anode readout channels. High voltage supply
modules are integrated in the prototype and powered by an external 12 V DC
plug. The pulse heights of the two channels have been pre-adjusted with a
Sr–90 source. Fig. 4.22 shows a photograph of the prototype without the top
cover.
Data acquisition, processing and analysis
Our DAQ system has 6 sockets and 24 channels. Each socket is capable of
acquiring 4 independent channels at 250 MS/s with 12-bit precision. There is
the option to cluster those 4 channels and acquire at 1 GS/s by phase shifting
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every channel by 1 ns. We used this clustering technique to acquire the data
from the two PMTs outputs within our scintillating fiber box and the PMTs
outputs from both plastic detectors. In total, to test both trigger options, we
used 16 channels (4 channels for each PMT). Concerning the CeBr3 detector, a
larger sampling interval of δt = 4 ns was considered. The signals in the CeBr3
were only compared to the ones in the fibers. The maximum throughput of
the DAQ system is approximately 200 kcps.
The data was continuously streamed from the DAQ to the PC through
Gigabit Ethernet and stored in listmode data files. Those files were then con-
verted to independent binary files containing the information of each trace,
the relative time assigned to the event, the deadtime, and a standalone en-
ergy calculation. All the data pulse processing and analysis were carried out
offline in self-designed MATLAB routines.
In order to retrieve the arrival time and energy of the particles in every
detector, we shaped the digital signal by convolving the input signal with
an impulse response function. For fast evaluation and visualization pur-
poses, we acquired traces of 16 µs (3980 samples). This acquisition mode
displays the bunch structure within 16 µs and permits a fast visualization of
pile-up events. A supplemental video shows the single carbon particles ar-
riving within the course of a single spill. These large traces were also used to
determine the bunch width and interval for several beam species with differ-
ent energies.
In order to determine the system time resolution and the intrinsic resolu-
tion of the fibers, we acquired traces of 240 ns (60 samples without clustering
or 240 samples after clustering). The coincidences between the events in the
scintillating fibers and the events in the plastic detectors or in the CeBr3 de-
tector were performed offline after digital pulse processing. In order to deter-
mine the arrival time stamp, we adapted the MATLAB function findpeaks for
better performance. A maximum of 3 peaks per trace and a minimum peak
prominence on the processed data were considered. The time stamp corre-
sponded to the half width at half height. Three gaussian functions were an-
alytically calculated with the values of the local peaks and widths and their
maximum considered for calculating the energy deposition. All data were
corrected for deadtime.
Decomposition of the cross-talk between neighbouring fibers
During the manufacturing process, we deliberately avoided any cladding in
order to avoid dead regions between the scintillating fibers. Therefore, we
observed a cross-talk between neighboring fibers, this effect being more ev-
ident for incident carbon ions. Every time we observe a single event from a
carbon ion in an odd (even) fiber we observe a cross-talk event with smaller
light yield in the even (odd) fiber. The highest signal can be decomposed
from the smaller one by evaluating the energy deposition in both odd and
even fibers. After setting a threshold and performing simple logic opera-
tions, we can decompose the events in four components: a) the valid events
that have an energy deposition in the odd or even fibers above that threshold
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and which generated an event in the neighboring fiber below that threshold;
b) the events with an energy deposition in the odd or even fibers below the
threshold and a signal above the threshold in the neighboring fiber; c) events
that generated a signal above the given threshold in both odd and even fibers;
d) events that generated a signal below the given threshold in both odd and
even fibers.
Spill structure
The spill macrostructure comprehends a period of approximately 5 s of irra-
diation followed by a pause of approximately 4 s. In order to determine the
initial and final part of each spill, we use the reference clock of the FADC that
runs at 250 MHz. This clock assigns a very precise relative time stamp to each
event. To determine both the spill start and end, we calculated the first and
second derivatives of the trigger time course (inversely proportional to the
count rate) provided by the FADC clock. During the spill on, we have many
events close-by in time. Conversely, during spill off, very few events are de-
tected. In the presence of a CeBr3 detector, we could use the time derivative
of the energy deposited in the CeBr3 or the presence of overflows generated
by scattered charged particles hitting directly the CeBr3, as they immediately
arise during spill on. During spill off, there is just the activation of the tar-
get with gamma-rays being emitted with an energy of 511 keV. Conversely,
during spill on, the high energetic prompt-gammas immediately provide the
information that the spill started. Finally, we used an external radioactive
source to provide a continuous count rate even during spill off. This method
is quite accurate within a few milliseconds. In the supplemental movie, we
can clearly see the start and the end of the carbon ion spill with 16 µs traces.
Fig. 4.23 shows a straightforward method for determining the spill start and
end by defining a threshold on the energy deposited in the trigger detector.
During spill off, there are still activation related events acquired by the CeBr3,
but without any energy deposition in the fibers.
Single Particle Tracking
Fig. 4.24 (left) shows the time microstructure of beams of protons (bottom),
helium (middle), and carbon (top). Displayed are the 16 µs traces acquired
with both odd (top) and even (bottom) fibers. We observe a very regular time
microstructure for the helium beams due to the very low energy. The beam
travels the shortest distance from the injector to the nozzle with very few
turns in the synchrotron.
Fig. 4.24 (right) shows a zoom over a smaller time period, where the single
particles are clearly distinguishable. For proton beams, we can even distin-
guish double and higher order hits within a bunch of particles. However,
some multiple hits cannot be resolved for such intensity (8 × 107 p/s). For
carbon ions, the cross-talk between odd and even fibers is clearly visible. Ev-
ery hit in an odd or even fiber creates a simultaneous but smaller hit in the
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FIGURE 4.23: Left: Energy deposited in the trigger detector
along the acquisition time. The relative acquisition is given
by the internal clock of the FADC unit. Right: After setting a
threshold at 60 (a.u.), we obtain the index of the spill start and
the spill end and the corresponding trigger time given by the
FADC unit. The time difference between those times gives the
time between spills.
neighboring fiber. Fig. 4.25 shows an exemplary multiple hit with four events
within 200 ns from a proton beam. These fours event would overlap and be
discarded without the clustering technique.
The movie 4.26 shows the arrival time of carbon ions within the course of
a spill. The spill starts with a low particle rate within the first milliseconds
and achieves the requested intensity afterwards. It eventually vanishes after
approximately 4.85 s. The ramp-up time was already observed by Schoemers
et al., 2015.
Bunch width and interval
Fig. 4.27 shows an histogram of the arrival time of the helium and carbon ions
over 10 spills for an energy of 180 MeV/u and 276 MeV/u, respectively. For
carbon ions, we observe a bunch interval of 171.1 ns± 2.6 ns and a minimum
bunch width of 15.5 ns ± 1.6 ns. Due to the regular microstructure of the
helium beams with lowest energy, we observe a very precise peak width of
33.1 ns ± 0.5 ns. As the energy of the helium ions increases, the peak width
gets larger. Also three components seem to arise and become more evident
for higher energies. As expected, we observe that the peak interval between
bunches decreases for an increasing energy of all beam species.
Time resolution
Fig. 4.28 shows the time spectrum obtained from the time difference between
the arrival of the prompt-gamma radiation generated by a thin target at the
CeBr3 detector and the carbon ions at the scintillating fibers. We clearly ob-
serve a prompt component with a superimposed gaussian function in red. A
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FIGURE 4.24: Time microstructure for carbon (top), helium
(middle), and proton (bottom) beams. The beam energies are
276 MeV/u, 146 MeV/u, and 145 MeV/u, respectively. The
intensities are 2× 106 p/s, 2× 107 p/s, and 8× 107p/s, respec-
tively. The trace duration is 16 µs and hits in both odd and even
fibers are shown. The right plots correspond to a windowed re-
gion from the left plot. Cross-talk for carbon ions and multiple
hits for protons are clearly visible.
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FIGURE 4.25: Left: A 16 µs trace from a proton beam with an
intensity of 8 × 107 p/s. Right: A zoom over the time interval
from 13 µs to 14 µs shows a multiple hit with four events within
200 ns.
FIGURE 4.26: Animation of the carbon ion spill course. Ev-
ery frame corresponds to a 16 µs trace. The spill lasts approx-
imately 4.85 s. Only the initial and the last part of the spill are
displayed. (available online)
FIGURE 4.27: Bunch width and interval of a carbon beam with
276 MeV/u (left) and a helium beam with 180 MeV/u (right).
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Energy step E1 E65 E135 E195 E255
Interval [ns] 352.2± 7.1 248.1± 4.1 217.1± 6.2 199.5± 3.6 185.0± 4.1
1H
Width [ns] 73.1± 10.4 48.5± 4.9 45.5± 4.2 44.2± 3.0 40.8± 3.8
Interval [ns] 347.7± 2.0 246.7± 4.0 216.4± 3.9 199.1± 5.2 185.0± 5.1
4He
Width [ns] 33.1± 0.5 38.5± 2.4 38.3± 2.4 39.5± 2.5 41.8± 2.5
Interval [ns] − 192.7± 6.8 171.1± 2.6 159.1± 3.1 149.3± 3.5
12C
Width [ns] − 26.9± 4.6 15.5± 1.6 16.8± 1.8 19.2± 2.1
TABLE 4.5: Bunch width and interval for proton, helium, and
carbon beams for five energy steps ranging from 48.1 MeV/u
to 221.1 MeV/u, from 50.6 MeV/u to 220.5 MeV/u, and from
88.8 MeV/u to 430.1 MeV/u, respectively.
delayed component from neutron and fragment induced prompt gamma is
also observed. A faster component just before the prompt component may
result from prompt-gamma induced fragments produced in the nozzle and
hitting directly the CeBr3 detectors. The prompt component demonstrates a
system time resolution of approximately 0.8 ns FWHM.
Fig. 4.29 shows the time spectrum obtained from the time difference be-
tween the arrival of the carbon ions at the plastic scintillator and at the scin-
tillating fibers. For this measurement the setup has been changed. For the
previous measurements only the scintillating fibers were in the beam (in co-
incidence with the CeBr3). Here the coincidences are made exclusively be-
tween the plastic scintillator and the odd scintillating fibers. The higher the
energy the faster the particles and the lower the time elapsed between both
detectors. A consistent intrinsic time resolution of 0.7 ns FWHM was ob-
tained for the five energy steps.
Fig. 4.30 shows a slightly different time difference between the odd and
the even scintillating fibers and the plastic detector. We observe a degrada-
tion of the time resolution for helium (1.56 ns FWHM) and proton (2.64 ns
FWHM) beams attributable to an increased energy straggling (not shown).
Energy deposition
Fig. 4.31 shows four spectra of the energy deposited by carbon and helium
ions in both plastic scintillators and in the odd and even fibers. The car-
bon ion distributions present a Gaussian shape as expected from a Vavilov
distribution in the Gaussian limit (Leo, 1994). For lighter particles, the distri-
butions resemble a Landau distribution as expected for such particles hitting
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FIGURE 4.28: Time resolution of the PGS system. The time dif-
ference between the arrival from prompt-gamma to the CeBr3
detector and the arrival from carbon ions to the scintillating
fibers shows a prompt component (red) with 0.8 ns FWHM. A
delayed component resulting from neutron and fragment in-
duced γ-rays is observed and may be removed by TOF cuts. A
fast component resulting from fragment induced γ-rays scat-
tered in the nozzle is also visible.
FIGURE 4.29: Intrinsic time resolution determined from the
time between the arrival from carbon ions to the plastic detec-
tor and to the scintillating fibers. A consistent value of 0.7 ns is
observed for five energy steps covering the full energy range.
The higher the energy, the faster the particles and the smallest
the time elapsed between detectors.
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FIGURE 4.30: Intrinsic time resolution for the odd and even
scintillating fibers present within the alternating fashion. A
consistent value of 0.7 ns is obtained for both fiber bundles.
a thin target. The proton beam distributions resemble the helium ions distri-
butions (not shown).
Fig. 4.32 presents the result from the decomposition of the four compo-
nents associated to the interaction of the carbon ions with the odd and even
fibers. As mentioned before, there is an evident cross-talk between odd and
even fibers if irradiated by carbon ions. We can select from the events hitting
the odd fibers, the ones that have a higher energy deposition in that fiber
and a lower energy deposition in the neighboring fiber. Conversely, we can
choose from the events hitting the even fibers, the ones that have a higher
energy deposition in that fiber and a lower energy deposition in the neigh-
boring fiber. We observe that 45.6% of the events deposit higher energy in
the odd fibers and 46.2% in the even fibers, totaling 91.8% of the total events.
In this analysis, the threshold was set at 200 (a.u.).
Efficiency
In order to evaluate the efficiency of the scintillating fibers, we lowered the
beam intensity by two means: a) bending the beam up to 1◦ via magnets; b)
collimating the beam with two PMMA blocks separated by a 1 mm spacer.
For the determination of very low intensities, we bended the beam gradu-
ally and detected the scattered particles in the nozzle with the thicker plastic
detector very close to the nozzle. We compared the count rate with the one
obtained with the scintillating fibers. Since we clustered the channels from
the fibers, the FADC throughput was limited to ≈ 28 kcps. For the first nom-
inal intensity, we obtained a count rate in the plastic detector of ≈ 950 cps.
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FIGURE 4.31: Right: Energy deposited by carbon (left) and he-
lium (right) beams in the scintillating fibers and in the two plas-
tic scintillators. An expected Gaussian shape for heavier parti-
cles is observed. The distributions from lighter particles resem-
ble a Landau distribution as expected for a thin target.
FIGURE 4.32: The energy deposited by carbon ions in the scin-
tillating fibers produces cross-talk in the corresponding neigh-
boring fiber. For the odd fibers (left), we can decompose the
events by setting a threshold and performing logic operations.
The blue curve corresponds to the valid events. Conversely, for
the even fibers (right), the valid events are represented in the
red curve.
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Run 1 2 3 4 5 6 7 8 9 10 11
BCM [cps] - - - - - 29 122 238 356 465 950
CR Factor - - - - - 33.3 7.77 3.99 2.67 2.05 1
SciFi [cps] 104 471 741 2.1l 11.8k 60k 174k 285k 379k 432k 495k
DT [%] 0 0 0 0 0 54 83 90 92 92 93
CCR [cps] - - - - - 60k 257k 501k 749k 978k 2M
ECR [Mcps] - - - - - 2.00 1.36 1.14 1.01 0.88 0.50
TABLE 4.6: Measured count rate (CR) in the plastic scintilla-
tor bunch monitor (BCM) and in the scintillating fibers (SciFi).
Dead time (DT) starts increasing at a CR of 28 kcps in the SciFi.
The calculated count rate (CCR) is obtained from the nominal
intensity of 2× 106 p/s divided by the CR factor from the BCM
measurements. The extrapolated count rate (ECR) is obtained
from the CR factor from the BCM measurements multiplied by
the measured CR in the SciFi after dead time correction.
We gradually bended the beam until we had a count rate of ≈ 30 cps. We ac-
quired alternately the events from the plastic scintillator and the scintillating
fibers.
In table 4.6, we present the results from the acquisition of carbon ions
with an intensity lowered from the nominal intensity I1=2 × 106 p/s down
to 100 p/s. Both detectors match at run 6. We obtained a count rate in the
scintillating fibers of ≈ 60.5 kcps, already corrected for a dead time of 53.6%,
and a count rate of 29 cps in the plastic detector. We finally obtained an
extrapolated count rate of 2.002 × 106 p/s which compares well with the
nominal intensity of reference. Below those values (run 1–5), the plastic scin-
tillator is not reliable, while above those values (run 7–11), the dead time
starts playing an important role and the count rate in the scintillating fibers
is not retrievable anymore.
We proceeded with higher intensities in order to evaluate the ability of
two 0.5 mm fibers feeding alternate PMTs to cope with a collimated beam
with a slit of 1 mm. We acquired traces of 16 µs and counted the number of
particles in each trace. We then increased the intensity of the beams from the
intensity step 1 (I1=2 × 106 p/s for carbon ions and I1=8 × 107 p/s for pro-
tons) up to the intensity step 8 (I8=3 × 107 p/s for carbon ions and I8=1.2 ×
109 p/s for protons). Fig. 4.33 shows the relative number of particles in each
trace for the several intensity steps and the estimated intensity. We observe a
linear behavior for carbon ions up to the intensity step 7 (2 × 107 p/s) both
for odd and even fibers. For protons, there is an increasing underestimation
of the true intensity as a result of the pile-up of multiple hits within bunches.
Summary and future perspectives
A small-scale prototype of a hadron beam time tracker for the measurement
of the arrival time of single particles in an ion beam has been demonstrated.
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FIGURE 4.33: Estimated efficiency for the detection of carbon
ions (left) and protons (right) by the scintillating fibers for an
intensity range of 2 × 106 p/s – 3 × 107 p/s and 8 × 107 p/s –
1.2 × 109 p/s, respectively. Results for odd and even fibers are
shown for carbon ions as well as the ideal line.
This prototype was able to track single particles within bunches of proton,
helium, and carbon ions currently accelerated at the HIT facility. This is of
utmost importance for PGI systems relying on the TOF information for range
verification. We demonstrated a time resolution for the prompt component of
0.8 ns FWHM. This allows for an efficient rejection of neutron and fragment
induced prompt-gamma background. The results from the measurement of
the carbon bunch width was in good agreement with previous results (Par-
odi et al., 2008). However, those results are clearly insufficient if compared
with the proton bunch widths in cyclotron-based facilities where the protons
are much less spread over the bunch and very well correlated with the cy-
clotron RF. Despite the absence of fiber cladding, we were able to remove the
cross-talk between fibers by evaluating the energy deposited in the alternat-
ing fibers. This evaluation may be further used in beam diagnostics, e.g. in
mixed beams (Graeff et al., 2018; Mazzucconi et al., 2018), where the carbon
beams are used for treatment and the helium beams are used for imaging.
Such prototype may also be used for cross-section measurements of carbon
ions hitting a thin target. The carbon ions and the fragment (e.g., protons)
component may be separated by measuring the energy deposition.
We plan to scale our prototype and build a 20 × 20 cm2 detector to cover
the full treatment area and work under active scanning beams. For such an
area, we would need 400 scintillating fibers readout by independent detec-
tor elements. In order to cope with the maximum intensities available at the
HIT facility (2 × 109 p/s) and considering an average separation between
bunches of approximately 150 ns, we would need to track 300 single parti-
cles per bunch. These particles may be spread over a small or a large area
depending on the beam focus. If we consider a lateral spread of 3 cm (3σ),
those 300 particles would be spread over 60 scintillating fibers with an aver-
age number of events per scintillating fiber and per bunch of≈ 5. For carbon
ion beams where intensities reach 5 × 107 ions/s and the lateral spread is
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smaller (≈ 1 cm), we would need 20 scintillating fibers to cope with approx-
imately 8 particles per bunch and measure an average number of events per
scintillating fiber and per bunch below 0.35.
The interference of the prototype with the beam and its radiation hard-
ness remained out of the scope of this paper. However, we plan to measure
the water equivalent path length of the crossed material and the effect on
beam degradation and test the scintillating fibers against radiation damage
over routine clinical workflow conditions.
Finally, a clinical prototype of such scintillating fibers will provide a fun-
damental input to PGI for the verification of the particle range and dose de-
livery to the patient.
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Abstract
The physical range uncertainty limits the exploitation of the full potential
of charged particle therapy. In this work we face this issue aiming to mea-
sure the absolute Bragg peak position in the target. We investigate 1p, 4He,
12C and 16O beams accelerated at the Heidelberg Ion-Beam Therapy Center.
The range of the primary particles is measured using the prompt gamma
spectroscopy method, which was demonstrated for proton beams acceler-
ated by cyclotrons and is developed here for the first time for heavier ions
accelerated by a synchrotron. We develop a detector system that includes (i)
a spectroscopic unit based on cerium(III) bromide and bismuth germanium
oxide scintillating crystals, (ii) a beam trigger based on an array of scintillat-
ing fibers and (iii) a data acquisition system based on a FlashADC. We test the
system in two different scenarios. In the first series of experiments we detect
and identify N = 19 independent spectral lines over a wide gamma energy
spectrum for different targets, including also a water target with a titanium
insert. In the second series of experiments we introduce a collimator and
we relate the spectral information to the range of the primary particles. We
demonstrate sub-millimetric precision for the measurement of the 12C Bragg
peak position in the experimental setup. We develop a comprehensive statis-
tical analysis and we conclude that range verification with a 2 mm accuracy
will be achievable with lateral spot aggregation for each of the ions during a
single fraction delivery of D = 2 Gy physical dose.
Introduction
The growing interest for charged particle therapy (CPT) is driven by the fa-
vorable depth-dose distribution of relativistic light ions in matter. Their en-
ergy deposition profile is referred to as Bragg peak and presents its maxi-
mum at the end of the range of the primary particles (Bragg et al., 1905).
Such characteristic potentially allows the delivery of highly conformal radia-
tion to the tumor while reducing the dose in the surrounding tissue (Amaldi
et al., 2005). The number of patients receiving CPT is rapidly growing and
it overcame the 200’000 treatments at the end of 2018 (PTCOG, 2018). This
includes the clinical practice with 1p and 12C beams and a pilot project that
until 1992 treated over 2’000 patients with 4He beams at Berkeley. The lat-
ter has recently gained new interest and the introduction of therapeutic 4He
beams has been planned at the Heidelberg Ion-Beam Therapy Center (HIT)
for the next year (Mein et al., 2019). Moreover, additionally to the previously
mentioned ion species, beams of 16O ions are available for experimentation at
HIT (Haberer et al., 2004). The multiple ion species have separate rationales
for their use, different biological properties, specific nuclear fragmentation
processes and unique mixed fields. However, slightly relativistic 1p, 4He, 12C
and 16O beams share the fact that the primary beam stops in the target and
that their availability is limited to synchrotron based facilities. The former
property leads to an interest in measuring the Bragg peak position while the
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latter calls for the need of developing a device employable at a synchrotron
based facility.
Numerous solutions have been proposed to measure the range of the pri-
mary ions in vivo. Knopf et al., 2013 reviewed all the techniques and ex-
clusively one of these provides for all the body sites simultaneously a direct
signal during CPT combined with an expected millimetric accuracy: prompt
gamma imaging (PGI). This technique is based on the production of excited
nuclear states through inelastic collisions of the projectiles with the target
nuclei. Such states have typical mean life shorter than τ < 10−11 s and can
de-excite with isomeric transitions emitting discrete gamma quanta with en-
ergy equal to the difference of the nuclear levels (Kozlovsky et al., 2002).
The detection of this secondary radiation provides a non-invasive solution to
measure the Bragg peak position without extra dose to the patient and with-
out extending the treatment time. Therefore, several efforts have been un-
dertaken to investigate PGI and multiple detection techniques are currently
under development (Krimmer et al., 2018). Richter et al., 2016 acquired the
first prompt gamma data during proton treatments with passively scattered
beams and Xie et al., 2017 investigated it during patient treatments with pro-
ton pencil beam scanning. In both cases, the detection aimed at retrieving
relative shifts. The recovery of the absolute Bragg peak position for pro-
ton beams accelerated by cyclotrons was demonstrated by Verburg et al.,
2014. This required the employment of large crystals with spectroscopy ca-
pability to measure multiple prompt gamma lines associated with indepen-
dent de-excitation channels. This technique is referred to as prompt gamma
spectroscopy (PGS). Hueso-González et al., 2018 recently presented a full
scale prototype dedicated to PGS for proton beams accelerated by cyclotrons.
They demonstrated the measurement of absolute millimetric deviations un-
der clinically realistic conditions. In the current work we aim to develop PGS
to heavier ion beams accelerated by synchrotrons.
The core of PGS is the capability to detect discrete spectral lines. There-
fore, in a previous work we optimized a spectroscopic unit based on a cerium
(III) bromide (CeBr3) scintillating crystal (Dal Bello et al., 2018). The choice of
this scintillator was driven by the absence of intrinsic activity and its excel-
lent time and energy resolution (Quarati et al., 2013). The possibility to de-
tect the prompt gamma over its full energy spectrum down to Eγ = 511 keV
is beneficial to include a multitude of independent reactions in the analysis
and it was demonstrated during 1p experiments (Magalhaes Martins et al.,
2017) and 4He irradiation (Dal Bello et al., 2019). Moreover, several new chal-
lenges are encountered moving to heavier ions (Pinto et al., 2015). Testa et al.,
2010 investigated the time structure of the secondary radiation generated by
12C beams. For low energy pulsed beams there is a strong correlation with
the accelerator high-frequency (HF) and the background rejection techniques
adopted with 1p beams can be applied (Verburg et al., 2013b). The correla-
tion with the HF is lost for continuous beams at the high energies required
for treatments. In this case the direct detection of the arrival time of the pri-
mary ions is necessary. Therefore, we developed a beam trigger based on
scintillating fibers that provides minimal interaction with the beam, single
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particle measurement at high intensities and which is scalable to the maxi-
mum intensities used during treatments (Magalhaes Martins et al., 2019b).
Finally, the use of heavier ions is also associated with the production of nu-
clear fragments and higher neutron yield (Aricò et al., 2019). Such processes
increase the noise in the detectors used for PGI and require the development
of dedicated background rejection techniques. We take into account all the
previous phenomena and aim to measure the absolute Bragg peak position
with a precision smaller than the current physical range uncertainties, which
can reach and exceed the 10 mm (Paganetti, 2012).
In this work, we investigate for the first time PGS for absolute range veri-
fication for 1p, 4He, 12C and 16O beams. We adopted the customized spectro-
scopic unit and beam trigger, we developed dedicated background rejection
routines and we extracted features related to the particle range. Finally, we
present a method to measure the absolute range in the target and we discuss
the requirements to achieve a clinically relevant range control.
Detectors and data acquisition system
We investigated experimentally the applicability of PGS for ion beam therapy
in a synchrotron based facility. The current section presents the details of the
experimental components.
Spectroscopic unit
The core of the experimental setup was the spectroscopic unit. The primary
detector was a cerium bromide (CeBr3) crystal with a cylindrical shape (di-
ameter d = 3.81 cm and length l = 7.62 cm) coupled to a R9420-100 PMT
(Hamamatsu). It was surrounded by a secondary bismuth germanium oxide
(BGO) crystal with a cylindrical shape and a cavity to host the CeBr3 (thick-
ness t = 3 cm, length l = 11 cm and inner diameter din = 4.6 cm). The
BGO was sectioned in eight azimuthally-symmetric and optically-separated
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segments. Each section was coupled to an independent R1924 PMT (Hama-
matsu). This crystal was used as Anti-Coincidence (AC) shield. The experi-
mental performances of the spectroscopic unit in presence of 4He beams ac-
celerated at a clinical facility have been investigated in a previous dedicated
study by Dal Bello et al., 2019. Figure 4.34 (left) shows the experimental setup
with the spectroscopic unit at the center, behind the collimator.
Beam trigger
Two separate detectors have been used to measure the arrival time of pri-
mary particles in the experimental campaigns: the first was based on a plastic
scintillator tile and the second on an array of scintillating fibers.
The plastic scintillator was 0.1 cm thick and covered a 8× 8 cm2 area. The
tile was a EJ-200 plastic scintillator. We connected it on one side to a R13089
PMT (Hamamatsu) with a silicone coupling component. The tile was sealed
with an aluminum foil to enhance the internal reflection and black tape to
make it light tight. The same detector has been adopted also in a previous
study (Dal Bello et al., 2019). This is further referred to as the EJ-200 detector.
The second beam trigger was based on a set of scintillating fibers with a
square cross section of side length 500 µm. We designed dedicated supports
to obtain a single layer of scintillating fibers (BCF-12, Saint Gobain Crystals).
The total active area was 3× 3 cm2. The fibers were connected on one side
to two independent R647 PMT with E849-35 socket assembly (Hamamatsu)
in an alternating fashion. The detector included an housing for light shield-
ing equipped with an entrance and exit window for the beam (double alu-
minized mylar summing up to a total thickness < 10 µm). This detector was
designed to be operated at higher intensities compared to the EJ-200 and its
experimental performances in presence of clinical ion beams have been in-
vestigated in a previous dedicated study by Magalhaes Martins et al., 2019b.
This is further referred to as the SciFi detector. Figure 4.34 (left) shows the
SciFi detector at the front of the experimental setup, between the nozzle and
the water phantom.
Electronics
We used one single FlashCam FADC module for the digitalization of the
detector signals (Werner et al., 2017). Such system was originally devel-
oped for the Cerenkov Telescope Array and is highly flexible and promptly
adaptable to PGS experiments. Promising results with this electronics have
been obtained by Dal Bello et al., 2019. Three fundamental properties made
the FlashCam modules especially suitable for the current work: the flexi-
ble Ethernet-based interface (10 Gbit) with high data-rate capability for con-
tinuous data streaming, multi-channel acquisition mode and the continu-
ous high-speed digitization (12-bit, 250 MS/s FADC system) with on-board
FPGA-based digital signal processing and triggering. Figure 4.34 (left) shows
the FlashCam module at the side of the experimental setup.
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The data acquisition system (DAQ) was operated with up to N = 17 inde-
pendent channels and triggered by energy depositions in the CeBr3 having
E ≥ 500 keV. Every channel acquired event-by-event single traces ∆t =
240 ns long. We chose the sampling intervals depending on the detector
properties: δt = 4 ns for the CeBr3 and each of the eight BGO sections,
δt = 1 ns for the EJ-200 and each of the two PMT in the SciFi detector. We
used the DAQ to acquire either the signals from the EJ-200 or the SciFi, i.e. we
did not operate the two detectors simultaneously. The resulting data stream
was approximately 2 kB/event, which converts to data sets of about 2 GB
for a typical run with 106 raw events detected by the spectroscopic unit. In
the collimated experiments we observed count rates up to 2 · 103 cps without
dead time. In the uncollimated experiments we reached up to 4 · 104 cps with
dead time below 10%.
We pre-amplified the BGO signals as described by Dal Bello et al., 2019.
The high-voltage of the PMT coupled to the CeBr3 was tuned to cover the
0.5 ÷ 10 MeV gamma spectrum within the FADC dynamic range. We also
tuned the gain of the two PMT in the SciFi detector to obtain the same signal
amplitude at the two channels with a 90Sr source during offline calibration
runs.
Data analysis and modelling
The experimental data required an extensive analysis to extract the correla-
tion between the prompt gamma spectra and the particles range. The current
section presents the offline processes adopted to suppress the background
and derive spectral features.
Response function spectroscopic unit
We performed a detailed characterization of the spectroscopic unit with the
aim of improving its performance during the offline data analysis. We mod-
elled the interactions of the high energy gamma radiation in the detectors
and computed the response matrix of the system. The method was based on
the results presented by Guttormsen et al., 1996. We performed Monte Carlo
(MC) radiation transport simulations to generate the response matrix. We
used FLUKA, which is a general purpose MC software with applications in
multiple fields (Ferrari et al., 2005) including medical applications (Böhlen et
al., 2014). We adopted the FLUKA version 2011.2x with the default settings
PRECISIOn.
We generated the response matrix of the system for incoming gamma
with energy up to Eγ = 10 MeV. The pure energy deposition in the CeBr3
(Edep) was converted into the measured energy deposition (Emes) by apply-
ing an energy spread according to the CeBr3 resolution parameterized by
Roemer et al., 2015. Then we calculated the probability P(Emes, E0) that such
event had been generated by an incoming gamma ray with energy E0. The
matrix P(Emes, E0) fully described the degradation of the prompt gamma
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FIGURE 4.35: Time of flight spectrum between the signals in the
CeBr3 and the SciFi detector. The data was acquired in presence
of the 12C beam during the collimated experiments. The differ-
ent components are added to obtain the total model plotted in
the dark green solid line, which is fitted to the data presented as
histogram. The highlighted areas represent the regions where
the distributions SP, SS and SC were sampled.
spectrum due to the detection using the spectroscopic unit. Vertical pro-
jections of the matrix represented the response to mono-energetic radiation.
Horizontal projections reported the probability distribution for the genera-
tion of a given measured energy.
Background rejection with detectors
We processed the data off-line using ROOT (Brun et al., 1997). We performed
a first background rejection based on the data acquired by the primary and
secondary detectors.
The spectroscopic unit was operated in anti-coincidence. We calibrated
the energy deposition in the AC shield during a dedicated run with a 137Cs
source. Only in this case the DAQ was triggered by energy deposition in the
BGO. We set the threshold for the anti-coincidence rejection at Eγ = 50 keV.
When one of the BGO sections recorded an event above this threshold, the
corresponding event in the CeBr3 was a candidate to be discarded. The event
was eventually removed if the two energy depositions happened within the
anti-coincidence time window (∆t = 25 ns).
The beam trigger data was used to define a Time-of-Flight (ToF) window.
We considered only the events that fell within the energy deposition cuts for
the beam trigger. The cuts were defined on the base of a Gaussian fit of the
energy deposition for the heavy projectiles (12C and 16O) and a Landau fit for
the light ones (1p and 4He). Simultaneous (∆t < 5 ns) hits were discarded.
Then, we computed the time difference between the events in the CeBr3 and
the EJ-200 or the SciFi detector. We set a ToF window of ∆tToF = 3 ns for
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the experiments with the collimator and ∆tToF = 6 ns for the ones without.
We accepted the events in the CeBr3 within these time windows to define the
prompt gamma energy spectrum SP. The events outside the cuts were also
stored for further processing. In particular, we defined two time windows
(each ∆tS = 5 ns) to sample the energy spectrum of the scattered radiation
SS before and after the prompt gamma peak. We also defined a wide time
window (∆tC = 45 ns) before the previous ToF cuts to sample the energy
spectrum SC of the time independent radiation. A graphic representation of
the ToF regions where SP, SS and SC were sampled is presented in Figure
4.35.
Finally, we performed a first calibration of the energy deposition in the
CeBr3 based on the 137Cs source. We selected the events acquired during
beam-on conditions, but outside the ToF cuts. We fitted the Eγ = 0.662 keV
peak and performed a linear calibration of the spectrum. Non-linearity ef-
fects were not taken into account at this stage.
Background rejection with models
We further improved the background rejection with dedicated models.
First, we modelled the ToF spectra. The identification of its different com-
ponents during ion irradiation was investigated by Testa et al., 2010. We
based our modelling on this previous study and we defined the following
ToF distributions: fP(t) as the prompt gamma events; fS(t) as the scattered
gamma or the gamma produced in (n,γ) reactions; fA(t) as the events associ-
ated with activation having a characteristic decay time shorter than the time
between bunches and fC(t) as the time independent component, i.e. gener-
ated by activation with decay time longer than the time between bunches.
The total ToF spectrum was then parametrized by:
fToF(t) = fP(t) + fS(t) + fA(t) + fC(t) (4.8)
where fP(t) = N (µP, σP) and fS(t) = N (µS, σS) were modelled by Gaussian
functions, fA(t) = θ(t− µS− σS) · e−τA·t by an exponential function and fC(t)
by a constant. We set the conditions: µP < µS and σP < σS. In a following
step, we fitted the ToF spectra with (4.8) and defined the following quantities:
the correction factor for the prompt gamma ToF cut
kP =
(∫ µP+0.5·∆tToF
µP−0.5·∆tToF
fP(t) · dt
)
·
(∫ +∞
−∞
fP(t) · dt
)−1
(4.9)
and the correction factor for the scattered or (n,γ) events in the ToF cut
kS =
(∫ µP+0.5·∆tToF
µP−0.5·∆tToF
fS(t) · dt
)
·
(∫ µP−0.5·∆tToF
µP−0.5·∆tToF−∆tS
fS(t) · dt +
∫ µP+0.5·∆tToF+∆tS
µP+0.5·∆tToF
fS(t) · dt
)−1
.
(4.10)
This model and its parameters were adopted to further process the ex-
perimental data. We scaled the spectrum SC once by the factor 2 · ∆tS/∆tC
and once by ∆tToF/∆tC to subtract it from SS and SP, respectively, obtaining
SS,noC and SP,noC. We scaled SS,noC by the factor kS calculated in (4.10) and
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subtracted it from SP,noC. Finally, we scaled this result by the factor kP cal-
culated in (4.9). The component fA(t) was neglected as its contribution was
negligible in the ToF cut for prompt gamma.
Then, we employed the response function calculated in section "Response
function spectroscopic unit". We used the matrix P(Emes, E0) to unfold the
experimental data according to the method described by Guttormsen et al.,
1996. Such method has also been successfully applied in a previous prompt
gamma study by Vanstalle et al., 2017.
Finally, we smoothed the unfolded spectra with a Gaussian filter having a
width proportional to the CeBr3 resolution tabulated by Roemer et al., 2015.
During this process we also corrected for non-linearity effects in the energy
calibration. To do so, we used the known position of the high energy spectral
line and refined the first energy calibration performed with the 137Cs source.
Such fine tuning contributed < 5% to the overall calibration.
Experimental campaigns
Several experimental campaigns have been performed. The experiments
shared the same detectors, data acquisition system and post-processing rou-
tines. The experiment-specific features are presented in the current section.
Ion beam characteristics
The experiments were conducted at the Heidelberg Ion-Beam Therapy Cen-
ter (HIT), Heidelberg, Germany (Haberer et al., 2004). We delivered 1p, 4He,
12C and 16O beams to the experimental cave. The active feedback system was
activated to guarantee the stability of the parameters and we adopted beam
energies and intensities available in the therapy control system (TCS)8. The
nominal beam intensities varied from a minimum of 5 · 106 ions · s−1 for 16O
beams to a maximum of 8 · 107 ions · s−1 for 1p beams. During all the exper-
imental campaigns the beam was delivered at the isocenter at a fixed energy
for each run. Moreover, the nominal beam intensity refers to one during
beam-on condition and the ratio spill to inter-spill time was approximately
1 : 1.
Targets
We used four different targets during the experiments:
1. The PMMA target. It consisted of four Polymethyl-methacrylate blocks
of size 25× 25× 5 cm3. We aligned the blocks to obtain a thickness of
l = 20 cm of PMMA in the beam direction.
2. The Water phantom. This target can be seen at the center of the exper-
imental setup in Figure 4.34. The phantom was the MP3-P water tank
8Siemens Healthcare GmbH, Erlangen, Germany
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produced by PTW9. We filled it with approximately V = 15 l of double
distilled water and we oriented it with the thin (ł = 5 mm) beam en-
trance window facing the nozzle. The water phantom was placed on a
moving platform, which allowed movements in two directions with a
step size of ∆l = 10 µm.
3. The Water target. It consisted of five flasks filled with double distilled
water and aligned to the beam direction. The total water thickness tra-
versed by the beam was l = 16 cm, while the total thickness of the
polystyrene flasks walls was l = 0.9 cm.
4. The Water+Ti target. This was obtained placing a titanium slab of thick-
ness l = 0.6 cm between the third and the fourth flask of the water
target.
The phantom (ii) had an internal rail for precise positioning of an ion-
ization chamber support. We customized the support to hold a Gafchromic
EBT3 film10, which we used to verify the range of the primary particles in the
water phantom.
Uncollimated experiment: reactions identification
The first set of experiments aimed to identify the nuclear de-excitation chan-
nels observable with our system. Therefore, we did not introduce any colli-
mator in the experimental setup and we measured the prompt gamma emis-
sion over the full target aiming to maximize the statistics. The experimental
setup was analogous to the one used in Dal Bello et al., 2019. The spectro-
scopic unit was placed at d = 10 cm from the beam axis and we acquired
approximately N = 2 · 107 raw events in the spectroscopic unit for each run.
We used the EJ-200 detector as beam trigger. The irradiated targets and the
corresponding properties of the ion beams are reported in Table 4.7. We post-
processed the data according to the methods presented in section "Data anal-
ysis and modelling". The final results, i.e. the background-free spectra, were
used to identify the discrete prompt gamma lines generated during the ir-
radiation. Moreover, we fitted the width of the spectral lines in the water
target experiment and we quantified the relation between their FWHM and
the mass of the projectile. The theoretical derivation of the functional form
used in the fitting is developed in the dedicated appendix section A.
Collimated experiment: Bragg peak position
The second set of experiments aimed to correlate the intensity of the spectral
lines identified in the uncollimated experiments to the position of the Bragg
peak. Therefore, a tungsten slit collimator was introduced in the setup, as
shown in Figure 4.34. The collimator was t = 12.5 cm thick, it had a vertical
9Physikalisch-Technische Werkstätten GmbH, Freiburg, Germany
10Ashland Inc., Ashland, U.S.
98 Chapter 4. Publications
Target Beam properties
Water phantom
(collimated experiments)
Ion E [MeV/u] N0/ position # positions
1p 108.88 9.6 · 1010 2
4He 109.97 3 · 1010 2
12C 204.27 8 · 109 20
16O 241.0 5 · 109 2
PMMA target
(un-collimated experiments)
Ion E [MeV/u] N0
1p 148.21 6 · 1010
4He 149.02 1.5 · 1010
12C 281.57 3.4 · 109
16O - -
Water target
(un-collimated experiments)
Ion E [MeV/u] N0
1p 148.21 8.6 · 1010
4He 149.02 1.4 · 1010
12C 281.57 5 · 109
16O 333.91 1.2 · 109
Water+Ti target
(un-collimated experiments)
Ion E [MeV/u] N0
1p 148.21 7.6 · 1010
4He 149.02 1.2 · 1010
12C 281.57 1 · 1010
16O 333.91 1.9 · 109
TABLE 4.7: Breakdown of the experiments conducted at HIT.
The number of ions irradiated, their type and energy associated
to each experimental setup and target are reported. The blank
entries correspond to experiments that were not performed.
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opening of s = 7.5 mm and it was placed at d = 20 cm from the beam-
line. We aligned the principal axis of the spectroscopic unit with the center
of the slit collimator and we positioned it with the frontal face of the CeBr3
at d = 40 cm from the beamline. We used the SciFi detector as beam trig-
ger. We selected the same energy step in the TCS for the four ions in order
to generate the Bragg peak always at the same depth in the water phantom,
namely at z = 87 mm from the beam entrance window, which we verified
with the Gafchromic EBT3 films. We operated the moving platform to vary
the relative longitudinal position z between the water phantom and the spec-
troscopic unit and therefore measure the prompt gamma radiation at dif-
ferent depths in the phantom. For each of the 1p, 4He and 16O beams we
acquired one data set before the Bragg peak (z = 80 mm) and one after it
(z = 105 mm). For the 12C beam we acquired N = 20 positions along the
phantom from z = 25 mm to z = 120 mm with a spacing of ∆z = 5 mm. For
every data set we acquired approximately N = 106 raw events in the spec-
troscopic unit. The summary of the beam characteristics is reported in Table
4.7. We post-processed the data according to the methods presented in sec-
tion "Data analysis and modelling". A detailed data analysis was conducted
for the collimated experiments.
First, we compared the ToF spectra between the CeBr3 and the SciFi de-
tector before (z = 80 mm) and after (z = 105 mm) the Bragg peak. For all the
four ions we considered events with energy deposition in the CeBr3 between
Eγ ≥ 0.6 MeV and Eγ ≤ 6.8 MeV. We identified and we fitted the widths of
the primary peaks in the ToF distributions for z = 80 mm.
Then, we compared the background-free energy spectra detected by the
spectroscopic unit before (z = 80 mm) and after (z = 105 mm) the Bragg
peak. We applied a smoothing proportional to the intrinsic energy resolu-
tion of the CeBr3 (Roemer et al., 2015) to suppress the high-frequency noise.
For the 12C or 16O beams we analyzed both the prompt gamma emission
of the target and the projectile nuclei. In particular, for the 12C projectile
we analyzed the Doppler shift of the Eγ = 4.4 MeV line and for the 16O of
the Eγ = 6.1 MeV line. The theoretical derivation of the Doppler shifts at
z = 80 mm is presented in the dedicated appendix section A.
Finally, we analyzed the evolution of the intensity of the spectral lines
with respect to the Bragg peak position in presence of the 12C beam. At ev-
ery zi position of the water phantom, we integrated the counts of the discrete
peaks over the energy interval E0 ± 3 · σ0. E0 was the nominal energy of the
discrete peak and σ0 was the nominal peak width calculated from the CeBr3
intrinsic energy resolution. We also measured the full prompt gamma emis-
sion integrated from Eγ = 0.6 MeV to Eγ = 6.8 MeV. The number of events
within the integration window was used to calculate the uncertainties ac-
cording to the Poisson statistics (σI =
√
Nγ). Then, we normalized the counts
by the number of irradiated 12C ions and we applied the corresponding cor-
rection factors to take into account the cuts in the trigger and in the spectro-
scopic unit, obtaining Ij(zi) at every position i and for each gamma line j. To
better visualize the evolution of the intensities with the position in the wa-
ter phantom we superimposed the data with a smoothed curve. Such curve
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was obtained with the dedicated function SmoothLowess in the TGraphSmooth
class of ROOT (Brun et al., 1997). We used a smoothing factor f = 1/5 and we
also calculated the standard deviation of the smoothed values from the data
points, which we then plotted as a band about the smoothed curve. We con-
cluded the analysis by computing the ratio of the intensities of five pairs of
independent spectral lines at every zi and propagating the statistic uncertain-
ties. The ratios of the intensities Rj,k(zi) = Ij(zi)/Ik(zi) were parametrized
with a third degree polynomial function in the neighborhood of the Bragg
peak.
Results
The results of this study include the performances of the post processing
routines and the extraction of spectral features, eventually correlating the
prompt gamma yield to the range of the ions in the target. The current sec-
tion presents the results from the experimental campaigns.
Response function spectroscopic unit
The response function of the spectroscopic unit is presented in Figure 4.36.
The matrix maps the probability of obtaining a specific energy deposition
in the spectroscopic unit operated in anti-coincidence given the energy of
the incoming gamma radiation. The insert in Figure 4.36 shows the Monte
Carlo simulated energy spectrum obtained with an incoming Eγ = 6.1 MeV
gamma. It can be observed that the detection of the photo peak is promoted
with respect to the background components. The ratio between the events in
the photo peak and the ones in the single escape peak was 2.4, while the am-
plitude of the Compton continuum component was about a factor 30 smaller
than the photo peak. The matrix generated with Monte Carlo and presented
in Figure 4.36 was used in the following steps to improve the background
rejection.
Background rejection
Time-of-Flight model
An example of a ToF spectrum and the corresponding fit of the model de-
scribed by equation (4.8) is shown in Figure 4.35. The data presented was
obtained in the collimated experiments in presence of 12C beams. It can be
seen how the fP(t) and the fS(t) components can be clearly separated with
the time resolution of the system. In this specific case, the time separation
was ∆tP,S = µS − µP = 3.3 ns. The separation of the primary and the scat-
tered prompt gamma was critical to achieve a robust background rejection.
In Figure 4.35 we observed a factor ×6.4 more events in the fS(t) peak com-
pared to the fP(t) peak. A significant amount of such events was present also
within the ToF cuts for the primary prompt gamma. These events were sub-
tracted according to the method presented in section "Background rejection
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FIGURE 4.36: Response function matrix for the spectroscopic
unit. The logarithmic color scale reports the probability to ob-
tain the corresponding energy deposition. The vertical line in-
dicates the response to a monoenergetic photon beam of Eγ =
6.1 MeV. The insert shows the simulation of its corresponding
energy spectrum.
with models". The events in the time independent component fC(t) had a
smaller contribution within the ToF cuts; nonetheless, we processed and sub-
tracted them. On the other hand, the fast decaying events fA(t) had a negli-
gible contribution to the prompt gamma peak. Therefore, we fitted their ToF
distribution but we did not process such events further. A similar behaviour
was observed also in the other data sets with different target and in presence
of distinct ion beams. It should be noticed that in the uncollimated experi-
ments and in presence of lighter ion beams the width of the fP(t) distribution
increased. The quantitative analysis of such effect is presented in a following
paragraph.
Full background rejection
An example of all the progressive steps undertaken to obtain the background-
free spectra is shown in Figure 4.37. The raw data without any cut was omit-
ted. It can be observed how the background component is progressively sub-
tracted from the data until obtaining a spectrum mainly composed by the dis-
crete lines. To analyze the contribution of each step, we assumed as the 100%
reference the entries in the spectra after the ToF window. We observed that by
applying the anti-coincidence detection with the BGO the number of events
accepted decreased to 45.5%. The application of the ToF model improves
the signal to noise ratio especially at the low energy component of the spec-
trum and it was critical to completely suppress the hydrogen neutron capture
line. As a matter of fact, a local minimum was observed at Eγ = 2.2 MeV in
Figure 4.37 after the ToF model. The fraction of events left after this step
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FIGURE 4.37: Progressive steps in background rejection. The
solid lines show the obtained spectra after the cumulative in-
troduction of each step in the post processing. The data was
acquired in presence of the 12C beam during the collimated ex-
periments. The collimator slit was aligned to the Bragg peak
location in the water phantom.
was 12.7%. Finally, the unfolding of the spectrum further removes the de-
tector contributions such as the Compton continuum and the escape peaks.
The background-free spectrum contains 8.3% of the initial events. Analo-
gous fractions of removed events were observed for other beam species in
the steps introducing the anti-coincidence detection and the unfolding of the
spectrum. The number of events removed by the ToF model depended on
the beam type and increased with increasing mass of the projectile.
Reactions identification
The background-free spectra acquired during the uncollimated experiments
are presented in Figure 4.38. We identified N = 19 independent spectral lines
in the three targets irradiated. The complete list of the reactions observed for
every beam species are reported in Table 4.8.
The quantitative analysis of the evolution of the width of the spectral lines
for the water target with increasing mass of the projectile is shown in Figure
4.39. We selected the most and the least energetic prompt gamma listed in
Table 4.8. It can be observed how the model (4.20) derived in Appendix A
correctly reproduces the experimental data. We observed positive deviations
of the FWHM with respect to the intrinsic CeBr3 resolution reported by Roe-
mer et al., 2015. The minimum deviation was observed in presence of 1p
beams for the Eγ = 0.718 MeV line, namely a factor ×1.22 wider. The maxi-
mum deviation was observed in presence of 16O beams for the Eγ = 6.1 MeV
line, namely a factor ×2.97 wider. The average increase of the FWHM was
×1.51 for the Eγ = 0.718 MeV line and ×2.55 for the Eγ = 6.1 MeV line. It
should be reminded that the FWHM values in Roemer et al., 2015 have been
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FIGURE 4.38: Background-free spectra and identification of the
reaction channels for the uncollimated experiments. The verti-
cal lines indicate the position of the identified peaks. The labels
report the nominal energy of the gamma line and the nuclei un-
dergoing the de-excitation.
calculated with negligible Doppler broadening, i.e. using sources or low en-
ergetic 1p beams.
ToF spectra and Bragg peak position
The collimated experiments presented different features for the data sets ac-
quired before and after the Bragg peak position. Figure 4.40 shows the ToF
spectra between the CeBr3 and the SciFi detector signals. For all the four
ion beam species we observed a clear difference between z = 80 mm and
z = 105 mm. In particular, for the 1p and 4He beams, the events in the
prompt gamma peak were observable predominantly in the data acquired
upstream the Bragg peak and they were comparable with the background
downstream to it. On the other hand, for the 12C and 16O beams, such events
were observable in both the positions with different intensities. In this case
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FIGURE 4.39: Evolution of the spectral lines FWHM with in-
creasing projectile mass. The bullets report the experimental
data with the water target from the uncollimated experiments.
The solid line was calculated from equation (4.20) scaling κ. The
dashed line is the nominal CeBr3 resolution calculated accord-
ing to Roemer et al., 2015.
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Reactions induced by:
Eγ [MeV] Target nuclei De-excitation reactions 1p 4He 12C 16O
6.1
16O
16O
16O∗6.13 → 16Og.s.
15O∗6.18 → 15Og.s.
X X X X
5.2
16O
16O
16O
16O
15O∗5.18 → 15Og.s.
15O∗5.24 → 15Og.s.
15N∗5.27 → 15Ng.s.
15N∗5.30 → 15Ng.s.
X X X X
4.4
16O
16O
12C
12C
12C∗4.44 → 12Cg.s.
11B∗4.45 → 11Bg.s.
12C∗4.44 → 12Cg.s.
11B∗4.45 → 11Bg.s.
X X X X
3.68
16O
12C
13C∗3.68 → 13Cg.s.
13C∗3.68 → 13Cg.s.
× X X X
3.21
16O
12C
12C∗7.65 → 12C∗4.44
12C∗7.65 → 12C∗4.44
× X X X
2.7
16O
16O
16O
16O
12C
12C
16O∗8.87 → 16O∗6.13
14N∗5.11 → 14N∗2.31
11C∗4.80 → 11C∗2.00
10B∗3.59 → 11B∗0.718
11C∗4.80 → 11C∗2.00
10B∗3.59 → 11B∗0.718
X X X X
2.31 16O 14N∗2.31 → 14Ng.s. X X X X
2.12 12C 11B∗2.12 → 11Bg.s. X X X n.a.
2.0
16O
16O
12C
11C∗2.00 → 11Cg.s.
15O∗7.28 → 15O∗5.24
11C∗2.00 → 11Cg.s.
X X X X
1.88
16O
12C
15N∗7.16 → 15N∗5.27
15N∗7.16 → 15N∗5.27
X∗ X X X
1.64
16O
12C
14N∗3.95 → 14N∗2.31
14N∗3.95 → 14N∗2.31
X X X X
1.38
16O
12C
15O∗7.56 → 15O∗6.18
15O∗7.56 → 15O∗6.18
X∗ X X X
1.3 48Ti
46Ti∗3.29 → 46Ti∗2.01
47Ti∗1.44 → 47Ti∗0.159
48Ti∗2.29 → 48Ti∗0.983
X X X X
1.1 48Ti
46Ti∗2.01 → 46Ti∗0.889
47Ti∗1.25 → 47Ti∗0.159
X X X X
1.02
16O
12C
10B∗1.74 → 10B∗0.718
10B∗1.74 → 10B∗0.718
X X X ×
0.937 16O 18F∗0.937 → 18Fg.s. × × X X
0.983 48Ti 48Ti∗0.938 → 48Tig.s. X X X X
0.889 48Ti 46Ti∗0.889 → 46Tig.s. X X X X
0.718
16O
12C
10B∗0.718 → 10Bg.s.
10B∗0.718 → 10Bg.s.
X X X X
TABLE 4.8: List of reactions observed during the uncollimated
experiments. Multiple de-excitation reactions, which were
merged in the experimental data, are reported in a common
row. For each projectile, we indicated with (X) the observed
spectral lines and with (×) the reactions that were not observ-
able or that had a negligible intensity. For the 1p beams, some
reactions were observed only on 16O target (X∗). For the 16O
beams, the data on 12C targets is missing and one entry was not
assigned (n.a.). The de-excitation reactions were retrieved from
the NUDAT database (Kinsey, 1998).
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FIGURE 4.40: Time-of-Flight spectra for the prompt gamma ra-
diation before and after the Bragg peak obtained in the col-
limated experiments. The comparison between the four ion
species is shown. The labels in the plots report the widths of
the prompt gamma peaks upstream the Bragg peak, i.e. the fit
performed on the blue histogram. The counts are integrated
over the 0.6÷ 6.8 MeV energy range.
the ratio of the maximum instantaneous count rates between z = 80 mm and
z = 105 mm was approximately 2 and their values downstream the Bragg
peak were compatible with the ones observed for the scattered events. More-
over, we observed that the count rates at ∆t = 25 ns converged to the same
values for 4He, 12C and 16O beams, while for 1p beams we measured an event
rate + 13% higher for z = 80 mm compared to z = 105 mm. Finally, we
observed a sharper ToF peak for the prompt gamma events generated by
heavier projectiles, down to FWHM = 1.08 ns for 16O beams. The values of
the standard deviations of the primary prompt gamma peaks are reported
in Figure 4.40. As a consequence, the ratio between the maximum and the
minimum count rate strongly depended on the projectile. For 1p, 4He, 12C
and 16O the ratios were respectively: r = 1.8, r = 2.1, r = 8.8 and r = 14.2.
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Energy spectra and Bragg peak position
Binary position
The most significant differences between the data acquired upstream and
downstream the Bragg peak were observable in the energy spectra reported
in Figure 4.41. The efficient background suppression allowed to observe a
drop of the intensities of the discrete lines when moving from z = 80 mm
to z = 105 mm, both for the high and for the low energy part of the spec-
tra. In particular, we observed that for 1p beams the most energetic lines
(Eγ ≥ 4.4 MeV) were not observable at the position downstream the Bragg
peak. On the other hand, for heavier projectiles the intensity of such lines
were strongly reduced but the peaks in the energy spectra were still identi-
fiable. The gamma lines at lower energy could be observed both upstream
and downstream the Bragg peak with different intensities. The number of
total events detected in the energy window 0.6 ÷ 6.8 MeV normalized per
primary ion strongly depended on the mass of the projectile. We considered
the spectra acquired at z = 80 mm and we compared the number of events
taking the 12C data as the reference. For 1p and 4He beams we measured fac-
tors of Γ12C,1 p = 7.8 and Γ12C,4He = 4.8 less events, respectively. For
16O we
measured a factor 1/Γ12C,16O = 2.1 more events.
We observed one further effect in presence of 12C and 16O beams. Addi-
tionally to the discrete lines identified in Figure 4.38 we detected one more
peak in each spectrum in Figure 4.41 at z = 80 mm. Namely, we identified a
peak at Eγ = 4.2 MeV for the 12C data and a peak at Eγ = 5.8 MeV for the 16O
data. Such lines were not observable at z = 105 mm. We calculated in Ap-
pendix A the Doppler shifts of the Eγ = 4.4 MeV and the Eγ = 6.1 MeV lines
generated directly by ions traveling at a velocity compatible with a residual
range of r = 7 mm. The predicted values and the measured ones were in
agreement within the 1% level.
Scanning position
The evolution of the intensities of the spectral lines for the collimated exper-
iments in presence of the 12C beam is presented in Figure 4.42. We analyzed
N = 15 reactions identified in Table 4.8 and also the integrated spectrum be-
tween 0.6 MeV ≤ Eγ ≤ 6.8 MeV. A clear correlation with the Bragg peak
position was observed for each of the reactions. However, the specific shape
and intensity was unique to each of the gamma lines. We can observe that, in
general, the high energy lines reached the maximum of the intensity just be-
fore the end of range and then they presented a sharp falloff. The behaviour
at lower energies was more various and the maximum of the distribution was
often reached at the Bragg peak position. A more detailed comparison be-
tween the intensities of these reactions is presented in Figure 4.43. Here, we
can observe how the gamma lines at an intermediate energy present a com-
mon absolute intensity and a similar behaviour with respect to the depth in
the phantom. On the other hand, radical differences were observed between
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FIGURE 4.41: Energy spectra for the prompt gamma radiation
before and after the Bragg peak obtained in the collimated ex-
periments. The comparison between the four ion species is
shown. The background has been suppressed after a full im-
plementation of the background rejection techniques and the
energy spectra were smoothed with a filter having a width pro-
portional to the resolution of the CeBr3.
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the high and the low energy prompt gamma, which could provide valuable
information to retrieve the absolute Bragg peak position.
We profited from the differences observed in Figure 4.43 to extract the
absolute position of the Bragg peak from the spectral information. We se-
lected five independent pairs of prompt gamma lines from Figure 4.42 and
we calculated Rj,k at every position zi. The results, including the propaga-
tion of the statistical errors and the parameterization of Rj,k(z), are shown
in Figure 4.44. We observed a monotonic relation between the depth in the
water phantom z and the values assumed by the variables Rj,k in a neighbor-
hood of the Bragg peak. Therefore, the functional forms can be inverted and
used to derive unequivocally the range of the primary beam. This, given the
intensity of at least a pair of prompt gamma lines. We considered the ratio
R(1) := I0.718 MeV/I4.4 MeV as an example to perform quantitative evaluations.
The steepness of the curve at the Bragg peak position was s = dR(1)/dz =
0.03 mm−1 and the average statistical error of the data points in the neigh-
borhood of the end of the range was σ¯(R(1)) = 0.05. Therefore, given one
single measurement, the longitudinal position of the Bragg peak zBP could
be recovered with a statistical uncertainty of σ(zBP) = σ¯(R(1))/s = 1.67 mm.
Similar considerations applied to the other Rj,k and the estimation of σ(zBP)
ranged from a minimum of 0.96 mm to a maximum of 3.89 mm for different
pairs of gamma lines.
Discussion
In this work we have presented a pre-clinical prototype for absolute range
verification of ion beams at synchrotron based facilities. The study was con-
ducted using clinically relevant beam energies and intensities. The range
verification technique was based on prompt gamma spectroscopy, which has
already been demonstrated for proton beams accelerated at a cyclotron based
facility by Hueso-González et al., 2018. We refined the technique and we ex-
tended its applicability to heavier ions up to 16O beams. This required the
development of a dedicated detector system and advanced data processing
routines. Using this pre-clinical prototype, we demonstrated for the first time
the possibility to measure the absolute Bragg peak position for 1p, 4He, 12C
and 16O beams accelerated by a synchrotron.
The development of prompt gamma spectroscopy for a synchrotron based
facility and for ions heavier than protons posed several technical challenges,
which we overcame. First, synchrotrons are known to have lower beam in-
tensities compared to cyclotrons (Krimmer et al., 2018). This could facilitate
the prompt gamma detection and soften the throughput requirements of the
photon detector. On the other hand, the time micro-structure of the syn-
chrotron beam is less regular and the wide time extension of the bunches
does not allow to perform an efficient rejection of the neutron-induced back-
ground using only the techniques proposed by Verburg et al., 2013b; as also
discussed by Krimmer et al., 2018. Therefore, we developed and imple-
mented in the experimental setup a dedicated beam trigger. Both the EJ-200
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FIGURE 4.42: Evolution of the spectral lines intensities with
respect to the longitudinal position of detection. The experi-
mental data, obtained with 12C beams in the collimated exper-
iments, is shown with solid dots and its statistical uncertainty.
The smoothed black lines help the reader to follow the data.
The vertical red lines indicate the position of the Bragg peak.
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detector and the SciFi detector were capable to track the arrival time of single
ions. We achieved an excellent time resolution down to FWHM ' 1 ns (Fig-
ure 4.40). The SciFi detector was designed to have minimal interaction with
the beam, to operate at high beam intensities and to be scalable to the highest
intensities during patient treatments at HIT (Magalhaes Martins et al., 2019b).
The possible implementation of scintillating fiber detectors in the nozzle for
patient treatments was discussed by Leverington et al., 2018. Second, we
implemented a series of robust background rejection techniques. The first
steps were based on the information retrieved by the secondary detectors
and were adopted also in a previous study (Dal Bello et al., 2019). We imple-
mented also further and more advanced steps based on the detector and the
ToF spectra modelling. We demonstrated in Figure 4.37 how such steps were
critical to obtain a background-free spectrum at low energies. The detector
effects (e.g. Compton continuum) and the neutron induced background (e.g.
spectral line at Eγ = 2.2 MeV) were efficiently suppressed. The excellent
time resolution achieved with the SciFi detector was critical to obtain a ro-
bust model of the ToF spectra. Moreover, we optimized the ToF model to suit
the characteristics of the time spectra generated by a synchrotron beam with
a minimal set of free parameters. This opened the possibility to obtain robust
fits of the ToF spectra, as shown in Figure 4.35.
The efficient background rejection was fundamental to extract parameters
from the time and energy spectra, which we then correlated with the range
of the primary particles. We identified in total N = 19 independent spec-
tral lines induced by the four beam species on the different targets. Some
of the lines were unique to target nuclei found in artificial implants but not
in human tissue, in this specific case the titanium. The detection of such re-
actions could potentially be used to identify whether the beam path crosses
a metallic implant, as proposed for 4He beams in Dal Bello et al., 2019. In
the current work, we demonstrated this technique also for 1p, 12C and 16O
beams. Moreover, we observed that several spectral lines were generated by
decays between multiple excited states without reaching directly the ground
state, e.g. the chain 10B∗3.59 → 10B∗0.718 → 10Bg.s. produces two gamma quanta
at E(1)γ = 2.7 MeV and E
(2)
γ = 0.718 MeV in coincidence. The direct detec-
tion of such coincidences was not investigated in the current work. Similar
prompt gamma emission chains could be identified in Table 4.8. Such re-
actions, in presence of multiple spectroscopic units, open the possibility to
retrieve the transverse position of the prompt gamma production (Panaino
et al., 2018). The Eγ = 0.511 MeV line was also detected but not analyzed.
Furthermore, the background-free spectra were used to perform a quantita-
tive analysis of the Doppler broadening. We observed that the model derived
in Appendix A successfully described the experimental data. The magnitude
of the effect was larger on the high energy lines compared to the low energy
ones, as shown in Figure 4.39. Therefore, the capability to detect the low en-
ergy gamma lines is beneficial for a range verification system, especially in
presence of 12C and 16O beams for which the widening of the spectral lines
reached its maximum. For 12C and 16O beams we also observed the direct
prompt gamma emission from the projectiles in Figure 4.41. The position of
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the Doppler shifted peaks could potentially be used to invert the equations
(4.11)-(4.16) and directly measure the residual beam energy, i.e. the residual
range. However, we expect such technique not to be exploitable at the end of
the range. Here, the Doppler shifts reach their minima and the peaks merge
with the emission lines from the target nuclei. Nonetheless, such informa-
tion could be used to obtain an independent check on whether the detection
is compatible with the z ranges of Figure 4.44.
The influence of the longitudinal detection coordinate with respect to the
Bragg peak position was clearly observed in the ToF spectra in Figure 4.40
and the energy spectra in Figure 4.41. We interpret the differences observed
in the ToF spectra between the lightest (1p and 4He) and the heavier (12C and
16O) beams due to the fragmentation of the primary particles. For the lat-
ter, the light fragments produced before the Bragg peak travel also beyond
it, exciting target nuclei and generating prompt gamma in the primary ToF
peak also at z = 105 mm. This interpretation was supported by the spec-
tra in Figure 4.41. Here, we observed that at z = 105 mm the de-excitation
lines of the target nuclei are still present, while the Doppler shifted emission
from the 12C and 16O projectiles vanished. Another significant difference in
the ToF spectra was given by the number of events in the fS(t) component.
This was compatible with the expected lower neutron production for 1p and
4He beams, which led to fewer (n,γ) reactions. The presence of a large back-
ground from (n,γ) reactions delayed by just ∆t ' 3 ns from the prompt
gamma peak requires the adoption of a dedicated beam trigger with high
time resolution, especially for 12C and 16O beams.
The correlation of spectral parameters with the Bragg peak position was
investigated in detail in presence of 12C beams. We characterized the in-
tensity of the prompt gamma lines at different depths in the phantom and
presented the results in Figure 4.42 and Figure 4.43. We interpret the distinct
behaviours between separate gamma lines due to the differences in the cross
sections for the production of the nuclear excited states. Interestingly, the
low energy gamma emissions reach their maximum intensities at the Bragg
peak, i.e. where the primary 12C is almost at rest. We interpret this effect
assuming that the energy thresholds for such nuclear reactions are at a lower
energy compared to the processes generating high energy prompt gamma.
Such property could be beneficial to detect the residual range in a neigh-
borhood of the Bragg peak. We also observed that, oppositely to the results
presented by Verburg et al., 2014, the counts of the spectral lines do not drop
to zero after the end of range. Again, we interpret this with the presence of
nuclear fragments produced by the 12C projectile, which are not created by
1p beams. Nonetheless, it was possible to obtain a clear correlation between
the spectral line intensities and the absolute Bragg peak position. We chose to
calculate the ratios Rj,k(zi) to suppress possible systematic errors and biases
introduced during the post-processing. The ten independent spectral lines
used to calculate the five ratios in Figure 4.44 allowed to develop a method
capable to retrieve the absolute position of the Bragg peak. The functional
forms rj,k(z) describing the data Rj,k(zi) were monotonic and therefore un-
equivocally invertible. We propose to use such property for absolute range
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verification during patient treatments. A detailed knowledge of the cross
sections for the reactions listed in Table 4.8 is required. The 12C and 16O
concentrations in the target can be derived analyzing the prompt gamma
spectra (Hueso-González et al., 2018). The properties of the mixed field of
12C and fragments should be calculated at every depth with Monte Carlo
or analytic software, e.g. FRoG (Mein et al., 2018). Prior to the treatment,
the patient specific rj,k(z) should be calculated along with their inverse func-
tions r−1j,k (R). During the treatment, the spectroscopic unit would be placed
at one specific depth to measure one single Rˆj,k = Rj,k(zˆ) value. The absolute
Bragg peak position is then promptly estimated from the value assumed by
r−1j,k (Rˆj,k). The precision of the range estimation depends primarily on the
steepness drj,k/dz and the statistical uncertainty of Rˆj,k. We demonstrated
sub-millimetric range verification with experimental data using 12C beams
stopped in a water phantom. In this case, the functions rj,k(z) were defined
empirically from the experimental data itself.
The pre-clinical prototype achieved a submillimetric statistical precision
with N0 = 8 · 109 primary 12C ions. Such result was obtained taking into ac-
count each Rj,k individually. We foresee that improving detection efficiency
by an order of magnitude is practicable for a full scale system, e.g. adopt-
ing multiple spectroscopic units or larger CeBr3 crystals. The simultaneous
extrapolation of the range from all the independent Rj,k estimators or the di-
rect comparison of the data with pre-calculated range shift scenarios is also
expected to improve the efficiency approximately by a factor five. There-
fore, based on the R(1) experimental data, we estimate that it will possible to
measure the absolute position of the Bragg peak with a statistical uncertainty
of σ(zBP) = 2 mm for N0(12C) = 9 · 107 primary ions. Given the available
experimental data, the extrapolation to the other ion species can only be pre-
liminary. However, considering the factors Γ12C,i and scaling the statistical
uncertainty to achieve σ(zBP) = 2 mm, we could approximately estimate that
N0(1p) ' 7 · 108, N0(4He) ' 4 · 108 or N0(16O) ' 4 · 107 primary ions would
be required. While we observe that the number of primary ions decreases
with heavier projectiles we should remind that this is compensated by a de-
creasing number of particles irradiated to achieve a given dose, as presented
in Appendix B. The values assumed by N0(AX) make impracticable the veri-
fication of the range on a spot-by-spot basis during a single fraction delivery
of D = 2 Gy, for any of the ions considered. Techniques such as spot merging
would be required. In this case, we sum the statistics provided by all the par-
ticles delivered within a circle on a transverse plane (x, y) of the most distal
layer. The area of the spot merging is ion dependent and we calculated that,
to achieve N0(AX), we require radii of ξ(1p) = 8.7 mm, ξ(4He) = 12.4 mm,
ξ(12C) = 14.1 mm or ξ(16O) = 11.5 mm. We observe that, analogously to
previous studies, a compromise should be taken between the fidelity inter-
val in tracking the beam in the transverse and longitudinal direction. The
precision in these two dimensions could be equalized to obtain a voxel-like
grid where the Bragg peak position is tracked. The minimum radii of the sin-
gle grid elements should be ξ = 4 mm for 1p beams and ξ = 5 mm for all the
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other beam species. Such results show once more the challenge of applying
PGS to heavier ions, nonetheless they are promising and would help reduc-
ing the physical beam uncertainties currently present in clinical practice.
Conclusions
We present the results obtained with a pre-clinical prototype for absolute ion
beam range verification at a synchrotron based facility. Experiments with 1p,
4He, 12C and 16O beams at clinically relevant energies and intensities were
conducted. The results demonstrate for the first time absolute range mon-
itoring by means of prompt gamma for ions heavier than protons. For the
longitudinal beam tracking only, submillimetric precision was achieved with
the experimental setup and we estimate that σ(zBP) = 2 mm is practicable
for every ion species with a full prototype during a single fraction delivery
of D = 2 Gy. For a multi-dimensional tracking, a precision of ξ = 4 mm
for 1p beams and ξ = 5 mm for heavier ions is achievable simultaneously in
the transverse and longitudinal directions. The promising results encourage
future work, which will start from the cross sections measurement.
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Appendix A
In this appendix we derive the equations that describe the influence of the
Doppler effect on the detected spectra. Two separate effects are derived for
the collimated and the uncollimated experiments. In the former, we derive
the Doppler shift of the radiation emitted by the excited projectile at a well
defined residual kinetic energy. In the latter, we approximate the Doppler
broadening by averaging over multiple Doppler shifts of the radiation emit-
ted in center of mass of the collision.
Let us first consider the collimated case, where the residual kinetic energy
of the projectile is known. Moreover, we consider the emission of the prompt
gamma only from the excited projectiles 12C and 16O and not from the target
nuclei. A photon of energy E0 emitted by an excited nucleus moving at speed
β with respect to the laboratory frame is detected at an angle θ with an energy
Em given by
Em = E0 ·
√
1− β2
1− β · cos θ (4.11)
in our experiments we have the condition θ = pi2 and the equation (4.11)
reduces to
Em = E0 ·
√
1− β2
1− β · cos pi2
= E0 ·
√
1− β2 = E0
γ
. (4.12)
The data upstream the Bragg peak presented in Figure 4.41 has been mea-
sured where the residual range of the primary ions was Rr = 7 mm, which
correspond to
Ekin(12C) = 48 MeV/u −→ γ(12C) = 1.0515 (4.13)
Ekin(16O) = 56 MeV/u −→ γ(16O) = 1.0601. (4.14)
We consider the arithmetic average of the gamma quanta emitted by the
merged reactions at E(1)0 = 4.445 MeV and E
(2)
0 = 6.155 MeV, respectively
by the projectiles 12C and 16O. These are detected in the laboratory rest frame
at a lower energy according to (4.12)-(4.14), obtaining
E(1)m = 4.445 MeV/1.0515 = 4.227 MeV −→ ∆E(1) = 0.218 MeV (4.15)
E(2)m = 6.155 MeV/1.0601 = 5.806 MeV −→ ∆E(2) = 0.349 MeV. (4.16)
A different situation is present in the uncollimated experiments. Here, the
kinetic energy of the projectile inducing prompt gamma production spans
from the maximum beam energy to zero. We also consider the emission of
the gamma quanta by the target nuclei. The net effect is the superposition of
multiple Doppler shifted peaks in the spectrum and therefore wider spectral
lines. Let us first calculate the center of mass energy of a collision between a
generic projectile of mass mp = A · u having total energy EA = γp · A · u with
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a 16O target nucleus of mass mt = 15.9949 · u ' 16 · u
E2CM = s
2 =
[(
EA
~pA
)2
+
(
16 · u
0
)2]
= (A · u)2 + (16 · u)2 + 32 · γp · A · u2.
(4.17)
The equation (4.17) can be used to calculate the Lorentz factor of frame mov-
ing with the center of mass
γCM =
ECM
(16+ A) · u =
√
A2 + 162 + 32 · γp · A
16+ A
. (4.18)
We observe that for the data presented in Figure 4.38 the projectiles have
an initial energy corresponding to a maximum γmaxp = 1.35 for 16O and a
minimum γminp = 1.15 for 1p. In (4.18) we approximate γp ' γ¯p := 0.5 ·
(γmaxp + γ
min
p ) = 1.25. We also approximate the total widening of the spectral
line having nominal energy E0 with a linear relation to the Doppler shift,
namely
FWHM ' κ · |Em − E0|. (4.19)
Plugging (4.12) and (4.18) into (4.19) we obtain
FWHM = κ · E0 ·
√
A2 + 162 + 32 · γ¯p · A− 16− A√
A2 + 162 + 32 · γ¯p · A
(4.20)
to describe the widening of the spectral lines with increasing mass of the
projectile. This effect can be seen as a direct consequence of the greater center
of mass velocities for heavier projectiles.
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Ion ∑IES N0(IES) N0(IES = 17) ρ [ions ·mm−2] A [mm2] ξ [mm]
1p 2.73 · 1010 7.44 · 109 2.98 · 106 235.1 8.7
4He 7.22 · 109 2.06 · 109 8.25 · 105 484.6 12.4
12C 1.34 · 109 3.59 · 108 1.44 · 105 626.4 14.1
16O 8.68 · 108 2.42 · 108 9.69 · 104 413.0 11.5
TABLE 4.9: Properties of the treatment plans delivering a D =
2 Gy dose box. The columns report in order the total number of
ions irradiated, the ions in the most distal layer, the transverse
ion density in the most distal layer, the area to be integrated
to reach σ(zBP) = 2 mm and the corresponding integration ra-
dius.
Appendix B
In this appendix we derive the relations between the dose, the number of ions
irradiated and the statistical requirements for the range measurements. We
used the treatment planning system syngo.via11 to calculate four plans de-
livering uniform dose boxes to a volume V = 50× 50× 50 mm3 for the ions
used in the current study. We chose to deliver D = 2 Gy physical dose in
accordance to the single fraction delivery used in previous studies (Richter
et al., 2016). We calculated the plans for 1p, 4He, 12C and 16O beams with
identical properties, namely: ∆x = ∆y = 3 mm transverse spacing between
the single spots and NIES = 17 iso-energy slices (IES). The deepest IES cor-
responded to the energy used in the collimated experiments. Each plan had
a total of NP = 4913 points, of which NP/NIES = 289 at the most distal
layer. The number of particles irradiated was uniformly distributed among
the pencil beam points in each IES. Further properties of the plans are sum-
marized in Table 4.9. The most fundamental parameter for statistical con-
siderations is the transverse ion density ρ irradiated to the most distal layer.
While the number of particles per single spot depends on other parameters
(e.g. ∆x), the value of ρ is in first approximation constant. Assuming a uni-
form distribution in a small transverse neighborhood, we can calculate the
area where the single spots need to be merged to achieve the minimum num-
ber of primary ions N0(AX) required to retrieve the range with a statistical
precision of σ(zBP) = 2 mm. The area is given by A = N0(AX)/ρ. Finally,
the integration radius is given by ξ =
√
A/pi. We observe that the ξ values
range approximately between 3 · ∆x and 5 · ∆x for this specific calculation.
We obtained an integration radius for 1p comparable to the one adopted by
Hueso-González et al., 2018. However, it has to be reminded that in our
calculation we did not merge the statistics accumulated in the longitudinal
direction z, i.e. only the most distal IES was taken into account.
11Siemens Healthcare GmbH, Erlangen, Germany
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Discussion
In this thesis a synchrotron dedicated system for absolute range monitor-
ing was presented. The experimental setup was designed to be used with
all the ion species available at the HIT facility, namely 1p, 4He, 12C and 16O
beams. The correlation of the absolute Bragg peak position with the infor-
mation extracted from the energy spectra was experimentally demonstrated
for the first time for 12C beams and further conclusions were drawn for the
other ions.
In this chapter, the most important findings, achievements and limita-
tions of the developed methodology for prompt gamma spectroscopy are
discussed. Whenever possible, the results are compared to other published
concepts and detection systems for prompt gamma imaging.
5.1 New findings in prompt gamma spectroscopy
The prototype presented by Hueso-González et al., 2018 was so far the only
device developed to measure the Bragg peak position using the prompt gamma
spectroscopy technique in clinically relevant conditions1. This thesis presents
the development of a new system based on different technology for what
concerns the scintillating crystals, the electronics, the beam trigger and the
data analysis. The design of a new prototype without relying on existing
technology provided the challenges but also the opportunities to investigate
and explore some aspects that were not considered by previous studies. The
most important questions that were raised and were so far unanswered could
be summarized in the following points:
1. Is it possible to efficiently suppress the background and detect the prompt
gamma spectral lines over the full energy spectrum?
2. Are the low energy spectral lines directly correlated to the Bragg peak
position?
3. Is it possible to detect the presence of non-tissue materials along the
beam path?
1The clinically relevant conditions should combine: (i) thick (l ≥ 5 cm) target experi-
ments, (ii) high intensity (I ≥ 106 ions · s−1) ion beams and (iii) high energy primary parti-
cles with sufficient (r ≥ 5 cm) penetration potential in water.
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4. What is the amplitude of the Doppler broadening for primary ions
heavier than protons and does this impede the use of prompt gamma
spectroscopy?
5. What is the effect of the mixed radiation field including light fragments
for primary ions heavier than protons and does this impede the use of
prompt gamma spectroscopy?
The experimental results presented in the publications A.I, A.III and A.V pro-
vide the answers to all the previous questions. Each of the points had a pos-
itive outcome. Such findings were supported by quantitative analysis of the
experimental data. The extensive discussion of the results is provided in the
following paragraphs.
The use of a scintillating crystal that combined high energy and time res-
olutions with absence of intrinsic activity was proposed in the publication
A.V. The detection of the prompt gamma radiation with the CeBr3 allowed
to identify multiple spectral lines over the full energy spectrum, the lowest
spectral line being the one at Eγ = 511 keV induced by the β+ decay. The
previous system based on LaBr3 scintillating crystals detects the lowest en-
ergy line at Eγ = 1.63 MeV. The spectral lines presented in Table 4.1 show
how three additional reactions could be identified with the CeBr3 detector.
In this case, the background rejection was realized with the sole application
of a time of flight window ∆t = 1 ns wide. As a matter of fact, the high
energy component of the spectrum in Figure 4.4 shows that the single and
double escape peaks have intensities higher than the photopeaks. Also, the
low energy component is affected by a significant Compton continuum back-
ground. Being this a possible limitation for the measurement of the peaks
intensities, a dedicated active shield was optimized in the publication A.IV
and later experimentally implemented in A.III. The results show an improve-
ment in the signal to noise ratios for the high energy peaks and the detection
of one additional spectral line, namely the reaction 15O∗7.55 → 15O∗6.17 produc-
ing a photon of energy Eγ = 1.38 MeV. The results show that the use of a
scintillating crystal without intrinsic activity is beneficial for prompt gamma
spectroscopy but it is not sufficient to fully exploit the potential of the de-
tection of the gamma radiation over its full energy spectrum. The use of
an active shield improves significantly the spectroscopic performances. This
statement is further supported by the statistical analysis presented in Fig-
ure 4.20. Therefore, the results presented in the publications A.III, A.IV and
A.V provide a positive answer to the fist question of the list. It is demon-
strated that it is possible to efficiently suppress the background and detect
the prompt gamma spectral lines over the full energy spectrum in clinically
relevant situations.
The correlation of the spectral lines intensities with the Bragg peak po-
sition was then investigated in the publication A.I. The background rejec-
tion was further improved with the introduction of a time of flight model
and a detector response model (Figure 4.37). One additional spectral line at
Eγ = 0.937 MeV was identified, increasing to five the additional reactions
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measurable with a CeBr3 compared to a LaBr3 crystal. This reaction was ob-
served only in presence of 12C and 16O beams. The low energy spectral lines
do not drop to zero-intensity downstream the Bragg peak, as the high energy
ones do for 1p beams (Figure 4.41). Therefore, it is not possible to directly
draw a binary conclusion on whether the detection point is located upstream
or downstream the range of the primary particles. Nevertheless, it was ob-
served a significant intensity variation that could serve for the purpose of
measuring the Bragg peak position. A deeper investigation was conducted
with 12C beams and the right frame of Figure 4.43 demonstrates the corre-
lation of the low energy spectral lines with the Bragg peak position. It is
interesting to notice that, in general, the high and intermediate energy lines
reach their maximum few millimeters before the range, while the low energy
lines have their maximum at the Bragg peak location. We interpret this effect
assuming that the energy thresholds for such nuclear reactions are at a lower
energy compared to the processes generating higher energy prompt gamma
radiation. Such property could be beneficial to detect the residual range in
a neighborhood of the Bragg peak. A similar effect was observed also for
the Eγ = 4.4 MeV line by Kelleter et al., 2017 in a thin target experiment. In
this case, the maximum of the intensity was close to the Bragg peak position
when the detector was placed at θ = 120◦ instead of θ = 90◦. This study
did not investigate the low energy spectral lines. The results presented in the
publication A.I provide a positive answer to the second question of the list.
It is demonstrated that the low energy spectral lines can be used to retrieve
the Bragg peak position.
Metal implants are known to severely alter the dose distribution and re-
quire dedicated techniques to ensure the correct delivery (Verburg et al.,
2013a; Dietlicher et al., 2014). The different interaction properties of the beam
with the metals lead on one hand to errors in the dose calculation with pencil
beam algorithms but also to the opportunity to detect specific signatures of
such interactions. In particular, the density of the nuclear levels in the en-
ergy domain increases with an increasing number of nucleons. An example
was shown in Figure 2.3 for light nuclei. The implants found in human body
are commonly made by metals with A ≥ 20, e.g. titanium or gold. There-
fore, the interaction of the beam particles with the implants is expected to
produce discrete gamma lines at low energy. The detection of such reactions
was proposed and experimentally verified for 1p beams in A.V, confirmed
for 4He beams in A.III and finally extended to all the ions in the publication
A.I. The capability to detect the presence of a thin metal structure within a
larger target made of lighter nuclei can be used to verify the correct relative
position between the beam and a patient presenting implants. The detection
of the prompt gamma emission from a purely metallic target can be achieved
introducing a time of flight window for the background rejection (Figure 4.6).
On the other hand, if the metal is placed within a larger phantom the active
background rejection is crucial to increase the signal to noise ratio (Table 4.4).
These findings confirm that it is possible to detect the presence of non-tissue
materials along the beam path and open to the possibility of using such effect
to verify the relative position between the beam and the patient.
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The prompt gamma radiation is emitted in a system of reference that is
moving with respect to the detector. An extensive description of the conse-
quences was provided in the appendix A of the publication A.I. The greater
the mass of the projectile, the wider the spectral lines. The effect was quan-
tified and presented in Figure 4.39. It is possible to further develop the dis-
cussion taking into account the intrinsic resolution of the scintillating crystal
adopted in the experiments. In particular, for the Eγ = 0.718 MeV spectral
line, the intrinsic resolution of the CeBr3 produces a peak having FWHM =
32 keV upon incoming mono-energetic radiation. The additional effect of the
Doppler broadening leads, at the two extremes, to detected peaks having
FWHM = 39 keV for 1p beams and FWHM = 54 keV for 16O beams. As-
suming the employment of an ideal detector with perfect energy resolution,
the broadening introduced by the CeBr3 can be quadratically subtracted. The
detected peaks would be FWHM = 22 keV and FWHM = 43 keV wide, re-
spectively for 1p and 16O beams. We could therefore observe that the energy
resolution of the CeBr3 deteriorates the widths of the peaks by over +75%
for 1p and only by +25% for 16O, with respect to what would be achievable
with a detector having an ideal energy resolution. The behaviour in pres-
ence of 12C beams is comparable to the one for 16O beams. The 4He beams
present an intermediate situation between 1p and the heavier ions. Similar
considerations apply also for the other spectral lines. Nevertheless, even in
presence of a significant Doppler broadening, it is possible to clearly identify
19 independent spectral lines (Table 4.8) and therefore this does not impede
the use of prompt gamma spectroscopy. Also, a significant gain could be ob-
tained for 1p beams employing a detector with better energy resolution since
the widening of the spectral lines in our experiments was dominated by the
scintillating crystal. On the other hand, for 12C and 16O beams the widening
was dominated by the Doppler broadening and the employment of a detec-
tor with better energy resolution would lead to a limited improvement in the
energy spectra.
Finally, the presence of lighter charged fragments along with the primary
ions produces additional prompt gamma signal. This applies especially for
12C and 16O beams. Such radiation is not directly correlated to the Bragg
peak position since the fragments have broad energy spectra and they have
a range than can be grater than the one of the beam particles. As a matter
of fact, for a high energetic 12C beam at the Bragg peak location, the num-
ber of Z = 1 and Z = 2 fragments can be a factor, respectively, ×3 and
×2 more abundant than the primary ions (Figure 5.1). Despite their abun-
dance, the fragments contribute only approximately up to 1/10 of the total
dose delivered at the Bragg peak (Sihver et al., 1998). This could be inter-
preted due to the dependency on z2 presented in equation 2.1. On the other
hand, the most abundant fragments, i.e. protons, are known to induce in-
tense prompt gamma radiation. Therefore, it could not be assumed a priori
that the prompt gamma signal is correlated to the Bragg peak position also
for 12C and 16O beams. This required an experimental assessment of the ef-
fect, which was analyzed in detail for 12C beams in water having an initial
energy of Ekin = 204.27 MeV/u. Significant differences were observed in the
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FIGURE 5.1: Left: Multiplicity of charged particles at different
depths in water obtained with a 12C beam having initial energy
Ekin = 400 MeV/u. Data reproduced from Haettner et al., 2013
Right: Total reaction cross section for nucleus-nucleus interac-
tion. The evolution of the cross section is shown against the
mass of the projectile both for a 12C and 16O target. The value
of the cross section was calculated for an energy of the projec-
tile of Ekin = 13 MeV/u according to the model proposed by
Townsend et al., 1986.
time of flight (Figure 4.40) and energy (Figure 4.41) spectra before and after
the Bragg peak between 1p and 12C beams. The presence of an intense peak in
the former and of high energy spectral lines in the latter even downstream the
primary particles range should be attributed to the light fragments. Never-
theless, an in-deep analysis of the evolution of the intensities for the individ-
ual spectral lines showed a strong correlation with the Bragg peak position
(Figure 4.42). We could interpret this taking into account the total cross sec-
tion for inelastic nucleus-nucleus reactions. Townsend et al., 1986 proposed
an energy dependent extension of the Bradt-Peter parameterization:
σtot = pir20
1
5 · E ·
[
a1/3 + A1/3 − 0.2+ 1
a
+
1
A
− c1 · e−E/c2 · cos (c3 · Ec4)
]
(5.1)
where A is the nuclear mass of the target, a the nuclear mass of the projectile,
E the kinetic energy of the projectile in MeV/n, r0 = 1.26 fm and the ci are
a set of constants2. The values of the cross sections calculated according to
equation 5.1 for 16O and 12C targets as a function of the projectile mass are
shown in Figure 5.1. The value assumed by σ for 12C projectiles is almost
an order of magnitude larger compared to the one for 1p projectiles. There-
fore, despite the greater number of Z = 1 and Z = 2 fragments at the Bragg
peak, the most intense source of prompt gamma radiation are the primary
12C ions. Such interpretation, supported by the experimental data presented
2Values of the constants: c1 = 0.292, c2 = 792, c3 = 0.229, c4 = 0.453
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in the publication A.I, provides an answer to the last question of the list. We
can conclude that the mixed radiation field produces additional secondary
radiation not correlated with the Bragg peak position but the use of prompt
gamma spectroscopy to retrieve the primary particles range is not compro-
mised.
5.2 Features specific to synchrotrons and ion beams
The extension of prompt gamma to synchrotrons and ions heavier than pro-
tons required the introduction of an additional detector between the beam
nozzle and the target. During the experiments we also detected some effects
not observed for protons and unique to heavier ions.
The demand of a beam trigger is strictly related to the time structure of
the accelerator and the time of flight spectra of the prompt gamma. The
properties of different accelerators were presented in Table 2.1. The time
separation between prompt gamma and background was first analyzed by
Testa et al., 2010 and then further investigated for all the ion beams in Figure
4.40. We observed that the relevant prompt gamma peak is separated from
the background by approximately ∆t = 3 ns and it contains a larger num-
ber of events. Therefore, the time of flight windows to be applied during
PGI should be ∆t < 3 ns wide in order to exclude the radiation not corre-
lated to the Bragg peak position. This could be achieved for cyclotrons by
using the accelerator radio-frequency as reference. The arrival time of the
proton bunches is correlated to such signal and the time spread is less than
Tbw < 2 ns. Accepting the gamma signals from the time t1 corresponding to
a given phase of accelerator radio-frequency to the time t2 = t1 + 2 ns, one
can detect all the relevant prompt gamma and reject the background. Such
approach is not applicable to synchrotrons since the bunch width can be as
wide as Tbw = 75 ns. The application of the previous technique would favour
the detection of the background instead of the prompt gamma. The direct
detection of the arrival time of single particles delivered by the accelerator
is necessary. Since such detector would be placed between the beam nozzle
and the patient, several strict requirements were set before its development.
The requirements are: tracking the arrival time of single particles within ion
bunches, provide a time resolution better than σ(t) = 1 ns, being able to cope
with the clinical intensities, being radiation hard and have an as limited as
possible interaction with the beam. A detector based on scintillating fibers
was the best choice to satisfy the list of requirements. The radiation hardness
and the beam perturbation induced by scintillating fibers was investigated
by Leverington et al., 2018. The other requirements were investigated and
demonstrated with a small scale prototype in the publication A.II. In partic-
ular, the design presenting independent readout of neighbouring fibers can
be scaled to cope with the highest clinical intensities. To achieve this, it is
exploited the fact that beam has a finite transverse dimension and different
particles cross the trigger at separate vertical positions. Only a limited num-
ber (n < 10) of single events can be separated in each fiber. However, their
small diameter allows to fit multiple independent readout channels within
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the beam spot size and it is possible to track up to n = 300 single particles
per bunch. This makes possible to track single particles at the highest clini-
cal intensities. Finally, the analysis of the energy deposition in such detector
allows to distinguish the ion type. This property could be used during the
commissioning phase of a facility to determine the amount of contamination
of ion beams with lighter ions or to apply techniques such as the monitoring
of treatments with mixed beams (Graeff et al., 2018).
Few new phenomena were observed for 12C and 16O beams only. The
increased Doppler broadening and the prompt gamma signal from the light
fragments was discussed in the previous subsection. Along with these ef-
fects, we observed also the Doppler shifted prompt gamma emission from
the projectiles and a greater importance of the low energy spectral lines to
achieve range monitoring. In the first case, we observed in the experimental
data that for positions upstream the Bragg peak there is one additional peak
connected to the 16O∗6.13 → 16Og.s. transition in presence of 16O beams and
one connected to the 12C∗4.44 → 12Cg.s. transition in presence of 12C beams.
Such transitions involve directly the de-excitation of the projectile, they hap-
pen on a frame of reference that is moving at a relativistic speed with re-
spect to the laboratory frame and therefore undergo a Doppler shift accord-
ing to the description presented in the Appendix A of the publication A.I.
We observed a good agreement between the theoretical prediction and the
experimental data presented in Figure 4.41. The relative position between
the Doppler shifted peaks connected to the de-excitation of the projectiles
and the non-shifted peaks connected to the de-excitation of the target nuclei
provides a direct measurement of the residual kinetic energy of the projectile,
i.e. the residual range at the detection point. However, we expect such ap-
proach not to be exploitable at the end of the range. Here, the Doppler shifts
reach their minima and the peaks merge with the emission lines from the
target nuclei. Nonetheless, such information could be used to obtain an in-
dependent check on whether the detection is compatible with the z ranges of
Figure 4.44. Finally, the detection of the low energy spectral lines is expected
to be of greater importance when measuring the absolute range of 12C and
16O beams. This is supported by two observations. First, one additional spec-
tral line at Eγ = 0.937 MeV from the reaction 18F∗0.937 → 18Fg.s. was observed
only for such heavier projectiles. Second, the Doppler broadening quantified
in Figure 4.39 is more pronounced for the high energy lines. As a matter of
fact, the average increase of the FWHM was ×1.51 for the Eγ = 0.718 MeV
line and ×2.55 for the Eγ = 6.1 MeV line. This, together with the increased
broadening with heavier projectiles, leads to the fact that the high energy
lines are often merged while the low energy ones can be still clearly sepa-
rated (Figure 4.38). Therefore, we can conclude that the choice of a detector
without intrinsic activity and the adoption of dedicated background rejection
procedures to measure the low energy spectral lines is especially beneficial
in presence of 12C and 16O beams.
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5.3 Towards clinical applicability
Some of the prompt gamma prototypes presented in Table 2.2 reached the pa-
tient testing phase. The knife-edge slit camera was proposed in 2012 (Smeets
et al., 2012) and tested during active scanning treatments in 2017 (Xie et al.,
2017). Prompt gamma spectroscopy for proton beams was proposed in 2012
(Verburg et al., 2012) and the patient testing is planned during 2019 (Hueso-
González et al., 2018). The INSIDE project, which aims to measure the range
with the complementary signals from β+ isotopes and secondary charged
particles, was proposed in 2014, later published in the conference proceed-
ings (Marafini et al., 2015) and the patient testing with both the PET heads
and the particle tracker is planned during 2019 (Fiorina et al., 2019). All
the previously listed prototypes are so-far employed during patient treat-
ments with a passive approach, i.e. monitoring the dose delivery without
interacting with the patient and without actively modifying the treatment in
presence of deviations. We observe that approximately 6 year are in gen-
eral required between the proposal of a novel monitoring technique until
its first passive application during patient treatments. An active application
would require further certification of the medical product and quality assur-
ance tests. Given that the use of CeBr3 for prompt gamma spectroscopy was
proposed in 2017 in the publication A.V, the clinical application of the devel-
oped system remains outside the scope of the current thesis. Nevertheless, it
is possible to develop a discussion towards its future clinical applicability.
This thesis developed a pre-clinical prototype that demonstrated abso-
lute range control for ions accelerated by synchrotrons. The following full-
scale prototype should be based on the findings presented here. Three main
requirements will need to be satisfied: (i) the beam trigger should cover a
transverse area of approximately A = 25 × 25 cm2 to include all the scan-
ning field; (ii) the sensitivity of the spectroscopic unit should be increased by
one order of magnitude to provide millimetric range control during a single
fraction; (iii) the data acquisition system should be extended to acquire signal
from a more complex set of detectors. Such conditions could be realized by:
(i) increasing the length and the number of fibers used in the beam trigger;
(ii) adopting multiple and larger CeBr3 crystals to build up to 10 spectro-
scopic units to be operated in parallel; (iii) exploiting the fully parallelizable
architecture of the FlashCam. Such upgrades would provide a prototype ca-
pable of measuring the absolute position of the Bragg peak with a resolution
of σ(z) = 2 mm during the delivery of a single fraction of D = 2 Gy, as
calculated in the publication A.I.
Similarly to the previous systems, the first application of the full-scale
prototype would be the passive monitoring of the treatments. Additionally
to the other solutions, it would also be possible to monitor patients present-
ing metal implants or metallic markers. The possibility to measure the ab-
solute Bragg peak position instead of the relative deviation with respect to
the first fraction would lead to avoid possible systematic errors induced by
range shifts not detected in the first fraction. Moreover, such system would
be the first prompt gamma device to be applied during 12C treatments and
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a passive and retrospective study would provide a significative feedback on
the robustness of the different margin concepts currently in use and previ-
ously presented in Figure 1.1. Finally, the design of the prompt gamma spec-
troscopy system does not conflict with the simultaneous detection of sec-
ondary charged particles and the presence of two PET heads. Therefore, a
possible integration of independent detector systems based on different sec-
ondary nuclear products could be practicable.
5.4 Limitations and conceivable solutions
The limitations of the presented system can be divided in two categories. The
first set is related to the detector technology and the second to the geometrical
setup and the implementation during the clinical workflow.
The introduction of additional material between the beam nozzle and the
patient should be avoided. However, the beam trigger is a strict require-
ment for prompt gamma imaging. Its presence reduces the energy of the
primary ions before reaching the patient and increases the lateral scattering.
The amplitude of such effects is minimized by the limited thickness of the
scintillating fibers, nonetheless these should be taken into account. The im-
plementation in the base data of the treatment planning system of the beam
properties downstream the beam trigger would ensure the correct modelling
of the treatment delivery. Also, the cross talk between the single fibers can
be rejected in the post-processing in presence of two photomultipliers. For a
full scale beam trigger with more than 60 independent photomultipliers, the
cross talk may compromise the data quality. Commercial solutions are avail-
able to overcome this problem. Additionally to the optical cladding, an extra
mural absorber coating could be added. Such white or black coatings may be
applied to the outer fiber surface to eliminate cross talk among closely packed
fibers. The coatings are typically 10 ÷ 15 µm thick. Additional limitations
may be related to the readout electronics. At the highest clinical intensities,
the detectors count rate can be up to two orders of magnitude larger than
what observed in the collimated experiments presented in the publication
A.I. The performances at one order of magnitude higher throughput were
tested during the uncollimated experiments observing a limited dead time.
One further order of magnitude could be gained exploiting the parallelizable
architecture of the FlashCam modules, which were here adopted with a so-
lution consisting of one single FADC. The FlashCam has been designed to
handle order of thousand channels and demonstrated for data rates above
3 GByte · s−1. Under such conditions, countermeasures should be taken to
avoid limitations in data storage. Possible solutions are the online data re-
duction and the analogical rejection of the coincidence events in the spectro-
scopic units and the overflows in the CeBr3 generated by charged particles.
Finally, the development of a full scale prototype made of multiple spectro-
scopic units operated in parallel should aim to reach the sensitivity required
to measure the Bragg peak position with millimetric precision during a single
fraction dose delivery.
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The measurement of the absolute Bragg peak position during a patient
treatment with the method developed in the publication A.I requires the
prior knowledge of the tissue composition at the location of the measure-
ment. Such information would be used to generate the patient specific model
analogous to the one presented in Figure 4.44 for double distilled water. Sev-
eral independent approaches could be selected to achieve this. In the first
case, one could use the information from the planning CT and combine it
with a prior probability distribution to obtain an estimate of the tissue com-
position at the location of the measurement. Such approach could benefit
from the use of dual energy CT data. At the moment of the treatment, the
range of the primary particles would be the only free variable. A second op-
tion could be the simultaneous estimation of the tissue composition and the
Bragg peak position during the delivery of the treatment dose dose. Such
approach could be based on a set of previously calculated range shift sce-
narios combined with different tissue compositions and the beam particle
range would then be estimated by comparing the experimental data to the
previously generated data sets. A third and more robust approach would
be the direct measurement of the tissue composition with prompt gamma
spectroscopy before the treatment. For example, such measurement could
be performed in a passive way during a pre-treatment ion-CT or a in-room
ion-radiography. This however would rely on the application in the clinical
routine of ion-CT and ion-radiography, which are still in the pre-clinical de-
velopment phase. Finally, one should consider the geometrical constraints
in implementing the prompt gamma spectroscopy system inside a treatment
room. The ideal solution would allow an implementation also in a gantry
room. In such case, the range control system should simultaneously not over-
lap with the volumes reserved for the movement of the patient table and the
gantry itself. Also, it should not cross the volumes used by the in-room po-
sition systems such as cone-beam CT, X-ray flat panels and optical tracking
devices. The space left to locate the prompt gamma system is therefore lim-
ited. The patent application P.II proposed a solution where the detectors are
positioned on a frame directly connected the gantry structure, which is re-
tractable during patient positioning and that shares the rotation axis with
the beam and the in-room position systems. This would allow to have the
prompt gamma spectroscopy system always perpendicular to the beam di-
rection and at a very well defined position with respect to the other compo-
nents in the room, facilitating also the procedures of quality assurance and
long term stability.
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Summary
This thesis presented the development of a pre-clinical prototype capable to
measure the absolute Bragg peak position of protons and heavier ions at a
synchrotron based facility. The range measurement was based on the prompt
gamma spectroscopy technique, which was previously demonstrated for pro-
tons accelerated by cyclotrons and it was investigated here for the first time
for heavier ions.
The work presented in this thesis could be summarized in three sub-
categories with slightly different aims that build up to achieve the final result.
In the first part, a novel technique to perform prompt gamma spectroscopy
measurement was proposed and investigated at a cyclotron based facility. In
the central part, such technique was refined through the optimization and
characterization of the detectors. In the final part, the technique was success-
fully applied at a synchrotron facility.
The publication A.V proposed the use of CeBr3 scintillating crystals for
prompt gamma spectroscopy. Such crystals combine high energy and time
resolution while not presenting intrinsic activity. In this first study, it was
demonstrated the possibility to detect the prompt gamma energy spectrum
induced by 1p beams accelerated by a cyclotron from the highest energy
peaks down to the Eγ = 511 keV line. These promising results encouraged
the adoption of the CeBr3 scintillating crystals for the development of the
synchrotron dedicated prompt gamma spectroscopy system.
The publications A.II – A.IV optimized and characterized the individual
detectors to be used in the pre-clinical prototype. The first part of the sys-
tem to be optimized was the spectroscopic unit. With dedicated Monte Carlo
simulations, the size and geometry of the primary CeBr3 scintillating crystals
were tuned to increase the signal to noise ratio in the detection of high energy
gamma radiation. A set of secondary scintillating crystals to be operated in
anti-coincidence was also optimized. Such optimized spectroscopic unit was
then implemented in the experimental setup and tested in presence of 4He
beams. The experimental results confirmed the improvement of the signal
to noise ratio predicted by the Monte Carlo simulations and demonstrated
the possibility to detect additional prompt gamma lines not observed during
the previous experiments with 1p beams. Moreover, a beam trigger based
on scintillating fibers was designed and implemented in the setup. The ex-
perimental tests with clinical ion beams demonstrated the requirements for
such detector that were set before designing it. Among others, the require-
ments included the tracking of the arrival time of single particles within the
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bunches, a sub-nanosecond time resolution and the capability to cope with
clinical intensities.
The manuscript A.I presents the simultaneous implementation of all the
techniques developed in the previous publications. This full setup was used
to investigate under clinically relevant conditions the features of the prompt
gamma radiation generated by proton at heavier ions at a synchrotron based
facility. The distribution of the arrival time of the secondary radiation con-
firmed that the use of a beam trigger capable of single particle measurement
is a strict requirement to efficiently apply background rejection techniques
based on time of flight models. The spectroscopic unit confirmed its excellent
performances both during collimated and uncollimated experiments detect-
ing N = 20 independent spectral lines from Eγ = 511 keV to Eγ = 6.1 MeV.
The evolution of the intensity of such lines was investigated accurately for
high energy 12C beams stopped in water. The experimental results demon-
strated for the first time the correlation between the Bragg peak position and
the intensities of such spectral lines for ions heavier than protons. The ratios
between the position-dependent intensities were used to develop a model
correlating the absolute Bragg peak position to the spectral information. Such
model was used to determine the precision of the range measurement. It was
demonstrated that by increasing the sensibility of the system it will be possi-
ble to measure the absolute Bragg peak position with a statistical uncertainty
of σ(z) = 2 mm during the delivery of a single fraction having a plateau
dose of D = 2 Gy for all the ion beams available at the Heidelberg Ion-Beam
Therapy Center.
In conclusion, a method to retrieve the absolute Bragg peak position dur-
ing ion beam treatments at synchrotron based facilities was proposed, opti-
mized and experimentally demonstrated with a pre-clinical prototype. The
clinical application remained outside the scope of the current work. To pro-
ceed towards such application, the future work will include the direct mea-
surement of the energy dependent cross sections for prompt gamma produc-
tion, their integration in the treatment planning software and the develop-
ment and integration in a treatment room of a full-scale prototype.
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