In this paper, we investigate the problem of ÿnding the optimal location of sensors and actuators to achieve reduction of the noise ÿeld in an acoustic cavity. We o er two control strategies: the ÿrst is based on linear quadratic tracking where the o ending noise is tracked, and the second considers the formulation of the harmonic control strategy as a periodic static output feedback control problem. The ÿrst method, which is based on full state information, is suitable for optimal location of actuators while the second strategy can extend the results to ÿnding optimal location of sensors as well as actuators. For both methods we consider the optimization of an appropriate quadratic performance criterion with respect to the location of the actuators and/or the sensors. Numerical examples are presented to compare the e ectiveness of each control strategy and also the e ect of optimal placement of actuators and sensors.
Introduction
Active noise control methods have gained much support and interest in applications that require e ective ways of reducing noise that do not require adding much mass (damping material) as in passive damping strategies. In these situations, in order to reduce the control cost, one needs to optimize the e ectiveness of the controllers. One way to achieve this is to place the actuators and=or the sensors in a location that produces the best control actions. In acoustic problems, the placement of controls and sensors is of great importance, since an arbitrarily placed controller can actually increase the sound ÿeld locally, or a sensor placed at the node of the acoustic ÿeld will not be able to detect the acoustic ÿeld at all.
In this work, we consider optimal reduction of the noise ÿeld inside a one-dimensional acoustic cavity. The noise is detected by microphones (sensors), and loudspeakers (actuators) generate a secondary acoustic ÿeld that interacts destructively with the primary noise ÿeld. Many researchers have investigated this active noise strategy (see [8, 9, 11, 19] ) using frequency domain techniques. Our e ort is to employ a state-space formulation to address the important issue of optimal location of actuators and sensors. In this setting optimization with respect to location can be naturally formulated.
In [4] , Banks et al. proposed an acoustic model based on damped elastic boundary conditions which preserved the frequency-dependent properties of the boundaries, and formulated the control problem as an abstract linear quadratic tracking problem (LQT) in an inÿnite-dimensional setting. In [2] , Fahroo and Banks developed numerical approximations based on the Legendre-tau method to solve the ÿnite-dimensional control system. For the same physical model, in [12] Fahroo investigated the problem of optimal location of actuators for the active noise control problem based on full state information. The state-space formulation of the control strategy as an LQT problem involved a tracking variable which was essentially a ÿltered value of the primary sound ÿeld and its calculation required a backward-in-time integration. Due to the periodicity this was circumvented by integrating only over one period.
The goal of this work is to ÿrst present our model based on the impedance boundary conditions which are suitable for frequency-independent boundaries. This model is similar to the lightly damped enclosures that have been used and discussed extensively in acoustic literature such as [9, 20] , as well as in mathematical papers [6, 7] . Secondly, we present an active control strategy for reducing the acoustic ÿelds and focus on the issue of optimizing the performance of the actuators and sensors with respect to their placement. We present two control strategies: one is based on the LQT formulation presented in [2, 4, 12] for this new physical model of the acoustic ÿeld. Since in this formulation, for the primary noise modeled as a plane wave we assume full information on amplitude and frequency, the strategy is essentially suitable for actuator placement. In the second strategy the primary sound ÿeld dynamics are included in the state equation, thus allowing for the tracking variable to be avoided in the feedback law; this essentially reduces the tracking problem to a regulation problem with a signiÿcant reduction in real-time computational intensity in controller implementation. Another advantage of the second strategy is that by employing an optimal output feedback control strategy, the optimal sensor location is incorporated in the optimization problem. The ensuing theoretical results follow and expand on the work by Xu et al., who studied optimal location of both actuators and sensors for exible structures in [24] .
An outline of the remainder of this manuscript is as follows: The mathematical formulation of the physical model along with its abstract variational representation that is conducive to ÿnite-dimensional approximation and control is presented in the next section. The numerical approximation is summarized in Section 3. The two control strategies are presented in Sections 4 and 5 and the locationoptimization procedures are summarized in Section 6. Numerical results for the LQT and the static output feedback cases are presented in Section 7 along with a discussion on the advantages of using optimal versus arbitrarily placed speakers (actuators) and microphones (sensors). Conclusions follow in Section 8 with a discussion on future work undertaken currently by the authors.
Formulation of the physical model
For simplicity, we consider a one-dimensional domain of the interval = (0; 1). The sound ÿeld in this bounded domain is composed of two ÿelds: one is the primary sound ÿeld which is the harmonically excited sound ÿeld, p 1 (t; ) =p 1 ( ) e i!t , governed by the Helmholtz equation:
where 9=9 denotes the outward normal derivative to the boundary. This equation states that the acoustic impedance at the two boundary points is given by c , where is the complex-valued speciÿc acoustic impedance of the surface [20] .
To express the total pressure ÿeld, we choose the state vector to be the vector x = x 1 + x 2 where x 1 and x 2 represent the acoustic properties of the primary and secondary ÿelds, respectively. More speciÿcally,
T ; i = 1; 2 where the ÿrst component of the vector refers to the velocity potential (multiplied by c) and the second component refers to the acoustic pressure (divided by ). Now, the state equation in the ÿrst-order form is
orẋ = Ax + Bu; 0 ¡ t ¡ ;
where A is deÿned as
and the distributed action of the control term is given by
The problem is formulated on a Hilbert space whose norm deÿnes the energy form
Since this energy form is only a seminorm on the space H 1 (0; 1) × L 2 (0; 1), the appropriate space should exclude constant functions which have a zero derivative without being zero. Therefore, the proper solution space is H = H 1 (0; 1) × L 2 (0; 1) where H 1 (0; 1) with the inner-product
is the quotient space of H 1 (0; 1) over the constant functions. With the domain of operator A deÿned to be a dense subset of H, where
A is the generator of a C 0 semigroup T(·) in H, which means that for an initial state [v 0 ; p 0 ] T ∈ Dom(A), the solution to (5) is given by [v(t; ); p(t; )] T = T(t)[v 0 ; p 0 ] T . From this formulation and choice of the state space it is seen that the velocity potential is determined only up to a constant [6] .
It can be shown that for Re( ) ¿ 0 the solutions decay to zero exponentially and the system is uniformly exponentially stable [6] . This fact is of utmost importance in establishing a well-posed control strategy for the problem, and we shall use it in a subsequent section.
The control operator B is in the space of bounded linear operators from the control space U = R m to H or B ∈ L(U; H), with m denoting the number of actuators.
The information on the total acoustic ÿeld is provided by the distributed output measurement of a sensor located at s , with radius a s therefore, the output vector y is given by
The observation operator C belongs to L(H; R k ), where k denotes the number of sensors. In addition to the formulation above, we need to cast the problem in the weak form which is the natural setting for the numerical approximation of the problem. To derive the weak (variational) form of the equations, ÿrst the inner-product of the state equations with the test functions 
Note that for the one-dimensional domain (0; 1) in this problem and the impedance boundary conditions at the points = 0, and = 1, the integral term in (8) reduces to
Eqs. (7) and (8) are called the weak formulation of Eqs. (2) -(4). This formulation will be used for the Galerkin approximation of the equations and the control system.
Numerical approximations
To carry out the numerical approximation, we employ the Legendre-Galerkin method to cast the inÿnite-dimensional control system (7), (8) in a sequence of ÿnite-dimensional spaces of polynomials. In this method, the ÿnite-dimensional solution to the state equations is expanded in terms of the Legendre polynomials, L n ( ), [14] . These polynomials are orthogonal over the interval (−1; 1), i.e., they satisfy the following orthogonality relation
These polynomials can be generated by the following recursive relation:
with L 0 ( ) = 1, and L 1 ( ) = .
In addition to these properties, Legendre polynomials also satisfy 
over the interval (0; 1). These polynomials are obtained from the Legendre polynomials over (−1; 1) by the transformation t = 2 − 1. In other words,
The new polynomials preserve the orthogonality relation over the interval (0; 1)
:
, we expand the approximate solutions to Eqs. (7) and (8) in terms of the Legendre polynomialŝ
Using the notation p N =p , we can show that the approximate solution satisÿes the following equations that are analogous to Eqs. (7) and (8) , and the functions g, and h are chosen to be the test
Let us denote the column vector of the coe cients of the state vector as
From Eqs. (9) and (10), we have the following ÿrst-order matrix equations for the state vector coe cients:
The sti ness and mass matrices K N and M N are symmetric and positive deÿnite and the matrix D N is obtained from the impedance boundary conditions and is symmetric nonnegative deÿnite. These matrices are given by
i; j = 1; 2; : : : ; N:
The control matrix representing the action of the control should be viewed as a 2N × 1 matrix given by 
we can write the following ÿrst-order equatioṅ
where
In the next sections, we develop two di erent control strategies for the noise suppression problem: The ÿrst is a linear quadratic tracking problem, and the second is a linear quadratic output feedback control (regulation) strategy. Since both of these strategies are formulated and implemented for the ÿnite-dimensional problem (12) , to simplify the notation and avoiding the superscript N in the matrices, we use the upper-case letters for the matrices. In other words, in the following sections we will suppress the superscript and use A N → A; B N → B; C N → C, and x N → x; y N → y.
A periodic linear quadratic tracking problem
The ÿrst control strategy is based on tracking the o ending noise x 1 ; which is modeled as a harmonic wave, by the tracking variable, r(t): The control problem we wish to solve is to ÿnd an optimal control which minimizes the total acoustic ÿeld consisting of the primary and the secondary sound ÿelds. We formulate the problem as an (LQT) problem where the cost function consists of a term due to the total ÿeld, along with the cost associated with the controls (see [4, 5] ). Because of the periodic nature of the problem, the integration in time is over the period : The goal is to ÿnd an optimal control u opt which minimizes the following:
subject tȯ
In the above, the dot denotes di erentiation with respect to time and the state and primary noise variables are
The matrix Q is an 2N × 2N symmetric nonnegative matrix deÿned as
with d 1 and d 2 chosen as constants and Â is a control design parameter (it is generally an m × m matrix for m actuators). The matrices in the state equations are as in the previous section and the state vectors are the coe cients of the expansion of the variables in terms of the Legendre polynomials.
In [4] , it is shown that the optimal control for this tracking problem is given by
where G satisÿes the Algebraic Riccati Equation
and the tracking variable r(t; ) satisÿeṡ
For the primary noise source modeled as a simple harmonic wave, we have the following expression for the associated velocity potential function, 1 (t; x), [20] :
whereĈ is the amplitude of wave, and R is the re ection coe cient which for the impedance boundary conditions is given by
Now by using (18) and the fact that
; from which appropriate expressions forv 1 andp 1 are obtained.
One can show (see [2, 5] ) that the tracking variable for a harmonic primary noise source can be written as r(t; ) =r( )e i!t wherer( ) satisÿeŝ
From the observations above, we can conclude that, for a ÿxed actuator location c with B = B( c ), the optimal state satisÿes:
As in the case for the tracking variable, it can be shown the periodic optimal state x 2 (t; ) =x 2 ( )e i!t satisÿes the equation
Moreover, there exists anû opt such that the optimal control is given by u opt =û opt e i!t ;
thus the optimal control in our case is sinusoidal, [5] . The optimization problem is formulated after the control problem: By evaluating (for a ÿxed actuator location c ) cost function (13) at the optimal control (16), and optimal state (19), we obtain the following minimum LQT cost function:
where * denotes the adjoint. The location optimization goal now is to minimize the above cost function with respect to location of the actuator, c : Note that in expression (20) only the control operator, B, and the tracking variable, r are dependent on c .
A periodic linear quadratic regulator problem
In the second control strategy, the information on the total pressure ÿeld is obtained by the observation operator C; therefore instead of tracking the o ending noise, which in the previous formulation was assumed to have a known amplitude and frequency, we now rely on the observations from the sensors. In this formulation, we can address the issue of optimal location of actuators and sensors, while the formulation in Section 4 is suitable for ÿnding the optimal location of actuators only.
The control problem we wish to solve is a periodic output feedback control strategy where the goal is to ÿnd an optimal control u opt which minimizes the following linear quadratic regulator (LQR) cost function
which can be written as
whereẋ (t) = Ax(t) + Bu(t); 0 ¡ t ¡ ;
and x = x 1 + x 2 ∈ R 2N : In the function J in (21), once again the matrix Q is an 2N × 2N symmetric nonnegative matrix deÿned as
with d 1 and d 2 chosen as constants and Â is a control design parameter. In [16] , it is shown that for the control u(t) generated by the output linear feedback, u(t) = −Fy(t) = −FCx(t); the closed-loop response of the system is given bẏ
The solution to the feedback system in (23) is given by x(t) = S c (t)x(0) = e (A−BFC)t x(0); where S c (t) is the fundamental transition matrix. By using the expressions for the feedback control and state in Eq. (21), we have the following expression for the cost function:
where the matrix K is given by
From the expression above it is seen that the cost function not only depends on the location of the actuator and sensor, but also on the initial condition x(0): In order to remove this dependence on initial conditions, we propose an average cost function as outlined in [10, 16, 17] . The initial condition is modeled as a random variable randomly distributed on the surface of the 2N -dimensional unit sphere. Then the expected value of J scaled by n is given bŷ
where tr[K] denotes the trace of the matrix K. One important condition for existence of an optimal feedback control is the stability of the feedback matrix A c = A − BFC: In our problem, the operator A is uniformly exponentially stable [6] , because of the impedance boundary conditions. It can be shown using the results in [3] that the approximate operator A; which is derived by the Legendre-Galerkin method, is also uniformly exponentially stable, therefore the stability of A c is assured in our case. Using this result, from (25) the optimal feedback control operator F is given by
where the positive-semideÿnite operator K satisÿes the Algebraic Riccati Equation
and L is a positive-deÿnite solution of the matrix Lyapunov equation
Optimization problem
In this section, we propose an optimization procedure for minimizing the cost function (25) with respect to actuator locations c and sensor locations s .
From the previous section, we have the cost function
where K is the unique solution of
and
To solve for F (for a ÿxed actuator location c and a ÿxed sensor location s ), we employ an iterative procedure based on Anderson-Moore algorithm [22] . Algorithm 6.1: Optimal static output feedback 1. Initialize: Set k = 0. Determine a gain matrix F 0 so that it is a stabilizing feedback gain; i.e., plant (22) is output stabilizable. In our problem, F 0 = 0 is a good choice since A is a Hurwitz matrix. 2. kth iteration:
) Use a gradient-based optimization update rule to determine the k + 1 iterate [13] . 3. Terminate: Set K k+1 = K k and J k+1 = J k if a stopping criterion is met, otherwise set k = k + 1 and go to step 2.
We also calculate the gradients of the cost functionĴ with respect to the actuator location, c , and sensor location, s . Using the results in [24] we have
Eqs. (30) and (31) above describe the general case of actuator and sensor optimal locations. A procedure is given below which incorporates Algorithm 6.1 for each iteration of location minimization. If the sensors and actuators are collocated (i.e., C=B T ), the dual optimization problem in Algorithm 6.2 reduces to optimization with respect to one single variable: the actuator location c : The gradient of the cost function is obtained by adding expressions in (30) and (31) (see [24] ):
An algorithm is provided below for the optimal collocated case. In the event that collocation is neither desired nor feasible, one way to reduce the complexities of the dual nonlinear optimization problem is to ÿrst ÿnd the optimal B (assuming now full state information is available) and use Lur'e formulation [23] for ÿnding the optimal observation matrix C. In essence, this formulation reduces the optimal location of both actuators and sensors to one of only optimal location of actuators with a not-necessarily-optimal sensor location. This is done by forcing the plant open-loop transfer function G(s) = C(sI − A) −1 B to be positive real, thus satisfying the Lur'e equations [1, 15, 18, 21] 
where ; Q 2 are positive-deÿnite matrices. The idea is that by parameterizing the sensor location (C matrix) as a function of the actuator location (B matrix), one needs to calculate only a single optimal location. Once the optimal actuator location is found, then the output matrix C is simply found by multiplying the optimal B opt by the Lyapunov matrix in (33) with the end result of having a strictly positive real transfer function. It should be noted that this formulation is not optimal in both the actuator and sensor location but only optimal in the actuator location. The advantage over the double optimization is considerable reduction in computation. Furthermore, the end result of the location optimization yields a positive real transfer (SPR) function. The advantage of the SPR transfer function is that by designing the plant transfer function to be SPR, then any nonlinear function of the output y used in the controller u = −F(y) with F(·) belonging to the sector [0; k] (k ¿ 0), would result in an asymptotically stable closed-loop system [23] . This would certainly include any linear (static) output feedback u = −Fy which renders the system output stabilizable and asymptotically stable, i.e., make A − BFC an asymptotically stable matrix. 
that corresponds to such a location.
lth iteration:
(2.1) Employ the gradient
to ÿnd the lth iterate of ; if a stopping criterion is met; otherwise set l = l + 1 and go to step 2.
An extension to the above is to parametrize the sensor location as a function of the actuator location but at the same time maintain the double optimization and the positive realness of the transfer function. It should be noted that for this formulation the gradient of the cost function has the following expression:
In this case, the two gradient equations (30), (31) and the coupling equation B = C T when solved simultaneously would result in Eq. (35) which will produce sub-optimal actuator and sensor location with the additional property of having a positive real transfer function. Note that above (35) reduces to (32) when = I . The optimization routine in any of the four formulations above (dual optimization, collocated, or the two SPR methods) consists of minimizing cost function (25) with respect to location (either both c and s for the ÿrst and fourth formulation or just c for the second and third formulations) where K satisÿes equation (27) . At each step the gradient of the cost function is calculated from (30) and (31) for dual optimization (Algorithm 6:2), or from (32) for collocation (Algorithm 6:3), or from (34) with SPR (Algorithm 6:4) or from (35) for double optimization with SPR (Algorithm 6:5). In all these calculations (except in Algorithm 6:4), the matrix L is computed as a solution to Eq. (28) and the matrix K is computed as a solution to (27).
The future goal of this work is to compute the optimal location of actuators and sensors with respect to all four formulations and compare the e ectiveness of each formulation in reducing the noise ÿeld inside the cavity.
Numerical results

Linear quadratic tracking case
In this section, we present the numerical results for the optimal location of controls for the LQT formulation. For the numerical optimization, we optimize cost function (20)
with respect to the actuator location c .
In the ÿrst set of numerical experiments we use only one control. For the o ending noise modeled as a simple harmonic wave, we consider f = 173 Hz, the ÿrst natural frequency of the one-dimensional cavity. We calculate the optimal location of the center of the actuator, with a radius, a = 0:1, and graph the norm of the overall reduced noise ÿeld x 1 +x 2 versus the norm of the o ending noise x 1 with the actuator situated at the optimal location. The degree of approximation is equal to 16, and all these calculations are performed using MATLAB and its control and optimization toolboxes. The other parameters used in the calculations are set as follows: c = 346 m=s; Â = 10 −6 (a scalar for the case of one control), = 1:21 kg=m 3 ; d 1 = 1000; d 2 = 10 5 ; = 29 + i0:07 (the value of is taken from [6] ). The norm of the complex valued amplitude of the o ending pressure ÿeld (Ĉ from (18) ) is chosen to have the value of 2 Pa.
From Fig. 1 , we can see that the control strategy is quite successful in reducing the overall noise ÿeld and the optimal location of the actuator is at one of the two ends of the cavity where the o ending noise has a large norm. To see the e ectiveness of putting the control at the optimal location for f = 173 Hz, we calculate the overall noise ÿeld for the control located at = 0:4, which is a nonoptimal location, and compare the results to the optimal case. While the overall reduction of noise for the optimal location is close to 43 dB, for the nonoptimal location the reduction level is 25 dB. Also, from Fig. 1 , one can see that in the case of the actuator placed at = 0:4, the noise can locally increase (see the middle region), while for the optimally located actuator, the noise is reduced everywhere.
In the second set of examples, we consider two controls each located at the optimal location (the optimal value of c is obtained by the optimization routine) and radius a i = 0:1; i = 1; 2: The rest of the physical values are the same as in the case of one control. Here, the Â parameter is a 2 × 2 identity matrix multiplied by the factor 10 −6 . Fig. 2 demonstrates the e ectiveness of noise control by use of two controls located optimally for frequency f = 173 Hz. From Fig. 2 , one can see that the use of two controls improves the results only slightly, and in fact one show that the use of a single actuator placed optimally can be much more e ective than using two controls that are at nonoptimal locations. In the following graph for f = 346 Hz, the second natural frequency of the cavity, the single control is at the optimal location of c = 0:9 and the two controls are at the nonoptimal locations of c = 0:3 and c = 0:6.
For the two controls located at the nonoptimal locations the total reduction is only 23 dB, while for the optimally located single control the total reduction is 39.5 dB.
To further investigate the e ect of using multiple secondary sources (controls), we consider a nonresonance frequency f = 250 Hz. From Figs. 2 and 3 we see that for the resonance frequencies f = 173 and 346 Hz, a single optimally located control is quite e ective in reducing the sound pressure level, and inclusion of additional secondary sources can improve the results only slightly. Fig. 4 compares the action of single and double secondary sources for frequency f = 250 Hz. From the graph we can see that in this case the use of two actuators is much more e ective than the use of one control. In the former case, the optimal location of the controls are at 0.7 and 0.9, with the total reduction of 21.5 dB, while in the latter case, the single control is located at 0.9 and it reduces the pressure by only 16.6 dB.
It should be noted that in all these calculations for ÿnding the optimal value for the controls and their locations, the obtained values were functions of the frequency of the primary source, as well as the parameters that deÿne the control system such as Â and d 1 ; d 2 . For example, in the case of f = 346 Hz, for Â = 10 −5 and d 2 = 10 4 , the optimal location of one control was found to be 0.5039 while for Â = 10 −6 and d 2 = 10 5 the optimal control location was found to at the end of the interval = 0:9. 
Static output feedback case
In this section, we present the numerical results for the optimal location of actuators and sensors for the static output feedback control strategy, and compare the results against the open-loop and full-state feedback control.
In the ÿrst set of numerical experiments only a single pair of collocated actuator and control was utilized. For the frequency f = 173 Hz, the optimal location of the center of the control, with radius, a = 0:01, is calculated to be at the end points of the cavity: = 0:01; 0:99. With the actuator=sensor pair located at one these optimal locations, we graphed the decibel levels of the norm of the reduced noise ÿeld x 1 + x 2 versus the norm of the o ending noise x 1 (open-loop) in Fig. 5 . For the degree of approximation equal to 16, we set the other parameters used in the calculations as follows: c=346 m=s; Â=1 (a scalar for the case of one pair), =1:21 kg=m 3 ; d 1 =1; d 2 =10 4 ; =290+0:7i. From Fig. 5 we can see that the output feedback control strategy, while not as successful as the full-state feedback, is quite e ective in reducing the overall noise ÿeld. The e ect of placing the actuator=sensor pair at a nonoptimal location (placed at = 0:6) versus the optimal location (placed at = 0:01) is shown clearly in this ÿgure. From Fig. 5 , one can see the presence of a "node" at = 0:5, where the open-loop pressure ÿeld is at a minimum. Placing the pair at this location had a negligible sensing and control e ect on the noise ÿeld as was observed in a set of simulations not shown here.
In another set of simulations not reported here, we found that the di erence between full state feedback (with optimally placed actuator) and static output feedback (with optimally placed actuator= sensor pair) is roughly 3 dB, which is an acceptable compromise in using only output feedback when considering that the open-loop levels (at 95 dB) are higher than the output feedback levels by 13 dB.
In the next set of experiments, we calculated the optimal location for one actuator and two sensors and placed the two sensors at each of the end-points (optimal sensor locations) and the actuator also at the optimal location at the left end-point. We compared the results to the full-state case with one control placed at the nonoptimal location of = 0:4. As one can see in Figs. 6 and 7, the output feedback control with two optimal sensors and one optimal actuator can reduce the sound pressure ÿeld more e ectively than the full-state formulation with one nonoptimally located actuator. These ÿgures clearly show the e ect of optimal placement of sensors and actuators in optimizing their performance.
Conclusions
In this paper, we have considered the problem of ÿnding the optimal location of actuators and sensors for an active noise control problem. We have formulated two di erent control strategies, LQT and static output feedback control, and have proposed appropriate optimization problems for each case. We have also developed a numerical scheme based on the Legendre-Galerkin method to calculate the feedback control and the optimal location for the controls (and the sensors) for each strategy. Our numerical results indicate that both control strategies are successful at attenuating the o ending harmonic noise. The use of the LQT formulation relies on full-state formulation and is suitable for optimal location of controls. We have shown that for this case placing the control at its optimal location o ers much improved performance over an arbitrarily located control. We also showed that maximizing the performance of a single control by placing it at its optimal location is preferable to use of two or more controls located arbitrarily. This result is of great use when economizing the control cost is of interest.
For the static output feedback control problem, the problem of optimal location of sensors is incorporated in the optimization problem. This formulation can be utilized when full-state information on the pressure ÿeld is not available and one needs to rely on the information provided by the sensors. We have also in this case shown the importance of optimal location of controls and sensors. In fact, we have demonstrated that properly placed controls and sensors yield better results than the full state formulation with nonoptimally placed controls.
The state-space formulation presented here can be easily extended to the more realistic two and three-dimensional models. Also, the case of a multi-frequency primary source, or the randomly excited enclosures can be naturally formulated and handled using these state-space control and optimization strategies. Coupled structural acoustic systems where actuators and sensors can be placed on the interior=boundary of cavities and=or on the coupling structure can also be studied under the aforementioned framework. This is currently being pursued by the authors wherein piezoceramic actuators are placed on the perturbable boundary of a 2-D cavity, acoustic actuators (speakers) are placed in the interior of the cavity, accelerometers (sensors) are placed on the perturbable boundary and acoustic sensors (microphones) are placed in the interior of the cavity.
