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We consider a Josephson junction bilayer consisting of two tunnel-coupled two-dimensional elec-
tron gas layers with Rashba spin-orbit interaction, proximitized by a top and bottom s-wave super-
conductor with phase difference φ close to pi. We show that, in the presence of a finite weak in-plane
Zeeman field, the bilayer can be driven into a second order topological superconducting phase, host-
ing two Majorana corner states (MCSs). If φ = pi, in a rectangular geometry, these zero-energy
bound states are located at two opposite corners determined by the direction of the Zeeman field. If
the phase difference φ deviates from pi by a critical value, one of the two MCSs gets relocated to an
adjacent corner. As the phase difference φ increases further, the system becomes trivially gapped.
The obtained MCSs are robust against static and magnetic disorder. We propose two setups that
could realize such a model: one is based on controlling φ by magnetic flux, the other involves an
additional layer of randomly-oriented magnetic impurities responsible for the phase shift of pi in the
proximity-induced superconducting pairing.
Introduction. Topological insulators and supercon-
ductors in d spatial dimensions are gapped fermionic
phases with topologically protected gapless states on
their (d − 1)-dimensional boundaries. Among the best-
known examples are Majorana bound states in one-
dimensional p-wave superconductors [1–4] as well as
two(three)-dimensional topological insulators with an in-
sulating bulk and metallic edges (surfaces) [5–13]. The
theoretical prediction of such unconventional phases of
condensed quantum matter has motivated an enormous
amount of experimental and theoretical work [14–38].
Later, the concept was generalized to second order or
more generally, higher order, topological insulators and
superconductors [39–56]. In d spatial dimensions, these
are gapped phases with topologically protected gapless
states on a (d−n) dimensional boundary, where n is the
order of the topological phase.
Motivated by these recent developments, we propose a
setup that can be controllably brought into the second
order topological superconducting (SOTSC) phase. The
setup is based on a heterostructure that consists of two
two-dimensional electron gas (2DEG) layers with Rashba
spin-orbit interaction (SOI) separated by a tunnel bar-
rier. Each of the tunnel-coupled layers is brought into
contact with an s-wave superconductor (SC) at the top
and the bottom to induce the proximity superconductiv-
ity, see Fig. 1. Controlling the magnetic flux through
the SC loop allows one to control the phase difference
φ between the two parent SCs, and thereby, the phase
difference between the proximity gaps in the two layers.
Such a setup lies well within experimental reach [57, 58].
Instead of using a Josephson junction, a second possibil-
ity would be to separate one of the Rashba layers from the
parent s-wave superconductor by an insulating layer of
randomly oriented magnetic impurities [59]. The phase
difference of pi in the pairing amplitudes arises due to
spin-flip tunneling via magnetic impurities [60–63].
For φ = pi and if the tunneling term between the layers
FIG. 1. Schematics of the bilayer setup consisting of two
2DEG Rashba layers (blue) separated by a tunnel barrier
(orange) and coupled to s-wave superconductors (green) that
form a Josephson junction. The two Rashba SOI vectors are
aligned in opposite directions due to the structural asym-
metry. A magnetic flux ensures a phase difference in the
proximity-induced superconductivity between two layers. Al-
ternatively, the phase difference of pi can be induced by an ad-
ditional layer of randomly oriented magnetic impurities placed
between one of the SC and the Rashba layer.
dominates over the superconducting pairings, the bilayer
is in a helical topological superconducting (HTSC) phase,
hosting a Kramers pair of helical edge states counterprop-
agating along the edges. A weak in-plane Zeeman field
brings the bilayer into the second order topological su-
perconducting phase. The helical edge states are gapped
and zero-energy Majorana bound states emerge, in rect-
angular geometry, at two opposite corners, referred to as
Majorana corner states (MCSs). By deviating the phase
difference slightly from φ = pi, the MCSs can be relocated
to two adjacent corners. The presence of MCSs is robust
against potential and magnetic disorder.
Model. The bilayer setup consists of two 2DEGs with
strong Rashba SOI proximity coupled to bulk s-wave
SCs. The top (bottom) layer is labeled by an index τ = 1
(τ = 1¯). We note that in such bilayers the SOI vectors
ατ are naturally antiparallel due to the structural asym-
metry (see Fig. 1) and aligned along the z axis defined
to be the normal to the layers [64]. The Hamiltonian for
a Rashba layer reads
Hτ = ∑
σ,σ′ ∫ d2k ψ†τσ,k[εk − µτ +ατ ⋅σ × k]σσ′ψτσ′,k , (1)
where k = (kx, ky) is the in-plane momentum, εk =
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2h̵2k2/2m the kinetic energy, m the effective mass, and
σ the vector of Pauli matrices acting in spin space. The
creation operator ψ†τσ,k acts on an electron with spin pro-
jection along z axis σ = {1, 1¯} and in-plane momentum
k located in layer τ = {1, 1¯}. The chemical potential µτ
is tuned to the SOI energy Eτ,so = h̵2k2so,τ/2m with the
SOI momentum given by kso,τ = mατ/h̵2. The coupling
between the two Rashba layers is described by
HΓ = Γ∑
σ
∫ d2k (ψ†1σ,kψ1¯σ,k +H.c.), (2)
where the spin-conserving tunneling amplitude Γ is as-
sumed to be positive. The proximity induced supercon-
ductivity is described by
H∆ = 1
2
∑
τ,σ,σ′ ∫ d2k (∆τψ†τσ,k[iσ2]σσ′ψ†τσ′,−k +H.c.), (3)
where we assume the pairing amplitude ∆1 in the top
layer to be real and positive, while the pairing ampli-
tude in the second layer can be complex ∆1¯ = ∣∆1¯∣eiφ.
There are several mechanisms that can produce a phase
difference φ. A superconducting loop connecting two
SCs enclosing a magnetic flux φ (see Fig. 1) forms a
Josephson junction [57, 58, 65, 66], that allows one to
tune the superconducting phase difference φ between the
two Rashba layers. Alternatively, such a setup could be
realized by involving an insulating layer of random mag-
netic impurities [59] between a SC and one of the Rashba
layers, such that the superconducting phase difference
between two Rashba layers is equal to pi and does not
require any fine-tuning necessary in the first setup.
We also account for the presence of an in-plane Zee-
man field of strength ∆Z applied along the unit vec-
tor n = (cos θ, sin θ,0). The corresponding term in the
Hamiltonian is given by
HZ = ∆Z ∑
τ,σ,σ′ ∫ d2k ψ†τσ,k[n ⋅σ]σσ′ψτσ′,k . (4)
The total Hamiltonian reads H =H1+H1¯+HΓ+H∆+HZ ≡
H0 +HZ . Next, we solve H numerically for two geome-
tries. (i) Semi-infinite geometry: the system is transla-
tionally invariant along the x direction (with momentum
kx as good quantum number) and finite along the y di-
rection of length Ly. (ii) Finite geometry: the system is
finite in both, the x and y, directions and of size Lx×Ly,
where Lx is the length of the system in the x direction. In
what follows, we present the key results of the numerical
diagonalization of H, while the specific form of the dis-
cretized Hamiltonians can be found in the Supplemental
Material (SM) [67].
Topological phase diagram of pi-Junction. If ∆Z = 0
and φ = pi, the system is in the DIII symmetry class
[68]. The effective time-reversal (particle-hole) symmetry
operator is given by Θ = iσ2K (P = η1K), where ηi are the
Pauli matrices acting in particle-hole space and K is the
FIG. 2. Topological phase diagram of the pi-junction bilayer as
function of tunnel amplitude Γ and Zeeman energy ∆Z . Topo-
logical phase transitions occur at Γ = ∣∆Z ± ∆∣ (black lines).
For ∆Z = 0 and Γ > ∆, the system is in the HTSC phase
(green line) hosting a Kramers pair of helical edge states.
For ∆Z < ∆ and Γ > ∣∆ + ∆Z ∣, the system is in the SOTSC
phase (red) hosting at two of the corners each a MCS. For∣∆Z −∆∣ < Γ < ∣∆Z +∆∣, the system is in the Weyl SC phase
(blue) hosting flat zero-energy edge states. Otherwise, the
system is in the trivial phase (white).
complex conjugation operator. The corresponding bulk
spectrum of H0 is given by
E2±(k) = ε2k +∆2 + Γ2 + (αk)2 ± 2√ε2k[Γ2 + (αk)2] +∆2Γ2 .
(5)
For simplicity we set ∆1 = ∣∆1¯∣ = ∆ > 0 and ∣α1∣ = ∣α1¯∣ =
α, however, we note that our results remain valid in the
more general case as can be easily checked numerically.
The bulk gap closes at k = 0 for Γ = ∆. For Γ = 0,
the system consists of uncoupled layers, and, thus, is in
the trivial phase for Γ < ∆, see Fig. 2. In the regime
Γ > ∆, the system has a Kramers pair of gapless helical
edge states on both boundaries (y = 0 and y = Ly) in the
semi-infinite geometry and on each boundary in the finite
geometry, see Fig. 3. These states are exponentially
localized at the boundary and have a linear dispersion
around kx = 0.
Zeeman fields break time-reversal symmetry such that
the HamiltonianH is placed now in theD symmetry class
[68]. For strong Zeeman field, ∆Z > ∆, superconductivity
is suppressed such that the system becomes gapless with
the gap closing at finite momenta. At smaller fields, the
bulk gap closes at k = 0 for Γ = ∣∆Z ± ∆∣, indicating a
topological phase transition. Obviously, at weak fields,
Γ < ∆ − ∆Z , the system stays trivial. If ∆ − ∆Z < Γ <
∆+∆Z , the system is in a 2D Weyl SC phase [69–77] (see
Fig. 2), with two Weyl cones emerging in the spectrum
in direction orthogonal to the Zeeman field. The nodes of
these two Weyl cones are connected in momentum space
by a zero-energy line describing localized dispersionless
edge states. The zero-energy edge states occur only at
edges where the nodes of the Weyl cones are not projected
onto the same point [67].
Next, we focus on the SOTSC phase, Γ > ∆ + ∆Z .
Generally, finite ∆Z opens a gap in the spectrum of the
3FIG. 3. (a) Energy spectrum in the HTSC phase (Γ > ∆)
for semi-infinite geometry, obtained by exact diagonalization.
The bulk states (green dots) are gapped, while both edges
host a Kramers pair of dispersive helical edge states (orange
dots). (b) Color plot of the probability density ∣ψ(x, y)∣2 of
a helical edge state in the finite geometry. The states are
exponentially localized at the edge (yellow strips). Numerical
parameters: ksoLx = ksoLy ≈ 860, µ = 0, ∆/Eso ≈ 0.2, φ = pi,
and Γ/Eso ≈ 0.6.
helical edge states of the HTSC phase. The size of the
gap depends on the field direction n [78] (see Fig. 4). For
simplicity, we consider samples of rectangular geometry.
For fields not parallel to the sample edges, the helical
edge states are gapped out. More importantly, two non-
degenerate bound states emerge at zero-energy which we
can identify as Majorana corner states, each localized
at opposite corners, see Fig. 4. The localization length
of such MCSs along the edges is inversely proportional
to the gap. If the system possesses, in addition, mirror
symmetry [θ = (2p+1)pi/4], the localization lengths along
x and y axis are the same. As the field deviates from these
directions, the localization length along the axis with the
smallest gap increases [see Fig. 4a] up to the point where
the two edges are no longer gapped as the field is aligned
along one of edges [see Fig. 4b]. If the field is rotated
further, the MCSs re-emerge at the other two opposite
corners.
Generally, the existence of the two MCSs does not rely
on symmetries of the square lattice, nor on the partic-
ular shape of the boundary. If the system e.g. has a
circular shape, the two MCSs are localized at the two
opposite points where the Zeeman vector n crosses the
edge. We also checked numerically that MCSs are robust
against moderate potential and magnetic disorder [67].
We can also easily create more than two MCSs by mod-
ifying the topology of our setup. For instance, we can
allow for a region inside the system to be in the trivial
phase, giving rise to an inner boundary at the interface
with corresponding edge states. Such a region could be
fabricated by covering, say, the top Rashba layer with a
SC layer with e.g. a rectangular hole. Without Zeeman
fields, helical edge states propagate along the outer and
inner edges, while for ∆Z > 0, these states get gapped
and four MCSs emerge, two at the outer and two at the
inner corners, see Fig. 4c.
Analytical treatment and stability of MCSs. In order to
obtain a deeper understanding for the appearance of the
MCSs at the two particular corners, we treat the problem
analytically. We assume that the system size is large
enough to treat all four edges, away from the corners,
independently. For simplicity, we focus on rectangular
geometries and label the edges counterclockwise by s =
0,1,2,3 with s = 0 being the horizontal edge at y = 0 (see
Fig. 4). The effective Hamiltonian describing the helical
edge states is given by
H(s)eff = h̵vk(s)β3 −∆sβ2, (6)
where v is the effective Fermi velocity of the edge states,
k(s) the momentum along the sth edge, βi the Pauli ma-
trices acting on the low-energy subspace, and ∆s is the
gap opened on the sth edge if the time-reversal symme-
try is broken. We also note that the Hamiltonian with-
out Zeeman field, H0 [see Eqs. (1)-(3)], has rotational
symmetry around the z-axis, [H0, Uϕ] = 0, where Uϕ =
eiϕη3Jz/h̵. Here, Jz = Lz + Sz is the z component of the
total angular momentum composed of spin Sz = h̵σ3/2
and orbital angular momentum Lz = −ih̵(x∂y − y∂x). At
the edges, this symmetry reduces to a four-fold rotational
symmetry with ϕs = spi/2. Thus, the states localized at
the sth edge are related to those at s = 0 by the unitary
Uϕs . For example, Φ
(s)± = UϕsΦ(0)± , where Φ(s)± are the
sth edge state wavefunctions at k(s) = 0. This rotational
symmetry ensures that the effective Fermi velocity is the
same at all edges.
So far, we focused on the phase difference being tuned
to φ = pi. This is important for observing the helical edge
states protected by time-reversal symmetry but not nec-
essary for observing the MCSs. The SOTSC phase and
MCSs are robust against small deviations of the phase
difference φ = pi+δφ, which is of great importance for the
scenario in which this phase is tuned by magnetic fluxes.
For finite δφ (∣δφ∣ ≪ 1), the bulk spectrum stays almost
the same, while the helical edge states become gapped
at k(s) = 0. The size of the gap for δφ ≠ 0 can be deter-
mined in first order perturbation theory by calculating
the expectation value of the corresponding part of H∆,⟨Φ(s)+ ∣δH∆∣Φ(s)− ⟩. The gap ∆ sin(φ)/2 ≈ −∆δφ/2 is the
same on all edges due to rotation symmetry, see SM [67].
As discussed above, a Zeeman field also opens a gap in
the spectrum of edge states at k(s) = 0. Since the edge
states at s = 0 have a well-defined spin projection along
y, only the x-component of the field can lead to a gap
given by ⟨Φ(0)+ ∣HZ ∣Φ(0)− ⟩ = ∆Z cos θ. The Zeeman termHZ defined in Eq. (4) is not invariant under rotations,
U †ϕsHZUϕs = ∆Z[cos(θ−ϕs) η3σ1+sin(θ−ϕs)σ2]/2. Thus,
the gap ⟨Φ(0)1 ∣U †ϕsHZUϕs ∣Φ(0)1¯ ⟩ opened by HZ is different
at different edges and is given by ∆Z cos(θ − ϕs), see
SM [67].
Combining the two complementary mechanisms gap-
ping the helical edge states, we find that the gap on the
4FIG. 4. Color plots of probability density and spectrum (insets) of low-energy states in SOTSC phase. (a) If the field direction
n has projection on both edges as well as ∣δφ∣ < min{δφc,∥, δφc,⊥} (here, θ = pi/3 and δφ = 0), the zero-energy MCSs (yellow
dots in inset) are separated from bulk states (blue dots in inset) by the gap and are located at two opposite corners. For
0 < θ < pi/2, the sign of the gap ∆s on the s = 0,1 (s = 2,3) edge is positive (negative) and shown in blue (red): thus, the lower
left (upper right) corner acts as domain wall at which MCSs are localized. (b) If ∣δφ∣ = δφc,∥/⊥ (here, θ = 0 and δφ = φc,⊥ = 0),
the helical edge states propagating along the corresponding edge stays gapless. The other edges are still gapped. (c) A trivial
square region in the center (of the size Lx/2 × Lx/2) leads to two additional MCSs localized at the inner corners. (d) If
min{δφc,∥, δφc,⊥} < ∣δφ∣ < max{δφc,∥, δφc,⊥} (here θ = pi/3 and δφ ≈ pi/3), only the sign of the gap on the s = 1 edge is positive.
As a result, the two MCSs are located now at two neighboring corners. Numerical parameters are the same as in Fig. 3, except
ksoLx = ksoLy = 430 and ∆Z/Eso = 0.15.
sth edge is given by ∆s = ∆δφ/2 + ∆Z cos(θ − ϕs). The
edges are gapped except if δφ = ±δφc,∥/⊥, where the gap
closes at the horizontal (δφc,∥ = 2∆Z ∣ cos θ∣/∆) or vertical
(δφc,⊥ = 2∆Z ∣ sin θ∣/∆) edges. The effective H(s)eff brings
us back to the first topological models of Jackiw-Rebbi
type [79, 80]. The mass term ∆s, opening the gap, can
change its sign at a corner where two edges meet. As
a result, there is a zero-energy bound state localized at
this effective domain wall, which we identify as a MCS.
Importantly, the details of the parameter dependence at
the domain wall is not important and only the asymp-
totics away from it matters. This allows us to rely on the
effective H(s)eff derived away from the corners.
There are three regimes to consider. If ∣δφ∣ >
max{δφc,∥, δφc,⊥}, the mass term ∆s is either positive
or negative on all edges, since the uniform gap opened
by δφ dominates. In this case, there are no domain
walls and thus no MCSs. If ∣δφ∣ < min{δφc,∥, δφc,⊥},
the gap due to the Zeeman field dominates and there
are two domain walls that lie on opposite corners along
the diagonal, see Fig. 4a. In the intermediate regime,
min{δφc,∥, δφc,⊥} < ∣δφ∣ < max{δφc,∥, δφc,⊥}, the domain
walls, and as result the MCSs, are located on neighbor-
ing corners, see Fig. 4d. Thus, the MCSs exist for a
wide range of δφ and their location is governed by both
the Zeeman field and δφ. While the analytical treatment
was done perturbatively, the conditions on the existence
of MCSs as well as their location can be confirmed nu-
merically well beyond the perturbative regime, see Fig. 4.
Conclusions. We studied a bilayer Josephson junc-
tion consisting of two tunnel coupled 2DEGs with oppo-
site Rashba SOI and proximity-induced superconducting
pairing amplitudes that have a phase difference φ ≈ pi.
Alternatively, since the spectrum of the uncoupled layers
around k = 0 is essential for the topological properties of
the system, instead of two Rashba layers with opposite
SOI separated by a tunneling barrier, one could also use
a thin film of a 3D topological insulator [81]. There, the
surface states on opposite surfaces have opposite helicity
and therefore have the same spectrum around k = 0 as
in the Rashba bilayer setup. If tunneling between lay-
ers dominates over the superconducting pairings and a
weak in-plane Zeeman field is applied, the system is in a
SOTSC phase hosting two MCSs that are robust against
both potential and magnetic disorder.
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APPENDIX A: DISCRETIZED LATTICE MODELS
In the main text we present our numerical results for the semi-infinite and the finite geometries in which the Rashba
bilayer system is assumed to have a rectangular shape. In this section we explicitly discretize the total Hamiltonian
H defined by Eqs. (1)-(4) of the main text.
Semi-infinite geometry
In the semi-infinite geometry, we assume, without loss of generality, that the system is translationally invariant
along the x and finite along the y direction with the length Ly = (Ny − 1)a, where Ny is the number of lattice
sites in y-direction and a the lattice constant. The total Hamiltonian for the semi-infinite geometry is given by
H¯ ′ = ∑kx[H¯ ′1(kx) + H¯ ′¯1(kx) + H¯ ′Γ(kx) + H¯ ′D(kx) + H¯ ′Z(kx)] with
H¯ ′τ(kx) =∑
m
{∑
σ
( − tc†kxτ(m+1)σckxτmσ + [−t cos(kxa) + µτ/2 + 2t]c†kxτmσckxτmσ +H.c.)
+ τα˜[i(c†kxτ(m+1)↑ckxτm↓ − c†kxτ(m−1)↑ckxτm↓) + 2i sin(kxa)c†kxτm↑ckxτm↓ +H.c.]},
H¯ ′Γ(kx) = Γ∑
σ
∑
m
(c†kx1σmckx1¯σm +H.c.),
H¯ ′D(kx) = 12 ∑τ,m∑σ,σ′ (∆τc†kxτmσ[iσ2]σσ′c†−kxτmσ′ +H.c.), (1)
H¯ ′Z(kx) = ∆Z ∑
τ,m
∑
σ,σ′
c†kxτmσ[n ⋅σ]σσ′ckxτmσ′ (2)
The operator c†kxτσm creates an electron with momentum kx and spin projection σ (along z-axis) in the layer τ at the
lattice site m. Here, t is the amplitude for a hopping process between two neighboring lattice sites used to set the
effective mass as t = h̵2/(2ma2). The spin-flip hopping amplitude α˜ is related to the SOI parameter by α˜ = α/2a. The
spin-orbit energy Eso is given by Eso = α˜2/t [1, 2].
Finite rectangular geometry
In the finite geometry we assume the system to be finite in both x and y directions and of size Lx×Ly = (Nx−1)(Ny−
1)a2. The indices (n,m) label sites in the two-dimensional square lattice with n ∈ {1, . . . ,Nx} and m ∈ {1, . . . ,Ny}.
8The total Hamiltonian H¯ = H¯1 + H¯1¯ + H¯Γ + H¯D + H¯Z in the finite geometry is then given by
H¯τ = ∑
n,m
{∑
σ
( − txc†τσ(n+1)mcτσnm − tyc†τσn(m+1)cτσnm + µτ + 4t2 c†τσnmcτσnm +H.c.)+ τα˜[i(c†τ↑n(m+1)cτ↓nm − c†τ↑n(m−1)cτ↓nm) − (c†τ↑(n+1)mcτ↓nm − c†τ↑(n−1)mcτ↓nm) +H.c.]},
H¯Γ = Γ ∑
σ
n,m
(c†1σnmc1¯σnm +H.c.),
H¯∆ = 1
2
∑
τ
n,m
∑
σ,σ′
(∆τc†τσnm[iσ2]σσ′c†τσ′nm +H.c.), (3)
H¯Z = ∆Z ∑
τ
n,m
∑
σ,σ′
c†τσnm[n ⋅σ]σσ′cτσ′nm (4)
The operator c†τσnm creates an electron with spin projection σ in the layer τ at the lattice site (n,m). Note that H¯ ′
in the semi-infinite geometry can be obtained from H¯ by applying the Fourier transformation in x direction.
APPENDIX B: 2D WEYL SUPERCONDUCTOR
As discussed in the main text, in the regime ∣∆Z −∆∣ < Γ < ∣∆Z +∆∣, the system is a 2D Weyl superconductor [3–10].
The bulk spectrum is closed at two nodes around which the bulk spectrum is linear, i.e. the low-energy spectrum can
be described by 2D Weyl cones. The position of the Weyl cones in momentum space is such that the line connecting
the two cones is orthogonal to the direction of the Zeeman field. As already mentioned in the main text, in a Weyl
superconductor (as well as in a Weyl semimetal) edge states only occur on edges at which the nodes of the two Weyl
cones (being projected onto the edge) are not projected onto the same point. This means that the occurrence of edge
states at the given edge in the 2D Weyl superconducting phase depends on the orientation n of the Zeeman field. In
momentum space, the edge states appear on a line connecting the nodes of the Weyl cones, and since they are at zero
energy, the corresponding edge states are flat (see Fig. 1).
APPENDIX C: EDGE STATE WAVEFUNCTIONS IN HTSC PHASE
In this section we provide more details on the calculation of the wavefunction of the helical edge states in the HTSC
phase. The Hamiltonian density in the absence of a Zeeman field (∆Z = 0) [see Eqs. (1)-(3) in the main text] reads
H0(kx, ky) = [η3 h̵2k2
2m
+ τ3α(kyσ1 − kxη3σ2) + Γτ1η3 +∆τ3η2σ2] /2, (5)
where τi, ηi, σi are the Pauli matrices acting in layer, particle-hole, and spin space, respectively. Note that we set
here φ = pi for simplicity. This Hamiltonian density was also used to obtain the spectrum in Eq. (5) in the main text.
0.14-0.14 0
0.3
0
-0.3
FIG. 1. The energy spectrum in the 2D Weyl SC phase in the semi-infinite geometry. The Zeeman field is applied along the y
direction such that the Weyl nodes are located at the kx axis in momentum space. The bulk spectrum (blue dots) closes the gap
at zero energy at two nodes, which are connected by dispersionless edge states (red). Numerical parameters are ksoLx ≈ 4290,
µ = 0, ∆/Eso ≈ 0.2, φ = pi, Γ/Eso ≈ 0.2, and ∆Z/Eso ≈ 0.1.
9As discussed in the main text, we calculate the wavefunctions of the helical edge states that are exponentially
localized at the s = 0 edge. These modes are localized in the y direction (located close to y = 0) and propagate in
the x direction. In order to find the wavefunction, we assume the edge to be infinitely extended and focus on the
states with kx = 0. Due to particle-hole and time-reversal symmetry it is clear that these states are at zero energy
and twofold degenerate (Kramers pair). For simplicity, we work in the strong SOI limit where we can linearize the
Hamiltonian density H0(0, ky) around two Fermi points (kFi = 0, kFe = 2kso) [11],
H0(0, ky) = [η3 h̵2k2y
2m
+ τ3σ1αky + Γτ1η3 +∆τ3η2σ2] /2 . (6)
In what follows we denote the wavefunctions (field operators) by Φ˜σ (ψ˜σ) when σ =↑, ↓ refers to the spin projection
onto the x axis. The field operators can then be approximated as
ψ˜1↑ = L˜1↑e−2iksoy + R˜1↑, ψ˜1↓ = L˜1↓ + R˜1↓e2iksoy
ψ˜1¯↑ = L˜1¯↑ + R˜1¯↑e2ikso , ψ˜1¯↓ = L˜1¯↓e−2iksoy + R˜1¯↓, (7)
where L˜τσ(y) [R˜τσ(y)] are slowly varying fields on the scale of k−1so . The linearized Hamiltonian density is then given
by H˜0,lin = [h̵vF kˆρ3 + Γ(τ1η3ρ1 − τ2η3σ3ρ2)/2 +∆τ3η2σ2ρ1]/2 , (8)
where kˆ = −ih̵∂y is the momentum operator and vF = α/h̵ the Fermi velocity, and ρ actin left/right
mover space. By imposing vanishing boundary conditions, Φ˜±(y = 0) = 0, we find two-independent
zero-energy solutions only if Γ > ∆. The corresponding wavefunctions are written in the basis Ψ˜ =(ψ˜1↑,kx=0, ψ˜1↓,kx=0, ψ˜†1,↑,kx=0, ψ˜†1↓,kx=0, ψ˜1¯↑,kx=0, ψ˜1¯↓,kx=0, ψ˜†1¯↑,kx=0, ψ˜†1¯↓,kx=0) as
Φ˜+(y) = 1√
N
[f1(y), g1(y), f∗1 (y), g∗1(y), f1¯(y), g1¯(y), f ∗¯1 (y), g∗¯1(y)]T ,
Φ˜−(y) = 1√
N
[g∗1(y),−f∗1 (y), g1(y),−f1(y), g∗¯1(y),−f ∗¯1 (y), g1¯(y),−f1¯(y)]T , (9)
with f1(y) = −ig∗1(y) = e2iksoye−y/ξ + e−y/ξ− and f1¯(y) = −ig∗¯1(y) = −i(e−2iksoye−y/ξ + e−y/ξ−). These two solutions are
Kramers partners and related by time-reversal symmetry described by the operator Θ = −iσ2K with ΘΦ˜± = ±Φ˜∓.
Moreover, both Φ˜+(y) and Φ˜−(y) are extended Majorana wavefunctions (not to be confused with the MCSs that
are localized at the corners) that are eigenstates of the particle-hole operator P = η1K, i.e., PΦ˜± = Φ˜±. As can be
seen above, the spin-up and spin-down components of the Majorana wavefunctions in Eq. (9) are not independent
but related by gτ(y) = −if∗τ (y) [12, 13]. This is ensured by the symmetry operator O = η2σ1, which commutes
with the particle-hole symmetry operator [P,O] = 0, and thus, OΦ˜± = Φ˜±. The operator O anti-commutes with the
Hamiltonian density in Eq. (6), {H0,O} = 0. Moreover, also the functions f1(y) and f1¯(y) are not independent from
each other, but related by f1(y) = −if ∗¯1 (y). This is ensured by the symmetry operator O′ = τ1η2, which commutes
with the previous two symmetries, [P,O′] = [O,O′] = 0, and thus O′Φ˜± = ±Φ˜±. It is useful to take advantage of these
hidden symmetries when calculating the various matrix elements in deriving the effective low-energy Hamiltonian in
the following.
First we note that the spin-operator S˜ in Nambu space is parametrized by the following Pauli matrices S˜ ∼(η3σ3, σ2, η3σ1) (we recall that we take the x axis as the spin quantization axis). In addition, this operator anti-
commutes with the particle-hole operator, {S˜,P} = 0. Then, the symmetry of the Majorana wavefunctions leads
to ⟨Φ˜a∣S˜∣Φ˜a⟩ = ⟨Φ˜a∣PS˜P ∣Φ˜a⟩ = − ⟨Φ˜a∣S˜∣Φ˜a⟩ , (10)
for a ∈ {+,−}, and therefore ⟨Φ˜a∣S˜∣Φ˜a⟩ = 0. The expectation values of spin projections to any axis is zero for Majorana
states. The time-reversal operator Θ and the operator O, which ensures the structure of the Majorana wavefunctions
Φ˜±, fix the values of the off-diagonal terms,⟨Φ˜+∣η3σ3∣Φ˜−⟩ = ⟨Φ˜+∣Pη3σ3Θ∣Φ˜+⟩ = ⟨Φ˜+∣η1Kη3σ3(−iσ2)K∣Φ˜+⟩ = ⟨Φ˜+∣η1η3σ3(−iσ2)∣Φ˜+⟩ = i ⟨Φ˜+∣η2σ1∣Φ˜+⟩ = i ⟨Φ˜+∣O∣Φ˜+⟩= i ⟨Φ˜+∣Φ˜+⟩ = i,⟨Φ˜+∣σ2∣Φ˜−⟩ = ⟨Φ˜+∣Oσ2O∣Φ˜−⟩ = − ⟨Φ˜+∣σ2∣Φ˜−⟩ = 0 (11)⟨Φ˜+∣η3σ1∣Φ˜−⟩ = ⟨Φ˜+∣Oη3σ1O∣Φ˜−⟩ = − ⟨Φ˜+∣η3σ1∣Φ˜−⟩ = 0, (12)
(13)
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where we used the fact that {O, η2} = {O, η3σ1} = 0. In addition, one finds
⟨Φ˜+∣(1 − τ3)η1σ2∣Φ˜+⟩ = ⟨Φ˜+∣η1σ2∣Φ˜+⟩ − ⟨Φ˜+∣τ3η1σ2∣Φ˜+⟩ = 0, since⟨Φ˜+∣η1σ2∣Φ˜+⟩ = ⟨Φ˜+∣Oη1σ2∣Φ˜+⟩ = ⟨Φ˜+∣η3σ3∣Φ˜+⟩ = 0, and⟨Φ˜+∣τ3η1σ2∣Φ˜+⟩ = ⟨Φ˜+∣Pτ3η1σ2∣Φ˜+⟩ = − ⟨Φ˜+∣τ3η1σ2∣Φ˜+⟩ = 0, (14)
where we used that {P, τ3η1σ2} = 0. By analogy, one also finds ⟨Φ˜−∣(1 − τ3)η1σ2∣Φ˜−⟩ = 0. However, the off-diagonal
term is given by
⟨Φ˜+∣(1 − τ3)η1σ2∣Φ˜−⟩ = i, since⟨Φ˜+∣η1σ2∣Φ˜−⟩ = ⟨Φ˜+∣η3σ3∣Φ˜−⟩ = i and⟨Φ˜+∣τ3η1σ2∣Φ˜−⟩ = ⟨Φ˜+∣Pτ3η1σ2∣Φ˜−⟩ = − ⟨Φ˜+∣τ3η1σ2∣Φ˜−⟩ = 0, (15)
where in the second line we used Eq. (11) and Eq. (14). The last matrix element we are considering here is given by⟨Φ˜+∣τ3η3σ2∣Φ˜−⟩. Using time-reversal and particle-hole symmetry operators, one can rewrite it as
⟨Φ˜+∣τ3η3σ2∣Φ˜−⟩ = ⟨Φ˜+∣τ3η3σ2(−iσ2K)η1K∣Φ˜+⟩ = −i ⟨Φ˜+∣τ3η3η1∣Φ˜+⟩ = − ⟨Φ˜+∣τ3η2∣Φ˜+⟩ . (16)
This last expression can be shown to be zero by invoking the symmetry operator O′,
⟨Φ˜+∣τ3η2∣Φ˜+⟩ = ⟨Φ˜+∣O′τ3η2∣Φ˜+⟩ = ⟨Φ˜+∣τ1η2τ3η2∣Φ˜+⟩ = − ⟨Φ˜+∣τ3η2∣Φ˜+⟩ = 0. (17)
Importantly, the values of all these expectation values do not depend on the explicit form of fτ(y).
The wavefunctions in the original spin basis, where the z direction is the spin quantization axis, are given by
Φ(0)± (y) = e−ipiσ2/4Φ˜±(y), which will be used in further calculations below. In order to avoid confusion we stress that
the spin operator then takes the more familiar form S = h̵(η3σ1, σ2, η3σ3)/2.
APPENDIX D: DERIVATION OF EFFECTIVE LOW-ENERGY HAMILTONIAN
Using the explicit form of the wavefunctions obtained in the previous section, we derive the low-energy effective
Hamiltonian on all four edges. As outlined in the main text, the Hamiltonian of the Rashba layers [see Eq. (1) in the
main text] is invariant under rotations Uϕ = eiϕη3Jz/h̵, generated by the total angular momentum operator Jz = Lz+Sz.
This allows us, knowing the wavefunctions at s = 0 edge, to find the wavefunctions at the other three edges by applying
Uϕ to Φ
(0)± (y): Φ(s)± (y) = UϕsΦ(0)± (y) with ϕs ∈ {0, pi/2, pi,3pi/2}.
We first derive the low-energy effective Hamiltonian for the helical edge states on the s = 0 edge from the wavefunc-
tions obtained in the previous section. To achieve this, we add various perturbation to H0(0, ky) defined in Eq. (6).
We restrict ourselves to first-order perturbation theory applied in the low-energy subspace spanned by Φ(0)± , in which
we focus only on linear terms in ∆Z , ∆, and kx
Kinetic part. The dispersion of the helical edge states close to zero-energy is linear, see Fig. 3 of the main text.
This can be also shown explicitly by treating the linear term in kx in H0(kx, ky) [see Eq. (5)], Hkx = −ατ3η3σ2kx/2 as
a perturbation. For this term, the off-diagonal elements vanish by symmetry as was shown in Eq. (16)-(17). However,
for the diagonal elements these arguments do not apply: ⟨Φ(0)± ∣Hkx ∣Φ(0)± ⟩ depends on the explicit form of the function
f1(y). As a result, we obtain the effective low-energy Hamiltonian for helical edge states to be written as
H(0)kin = h̵vkxβ3, (18)
where the Pauli matrix βi acts in the low-energy subspace and the effective velocity v of the linearly dispersing edge
states is given by
v = vF ∆
Γ
< vF . (19)
We note that the Fermi velocity of the edge modes is the same at all four edges due to the rotation invariance of the
system without applied magnetic fields.
Superconducting gap at edge states for φ ≠ pi. In the main text, we also discussed the case where the phase
difference between the two layers is not exactly φ = pi, but slightly deviating from it, i.e., φ = pi + δφ, where δφ ≪ 1
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FIG. 2. (a) The SOTSC phase is stable against fluctuations in chemical potential (potential disorder) and in Zeeman field
(magnetic disorder). Here, we choose σµ/Eso ≈ 0.4 and σZ/Eso ≈ 0.1. (b) If the static potential disorder strength is as large
as σµ/Eso ≈ 1.6, the bulk gap closes and, consequently, the MCSs disappear. (c) The same happens if the magnetic disorder
strength is as large as σZ/Eso ≈ 0.4 . Numerical parameters are the same as in Fig. 4a in the main text: ksoLx = ksoLy = 430,
µ = 0, ∆/Eso = 0.2, ∆Z/Eso = 0.15, Γ/Eso = 0.6, θ = pi/3, and δφ = 0 (corresponding to Nx = Ny = 150, µ = 0, ∆/t = 0.06,
∆Z/t = 0.05, Γ/t = 0.17, θ = pi/3, and δφ = 0 in the tight-binding model).
can be positive or negative. This leads to an extra factor in the superconducting pairing term in the τ = 1¯ layer:
∆1¯ = ∆eiφ = ∆ei(pi+δφ) ≈ −∆(1+iδφ). The deviations from the pi-junction is given by Hδφ = −δφ∆(1−τ3)η1σ2/4. In Eqs.
(14) and (15), we showed that, due to the system symmetry, only the off-diagonal matrix elements ⟨Φ(0)± ∣Hδφ∣Φ(0)∓ ⟩ are
non-zero. This leads us to
H(0)sc = −∆δφβ2/2. (20)
Again, due to the rotation invariance of the superconducting part of the Hamiltonian, this term opens a gap of the
same size at all edges.
Zeeman term. For a weak Zeeman field ∆Z ≪ Γ − ∆, the corresponding term opening the gap in the edge state
spectrum is given by HZ = ∆Z[cos(θ)η3σ1 + sin(θ)σ2]/2. Using Eqs. (10) and (11), one notices that in the low-energy
subspace only the term proportional to η3σ1 is important, and only its off-diagonal matrix elements are non-zero.
This leads us to the effective Zeeman term acting in the low-energy subspace,
H(0)Z = −∆Z cos(θ)β2. (21)
The form of the effective Zeeman term in the Hamiltonian for the remaining edges can be simply obtained by
calculating the matrix elements ⟨Φ(s)a ∣HZ ∣Φ(s)b ⟩, where we make use of the symmetry operator Uϕs ,
⟨Φ(s)a ∣HZ ∣Φ(s)b ⟩ = ⟨Φ(0)a ∣U †ϕsHZUϕs ∣Φ(0)b ⟩ = −∆Z cos(θ − ϕs)β2, (22)
U †ϕsHZUϕs = ∆Z[cos(θ − ϕs) η3σ1 + sin(θ − ϕs)σ2]/2. (23)
Thus, the gap opened by the Zeeman field is different at different edges and is given by ∆Z cos(θ −ϕs). Collecting all
terms together, we arrive at Eq. (6) of the main text:
H(s)eff = h̵vk(s)β3 −∆sβ2, (24)
∆s = ∆δφ/2 +∆Z cos(θ − ϕs). (25)
By examining the sign of the gap ∆s, one can identify potential domain walls and determine the location of zero-energy
MCSs.
APPENDIX E: STABILITY OF MAJORANA CORNER STATES AGAINST DISORDER
In this section, we show numerically that the SOTSC phase is stable against fluctuations of the local chemical
potential (potential disorder) and of Zeeman field (magnetic disorder), see Fig. 2.
Potential disorder. In the considerations above we assumed the chemical potential to be fixed at the SOI energy,
i.e. µ = 0. In the presence of scalar impurities the local potential can fluctuate around this value, which can be
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taken into account by introducing local fluctuations δµij at lattice site (i, j) that follow a normal distribution with
zero mean value, i.e. ⟨δµij⟩ = 0. The strength of the potential fluctuations is characterized by the standard deviation
σµ = √⟨δµ2ij⟩.
Magnetic disorder. Magnetic impurities create local fluctuations in the effective Zeeman field. As for potential dis-
order, this can be taken into account by introducing the local deviation from the Zeeman field hij = (hx,ij , hy,ij , hz,ij),
where each component separately follows a normal distribution with the corresponding mean values, i.e. ⟨hx,ij⟩ =
∆Z cos θ, ⟨hx,ij⟩ = ∆Z sin θ, ⟨hz,ij⟩ = 0, and the standard deviation σZ = √⟨h2ij⟩ − ⟨hij⟩2. We find that the SOTSC
phase is robust against strong potential disorder characterized by σµ substantially exceeding the bulk gap. However,
if disorder is too strong, the bulk gap closes and the system becomes effectively gapless. As a result, the MCSs
disappear. In addition, we note that the coupling between the parent s-wave superconductors and the Rashba layers
should be weak to avoid metallization effects [14–17] observed in one-dimensional Rashba nanowires in the strong
coupling regime [18–21].
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