Abstract. We design the rst e cient parallel algorithm for computing the minimal elimination ordering (MEO) of an arbitrary graph.
Introduction
The theory of elimination orderings is used in a number of combinatorial optimization and database applications, as well as in scheduling and general divide-and-conquer techniques Let G = (V; E) be any graph and < be an ordering on V given as an enumeration of V . De ne E < to be the chordal extension of G related to <, i.e. the minimal extension E 0 of E such that if x < y; x < z and xy; then xz 2 E 0 implies yz 2 E 0 . The set F < = E < n E is called the ll-in of < Ta 85].
The problem is to compute, for any given graph G = (V; E), an ordering < on V such that E < is (inclusion) minimal. We call such an ordering a minimal elimination ordering (MEO) of G ( RTL 76], Ta 85] ). An MEO algorithm is an algorithm computing for an arbitrary input graph G = (V; E) an ordering on V such that E < is (inclusion) minimal.
MEO Algorithm (I/O)
Input:
A graph G = (V; E). Output: An ordering < on V such that E < is inclusion minimal.
F < = f vw j v 6 = w; vw 6 2 E; 9 p a path p = v 1 v 2 : : : v k in G such that v 1 = v; v k = w; and v i < minfv; wg for i = 2; : : : ; k ? 1 g:
In the case the ordering < satis es E = E < , (V; E) is chordal and the ordering < is called a perfect elimination ordering (PEO).
It is known that the computation of a minimum (cardinality) chordal extension or minimum cardinality ll-in is NP-complete ( Ya 81]). Rose, Tarjan and Lueker have relativized this problem to the computation of an MEO E < of a given graph. Their sequential algorithm works in O(nm) time and O(n + m) storage ( RTL 76] ).
There are e cient parallel algorithms to recognize chordal graphs and to compute the perfect elimination ordering for chordal graphs ( Ed 87], NNS 87], DK 86], DK 87], Kl 88] ).
In this paper we give a parallel solution to the MEO Problem by designing an algorithm computing an MEO for any given graph which works in O(log 3 n) parallel time and O(nm) processors on a CRCW PRAM.
The MEO algorithm of this paper directly entails recent results on existence of NC-algorithms for Clique Separator Decomposition ( DK 88b], DK 88a], DKN 89]) and for the rst time provides a parallel technique of computing the minimal ll-in (cf. Ta 85]) for arbitrary graphs, and combining our algorithm with the Cholesky factorization algorithm of Gilbert and Hafsteinsson ( GH 88]) , an e cient parallel algorithm for the Gaussian elimination on sparse symmetric matrices (cf. Ro 73]).
The paper is organized as follows. In Section 1, the notational and fundamental concepts of this paper are introduced. Section 2 describes the global strategy which is a divide-and-conquer strategy.
Section 3 presents the simple case of a graph G being the disjoint union of two cliques C 1 and C 2 . In this case the problem is equivalent to the following set system problem:
Given a set V and a set S of subsets of V , compute an ordering (S 1 < : : : < S n ) of S such that for i = 1; : : : ; n, S i n S j<i S j is inclusion minimal in fS k n S j<i S j j k ig.
In Section 4 we complete the algorithm using the special case of Section 3.
Basic Concepts and Notations
Throughout the whole paper, graphs are undirected, without loops and multiple edges.
A graph G = (V; E) consists of a vertex set V and an edge set E. The edge joining x and y is denoted by xy.
De ne N(x) := N G (x) = fxg fy j xy 2 Eg as the neighborhood of the vertex x in G (including x). For M V , de ne also N(M) := N G (M) = S x2M N(x). The subgraph of G induced by a subset V 0 of the vertex set V of G is denoted by GjV 0 . Generally we call an edge-preserving subgraph an induced subgraph.
A connected subset of G is a subset V 0 of its vertex set such that GjV 0 is connected. An inclusion maximal connected subset is called a connected component.
A spanning tree of the connected graph G = (V; E) is a tree T with vertex set V and an edge set E 0 E.
A spanning forest of any graph consists of spanning trees for its connected components.
Given a set A, we de ne #A to be the cardinality of A. The computation models are the concurrent-read concurrent-write parallel random access machine (CRCW PRAM) and the concurrent read exclusive write parallel random access machine (CREW-PRAM) (cf. e. g. FW 78], Co 85], KR 88]). Note that each CREW-PRAM working in T time using P processors is also a CRCW-PRAM working in the same time bounds. Vice versa, a CRCW-PRAM working in T time using P processors can be simulated by a CREW-PRAM in time O(T log P) using O(P) processors. For example, a CRCW-PRAM, working in O(log n) time using O(n + m) processors can be simulated by a CREW-PRAM working in O(log 2 n) time using O(n + m) processors.
We assume that each arithmetic operation needs one time unit and one processor unit.
In general, n is the number of vertices of G = (V; E), and m is the number of edges. We assume that the reader is familiar with the following results in parallel computation.
Theorem 1 (i) (see SV 82])
The connected components and a spanning tree of any graph can be computed in O(log n) CRCW-time and O(n+m) processors and therefore in O(log 2 n) CREWtime using O(n + m) processors.
(ii) (see Co 86]) n numbers can be sorted in O(log n) CREW-time and O(n) processors.
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Let T = (V T ; E T ) be a tree with a root r. We can de ne the unique directioñ T = (V T ; A r ) or (y; x) of any edge xy of T to the root r. If (x; y) 2 A r , then x is a child of y and y is the parent of x. For each vertex x of T let fy x 1 ; : : :; y x d(x) g be the set of its children. The edge y x i x is labelled by i, l(y x i x) = i. Let P x := (e 1 : : : e P ) be the sequence of the edges of the unique path from r to x (that means e 1 = ry 1 ; e P = y P?1 x). Then l (x) := (l(e 1 ); : : :; l(e P )).
The preorder is de ned as follows: For x; y 2 V T , x y i l (x) is a subsequence of l (y) or l (x) is lexicographically smaller than l (y).
Theorem 2 (see for example TV 85]) A preorder can be computed in O(log n) CREW-time and O(n) processors. For a tree T and a`root' r 2 V T an ordering (numbering) such that each initial segment induces a subtree containing r can be computed in O(log n) CREW-time and by O(n) processors.
A graph is called chordal i it has no induced cycle of length > 3 (each cycle of length > 3 has an edge joining nonconsecutive vertices).
For a tree T and a collection S of subtrees of T the vertex intersection graph of T and S is de ned as follows:
(i) The vertex set is S.
(ii) S 1 ; S 2 2 S are joined by an edge i they have a common vertex of T.
Chordal graphs can be characterized as follows (cf. Ga74], Ta 85]):
Theorem 3 The following statements are equivalent:
(ii) G = (V; E) has a perfect elimination erdering <, i.e. if x < y, x < z and xy, xz 2 E, then yz 2 E. (iii) G = (V; E) is the vertex intersection graph ( Ga74] , Bu 74]) of a collection S G of subtrees of some tree T. That means S G is of the form fS v : v 2 V g and, for vertices v; w 2 V , vw 2 E i S v and S w have at least one common vertex of T. We call (T; S G ) a subtree representation of G.
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Remark. It is easily seen that the number of maximal cliques of a chordal graph is bounded by n = #V .
Suppose that G is the vertex intersection graph of the collection S G of subtrees of T. For v 2 V let S v be the corresponding subtree in S G . For t 2 V G let c t be the set fS 2 S G j t 2 Sg. We may assume that the maximal cliques of G are exactly the setŝ c t := fv j S v 2 c t g ( Ga 72] Theorem 4 There is a parallel algorithm for computing for each chordal graph G a perfect elimination ordering and the subtree representation (T G ; S G ) in time O(log 2 n) and O(n + m) processors on a CRCW PRAM.
Consider any ordering < on the vertex set V of the graph G = (V; E). Then the chordal extension E < of G and < is the smallest extension of E such that < is a perfect elimination ordering, i.e. F < is the smallest set F such that 1. E F and 2. if xy 2 F, xz 2 F, x < y, and x < z, then yz 2 F.
Theorem 5 Ya 81] The computation of an ordering < such that its chordal extension is minimal by cardinality, is NP-complete.
In contrast, Rose, Tarjan, and Lueker proved: Theorem 6 For any graph G = (V; E), an ordering < can be computed in sequential time of O(nm) such that F < is minimal by inclusion.
De nition 1 An ordering < on the vertex set V of a graph G = (V; E) is called a minimal elimination ordering (MEO) if there is no ordering < 0 such that F < 0 6 = F < (F < is minimal with respect to inclusion).
Obviously an MEO is an ordering < such that its chordal extension is an inclusion minimal extension of G to a chordal graph.
An MEO can also be characterized as follows.
Lemma 1 ( RTL 76]) < is an MEO of (V; E) i , for all e 2 F < nE, (V; F < nfeg) has an induced cycle of four vertices (and edges).
This result is essential in the whole paper.
2 The Global Strategy
We introduce the notion of an endsegment of an MEO:
A subset V 0 of the vertex set V of a graph G is called an endsegment of an MEO i there is a minimal elimination ordering < for G and a vertex v 2 V 0 such that V 0 = fw 2 V j v = w or v < wg.
First, in a similar way as in the procedure NONE in Klein's perfect elimination ordering (PEO) algorithm ( Kl 88 ]) , we shall compute an endsegment V 0 V .
1. We add new edges to GjV 0 which are necessarily in the ll in of each ordering, having V 0 as endsegment, i.e. those pairs xy of vertices of V 0 which are adjacent to the same connected component of Gj(V n V 0 ). We denote the resulting extension of GjV 0 by G 0 = (V 0 ; E 0 ). This will be done by the procedure ENDSEGMENT.
2. We consider the connected components V 1 ; : : : ; V k of Gj(V n V 0 ). We compute recursively in parallel MEOs and their corresponding chordal extensions for G 1 = GjV 1 ; : : : ; G k = GjV k , and for G 0 . 3. Using the MEOs for G 0 ; : : : ; G k and their corresponding chordal extensions, we compute an MEO for G and its corresponding chordal extension.
The key for the computation of G 0 is the following result:
Theorem 7 Let G = (V; E) and V 0 be a subset of V . Let V i be a connected component of Gj(V nV 0 ). Let x; y 2 V 0 , x 0 ; y 0 2 V i , and xx 0 ; yy 0 2 E. Then xy belongs to the chordal extension of any ordering <, having V 0 as an endsegment.
Proof: We use the following result in Ta 85]:
Lemma 2 Given an arbitrary graph G = (V; E) and an ordering < on V , the Fill-In F < of G under ordering < is the set of edges de ned as follows (cf. Ta 85]):
F < = f vw j v 6 = w; vw 6 2 E; 9 p a path p = v 1 v 2 : : : v k in G such that v 1 = v; v k = w; and v i < minfv; wg for i = 2; : : :; k ? 1 g: Consider x and y, x 0 and y 0 , and V 0 as stated in the theorem. Then there is a path from x 0 to y 0 in G, using only vertices in V n V 0 . Consider any ordering <, having V 0 as an endsegment. Then all these vertices of the path are smaller than x and y. Since xx 0 and 7 yy 0 are in E, we can add x at the beginning and y at the end of this path. All vertices di erent from x and y are smaller than x and y. Therefore there is a path from x to y such that all vertices di erent from x and y are smaller than x and y.
We determine G 0 from V 0 as follows: A remark to step 3): The idea of step 3) is to compute an MEO < i for each grapĥ G i consisting of the vertex setV i = V i (N(V i )\V 0 ) and of the edge setÊ i = fxyjx; y 2 V i and (xy 2 E or x; y 2 N(V i )g. N(V i ) \ V 0 is an end segment of < i for each i. This will be done with the help of an MEO for G i = GjV i . Let < 0 be an MEO for G 0 . Then < is set to be the concatenation of all < i jV i and and < 0 at last. To guarantee that < is really an MEO independently which orderings < i are chosen, we introduce the notion of a good endsegment:
De nition 2 Let V 0 be an endsegment of an MEO and V 1 ; : : : ; V k be the connected components of Gj(V n V 0 ). LetĜ i = (V i ;Ê i ) and G 0 be de ned as above. Then V 0 is a good endsegment i , for all MEOs < i forĜ i with N(V i ) \ V 0 as an end segment and each MEO < 0 on G 0 , the concatenation of < 1 jV 1 , ... , < k jV k , and < 0 at last is an MEO.
In the rest of this section we consider the problem how to compute such a set V 0 . Note that in Klein's PEO-algorithm, the fact is used that the neighborhood of a connected subset of a chordal graph is an endsegment of a PEO. An analogous result for MEOs is the following. Since also xm 1 : : : y forms a cycle and G 0 is chordal, one nds an m j which is adjacent to x and y.
By the construction of G 0 ( v i v i ; x; m j ; y; v i ) forms an induced cycle of length four after the deletion of xy.
We complete the proof of theorem 8: Let < i be MEOs forĜ i and < 0 be an MEO for G 0 . Moreover, for each i = 1; : : : k let N(V i )\V 0 be an end segment of < i . Since the sets N(V i )\V 0 are complete inĜ i , we can order N(V i )\V 0 in any way, and each < i remains an MEO. Let for each i = 0; : : :; k let F i be the corresponding chordal extension of < i . By the claim, the union E 0 of all F i is a minimal chordal extension of G.
Let < be the concatenation of < 1 ; : : : ; < k , and at last < 0 . Then < is a PEO for G 0 = (V; E 0 ) and therefore an MEO:
Suppose xy and xz are in E 0 and x < y and x < z. If x 2 V 0 , then also y and z are in V 0 , and x < 0 y; z. If x 2 V i , then y; z 2 V i (N(V i ) \ V 0 ) Suppose x < y < z. If z 2 V i , then y 2 V i , because V 0 is an endsegment of <. Then x < i y < i z and yz 2 F i E 0 , because < i is a PEO for F i . Suppose y 2 V i , but z 2 V 0 . Then still y < i z, because N(V i ) \ V 0 is an endsegment of < i . By the same argument as in the case that y and z are in V i , yz 2 E 0 . Suppose y 2 V 0 . Then also z 2 V 0 , because V 0 is an endsegment of <. That means y and z are both in the complete set N(V i ) \ V 0 and therefore joined by an edge in E 0 .
Last theorem will be used in the "low degree re nement" part of the ENDSEGMENT procedurei, i.e. if there is a large connected subset of low degree vertices.
For the "high degree re nement" part of the ENDSEGMENT procedure, the following result is useful.
Theorem 9 Let G = (V; E) be any graph and x 2 V . Let W be a connected component of Gj(V n N(W)). Then fxg (N(x) \ N(W)) is a good endsegment.
Proof By previous theorem, N(x) is a good endsegment. By theorem 7, N(x)\N(W) is complete in any chordal extension of an ordering, having N(x) as an endsegment. Moreover, N(x)\N(W) is also complete in any chordal extension of an ordering, having V 0 = fxg (N(x) \ N(W)) as an endsegment. Consider the connected components V 1 ; : : :; V k of Gj(V nV 0 ). Then one of the V i is W. As in the previous theorem we x MEOs < i on the graphsĜ i which arise from Gj(V i (N(V i )\V 0 )) by making V 0 \N(V i ) complete. As in the previous theorem, we also concatenate all < i jV i and at last any ordering < 0 on V 0 to an ordering <. Now V 0 is made complete only by making V 0 \N(W) = N(x)\N(W) complete. When we restrict < to V 0 W, V 0 is a good endsegment of Gj(V 0 W), because it is the neighborhood of x. Since all other V i have neighbors only in V 0 and V 0 is made complete by W alone, the removal of any ll-in edge in V 0 , i.e. of any edge that appears in the chordal extension but not in the original graph, induces a chordless cycle of length four. All other ll-in edges not in E, are ll-in edges of someĜ i which are also nonedges inĜ i . Now we are able to compute a set V 0 in parallel which is a good endsegment.
We compute the set D 1 of sparse vertices and the set D 2 of \dense" vertices. Here \sparse" means that the degree is at most 2=3 of the number n of vertices. A vertex is \dense" i it is not sparse.
In the case that there are two nonadjacent dense vertices x and y, their common neighborhood N(x) \ N(y) is at least 1=3 of the number of vertices of the whole graph G = (V; E). Let W be the connected component of Gj(V n N(x)), y belongs to. Then V 0 is set to be fxg (N(x) \ N(W)). Now we consider the case that the set of dense vertices is complete. Trivially the set D 2 of dense vertices can be taken as an endsegment of an MEO. In the case that all connected components of Gj V nD 2 have a cardinality of at most 2=3 of the number of vertices, we are done and set V 0 = D 2 . Otherwise we consider the connected component C 1 of sparse vertices whose size is greater than 2=3 of the number of vertices of the whole graph. We can compute on this connected component C 1 a spanning tree T 1 . As a root we choose a sparse vertex r of maximal degree. If the degree of r is between 1=3 and 2=3 of the number of vertices of the whole graph, then we are done, since we only have to take the neighborhood of r as an endsegment. This is a good endsegment by Theorem 8.
It remains the case that the degrees of all sparse vertices of C 1 are less than 1=3 of the number of vertices. But then we can compute an enumeration (v 1 ; : : :; v p ) of the sparse connected component C 1 such that each initial segment (v 1 ; : : : ; v l ) is a subtree of the above spanning tree T 1 . Since all neighborhoods N(v i ) are less than 1=3 of the number of vertices and the size of C 1 is greater than 2=3 of the number of vertices, we nd an initial segment fv 1 ; : : :; v l g such that the size of its neighborhood lies between 1=3 and 2=3 of the number of vertices of the whole graph. It also is a good endsegment by Theorem 8.
The computation of a good end segment satisfying above requirements consists of the computation of connected components and spanning trees, neighborhoods of initial segments, and of common neighborhoods. Therefore we get the same time and processor bound as in the procedure NONE of the perfect elimination algorithm of Klein Kl] . How to make the neighborhood of each connected component of Gj V nV 0 a complete subgraph, will be discussed in a later section. Clearly, by Lemma 3, G 0 is a chordal extension of G. Our aim is to compute a minimal chordal extension G 0 , that means we would like to compute an enumeration (u i ) i such that the following minimality condition which we call Property M (minimality property) is satis ed: If u i v 2 E 0 n E then there is a u j with j < i and a w 2 V 0 such that u j v 2 E, u i w 2 E, and u j w 6 2 E 0 .
It is easily seen that the deletion of the edge u i v induces a 4-cycle u i wvu j .
We also can describe the minimality property in terms of neighborhoods.
If v 2 N 00 (u i ) but v 6 2 N 0 (u i ), then there is a u j ; j < i; and a w 2 N(u i ) such that v 2 N 0 (u j ) and w 2 N 0 (u i ) n N 00 (u j ).
We shall show that an enumeration (u i ) i satisfying the Property M ever exists. The following result proves the existence of such an enumeration and gives also a hint how to compute it.
Lemma 4 Proof. Consider any v 2 N 00 (u l ) n N 0 (u l ). Then l 6 = 1. Let i be the minimum such that v 2 N 0 (u i ).
with respect to inclusion, and N 0 (u i+1 ) n S j<i N 0 (u j ) 6 = N 0 (u l ) n S j<i N 0 (u j ) (they di er by v), there is a w 2 N 0 (u l ) n N 00 (u i ) which is not in N 00 (u i+1 ).
To compute a sequence (u i ) i satisfying the assumption of Lemma 3 is clearly equivalent to the following computation problem on set systems: Given a set system (family of sets) P(V ), compute an enumeration A i of which satis es the following Property I (inclusion property):
Theorem 11 Under the assumption that is presented as the bipartite graph consisting of V as the vertex set and the membership relation as the edge set with n vertices and m edges, an enumeration satisfying the Property I can be computed in CREW-time O(log 2 n) by O(n + m) processors.
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Proof We shall state a recursive divide-and-conquer algorithm computing an enumeration satisfying Property I:
Here we divide the sets in into small and large sets, that means sets A i with a size smaller than 1=3 of the size of the ground set V and sets A i with a size at least 1=3 of the size of the ground set. Our aim is to divide the problem to smaller ground sets V 0 and V 00 . V 0 is the union of some small sets in . If the small ground sets cover at least 1=3 of the whole ground set V then we can take V 0 as the union of some small sets such that the size of V 0 is between 1=3 and 2=3 of the size of V . The V 00 is taken to be the complement of V 0 . Clearly the size of V 00 also lies between 1=3 and 2=3 of the size of V . We divide the sets in by the following way:
If A i 2 is a subset of V 0 then it belongs to the part of V 0 . Otherwise A 0 i := A i n V 0 is taken to the part of V 00 .
We continue recursively the procedure to V 0 and all A i V 0 and to V 00 and all A 0 i such that A i 6 V 0 . We concatenate the sequence of all A i belonging to V 0 and afterwards the sequence of A i belonging to V 00 .
In the case that the small sets A i cover less than 1=3 of V , we also take V 0 as the union of all small sets in . But we cannot de ne V 00 as in the case before. To make V 00 not too large, we choose a large A i , say A 0 such that A i n V 0 is minimal. Let V 00 be the complement of A 0 V 0 .
We recursively apply the procedure to V 0 and all subsets A i of V 0 and to V 00 and all A 0 i := A i n A 0 n V 0 = A i \ V 00 . Here we rst concatenate the sequence of A i belonging to V 0 . Afterwards we take the one A i = A 0 , and then we take the sequence of A i belonging to V 00 (that means A i is not A 0 and is not a subset of V 0 ).
Formally we proceed as in Algorithm 2.
The correctness of Algorithm 2 can be shown as follows:
Let J 1 be the set of i such that A i V 0 , J 2 be the set of i such that A i nV 0 = V 00 nV 0 , and J 3 be the set of remaining i 2 I (as de ned in the procedure Property I).
Let < i 1 : : : ; i k > be an enumeration of J 1 satisfying the property I and < j 1 ; : : :; j k 0 > be an enumeration of J 3 such that (B j i )i = 1 k 0 satis es the property I.
Since all A i with i 6 2 J 1 are no subsets of V 0 , A i l n S l?1 j=1 A i j is an inclusion minimal set of all A j n S l j=1 A i j with j 2 I n fi 1 ; : : : ; i l?1 g. For i 2 J 2 , the minimality conditions are preserved by construction and the fact that V 0 = S i2J 1 A i . Let P 3 =< j 1 : : : j k ; P 1 ) (if J 3 > 1) Let P 2 be any injective sequence enumerating J 2 . P := P 1 _ P 2 _ P 3 is the concatenation of P 1 ; P 2 and P 3 ; END. #V the recursion depth as in 3) is O(log n). Therefore the whole procedure needs O(log 2 n) CREW-time and O(n + m) processors. Note that J 1 and J 3 are disjoint, therefore the processor number needed for the procedure Property I is the sum of the processor numbers O(n 1 + m 1 ) and O(n 2 + m 2 ) needed for Property I (fB i : i 2 J 1 g; V 0 ; P 1 ), Property I (fB i : i 2 J 3 g; V 0 n V 00 ; P 3 ), respectively.
But n 1 + n 2 n and m 1 + m 2 m, since J 1 \ J 2 = ; and V 0 \ (V n V 00 ) = ;.
The procedure SIMPLE CASE is nothing else than the computation of an enumeration (u i ) k i=1 of W 0 such that (N 0 (u i )) k i=1 satis es property I.
The General Case
In Section 2 we computed a good endsegment V 0 V of an MEO. For each connected component V i of Gj V nV 0 , we made N(V i ) \ V 0 a complete subgraph. We de ned E 0 as the set of edges in V 0 , which are in E or arise as edges after N(V i ) \ V 0 has been made a complete subgraph. We de ned G 0 = (V 0 ; E 0 ) and G i = (V i ; EjV i ), for i = 1; : : : ; k.
Now MEO is applied recursively to all G i with i = 0; : : : ; k. We get orderings < 0 and < 0 1 ; : : :; < 0 k of V 0 and V 1 ; : : : ; V k respectively. We denote the chordal extensions of G i with respect to < 0 and < 0 i , i = 1; : : : k byG 0 ; : : : ;G k .
The goal is to nd perfect elimination orderings < 1 ; : : : ; < k , such that the concatenation < of < 1 ; : : :; < k and at last < 0 is an MEO.
It is su cient to nd perfect elimination orderings < i such that any extension of < i to an ordering < 00 i on V pass V 0 . By the same argument, also all internal vertices of P are in V i . Therefore for all internal vertices v of P, v < i x. Since < i is a perfect elimination ordering onG i , xy is an edge inG i .
As shown by the following counterexample in gure 1, we cannot take each perfect elimination ordering onG i . Edges of the original graph are denoted by continuous lines. Fill-in edges are assigned by broken lines.
To get a better feeling on the structure of perfect elimination orderings and the possibility to nd the right perfect elimination ordering ofG i , we introduce the notion of a cut. For vertices v; w of a graph G a v-w-cut is an inclusion minimal v and w separating set of vertices. A cut of G is a v-w-cut of some two vertices v and w of G.
For chordal graphs we know the following about cuts Di 76]:
Theorem 12 Each cut c of a chordal graph G = (V; E) is complete. Moreover, it is the intersection of two maximal cliques (and therefore the intersection of the neighborhood of two nonadjacent vertices in di erent connected components of Gj V nc ).
We also introduce the notion of a saturated connected component of Gj(V n c) of a cut c of G: A connected component D of Gj(V n c) is a saturated connected component of the cut c i each x 2 c is adjacent to some y 2 D.
Corollary 1 Each cut has at least two saturated connected components.
Proof. Suppose c is an x ? y-cut. Let Lemma 6 Each cut of a chordal graph G = (V; E) with a perfect elimination ordering < is of the form c x = fy : x < y^xy 2 Eg:
Proof We use the fact that each cut c is the intersection of the neighborhoods of two nonadjacent vertices x and y of G. Consider the subgraph of G induced by c fx; yg. Then one of the vertices x and y is the smallest in c fx; yg with respect to the perfect elimination ordering <, since only x and y have a simplicial neighborhood in c fx; yg.
We may assume that x is the smallest element. We also may assume that x and y are in di erent connected components of Gj V nc . Therefore for at least one of these connected components D and all z 2 D adjacent to all vertices of c, z < w, for all w 2 c. From this connected component we choose a largest z adjacent to all vertices of c. But then the complete set fy : zy 2 E^z < yg is exactly c.
Corollary The number of cuts of a chordal graph is bounded by the number n of its vertices.
Theorem 13 (Klein) The cuts of any chordal graph G can be computed by a CRCW in O(log 2 n) time by O(n + m) processors. Moreover, if a perfect elimination ordering of G is known then we get a CREW-time bound of O(log n).
We return to the computation of < i .
We compute the set Cut i of all cuts of the chordal extensionG i of G i . This can be done immediately, for each V i , by O(#V i + #Ẽ) processors and O(log n) time by a CREW-PRAM ( Kl 88] ). Therefore the overall complexity of computing all cuts of anỹ G i consists of a CREW-time bound of O(log n) and a processor bound of O(n 2 ). This bound remains true also in each recursion step of the MEO-algorithm.
We begin with an overview of the procedure Minchord that computes, for each i, the right perfect elimination ordering ofG i . Note that for any perfect elimination ordering < i ofG i and any cut c of G i , for all but one connected components D of G i j V i nc , all vertices in D are smaller than all vertices in c. By some criteria, we nd out that connected component D that does not satisfy above requirement with respect to the still unknown perfect elimination ordering that satis es the minimal elimination ordering requirements. We shall call this connected component the dominator of c and all other connected compontents ofG i j V i nc are called non dominating. We replace any edge xy such that x appears in a non dominating connected component of some cut that contains y by a directed edge x ! i y. This partial orientation can be seen as a rst approximation of the required perfect elimination ordering < i ofG i . The next step is to compute a pre-ll-in, i.e. for x 2 V 0 and y 2 V i , xy is a pre-ll-in edge i there is a y 0 such that xy 0 2 E and (y 0 ; y) is in the transitive closure ! i of ! i . We shall nd out that those edges that remain undirected de ne an equivalence relation on the vertices, i.e. they form a disjoint union of cliques. For each such clique, we apply the SIMPLE CASE procedure.
To get an algorithm with a processor bound of O(n 3 ) and a time bound of O(log 3 n) is quiet straightforward. The di culty is to get a processor bound of O(nm) in each recursion step of the MEO procedure. The dominating connecting component of c 1 is D := fv 2 ; v 3 ; w 3 g, it has the greatest number of neighbors in V 0 .
How to nd out the dominator of a cut
The dominating connected component of c 3 is fv 2 ; w 2 ; v 1 g, for the same reasons. The connected components ofG i jV i n c both have the same maximal number of neighbors in V 0 .
Since fv 1 ; v 3 ; w 1 g has the greatest own cardinality, it is the dominating connected component belonging to c 2 .
4.2 The orientation of edges and the clique structure of non oriented edges
To determine < i , we introduce the following relation ! i . If xy is inẼ i (the edge set ofG i ), y is in c 2 Cut i , and x is in a nondominating saturated connected component of G i j(V i n c) then we set x ! i y.
The following result justi es that the transitive closure ! i of ! i can be interpreted as a rst approximation of a minimal elimination ordering. Claim 2 At least one of the vertices y; z is in c 1 \ c 2 .
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Proof of the Claim Assume that y 2 c 1 n c 2 and z 2 c 2 n c 1 . Let D 1 be a saturated connected component ofGj(V 
But also the other direction of the inequation is true by the same argument and thus the equality. Moreover, one nds such D 1 ; D 2 such that #D 1 #D 2 fxg and #D 2 #D 1 fxg. That means #D 1 #D 2 + 1 and #D 2 #D 1 + 1. This is a contradiction.
(Claim)
Since cuts are complete, (ii) follows from Claim 2.
Now we consider the case x ! i y, y ! i z: Let c 1 be a cut such that y 2 c 1 and x is in a nondominating saturated component ofG i j(V i n c 1 ) and let c 2 be a cut such that z 2 c 2 and y is in a nondominating saturated component ofG i j V i nc 2 .
Claim 3 Each path from x to some vertex of c 2 must pass a vertex of c 1 . (Claim) By Claim 3, zy 2 c 1 \ c 2 if xz 2Ẽ i . Therefore also x ! i z, (iii) has been proved. We are now able to prove (i): Consider any chain x 1 ! i x 2 ! i x 3 x k . Then we nd cuts c 2 ; : : :; c k such that for all i k : x i 2 c i , x i?1 6 2 x i and all paths from x i to c i+2 pass c i+1 . Therefore also x i 6 2 c i+2 . Otherwise c i+2 is reachable from x i not passing c i+1 (by a path of length 0). By induction one can prove that x i 6 2 c i+k , for any k > 0: For k = 1; 2 this is just shown. Assume x i 2 c i+k+1 . Then there is a path x i+k?1 x i+k?2 : : :x i from x i+k?1 to c i+k+1 not passing c i+k . This is a contradiction.
Proof of the Claim
Therefore it is impossible that x 1 = x k . Therefore the cycle freeness of ! i has been proved.
To prove (iv) we proceed as follows: If xy, yz 2Ẽ i but xz 6 2Ẽ i then there is a cut c between x and z. y is in this cut c. x and y must be in di erent saturated connected components ofG i j (V i the resulting ordering on A by < A and the resulting chordal extension byÊ A .Ê i is the union of allÊ A such that A is an equivalence class of i .
< i is a total ordering on V i which exceeds ! i and, for each i -equivalence class A, the ordering < A .
Let < be the concatenation of all < i and of < 0 at last. Lemma 7 1. < i is a perfect elimination ordering ofG i .
2. The chordal extension F < of < isẼ 0 Ẽ 1 : : : Ẽ k S k i=1Ê i .
Proof. The rst statement is proved as follows.
Let x < i y and x < i z. If x ! i y and x ! i z, then, by theorem 14, yz 2Ẽ i . Suppose x < A y and y ! i z. Then x i y, and therefore y ! i z, by theorem 15. If x < A y and x < A z then, by y i x z, y i z, and therefore yz 2Ẽ i .
The second statement of this lemma follows immediately from the rst statement of this lemma, by lemma 5.
The MEO-Property of < i
Theorem 16G := (V;Ẽ) is a minimal chordal extension of G = (V; E).
Proof SinceGjV i =G i andGjV 0 are minimal chordal extensions of G i and of G 0 it remains to prove that, inG, the deletion of any edge between V 0 and V i not being in E forces a cycle of length four.
To check the minimality ofG as a chordal extension, we proceed as follows:
Let yv 2Ẽ nE, y 2 V i , and v 2 V 0 . Then one of the following two statements is true. 2. yv 2 E 0 i n E. Then there is an x 00 ! i y, such that x 00 v 2 E. Therefore we nd an x 0 ! i y, such that x 0 v 2 E 0 i .
It remains to consider the second case.
Then there is a cut c such that y 2 c and x 0 is in a saturated component ofG i j(V i n c). First we consider the case that D 0 is not the dominator of c. Then x k ! i y.
Moreover, x k?1 ! i x k ; x 0 ! x 1 and thereforex ! i x k ! i y: This can be proved by backward induction. Since x j?1 x j 2Ẽ i , x j?1 i x j or x j ! i x j?1 or x j?1 ! i x j . We know that x j ! x j+1 and that x j?1 x j+1 6 2Ẽ i (we chose a shortest path). Then, by theorem 15, x j x j?1 is excluded, and, by theorem 14, x j ! i x j?1 is excluded. If not y ! i x k then x k ! y or x k i y. In the rst case we can proceed as in the case that D 0 is not the dominator.
Also in the second case, x k?1 ! i x k , because x k?1 y 6 2Ẽ i , i equivalence classes form complete sets, and x k ! x k?1 cannot be the case, by theorem 15. Therefore x j ! i x j+1 , for all j < k, by the same argument as in the case that D 0 is not the dominator. 2Ẽ n E 0 i Figure 6 In both cases the deletion of the edge yv causes a chordless cycle of length four.
Therefore the Theorem is proved.
Structural Properties of Nondominating Components
We continue with a lemma which is useful for an e cient parallel algorithm that computes < i .
Lemma 8 The pre-ll-in E 0 i consists of the following additional edges: w 3 v 2 , w 3 u 1 , w 3 u 3 , w 2 u 2 , w 2 u 3 , w 2 u 4 , w 1 u 4 , and w 1 u 1 (see gure 10). Note that w 1 i w 2 i w 3 .
Note that w 1 , w 2 , and w 3 are not in any proper nondominating and therefore D w 1 = D w 2 = D w 3 = V i .
If we apply the SIMPLE CASE procedure to W = fw 1 ; w 2 ; w 3 g and V 0 as complete sets and edges of E 0 i between W and V 0 then (w 1 ; w 2 ; w 3 ) is a suitable enumeration, and we get a ll-in as in gure 12.
For complexity considerations, the following result is useful.
Lemma 10 The number of saturated connected components of all cuts is bounded by O(#V i ). Remark: We could compute ! i with the same amount of complexity. But we never will use ! explicitely in the algorithm.
We still have to compute the pre-ll-in E 0 i , for each i -equivalence class A, the ordering < A , and from these both results, the overall MEO < and its chordal extension.
If we would go straightforward, we had to compute ! i . To compute ! i , we would need O(n 3 ) processors.
To compute E 0 i e ciently, we use the following simple fact:
Lemma 11 
Algorithm 4
The whole recursive MEO-procedure is described in Algorithm 4.
The procedure Minchord, as described in Algorithm 5, computes < i and the corresponding chordal extensionÊ i .
To check the complexity of MEO, we still have to ll out the steps of MEO and MinChord which are written in italics. We have to do it in such a way, that a processor bound of O(nm) is preserved in all recursion steps.
We computed a good endsegment V 0 and the connected components V 1 ; : : : ; V k of the complement. We let G 1 = (V 1 ; E 1 ); : : :; G k = (V k ; E k ) be GjV 1 ; : : :; GjV k , and G 0 = (V 0 ; E 0 ) arises from GjV 0 by making each neighborhood of any V i complete. 
Algorithm 5
We introduce some notions which will be useful to compute connected components in any G i 1 ;:::;iq . By the induction hypothesis, we are done.
Also the following theorem is useful:
Theorem 18 For any cut c of the chordal extension F < of an MEO < the graph G = (V; E), the (saturated) connected components of Gj(V nc) and of (V; F < )j(V nc) coincide.
Proof Clearly each connected component of (V; F < )j (V nc) is the disjoint union of connected components of G i jV n c. Let To get an algorithm which makes the neighborhood of V i 1 ;:::;xp;j in V i 1 ;:::;xp;0 with respect to G i 1 ;:::;xp complete, we use the following trivial consequence of the last corollary, Corollary 8 For each vertex v 2 V i 1 ;:::;xp;0 , the number of j such that there is a vertex y 2 V i 1 ;:::;xp;j , is bounded by the number of edges in G which are incident with x.
Proof. This is an immediate consequence of the last corollary, item 1. PROCEDURE MAKE THE NEIGHBORHOOD COMPLETE(V 0 ; V 1 ; : : :; V k ; G; E 0 ) Input Parameter: V 0 ; : : :; V k ; G = (V; E) Output Parameter: E 0 BEGIN 1. For x 2 V 0 , y 2 V j , and xy 2 E, set xV j 2 R. 2. For x; y 2 V 0 set xy 2 E 0 i there is an xV j 2 R such that yV j 2 R.
END.
Algorithm 6 We can compute G 0 as in algorithm 6.
Clearly Algorithm 6 makes N(V j ) \ V 0 complete, for each j = 1; : : : ; k. Since each x is only in one V j , R can be computed in constant CRCW-time using O(n 2 ) processors (in each recursion step), and therefore in O(log n) CREW-time using O(n 2 ) processors. By the last corollary, the second step can be executed in O(log n) CREW-time using O(nm) processors. This bound is valid in all recursion steps.
We continue with the computation of the connected components of G i 1 ;:::;i k j(V i 1 ;:::;i k n c). This is done in Algorithm 7. 
Algorithm 7
By 2 of the second last corollary, the algorithm computes the set of connected components of G i 1 ;:::;ip j(V i 1 ;:::;ip n c).
The complexity is checked as follows:
Step 1 can be done sequentially in logarithmic time, because the recursion depth of
