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INTRODUCTION 
Multiple trait variance-covariance component estimation 
has become more popular as computers have become more 
powerful. Supermemories are becoming available and no one 
knows how large random access memories will be in a near 
future. Therefore, researchers in animal breeding will soon 
be able to solve a larger number of equations as well as 
having the ability to invert larger sized matrices. In this 
context, multiple trait analyses will play an important role 
as better means of estimating variance-covariance components 
come into being. Accuracy of predictors improves by 
incorporating information on correlated traits. Even a 
slight improvement in accuracy can have a dramatic economic 
effect in large populations. 
Increasing interest in employing better methods than 
ANOVA and the necessity for dealing with multiple trait 
problems, makes it imperative that more attention be paid to 
estimation of genetic and environmental variance-covariance 
parameters. The whole focus and direction of research in 
animal breeding could very well change from single to 
multiple traits. Product specification, and the development 
of animals which meet minimum standards are now being 
emphasized and are likely to become more important. 
Dairymen are paid for milk yield but overall efficiency is 
2 
determined by the animal's ability to convert feed to an 
edible product with a minimum of reproductive problems. 
Evidence has been accumulating to indicate that Maximum 
Likelihood (ML) and Restricted Maximum Likelihood (REML) 
have considerable power to eliminate selection bias. In 
some situations, their application is costly and even 
impractical. Often it is necessary to use a simpler model 
than one would like in order to arrive at a feasible 
solution to the problem. Finding feasible computational 
strategies to be applied to the multiple trait problem is a 
constant task among researchers. 
The objectives of the present work were: 1) to 
investigate REML variance-covariance component estimation 
for the unequal information case; 2) to develop programs 
necessary to estimate the variance-covariance components; 3) 
simulate data sets for testing and validation of programs 
and properties; 4) to compare the properties of estimates of 
variance components by two expectation maximization 
algorithms and a short-cut algorithm; 5) to estimate 
variance-covariance components for milk yield and 
reproduction in Holstein cattle. 
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REVIEW OF LITERATURE 
Restricted maximum likelihood (REML), developed by 
Patterson and Thompson (1971) has become accepted as the 
preferred method to estimate genetic parameters, i.e., 
variance and covariance components, from animal breeding 
data according to Meyer (1986). In the past, REML has been 
used very little in practice due to its computational 
requirements, although it does have highly desirable 
properties (Harville, 1977). Harville (1977) has reviewed 
the development and many of the problems associated with 
maximum likelihood (ML) and REML. ML is a method widely 
used in statistics, REML is similar except that it accounts 
for degrees of freedom used for estimating fixed effects 
(Patterson and Thompson, 1971). To account for this loss in 
degrees of freedom due to fitting of fixed effects, REML in 
contrast to ML, maximizes only the part of the data vector 
which is independent of the fixed effects. Neither ML or 
REML are unbiased, except for special cases, but the methods 
have other desirable properties such as producing unique 
estimates which do not depend on the priors used. They are 
unaffected by selection in the data (Gianola and Fernando, 
1986). Henderson (1986) further states that ML, REML, and 
minimum variance quadratic unbiased estimation (MIVQUE) are 
capable of yielding smaller sampling variances and mean 
4 
squared errors than other methods which give unbiased 
estimates. 
Historically estimation of variance and covariance 
components by REML started out being developed for specific 
balanced ANOVA models by several researchers, including 
Anderson and Bancroft (1952) and Russell and Bradley (1958). 
It was extended to all balanced ANOVA models by Thompson 
(1962). Later it was set forth in general form for 
unbalanced models by Patterson and Thompson (1971, 1974). 
Extensions to the multivariate models for the special case 
of an equal design matrix for all traits and all traits 
measured on all individuals were made by Thompson (1973). 
This restriction was removed by Schaeffer et al. (1978) for 
the case of zero residual covariances between traits as 
would be the situation for different traits measured on 
different animals. 
More recently, many other algorithms have been 
developed which could be regarded as candidates for 
computing ML or REML. One algorithm is to iterate on MIVQUE 
equations until convergence, provided that convergence 
occurs within the parameter space (Harville, 1977). A 
similar algorithm is to use the same quadratic forms as for 
MIVQUE, but the expectations of these quadratic forms are 
computed as if the prior was the true value (Schaeffer, 
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1983). The advantage of this algorithm is that the 
estimates will remain within the parameter space and the 
expectations of the quadratics are simpler to compute than 
those of MIVQUE, but convergence is slower. 
Meyer (1983) has presented an algorithm for 
simultaneous estimation of variance and covariance 
components based on Fisher's method of scoring (MSG). In 
contrast to previous applications of REML by Schaeffer et 
al. (1978), the procedure accommodates environmental 
covariances between traits and also allows for different 
number of traits to be measured on different individuals. 
Results from an analysis of the first three lactation 
records of dairy cattle are given for a small set of data, 
and the computing strategy is described. However, the 
relationship among animals was ignored, computational 
requirements were very extensive, and there was no guarantee 
that the estimated variance-covariance matrix would be 
positive definite. 
Henderson (1984a, 1984b, and 1986) has advocated an 
expectation maximization (EM) algorithm for its comparative 
computational simplicity (per iteration) and for its 
property of forcing estimates to be within the permissible 
parameter space. Using small examples Henderson (1984a) 
illustrated REML algorithms for a variety of situations 
6 
including models with additive and dominance genetic 
effects, direct and maternal effects, and a three-way 
classification model. 
Meyer (1985) developed a REML•analogue of Anderson's 
(1973) algorithm. The procedure involves a transformation 
to a canonical scale reducing a q-variate analysis to q 
corresponding univariate analyses. The relationship among 
animals was ignored, convergence was rapid, but there was no 
guarantee that estimates of the variance-covariance matrix 
would fall in the parameter space. The author pointed out 
that in the analysis of highly correlated traits there is a 
strong chance that, due to sampling, the estimated variance-
covariance matrix of sire components would become non-
positive definite. The probability that this will occur 
increases with the number of variables (Hill and Thompson, 
1978). 
Schaeffer (1986) presented two computationally simple 
methods for estimation of variances and covariances, which 
always guarantees estimates within the allowable parameter 
space. Method 1 is restricted to situations in which each 
animal is observed for all traits and the same model is 
applied to each trait. Therefore, a canonical 
transformation of data is used to convert observations to 
independent sets of traits. Method 2 is less restrictive 
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than Method 1 and allows more than one random factor in the 
model and allows some traits to be missing. However, the 
same model is assumed for all traits as in Method 1. A 
Choiesky transformation is applied to the error term such 
that it becomes identity and thus, the construction of 
multiple trait equations is greatly simplified and only 
needs to be performed once. 
VanRaden (1986) developed a program which makes use of 
EM and a transformation to a canonical scale and claims this 
to guarantee estimates within the parameter space by 
applying constraints on the eigenvalues. Maybe the most 
undesirable feature of EM is its extremely slow convergence 
rate. An additional problem is that the stopping criterion 
may stop the procedure before it reaches an estimate 
sufficiently close to the exact REML estimates, as presented 
by VanRaden and Freeman (1987). 
An algorithm was developed by Meyer (1986) to speed up 
the rate of convergence compared to EM, as well as decrease 
the time per iteration, compared to MSG. This algorithm was 
named "Shortcut" (SHC) and it combines features of an EM 
algorithm to estimate the within random effects components 
with the MSG to estimate the between random effects 
components. The procedure can be used to estimate variance 
and covariance components in a multivariate mixed model when 
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records are missing for some traits. One disadvantage of 
SHC might be that it is not guaranteed to give estimates 
within the parameter space, although the author did find it 
to be fairly robust against estimates outside of the 
parameter space. 
Positive Definite Variance-Covariance Matrices 
Several algorithms may be used to obtain REML estimates 
of variance components. Except in balanced designs, 
iteration is required to solve the maximizing equations, 
then, depending upon the incidence matrix, the underlying 
parameter values, and the algorithm used, convergence may or 
may not be in the parameter space (Henderson, 1986). While 
these algorithms have been tested for single traits 
(Harville, 1977; Dempster at al., 1977) and for multiple 
traits with equal' information on all traits (Thompson, 1973; 
Schaeffer et al., 1978; Meyer, 1983) there seems to be 
little information regarding the behavior of these 
algorithms for traits with missing information. Rarely have 
they been tested for more than two traits, i.e., Meyer 
(1986) only presents results from two traits. 
Henderson (1986) presented an EM algorithm for multiple 
traits and claims that it will guarantee that estimates of 
variances will be positive and covariance matrices will be 
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positive definite. For this to be true, the starting values 
of the variance-covariance matrices must be positive 
definite, and the variance-covariance matrices must remain 
positive definite after each iterate. Schaeffer (1986), 
VanRaden (1986), and others have followed this principle 
when applying canonical transformations to conduct the 
analysis of multiple traits. 
Some have proposed the use of constraints to insure 
that all estimates will remain within the allowable 
parameter space. As pointed out by Harville (1977), 
"Henderson's iterative algorithm for computing ML estimates 
of variance components and its REML analog are not affected 
by the constraints on the parameter space. ... With it, 
negative components are simply never encountered. 
Unfortunately, none of the gradient algorithms discussed in 
Section 6.3 have this kind of property". Inasmuch as MSC 
and reparameterizations such as SHC, are gradient 
algorithms, they cannot guarantee estimates within the 
allowable parameter space. Therefore, one must exercise 
care in making adjustments in the estimates. Again from 
Harville (1977), "When an iterate was obtained with negative 
or nearly negative values for one or more elements, they set 
those elements equal to zero and in effect constrained them 
to be zero on subsequent iterations. This approach to the 
10 
problem is not satisfactory because it can cause the 
procedure to converge to a point that is not even a 
constrained local maximum 
11 
MATERIAL AND METHODS 
General Multivariate Linear Model 
Let a multivariate mixed model for q traits and one 
random factor be written as: 
y = Xb + Zu + e [1] 
where y, b, u and e, denote vectors of observations, fixed, 
random, and error effects, respectively. X and Z are the 
incidence matrices for fixed and random effects, with 
E(y) = Xb, E(u) = 0, E{e) = 0, 
V(u) = G, V{e) = R, Cov(u,e') = 0, 
and 
V(y) = V = ZGZ* + R [ 2 ]  
The mixed model equations (MME) for [1] are from Henderson 
(1973) : 
:'R~^: 
' » 
X'R~^Z " 6 • X'R"^y 
Z'R"^Z+G"^ Û . Z'R'^y . 
[3] 
Absorbing the fixed effects into the random effects in 
[3] gives; 
(Z'SZ + g"^)u = Z'Sy [4] 
where: 
S = R~^ - r"^X(X'R~^X)"X'R"^ [5] 
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Let T = {tij} and E = {e^j} be the q x q matrices of 
variance and covariance components between and within the 
random effects, respectively. Define 9 as the vector of 
parameters to be estimated, with elements 0^ (m=l,...q[q+l]) 
standing in turn for t^j and e^j (i^j = l,...,q). With Vj^ = 
9V/30i^, Dgj^j = 3G/9tij, and = 9R/8eij, expression [2] 
can be rewritten as: 
q(q+l) qq 
V = Z = zz: zDsijZ'tij + [61 
m=l i<] 
Hereafter, all models for analyses by single and 
multiple trait methods will refer to herd-year-seasons as 
fixed effects and sires as random effects. All analyses 
were conducted ignoring the relationship among sires, 
although this was not a requirement. 
Restricted maximum likelihood equations 
The REML procedure maximizes the likelihood of a vector 
of "error contrasts" independent of fixed effects, Sy with 
SX=0 and E(Sy)=0, Patterson and Thompson (1971). Assuming a 
multivariate normal distribution, differentiating the log 
likelihood function of Sy for the elements of Q and equating 
the derivatives to zero then yields a set of equations 
(Harville, 1977): 
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y'PV;^Py = tr(PVi^) for m = l,...,q(q+l) [7] 
where : 
P = S-SZCZ'S [8] 
and 
C = (Z'SZ + [9] 
The equations in [7], which involve first partial 
derivatives, are used for the EM algorithm. Using second 
partial derivatives of the log likelihood function of Sy and 
equating quadratics in the data vector to their expectations 
(Harville, 1977) gives; 
q(q+l) 
E[y'PVjTiPy] = tr(PVPVm) = L trCPVi^PV^)m=l,... ,q(q+l) 
n=l 
[10] 
The equations in [10] can be summarized as: 
B@ = d [11] 
with; 
B = {bninî' d = {dni}, 
bmn = tr(PVnjPVn) and d^ = y-PV^Py. 
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Solving [11] iteratively by successive approximations is a 
special case of Fisher's MSG, according to Harville (1977). 
Shortcut approach Partitioning [11] according to 
the between and within random effect components (Meyer, 
1986) yields the following equations: 
• Bss ®sw • ^ s "  " ds ' 
- Bsw' ®ww - .  ^w - 1 1 
Computational requirements to determine are 
extensive if there are missing observations (Meyer, 1986). 
In the shortcut (SHC) approach, estimation is divided into 
two steps: 
1) the within sire components, are determined using 
first derivatives, i.e., solving q(q+l)/2 equations of [7] 
for = e^j, for (i^j = l,...q). After some elaboration, 
the within sire variance-covariance components can then be 
estimated using [17] of Meyer (1986): 
Ê = [E(F+Q)E+K]/M [13] 
where; 
Ê is the within sire variance-covariance matrix (q x q); 
E is the within sire variance-covariance matrix from a 
previous iteration; 
K is a matrix of correction factors; 
M is the total number of records; and 
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elements of F are, 
fij = [tr(R~^X{X'R"^X)~X'R~^D^ij)+tr(SZCZ'SD^ij)]/(2-ôij), 
for 5=1 if i=j 
0 otherwise; 
elements of Q are, 
qij = 
where: 
R"^e = R~^{y-XB-Zu) = S(y-Zû) = Py 
For each cow, k, calculate; 
- (Sy))^-(SZ))jU 
The cross-products of elements of V)^, i.e., vj^vj^' are then 
accumulated into Q. 
2) , the between sire components, are determined by 
solving the q(q+l)/2 equations of [12] for = tj, for 
(i:Sj = l,...,q). This is an equation of the form; 
^s ~ ®ss^^s~®sw^w^ [14] 
which is formula [13] of Meyer (1986). Specific details for 
calculating elements of Bgg, dg and Bg^ are provided by 
Meyer (1986). 
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EM algorithms Harville (1977) presented an EM 
algorithm (formula [6.3]) for REML estimation and a second 
EM-like algorithm (formula [6.6]) based on the method of 
successive approximations (MSA). Both were for the 
univariate case. Later, Henderson (1984a) extended [6.3] of 
Harville (1977) to the multivariate case. 
The between sire variance and covariance components 
were estimated as follow: 
= [ui'A"^Uj + tr(A"^Cij)]/NS [15] 
(i2j=l,..,q) 
where: 
u's are solutions for random effects; 
A~^ is the inverse of the relationship matrix; 
C^j is the inverse of the coefficient matrix for 
traits i and j; and 
NS is the number of sires. 
Hereafter, estimates by this algorithm will be referred 
to as EMI. 
The second EM-like algorithm was called to my attention 
by VanRaden (1986). He demonstrated that it was more 
efficient than EMI for the univariate case. Extended to the 
multivariate case, the formula will hereafter be referred as 
EM2 to estimate the between sire variance and covariance 
components. EM2 is 
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tij = [ûi'A~^ûj]/[NS-tr(A"^Cij)/tij] [16] 
where all elements are as described above and tjj are 
elements of the sire variance-covariance matrix from the 
previous iteration. 
The within sire components for EMI and EM2 were 
estimated using the same formula [13] derived for the SHC 
algorithm, i.e., an EM algorithm. 
T and E must meet certain conditions in order to 
guarantee that all estimated variances and covariances are 
within the permissible parameter space. First, T and E must 
be real and positive definite. Second, all eigenvalues 
(Searle, 1982) must be nonnegative (Henderson, 1984a). 
Therefore, eigenvalues were calculated for priors of T and E 
and at the end of each iteration using IMSL(1984) 
subroutines. The estimation procedure was terminated if any 
eigenvalues were zero or negative. 
Canonical transformation When X and Z are the same 
for each trait, i.e., the same fixed effects are present in 
each of q traits and all traits are recorded on each 
individual, the multiple trait mixed model equations can be 
transformed to a set of q independent single trait systems 
(Foulley et al., 1982). The model with one random 
classification (e.g., sires) can be written as: 
y  =  ( l q® X ) b  +  ( I q® Z ) u  +  e ,  
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where; 
@ denotes Kronecker product (Searle, 1982), 
y'= Yi' 72* ••• Yq' is an observation vector, 
Z and X are known incidence matrices, 
b'= b^' b2' ... bq' is a vector of unknown fixed 
effects (e.g., herds or herd-year-seasons), 
u'= ui' U2' ... Uq' is a vector of unknown random 
effects (e.g., sires), 
e'= e^' e2' ... eq' is a vector of unknown random 
errors. 
E(uu' ) = T@ A where T is a known q x q matrix of the 
between sire variance-covariance components, and A is the 
relationship matrix among sires. E(ee') = E @ 1^ where E is 
a known q x q matrix of the within sire variance-covariance 
components. The mixed model equations are 
,-i ,-i 
® X'Z • Ê " (E"i ® X' )y ' 
(x) Z'Z + G"^ (x) A"^ Û . (E'l ® z- )y . 
Absorption of equations for 6 into equations for u 
gives 
[E~^®Z'MZ + G"^®A"^]u = (E~^®Z'M)y, 
with M = I - X(X'X)X'. 
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The objective is to find a non-singular matrix, say 
P~^, such that the multiple trait mixed model equations can 
be transformed to independent single-trait equations and it 
is easier to solve for the transformed variables. Following 
the notation of VanRaden (1986), choose P~^ such that T~^ 
and E ^  are both diagonalized, or equivalently that T and E 
are both diagonalized. The transformation is then applied 
if 
to the vector of observations resulting in y , where 
y* = (P~^ ® I)y. 
The transformation is based on known prior values for T 
and E. Obviously, if variances are to be estimated, one 
cannot assume these are known. Therefore, the 
transformation matrix, P~^ is based on prior values for T 
and E and estimation of variance components by REML proceeds 
as follows. 
Let U represent the set of vectors [u^, U2, ... Uq], 
where u^ represents the vector of solutions for each of the 
transformed traits. The vectors of solutions are 
uncorrelated with each other. Quadratic forms of the 
solutions are U'U or U'A~^U and assumed to be positive 
definite. The sire variance-covariance matrix for the 
transformed traits (T ) is estimated as 
T* = VU'A~^UV if sires are related, or 
T = VU'UV for unrelated sires. 
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where V is a diagonal matrix whose diagonal elements are 
l/[ni-tr(A if the model contains relationships, 
or l/[ni-tr(Cii)k*]^/^ if the model is without 
A 
relationships, and kj is the ratio of error to sire variance 
for the transformed traits. 
Inasmuch as one does not wish to estimate T , but T, 
if 
this is done by first estimating T and then using the 
reverse transformation to get back to T on the original 
scale of measurement. The transformation was chosen such 
that P' ^TP ^ would be diagonal if the prior for T was 
correct. The reverse transformation consists of estimating 
T by 
T = P'T*P, which is 
T = P'VU'A ^UVP in the model with relationships, and 
T = P'VU'UP in the model without relationships. 
Similarly, the reverse transformation for the error 
variance-covariance matrix is B = P'"^E*P"^. 
Generation of Data Sets for Testing and Validation 
Estimation of variance and covariance components for 
multiple traits is no simple task. In order to generalize 
results and conclusions it became apparent that a great deal 
of experience with the behavior of the model under a variety 
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of circumstances was necessary. Many fundamental questions 
needed to be resolved before one could embark on a study of 
one particular data set designed to answer questions 
concerning the underlying genetic relationship among traits 
of interest from the perspective of an animal breeder. 
The strategy adopted was to obtain a set of data with 
known estimates of parameters and then generate others which 
typified conditions which did not exist in the first data 
set but were representative of situations known to exist in 
field data. At first, the general purpose was to: 
1) Verify the accuracy of the programming strategy; and 
2) Compare the efficiency of the EMI, EM2, and SHC 
algorithms with respect to their behavior with a varying 
number of traits and different data structure (i.e., equal 
vs. missing traits, and balanced vs. unbalanced data). 
Through the course of this exercise many unexpected problems 
were encountered. Some could not be resolved through a 
review of the literature and others seemed to question the 
validity of statements made in the current literature on 
multiple trait procedures. 
Data set D221 was obtained from VanRaden (1986), 
because estimates of variance and covariances by a multiple 
trait analysis were available. This data set was used 
initially to study the behavior of the EMI, EM2, and SHC 
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algorithms with respect to the rate of convergence. 
VanRaden (1986) had compared EMI with EM2 and Meyer (1986) 
compared EMI with SHC and MSG, but neither had compared EM2 
with SHC. Besides, the study of VanRaden (1986) was done 
using single trait analysis, and not a multiple trait 
analysis with and without missing traits, as was done here. 
Meyer (1986) utilized only two traits for the analysis and 
we were uncertain how it would behave when extended to 
additional traits. 
Later, D221 was also used to study the effect of 
selection as the cause for some traits to be missing. 
Inasmuch as the ultimate objective of this research was to 
study the benefits to be gained by a multiple trait analysis 
which accounts for missing traits, this data set seemed like 
a good example in which to study the effect of missing 
traits. 
A number of data sets were created from this basic 
data. Each was created under the scenario that records for 
a second trait were removed based on the value of the first 
trait. Selection, however, was practiced in two different 
ways. First, 20% of the poorest records were removed across 
HYS to arrive at data set D222R1. Second, 20% of the 
poorest records were removed within HYS to arrive at data 
set D222R2. The same total number of records were removed 
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in each case, but different records for the second trait 
were removed. The data sets are identified in Figure 1. 
Later, all animals with any missing traits were deleted to 
form data sets D221R1 and D221R2. The latter were used to 
represent the situation where a researcher might choose to 
delete animals with missing traits. 
Original data Selection Missing Equal 
D221 
(n traitl=107/ 
n trait2=107) 
20% across — 
HYS 
20% within — 
HYS 
•> D222R1 — 
(107/86) 
•> D222R2 — 
(107/86) 
—> D221R1 
(86/86) 
—> D221R2 
(86/86) 
FIGURE 1. Data sets created from D221 (observation trait 1/ 
observation trait 2) 
Additional data sets were generated to test other 
aspects of the multiple trait procedures. Initially this 
began as a simple exercise just to have some data with known 
parameter values, but became more involved due to unexpected 
problems with parameter estimates outside the permissible 
parameter space. 
The procedure used to generate data sets makes use of 
the International Mathematical Statistical Program Library 
(IMSL, 1984) subroutines. First, prior values of the error 
and genetic variance-covariance matrices were supplied, as 
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well as the number of sires, herd-year-seasons (HYS), and 
the maximum number of cows to be generated. Second, based 
on the priors and a constant chosen as the starting value in 
the random vector, the error values were generated for each 
record and trait. Third, also based on the priors and 
another constant, values were generated to represent the 
genetic value for each sire in each trait. Then, for each 
HYS, new sets of random vectors were generated, as well as 
the number of daughters per sire. The number of daughters 
per sire was fixed to a constant, if the data were to be 
balanced, otherwise, unbalanced data was generated by 
allowing the number of daughters per sire to vary according 
to a random vector. Finally, all three parts, error, 
genetic, and a constant (Mean) were added together to give 
the observed phenotypic value for each trait. The file was 
written to disk for future analysis. The program is in the 
Appendix. 
In general, data were generated for three and four 
traits. The number of sires and HYS were fixed and limited 
to a small number to minimize cost. Most data generated 
were unbalanced with respect to the number of progeny per 
sire and the number of sires per HYS. All traits were 
present for all animals (equal data sets), and some traits 
were deleted later for some animals. These were named 
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missing data sets. Traits were deleted either by dropping 
the poorest records for a trait itself or by dropping the 
records of a second trait based on the poorest records of 
another trait. All characteristics of each data set are 
summarized in Table 1. Data sets were coded as: 
DnijRr 
where: 
n = the number of traits, 
i = 1 balanced, to imply the same number of 
observations for each sire and HYS, 
= 2 unbalanced, to imply an unequal number 
of observation for each sire and HYS, 
j = 1 equal data set, to imply all traits 
appear for all animals, 
= 2 unequal data set, to imply some traits 
were missing for some animals, 
R = means replicate, and 
r = the number of the replicate. 
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TABLE 1. Description of all data sets used for the analyses 
Data Balanced/ Equal/ No. of No. of No. of No. of 
code Unbal. Miss. traits • records sires HYS 
D221 Unbal. Equal 2 107 10 10 
D221R1 Unbal. Equal 2 86 10 10 
D221R2 Unbal. Equal 2 86 10 10 
D222R1 Unbal. Miss. 2 107 10 10 
D222R2 Unbal. Miss. 2 107 10 10 
D321 Unbal. Equal 3 623 10 20 
D322 Unbal. Miss. 3 623 10 20 
D421 Unbal. Equal 4 623 10 20 
D411 Bal. Equal 4 1,000 10 20 
D411R1 Bal. Equal 4 3,000 30 20 
D411R2 Bal. Equal 4 3,000 30 20 
D321R1 Unbal. Equal 
Miss. 
3 15,656 327 6, 419 
D322R1 Unbal. 3 49,918 352 16, 647 
Data sets D321, D322, D421, D411, D411R1 and D411R2 
were all generated in the manner described above. A number 
of problems were encountered in generating some other data 
sets. These problems focused around negative eigen values 
for the estimated genetic variance-covariance matrix. The 
problem is noted here, but no results from the analysis of 
these data sets will be presented since no corrective action 
could be resolved through a review of the current 
literature. 
Meyer (1986) had indicated that negative eigen values 
were likely if there were few sires, therefore the number of 
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sires was increased for D411R1. Another data set D411R2, 
was created with a different starting value for generating 
the random vectors, but all values for the variance-
covariance matrices were identical to those used for D411R1. 
DHIA Production and Reproduction Data 
Data from herds in Northeastern United States were 
analyzed using the mixed model multiple trait procedure 
which accounts for missing traits on some animals. The data 
were first analyzed by Hansen (1981). He used a slightly 
different sample of records than those used here and a 
different analysis procedure. The DHIA lactation 
information was originally supplied by Dr. Bob Everett of 
Cornell University, which was matched with breeding 
receipts, supplied by Dr. Jeff Keown of Eastern Artificial 
Insemination Cooperative (EAIC). In matching the breeding 
receipts with DHIA lactation information, Hansen (1981) was 
able to identify herds with complete reproductive data and 
confirmed pregnancies to sires in the EAIC breeding program. 
A herd was included when 75% or more of the breeding 
receipts available from that herd had matching DHIA 
lactation information. Complete information on production 
and reproduction was available for 49,918 first lactation 
cows, sired by 352 bulls. The data were distributed over 
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16,674 HYS with 40,028 filled subclasses. A subset of 
15,656 cows, also had reproductive traits as heifers. These 
cows were sired by 327 bulls. This data was distributed over 
6,419 HYS with 13,142 filled subclasses. Three traits were 
of interest; ME305 d milk yield, number of services for 
cows (NSC), and number of services for heifers (NSH). Two 
separate analyses were conducted to study the effect of the 
unequal number of traits per cow. Data set D322R1, included 
all information available, i.e., 49,918 cows with ME305 d 
milk yield (trait 1), 49,918 cows with NSC (trait 2), and 
15,656 cows with NSH (trait 3). This data set was denoted 
as the missing data set. The other data set, D321R1, was a 
subset of the previous one, in which all cows had all 
traits, i.e., there were 15,656 cows with all traits. This 
was the equal information data set. The model included 
fixed herd-year-seasons, random sires and error. Sires were 
assumed to be unrelated. 
Convergence Criteria 
Most iterative methods are terminated when an estimate 
of the error in solutions is small enough to satisfy a 
particular criteria. There are two possible problems that 
can result if the estimate of the error is not accurate; a) 
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the iteration is terminated too soon, and one thinks that 
the answer is accurate enough, when it is not; b) the 
computed solution may be sufficiently accurate but the error 
estimate indicates that the error is still very large. In 
this second instance, one would continue to perform many 
unnecessary iterations, which are typically very expensive. 
The criteria for convergence used in the programs were 
suggested by Paul M. VanRaden (Personal communication. 
Animal Sci. Dept., Iowa State Univ., Ames, 1987), which 
consists of testing the difference between the n^^ and the 
(n-1)^^ iteration for the between sire variance-covariance 
components, according to the following formula; 
£ij(n) - Cij(n-l) 
[tii(n-l) . tjj(n-l)]l/2 
^ c for all i and j, 
were £j[j is the i,j^^ element of T, the between sire 
variance-covariance matrix, for the n^^ iteration, and c is 
some constant. For example, c = .001, .0001, or .00001 were 
three levels of convergence tested. Other criteria have 
been proposed, for example see Schaeffer (1986), but the 
former was easier to understand and seemed to make more 
sense. The choice of the level of convergence depends on 
how much accuracy is desired in the values of variance-
covariance components and/or correlations. 
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Good and Poor Priors 
The need to have prior estimates of all genetic and 
error variance-covariance matrices increases the complexity 
of multiple trait models over single trait models. Genetic 
and error variance-covariance matrices must be positive 
definite in order to obtain estimates within the parameter 
space (Henderson, 1984a). Positive definiteness of each 
variance-covariance matrix was determined by calculating the 
eigenvalues (Searle, 1982) of each matrix at the beginning 
of each analysis and at the end of each iteration. A 
negative eigenvalue indicated the matrix was non-positive 
definite and execution was terminated. In principle, the 
choice of prior values which are near or at the converged 
estimates of variance and covariance components should 
reduce the number of iterations and therefore reduce 
computing costs. 
Inasmuch as good priors may not be available for many 
applications, each algorithm was tested using three types of 
priors; 1) Good priors, in which the prior values differed 
from the converged values by a few decimals; 2) Poor priors, 
in which the prior values were far from the converged 
values, for example, 1/2, twice, or three times the 
converged values; and 3) Priors with null covariances, and 
variances as in 2. 
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RESULTS AND DISCUSSION 
Generated Data Sets 
Testing and validation of computing algorithms with 
simulated data 
The mixed model multiple trait procedure was used to 
analyze several data sets. These analyses were conducted to 
gain experience with the behavior of EMI, EM2, and SHC under 
various conditions. Tables 2 to 7 give the number of 
iterations, and total execution times for data sets D221, 
D222R1, D321, D322, D421, and D411. Each algorithm was 
compared with respect to knowledge of the priors used to 
start iteration and convergence criteria of c = .001, .0001, 
and .00001. 
Number of iterations, time per iteration, and total 
execution times to analyze data set D221 are in Table 2. 
The choice of prior estimates for the variance-covariance 
matrices had some effect on the efficiency of the three 
algorithms. SHC always converged in the fewest number of 
iterations (8 to 10). EMI required the most iterations (36 
to 42), and EM2 was intermediate (18 to 23) between EMI and 
SHC. As expected, good priors were indeed helpful in 
reducing the number of iterations. Prior knowledge of 
coveriance components was most beneficial for EMI and EM2, 
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as these both required substantially more iterations than 
SHC when covariances were unknown. SHC was least affected 
by the priors used. It only required one additional 
iteration (at c=.001) in going from good priors to unknown 
covariances. More iterations were required to meet a 
stricter level of convergence. SHC went from 5 to 8 
iterations with good priors while EMI went from 15 to 36 
iterations. 
TABLE 2. Number of iterations, time per iteration, and 
total execution time for data set D221 
Level of Good priors Poor priors Covariance=0 
convergence EMI EM2 SHC EMI EM2 SHC EMI EM2 SHC 
<.001 15 9 5 21 9 6 21 12 6 
<.0001 26 14 7 31 15 8 32 18 8 
<.00001 36 18 8 42 21 10 42 23 10 
Time 
Time/it.® .38 .37 .60 .40 .40 .60 .37 .37 .60 
% of SHC _ 63 62 - 67 67 - 62 62 
Total time^ 13.8 6.6 4.8 16.8 8.4 6.0 15.6 8.4 6.0 
®CPU s using the highest level of convergence(<.00001). 
The number of iterations, time per iterate, and total 
execution times are compared for D222R1 in Table 3. 
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Although some traits were missing, this data set behaved 
much like the equal trait case (D221) from which it was 
derived. SHC converged faster than both EMI and EM2. 
Priors with null covariances were not considered, since it 
was shown earlier (Table 2) that EMI and SHC used about the 
same number of iterations with either poor priors or null 
covariances. 
TABLE 3. Number of iterations, time per iteration, and 
total execution time for data set D222R1 
Level of Good priors Poor priors 
convergence EMI EM2 SHC EMI EM2 SHC 
<.001 
<.0001 
<.00001 
15 
28 
42 
11 
18 
25 
4 
5 
12 
26 
39 
53 
15 
22 
29 
12 
18 
24 
Time 
Time/it.^ 
% of SHC ^ 
.33 
62 
.31 
62 
.50 .33 
62 
.33 
62 
.53 
Total time* 13.9 7.8 6.0 17.5 9.6 12.7 
^CPU s using the highest level of convergence(<.00001). 
Number of iterations, time per iteration, and total 
execution times are compared for three and four traits in 
Tables 4 to 7. Analyses are only compared assuming poor 
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prior estimates for the variance-covariance matrices, 
because no prior analyses had been conducted on these data 
sets to establish a reasonable guess for good priors. 
Tables 4 and 5 are for three traits, no missing and missing 
traits, respectively. The data set {D322, Table 5) with 
missing traits required more iterates at each level of 
convergence than D321 with no missing traits (Table 4). 
TABLE 4. Number of iterations, time per iteration, and 
total execution time for data set D321 
Level of Good priors Poor priors 
convergence EMI EM2 SHC EMI EM2 SHC 
<.001 - 9 6 3 
<.0001 - - - 12 8 4 
<.00001 14 10 5 
Time 
Time/it.3 - 15.6 15.8 24.6 
% of SHC _ - - - 63 64 
Total time^ - - - 218 158 123 
^CPU s using the highest level of convergence(<.00001). 
The number of iterates increased slightly with four 
traits (Table 6), however, SHC was always more efficient 
than either EMI or EM2. Although SHC required more time per 
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TABLE 5. Number of iterations, time per iteration, and 
total execution time for data set D322 
Level of Good priors Poor priors 
convergence EMI EM2 SHC EMI EM2 SHC 
<.001 - - 10 7 4 
<.0001 - - 13 9 5 
<.00001 - - 16 11 6 
Time/it.^ 
% of SHC 
Total time 
Time 
14.5 14.4 22,5 
64 64 
232 158 135 
^CPU s using the highest level of convergence(<.00001). 
iterate, the fewer number of iterates necessary to reach a 
given level of convergence resulted in less total execution 
time. Data set D421 (Table 6) had fewer observations than 
D411 (Table 7) but it is being compared against the best 
case scenario in that D411 was completely balanced with 
respect to the number of progeny per sire and observations 
per HYS. Each data set had no traits missing. The number 
of iterates were about the same as for three traits, 
however, more iterates were required for the unbalanced case 
(Table 7). The larger number of observations increased time 
per iterate and total execution time. 
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TABLE 6. Number of iterations, time per iteration, and 
total execution time for data set D421 
Level of Good priors Poor priors 
convergence EMI EM2 SHC EMI EM2 SHC 
<.001 — — 10 7 4 
<.0001 — — 14 10 5 
<.00001 — — 17 14 5 
Time 
Time/it.^ - - - 35.5 34.0 55.1 
% of SHC - - - 64 62 -
Total time - - - 604 476 276 
^CPU s using the highest level of convergence(<.00001). 
TABLE 7. Number of iterations, time per iteration, and 
total execution time for data set D411 
Level of Good priors Poor priors 
convergence EMI EM2 SHC EMI EM2 SHC 
<.001 
< . 0 0 0 1  
<.00001 
Time/it. 
% of SHC 
Total time 
8 
10 
13 
6 
7 
9 4 
Time 
68 
68 
884 
66 
66 
594 
100 
100 
400 
^CPU s using the highest level of convergence(<.00001). 
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Estimates of sire variances for the two traits for data 
set D221 are in Figures 2 and 3, and the sire covariance is 
in Figure 4. Each figure shows that there were large 
changes in the first few iterations, and then the difference 
among successive iterates decreased until each algorithm 
converged. Estimates by SHC fluctuated above and below the 
true value while EMI tended to approach convergence along a 
smooth curve. EM2 tended to be more nearly like SHC than 
EMI. 
Estimates of error variances and covariances converged 
more quickly than the between sire components (Figure 5, 6, 
and 7). Any difference between the three algorithms was 
barely distinguishable. This is as it should be, since the 
error variances or covariances were calculated by the same 
algorithm for EMI, EM2, and SHC. 
Changes in estimates of the sire variances for data set 
D222R1 are in Figures 8 and 9 and the sire covariance is in 
Figure 10. As noted earlier with no missing traits, changes 
in estimates by SHC were more erratic, moving above and 
below the true value until it had converged, while EMI 
changed more slowly along a smooth function toward the 
converged value. Changes in estimates of the error 
variances and covariances are not shown because they 
followed the same general trends as in Figures 5, 6, and 7. 
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Estimates of the sire variance for trait 1 (Figure 8) were 
nearly identical to those observed for trait 1 in D221 
(Figure 2). Although estimates of the sire variance for 
trait 2 (Figure 9) were different from those estimated from 
D221, each algorithm tended to behave the same. 
Heritabilities, genetic, and environmental correlations 
as computed from estimates of variance and covariance 
components by the three algorithms are in Tables 8 to 16. 
For all practical purposes, the convergence criteria of 
c=.001 seemed to be uniformally sufficient for all three 
algorithms, as there were only slight differences in the 
estimates of these parameters after the third or fourth 
decimal digit. In addition, a minimum convergence criteria 
of c=.001 was sufficient in that few estimates changed when 
the .analysis was taken to a more restrictive criteria of 
c=.00001. Although each algorithm required a different 
number of iterates, each had converged to the same value as 
indicated by the identical estimates for all heritabilities, 
genetic, and environmental correlations. 
Analyses of the simulated data sets were helpful to 
establish the general behavior of each algorithm under a 
variety of conditions. These analyses were helpful in 
showing the number of iterates required to meet a given 
Igvel of convergence and the response of each algorithm to 
prior estimates of variance-covariance matrices. 
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FIGURE 8. Estimates of sire variance for trait 1 across iterations by EMI, EM2, 
and SHC (Data set D222R1 - missing information) 
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FIGURE 9. Estimates of sire variance for trait 2 across iterations by EMI, EM2, 
and SHC (Data set D222R1 - missing information) 
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FIGURE 10. Estimates of sire covariance (SC12) across iterations by EMI, EM2, and 
SHC (Data set D222R1 - missing information) 
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TABLE 8. Number of iterations, heritability, genetic, and 
environmental correlations by level of convergence 
for data set D221 
Level of 
Convergence 
Method Number of 
iterations 
h! 
^2 Tgg ^ee 
<.001 EMI 15 .7785 .5716 -.4036 -.0607 
EM2 9 .7785 .5730 -.4028 -.0607 
SHC 5 .7785 .5735 -.4026 -.0607 
<.0001 EMI 26 .7785 .5734 -.4027 -.0607 
EM2 14 .7785 .5735 -.4026 -.0607 
SHC 7 .7785 .5736 -.4026 -.0607 
<.00001 EMI 36 .7785 .5735 -.4026 -.0607 
EM2 18 .7785 .5736 -.4026 -.0607 
SHC 8 .7785 .5736 -.4026 -.0607 
^Good priors; the same priors were used for all methods. 
TABLE 9. Number of iterations, heritability, genetic, and 
environmental correlations by level of convergence 
for data set D221 
Level of 
Convergence 
Method Number of 
iterations 
4 hi ^gg ^ee 
<.001 EMI 21 .7785 .5754 -.4015 -. 0608 
EM2 9 .7785 .5746 -.4016 -.0608 
SHC 6 .7785 .5734 -.4026 -.0607 
<.0001 EMI 31 .7785 .5736 -.4025 -.0607 
EM2 15 .7785 .5737 -.4025 -.0607 
SHC 8 .7785 .5736 -.4026 -.0607 
<.00001 EMI 42 .7785 .5736 -.4026 -.0607 
EM2 21 .7785 .5736 -.4026 -.0607 
SHC 10 .7785 .5736 -.4026 -.0607 
®Poor priors; the same priors were used for all methods. 
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TABLE 10. Number of iterations, heritability, genetic, and 
environmental correlations by level of 
convergence for data set D221 
Level of 
Convergence 
Method Number of 
iterations 
hi hi Tgg ^ee 
<.001 EMI 21 .7785 .5756 -.4013 -.0608 
EM2 12 .7785 .5745 -.4017 -.0608 
SHC 6 .7785 .5734 -.4026 -.0607 
<.0001 EMI 32 .7785 .5737 -.4025 -.0607 
EM2 18 .7785 .5736 -.4026 -.0607 
SHC 8 .7785 .5735 -.4026 -.0607 
<.00001 EMI 42 .7785 .5736 -.4026 -.0607 
EM2 23 .7785 .5736 -.4026 -.0607 
SHC 10 .7785 .5736 -.4026 -.0607 
®Covariance=0; the same priors were used for all methods. 
TABLE 11. Number of iterations, heritability, genetic, and 
environmental correlations by level of 
convergence for data set D222 
Level of 
Convergence 
Method Number of 
iterations 
hi Tgg '^ee 
<.001 EMI 15 .7671 .4937 -.2146 -.0660 
EM2 11 .7671 .4944 -.2131 -.0660 
SHC 4 .7671 .4956 -.2122 -.0655 
<.0001 EMI 28 .7671 .4953 -.2123 -.0657 
EM2 18 .7671 .4954 -.2123 -.0657 
SHC 5 .7671 .4956 -.2122 -.0655 
<.00001 EMI 42 .7671 .4955 -.2123 -.0657 
EM2 25 .7671 .4955 -.2123 -.0657 
SHC 12 .7671 .4955 -.2123 -.0656 
^Good priors; the same priors were used for all methods. 
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TABLE 12. Number of iterations, heritability, genetic, and 
environmental correlations by level of 
convergence for data set D222 
Level of 
Convergence 
Method Number of 
iterations 
^2 I'gg ^ee 
<.001 EMI 26 .7671 .4977 -.2121 -.0653 
EM2 15 .7670 .4946 -.2123 -.0660 
SHC 12 .7670 .4946 -.2125 -.0664 
<.0001 EMI 39 .7671 .4957 -.2122 -.0656 
EM2 22 .7671 .4954 -.2123 -.0657 
SHC 18 .7671 .4954 -.2123 -.0657 
<.00001 EMI 53 .7671 .4955 -.2123 -.0656 
EM2 29 .7671 .4955 -.2123 -.0657 
SHC 24 .7671 .4955 -.2123 -.0657 
^Poor priors; the same priors were used for all methods. 
The results presented in Tables 2 to 16 may be 
summarized as follows. SHC converged uniformly faster than 
EMI and EM2. EM2" was intermediate between EMI and SHC. 
Results were not conclusive with respect to the type of 
priors, i.e., good, poor, and covariance equal to zero, but 
in general, poor priors required more iterations to 
converge. There was no overriding advantage for good 
priors. A poor guess for the covariances among traits was 
better than assuming all covariances were zero. SHC used 
two to three more iterates with unknown covariances, while 
EMI and EM2 needed substantially more iterates. Any 
TABLE 13. Heritabilities and genetic correlations by level of convergence for data 
Level of 
Convergence 
Method Number of 
iterations hi h^ h^ rql2 rql3 rq23 
<.001 EMI 9 .2430 .2837 .5967 -.1433 .2848 -.0496 
EM2 6 .2429 .2838 .5967 -.1432 .2848 -.0496 
SHC 3 .2429 .2838 .5967 -.1435 .2849 -.0496 
<.0001 EMI 12 .2429 .2838 .5967 -.1435 .2849 -.0496 
EM2 8 .2429 .2838 .5967 -.1435 .2849 -.0496 
SHC 4 .2429 .2838 .5967 -.1435 .2849 -.0496 
<.00001 EMI 14 .2429 .2838 .5967 -.1435 .2849 -.0496 
EM2 10 .2429 .2838 .5967 -.1435 .2849 -.0496 
SHC 5 .2429 .2838 .5967 -.1435 .2849 -.0496 
®Poor priors; the same priors were used for all methods. 
TABLE 14. Heritabi^ities and genetic correlations by level of convergence for data 
Level of 
Convergence 
Method Number of 
iterations h! rql2 rql3 rq23 
<.001 EMI 10 .2427 .2391 .4540 -.1474 .3450 -.2610 
EM2 7 .2427 .2392 .4540 -.1473 .3451 -.2608 
SHC 4 .2426 .2392 .4540 -.1475 .3451 -.2609 
<.0001 EMI 13 .2426 .2392 .4540 -.1475 .3451 -.2609 
EM2 9 .2426 .2392 .4540 -.1475 .3451 -.2609 
SHC 5 .2426 .2392 .4540 -.1476 .3451 -.2609 
<.00001 EMI 16 .2426 .2392 .4540 -.1476 .3451 -.2609 
EM2 11 .2426 .2392 .4540 -.1476 .3451 -.2609 
SHC 6 .2426 .2392 .4540 -.1476 .3451 -.2609 
®Poor priors; the same priors were used for all methods. 
TABLE 15. Heritabilities and genetic correlations by level of convergence for data 
set D421* 
Level of 
Converg. 
Meth. Number h? 
of it. 
h^ h^ hi  rg l2  rg l3  rg l4  rg23  rg24  rg34  
< .001  EMI 
EM2 
SHC 
10  
7  
4  
.2412  
.2415  
.2414  
.2821  
.2820  
.2820  
.5966  
.5966  
.5966  
.3834  
: i i i§  
- .1372  
- .1371  
- .1372  
.2850  
.2848  
.2849  
•Airi 
. 4981  
- .0485  
- .0485  
- .0485  
—. 4245  
- .4244  
- .4248  
.2928  
.2928  
.2929  
< .0001  EMI 
EM2 
SHC 
14  
10  
4  
.2414  
.2414  
.2414  
.2820  
.2820  
.2820  
.5966  
.5966  
.5966  
•AMI 
. 3833  
- .1372  
- .1373  
- .1372  
.2849  
.2849  
.2849  
.4981  
.4981  
.4981  
- .0485  
- .0485  
- .0485  
- .4248  
- .4248  
- .4248  
.2929  
.2928  
.2929  
< .00001  EMI 
EM2 
SHC 
17  
14  
5  
.2820  
.2414  
.2414  
.2820  
.2820  
.2820  
.5966  
.5966  
.5966  
.3833  
.3833  
.3833  
- .1372  
- .1372  
- .1372  
.2849  
.2849  
.2849  
.4981  
.4981  
.4981  
- .0485  
- .0485  
- .0485  
- .4248  
- .4248  
- .4248  
.2929  
.2929  
.2929  
®Poor priors; the same priors were used for all methods. 
TABLE 16. Heritabilities and genetic correlations by level of convergence for data 
set D411* 
Level of 
Converg. 
Method Number h? 
of it. ^ 
h^ h^ hi rgl2 rgl3 rgl4 rg23 rg24 rg34 
<.001 EMI 8 .2416 .4129 .4529 .3539 .1849 .0792 .0424 -.0701 -.4935 .2819 
EM2 6 .2417 .4129 .4529 .3538 .1849 .0792 .0424 -.0701 -.4936 .2819 
SHC — — — — — — — — — — — 
<.0001 EMI 10 .2417 .4129 .4529 .3538 .1848 .0792 .0424 -.0701 -.4936 .2820 
EM2 7 .2417 .4129 .4529 .3538 .1848 .0792 .0424 -.0701 -.4936 .2820 
SHC — — — — — — — — — — — 
<.00001 EMI 13 .2417 .4129 .4529 .3538 .1848 .0792 .0424 -.0701 -.4936 .2820 
EM2 9 .2417 .4129 .4529 .3538 .1848 .0792 .0424 -.0701 -.4936 .2820 
SHC 4 .2417 .4129 .4529 .3538 .1848 .0792 .0424 -.0701 -.4936 .2820 
®Poor priors; the same priors were used for all methods. 
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difference due to the type of priors, however, disappeared 
in the first two to four rounds. Certainly, good priors 
will reduce the cost. 
It was observed that when the genetic or the error 
variance-covariance matrices were near non-positive 
definite, convergence was slower than in other cases. It is 
important to emphasize that even in these situations SHC 
always converged. 
The number of traits was not an overriding factor in 
leading to convergence. Convergence was slower for a near 
singular matrix. For example, the number of iterations for 
two traits in Table 2 were higher for all methods than the 
number of iterations for four traits in Table 6. However, 
it should be pointed out that the probability of obtaining a 
singular matrix increases with the number of traits in the 
analysis (Henderson, 1984a). This is why one needs to be 
concerned about priors. One must also be careful in 
choosing which traits are included in a multiple trait 
analysis. Foulley and Ollivier (1986) refer to the choice 
of traits as "coherence of parameters", in that a multiple 
trait analysis of traits which have nearly identical 
parameters and are highly correlated genetically, such as 
fat and protein as both yields and percentages, is almost 
certain to have a strong probability of non-positive 
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definite variance-covariance matrices for the between sire 
component. 
DHIA Data Sets 
Converged estimates of variance and covariance 
components for data set D321R1 are in Table 17. Iterations 
were terminated when all algorithms met a criteria of 
c<.001. SHC, EMI, and EM2 converged in 6, 31, and 45 
iterations, respectively. In contrast to our experience 
with the simulated data sets, EM2 required more iterates 
than EMI. Estimated variances and covariances by EM2, 
however, were more nearly like those obtained by SHC than 
EMI. It now appears that the change from iterate to iterate 
with EMI was small enough to satisfy the criteria for 
convergence, when in fact, had we continued to iterate to a 
stricter level of convergence, EMI would have required more 
iterates than EM2. Iteration with SHC was continued until 
it met a criteria of c<.000001 in 15 iterations. The latter 
was too restrictive for all practical considerations and the 
less restrictive criteria was felt to be adequate for future 
analysis using SHC. 
Estimates of the sire variance for ME305 d milk yield, 
NSC, and NSH are in Figures 11, 12, and 13, respectively. 
The pattern of changes from iterate to iterate was very 
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TABLE 17. Converged estimates^ of variance-covariance 
parameters for data set D321R1 
Traits^ Priors EMI EM2' SHC SHC^ 
Between sire (co)variance ; 
1 1 177,837 220,732 220,953 220,820 220,833 
1 2 13.03839 15.82940 16.10829 16.24075 16.24593 
1 3 2.05350 1.80519 1.49824 1.34217 1.33904 
2 2 .00370 .00371 .00346 .00342 .00342 
2 3 .00139 .00139 .00150 .00157 .00157 
3 3 .00160 .00162 .00162 .00154 .00154 
Within sire (co)variance; 
1 1 5,356,536 6,032,653 6,032,654 6,029,171 6,032,680 
1 2 252.86293 276.9095 276.8387 276.6807 276.8022 
1 3 10.23506 -4.30893 -4.23295 -4.12194 -4.19138 
2 2 .59320 .59319 .59330 .59334 .59334 
2 3 .01319 .01319 .01312 .01308 .01308 
3 3 .44542 .44540 .44541 .44546 .44547 
^Number of iterations to meet convergence criterion of 
<.001 ; EM1(31), EM2(45), and SHC(6). 
^Traits; 1 = ME305 milk; 2 = Number of services in 
cows; 3 = Number of services in heifers. 
^Number of iterations for SHC to meet convergence 
criterion of <.000001 (15). 
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different for the three traits. All three algorithms 
converged to the same value for milk yield (Figure 11) while 
each appeared to have converged to a different value for NSC 
(Figure 12) and NSH (Figure 13). There was, however, very 
little sire variance for each of these traits and the 
figures tend to exaggerate small differences in the 
estimates. 
Estimates for the error variance of ME305 d milk yield 
are in Figure 14 and estimates of the error variance for NSC 
are in Figure 15. Estimates of the error variance for NSH 
followed much the same general pattern as those for NSC, 
therefore these are not given. 
Converged estimates of variance and covariance 
components for data set D322R1 are in Table 18. Inasmuch as 
this data set included more data and missing traits on some 
animals, more time was required per iteration. SHC had 
converged with a criteria of c<.001 in 6 iterations. 
Execution was terminated at 42 iterations for EMI and EM2 
although neither met the criteria above. Further iterations 
were not conducted to save cost and due to small changes 
between iterations. An additional 5 iterations (11 total) 
were required for SHC to meet a criteria of c<.0006. This 
was done to be certain that the estimates had indeed 
stabilized. Changes among iterations were very small for 
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FIGURE 11. Estimates of sire variance for ME305 d milk yield across iterations 
(Data set D321R1) 
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SHC and many more iterations might have been necessary for a 
smaller c. Estimates of the sire and error covariances 
between ME305 d milk yield and NSH are in Figures 16 and 17, 
respectively. These were the slowest to converge and are 
presented to show that EMI, EM2, and SHC would have 
eventually converged to the same values if iterations were 
allowed to continue. Notice that the changes in the 
components from one round to the next were such that had we 
been patient and continued to iterate with EMI and EM2, all 
three algorithms would have reached the same final values. 
Estimates of genetic, environmental and phenotypic 
parameters for data set D321R1 are in Table 19. There were 
slight differences in the estimates of genetic parameters by 
the three algorithms, although each had satisfied the same 
convergence criteria. The largest differences were noted 
for estimates of genetic correlations between EMI and EM2. 
This is probably a reflection of the fact that different 
convergence criteria are required for estimates of genetic 
parameters than are required for estimates of components of 
variance and covariance from which the genetic parameters 
are derived. For all practical purposes, SHC had converged 
with the less restictive criteria and there were no changes 
in the estimates of genetic parameters when SHC was forced 
to meet the more restrictive criteria of c<.000001. 
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TABLE 18. Converged estimates® of variance-covariance 
parameters for data set D322R1 
Traits^ Priors EMI EM2• SHC SHC^ 
Between sire (co)variance : 
1 1 359,787 359,497 359,936 360,022 360,031 
1 2 9.04431 8.11547 8.67160 8.79983 8.80259 
1 3 1.80519 -2.88169 -4.68197 -5.53356 -5.53906 
2 2 .00246 .00227 .00238 .00236 .00236 
2 3 .00139 .00106 .00074 .00079 .00079 
3 3 .00162 .00144 .00158 .00143 .00143 
Within sire (co)variance: 
1 
1 
1 
2 
2 
3 
1 
2 
3 
2 
3 
3 
6,153,123 
282.68237 
-4.3089 
.59015 
.01319 
.4454 
6,153,246 
282.7892 
-.57376 
.59022 
.01342 
.44694 
6,153,199 
282.7195 
-.56746 
.59017 
.01355 
.44682 
6,153,190 
282.7041 
-1.61876 
.59018 
.01342 
.44647 
6,153,188 
282.7024 
-.84604 
.59018 
.01350 
.44676 
Number of iterations to meet convergence criterion of 
<.001 for SHC(6);' EMI and EM2 had not converged by 42 
iterations and program was stopped. 
^Traits; 1 = ME305 milk; 2 = Number of services in 
cows; 3 = Number of services in heifers. 
^Number of iterations for SHC to meet convergence 
criterion of <.0006 (11). 
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FIGURE 16. Estimates of sire covariance between ME305 d milk yield and number of 
services per conception in heifers (NSH) across iterations (D322R1 
missing data) 
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TABLE 19. Converged estimates of heritabilities, genetic, 
environmental, and phenotypic correlations for 
data set D321R1 
Traits^ EMI EM2 SHC SHC^ 
Heritability: 
1 .141 .141 .141 .141 
2 .025 .023 .023 .023 
3 .014 .015 .014 .014 
Genetic correlation; 
1 2 .553 .582 .591 .591 
1 3 .096 .079 .073 .073 
2 3 .566 .632 .683 .683 
Environmental correlation; 
1 2 .146 .146 .146 .146 
1 3 -.003 -.003 -.003 -.003 
2 3 .026 .026 .025 .025 
Phenotypic correlation; 
1 2 .152 .152 .152 .152 
1 3 -.002 -.002 -.002 -.002 
2 3 .028 .028 .028 .028 
^Number of iterations to meet convergence criterion of 
<.001 ; EMI(31), EM2(45), and SHC{6). 
^Traits; 1 = ME305 milk; 2 = Number of services in 
cows; 3 = Number of services in heifers. 
"^Number of iterations for SHC to meet convergence 
criterion of <.000001 (15). 
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Estimates of genetic, phenotypic, and environmental 
parameters for data set D322R1 are in Table 20. All 
estimates were the same for SHC under both criteria for 
convergence, therefore the less restrictive criteria was 
assumed to be adequate. Estimates derived from components 
by EMI and EM2 were expected to be different from SHC 
inasmuch as neither had met the convergence criteria. For 
all practical purposes, however, the largest differences 
were noted for estimates of the genetic correlations. 
Apart from the method of estimation, there were large 
differences among estimates of genetic parameters obtained 
from the two data sets. Each data set represented the 
extreme conditions under which a multiple trait analysis 
with missing information might be applied. These were: 1) 
All .cows had ME305 d milk yield and NSC; 2) NSH was missing 
for 68.4% of the cows; and 3) Heritability for NSC and NSH 
was near or at the limits of the permissible parameter 
space. SHC had converged and the estimates by this analysis 
procedure are comparable across the two data sets. 
Compared with heritability estimates generally reported 
in the literature, the heritability of ME305 d milk yield 
was underestimated by not including all records on all cows. 
The heritability for number of services in cows was 
overestimated but with much less of a difference. 
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TABLE 20. Converged estimates of heritabilities, genetic, 
environmental, and phenotypic correlations for 
data set 0322R1 
Traits^ EMI EM2 SHC SHC^ 
Heritability: 
1 .221 .221 .221 .221 
2 .015 .016 .016 .016 
3 .013 .014 .013 .013 
Genetic correlation; 
1 2 .284 .296 .302 .302 
1 3 -.127 -.197 -.244 -.244 
2 3 .584 .380 .429 .429 
Environmental correlation: 
1 2 .148 .148 .148 .148 
1 3 -.0004 -.0003 -.001 -.001 
2 3 .026 .026 .026 .026 
Phenotypic correlation; 
1 2 ' .148 .148 .148 .148 
1 3 -.002 -.003 -.004 -.004 
2 3 .028 .028 .028 .028 
Number of iterations to meet convergence criterion of 
<.001 for SHC(6); EMI and EM2 did not converge until 42 
iterations. Program was stopped. 
^Traits : 1 = ME305 milk; 2 = Number of services in 
cows; 3 = Number of services in heifers. 
^Number of iterations for SHC to meet convergence 
criterion of <.0006 (11). 
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Particularly since heritability for number of services in 
heifers remained about the same. In addition there were 
notable changes in the genetic correlations. The genetic 
correlation between milk yield and number of services in 
cows declined from .591 to .302. The genetic correlation 
between milk yield and number of services in cows went from 
.073 to -.244 and the genetic correlation between number of 
services in cows and heifers went from .683 to .429. A 
positive correlation between milk yield and number of 
services is interpreted as an antagonistic correlation, in 
that higher producing cows tend to require more services per 
conception. Presumably the antagonism is due in part to the 
stress of high milk yield causing cows to be less fertile. 
This is further substantiated by the negative genetic 
correlation (-.244) between milk yield in cows and number of 
services as heifers. 
This analysis reconfirmed the earlier work of Hansen 
(1981), in that the higher producing cows required more 
services, presumably due to the stress of high milk 
production on the ability of the cow to reproduce. The 
multiple trait analysis with missing information helped to 
place the estimates of genetic parameters more in line with 
the underlying biology of the dairy cow. 
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In summary, larger changes in between sire variances 
and covariances than within were noted by accounting for 
missing traits. Heritability for milk yield increased, 
while the heritability of NSC and NSH both decreased. All 
genetic correlations decreased. The multiple trait analysis 
appears to present a truer characterization of the 
underlying biological relationship among traits. The 
analysis also suggests that dairy farmers were selectively 
mating their better cows to bulls available for artificial 
insemination, since these were the cows with breeding 
receipts as heifers. In the future, researchers will need 
to pay more attention to explain why some animals are 
missing particular traits. Restricted maximum likelihood 
procedures cannot account for all selection. The model 
properly accounts for selection when all records on which 
selection is based are included. Apart from selection, we 
seem to have evidence here for the increased accuracy by 
including correlated traits. 
Data Selected Across and Within Herd 
Several data sets were created from D221 to mimic the 
pattern of missing traits found in the DHIA data. This was 
described more completely in the section on simulation of 
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data. The scenario is as follows: 1) The second trait was 
declared missing based on the phenotypic value of the 
observation for the first trait; 2) Selection was across all 
HYS or within HYS, so that 20% of the records for the second 
trait were missing {D222R1 and D222R2); 3) Both traits were 
missing due to selection on the first trait (D221R1 and 
D221R2). All data sets were analyzed by the mixed model 
multiple trait analysis procedure (Table 21) and by a single 
trait analysis procedure (Table 22). 
Parameter estimates in column one of Table 21 are 
estimates from a full multiple trait model with no missing 
traits and these will be compared with other estimates from 
analysis with missing traits. First look at columns one 
(equal model-equal data case), two and four (equal model-
missing case). There was little change in the sire and 
error variances for the first trait, with more change in 
both the sire and error variances for the second trait. 
Heritability estimates were nearly identical for the first 
trait but heritability was underestimated for the second 
trait. There seemed to be no general pattern for the change 
in variances when all data on which selection was based was 
not included in the analysis (i.e., compare column one, 
three, and five). The sire variance for trait one was 
underestimated, but the second trait was overestimated in 
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one case (column three) and underestimated in the second 
(column five). The genetic correlation was most sensitive 
to changes in data included in each analysis. 
The data were also analyzed as single traits (Table 22) 
using a univariate REML procedure in SAS (1985). 
Covariances were estimated indirectly by analyzing each 
trait and the sum of the two traits. Genetic and error 
covariances were then determined by evaluating the following 
expression: 
V(yi + y2) = V(yi) + V(y2) + 2Cov(yi, y2^ 
There was little difference in the estimated variances by 
either the univariate (Table 20) or multivariate (Table 21) 
analysis. Leading one to conclude that little is to be 
gained by multiple trait analysis if there is equal 
information on all traits. 
In summary, heritability of the first trait remained 
nearly the same with equal or missing information on the 
second trait. Heritability of the second trait declined 
with missing information on the trait. The genetic 
correlation was reduced in magnitude. The error variance 
was reduced more than the sire variance, such that the 
heritability estimates were nearly alike with equal and 
missing data for the second trait. Finally, the changes in 
parameters tended to reflect the same changes as observed in 
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the analysis of the DHIA data and reflected the changes 
reported earlier by Hansen (1981). 
Ignoring random variables in a univariate analysis will 
increase the error of estimation (i.e., prediction error 
variance). This applies to a multivariate setting as well. 
The random variables which reduce the error of estimation in 
a multiple trait analysis are additional traits, correlated 
with the primary trait. It is possible that most of the 
changes in the parameters observed in this section can be 
explained by decreased error of estimation brought about by 
including correlated traits. 
Full Multiple Trait Model Versus Canonical Transformation 
Canonical transformations have become a popular means 
of conducting multiple trait analysis when no traits are 
missing. Each trait is transformed to make the error 
variance-covariance matrix, la , and the between sire 
variance-covariance matrix, Da , where D is diagonal. Then 
a multiple trait analysis may be conducted on each trait as 
if it were a single trait. The results are then transformed 
back to the original scale of measurement. The theoretical 
basis for canonical transformations appears in the article 
by Thompson (1973). Later, canonical transformations were 
applied to variance component estimation by Thompson (1976), 
Meyer (1985), Schaeffer (1986) and VanRaden (1986). 
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TABLE 21. Parameter estimates from a multiple trait 
analysis when selection was applied across 
within herds 
and 
20% across 
Parameter Eaual 
all HYS® 20% within HYS® 
data . Missing 
107/107° 107/86 
Equal 
86/86 
Missing 
107/86 
Equal 
86/86 
Between sire (co)variance; 
1 1 .87790 .86276 
1 2 -.45386 -.21909 
2 2 1.44749 1.23495 
.55284 
-.66942 
1.52975 
.87673 
-.51861 
1.20729 
.46959 
-.57719 
1.30631 
Within sire (co)variance: 
1 1 3.63299 3.63616 
1 2 -.34037 -.36992 
2 2 8.64727 8.73445 
1.89285 
-.01952 
8.57303 
3.63295 
-.76851 
9.73857 
2.35711 
-.39133 
9.60945 
Heritability; 
1 .7785 .7671 
2 .5736 .4955 
.9042 
.6057 
.7776 
.4412 
.6645 
.4787 
Genetic correlation: 
ri2 -.4026 -.2123 -.7279 -.5041 -.7369 
Environmental correlation: 
rj^2 -.0607 -.0656 .0049 -.1292 -.0822 
Phenotypic correlation: 
ri2 -.1177 -.0880 -.1308 -.1832 -.1744 
^Percentage of second trait removed due to inferiority 
of first trait. 
^Number of observations traitl/trait2, data sets 
D221, D222R1, D221R1, D222R2, and D221R2, respectively. 
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TABLE 22. Parameter estimates from a single trait analysis 
when selection was applied across and within 
herds 
20% across all HYS^ 
Parameter Eaual 
20% within HYS^ 
data , Missing 
107/107° 107/86 
Equal 
86/86 
Missing Equal 
107/86 86/86 
Between sire (co)variance; 
1 1 .85493 
1 2 -.42839 
2 2 1.42687 
.49665 
-.58539 
1.31589 
.43906 
- -.53307 
1.19085 
Within sire (co)variance; 
1 1 3.63819 
1 2 -.34942 
2 2 8.65730 
1.91061 
-.01497 
8.67827 
2.36791 
- -.40859 
9.66491 
Heritability; 
1 .7611 
2 .5660 
.8252 
.5267 
.6257 
.4388 
Genetic correlation: 
^12 -.3879 - -.7241 -.7372 
Environmental correlation; 
r22 -.0623 - .0037 - -.0854 
Phenotypic correlation: 
r22 -.1469 - -.1274 -.1706 
^Percentage of second trait removed due to inferiority 
of first trait. 
^Number of observations traitl/trait2 
D221, D221R1, and D221R2, respectively. 
, data sets 
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An inconsistency between estimates of variances and 
covariances obtained from a full multiple trait analysis and 
those by a canonical transformation was discovered. The 
problem occurred in a balanced set of data, where we least 
expected to find any inconsistency. It is documented here 
to draw attention to the fact that more research may be 
needed before canonical transformations may become a 
standard method of practice. 
Two completely balanced data sets were simulated 
(D411R1 and D411R2). One is a replicate of the other, in 
that each was generated using the same variance-covariance 
matrices, but a different seed was used as a starting value 
to create all random vectors. The data were four traits on 
3,000 cows which were the progeny of 30 sires. The records 
were distributed over 20 HYS. 
The data were analyzed by a univariate REML analysis 
procedure in SAS (1985), and four multiple trait procedures; 
EMI, EM2, SHC and an EM algorithm (EMT) with canonical 
transformations described by VanRaden (1986). Estimated 
variances and covariances are in Table 23 for D411R1. Sire 
and error variances were nearly identical for all five 
analyses. Again illustrating the real benefit to be gained 
from a multivariate procedure is in the analysis of 
unbalanced data and this is to become more pronounced when 
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some traits are missing. Clearly, each program gave the 
same result, at least for the conditions being tested. 
Heritabilities, genetic, environmental, and phenotypic 
correlations are in Table 24. All estimates were identical, 
as they should be. 
Estimated variances and covariances for D411R2 are in 
Table 25. Analysis of this data started out with EMT 
(VanRaden, 1986) thinking this would establish priors to be 
used by the other programs. Eigenvalues for all variance-
covariance matrices were calculated at the end of each 
iteration and no negative eigenvalues were detected. The 
univariate procedure and the three full multivariate 
procedures gave identical estimates of all variances and 
covariances. Estimates by EMT, however, were quite 
different. This was unexpected and should not be the case 
as indicated by Thompson (1973), Meyer (1985), Schaeffer 
(1986), VanRaden (1986) and our experience as noted in 
Tables 23 and 24. 
Heritabilities, genetic, environmental, and phenotypic 
correlations for D411R2 are in Table 26. The parameter 
estimates from within this sample of data are different from 
those of D411R1. Heritability of the first trait is higher, 
lower for the second trait, and higher for the third and 
fourth traits. Heritability of the third and fourth traits 
were nearly the same, .6334 and .6338, respectively. There 
was also a higher genetic correlation between these two 
traits (.7464) than in the first data set (.3261). This 
might be a reflection of what Foulley and Ollivier (1986) 
refer to as "coherence of parameters" and indicates a 
weakness in the theory when applying canonical 
transformations. This type of problem is not well 
documented in the literature and it was documented here to 
call attention to the type of problems which can occur. 
Due to the higher probability of non-positive definite 
matrices when more traits are included in a multiple trait 
analysis (Harville, 1977; Hill and Thompson, 1978; Hayes and 
Hill 1980 and 1981; and Henderson, 1984a) all suggest 
including restraints on parameter estimates such that 
eigenvalues will be positive and estimated variances will be 
within the allowable parameter space. No one has yet 
compared estimates from a full multiple trait analysis with 
those obtained by a canonical transformation. Some, 
recognize that by restricting the estimates to be positive 
definite some bias will be generated (Harville, 1977; 
Henderson, 1984a; and VanRaden, 1986). Until now no one has 
documented the magnitude of this bias. We suspect this 
problem will be more critical when some estimates are near 
the limits of the allowable parameter space. 
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TABLE 23. Converged estimates^ of variance-covariance 
parameters for data set D411R1 
Parameter Univar. EMI EM2 SHC EMT^ 
Between sire (co)variance : 
1 1 54. 61764 54.61950 54. 61943 54. 61762 54. 62228 
1 2 20.25725 20. 25754 20. 26138 20. 25497 
1 3 41.85888 41. 85884 41. 85676 41. 85973 
1 4 55.48120 55. 48186 55. 49204 55. 46970 
2 2 197. 68086 197.68416 197. 68457 197. 68086 197. 68800 
2 3 30.22360 30. 22372 30. 22603 30. 22096 
2 4 -154.52376 -154. 52491 -154. 54012 -154. 50874 
3 3 352. 83868 352.83824 352. 83918 352. 83866 352. 83936 
3 4 138.54346 138. 54415 138. 55246 138. 53297 
4 4 511. 55725 511.60698 511. 60074 511. 55718 511. 65942 
With in sire (co)variance: 
1 1 666. 27868 666.27823 666. 27823 666. 27823 666. 27319 
1 2 -28.60078 -28. 60078 -28. 60078 -28. 59634 
1 3 5.57301 5. 57301 5. 57301 5. 56913 
1 4 15.29884 15. 29884 15. 29884 15. 29884 
2 2 1268. 91893 1268.91820 1268. 91820 1268. 91820 1268. 91016 
2 3 -43.45896 -43. 45896 -43. 45896 -43. 45896 
2 4 -2.51109 -2. 51109 -2. 51109 -2. 54281 
3 3 2775. 52439 2775.52402 2775. 52402 2775. 52402 2775. 51343 
3 4 77.98995 77. 98995 77. 98995 77. 98552 
4 4 5983. 01003 5983.00049 5983. 00049 5983. 00049 5982. 87500 
^Number of iterations to meet convergence criterion of 
<.001 ; EMl(l), EM2(1), and SHC(l). 
^EM algorithm with canonical transformation. Program 
developed by VanRaden (1986). 
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TABLE 24. Converged estimates of heritabilities, genetic, 
environmental and phenotypic correlations for 
data set D411R1 
Parameter Univar EMI EM2 SHC EMT^ 
Heritability; 
1 .3031 .3031 .3031 .3031 .3031 
2 .5392 .5392 .5392 .5392 .5392 
3 .4511 .4511 .4511 .4511 .4512 
4 .3151 .3151 .3151 .3151 .3151 
Genetic correlation: 
1 2 .1950 .1950 .1950 .1949 
1 3 .3015 .3015 .3015 .3015 
1 4 .3319 .3319 .3319 .3319 
2 3 .1144 .1144 .1145 .1144 
2 4 -.4859 -.4859 -.4860 -.4858 
3 4 .3261 .3261 .3261 .3260 
Environmental correlation: 
1 2 -.0311 -.0311 -.0311 -.0311 
1 3 .0041 .0041 .0041 .0041 
1 4 .0077 .0077 .0077 .0077 
2 3 -.0232 -.0232 -.0232 -.0232 
2 4 -.0009 -.0009 -.0009 -.0009 
3 4 .0191 .0191 .0191 .0191 
Phenotypic correlation: 
1 2 -.0081 -.0081 -.0081 -.0081 
1 3 .0316 .0316 .0316 .0316 
1 4 .0327 .0327 .0327 .0327 
2 3 -.0062 -.0062 -.0062 -.0062 
2 4 -.0509 -.0509 -.0509 -.0509 
3 4 .0480 .0480 .0480 .0480 
^Number of iterations to meet convergence criterion of 
<.001 ; EMl(l), EM2(1), and SHC(l). 
^EM algorithm with canonical transformation. Program 
developed by VanRaden (1986). 
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TABLE 25. Converged estimates^ of variance-covariance 
parameters for data set D411R2 
Parameter Univar. EMI EM2 SHC EMT^ 
Between sire (co)variance: 
1 1 145. 59550 145. 59448 145 .62884 145. 59536 107. 79089 
1 2 19. 18041 19 .15607 19. 18071 20. 57426 
1 3 163. 25968 163 .27635 163. 26137 96. 17288 
1 4 298. 19671 298 .05296 298. 20136 191. 27649 
2 2 137. 93957 137. 94190 137 .93995 137. 93958 137. 89360 
2 3 -6. 23866 -6 .24656 -6. 23828 -3. 76136 
2 4 —86. 41362 -86 .30481 -86. 41553 -82. 42963 
3 3 498. 55496 498. 55149 498 .63453 498. 55468 379. 50000 
3 4 549. 62980 549 .44684 549. 63719 359. 90356 
4 4 1087. 65071 1087. 64760 1087 .41554 1087. 65010 785. 51563 
Within sire (co)variance: 
1 1 639.95810 639.95807 639.95331 639.95889 641.03516 
1 2 -9.78657 -9.78201 -9.78664 -9.82185 
1 3 -36.08571 -36.08998 -36.08428 -34.17183 
1 4 -24.25879 -24.23702 -24.25677 -21.17757 
2 2 1309.79176 1309.79171 1309.78740 1309.79176 1309.78589 
2 3 60.78526 60.78980 60.78512 60.71883 
2 4 -81.84842 -81.87012 -81.84832 -81.99319 
3 3 2649.99312 2649.99308 2649.98260 2649.99562 2653.38477 
3 4 33.33843 33.36733 33.34215 38.77815 
4 4 5744.29737 5744.29635 5744.18304 5744.30354 5752.80078 
^Number of iterations to meet convergence criterion of 
<.001 ; EMI(4), EM2(4), and SHC(2). 
^EM algorithm with canonical transformation. Program 
developed by VanRaden (1986). 
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TABLE 26. Converged estimates of heritabilities, genetic, 
environmental and phenotypic correlations for 
data set D411R2 
Parameter Univar EMI EM2 SHC EMT^ 
Heritability: 
1 .7414 .7414 .7415 .7414 .5758 
2 .3811 .3811 .3812 .3811 .3810 
3 .6334 .6334 .6335 .6334 .5005 
4 .6368 .6368 .6372 .6368 .4806 
Genetic correlation; 
1 2 .1353 .1352 .1354 .1688 
1 3 .6060 .6059 .6060 .4755 
1 4 .7494 .7486 .7494 .6573 
2 3 -.0238 -.0238 -.0238 -.0238 
2 4 -.2231 -.2227 -.2231 -.0250 
3 4 .7464 .7458 .7464 .0659 
Environmental correlation; 
1 2 -.0107 -.0107 -.0107 -.0107 
1 3 -.0277 -.0277 -.0277 -.0262 
1 4 -.0127 -.0126 -.0127 -.0110 
2 3. .0326 .0326 .0326 .0326 
2 4 -.0298 -.0299 -.0298 -.0299 
3 4 .0085 .0086 .0086 .0099 
Phenotypic correlation; 
1 2 .0088 .0088 .0088 .0103 
1 3 .0809 .0809 .0809 .0411 
1 4 .1183 .1182 .1183 .0769 
2 3 .0256 .0256 .0256 .0272 
2 4 -.0535 -.0535 -.0535 -.0534 
3 4 .1257 .1257 .1257 .0895 
^Number of iterations to meet convergence criterion of 
<.001 ; EMI(4), EM2(4), and SHC(2). 
^EM algorithm with canonical transformation. Program 
developed by VanRaden (1986). 
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Estimates Outside of the Parameter Space 
Henderson (1984a, 1984b, 1986) and Schaeffer (1986) 
claim that the EM algorithm is always expected to give 
estimates within the parameter space. This seems to be 
based on the premise that if one starts out with positive 
definite covariance matrices, [g^j] and [r^j], then the new 
solution for these matrices will remain positive definite at 
each round of iteration. Through the course of developing 
data sets to test and validate the EMI, EM2, and SHC 
algorithms used in this research, a few data sets were 
encountered which seem to question the generality of this 
property, particularly for multiple traits. 
Estimated variance-covariance matrices were checked for 
positive definiteness at the beginning of each analysis and 
at the end of each iteration. This was done by computing 
eigenvalues, and checking to see that all were non-negative. 
One particular data set converged using SHC in 9 iterations 
with no negative eigenvalues. Negative eigenvalues, 
however, were encountered after iteration 54 with EMI and 
iteration 55 with EM2. It was not clear what action should 
be taken when a negative eigenvalue was encountered, 
therefore, no further details of this analysis will be 
presented. Those who have employed canonical 
transformations, however, routinely make slight adjustment 
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to the variance-covariance matrices and proceed until there 
are no further changes in the estimates. This could give 
very different estimates for the genetic parameters than are 
reasonable. 
SUMMARY AND CONCLUSIONS 
Estimation of variance and covariance components by 
Restricted Maximum Likelihood was studied in a multiple 
trait setting with missing traits. REML was chosen because 
it has become a preferred method for the analysis of data 
available to animal breeders. REML maximizes the likelihood 
of error contrasts. In contrast to ML, it maximizes only 
the part of the data vector which is independent of the 
fixed effects. 
A FORTRAN program was developed to estimate variance 
and covariance components by three different REML 
algorithms. EMI and EM2 were expectation maximization 
algorithms and SHC was a mixture of a expectation 
maximization algorithm for the within component and a 
"method of scoring" algorithm for the between sire 
component. Quadratic forms of the sire solutions were 
equated to expectations of first partial derivatives of the 
log likelihood function in EMI. A modification of this was 
used for EM2. In this algorithm, new estimates of the 
variance and covariance components were obtained at each 
iterate by multiplying estimates from a previous iterate 
times the ratio of quadratic forms for sire solutions to 
their expectations. New features covered by this research 
were; 1) The comparison of the relative efficiency of EMI 
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and EM2 with SHC; 2) The comparison of EMI and EM2 in a 
multiple trait setting; and 3) Application of SHC to more 
than two traits. 
The program is completely general for any number of 
traits; The only restriction being the amount of memory 
available. It will handle missing or no missing traits, the 
relationship among sires (EMI and EM2 only), and contains 
options for calculating heritability, genetic, 
environmental, and phenotypic correlations. 
Eleven data sets were simulated to establish the 
behavior of each algorithm under a variety of conditions. 
In general, SHC converged uniformly faster than either EMI 
or EM2, and EM2 was intermediate between EMI and SHC. SHC 
required 35 to 58% of the total execution time of EMI and 58 
to 85% of the total execution time required by EM2. Results 
were not conclusive with respect to the type of priors. 
Good priors were more helpful to either EMI or EM2 than SHC. 
Starting iteration with unknown covariances was more 
detrimental than a poor guess, especially for EMI and EM2. 
Large changes in estimates were noted to occur in the first 
few iterates, therefore, any difference due to the type of 
prior disappeared after the first two to four iterates. The 
number of traits was not an overriding factor in leading to 
convergence. 
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The multiple trait mixed model was used to analyze some 
real DHIA lactation data. This was a "worst" case scenario 
for a mixed model, but also likely to be representative of a 
case were multiple traits are most helpful. All cows had ME 
305 d milk yield and number of services, however, 68.4% of 
the cows were missing number of services as heifers. 
Heritability for number of services in cows and heifers was 
near or at the limits of the parameter space. 
Parameter estimates changed by accounting for missing 
traits. There were larger changes in the "between" sire 
variances and covariances than the "within" components. 
Heritability increased for milk yield and decreased for 
number of services in heifers and cows. All estimates of 
genetic correlations decreased. The environmental 
correlation between milk yield and number of services in 
heifers increased. The analysis reconfirmed the earlier 
work of Hansen (1981), in that the higher producing cows 
required more services, presumably due to the stress of high 
milk production on the ability of the cow to reproduce. 
Those heifers which lacked breeding information were also 
lower producing cows. This suggested that dairy farmers 
used some prior knowledge about level of genetic merit in 
deciding which heifers to mate to bulls available for 
artificial insemination. 
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The latter was confirmed by practicing selection on a 
small set of simulated data. The scenario was as follows: 
1) The second trait was declared missing based on the 
phenotypic value of the observation for the first trait; 2) 
Selection was across all herd-year-seasons, so that 20% of 
the records for the second trait were missing; 3) Both 
traits were missing based on selection on the first trait. 
There was little change in the sire and error variances for 
the first trait, with only the second trait missing. 
Heritability estimates were nearly identical for the first 
trait, but underestimated for the second trait. There 
seemed to be no general pattern for the change in variances 
when all data on which selection was based were riot included 
in the analysis. Again the genetic correlation was most 
sensitive to changes in data included in each analysis. 
An inconsistency between estimated variances and 
covariances from a full multiple trait model and those 
obtained by a canonical transformation was noted. This 
occurred in a completely balanced data set where one should 
least expect any inconsistency. Other problems due to 
negative eigenvalues were detected in some simulated data 
sets. These were discussed but not presented in great 
detail. 
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In conclusion, multiple trait models seem to be most 
powerful and useful if they can account for missing traits. 
Using multiple trait models one can expect to find a truer 
characterization of the underlying'biological relationships 
among traits. Researchers need to pay more attention to why 
some traits are missing. Restricted Maximum Likelihood 
procedures cannot account for all selection; The model 
properly accounts for selection when all records on which 
selection is based are included. 
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APPENDIX 
Fortran Programs for Estimation.of Variance-Covariance 
Components for Multiple Traits 
Two programs were developed for estimation of variance 
and covariance components for multiple traits. The first 
program uses a "shortcut" restricted maximum likelihood 
algorithm proposed by Meyer (1986). The second computes two 
versions of the "expectation maximization" algorithm 
described by Harville (1977), with extensions by Henderson 
(1984a). Each program is general and there are no 
restrictions on the number of traits. All traits may be 
present on all animals or some traits may be missing. 
Parameters which are unique to a particular application are 
defined at the beginning of each program. All documentation 
for parameters and program variables is contained within the 
programs. 
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Source Code for SHC Algorithm 
//SHC JOB 
//* CHECKPOINT=YES 
//STl EXEC FORTVCLG,TIME.G0=3,REGION.GO=512K,FVPOPT=2, 
// LIB3='B.U4018.AGSLIB' 
//FORT.SYSIN DD * 
PARAMETER (NT=2,NS=10,LEN=3,LEN1=6,NSNT=20,NSNT1=210) 
PARAMETER (MAXC0W=18,MAXREC=36,LENMAX=666,MAXNZR=12) 
PARAMETER (LC0MB=6,MAXIT=50) 
PARAMETER (S0L0UT=1.,TRAOUT=0.,LST0UT=1,RELATD=0.,ISTART=1) 
PARAMETER (MISSTR=0,C0V0UT=1.) 
INTEGER LIST(NT),NTVEC(NT),LISTBU(NS),LHVEC(NSNT),IZSR(MAXNZR) 
INTEGER LISTPR(NS),LISTHD(NS),SUBCLA 
INTEGER NTRT(MAXCOW),IZCOL(MAXREC),IZROW(MAXREC) 
INTEGER HRD,HERD,YS,IRANK/0/ 
REAL * 8 SUM,SZU,SUMC,PTRC,PTRCC,ADTA,SUMS,HMNIJ 
REAL*8 E221,EK22 
REAL*8 HERITA,GCORR,ECORR,PCORR,DIFF 
REAL*8 TRT(NT),VK(NT),EIGVAL(NT) 
REAL*8 XPRIX(NT,NT),VAREC(NT,NT),NTRACE(NT,NT),Q(NT,NT),FQ(NT,NT) 
REAL*8 SZCZS(NT,NT),TRS(NT,NT),EHAT(NT,NT),SHAT(NT,NT),TI(NT,NT) 
REAL * 8 SOLS(NSNT),ZSY(NSNT),SZC(NT,NSNT),LHS(NSNTl) 
REAL*8 SHATH(LEN),DSH(LEN),EHATH(LEN),TRC(LEN) 
REAL*8 H(LEN),XPRIXH(LEN),ERRC(LEN) 
REAL*8 TRM(LEN,LEN),BSW(LEN,LEN) 
REAL*8 BSSH(LENl),TRCC(LEN1),TRUU(LEN1) 
REAL*8 Y(MAXREC),SY(MAXREC),ZPS(MAXNZR,MAXREC) 
REAL*8 C(LENMAX),S(LENMAX),W(LENMAX) 
REAL*8 VARE(LCOMB) 
REAL*8 ERR(NT,NT) 
REAL*8 TVAR(NT,NT) 
REAL*8 RATIO 
REAL*8 XTRT 
INTEGER L0CK(2) 
DATA LOCK/1,3/ 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
* 
•k 
* 
* 
PROGRAM DEVELOPED BY "JOSE VALENTE" BASED ON PAPER 
DESCRIBED BY K.MEYER, 1986. BETWEEN ALGORITHMS: 
A "SHORT CUT" RESTRICTED MAXIMUM LIKELIHOOD 
PROCEDURE TO ESTIMATE VARIANCE COMPONENTS. 
J.DAIRY SCI. 69; 1904-1916 
INPUT/OUTPUT UNITS 
5 = LIST OF SIRES (INPUT) 
9 = PRIOR VALUES FOR ERROR AND SIRE VARIANCES (INPUT) 
10 = DATA SET, SORTED BY HYS AND SIRE (INPUT) 
* 
* 
* 
* 
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C * 12 = EXTERNAL UNIT TO STORE TEMPORARY VALUES (I/O) * 
C * 14 = TO STORE FINAL ELEMENTS OF ERROR AND SIRE VAR. (I/O)* 
C * 15 = TO STORE ERROR VARIANCES OF EACH ITERATION (OUTPUT) * 
C * 16 = " " " COVARIANCES " " " " * 
C * 17 = " SIRE VARIANCES " " " " * 
C * 18 = COVARIANCES " " " " * 
C *************************************************************** 
C * PARAMETERS TO BE SUPPLIED * 
C * NS IS THE NUMBER OF SIRES * 
C * NT IS THE NUMBER OF TRAITS * 
C * LEN = NT*(NT+l)/2 IS THE LENGTH OF ONE-DIMENSIONAL * 
C * ARRAY OF A HALF-STORED MATRIX * 
C * LENl = LEN*(LEN+l)/2 * 
C * NSNT,= NS * NT * 
C * NSNTl = NSNT*(NSNT+l)/2 * 
C * MAXCOW = MAXIMUM NUMBER OF COWS/HERD OR/HYS * 
C * MAXREC = MAXCOW * NT * 
C * LENMAX = MAXREC*(MAXREC+l)/2 * 
C * MAXSIR = MAXIMUM NUMBER OF SIRES PER HERD OR/HYS * 
C * MAXNZR = MAXSIR * NT * 
C * LCOMB = TOTAL LENGTH NECESSARY TO STORE ALL ELEMENTS OF * 
C * ALL COMBINATIONS ( NCOMB ) AMONG TRAITS . * 
C * NCOMB = 2 ** NT - 1, IS THE NUMBER OF COMBINATIONS * 
C ****************************************************************** 
C * OPTIONS FOR THE PROGRAM * 
C * * 
C * SOLOUT = 0. MEANS NO OUTPUT OF SIRE SOLUTIONS (ETA'S) * 
C  *  = 1 .  M E A N S  O U T P U T  O N  P A P E R  *  
C * TRAOUT = 0. MEANS NO OUTPUT OF TRACES AND QUADRATICS * 
C  *  = 1 .  M E A N S  O U T P U T  O N  P A P E R  *  
C * LSTOUT = 0 MEANS NO OUTPUT OF STATISTICS/SIRE * 
C * =1 MEANS OUTPUT ON PAPER OF #PROGENIES/SIRE, #HYS/ * 
C * SIRE , AND PRED.ERROR.VAR./TRAIT * 
C * RELATD = 0. MEANS SIRES ARE UNRELATED * 
C  *  = 1 .  M E A N S  T H A T  A I N V  M U S T  B E  S U P L I E D  ( F T _ F 0 0 1 )  *  
C * OH! SORRY, THE PROGRAM IS NOT PREPARED YET * 
C * TO WORK WITH RELATIONSHIP. * 
C * MISSTR = 0 MEANS THERE IS NO TRAIT MISSING (equal data) * 
C * =1 MEANS THERE IS(ARE) MISSING TRAIT(S) AND THE * 
C * SECTION OF THE PROGRAM DEALING WITH THE COR- * 
C * -RECTION FACTOR "K" NEEDS TO BE ADAPTED. * 
C * COVOUT = 0. MEANS VAR.-COMPONENTS OF ALL ROUNDS WILL BE * 
C * PRINTED ON PAPER AND THE VALUES OF LAST ROUND * 
C * (ONLY) WILL BE WRITTEN ON EXTERNAL FILE 'FT14' * 
C  *  = 1 .  M E A N S  A L L  R O U N D S  O F  I T E R A T I O N  O N  P A P E R  A N D  O N  *  
C * EXTERNAL FILES. 'EVAR ON FT15', 'ECOV ON FT16' * 
C * 'SVAR ON FT17','SC0V ON FT18',AND 'LAST ON FT14'* 
C ****************************************************************** 
NCOMB = 2**NT - 1 
1 FORMAT('0') 
99 
CALL ZER0(LISTBU,NS*4) 
CALL ZERO(ERR,NT*NT*8) 
CALL ZER0(TVAR,NT*NT*8) 
C 
C ... LOOPINGS TO READ THE ERROR-VARIANCE = ERR(NT,NT) AND 
C ... THE GENETIC-VARIANCE = TVAR(NT,NT) FROM "FT09F001" 
DO 6 I = 1,NT 
DO 5 J = 1,NT 
READ(9,*) ERR(I,J) 
VAREC(I,J) = ERR(I,J) 
5 CONTINUE 
6 CONTINUE 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
DO 3 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
PRINT 1 
PRINT 2 
2 FORMATC'O*,T3,'ERROR VAR.-MATRIX IS SINGULAR',//) 
GO TO 3000 
END IF 
3 CONTINUE 
CALL ZER0(EIGVAL,NT*8) 
CALL ZER0(VAREC,NT*NT*8) 
DO 8 I = 1,NT 
DO 7 J = 1,NT 
READ(9,*) TVAR(I,J) 
VAREC(I,J) = TVAR(I,J) 
7 CONTINUE 
.8 CONTINUE 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
DO 13 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
PRINT 1 
PRINT 12 
12 FORMAT('0',T3,'SIRE VAR.-MATRIX IS SINGULAR',//) 
GO TO 3000 
END IF 
13 CONTINUE 
C ... LOOPING TO READ THE LIST OF BULLS(SIRES OF COWS) 
DO 20 I = 1,NS 
READ(5,10) LISTBU(I) 
10 FORMAT(12) 
20 CONTINUE 
C *************************************************************** 
C * STARTING POINT OF EACH ROUND OF ITERARION * 
C * REMEMBER TO SUPPLY THE " MAXIT = MAXIMUM NUMBER OF ROUNDS * 
C * OF ITERATION THAT WILL BE ALLOWED * 
C *************************************************************** 
DO 1815 IROUHD = 1,MAXIT 
CALL ZER0(LIST,NT*4) 
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CALL ZER0(LISTPR,NS*4) 
CALL ZER0(LISTHD,NS*4) 
CALL ZER0(NTVEC,NT*4) 
CALL ZER0(LHVEC,NSNT*4) 
CALL ZER0(IZSR,MAXNZR*4) 
CALL ZERO(NTRT,MAXCOW* 4) 
CALL ZER0(IZC0L,MAXREC*4) 
CALL ZER0(IZR0W,MAXREC*4) 
CALL ZER0(TRT,NT*8) 
CALL ZER0(VK,NT*8) 
CALL ZER0(EIGVAL,NT*8) 
CALL ZER0(XPRIX,NT*NT*8) 
CALL ZER0(VAREC,NT*NT*8) 
CALL ZER0(NTRACE,NT*NT*8) 
CALL ZER0(Q,NT*NT*8) 
CALL ZER0(PQ,NT*NT*8) 
CALL ZER0(SZCZS,NT*NT*8) 
CALL ZER0(TRS,NT*NT*8) 
CALL ZER0(EHAT,NT*NT*8) 
CALL ZER0(SHAT,NT*NT*8) 
CALL ZER0(TI,NT*NT*8) 
CALL ZER0(S0LS,NSNT*8) 
CALL ZER0(ZSY,NSNT*8) 
CALL ZER0(SZC,NT*NSNT*8) 
CALL ZER0(LHS,NSNT1*8) 
CALL ZER0(SHATH,LEN*8) 
CALL ZER0(DSH,LEN*8) 
CALL ZER0(EHATH,LEN*8) 
CALL ZER0(TRC,LEN*8) 
CALL ZER0(H,LEN*8) 
CALL ZER0(XPRiXH,LEN*8) 
CALL ZER0(ERRC,LEN*8) 
CALL ZER0(TRM,LEM*LEN*8) 
CALL ZER0(BSW,LEN*LEN*8) 
CALL ZER0(BSSH,LEN1*8) 
CALL ZER0(TRCC,LEN1*8) 
CALL ZER0(TRUU,LEN1*8) 
CALL ZER0(Y,MAXREC*8) 
CALL ZER0(SY,MAXREC*8) 
CALL ZER0(ZPS,MAXNZR*MAXREC*8) 
CALL ZER0(C,LENMAX*8) 
CALL ZER0(S,LENMAX*8) 
CALL ZER0(W,LENMAX*8) 
CALL ZER0(VARE,LC0MB*8) 
C 
C ... LOOP TO CALC. ALL COMBINATIONS OF ERROR VAR.-INVERSE 
INDEX = 0 
DO 45 IC = 1,NC0MB 
Lie = 0 
CALL BITMAP(LIST,NT,IC,NTP) 
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DO 42 I = 1,NTP 
J = LIST(I) 
DO 41 K = 1,1 
L = LIST(K) 
Lie = Lie + 1 
ERRe(Lie) = ERR(J,L) 
41 eONTINUE 
42 eONTINUE 
CALL DLNVHF(ERRC,NTP,NTVEe,Z2ER0,IRANK) 
DO 44 I = 1,NTP 
DO 43 J = 1,NTP 
INDEX = INDEX + 1 
VARE(INDEX) = ERRC(LTMSSF(I,J)) 
43 CONTINUE 
44 CONTINUE 
45 CONTINUE 
... LOOPS TO INVERT TVAR GIVING == TI( FULL MATRIX ) 
IJ = 0 
DO 51 I = 1,NT 
DO 50 J = 1,1 
IJ = IJ + 1 
ERRC(IJ) = TVAR(I,J) 
50 CONTINUE 
51 CONTINUE 
CALL DLNVHF(ERRC,NT,NTVEC,ZZERO,IRANK) 
IF(IRANK.LT.NT) THEN 
PRINT 1 
PRINT 59 
59 FORMAT('0',T3,'IRANK OF SIRE-VAR. IS .LT.NT' 
GO TO 3000 
END IF 
DO 53 I = 1,NT 
DO 52 J = 1,NT 
TI(I,J) = ERRC(LTMSSF(I,J)) 
52 CONTINUE 
53 CONTINUE 
NCOW = 1 
IREC = 0 
LSIRE = 0 
HRD = 0 
NHRD = 0 
lEOF = 0 
NUSIRE = 0 
SUBCLA = 0 
NSHYS = 0 
100 K = 0 
NTC = 0 
HERD = 0 
IDSIRE = 0 
IDCOW = 0 
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YS = 0 
DO 120 I = 1,NT 
TRT(I) = O.DO 
120 CONTINUE 
139 READ(10,140,END=222) HERD,IDSIRE,TRT 
140 FORMAT(2X,I2,3X,I2,4X,D6.3,3X,D7.3.) 
IF(NCOW.EQ.l) HRD = HERD 
IF(HERD.NE.HRD) GO TO 240 
IF(IDSIRE.EQ.LSIRE) GO TO 170 
160 INDS = IFIND(LISTBU,IDSIRE,NS) 
165 LISTHD(INDS) = LISTHD(INDS) + 1 
NSHYS = NSHYS + 1 
170 CONTINUE 
LISTPR(INDS) = LISTPR(INDS) + 1 
DO 180 I = 1,NT 
IF(TRT(I).NE.0.D0) THEN 
IREC = IREC + 1 
NTRT(NCOW) = NTRT(NCOW) + 1 
IZC = NS * (I-l) + INDS 
IZCOL(IREC) = IZC 
IZROW(IREC) = IREC 
Y(IREC) = TRT(I) 
END IF 
180 CONTINUE 
C 
C LOOP TO IDENTIFY THE ELEMENTS OF A COW'S 
C ERROR VAR. AND CALCULATE X'RIX FOR A 
C HERD AND CALCULATE TRACES 
C 
NTC = NTRT(NCOW) 
ISIZE = LOCK(NTC) 
DO 220 I = 1,NTC 
DO 200 J = 1,NTC 
XPRIX(I,J) = XPRIX(I,J) + VARE(ISIZE) 
NTRACE(I,J) = NTRACE(I,J) + VARE(ISIZE) 
ISIZE = ISIZE + 1 
200 CONTINUE 
220 CONTINUE 
NCOW = NCOW + 1 
LSIRE = IDSIRE 
GO TO 100 
C 
C AT END OF THE DATA SET 
C 
222 lEOF = 1 
C 
240 NCOW = NCOW - 1 
NHRD = NHRD + 1 
C 
C END OF A HERD AND ABSORPTION STARTS FOR EACH HERD 
103 
C FORM "RI" THE INVERSE OF ERROR VAR. FOR A HERD 
C FROM INFORMATION OF EACH COW 
C INVERT X'RIX FOR THIS HERD AND CALCULATE S 
C S IS EQUAL RI - RI X(X'RIX) X'RI AND 
C FULL STORAGE TO HALF-STORAGE FOR EACH HYS 
LC = 0 
DO 280 I = 1,NT 
DO 260 J = 1,1 
LC = LC + 1 
XPRIXH(LC) = XPRIX(I,J) 
260 CONTINUE 
280 CONTINUE 
C 
C ... TO INVERT X'RIX FOR EACH HERD 
C 
CALL DLNVHF(XPRIXH,NT,NTVEC,ZZERO,IRANK) 
C 
C ... FROM HALF TO FULL STORAGE, FOR EACH HERD, AFTER INVERTION 
LC = 0 
DO 420 I = 1,NT 
DO 400 J = 1,1 
LC = LC + 1 
XPRIX(I,J) = XPRIXH(LC) 
XPRIX(J,I) = XPRIXH(LC) 
400 CONTINUE 
420 CONTINUE 
C ... TO BUILD W = X(X'RIX)'X' USING HALF-STORAGE 
C ... W FOR THE 1ST. COW 
NTC = NTRT(l) 
LL — 0 
DO 460 I = 1,NTC 
DO 440 J = 1,1 
LL — LL + 1 
W(LL) = XPRIX(I,J) 
440 CONTINUE 
460 CONTINUE 
C ... AND W FOR THE REMAINING COWS 
NROW = NTC 
DO 560 IR = 2,NC0W 
NTC = NTRT(IR) 
IROD = IR - 1 
DO 540 I = 1,NTC 
DO 500 IRl = 1,IR0D 
NTCl = NTRT(IRl) 
DO 480 J = 1,NTC1 
LL = LL + 1 
W(LL) = XPRIX<I,J) 
480 CONTINUE 
500 CONTINUE 
DO 520 M = 1,1 
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LL — LL + X 
W(LL) = XPRIX(I,M) 
520 CONTINUE 
540 CONTINUE 
NROW = NROW + NTC 
560 CONTINUE 
C 
C ... PRE AND POS-MULTIPLICATION OF RI*W*RI= RWR = S, AND S = RI-S... 
C 
IROW = 0 
LC = 0 
DO 720 IR = 1,NC0W 
NTC = NTRT(IR) 
ISIZE = LOCK(NTC) 
DO 610 I = 1,NTC 
DO 600 J = 1,NTC 
VAREC(I,J) = VARE(ISIZE) 
ISIZE = ISIZE + 1 
600 CONTINUE 
610 CONTINUE 
DO 670 I = 1,NTC 
II = IROW + I 
DO 640 K = 1,NTC 
SUM = O.DO 
K1 = IROW + K 
DO 620 J = 1,NTC 
L = IROW + J 
SUM = SUM + VAREC(I,J) * W(LTMSSF(L,K1)) 
620 CONTINUE 
DO 630 M = I,NTC 
Ml = IROW + M 
INDEX = IHMSSF(II,Ml,NROW) 
S(INDEX) = S(INDEX) - SUM * VAREC(K,M) 
630 CONTINUE 
640 CONTINUE 
IVW = IROW + NTC + 1 
DO 660 KW = IVW,NROW 
SUM = O.DO 
DO 650 J1 = 1,NTC 
L = IROW + J1 
SUM = SUM + VAREC(I,J1)*W(LTMSSF(L,KW)) 
650 CONTINUE 
C(IHMSSF(I1,KW,NROW)) = SUM 
660 CONTINUE 
670 CONTINUE 
IF(IROW.GT.O) THEN 
DO 700 I = 1,IR0W 
DO 690 K = 1,NTC 
K1 = IROW + K 
SUM = O.DO 
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DO 680 J = 1,NTC 
J1 = IROW + J 
SUM = SUM + C(IHMSSF(I,J1,NR0W))*VAREC(J,K) 
680 CONTINUE 
S(IHMSSF(I,K1,NR0W)) = - SUM 
690 CONTINUE 
700 CONTINUE 
END IF 
C CALC. OF S = RI - S 
DO 710 I = 1,NTC 
L = IROW + I 
DO 705 J = I,NTC 
K = IROW + J 
INDEX = IHMSSF(L,K,NROW) 
S(INDEX) = VAREC(I,J) + S(INDEX) 
TRS(I,J)=TRS(I,J)+S(INDEX) 
TRS(J,I)=TRS(I,J) 
705 CONTINUE 
710 CONTINUE 
IROW = IROW + NTC 
720 CONTINUE 
C 
C TO SORT THE Z-MATRIX 
CALL SORT(IZROW,IZCOL,IREC) 
C TO PRINT HERD-NO.,IREC,NCOW, AND NTRT ON DISK 
WRITE(12) HRD,IREC,NCOW,(NTRT(I),I=1,NC0W) 
C FORM AND PRINT NZR,Z'S,Z'SZH,Z'SYH - FULL STORAGE 
IDS = 0 
NZR = 0 
DO 774 I = 1,IREC 
SUM = O.DO 
ISR = IZROW(I) 
IZR = IZCOL(I) 
IF(IDS.EQ.IZR) GO TO 771 
NZR = NZR + 1 
IZSR(NZR) = IZR 
771 IDS = IZR 
DO 772 J = 1,IREC 
SUM = SUM + S(IHMSSF(I,J,NROW)) * Y(J) 
J1 = IZROW(J) 
J2 = IZCOL(J) 
INDEX = IHMSSF(ISR,J,NROW) 
ZPS(NZR,J) = ZPS(NZR,J) + S(INDEX) 
ZSY(IZR) = ZSY(IZR) + S(INDEX) * Y(J) 
IF(J2.GT.IZR) GO TO 772 
IZRJ2 = (IZR*(IZR-l))/2 + J2 
LHS(IZRJ2) = LHS(IZRJ2) + S(IHMSSF(ISR, J1,NR0W)) 
772 CONTINUE 
SY(I) = SUM 
774 CONTINUE 
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WRITE(12) NZR 
DO 776 I = 1,NZR 
WRITE(12) IZSR(I),(ZPS(I,L),L = 1,IREC) 
IZSR(I) = G 
776 CONTINUE 
WRITE(12) (SY(I),I=1,IREC) 
IF(NSHYS.LT.2) THEN 
WRITE(6,777) HRD,NSHYS 
777 FORMATCO',T10,'HERD-YEAR-SEAS0MM9, • HAS ',19,' SIRES',//) 
END IF 
C 
IF(IEOF.EQ.l) GO TO 899 
C 
C IF IT IS NOT THE END OF THE DATA INITIALIZE 
C A NEW HERD AND CALCULATIONS START OVER AGAIN 
C FOR A NEW HERD 
C 
DO 780 I = 1,IREC 
IZROW(I) = 0 
IZCOL(I) = 0 
Yd) = O.DO 
DO 779 J = 1,NZR 
ZPS(J,I) = O.DO 
779 CONTINUE 
780 CONTINUE 
HRD = HERD 
NSHYS = 0 
IREC = 0 
NCOW = 1 
DO 790 I = 1,NT 
DO 785 J = 1,NT 
XPRIX(I,J) = O.DO 
785 CONTINUE 
790 CONTINUE 
DO 800 I = 1,LEN 
XPRIXH(I) = O.DO 
800 CONTINUE 
DO 810 I = 1,MAXC0W 
NTRT(I) = 0 
810 CONTINUE 
DO 820 I = 1,LENMAX 
W(I) = O.DO 
C(I) = O.DO 
S(I) = O.DO 
820 CONTINUE 
IF(IDSIRE.EQ.LSIRE) GO TO 165 
GO TO 160 
C ********************************** 
C  *  E N D  O F  D A T A  *  
C ********************************** 
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899 CONTINUE 
C ... TO CALC. THE #SIRES PRESENT WITH DAUGHTERS, #PROGENIES/SIRE AND 
C #FILLED SUBCLASSES 
DO 910 I = 1,NS 
IF(LISTPR(I).NE.O) NUSIRE = NUSIRE + 1 
SUBCLA = SUBCLA + LISTHD(I) 
910 CONTINUE 
C ... ADDITION OF GENETIC VARIANCE TO Z'SZ(LOWER HALF-STORAGE)= LHS 
DO 960 I = 1,NT 
DO 950 IDS = 1,NS 
IZR = NS*(I-1)+IDS 
DO 940 J = 1,1 
IZC = NS*(J-1)+IDS 
IZRIZC = (IZR*(IZR-l))/2 + IZC 
LHS(IZRIZC) = LHS(IZRIZC) + TI(I,J) 
940 CONTINUE 
950 CONTINUE 
960 CONTINUE 
C ... TO INVERT THE LHS, AND CALC. SIRE SOLUTIONS (ETA'S) 
CALL DLNVHF(LHS,NSNT,LHVEC,ZZERO,IRANK) 
DO 990 I = 1,NSNT 
DO 980 J = 1,NSNT 
SOLS(I) = SOLS(I) + LHS(LTMSSF(I,J)) * ZSY(J) 
980 CONTINUE 
990 CONTINUE 
C ... SECOND-PART PROGRAM, READ VALUES RECORDED & CALC. TRACES 
REWIND 12 
NCTOT = 0 
NRTOT = 0 
DO 1100 IHERD = 1,NHRD 
READ(12) HRD,IREC,NCOW,(NTRT(I),I=1,NC0W) 
READ(12) NZR 
DO 1000 I = 1,NZR 
READ(12) IZSR(I),(ZPS(I,J),J=1,IREC) 
1000 CONTINUE 
C ... FORM SZC, TR(SZCZS),VK, Q AND TRM FROM EACH COW 
READ(12) (SY(I),I=1,IREC) 
IC = 0 
DO 1080 I = 1,NC0W 
NTC = NTRT(I) 
DO 1045 J = 1,NTC 
Jl= IC + J 
SZU = O.DO 
DO 1015 K = 1,NZR 
SUM = O.DO 
SZU = SZU + ZPS(K,J1) * SOLS(IZSR(K)) 
DO 1005 L = 1,NZR 
SUM = SUM+ZPS(L,J1)*LHS(LTMSSF(IZSR( 
* L),IZSR(K))) 
1005 CONTINUE 
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C ... TO CALC.TR(SZCZS) DIRECTLY 
DO 1010 M = 1,NTC 
Ml = IC + M 
SZCZS(J,M)=SZCZS(J,M)+SUM*ZPS(K,M1) 
1010 CONTINUE 
1015 CONTINUE 
VK(J) = SY(Jl) - SZU 
DO 1020 J2 = 1,J 
Q(J,J2)=Q(J,J2)+VK(J)*VK(J2) 
Q(J2,J)=Q(J,J2) 
1020 CONTINUE 
DO 1040 K = 1,NSNT 
SUM = O.DO 
DO 1030 L = 1,NZR 
SUM = SUM+ZPS(L,J1)*LHS(LTMSSF(IZSR( 
L),K)) 
1030 CONTINUE 
SZC(J,K) = SUM 
1040 CONTINUE 
1045 CONTINUE 
C ... ... TO FORM TRM(MN)(KL) 
DO 1070 M = 1,NTC 
DO 1065 N = 1,NTC 
MN = IHMSSF(M,N,NT) 
DO 1060 K = 1,NT 
DO 1055 L = K,NT 
KL = IHMSSF(K,L,NT) 
KLD = 0 
IF(K.EQ.L) KLD = 1 
ADTA = (l-KLD/2.) 
SUMS = O.DO 
DO 1050 J = 1,NS 
LKJ = NS*(K-1)+J 
LLJ = NS*(L-1)+J 
SUMS = SUMS + SZC(M,LLJ) 
* * SZC(N,LKJ) 
* +SZC(M,LKJ)*SZC(N,LLJ) 
1050 CONTINUE 
TRM(MN,KL)=TRM(MN,KL)+ADTA*SUMS 
1055 CONTINUE 
1060 CONTINUE 
1065 CONTINUE 
1070 CONTINUE 
IC = IC + NTC 
1080 CONTINUE 
NCTOT = NCTOT + NCOW 
NRTOT = NRTOT + IREC 
1100 CONTINUE 
C ... TO FORM (F+Q) DIRECTLY 
DO 1120 I = 1,NT 
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DO 1110 J = 1,NT 
FQ(I,J) = Q(I,J) + NTRACE(I,J) - TRS(I,J) + SZCZS(I,J) 
1110 CONTINUE 
1120 CONTINUE 
C ... PRE AND POS-MULTIPLICATION BY ERR-VAR 
DO 1160 I = 1,NT 
DO 1150 K = 1,NT 
SUM = O.DO 
DO 1130 J = 1,NT 
SUM = SUM + ERR(I,J) * FQ(J,K) 
1130 CONTINUE 
DO 1140 M = 1,NT 
EHAT(I,M) = EHAT(I,M) + SUM * ERR(K,M) 
1140 CONTINUE 
1150 CONTINUE 
1160 CONTINUE 
IF(MISSTR.EQ.O) GO TO 1169 
C ... ADD "K22 = Ml * E22.1 = EK22", AND DIVIDE EHAT BY NCTOT 
Ml = 21 
E221 = ERR(2,2) - ERR(1,2) * (1/ERR(1,1)) * ERR(1,2) 
EK22 = Ml * E221 
EHAT(2,2) = EHAT(2,2) + EK22 
1169 CONTINUE 
DO 1180 I = 1,NT 
DO 1170 J = 1,NT 
EHAT(I,J) = EHAT(I,J)/NCTOT 
VAREC(I,J) = EHAT(I,J) 
1170 CONTINUE 
118.0 CONTINUE 
C ... EHAT FROM FULL TO HALF-STORAGE (UPPER TRINGULAR) 
LDE = 0 
DO 1190 I = 1,NT 
DO 1185 J = I,NT 
LDE = LDE + 1 
EHATH(LDE) = EHAT(I,J) 
1185 CONTINUE 
1190 CONTINUE 
C ... QUADRATIC FORMS FOR BETWEEN-SIRE COMP 
C ... NO RELATIONSHIP TO FORM H = Ui'Uj AND tr(C) 
LC = 0 
DO 1220 I = 1,NT 
DO 1210 K = 1,1 
SUM = O.DO 
SUMC = O.DO 
DO 1200 J = 1,NS 
IJ = NS * (I-l) + J 
KJ = NS * (K-1) + J 
SUM = SUM + SOLS(IJ) * SOLS(KJ) 
IJKJ = (IJ*(IJ-l))/2 + KJ 
SUMC = SUMC + LHS(IJKJ) 
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1200 CONTINUE 
LC = LC + 1 
H(LC) = SUM 
TRC(LC) = SUMC 
1210 CONTINUE 
1220 CONTINUE 
C ... TI * H * TI GIVING DSH = HALF-STORAGE MATRIX 
DO 1260 I = 1,NT 
DO 1250 K = 1,NT 
SUM= O.DO 
DO 1230 J = 1,NT 
JK = LTMSSF(J,K) 
SUM = SUM + TI(I,J) * H(JK) 
1230 CONTINUE 
DO 1240 M = I,NT 
IMD = 0 
IF(I.EQ.M) IMD = 1 
IM = - (I * (I-l))/2 + NT*(I-1) + M 
DSH(IM) = DSH(IM) + (2-IMD) * SUM * TI(K,M) 
1240 CONTINUE 
1250 CONTINUE 
1260 CONTINUE 
C ... CALC. THE tr(Cij Ckl) 
LC = 0 
DO 1310 I = 1,NT 
DO 1300 J = I,NT 
DO 1290 K = 1,1 
LMAX = NT 
IF(I.EQ.K) LMAX = J 
DO 1280 L = K,LMAX 
SUM = O.DO 
DO 1270 M = 1,NS 
IM = NS*(I-1)+M 
LM = NS*(L-1)+M 
DO 1265 N = 1,NS 
JN = NS*(J-1)+N 
KN = NS*(K-1)+N 
SUM= SUM + LHS(LTMSSF(IM,JN)) * LHS(LTMSSF(KN,LM)) 
1265 CONTINUE 
1270 CONTINUE 
LC = LC + 1 
TRCC(LC) = SUM 
1280 CONTINUE 
1290 CONTINUE 
1300 CONTINUE 
1310 CONTINUE 
C ... TO CALC. THE tr(Uij Ukl) 
LC = 0 
DO 1390 I = 1,NT 
DO 1380 J = I,NT 
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DO 1370 K = 1,1 
LMAX = NT 
IF(I.EQ.K) LMAX = J 
DO 1360 L = K,LMAX 
PTRC = O.DO 
PTRCC =0.00 
DO 1350 M = 1,NT 
DO 1340 N = 1,NT 
MN = LTMSSF(M,N) 
PTRC = PTRC + (TI(I,J)*TI(K,M)*TI(L,N)+ 
* TI(K,L)*TI(I,M)*TI(J,N)) * TRC(MN) 
IR = IHMSSF(M,N,NT) 
DO 1330 Ml = 1,NT 
DO 1320 N1 = 1,NT 
IC = IHMSSF(M1,N1,NT) 
PTRCC =PTRCC+TI(I,M)*TI(J,N)*TI(K,Ml) 
* *TI(L,N1)*TRCC(LTMSSF(IR,IC)) 
1320 CONTINUE 
1330 CONTINUE 
1340 CONTINUE 
1350 CONTINUE 
LC = LC + 1 
TRUU(LC) = TI(I,J)*TI(K,L)*NS - PTRC + PTRCC 
1360 CONTINUE 
1370 CONTINUE 
1380 CONTINUE 
1390 CONTINUE 
C  . . .  T O  F O R M  B S S  A F T E R  G E T T I N G  T R U U  
LC = 0 
DO 1430 I = 1,NT 
DO 1420 J = I,NT 
IDl = 0 
IF(I.EQ.J) IDl = 1 
D O  1 4 1 0  K  =  1 , 1  
KNT = - (K*(K-l))/2 + NT*(K-1) 
KI = KNT + I 
KJ = KNT + J 
LMAX = NT 
IF(I.EQ.K) LMAX = J 
DO 1400 L = K,LMAX 
LC = LC + 1 
ID2 = 0 
IF(K.EQ.L) ID2 = 1 
LJ = IHMSSF(L,J,NT) 
LI = IHMSSF(L,I,NT) 
KILJ = (LJ*(LJ-l))/2 + KI 
BSSH(LC) = 2 * (l-IDl/2.) * (1-ID2/2.) * 
* (TRUU(KILJ) + TRUU(LTMSSF(KJ,LI))) 
1400 CONTINUE 
1410 CONTINUE 
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1420 CONTINUE 
1430 CONTINUE 
C  . . .  T O  C A L C .  H ( M N ) ( I J )  A N D  B S W ( I J ) ( K L )  
HMNIJ = O.DO 
DO 1635 I = 1,NT 
DO 1630 J = I,NT 
IJ = IHMSSF(I,J,NT) 
IJD = 0 
IF(I.EQ.J) IJD = 1 
DO 1625 K = 1,NT 
DO 1620 L = K,NT 
KL = IHMSSF(K,L,NT) 
SUM = O.DO 
DO 1615 M = 1,NT 
DO 1610 N = M,NT 
MN = IHMSSF(M,N,NT) 
HMNIJ = (1-IJD/2.)*(TI(I,M)*TI(J,N) 
* + TI(I,N)*TI(J,M)) 
SUM = SUM + HMNIJ*TRM(KL,MN) 
1610 CONTINUE 
1615 CONTINUE 
BSW(IJ,KL) = SUM 
1620 CONTINUE 
1625 CONTINUE 
1630 CONTINUE 
1635 CONTINUE 
C  . . .  T O  I N V E R T  B S S H  
CALL DLNVHF(BSSH,LEN,LHVEC,ZZERO,IRANK) 
C  . . .  C A L C .  O F  B E T W E E N - S I R E  V A R .  ( U P P E R  H A L F - S T O R A G E )  
DO 1745 I = 1,LEN 
SUM = O.DO 
DO 1735 J = 1,LEN 
SUM = SUM + BSW(I,J) * EHATH(J) 
1735 CONTINUE 
DO 1740 K = 1,LEN 
SHATH(K) = SHATH(K) + BSSH(LTMSSF(K,I)) * (DSH(I)-SUM) 
1740 CONTINUE 
1745 CONTINUE 
C  . . .  S H A T H  F R O M  U P P E R - H A L F  T O  S H A T ( F U L L - S T O R A G E )  
DO 1760 I = 1,NT 
DO 1755 J = 1,NT 
SHAT(I,J) = SHATH(IHMSSF(I,J,NT)) 
1755 CONTINUE 
1760 CONTINUE 
IF(COVOUT.EQ.O.) GO TO 1774 
C  . . .  P R I N T  ( C O ) V A R I A N C E  R E S U L T S  I N  E X T E R N A L  F I L E S  
ITERAT = ISTART + IROUND - 1 
WRITE(15,1772) ITERAT,(EHAT(I,I),1=1,NT) 
1772 FORMAT(' ',15,4F16.8,/,(6X,4F16.8)) 
WRITE(16,1772) ITERAT,((EHAT(I,J-1),J=2,I),1=2,NT) 
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WRITE(17,1772) ITERAT,(SHAT(I,I),I=1,NT) 
WRITE(18,1772) ITERAT,((SHAT(I,J-1),J=2,I),1=2,NT) 
1774 WRITE(6,1775) IROUND 
1775 FORMAT('0',T3/RESULTS AFTER ',14,' ROUNDS:',/,T3,27('='),//) 
PRINT 1780 
1780 FORMAT('0',T3,'EHAT = ERROR VAR.-COVAR. MATRIX 
T3,33C-'),//) 
WRITE(6,*) EHATH 
PRINT 1782 
1782 FORMATCO' ,T3, 'SHAT = BET.-SIRE VAR.-COVAR. MATRIX 
T3,37C-'),//) 
WRITE(6,*) SHATH 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
ISING = 0 
DO 1792 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
ISING = 1 
PRINT 1 
PRINT 1791 
1791 FORMAT('0',T3,'ERROR VAR.-MATRIX APPROACHING SINGULARITY',/ 
*,T3,'EIGENVALUES ARE :',/) 
PRINT *,EIGVAL 
END IF 
1792 CONTINUE 
CALL ZER0(EIGVAL,NT*8) 
CALL ZERO(VAREC,NT*NT*8) 
DO 1794 I = 1,NT 
DO 1793 J = 1,NT 
VAREC(I,J) = SHATH(IHMSSF(I,J,NT)) 
1793 CONTINUE 
1794 CONTINUE 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
DO 1796 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
ISING = 1 
PRINT 1 
PRINT 1795 
1795 FORMATCO',T3,'SIRE VAR.-MATRIX APPROACHING SINGULARITY',/, 
*'EIGENVALUES ARE :',/) 
PRINT *,EIGVAL 
END IF 
1796 CONTINUE 
CALL ZER0(EIGVAL,NT*8) 
CALL ZERO(VAREC,NT*NT* 8) 
C  . . .  M A K E  V A R I A N C E S  P O S I T I V E  I F  T H E Y  A R E  < =  0  
NRLT3 = 0 
NRGT3 = 0 
DO 1798 I = 1,NT 
JJ = - (I*(I-3))/2 + NT*(I-1) 
IF(EHATH(JJ).LT.O.DO) THEN 
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PRINT 1784 
1784 FORMATC'0','STOP PROGRAM DUE TO NEG. VAR.') 
GO TO 3000 
END IF 
RATIO = EHATH(JJ)/SHATH(JJ) 
IF(RATIO.LT.3.DO) THEN 
NRLT3 = NRLT3 + 1 
SHATH(JJ) = EHATH(JJ) / 399999.DO 
END IF 
IF(RATIO.GT.399999.DO) THEN 
NRGT3 = NRGT3 + 1 
SHATH(JJ) = EHATH(JJ) / 3.DO 
END IF 
1798 CONTINUE 
WRITE(6,1799) NRLT3,NRGT3 
1799 FORMAT('0',T3,'NRLT3 =',I4,T15,'NRGTS =',I4,//) 
C  . . .  C H E C K  F O R  C O N V E R G E N C E  O N  B E T W E E N  S I R E  C O M P O N E N T  (  S H A T  )  
ICONV = 1 
DO 1810 I = 1,NT 
DO 1800 J = I,NT 
IJ = - (I*(I-l))/2 + NT*(I-1) + J 
DIFF = (SHATH(IJ) - TVAR(I,J)) / DSQRT(TVAR(I,I) 
* TVAR(J,J)) 
IF(DABS(DIFF).GT.0.00001DO) ICONV = 0 
1800 CONTINUE 
1810 CONTINUE 
IF(ICONV.EQ.l) GO TO 1818 
IF(ISING.EQ.l) THEN 
WRITE(6,1816) IROUND 
GO TO 1914 
END IF 
C REPLACE PRIOR VALUES 
DO 1813 I = 1,NT 
DO 1812 J = 1,NT 
ERR(I,J) = EHAT(I,J) 
TVAR(I,J) = SHATH(IHMSSF(I,J,NT)) 
1812 CONTINUE 
1813 CONTINUE 
REWIND 10 
REWIND 12 
1815 CONTINUE 
C ********************************** 
C * END OF ITERATION * 
C ********************************** 
WRITE(6,1816) MAXIT 
1816 FORMATC1',T20,'CONVERGENCE CRITERION NOT MET AFTER',14, 
*' ROUNDS:',/,T20,46('#'),///) 
GO TO 1914 
1818 CONTINUE 
PRINT 1910 
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1910 F0RMAT('1',///,T38,' FINAL RESULT S',/,T20,80(, 
V//) 
WRITE(6,1913) IROUND 
1913 FORMAT('0',T3,'CONVERGENCE CRITERION MET AFTER',14,' ROUND(S):', 
V,T3,46(' = '),//) 
1914 CONTINUE 
IF(SOLOUT.EQ.O.) GO TO 1922 
PRINT 1915 
1915 FORMAT('0',T3,'OBSERVATION, SIRE-ID AND SOLUTIONS BY TRAIT:',/, 
*T3,46('-'),/) 
DO 1920 I = 1,NS 
WRITE(6,*) I,LISTBU(I),(S0LS(NS*(J-1)+I),J=1,NT) 
1920 CONTINUE 
1922 IF(LSTOUT.EQ.O) GO TO 1924 
PRINT 1916 
1916 FORMAT('0',T3,'OBSERVATION, SIRE-ID, #PROGENIES, #HYS, 
*#PRED.ERR.VAR./TRAIT:',/,T3,69('-'),//) 
DO 1923 I = 1,NS 
WRITE(6,*) I,LISTBU(I),LISTPR(I),LISTHD(I),(LHS((NS*(J-1)+I 
*)*(NS*(J-1)+I+1)/2),J=1,NT) 
1923 CONTINUE 
1924 IF(TRAOUT.EQ.O.) GO TO 1991 
PRINT 1925 
1925 FORMAT('0',T3,'N = TRACES THROUGH OUT HERDS :',/,T3,30('-'),//) 
WRITE(6,*) NTRACE 
PRINT 1930 
1930 FORMATCO',T3,'TRACE OF(SZCZS) ; ' ,/,T3,17('-'),//) 
WRITE(6,*) SZCZS 
PRINT 1935 
1935 FORMATCO',T3,'TRACE OF(S) : ' ,/,T3,13C-') ,//) 
WRITE(6,*) TRS 
PRINT 1940 
1940 FORMATCO',T3, 'Q = QUADRATIC VALUES FOR ERROR TERM :',/,T3, 
*37C-'),//) 
WRITE(6,*) Q 
PRINT 1945 
1945 FORMATCO',T3,'TRACES OF M (M,N)(K,L) : ' ,/,T3,24C-'),//) 
WRITE(6,*) TRM 
PRINT 1950 
1950 FORMATCO',T3,'FQ = SUM OF "F+Q" : ' ,/,T3,19C-'),//) 
WRITE(6,*) FQ 
PRINT 1955 
1955 FORMATCO',T3,'H = U(I)*U(J) VALUES FOR BETWEEN-SIRE :', 
/,T3,40('-'),//) 
WRITE(6,*) H 
PRINT 1960 
1960 FORMATCO',T3, 'DS = TI*H*TI = QUADRATICS FOR BET.-SIRE: ',/, 
*T3,40C-'),//) 
WRITE(6,*) DSH 
PRINT 1965 
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1965 FORMAT('0',T3,'TRC = TRACE OF(LHS-INVERSE)(I,J) 
T3,34('-'),//) 
WRITE(6,*) TRC 
PRINT 1970 
1970 FORMAT('0',T3,'TRCC = TRACE 0F[ C(I,J).C(K,L) ] 
T3,34('-'),//) 
WRITE(6,*) TRCC 
PRINT 1975 
1975 FORMATCO',T3,'TRUU = TRACE 0F[ U(I,J).U(K,L) ] 
T3,34('-'),//) 
WRITE(6,*) TRUU 
PRINT 1980 
1980 FORMAT('0',T3,'BSS ELEMENTS OF (20) :',/,T3,22('-'),//) 
WRITE(6,*) BSSH 
PRINT 1985 
1985 FORMAT('0',T3,'BSW ELEMENTS OF (21) :',/,T3,22('-'),//) 
DO 1990 I = 1,LEN 
WRITE(6,*) (BSW(I,J),J=1,LEN) 
1990 CONTINUE 
1991 PRINT 1992 
1992 F0RMAT('0',T3,'EHAT = ERROR VAR.-COVAR. MATRIX 
T3,33('-'),//) 
WRITE(6,*) EHATH 
PRINT 1994 
1994 F0RMAT('0',T3,'SHAT = BET.-SIRE VAR.-COVAR. MATRIX 
T3,37('-'),//) 
WRITE(6,*) SHATH 
C  . . .  C A L C .  O F  H E R I T A B I L I T I E S  
PRINT 1 
DO 2010 I = 1,NT 
J = - (I*(I-3))/2 + NT*(I-1) 
HERITA = 4 * SHATH(J)/(SHATH(J)+EHAT(I,I)) 
WRITE(6,2000) I,HERITA 
2000 F0RMAT('0*,10X,'HERITABILITY OF TRAIT(',13,' ) IS = ',F10.8) 
2010 CONTINUE 
C  . . .  C A L C .  O F  G E N E T I C , E R R O R  A N D  P H E N O T Y P I C  C O R R E L A T I O N S  
DO 2050 I = 2,NT 
L = I - 1 
II = - (I*(I-3))/2 + NT*(I-1) 
DO 2040 J = 1,L 
IJ = - (J*(J-l))/2 + NT*(J-1) + I 
JJ = - (J*(J-3))/2 + NT*(J-1) 
GCORR = SHATH(IJ)/(DSQRT(SHATH(II)) * DSQRT(SHATH(JJ))) 
WRITE(6,2020) I,J,GCORR 
2020 FORMAT('0',10X,'GEN.CORREL. BETWEEN',13,' AND ',13, 
* ' IS = ',F10.5) 
ECORR = EHAT(I,J)/(DSQRT(EHAT(I,I)*EHAT(J,J))) 
WRITE(6,2025) I,J,ECORR 
2025 FORMAT('0',10X,'ERR.CORREL. BETWEEN13,' AND ',13, 
* ' IS = ',F10.5) 
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PCORR = (EHAT(I,J)+SHATH(IJ)) / (DSQRT(EHAT(I,I) + 
* SHATH(II)) * DSQRT(EHAT(J,J) + SHATH(JJ))) 
WRITE(6,2030) I,J,PCORR 
2030 FORMAT('0',10X,'PHE.CORREL. BETWEEN",13,' AND ',13, 
* • IS = •,F10.5) 
2040 CONTINUE 
2050 CONTINUE 
WRITE(6,2060) NCTOT,NRTOT 
2060 FORMAT(/////,T3,'TOTAL #COWS =',I8,' , TOTAL #RECORDS =', 
WRITE(6,2070) NUSIRE,NHRD,SUBCLA 
2070 F0RMAT(//,T3,'#SIRES WITH DAUG.=',18,' , TOTAL #HYS =',IS, 
*#FILLED SUBCLASSES =',I8) 
C  . . .  W R I T E  T H E  N E W  E S T I M A T E S  O F  E R R O R  A N D  G E N E T I C - V A R .  O N  " F T 1 4 "  
REWIND 14 
DO 2250 I = 1,NT 
DO 2240 J = 1,NT 
WRITE(14,2235) EHAT(I,J) 
2235 FORMAT(D25.17) 
2240 CONTINUE 
2250 CONTINUE 
DO 2270 I = 1,NT 
DO 2260 J = 1,NT 
IJ = IHMSSF(I,J,NT) 
WRITE(14,2235) SHATH(IJ) 
2260 CONTINUE 
2270 CONTINUE 
3000 STOP 
END 
//GO.FT05F001 DD DSN=J.14854.SIRE10,UNIT=DISK,DISP=(OLD,KEEP) 
//GO.FTlOFOOl DD DSN=J.I4854.JVDATA(UNBDEL),DISP=OLD,LABEL=(,,,IN) 
//GO.FT12F001 DD DSN=J.14854.JVTEMP,UNIT=SCRTCH,DISP=(NEW,DELETE), 
// SPACE=(TRK,(20,10),RLSE),DCB=(RECFM=VBS,LRECL=440,BLKSIZE=17604) 
//GO.FT09F001 DD DSN=J.14854.PRI0RS(UNB2P),DISP=OLD,LABEL=(,,,IN) 
//GO.FT14F001 DD DSN=J.14854.PRI016(P004),DISP=OLD, 
// SPACE=(TRK,(2,2,4),RLSE) 
//GO.FT15F001 DD DSN=J.14854.EVAR304,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
//GO.FT16F001 DD DSN=J.14854.ECOV304,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
//GO.FT17F001 DD DSN=J.I4854.SVAR304,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
//GO.FT18F001 DD DSN=J.14854.SCOV304,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
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Source Code for EMl and EM2 Algorithms 
//EM1EM2 JOB 
//* CHECKPOINT=YES 
//STl EXEC FORTVCLG,TIME.G0=3,REGION.GO=512K,FVPOPT=2, 
// LIB3='B.U4018.AGSLIB' 
//FORT.SYSIN DD * 
PARAMETER (NT=2,NS=10,LEN=3,LEN1=6,NSNT=20,NSNT1=210) 
PARAMETER (MAXC0W=18,MAXREC=36,LENMAX=666,MAXNZR=12) 
PARAMETER (LC0MB=6,MAXIT=70,METH0D=1) 
PARAMETER (SOLOUT=0.,TRAOUT=0.,LST0UT=0,RELATD=0.,ISTART=1) 
PARAMETER (MISSTR=1,COVOUT=0.) 
REAL*8 CONV/O.OOIDO/ 
INTEGER LIST(NT),NTVEC(NT),LISTBU(NS),LHVEC(NSNT),IZSR(MAXNZR) 
INTEGER LISTPR(NS),LISTHD(NS),SUBCLA 
INTEGER NTRT(MAXCOW),IZCOL(MAXREC),IZROW(MAXREC) 
INTEGER HRD,HERD,YS,IRANK/0/ 
REAL * 8 SUM,SZU,SUMC,RESULT,COVL,COVH 
REAL*8 E221,EK22 
REAL*8 HERITA,GCORR,ECORR,PCORR,DIFF 
REAL*8 TRT(NT),VK(NT),EIGVAL(NT) 
REAL*8 XPRIX(NT,NT),VAREC(NT,NT),NTRACE(NT,NT),Q(NT,NT),FQ(NT,NT) 
REAL*8 SZCZS(NT,NT),TRS(NT,NT),EHAT(NT,NT),SHAT(NT,NT),TI(NT,NT) 
REAL * 8 SOL S(NSNT),ZSY(NSNT),LHS(NSNTl) 
REAL * 8 SHATH(LEN),EHATH(LEN),TRC(LEN) 
REAL*8 H(LEN),XPRIXH(LEN),ERRC(LEN) 
REAL * 8 Y(MAXREC),SY(MAXREC),ZPS(MAXNZR,MAXREC) 
REAL*8 C(LENMAX),S(LENMAX),M(LENMAX) 
REAL*8 VARE(LCOMB) 
REAL*8 ERR(NT,NT) 
REAL*8 TVAR(NT,NT) 
REAL*8 RATIO 
REAL*8 XTRT 
INTEGER L0CK(2) 
DATA LOCK/1,3/ 
C ****************«*****#*********.*************.***.************** 
C * 
C * PROGRAM DEVELOPED BY "JOSE VALENTE" BASED ON THE 
C * PAPER BY MEYER, K. 1986. BETWEEN ALGORITHMS : 
C * A "SHORT CUT" RESTRICTED MAXIMUM LIKELIHOOD 
C * PROCEDURE TO ESTIMATE VARIANCE COMPONENTS. 
C * J.DAIRY SCI. 69: 1904-1916 FOR THE WITHIN COMPONENTS; 
C * AND HENDERSON, C. R. 1984. APPLICATIONS OF LINEAR 
C * MODELS IN ANIMAL BREEDING. UNIV. GUELPH, GUELPH, ONT. 
C * FOR THE BETWEEN SIRE COMPONENTS. 
C * 
C ***************************************************************** 
C * INPUT/OUTPUT UNITS * 
C * 5 = LIST OF SIRES (INPUT) * 
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C * 9 = PRIOR VALUES FOR ERROR AND SIRE VARIANCES (INPUT) * 
C * 10 = DATA SET, SORTED BY HYS AND SIRE (INPUT) * 
C * 11 = COEFFICIENTS OF THE RELATIONSHIP INVERSE (INPUT) * 
C * 12 = EXTERNAL UNIT TO STORE TEMPORARY VALUES (I/O) * 
C * 14 = TO STORE FINAL ELEMENTS OF ERROR AND SIRE VAR. (I/O)* 
C * 15 = TO STORE ERROR VARIANCES. OF EACH ITERATION (OUTPUT) * 
C * 16 = " " COVARIANCES " " " " * 
C * 17 = " " SIRE VARIANCES " " " " * 
C * 18 = " " " COVARIANCES " " " " * 
C a*******************#********************************************* 
C * PARAMETERS TO BE SUPPLYED * 
C * NS IS THE NUMBER OF SIRES * 
C * NT IS THE NUMBER OF TRAITS * 
C * LEN = NT*(NT+l)/2 IS THE LENGTH OF ONE-DIMENSIONAL * 
C * ARRAY OF A HALF-STORED MATRIX * 
C * LENl = LEN*(LEN+l)/2 * 
C * NSNT = NS * NT * 
C * NSNTl = NSNT*(NSNT+l)/2 * 
C * MAXCOW = MAXIMUM NUMBER OF COWS/HERD OR/HYS * 
C * MAXREC = MAXCOW * NT * 
C * LENMAX = MAXREC*(MAXREC+l)/2 * 
C * MAXSIR = MAXIMUM NUMBER OF SIRES PER HERD OR/HYS * 
C * MAXNZR = MAXSIR * NT * 
C * LCOMB = TOTAL LENGTH NECESSARY TO STORE ALL ELEMENTS OF * 
C * ALL COMBINATIONS ( NCOMB ) AMONG TRAITS . * 
C  *  N C O M B  = 2  * *  N T  -  1 ,  I S  T H E  N U M B E R  O F  C O M B I N A T I O N S  *  
C * CONV = CONVERGENCE DIFFERENCE TO BE USED, EXAMPLE * 
C * 0.001, OR 0.0001, OR 0.00001, ETC. * 
C . ****************************************************************** 
C * OPTIONS FOR THE PROGRAM * 
C * * 
C * METHOD = 1 MEANS "EMI" FORMULA WILL BE USED * 
C * =2 MEANS "EM2" FORMULA WILL BE USED * 
C * SOLOUT = 0. MEANS NO OUTPUT OF SIRE SOLUTIONS (ETA'S) * 
C  *  = 1 .  M E A N S  O U T P U T  O N  P A P E R  *  
C * TRAOUT = 0. MEANS NO OUTPUT OF TRACES AND QUADRATICS * 
C  *  = 1 .  M E A N S  O U T P U T  O N  P A P E R  *  
C * LSTOUT = 0 MEANS NO OUTPUT OF STATISTICS/SIRE * 
C * =1 MEANS OUTPUT ON PAPER OF #PROGENIES/SIRE, #HYS/ * 
C * SIRE , AND PRED.ERROR.VAR./TRAIT * 
C * RELATD = 0. MEANS SIRES ARE UNRELATED * 
C  *  = 1 .  M E A N S  T H A T  S I R E S  A R E  R E L A T E D  A N D  A I N V  M U S T  B E  *  
C * SUPLIED (FTllFOOl). MAKE ALL CHANGES NECESSARY * 
C * RELATIVELY TO FORMAT AND DATA SET NAME FOR AINV * 
C * MISSTR = 0 MEANS THERE IS NO TRAIT MISSING (equal data) * 
C * =1 MEANS THERE IS(ARE) MISSING TRAIT(S) AND THE * 
C * SECTION OF THE PROGRAM DEALING WITH THE COR- * 
C * -RECTION FACTOR "K" NEEDS TO BE ADAPTED. * 
C * COVOUT = 0. MEANS VAR.-COMPONENTS OF ALL ROUNDS WILL BE * 
C * PRINTED ON PAPER AND THE VALUES OF LAST ROUND * 
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C * (ONLY) WILL BE WRITTEN ON EXTERNAL FILE 'FT14' * 
C  *  = 1 .  M E A N S  A L L  R O U N D S  O F  I T E R A T I O N  O N  P A P E R  A N D  O N  *  
C * EXTERNAL FILES. 'EVAR ON FT15', 'ECOV ON FT16' * 
C * 'SVAR ON FT17','SC0V ON FT18',AND 'LAST ON FT14'* 
NCOMB = 2**NT - 1 
1 FORMAT('O') 
CALL ZER0(LISTBU,NS*4) 
CALL ZER0(ERR,NT*NT*8) 
CALL ZER0(TVAR,NT*NT*8) 
C 
C  . . .  L O O P I N G S  T O  R E A D  T H E  E R R O R - V A R I A N C E  =  E R R ( N T , N T )  A N D  . . .  
C  . . .  T H E  G E N E T I C - V A R I A N C E  =  T V A R ( N T , N T )  F R O M  " F T 0 9 F 0 0 1 "  
DO 6 I = 1,NT 
DO 5 J = 1,NT 
READ(9,*) ERR(I,J) 
VAREC(I,J) = ERR(I,J) 
5 CONTINUE 
6 CONTINUE 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
DO 3 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
PRINT 1 
PRINT 2 
2 FORMAT('0',T3,'ERROR VAR.-MATRIX IS SINGULAR',//) 
GO TO 3000 
END IF 
3 CONTINUE 
CALL ZER0(EIGVAL,NT*8) 
CALL ZER0(VAREC,NT*NT*8) 
DO 8 I = 1,NT' 
DO 7 J = 1,NT 
READO,*) TVAR(I,J) 
VAREC(I,J) = TVAR(I,J) 
7 CONTINUE 
8 CONTINUE 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
DO 13 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
PRINT 1 
PRINT 12 
12 FORMATCO',T3,'SIRE VAR.-MATRIX IS SINGULAR',//) 
GO TO 3000 
END IF 
13 CONTINUE 
C  . . .  L O O P I N G  T O  R E A D  T H E  L I S T  O F  B U L L S ( S I R E S  O F  C O W S )  
DO 20 I = 1,NS 
READ(5,10) LISTBU(I) 
10 F0RMAT(I2) 
20 CONTINUE 
121 
C *************************************************************** 
C * STARTING POINT OF EACH ROUND OF ITERARION * 
C * REMEMBER TO SUPPLY THE " MAXIT = MAXIMUM NUMBER OF ROUNDS * 
C * OF ITERATION THAT WILL BE ALLOWED * 
C *************************************************************** 
DO 1815 IROUND = 1,MAXIT 
CALL ZER0(LIST,NT*4) 
CALL ZER0(LISTPR,NS*4) 
CALL ZER0(LISTHD,NS*4) 
CALL ZERO(NTVEC,NT:*4) 
CALL ZER0(LHVEC,NSNT*4) 
CALL ZERO(IZSR,MAXNZR*4) 
CALL ZERO(NTRT,MAXCOW*4) 
CALL ZERO(IZCOL,MAXREC* 4) 
CALL ZER0(IZR0W,MAXREC*4) 
CALL ZER0(TRT,NT*8) 
CALL ZER0(VK,NT*8) 
CALL ZER0(EIGVAL,NT*8) 
CALL ZER0(XPRIX,NT*NT*8) 
CALL ZER0(VAREC,NT*NT*8) 
CALL ZERO(NTRACE,NT*NT*8) 
CALL ZER0(Q,NT*NT*8) 
CALL ZER0(FQ,NT*NT*8) 
CALL ZER0{SZCZS,NT*NT*8) 
CALL ZER0(TRS,NT*NT*8) 
CALL ZER0(EHAT,NT*NT*8) 
CALL ZER0(SHAT,NT*NT*8) 
CALL ZER0(TI,NT*NT*8) 
CALL ZER0(S0LS,NSNT*8) 
CALL ZER0(ZSY,NSNT*8) 
CALL ZER0(LHS,NSNT1*8) 
CALL ZER0(SHATH,LEN*8) 
CALL ZER0(EHATH,LEN*8) 
CALL ZER0(TRC,LEN*8) 
CALL ZER0(H,LEN*8) 
CALL ZER0(XPRIXH,LEN*8) 
CALL ZER0(ERRC,LEN*8) 
CALL ZER0(Y,MAXREC*8) 
CALL ZER0(SY,MAXREC*8) 
CALL ZER0(ZPS,MAXNZR*MAXREC*8) 
CALL ZER0(C,LENMAX*8) 
CALL ZER0(S,LENMAX*8) 
CALL ZER0(W,LENMAX*8) 
CALL ZER0(VARE,LC0MB*8) 
C 
C ... LOOP TO CALC. ALL COMBINATIONS OF ERROR VAR.-INVERSE 
INDEX = 0 
DO 45 IC = 1,NC0MB 
LIE = 0 
CALL BITMAP(LIST,NT,IC,NTP) 
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DO 42 I = 1,NTP 
J = LIST(I) 
DO 41 K = 1,1 
L = LIST(K) 
Lie = Lie + 1 
ERRe(Lie) = ERR(J,L) 
. 41 CONTINUE 
42 CONTINUE 
CALL DLNVHF(ERRC,NTP,NTVEe,ZZERO,IRANK) 
DO 44 I = 1,NTP 
DO 43 J = 1,NTP 
INDEX = INDEX + 1 
VARE(INDEX) = ERRC(LTMSSF(I,J)) 
43 CONTINUE 
44 CONTINUE 
45 CONTINUE 
... LOOPS TO INVERT TVAR GIVING == TI( FULL MATRIX ) 
IJ = 0 
DO 51 I = 1,NT 
DO SO J = 1,1 
IJ = IJ + 1 
ERRC(IJ) = TVAR(I,J) 
50 CONTINUE 
51 CONTINUE 
CALL DLNVHF(ERRC,NT,NTVEC,ZZERO,IRANK) 
IF(IRANK.LT.NT) THEN 
PRINT 1 
PRINT 59 
59 FORMATC'0',T3,'IRANK OF SIRE-VAR. IS .LT.NT* 
GO TO 3000 
END IF 
DO 53 I = 1,NT 
DO 52 J = 1,NT 
TI(I,J) = ERRC(LTMSSF(I,J)) 
52 CONTINUE 
53 CONTINUE 
NCOW = 1 
IREC = 0 
LSIRE = 0 
HRD = 0 
NHRD = 0 
LEOF = 0 
NUSIRE = 0 
SUBCLA = 0 
NSHYS = 0 
100 K = 0 
NTC = 0 
HERD = 0 
IDSIRE = 0 
IDCOW = 0 
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YS = 0 
DO 120 I = 1,NT 
TRT(I) = O.DO 
120 CONTINUE 
139 READ(10,140,END=222) HERD,IDSIRE,TRT 
140 FORMAT(2X,I2,3X,I2,4X,D6.3,3X,D7.3) 
IF(NCOW.EQ.L) HRD = HERD 
IF(HERD.NE.HRD) GO TO 240 
IF(IDSIRE.EQ.LSIRE) GO TO 170 
160 INDS = IFIND(LISTBU,IDSIRE,NS) 
165 LISTHD(INDS) = LISTHD(INDS) + 1 
NSHYS = NSHYS + 1 
170 CONTINUE 
LISTPR(INDS) = LISTPR(INDS) + 1 
DO 180 I = 1,NT 
IF(TRT(I).NE.O.DO) THEN 
IREC = IREC + 1 
NTRT(NCOW) = NTRT(NCOW) + 1 
IZC = NS * (I-L) + INDS 
IZCOL(IREC) = IZC 
IZROW(IREC) = IREC 
Y(IREC) = TRT(I) 
END IF 
180 CONTINUE 
C 
C LOOP TO IDENTIFY THE ELEMENTS OF A COW'S 
C ERROR VAR. AND CALCULATE X'RIX FOR A 
C HERD AND CALCULATE TRACES 
C 
NTC = NTRT(NCOW) 
ISIZE = LOCK(NTC) 
DO 220 I = 1,NTC 
DO 200 J = 1,NTC 
XPRIX(I,J) = XPRIX(I,J) + VARE(ISIZE) 
NTRACE(I,J) = NTRACE(I,J) + VARE(ISIZE) 
ISIZE = ISIZE + 1 
200 CONTINUE 
220 CONTINUE 
NCOW = NCOW + 1 
LSIRE = IDSIRE 
GO TO 100 
C 
C AT END OF THE DATA SET 
C 
222 LEOF = 1 
C 
240 NCOW = NCOW - 1 
NHRD = NHRD + 1 
C 
C END OF A HERD AND ABSORPTION STARTS FOR EACH HERD 
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C FORM "RI" THE INVERSE OF ERROR VAR. FOR A HERD 
C FROM INFORMATION OF EACH COW 
C INVERT X'RIX FOR THIS HERD AND CALCULATE S 
C S IS EQUAL RI - RI X(X'RIX) X'RI AND 
C FULL STORAGE TO HALF-STORAGE FOR EACH HYS 
LC = 0 
DO 280 I = 1,NT 
DO 260 J = 1,1 
LC = LC + 1 
XPRIXH(LC) = XPRIX(I,J) 
260 CONTINUE 
280 CONTINUE 
C 
C ... TO INVERT X'RIX FOR EACH HERD 
C 
CALL DLNVHF(XPRIXH,NT,NTVEC,ZZERO,IRANK) 
C 
C ... FROM HALF TO FULL STORAGE, FOR EACH HERD, AFTER INVERTION 
LC = 0 
DO 420 I = 1,NT 
DO 400 J = 1,1 
LC = LC + 1 
XPRIX(I,J) = XPRIXH(LC) 
XPRIX(J,I) = XPRIXH(LC) 
400 CONTINUE 
420 CONTINUE 
C ... TO BUILD W = X(X'RIX)'X' USING HALF-STORAGE 
C ... W FOR THE 1ST. COW 
. NTC = NTRT(L) 
LL = 0 
DO 460 I = 1,NTC 
DO 440 J = 1,1 
LL — LL 1 
W(LL) = XPRIX(I,J) 
440 CONTINUE 
460 CONTINUE 
C ... AND W FOR THE REMAINING COWS 
NROW = NTC 
DO 560 IR = 2,NC0W 
NTC = NTRT(IR) 
IROD = IR - 1 
DO 540 I = 1,NTC 
DO 500 IRL = 1,IR0D 
NTCL = NTRT(IRL) 
DO 480 J = 1,NTC1 
LL — LL + 1 
W(LL) = XPRIX(I,J) 
480 CONTINUE 
500 CONTINUE 
DO 520 M = 1,1 
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LL = LL + 1 
W(LL) = XPRIX(I,M) 
520 CONTINUE 
540 CONTINUE 
NROW = NROW + NTC 
560 CONTINUE 
C 
C ... PRE AND POS-MULTIPLICATION OF RI*W*RI= RWR = S, AND S = RI 
C 
IROW = 0 
LC = 0 
DO 720 IR = 1,NC0W 
NTC = NTRT(IR) 
ISIZE = LOCK(NTC) 
DO 610 I = 1,NTC 
DO 600 J = 1,NTC 
VAREC(I,J) = VARE(ISIZE) 
ISIZE = ISIZE + 1 
600 CONTINUE 
610 CONTINUE 
DO 670 I = 1,NTC 
II = IROW + I 
DO 640 K = 1,NTC 
SUM = O.DO 
K1 = IROW + K 
DO 620 J = 1,NTC 
L = IROW + J 
SUM = SUM + VAREC(I,J) * W(LTMSSF(L,K1)) 
620 CONTINUE 
DO 630 M = I,NTC 
Ml = IROW + M 
INDEX = IHMSSF(I1,M1,NR0W) 
S(INDEX) = S(INDEX) - SUM * VAREC(K,M) 
630 CONTINUE 
640 CONTINUE 
IVW = IROW + NTC + 1 
DO 660 KW = IVW,NROW 
SUM = O.DO 
DO 650 J1 = 1,NTC 
L = IROW + J1 
SUM = SUM + VAREC(I,J1)*W(LTMSSF(L,KW)) 
650 CONTINUE 
C(IHMSSF(I1,KW,NR0W)) = SUM 
660 CONTINUE 
670 CONTINUE 
IF(IROW.GT.O) THEN 
DO 700 I = 1,IR0W 
DO 690 K = 1,NTC 
K1 = IROW + K 
SUM = O.DO 
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DO 680 J = 1,NTC 
J1 = IROW + J 
SUM = SUM + C(IHMSSF(I,J1,NR0W))*VAREC(J,K) 
680 CONTINUE 
S(IHMSSF(I,K1,NR0W)) = - SUM 
690 CONTINUE 
700 CONTINUE 
END IF 
C CALC. OF S = RI - S 
DO 710 I = 1,NTC 
L = IROW + I 
DO 705 J = I,NTC 
K = IROW + J 
INDEX = IHMSSF(L,K,NROW) 
S(INDEX) = VAREC(I,J) + S(INDEX) 
TRS(I,J)=TRS(I,J)+S(INDEX) 
TRS(J,I)=TRS(I,J) 
705 CONTINUE 
710 CONTINUE 
IROW = IROW + NTC 
720 CONTINUE 
C 
C TO SORT THE Z-MATRIX 
CALL SORT(IZROW,IZCOL,IREC) 
C TO PRINT HERD-NO., IREC, NCOW, AND NTRT ON DISK 
WRITE(12) HRD,IREC,NCOW,(NTRT(I),1=1,NCOW) 
C FORM AND PRINT NZR,Z'S,Z'SZH,Z'SYH - FULL STORAGE 
IDS = 0 
NZR = 0 
DO 774 I = 1,IREC 
SUM = O.DO 
ISR = IZROW(I) 
IZR = IZCOL(I) 
IF(IDS.EQ.IZR) GO TO 771 
NZR = NZR + 1 
IZSR(NZR) = IZR 
771 IDS = IZR 
DO 772 J = 1,IREC 
SUM = SUM + S(IHMSSF(I,J,NROW)) * Y(J) 
J1 = IZROW(J) 
J2 = IZCOL(J) 
INDEX = IHMSSF(ISR,J,NROW) 
ZPS(NZR,J) = ZPS(NZR,J) + S(INDEX) 
ZSY(IZR) = ZSY(IZR) + S(INDEX) * Y(J) 
IF(J2.GT.IZR) GO TO 772 
IZRJ2 = (IZR*(IZR-l))/2 + J2 
LHS(IZRJ2) = LHS(IZRJ2) + S(IHMSSF(ISR,J1,NR0W)) 
772 CONTINUE 
SY(I) = SUM 
774 CONTINUE 
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WRITE(12) NZR 
DO 776 I = 1,NZR 
WRITE(12) IZSR(I),(ZPS(I,L),L = 1,IREC) 
IZSR(I) = 0 
776 CONTINUE 
WRITE(12) (SY(I),I=1,IREC) 
IF(NSHYS.LT.2) THEN 
WRITE(6,777) HRD,NSHYS 
777 FORMAT('0',TIO/HERD-YEAR-SEASON\I9/ HAS ',19,' SIRE',//) 
END IF 
C 
IF(IEOF.EQ.L) GO TO 899 
C 
C IF IT IS NOT THE END OF THE DATA INITIALIZE 
C A NEW HERD AND CALCULATIONS START OVER AGAIN 
C FOR A NEW HERD 
C 
DO 780 I = 1,IREC 
IZROW(I) = 0 
IZCOL(I) = 0 
Y(I) = O.DO 
DO 779 J = 1,NZR 
ZPS(J,I) = O.DO 
779 CONTINUE 
780 CONTINUE 
HRD = HERD 
NSHYS = 0 
IREC = 0 
NCOW = 1 
CALL ZER0(XPRIX,NT*NT*8) 
CALL ZER0(XPRIXH,LEN*8) 
CALL ZERO(NTRT,MAXCOW*4) 
CALL ZER0(W,LENMAX*8) 
CALL ZER0(C,LENMAX*8) 
CALL ZER0(S,LENMAX*8) 
IF(IDSIRE.EQ.LSIRE) GO TO 165 
GO TO 160 
C ********************************** 
C  *  E N D  O F  D A T A  *  
C ********************************** 
899 CONTINUE 
C ... TO CALC. THE #SIRES PRESENT WITH DAUGHTERS, #PROGENIES/SIRE AND 
C #FILLED SUBCLASSES 
DO 910 I = 1,NS 
IF(LISTPR(I).NE.O) NUSIRE = NUSIRE + 1 
SUBCLA = SUBCLA + LISTHD(I) 
910 CONTINUE 
C ... ADDITION OF GEN. VARIANCE TO Z'SZ(LOWER HALF-STORED) = LHS 
IF(RELATD.EQ.O.) GO TO 921 
C ... WHEN SIRES ARE RELATED, AINV WILL BE READ IN "FTLL" 
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REWIND 11 
915 READ(11,916,END=970) IROW,ICOL,COEF 
916 FORMAT(2I5,D10.4) 
IF(IROW.GT.NS.OR.ICOL.GT.NS) GO TO 915 
DO 919 I = 1,NT 
IR = NS * (I-l) + IROW . 
DO 917 J = 1,1 
JC = NS * (J-1) + ICOL 
IF(JC.GT.IR) GO TO 917 
INDEX = IR * (IR-l)/2 + JC 
LHS(INDEX) = LHS(INDEX) + TI(I,J) * COEF 
917 CONTINUE 
919 CONTINUE 
GO TO 915 
921 CONTINUE 
C ... WHEN SIRES ARE UNRELATED 
DO 960 I = 1,NT 
DO 950 IDS = 1,NS 
IZR = NS*(I-1)+IDS 
DO 940 J = 1,1 
IZC = NS*(J-1)+IDS 
IZRIZC = (IZR*(IZR-l))/2 + IZC 
LHS(IZRIZC) = LHS(IZRIZC) + TI{I,J) 
940 CONTINUE 
950 CONTINUE 
960 CONTINUE 
970 CONTINUE 
C ... TO INVERT THE LHS, AND CALC. SIRE SOLUTIONS (ETA'S) 
CALL DLNVHF(LHS,NSNT,LHVEC,ZZERO,IRANK) 
DO 990 I = 1,NSNT 
DO 980 J = 1,NSNT 
SOLS(I) = SOLS(I) + LHS(LTMSSF(I,J)) * ZSY(J) 
980 CONTINUE 
990 CONTINUE 
C ... SECOND-PART PROGRAM, READ VALUES RECORDED & CALC. TRACES 
REWIND 12 
NCTOT = 0 
NRTOT = 0 
DO 1100 IHERD = 1,NHRD 
READ(12) HRD,IREC,NCOW,(NTRT(I),1=1,NCOW) 
READ(12) NZR 
DO 1000 I = 1,NZR 
READ(12) IZSR(I),(ZPS(I,J),J=1,IREC) 
1000 CONTINUE 
C ... FORM SZC, TR(SZCZS),VK, Q AND TRM FROM EACH COW ... 
READ(12) (SY(I),1=1,IREC) 
IC = 0 
DO 1080 I = 1,NC0W 
NTC = NTRT(I) 
DO 1045 J = 1,NTC 
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Jl= IC + J 
SZU = O.DO 
DO 1015 K = 1,NZR 
SUM = O.DO 
SZU = SZU + ZPS(K,J1) * SOLS(IZSR(K)) 
DO 1005 L = 1,NZR 
SUM = SUM+ZPS(L,J1)*LHS(LTMSSF(IZSR( 
* L),IZSR(K))) 
1005 CONTINUE 
C ... TO CALC.TR(SZCZS) DIRECTLY 
DO 1010 M = 1,NTC 
Ml = IC + M 
SZCZS(J,M)=SZCZS(J,M)+SUM*ZPS(K,Ml) 
1010 CONTINUE 
1015 CONTINUE 
VK(J) = SY(Jl) - SZU 
DO 1020 J2 = 1,J 
Q(J,J2)=Q(J,J2)+VK(J)*VK(J2) 
Q(J2,J)=Q(J,J2) 
1020 CONTINUE 
1045 CONTINUE 
IC = IC + NTC 
1080 CONTINUE 
NCTOT = NCTOT + NCOW 
NRTOT = NRTOT + IREC 
1100 CONTINUE 
C ... TO FORM (F+Q) DIRECTLY 
DO 1120 I = 1,NT 
DO 1110 J = 1,NT 
FQ(I,J) = 0(1,J) + NTRACE(I,J) - TRS(I,J) + SZCZS(I,J) 
1110 CONTINUE 
1120 CONTINUE 
C ... PRE AND POS-MULTIPLICATION BY ERR-VAR 
DO 1160 I = 1,NT 
DO 1150 K = 1,NT 
SUM = O.DO 
DO 1130 J = 1,NT 
SUM = SUM + ERR(I,J) * FQ(J,K) 
1130 CONTINUE 
DO 1140 M = 1,NT 
EHAT(I,M) = EHAT(I,M) + SUM * ERR(K,M) 
1140 CONTINUE 
1150 CONTINUE 
1160 CONTINUE 
IF(MISSTR.EQ.O) GO TO 1169 
C ... ADD "K22 = Ml * E22.1 = EK22", AND DIVIDE EHAT BY NCTOT 
Ml = 21 
E221 = ERR(2,2) - ERR(1,2) * (1/ERR(1,1)) * ERR(1,2) 
EK22 = Ml * E221 
EHAT(2,2) = EHAT(2,2) + EK22 
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1169 CONTINUE 
DO 1180 I = 1,NT 
DO 1170 J = 1,NT 
EHAT(I,J) = EHAT(I,J)/NCTOT 
1170 CONTINUE 
1180 CONTINUE 
C ... EHAT FROM FULL TO HALF-STORAGE (LOWER TRIANG.) 
LDE = 0 
DO 1190 I = 1,NT 
DO 1185 J = 1,1 
LDE = LDE + 1 
EHATH(LDE) = EHAT(I,J) 
1185 CONTINUE 
1190 CONTINUE 
C ... TRACE(C), QUADRATIC FORMS FOR BETWEEN-SIRE COMP.(LOWER TRIANG.).. 
IF(RELATD.EQ.O.) GO TO 1195 
C ... WHEN SIRES ARE RELATED, READ AINV IN 'FTll' 
REWIND 11 
1500 READ(11,916,END=1757) IROW,ICOL,COEF 
IF(IROW.GT.NS.OR.ICOL.GT.NS) GO TO 1500 
DO 1520 I = 1,NT 
IR = NS * (I-l) + IROW 
IC = NS * (I-l) + ICOL 
DO 1510 J = 1,1 
JR = NS * (J-1) + IROW 
JC = NS * (J-1) + ICOL 
IJ = I * (I-l) / 2 + J 
H(IJ) = H(IJ) + SOLS(IR) * COEF * SOLS(JC) 
TRC(IJ) = TRC(IJ) + COEF * LHS(LTMSSF(IC,JR)) 
1510 CONTINUE 
1520 CONTINUE ' 
GO TO 1500 
C ... NO RELATIONSHIP TO FORM H = Ui'Uj AND tr(C) 
1195 LC = 0 
DO 1755 I = 1,NT 
DO 1750 K = 1,1 
SUM = O.DO 
SUMC = O.DO 
DO 1740 J = 1,NS 
IJ = NS * (I-l) + J 
KJ = NS * (K-1) + J 
SUM = SUM + SOLS(IJ) * SOLS(KJ) 
IJKJ = (IJ*(IJ-l))/2 + KJ 
SUMC = SUMC + LHS(IJKJ) 
1740 CONTINUE 
LC = LC + 1 
H(LC) = SUM 
TRC(LC) = SUMC 
1750 CONTINUE 
1755 CONTINUE 
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1757 CONTINUE 
IF(METHOD.NE.1.AND.METHOD.NE.2) THEN 
PRINT 1758 
1758 FORMAT('C,T3,'WARNING : METHOD CHOSEN IS INCORRECT',//) 
GO TO 3000 
END IF 
IF(METHOD.EQ.2) GO TO 1766 
C ... CALC. OF BETWEEN-SIRE VAR. (LOWER HALF-STORAGE) EMI 
DO 1765 I = 1,NT 
DO 1760 J = 1,1 
IJ = (I*(I-l))/2 + J 
SHATH(IJ) = (H(IJ) + TRC(IJ))/NS 
SHAT(I,J) = SHATH(IJ) 
SHAT(J,I) = SHATH(IJ) 
VAREC(I,J) = SHATH(IJ) 
VAREC(J,I) = SHATH(IJ) 
1760 CONTINUE 
1765 CONTINUE 
GO TO 1770 
C ... CALC. OF BETWEEN-SIRE VAR. (LOWER HALF-STORAGE) EM2 
1766 CONTINUE 
DO 1768 I = 1,NT 
DO 1767 J = 1,1 
IJ = (I*(I-l))/2 + J 
SHATH(IJ) = H(IJ) / (NS - TRC(IJ)/TVAR(I,J)) 
SHAT(I,J) = SHATH(IJ) 
SHAT(J,I) = SHATH(IJ) 
VAREC(I,J) = SHATH(IJ) 
VAREC(J,I) = SHATH(IJ) 
1767 CONTINUE 
1768 CONTINUE 
1770 CONTINUE 
IF(COVOUT.EQ.O.) GO TO 1774 
C ... PRINT (CO)VARIANCE RESULTS IN EXTERNAL FILES 
ITERAT = ISTART + IROUND - 1 
WRITE(15,1772) ITERAT,(EHAT(I,I),I=1,NT) 
1772 FORMAT(' ',15,4F16.8,/,(6X,F16.8)) 
WRITE(16,1772) ITERAT,((EHAT(I,J-1),J=2,I),1=2,NT) 
WRITE(17,1772) ITERAT,(SHAT(I,I),1=1,NT) 
WRITE(18,1772) ITERAT,((SHAT(I,J-1),J=2,I),I=2,NT) 
1774 WRITE(6,1775) IROUND 
1775 FORMAT('0',T3,'RESULTS AFTER ',14,' ROUNDS:',/,T3,27('='),//) 
PRINT 1780 
1780 FORMAT('0',T3,'EHAT = ERROR VAR.-COVAR. MATRIX :',/, 
T3,33('-'),//) 
WRITE(6,*) EHATH 
PRINT 1790 
1790 FORMAT('0',T3,'SHAT = BET.-SIRE VAR.-COVAR. MATRIX :',/, 
T3,37('-'),//) 
WRITE(6,*) SHATH 
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CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
ISING = 0 
DO 1792 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
ISING = 1 
PRINT 1 
PRINT 1791 
1791 FORMAT('0',T3,'SIRE VAR.-MATRIX APPROACHING SINGULARITY',/, 
*T3,'EIGENVALUES ARE :',/) 
PRINT *,EIGVAL 
END IF 
1792 CONTINUE 
CALL ZER0(EIGVAL,NT*8) 
CALL ZER0(VAREC,NT*NT*8) 
DO 1794 I = 1,NT 
DO 1793 J = 1,NT 
VAREC(I,J) = EHATDFJ) 
1793 CONTINUE 
1794 CONTINUE 
CALL DEVLSF(NT,VAREC,NT,EIGVAL) 
DO 1796 K = 1,NT 
IF(EIGVAL(K).LT.O.OOOOIDO) THEN 
ISING = 1 
PRINT 1 
PRINT 1795 
1795 FORMATCO',T3,'ERROR VAR.-MATRIX APPROACHING SINGULARITY',/ 
*,T3,'EIGENVALUES ARE :',/) 
PRINT *,EIGVAL 
END IF 
1796 CONTINUE 
CALL ZER0(EIGVAL,NT*8) 
CALL ZER0(VAREC,NT*NT*8) 
C ... VERIFY IF HERITABILITY IS PERMISSIBLE 
NRGT3I = 0 
NRLTO = 0 
DO 1798 I = 1,NT 
JJ = (I*(I+l))/2 
RATIO = SHATH(JJ)/EHATH(JJ) 
IF(RATIO.GT..33333D0) THEN 
NRGT3I = NRGT3I + 1 
SHATH(JJ) = EHATH(JJ) * 0.33333D0 
END IF 
IF(RATIO.LT.0.00000251D0) THEN 
NRLTO = NRLTO + 1 
SHATH(JJ) = EHATH(JJ) * 0.00000251D0 
END IF 
1798 CONTINUE 
IF(NRGT3I.EQ.0.OR.NRLTO.EQ.O) GO TO 1802 
WRITE(6,1799) NRLT3,NRGT3 
1799 FORMAT('0',T3,'#RATIOS SVAR/EVAR .LT.O =',I4,/,T3,'#RATI0S SVAR/ 
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*EVAR .GT.1/3 =',I4,//) 
C ... CHECK FOR CONVERGENCE ON BETWEEN SIRE COMPONENT ( SHAT ) 
1802 ICONV = 1 
DO 1810 I = 1,NT 
DO 1808 J = 1,1 
IJ = I*(I-l)/2 + J 
DIFF = (SHATH(IJ) - TVAR(I,J)) / DSQRT(TVAR(I,I) * 
* TVAR(J,J)) 
IF(DABS(DIFF).GT.CONV) ICONV = 0 
1808 CONTINUE 
1810 CONTINUE 
IF(ICONV.EQ.l) GO TO 1818 
IF(ISING.EQ.l) THEN 
WRITE(6,1816) IROUND 
GO TO 1914 
END IF 
C REPLACE PRIOR VALUES 
DO 1813 I = 1,NT 
DO 1812 J = 1,NT 
ERR(I,J) = EHAT(I,J) 
TVAR(I,J) = SHATH(LTMSSF(I,J)) 
1812 CONTINUE 
1813 CONTINUE 
REWIND 10 
REWIND 12 
1815 CONTINUE 
^ ********************************** 
C * END OF ITERATION * 
C ********************************** 
WRITE(6,1816) MAXIT 
1816 FORMAT('1',T20,'CONVERGENCE CRITERION NOT MET AFTER',14, 
*' ROUNDS;',/,T20,46('#'),///) 
GO TO 1914 
1818 CONTINUE 
PRINT 1910 
1910 F0RMAT('1',///,T38,' FINAL RESULT S',/,T20,80('#'), 
*///) 
WRITE(6,1913) IROUND 
1913 FORMAT('0',T3,'CONVERGENCE CRITERION MET AFTER',14,' ROUND(S):', 
*/,T3,46('='),//) 
1914 CONTINUE 
IF(SOLOUT.EQ.O.) GO TO 1922 
PRINT 1915 
1915 FORMAT('0',T3,'OBSERVATION, SIRE-ID AND SOLUTIONS BY TRAIT:',/, 
*T3,46('-'),/) 
DO 1920 I = 1,NS 
WRITE(6,*) I,LISTBU(I),(S0LS(NS*(J-1)+I),J=1,NT) 
1920 CONTINUE 
1922 IF(LSTOUT.EQ.O) GO TO 1924 
PRINT 1916 
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1916 FORMAT('0',13,'OBSERVATION, SIRE-ID, #PROGENIES, #HYS, 
*#PRED.ERR.VAR./TRAIT:',/,T3,69('-•),//) 
DO 1923 I = 1,NS 
WRITE(6,*) I,LISTBU(I),LISTPR(I),LISTHD(I),(LHS((NS*(J-1)+I 
*)*(NS*(J-1)+I+1)/2),J=1,NT) 
1923 CONTINUE 
1924 IF(TRAOUT.EQ.O.) GO TO 1991 
PRINT 1925 
1925 FORMATCO',T3,'N = TRACES THROUGH OUT HERDS :',/,T3,30('-'),//) 
WRITE<6,*) NTRACE 
PRINT 1930 
1930 FORMAT('0',T3,'TRACE OF(SZCZS) ;',/,T3,17('-'),//) 
WRITE(6,*) SZCZS 
PRINT 1935 
1935 F0RMAT('0',T3,'TRACE OF(S) :',/,T3,13('-'),//) 
WRITE(6,*) TRS 
PRINT 1940 
1940 FORMAT('0',T3,'Q = QUADRATIC VALUES FOR ERROR TERM :',/,T3, 
*37('-'),//) 
WRITE(6,*) Q 
PRINT 1950 
1950 FORMATCO',T3, 'FQ = SUM OF "F+Q" :',/,T3,19('-'),//) 
WRITE(6,*) FQ 
PRINT 1955 
1955 FORMATCO' ,T3, 'H = U(I)*U(J) VALUES FOR BETWEEN-SIRE 
/,T3,40('-'),//) 
WRITE(6,*) H 
PRINT 1965 
1965 FORMATCO',T3,'TRC = TRACE OF(LHS-INVERSE) (I, J) 
T3,34('-'),//) 
WRITE(6,*) TRC 
1991 PRINT 1992 
1992 FORMATC0',T3,'EHAT = ERROR VAR.-COVAR. MATRIX 
T3,33('-'),//) 
WRITE(6,*) EHATH 
PRINT 1994 
1994 FORMAT('0T3,'SHAT = BET.-SIRE VAR.-COVAR. MATRIX :',/, 
T3,37('-'),//) 
WRITE(6,*) SHATH 
C ... CALC. OF HERITABILITIES 
PRINT 1 
DO 2010 I = 1,NT 
J = I*(I+l)/2 
HERITA = 4 * SHATH{J)/(SHATH(J)+EHAT(I,I)) 
WRITE(6,2000) I,HERITA 
2000 FORMATCO',10X,'HERITABILITY OF TRAITC ,13, ' ) IS = ',F10.8) 
2010 CONTINUE 
C ... CALC. OF GENETIC , ERROR, AND PHENOTYPIC CORRELATIONS 
DO 2050 I = 2,NT 
L = I - 1 
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II = I*(I+l)/2 
DO 2040 J = 1,L 
IJ = (I*(I-l))/2 + J 
JJ = J*(J+l)/2 
GCORR = SHATH(IJ)/(DSQRT(SHATH(II)) * DSQRT(SHATH(JJ))) 
WRITE(6,2020) I,J,GCORR 
2020 FORMAK'0',10X,'GEN.CORREL. BETWEEN*, 13, ' AND ',13, 
* ' IS = ',F10.5) 
ECORR = EHAT(I,J)/(DSQRT(EHAT(I,I)*EHAT(J,J))) 
WRITE(6,2025) I,J,ECORR 
2025 FORMATCO',10X,'ERR.CORREL. BETWEEN',13,' AND ',13, 
* ' IS = ',F10.5) 
PCORR = (EHAT(I,J)+SHATH(IJ)) / (DSQRT(EHAT(I,I) + 
* SHATH(II)) * DSQRT(EHAT(J,J) + SHATH(JJ))) 
WRITE(6,2030) I,J,PCORR 
2030 FORMAT('0',lOX,'PHE.CORREL. BETWEEN',13,' AND ',13, 
* ' IS = ',F10.5) 
2040 CONTINUE 
2050 CONTINUE 
WRITE(6,2060) NCTOT,NRTOT 
2060 FORMAT(/////,T3,'TOTAL #COWS =',I8,' , TOTAL #RECORDS =',I 
WRITE(6,2070) NUSIRE,NHRD,SUBCLA 
2070 F0RMAT(//,T3,'#SIRES WITH DAUG.=',I8,' , TOTAL #HYS =',I8,' 
*#FILLED SUBCLASSES =',I8) 
C ... WRITE THE NEW ESTIMATES OF ERROR AND GENETIC-VAR. ON "FT14" 
REWIND 14 
DO 2250 I = 1,NT 
DO 2240 J = 1,NT 
WRITE(14,2235) EHAT(I,J) 
2235 F0RMAT(D25.17) 
2240 CONTINUE 
2250 CONTINUE 
DO 2270 I = 1,NT 
DO 2260 J = 1,NT 
IJ = LTMSSF(I,J) 
WRITE(14,2235) SHATH(IJ) 
2260 CONTINUE 
2270 CONTINUE 
3000 STOP 
END 
//GO.FT05F001 DD DSN=J.14854.SIRE10,UNIT=DISK,DISP=(OLD,KEEP) 
//GO.FTlOFOOl DD DSN=J.14854.JVDATA(UMISS2),DISP=OLD,LABEL=(,,,IN) 
//GO.FT12F001 DD DSN=J.14854.JVTEMP,UNIT=SCRTCH,DISP=(NEW,DELETE), 
// SPACE=(TRK,(20,10),RLSE),DCB=(RECFM=VBS,LRECL=440,BLKSIZE=17604) 
//GO.FT09F001 DD DSN=J.14854.PRI0RS(UNB2P),DISP=OLD,LABEL=(,,,IN) 
//GO.FT14F001 DD DSN=J.14854.PRI016(P001),DISP=OLD, 
// SPACE=(TRK,(2,2,4),RLSE) 
//GO.FT15F001 DD DSN=J.14854.EVAR301,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
//GO.FT16F001 DD DSN=J.14854.ECOV301,UNIT=DISK,DISP=(NEW,CATLG), 
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// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
//GO.FT17F001 DD DSN=J.14854.SVAR301,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK,(2,2),RLSE) 
//GO.FT18F001 DD DSN=J.14854.SC0V301,UNIT=DISK,DISP=(NEW,CATLG), 
// DCB=(RECFM=FB,LRECL=80,BLKSIZE=80),SPACE=(TRK, (2,2),RLSE) 
//GO.FTllFOOl DD DUMMY 
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Source Code for Subroutines and Functions 
C 
ZERO 
* 
•k 
•k 
* 
ZERO 
START 
C 
C 
1001 
1002 
1003 
C 
C 
1011 
1012 
1013 
ROUTINE TO SET AN ARRAY TO ZERO (IN ASSEMBLER) 
TITLE 'ZERO' 
SYSTEM/370 SUBROUTINE TO SET AN.ARRAY TO ZERO. 
THE ARGUMENTS ARE 1) NAME OF VARIABLE, AND 
2) LENGTH OF ARRAY IN BYTES 
THE SECOND ARGUMENT IS AN INTEGER** VARIABLE 
START 
USING 
SAVE 
L 
L 
L 
LA 
LA 
MVCL 
0 
*,15 
(2,5),,* 
2,0(1) 
3,4(1) 
3,0(3) 
4,START 
5,1(0,0) 
2,4 
ARRAY ADDRESS 
LENGTH ADDRESS 
LENGTH 
RETURN (2,5) 
DC X'00' 
END 
FUNCTION TO LOCATE THE POSITION OF AN ELEMENT 
IN A LOWER TRIANGULAR STORAGE MODE 
FUNCTION LTMSSF(I,J) 
IF(I-J)1001,1002,1003 
LTMSSF = (J * (J-l))/2 + I 
RETURN 
LTMSSF = (J * (J+l))/2 
RETURN 
LTMSSF = (I * (I-l))/2 + J 
RETURN 
END 
FUNCTION TO LOCATE THE POSITION OF AN ELEMENT 
IN AN UPPER TRIANGULAR STORAGE MODE 
FUNCTION IHMSSF(I,J,N) 
IF(I-J)1011,1012,1013 
IHMSSF = - (I 
RETURN 
IHMSSF = - (I 
RETURN 
IHMSSF = - (J 
RETURN 
END 
FUNCTION TO SEARCH FOR A VALUE IN A VECTOR 
FUNCTION IFIND(IVEC,IVALUE,NS) 
INTEGER IVEC(NS) 
1 = 1 
J = NS 
IF(I.LE.J) GO TO 7 
GO TO 14 
+ J + N (I-l) (I-l))/2 
(I-3))/2 
(J-l))/2 + N * (J-1) + I 
+ N (I-l) 
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7 K = (I+J)/2 
IF(IVALUE.EQ.IVEC(K)) GO TO 19 
IF(IVALUE.GT.IVEC(K)) GO TO 12 
J = K - 1 
GO TO 5 
12 I = K + 1 
GO TO 5 
14 PRINT 15, IVALUE 
15 FORMAT(///,T30,'SIRE NUMBER = ',110,' WAS NOT FOUND',/, 
*T30,'THE RECORD WAS ATTRIBUTED TO FIRST SIRE',/) 
IFIND = 1 
RETURN 
19 IFIND = K 
RETURN 
END 
C TO SORT THE ELEMENTS OF A VECTOR IN ASCENDING ORDER 
SUBROUTINE SORT(IZROW,IZCOL,NREC) 
DIMENSION IZROW(NREC),IZCOL(NREC) 
N = NREC 
1 = 1 
1 IF(I.LT.N) THEN 
J = I + 1 
2 IF(J.LE.N) THEN 
IF{IZCOL(I).GT.IZCOL(J)) THEN 
SWAPl = IZROW(J) 
SWAP2 = IZCOL(J) 
IZROW(J) = IZROW(I) 
IZCOL(J) = IZCOL(I) 
IZROW(I) = SWAPl 
rZCOL(I) = SWAP2 
END IF 
J = J + 1 
GO TO 2 
END IF 
1 = 1 + 1 
GO TO 1 
END IF 
RETURN 
END 
C OUTINE TO IDENTIFY THE TRAITS OF A COW 
SUBROUTINE BITMAP(LIST,NT,IC,NTC) 
INTEGER LIST(NT) 
L0GICAL*4 BTEST 
K = IC 
I = 0 
J = NT - 1 
DO 1 M = 0,J 
IF(BTEST(K,M)) THEN 
1 = 1 + 1 
LIST(I) = M + 1 
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END IF 
1 CONTINUE 
NTC = I 
RETURN 
END 
C ROUTINE TO INVERT A LOWER TRIANGULAR MATRIX 
SUBROUTINE DLNVHF(A,N,IS,Z,IR) 
C THIS SUBROUTINE ASSUMES THAT A IS HALF STORED - ROW WISE 
C E.G. THE ELEMENTS OF A 3X3 WOULD BE STORED 
C 11 12 13 22 23 33 
C THIS SUBROUTINE WAS MODIFIED 12/74 TO INVERT COLUMN WISE 
C 11 21 22 31 32 33 
DIMENSION A(1),IS(1) 
DOUBLE PRECISION A,BIG,Z,RECIP 
201 NP=(N*(N+l))/2 
IF(N-1)21,23,96 
21 WRITE(6,22) 
22 FORMAT(' N.LT.l') 
23 IF(A(1))25,24,25 
24 IR=0 
26 RETURN 
25 IR=1 
A(1)=1.D0/A(1) 
RETURN 
96 DO 50 L=1,N 
BIG=0.D1 
DO 2 I=L,N 
II = I*(I+l)/2 
. IF(DABS(A(II))-DABS(BIG))2,2,1 
1 IS(L)=I 
BIG=A(II) 
2 CONTINUE 
IF(DABS(BIG)-Z)63,63,62 
63 IR=L-1 
IF(IR)26,26,98 
98 DO 64 1=1,L 
DO 64 J=L,N 
LIJ = J*(J-1) + I 
64 A(LIJ)=-0.D1 
IF(L-N)66,69,67 
67 STOP 67 
66 LP1=L+1 
DO 68 I=LP1,N 
DO 68 J=I,N 
LIJ = J*(J-1) + I 
68 A(LIJ)=-0.D1 
69 IF(IR-2)56,27,27 
56 CALL DREARN(A,N,IS,1) 
DO 57 1=1,NP 
57 A(I)=-A(I) 
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RETURN 
27 LP1=L+1 
DO 65 1=2,L 
J=LP1-I 
65 CALL DREARN(A,N,IS,J) 
DO 101 1=1,NP 
101 A(I)=-A(I) 
RETURN 
62 CALL DREARN(A,N,IS,L) 
28 K3 = L*(L+l)/2 
RECIP=1./A(K3) 
A(K3)=-RECIP 
DO 50 1=1,N 
IF(I-L)6,50,7 
6 Kll = I*(I+l)/2 
K1 = L*(L-l)/2 + I 
GO TO 8 
7 Kll = I*(I+l)/2 
K1 = I*(I-l)/2 + L 
8 R=A(K1)*RECIP 
301 DO 12 J=I,N 
K4 = J*(J-l)/2 + I 
IF(J-L)10,12,11 
10 K5 = L*(L-l)/2 + J 
GO TO 14 
11 K5 = J*(J-l)/2 + L 
14 A(K4)=A(K4)-R*A(K5) 
12 CONTINUE 
A(K1)=R 
50 CONTINUE 
NP=(N*(N+l))/2 
DO 100 1=1,NP 
100 A(I)=-A(I) 
NP1=N+1 
DO 61 1=2,N 
L=NP1-I 
61 CALL DREARN(A,N,IS,L) 
IR=N 
RETURN 
END 
SUBROUTINE DREARN(A,N,IS,L) 
DIMENSION A(1),IS(1) 
DOUBLE PRECISION A,SAVE 
ISL=IS(L) 
IF(ISL-L)3,28,4 
3 STOP 3 
4 LM1=L-1 
IF(LM1)22,22,5 
5 DO 21 1=1,LMl 
IL = L*(L-l)/2 + I 
IISL = ISL*(ISL-l)/2 + I 
SAVE=A(IL) 
A(IL)=A(IISL) 
21 A(IISL)=SAVE 
22 LP1=L+1 
ISLM1=ISL-1 
IF(LPl-ISLMl)23,23,25 
23 DO 24 I=LP1,ISLM1 
LI = I*(I-l)/2 + L 
IISL = ISL*(ISL-l)/2 + I 
SAVE=A(LI) 
A(LI)=A(IISL) 
24 A(IISL)=SAVE 
25 ISLP1=ISL+1 
IF(ISLP1-N)26,26,38 
26 DO 27 I=ISLP1,N 
ISLI = I*(I-l)/2 + ISL 
LI = I*(I-l)/2 + L 
SAVE=A(ISLI) 
A(ISLI)=A(LI) 
27 A(LI)=SAVE 
38 LL = L*(L+l)/2 
ISLISL = ISL*(ISL+l)/2 
SAVE=A(LL) 
A(LL)=A(ISLISL) 
A(ISLISL)=SAVE 
28 RETURN 
END 
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Fortran Program to Generate Data 
//GENDATA JOB 
//STl EXEC WATFIV 
//GO.SYSIN DD * 
JOB 
REAL TA(10,4),EVAR(1000,4) 
REAL SIGMA0(10)/650.,0.0,1300.,0.0,0.0,2600.,0.0,0.0, 
*0.0,5600./ 
REAL SIGMA1(10)/100.,28.28,200.,80.0,-28.28,400., 
*169.71,-120.0,282.84,800./ 
REAL Y(4),WKVEC(4) 
REAL MEAN(4)/50.0,100.0,200.0,400.0/ 
REAL*8 DSEED,D2 
C ... NT IS NUMBER OF TRAITS 
C ... NS IS NUMBER OF SIRES 
C ... NH IS NUMBER OF HERD-YEAR-SEASONS 
NT =4 
NS = 10 
NH = 20 
NCOWS = 1000 
NTOT = 0 
DSEED = 227.DO 
D2 = 1987.DO 
C ... INITIALIZE ALL VECTORS AND MATRICES 
DO 20 I = 1,NT 
Yd) = 0.0 
WKVEC(I) = 0.0 
DO 10 J = 1,NCOWS 
EVAR(J,I) = 0.0 
10 CONTINUE 
DO 15 L = 1,NS 
TA(L,I) = 0.0 
WKB(L) = 0.0 
15 CONTINUE 
20 CONTINUE 
C ... TO GENERATE RANDOM TRANSMITTING ABILITIES(TA) 
CALL GGNSM(DSEED,NS,NT,SIGMAl,NS,TA,WKVEC,1ER) 
PRINT,1ER 
WKVEC(l) = 0.0 
C ... TO GENERATE RANDOM ERROR 
CALL GGNSM(DSEED,NCOWS,NT,SIGMAO,NCOWS,HOLD,WKVEC,1ER) 
PRINT,1ER 
C ... FOR EACH HERD GENERATES 
DO 60 IH = 1,NH 
C ... TO GENERATE RANDOM #DAUGHTERS PER SIRE 
D2 = D2 + IH 
CALL GGUBS(D2,NS,WKB) 
DO 50 IS = 1,NS 
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NUM = 0 
IF(WKB(IS).LT..1) GO TO 50 
IF(WKB(IS).LT..4.AND.WKB(IS).GE..l) NUM = 1 
IF(WKB(IS).LT..6.AND.WKB(IS).GE..4) NUM = 2 
IF(WKB(IS).LT..8.AND.WKB(IS).GE..6) NUM = 3 
IF(WKB(IS).LT..9.MD.WKB(IS).GE..8) NUM = 4 
IF(WKB(IS).GE..9) NUM = 5 
DO 40 J = 1,NUM 
DO 30 IT = 1,NT 
Y(IT) = TA(IS,IT) + EVAR(NTOT+J,IT) + MEAN(IT) 
30 CONTINUE 
WRITE(12,35) IH,IS,Y 
35 FORMAT(2I4,4F10.3) 
40 CONTINUE 
NTOT = NTOT + NUM 
50 CONTINUE 
60 CONTINUE 
WRITE(6,100) NTOT 
100 FORMAT('1',//,T20,'TOTAL NUMBER OF RECORDS 
* GENERATED =',I5) 
STOP 
END 
ENTRY 
//GO.FT12F001 DD DSN=J.14854.DATAOUT,UNIT=DISK, 
// DISP=(NEW,CATLG),SPACE=(TRK,(10,1),RLSE), 
// DCB=(RECFM=FB,LRECL=48,BLKSIZE=9600) 
//SYSIN DD * 
STOP 
