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Abstract
For monitoring and estimating our daily activity, some kinds of devices are available. One of such kinds of monitoring
devices is a MEMS based prototype which is developed by the Maenaka Human Sensing Fusion Project. We have developed a
estimation method of human activity from three-axis acceleration data using the above-mentioned prototype. This method can
estimate our unit activities, such as (1) walking, (2) running, (3) sitting, (4) lying, and (5) standing. In this paper, we propose
a system that can ﬁnd unusual situation from ECG data. Our proposed system is based on the fuzziﬁed neural networks.
The fuzziﬁed neural network is trained by using sensing data with reliability grade. Since the fuzziﬁed neural network learns
normal state of the subject person, we can understand the ECG state of the subject when we analyze fuzzy outputs from the
trained fuzziﬁed neural network. This paper shows estimation results by using actual monitoring data which contains normal
state, and artiﬁcial unusual data. From the results for the actual monitoring data, we can see that our proposed system was able
to estimate the testing data as normal. From the results of estimating artiﬁcial unusual data, our proposed system can ﬁnd the
subject person’s unusual situation.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International.
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1. Introduction
For maintaining our health, we need to understand our daily physical condition. In order to manage work-
ers’ health such as operators of chemical plants, some kinds of detail physical condition records are useful for
understanding the situation of the subject. Although almost all such records are normal condition, we would like
to ﬁnd unusual condition. The point where we should pay attention to is not such normal condition but unusual
condition. Here, note that we would like to ﬁnd not always abnormal condition. We would like to ﬁnd small signs
of the abnormal condition. The fuzzy regression analysis is one of the possibility regression analysis methods.
Actual data from monitoring devices are compared with the fuzzy outputs estimated by the fuzzy regression. If the
actual data are placed outside the fuzzy outputs, then we consider that such data were obtained in some diﬀerent
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condition that was not included in the training data. That is, we focus on the relation between actual data and
fuzzy outputs for ﬁnding the signs of abnormal condition.
To estimate human behavior, we have proposed a two-step abstraction based method. The estimation method
has two steps of abstraction; (1) classifying raw data from MEMS sensors into action primitives, and (2) mapping
a set of action primitives onto descriptions of behaviors. The abstraction based method has some variations.
SVM, fuzzy if-then rules, and three-layer neural network based methods were proposed in [1-5]. In [1-5], we
have considered the human behavior estimation for helping to record our activity automatically.
In this paper, we propose a fuzziﬁed neural network based unusual condition detection. A fuzziﬁed neural
network is one of tools for realizing fuzzy nonlinear regression analysis. The fuzziﬁed neural network is a standard
layered neural network with fuzzy weights and biases. Unusual conditions are detected by using the trained
fuzziﬁed neural network. Therefore, we can understand unusual conditions of the subject person.
Some research papers like [6], [7] were reported hardware implementations of SVM. HMM-based methods
have been proposed in [8], [9] for the similar purpose. We also aim at implementing our method to a small
hardware.
2. Fuzziﬁed neural network based condition monitoring
In order to ﬁnd unusual situation, a fuzziﬁed neural network is used as a fuzzy regression system. We have
proposed a failure detection method for chemical plants in [10]. The fuzziﬁed neural network is trained by using
training data that consist of normal situation. The trained fuzziﬁed neural network can output possible ECG
output for inputs that will be diagnosed by a user. Each training sample has reliability grade. The reliability grade
is assigned by human experts or statistics based assignment system. Assigning reliability grade is very important
for training fuzziﬁed neural networks. In the following subsection, ﬁrst, we show the input output relations of
fuzziﬁed neural networks. Next, the cost function and the overview of fuzzy outputs are also shown. Then the
reliability assignment system is explained.
2.1. Fuzziﬁed neural networks
For learning the usual state, ﬁve samples of ECG (ECGt−5, · · · , ECGt−1) and ﬁve samples of three-axis ac-
celeration sensor (accxt−5, · · · accxt−1, accyt−5, · · · accyt−1, and, acczt−5, · · · acczt−1) are used as inputs. The target output
is the next one sample of ECG (ECGt). That is, we estimate the next ECG by using the previous ﬁve data from
three-axis acceleration and ECG sensors.
Now we deﬁne an input vector as follows;
xp = (xp1, · · · , xpn, yp; hp), p = 1, · · · ,Nsamples (1)
where xpi, i = 1, · · · , n are real inputs, yp is the target output, hp is the reliability grade for the input-output pair, p
is the index of a sample, and Nsamples is the number of samples (i.e., the number of data). When an input vector xp
is input to a fuzziﬁed neural network, the input output relations are described as follows;
Input Layer: opi = xpi, i = 1, · · · , n (2)
Hidden Layer: Opj = f (Netp j), j = 1, · · · , nH (3)
Netp j =
n∑
i=1
opi ·Wji + Θ j, (4)
Output Layer: Op = f (Netp), (5)
Netp =
nH∑
j=1
Opj ·Wj + Θ, (6)
where Opj and Op are fuzzy outputs, Wji and Wj are fuzzy weights, Θ j and Θ are fuzzy biases, and f (·) is
sigmoidal activation function. In our research, fuzzy weights and biases have asymmetric trapezoidal fuzzy mem-
bership functions. Figure 1 shows an asymmetric trapezoidal fuzzy membership function. Since such asymmetric
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Fig. 1. Asymmetric trapezoidal fuzzy membership function
trapezoidal fuzzy numbers are used for weights and biases, the outputs of the fuzziﬁed neural network have trape-
zoidal like shape.
For training the fuzziﬁed neural network, a cost function is deﬁned as the following manner.
1. if [Op]Lhp < yp < [Op]
U
hp
, then
ep =  · (yp − [Op]Lhp )2/2 +  · (yp − [Op]Uhp )2/2, (7)
2. if yp < [Op]Lhp < [Op]
U
hp
, then
ep = (yp − [Op]Lhp )2/2 +  · (yp − [Op]Uhp )2/2, (8)
3. if [Op]Lhp < [Op]
U
hp
< yp, then
ep =  · (yp − [Op]Lhp )2/2 + (yp − [Op]Uhp )2/2, (9)
where  is a small constant (e.g.,  = 0.01). Therefore, the fuzziﬁed neural network is trained as the fuzzy output
includes the target signal by the backpropagation based algorithm. Figure 2 shows an example of fuzzy outputs
for the ECG data. Red line is the actual ECG data used as the training data. Green, blue, and purple lines are
0.0, 1.0, and Reliability level sets of the fuzzy outputs, respectively. In this example, hp = 0.6 is assigned for
every training input-output pair. The 0.6-level set (i.e., purple lines) of the fuzzy output includes actual ECG data.
When we desire that each training input-output pair is included by 0.5-level set of the fuzzy output of the trained
fuzziﬁed neural network, we will assign hp = 0.5 to every training input-output pair. We can assign diﬀerent hp to
each input-output pair.
2.2. Finding unusual situation from fuzzy outputs
When the training data consist of usual condition of the subject person, we can consider that the trained
fuzziﬁed neural network learned normal situation of the subject person. Therefore, when the fuzzy output from
the trained fuzziﬁed neural network includes the actual output, we can consider the state of the subject is normal.
On the other hand, the state of the subject is unusual when the actual output is outside of the fuzzy output (i.e.,
the actual output is placed outside of 0.0-level set of fuzzy output). Moreover, when the above mentioned unusual
situation is caused in a certain period, we can consider that the subject’s state is unusual. Taken together, when
the actual outputs are included by lower level set of fuzzy outputs in a certain period, or when the actual outputs
are placed outside of 0.0-level set of fuzzy outputs, we decide the subject is unusual.
We deﬁne a evaluation value EVt to measure the degree of unusual condition. We deﬁne the following rules
for ﬁnding unusual state of the subject person.
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Fig. 2. An example fuzzy output from trained fuzziﬁed neural networks
1. If the actual outputs yp are placed outside of 0.0-level set of fuzzy outputs, then EVt is assigned the prede-
ﬁned largest value.
2. If the actual outputs yp are placed in from 0.0-level to hp-level set of fuzzy outputs, then EVt is assigned a
certain value according to the predeﬁned EV table.
3. If the actual outputs yp are included in above hp-level set of fuzzy outputs, then EVt = 0.0. This is because
the yp is in usual condition of the subject person.
Where t is the index of the considering period. Hence, the total evaluation value TEV is deﬁned as follows;
TEV =
T∑
t=1
EVt, (10)
where T is the predeﬁned considering period.
3. Experimental results
3.1. Datasets
In order to prepare datasets, a MEMS based monitoring device was used for monitoring human physical
condition. The MEMS based monitoring device used in this paper was proposed in [11-14] to monitor our daily
physical condition. They aimed at developing a ultra-small monitoring device that consists of MEMS based
sensors for realizing noninvasive and unconstrained monitoring. We used a prototype of such monitoring device
for obtaining data of our physical condition. The device has three-axis acceleration, pressure, and ECG sensors.
The device can record all kinds of data simultaneously. The acceleration sensor and ECG data are obtained with
the sampling rate of 125 Hz. The obtained raw data were used as training data for fuzziﬁed neural networks.
Testing data were obtained with the same manner on the same subject person.
3.2. Results of fuzziﬁed neural network based unusuall condition detection
In this subsection, results of the unusual condition detection are shown. For training fuzziﬁed neural networks,
acceleration and ECG sensor data were used as;
xt = (ECGt−5, · · · , ECGt−1, accxt−5, · · · accxt−1, accyt−5, · · · accyt−1, acczt−5, · · · acczt−1, ECGt; ht), (11)
where t is the index of a sample point. Five sample points were used for inputs. That is, ﬁve acceleration sensor
data for each axis and ﬁve values of ECG at the corresponding sample points were input to a fuzziﬁed neural
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Fig. 3. Fuzzy output for the training data
network. The target value for each input vector is a value of ECG at the next sample point. The reliability grade
for each input-output pair is assigned to ht = 0.6.
Figure 3 shows fuzzy output from the trained fuzziﬁed neural network. A red line depicts the actual ECG
data. The blue and green lines are 1.0-level set and 0.0-level set of fuzzy output, respectively. We can see from
Fig.3 the actual ECG data used for training were included by the fuzzy output from the trained fuzziﬁed neural
network. Especially, the actual ECG was included by the 1.0-level set of the fuzzy output. Since all actual ECG
data were included by the 1.0-level set of the fuzzy output, TEV shows TEV = 0.0 (see, the lower graph in Fig.3).
Therefore, we can conclude that the subject person was in usual condition in this case. This is a natural result
because the actual ECG data shown in this ﬁgure were used as the training data.
Figure 4 shows another result. In Fig.4, although the red line means the actual ECG data on the same subject,
they were not used for training. The red line protrudes from the 1.0-level set at some points, but it was almost all
included by the hp-level set of the fuzzy output and TEV shows TEV = 0.0. Therefore, we can conclude that the
subject person was in usual condition in this case. This is a good result because the actual ECG data represent
usual condition for the subject while it was not used for training.
On the other hand, when the artiﬁcial data, which were generated by changing values of ECG (note that values
of acceleration sensor were not changed), were input to the trained fuzziﬁed neural network, the actual ECG data
protruded from not only 1.0-level set but also 0.0-level set of the fuzzy output (see, Fig. 5). We can see that
TEV has large values all over the elapsed time. Therefore, our proposed ﬁnding rules can indicate the unusual
condition of the subject person. In Table 1, the predeﬁned evaluation values, which measure the degree of unusual
condition, are shown. The consideration period T is set T = 5 seconds. Currently, the evaluation values and the
consideration period were deﬁned by hand to adapt the subject person.
In Fig.6, the values of ECG were exchanged from the obtained values of lying to running on about 15 to 30
seconds (see, the upper graph in this ﬁgure). That is, the data except ECG are in the lying state. This artiﬁcial
situation represents the subject person has unusual ECG in 15 to 30 seconds when he is lying on some place.
Therefore, the unusual condition from 15 to 30 seconds should be founded by our proposed system. We can see
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Fig. 4. Fuzzy output for the other normal condition
Table 1. Predeﬁned evaluation values EVs
Relations between a FNN output Op and an actual output yp Predeﬁned values of EV
[Op]L1.0 ≤ yp ≤ [Op]U1.0 0
[Op]L0.8 ≤ yp < [Op]L1.0, or [Op]U1.0 < yp ≤ [Op]U0.8 0
[Op]L0.6 ≤ yp < [Op]L0.8, or [Op]U0.8 < yp ≤ [Op]U0.6 0
[Op]L0.4 ≤ yp < [Op]L0.6, or [Op]U0.6 < yp ≤ [Op]U0.4 1
[Op]L0.2 ≤ yp < [Op]L0.4, or [Op]U0.4 < yp ≤ [Op]U0.2 2
[Op]L0.0 ≤ yp < [Op]L0.2, or [Op]U0.2 < yp ≤ [Op]U0.0 3
yp < [Op]L0.0, or [Op]
U
0.0 < yp 4
that the TEV was increasing at 15 seconds from the TEV graph in Fig. 6. Since the total of the evaluation values
exceeded the predeﬁned threshold and from the results of action estimation, we can conclude that the subject was
unusual condition when the subject was lying.
4. Conclusion
In this paper, we proposed a fuzziﬁed neural network based human condition monitoring system. Our proposed
system is based on the fuzzy nonlinear regression. Fuzziﬁed neural networks were used to realize fuzzy nonlinear
regression models.
Training data consist of normal situation’s data of the subject person, because the fuzziﬁed neural network
should learn the subject’s usual condition. From experimental results, we can see that the fuzziﬁed neural networks
can learn the subject’s usual condition. In order to ﬁnd unusual condition of the subject person, we deﬁned an
evaluation value EV and its total TEV . Using TEV index, we can ﬁnd the unusual condition of the subject person.
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Fig. 5. Fuzzy output for the artiﬁcial unusual condition
Our future tasks are more experiments for several kinds of subjects. The dataset used in this paper was obtained
from a single subject. To show the eﬀectiveness of our proposed system, we need to more experiments for several
kinds of subjects. Accordingly, an automatically setting procedure of some predeﬁned parameters will be needed.
Moreover, from the results of the neural network based action estimation [1-5], we can explain what the subject
was doing when the condition occurred. This kind of information is helpful for us to understand the situation.
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