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Abstract
This thesis proposes a robust method of creating a 3D digital model of an
object through stereoscopic reconstruction. There are existing methods and
tools for achieving this, but they tend to only perform well under favorable
conditions, such as specializing to a specific class of objects or requiring certain
geometric and textural characteristics. Hence, when the object in question has
a relatively monochrome color, minute distinctive features, curved or unusual
shapes, or specular surfaces, the results are often warped and do not resemble
the original object. A prime example of this loss of digital fidelity can be
found in the insect kingdom. Insects come in an enormous variety of shapes
and sizes, providing a sizeable database that can rigorously test the algorithm.
Our method takes a pair of stereo images and a set of calibration images, finds
dense correspondences between the two images, and outputs a colored 3D
point cloud. The results are a remarkable improvement over existing tools
that attempt to create models for a generic object. The generated models
capture features from the original insects and show significant detail given the
challenge of the generalized problem.
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Chapter 1: Introduction
1.1 Motivation
Digitization of real-world objects, both animate and inanimate, is becoming
increasingly popular both in academic circles as well as the entertainment
world, catering to a broad diversity of people. Numerous reasons account for
this current enthusiastic and wide-ranging burst of interest, including the vital
archival of objects, especially if they are delicate, animate, and not easily ac-
cessible items such as relatively rare objects found only in remote geographical
areas; the instant availability, invaluable accessibility to, and the furnishing
of multiple copies of the same objects, providing researchers operating in far-
flung locations around the world with a comparatively low-cost option that
avoids items having to be insured, expertly packaged and gently transported
to avoid irreparable damage to them; the lucrative provision of the objects
to the entertainment industry, particularly those involved in movies and dig-
ital games containing life-like computer graphics; and the growing market for
the increasingly accessible, physical reproduction of items through the use of
3D-printers.
This growing interest gives rise to the need for an inexpensive option to create
a 3D digital model from any given object. Rather than requiring specialized
hardware or laser-scanning technology, it would be desirable to be able to dig-
itize objects from images. However, this task is still quite difficult. A generic
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object may not have distinct edges that can be exploited, but instead have
oddly curved surfaces; the color palette could be fairly monochrome; phys-
ically miniscule distinctive features virtually defies accurate replication; and
specular surfaces have reflections that makes matching a challenging undertak-
ing. Ultimately, each object is unique and capturing its fascinating, peculiar,
and detailed structures is a demanding task that is a worthy endeavor.
Insects form a class of objects that fits this description. Entomologists have
four valid and crucial reasons for preserving their specimens in digital form.
First, a digital copy facilitates the study of insects without further exposing
their fragile bodies to the elements, especially while it is in transit. Second,
it permits innumerable researchers in multiple locations far from the physical
specimen to still be able to simultaneously examine and conduct research on
the same insect. Third, it provides researchers with the confidence that the
digital specimens have all the requisite fidelity to the original. Fourth, it
enhances the research process through the obtaining of the specimens at a
comparatively low cost without the fear of damage to the specimen during the
actual study period. However, insects come in a wide variety of shapes, sizes,
colors, and materials, which prevents the use of an over-specialized algorithm
and consequently requires a dynamic algorithm that can be adapted to varying
inputs.
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This thesis presents a stereo vision method that uses photo-consistency mea-
sures to compute the 3D digital rendering of an insect. The technique uses
only a single pair of stereo images of the insect and a number of calibration
images but nevertheless generates outstanding results, capturing details and
a digital fidelity that existing tools fail to achieve. The quality of our results
suggests that, in spite of past difficulties, this approach presents us with a
great potential for 3D digital model reconstruction through images and there-
fore creating simple and inexpensive options for digitizing objects that can be
used by both professionals and the average consumer alike.
1.2 Existing Tools
To illustrate the difficulty and complexity of this problem, we examined some
existing tools and their performance on our insects. We took photos of two
representative beetles for our comparison tests. We placed the first insect on
a white foam pad to aid in isolating the insect from backgrounds that might
confuse matching processes; we placed the second insect on a checkerboard
pattern that might potentially help the tools to stitch the images together and
make a more accurate model. We captured fifty-two images of the first beetle
and sixty-eight images of the second beetle to ensure complete coverage of the
insects. Figures 1.1 and 1.2 show two representative photos of each beetle.
Autodesk has created an application called 123D Catch [Autodesk, 2013].
Their system requires that you input at least 30 sequential photos of the ob-
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ject that together give complete coverage of the object. They also state that
objects with plain, reflective, or transparent surfaces will not work. Given this
self-acknowledged limitation, it is not surprising that the software was unable
to create detailed models of either beetle. In Figure 1.3, we see four snapshots
of the rendered model of the first beetle. As apparent from the images, the
123D Catch software was unable to connect images from one side of the insect
to the other. This is a substantial failure, and as a result, it was only able
to create half of the model of the first beetle. In addition, no background
subtraction was performed, resulting in the inclusion of a significant portion
of the background as part of the model. This oversight lead to the background
being confused with the object itself, giving the model a bulbous white glow.
Figure 1.4 shows snapshots of the 123D Catch results for the second beetle.
With the aid of the checkerboard pattern, the software was able to connect
the majority of images together, creating a model for the entire insect. How-
ever, the rendering is still not without its problems. Smaller features such as
the head and arms are largely unaccounted for, generating stubs instead of
detailed appendages. Moreover, the lack of background subtraction still com-
promises the quality of the model. As with the first beetle, large portions of
the background checkerboard pattern are left in the model, merging into the
insect itself and interfering with the details. Thus, while a complete model
was produced, it nevertheless lacks the detail and fidelity that are required for
it to be of any practical use in a research setting.
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3D Systems has created a similar application called Cubify Capture [3D Sys-
tems, 2013]. Like 123D Catch, their system takes in an input of at least 30
photos of the object that provide complete coverage. As part of their pho-
tography tips, they state that the object should have a texture that does not
repeat. With this constraint in mind, Cubify Capture was predictably unable
to process either of the two sets of captured images of beetles. Rather than
producing models, the only outputs were errors with no explanation for the
cause of this inability to construct them. Because of the large monochrome
patches on the shell of the beetle and the plain white background in the first
set of images and the repeating checkerboard pattern found in the second set
of images, it was likely that the software was unable to properly piece together
the images and create a cohesive model in either instance.
1.3 Related Works
Using the terminology of [Kutulakos & Seitz, 1998], this thesis presents a
3D model reconstruction method using photo-consistency measures. For our
foundation, we build upon techniques that have been previously established,
such as those outlined in [Seitz et al., 2006]. Our algorithm compares windows
of pixels between two images in the same vein as [Esteban & Schmitt, 2004,
Faugeras & Keriven, 1998, Jin et al., 2003]. Also, like in the works [Kutulakos,
2000, Slabaugh et al., 2004], we account for small shifts and noise, achieving
subpixel accuracy. To reduce specularities, we use diffuse filters as suggested
in [Nayar et al., 1993].
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Multiple previous works have used a combination of photo-consistency mea-
sures with smoothing terms, such as [Scharstein & Szeliski, 1998, Woodford
et al., 2009, Wu et al., 2009]. Other works such as [Banno & Ikeuchi, 2011,
Feng et al., 2009] have refined the disparity maps computed from matching
pixels between images. Of particular inspiration were the works [Furukawa &
Ponce, 2010] and [Beeler et al., 2010] for their iterative matching and refine-
ment methods.
The theory of camera calibration has largely been established; more infor-
mation can be found in [Hartley & Zisserman, 2004]. A particularly notable
method for stereo camera calibration and rectification is in [Fusiello et al.,
1999]. For the camera calibration phase, we use several methods from the
OpenCV Library [Bradski, 2000].
There are a number of publicly available tools that are aimed at a consumer
audience, such as [3D Systems, 2013, Autodesk, 2013, Creative Dimensional
Software, 2012]. These require an input of tens of images and have limited
reconstruction abilities, often requiring the user to manually correct the model
that their software generates. Our method aims to provide the foundation
for an alternative that is equally accessible while achieving models that are
significantly more detailed and feature-rich.
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A number of works have tackled the problem of reconstruction from a single
view or photo, such as the following: [Toeppe et al., 2011] uses a silhouette-
based method from a single view; [Chen & Cipolla, 2011] uses shape priors and
only one silhouette; [Wu et al., 2011] and [Barinova et al., 2008] both address
the problem of recreating urban environments from a single view; [Saxena
et al., 2007] uses a single photo and focuses on unstructured environments;
and [Chen et al., 2013] extracts simple 3D shapes from an individual photo
through an interactive process.
7
1.4 Figures
(a) Front Right View
(b) Back Left View
Figure 1.1: Representative Photos of Beetle 1
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(a) Front Right View
(b) Back Left View
Figure 1.2: Representative Photos of Beetle 2
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(a) Front Left View
(b) Back Left View
Figure 1.3: 123D Catch Reconstruction of Beetle 1
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(c) Front Right View
(d) Back Right View
Figure 1.3 (cont.): 123D Catch Reconstruction of Beetle 1
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(a) Front Left View
(b) Back Left View
Figure 1.4: 123D Catch Reconstruction of Beetle 2
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(c) Front Right View
(d) Back Right View
Figure 1.4 (cont.): 123D Catch Reconstruction of Beetle 2
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Chapter 2: Experimental Methodology
This chapter describes our complete methodology for stereo reconstruction.
Section 2.1 describes the process of capturing the stereo images, calibrating
the cameras and extracting the camera parameters, and preparing the images
for analysis and reconstruction.
The central portion of the algorithm is detailed in Section 2.2. We form
pyramids from the input images and progressively run the algorithm over each
layer; this allows for lower-resolution layers to provide additional information
to higher-resolution layers and guide the computations towards the desired
result. For each layer in the pyramid, we compute matches between the pixels
of the images, ensuring that the disparity maps correspond to a dense 3D mesh.
We then refine the disparity maps so that surface textures are maintained and
noise is reduced. These refined disparity maps are then fed into the next
iteration until disparity maps are computed for the original, full-resolution
images.
The full-resolution disparity maps are then smoothed once more using a Gaus-
sian filter to reduce any remaining noise. Finally, the smoothed disparity maps
are used to output the final point cloud. This post-processing is elaborated
upon in Section 2.3.
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2.1 Image Capturing and Calibration
This section describes the system of processing the stereo images, including
determining camera parameters and preparing the images for matching. We
use a stereoscopic camera to take a pair of side-by-side photos of the object
in question. To reduce interference from background objects, we placed the
object on a white foam pad to isolate it in the image. From the same position,
we also take a number of pairs of photos of a checkerboard; each shot has
the checkerboard pattern in a different location and orientation, leaving the
camera’s viewpoint untouched. To avoid issues with specularity and bright
patches, we use indirect lighting and diffuse filters over the lighting to reduce
reflections.
We then automatically locate the checkerboards in each of the photos. With an
input of the number of rows and columns on the checkerboard, we extract the
locations of all the corners within the checkerboard. We further refine these
coordinates by converting the images to grayscale and determine the locations
of the corners to sub-pixel accuracy. These coordinates in the images are then
used to triangulate the positions of the corners in 3D space.
Given these 3D coordinates, we then run a camera calibration algorithm. This
algorithm extracts the fundamental matrix and the radial distortion coeffi-
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cients of the camera. From this, we are particularly interested in the focal
length, the principal point, and the baseline length. These parameters will be
used at the very end of the procedure to triangulate the positions of the points
in 3D space, forming the final point cloud.
We next finish preparing the stereo images of the original object for the re-
construction process. We determine the transformation necessary to rectify
the images using the fundamental matrix, the distortion coefficients, and the
transformation matrices between the two cameras’ coordinate systems. The
rectification transformations are then applied to both images, eliminating per-
spective distortion and bringing the camera images into the same plane. This
warping greatly simplifies the matching process, as explained in Section 2.2.
Finally, we perform background subtraction to isolate only pixels of the object
for analyzing.
2.2 Stereo Reconstruction
In this section, we describe the matching and refinement algorithm. We previ-
ously rectified the two images; therefore, we know that image transformation
adjusted the epipolar lines to be parallel to the horizontal axis. This allows us
to limit our search along registration lines. That is, given a pixel in the left
image, we can limit our search for a match in the right image to pixels at the
same height rather than in the entire image or even in a window of heights. To
further limit the search, we create a Gaussian image pyramid for each image.
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Using a Gaussian convolution, we employ factor-of-two subsampling to form
each level of the pyramid, progressively decreasing the resolution. The thresh-
old for the lowest-resolution image was empirically chosen to be a resolution
of 150 pixels by 150 pixels; this choice was made in order to keep significant
features of the insects discernable in even the lowest-resolution image.
We run the following procedure for each layer in the Gaussian image pyramid:
All pixels in the left image are matched with pixels in the right image as
discussed in Section 2.2.1. The left-image pixels are then checked to against the
constraints outlined in Section 2.2.2; pixels that fail to satisfy those constraints
are rematched, again as described in Section 2.2.1. If the number of pixels
that need to be rematched passes a given threshold, we repeat this process
until either a sufficient number of pixels are matched or we reach a limit on
the number of times the loop has been repeated; this is elaborated upon in
Section 2.2.3. Matching pixels between the images results in a disparity map
that is then refined to enhance features and reduce noise.
In the refinement, we iteratively adjust the disparity map by shifting values
towards higher NCC values and smoother surfaces. We utilize both a con-
sistency term df that is computed from NCC values that helps to shift the
disparity values towards better matches, and a smoothing term ds that is
computed from neighboring disparity values that works to keep the surface
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smooth. These are balanced by the weights wc, which is again computed from
NCC values and favors regions with significant features and textures, and ws,
which is user-specified and helps to balance the computations. This process
of refinement is then repeated for a set number of iterations. These terms and
their usages are defined in Section 2.2.4.
The reconstruction process starts with the lowest-resolution image in the Gaus-
sian pyramid, progresses through the images in the pyramid, and ends with
computing matches in the original images. The disparity maps that are cal-
culated for each layer are then used in the pixel matching of the subsequent
layer: the disparity maps help to further limit the search window for matching.
This is further explained in Section 2.2.1.
2.2.1 Pixel Correspondences
To find the correspondences between pixels, we use an algorithm that mini-
mizes the normalized cross-correlation (NCC) values between blocks of pixels.
We denote the left and right images as IL and IR, respectively. We match
pixels from IL to IR and independently match pixels from IR to IL, comput-
ing two separate disparity maps. For the sake of succinctness and clarity, we
only describe the matching from IL to IR.
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For every pixel p` ∈ IL, we attempt to match it to every pixel in IR within a
certain region. In order to calculate how well p` corresponds to other pixels,
we compute the NCC values between a square 5× 5 pixel window centered at
p and similar windows around the pixels in the given search area of IR. The
pixel pr ∈ IR that corresponds to the best match is then retained.
If the current layer of images is at the lowest resolution, then we have only
know that the pixel that corresponds to p must be along an epipolar line.
This leads us to check p` against every pixel in IR at the same pixel height as
p`. However, if the current layer of images is of higher resolution, we can use
the preceding layer’s disparity map to acquire a more educated guess. The
previous disparity map allows us to determine the location of the predicted
match p′r ∈ IR. We then set the search area to be 5 pixels to the left and right
of p′r and proceed with calculating the NCC values.
After calculating the best match pr, we adjust the disparity between p` and
pr to subpixel accuracy. By examining how well p` corresponds to pr and its
two neighbors, we determine how much to shift the disparity towards one side
or the other. We calculate the maximum NCC value between the 5× 5 pixel
window around p` and each of the windows around pr and its left and right
neighbors; we denote these by mv, m`, and mr, respectively. If mv = m` = mr,
then we do nothing. If either mv 6= m` or mv 6= mr, then we compute
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dm =
(m` −mv)− (mr −mv)
2[(m` −mv) + (mr −mv)] .
We clamp dm to the range [−0.5, 0.5] and add it to the previously calculated
disparity between pixels p` and pr. We then compute the matches for every
pixel pr ∈ IR to pixels in IL in the same manner.
2.2.2 Matching Constraints
We want to ensure that the resulting disparity map generates a coherent and
smooth 3D model. After pixels are matched between IL and IR, we check
every pixel in both images against the following constraints:
• Smoothness: we require the calculated disparity in small windows to be
sufficiently consistent with its surrounding pixels. We check the disparity
at p against the disparity of its closest eight neighbors and require that
at least half of the neighbors must have a difference in disparity of at
most one pixel. Note that these eight neighbors will normally take the
shape of a 3×3 window centered at p, but will shift and warp accordingly
along edges and corners.
• Ordering: we require the calculated disparity to be sufficiently consistent
along epipolar lines. We compare the disparity at p against the disparity
of its neighboring pixel to the right and require that their disparities
must differ by at most one pixel.
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• Uniqueness: we require there to be a bijection in the matching between
images IL and IR. We require that a pixel p` ∈ IL is matched to pixel
pr ∈ IR if and only if pr is also matched with p`. A lack of a bijection
results in unwanted erroneous holes and jumps in the surface.
2.2.3 Rematching Pixels
In any given layer, this matching process is performed at least twice. After
the initial matching as in Section 2.2.1, we check each pixel in both IL and
IR against the constraints listed in Section 2.2.2. We rerun the matching
algorithm over every pixel that does not satisfy the constraints to rematch
them. Instead of searching for matches along the entire epipolar line, we limit
the search area based upon the previously calculated disparity values, the
pixels that need to be rematched and their neighbors, and the smoothness and
ordering constraints.
We continue this pattern of checking pixels against the constraints and re-
matching pixels with poor matches until we reach an appropriate threshold. If
more than ninety-five percent of the total number of pixels across both images
satisfy the constraints or we have repeated the rematching process fifty times,
we terminate the procedure and continue onto the next layer in the Gaussian
image pyramid. Note that when the rematching terminates due to reaching
the iteration limit, the final iterations complete nearly instantaneously due to
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the small number of remaining unmatched pixels. Once the matching process
has terminated, we tweak the disparity maps in preparation for using them in
subsequent matchings.
2.2.4 Disparity Map Refinement
In refining the disparity map, we want to improve the quality of the resulting
surface by taking two factors into account: the object we are reconstructing
has texturing that the model should reflect; and the model should not have
extreme discontinuities. These two goals on the surface would appear to be in
conflict with one another: one aims to maintain ridges in the surface and the
other seeks to smooth them out. However, it is important to notice that we
wish to preserve features that exist in the original object and remove “features”
that do not. We achieve this by balancing our improvements between the two
terms df , which aims to maintain features, and ds, which seeks to smooth out
outlying discontinuities.
First, we define some notation. Given pixels p` in image IL and its match pr
in image IR, let Fp`(pr) = (1 − V )/2, where V is the NCC value for a 5 × 5
pixel window centered at p` against the similarly-sized window around pr. This
function represents an error function with low values indicating minimal error,
that is, a high correspondence between the two windows. We denote pr−1
and pr+1 to be the left and right neighbors of pr in IR, which will be used as
parameters in the function Fp`(). We define the terms S+ and S− to be
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S+ = (Fp`(pr−1)− Fp`(pr)) + (Fp`(pr+1)− Fp`(pr))
S− = (Fp`(pr−1)− Fp`(pr))− (Fp`(pr+1)− Fp`(pr)).
Lastly, we define D(x, y) to be the computed disparity for the pixel at coordi-
nates (x, y) and we denote xp and yp to be the x and y coordinates of pixel p
in its corresponding image.
We compute the term D for every pixel p` ∈ IL that will used to refine the
disparity map at p`:
D =
wf · df + ws · ds
wf + ws
To calculate df , we compute Fp`(pr), Fp`(pr−1), and Fp`(pr+1) to determine
how the sub-pixel disparity values should be shifted. We let df equal
df =

xp` − xpr − 1/2 if Fp`(pr−1) < Fp`(pr), Fp`(pr+1)
xp` − xpr + 1/2 · (S−/S+) if Fp`(pr) < Fp`(pr−1), Fp`(pr+1)
xp` − xpr + 1/2 if Fp`(pr+1) < Fp`(pr−1), Fp`(pr)
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This calculation shifts the disparity towards pixels of higher correspondence.
If either of the neighboring pixels pr−1 or pr+1 better minimize the error term
of p` the currently matched pixel pr, we shift the disparity towards them.
However, if pr is the best match, we slightly shift the disparity left or right
based on which has a lower error.
We weight df with wf , which is calculated as
wf =

Fp`(pr)− Fp`(pr−1) if Fp`(pr−1) < Fp`(pr), Fp`(pr+1)
1/2 · S+ if Fp`(pr) < Fp`(pr−1), Fp`(pr+1)
Fp`(pr)− Fp`(pr+1) if Fp`(pr+1) < Fp`(pr−1), Fp`(pr)
In a fashion similar to df , the weight wf gives greater weight to areas with
higher differences in correspondence. That is, regions with more detail will be
weighted more, promoting areas with greater detail and localized features.
To balance this, we compute the term ds which aims to smooth out discon-
tinuities in the surface. Naturally occurring objects tend to have relatively
smooth surfaces when moving by a sufficiently small distance (though still
at a macroscopic scale). Disparity calculations that are influenced by noise
should be corrected to be more in line with its surrounding points. For the
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pixel p ∈ IL, we compute ds to be
ds =
wx[D(xp − 1, yp) +D(xp + 1, yp)] + wy[D(xp, yp − 1) +D(xp, yp + 1)]
2(wx + wy)
where
wx = exp(−(|D(xp − 1, yp)−D(xp, yp)| − |D(xp + 1, yp)−D(xp, yp)|)2)
wy = exp(−(|D(xp, yp − 1)−D(xp, yp)| − |D(xp, yp + 1)−D(xp, yp)|)2).
This smoothing term takes a weighted average over the disparities of neigh-
boring pixels. These disparities are given a greater weight if the disparities
of the adjacent pixels are more similar. This means that if the disparities of
neighboring pixels differ by only a small amount, then the disparity of the pixel
in question will be shifted towards the disparities of its neighbors, effectively
smoothing out the surface. We weight ds by the user-specified weight ws; after
empirical tests, we set ws = 0.015.
We then combine the terms to calculate D as described above and add it to the
disparity computations. We repeat this refinement process for a fixed number
of iterations. In testing, we set the number of iterations to eighty. After we
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finish the refinement, we proceed to the next layer of the pyramid and continue
with the reconstruction process, running the entire matching and refinement
algorithm for every layer of the pyramid until we have computed disparity
maps for the original images.
2.3 Disparity Map Post-Processing
We describe in this section the methods used to smooth the disparity map
between the original images that was computed in Section 2.2 and how it is
used to create the final model. From the disparity map, we want to ensure
that the resulting mesh will not have large discontinuities and jumps. While
the process of computing the matches between the pixels of the two images
and refining the disparity map took this goal into account, we found that
additional steps are needed to better guarantee the desired surface.
Smoothing takes a further step towards removing unwanted noise in the sur-
face. Because of the potential for noise in the images to create undesirable
textures in the surface, it is important to level out ridges that are not con-
sistent with surrounding regions. For every pixel, a weighted average over a
specified radius of disparity values is computed, convolved with a Gaussian
function. These averages are then combined and used to smooth the disparity
maps. Section 2.3.1 elaborates upon this process.
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The smoothed disparity map is then used to calculate the final surface, as
outlined in Section 2.3.2. After outliers are removed, the disparity map is
used to triangulate the points of the mesh. In addition, each point in the
resulting mesh has the appropriate color values assigned to it.
2.3.1 Disparity Map Smoothing
As a final step to improve the mesh, we perform one last smoothing operation
on the mesh. We choose a select portion of disparity values within a specified
radius r. A smoothing filter is then applied over the disparity map, taking a
weighted average over the chosen disparity values.
For each pixel p ∈ I`, we sort the disparity values of all pixels in a fixed
radius r; we chose the radius r = 15 pixels. We then remove the outlying
pixels whose disparity values are in the lowest or highest one third of the
sorted values, leaving the middle third. From these chosen pixels, we apply
a Gaussian filter to their disparity values based on their distance from p and
take their weighted average. We denote D(p) to be the disparity value at pixel
p. We then calculate the Gaussian filter for pixel pn to be
Gn =
1
σ
√
2pi
· exp
(
−(xp − xpn)
2 + (yp − ypn)2
2σ2
)
Then summing over all pixels pn within the given radius r of p that were
27
selected from the sort, we compute
Sp =
∑
pn
Gn ·D(pn)∑
pn
Gn
,
an average over the surrounding disparity values, weighted by the Gaussian
filter centered around pixel p. After all such averages have been calculated,
we set the disparity at p to be Sp.
2.3.2 Model Creation
The final disparity map is used to create the output mesh. For every pixel
p ∈ IL, we can calculate the 3D position of the pixel using the disparity value
at p and the camera parameters, that is, the baseline length, the focal length,
and the position of the principal point. We then store the calculated position
along with the color values as a point cloud.
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Chapter 3: Results and Discussion
3.1 Capture Details
The camera used to obtain results was a Sigma SD15 Digital SLR. We sim-
ulated the stereoscopic nature by automatically shifting the camera between
taking images. We created a setup in which the camera was placed into an
overhead position and robotically controlled, procedurally taking photos and
moving the camera by a precise amount. The camera did not have autofocus,
so we did not have to worry about the camera’s parameters changing between
capturing the calibration images and capturing the insect images. We simu-
lated having a camera with a stereo baseline of approximately 60mm.
Due to availability of specimens, the insects used were of various kinds of
beetles. Given that approximately forty percent of all insects are beetles, this
would not appear to be a significant limitation but rather provide a sufficiently
diverse sample. The beetles used have distinctive shapes and curves, giving the
variety we desired. The insects had previously been preserved and mounted
on insect pins, allowing each insect to be secured on a white foam pad without
fear of them moving in between photographs.
29
3.2 Discussion of Results
Figures 3.1 through 3.20 show our results for four different beetles. For each
beetle, we show the original images; the images after rectification and back-
ground subtraction; the disparity maps generated by our method, before and
after the final smoothing; two snapshots of the models before the final smooth-
ing; and seven snapshots of the model after the final smoothing.
For the most part, the background subtraction was completed successfully.
Beetles 2 and 3 were completely isolated, as seen in Figures 3.7 and 3.12,
leaving no noticeable traces of the background. Figure 3.2 shows that some
of the background adjacent to Beetle 1 was not eliminated; this is most likely
because of the shadows and the resulting difference in the background inten-
sities. Finally, the background surrounding Beetle 4 was subtracted as seen in
Figure 3.17, but the algorithm also interpreted some extraneous particles as
part of the foreground and therefore did not delete them.
We can clearly see that the final smoothing made a significant difference, as
can be seen in both the disparity map and digital model comparisons. All
four instances showed stark improvement, demonstrating the need for addi-
tional smoothing of the surfaces. While the algorithm correctly matched pixels
between the images, the final height of the points needed correction.
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In all of the final models, we can clearly identify the features of the insects.
The models match the curvature of the insects, mimicking the changes in depth
found in the original objects. We can also see the detail in the heads and limbs
of the insects; while they appear quite flat due to the top-down nature of the
input images, the appendages are well-defined and match the shapes expected
from the original specimens. There are some occlusion-related issues because
of the single-view input, most notably seen in Figure 3.10. Because the top of
the pin in Beetle 2 was much higher than the rest of the insect, the surrounding
points were interpreted as forming a cone around the pin rather than as part
of the rest of the beetle. However, without the use of additional images, issues
regarding flatness and occlusion cannot be overcome and are beyond the scope
of this thesis.
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3.3 Figures
(a) Left Camera
(b) Right Camera
Figure 3.1: Original Captured Images of Beetle 1
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(a) Left Camera
(b) Right Camera
Figure 3.2: Beetle 1 After Rectification and Background Subtraction
33
(a) Before Smoothing
(b) After Smoothing
Figure 3.3: Disparity Maps for Beetle 1
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(a) Front Left View
(b) Back Right View
Figure 3.4: Pre-smoothed Output Renderings of Beetle 1
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(a) Above View
Figure 3.5: Smoothed Output Renderings of Beetle 1
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(b) Front View
(c) Back View
Figure 3.5 (cont.): Smoothed Output Renderings of Beetle 1
37
(d) Front Left View
(e) Back Left View
Figure 3.5 (cont.): Smoothed Output Renderings of Beetle 1
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(f) Front Right View
(g) Back Right View
Figure 3.5 (cont.): Smoothed Output Renderings of Beetle 1
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(a) Left Camera
(b) Right Camera
Figure 3.6: Original Captured Images of Beetle 2
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(a) Left Camera
(b) Right Camera
Figure 3.7: Beetle 2 After Rectification and Background Subtraction
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(a) Before Smoothing
(b) After Smoothing
Figure 3.8: Disparity Maps for Beetle 2
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(a) Front Left View
(b) Back Right View
Figure 3.9: Pre-smoothed Output Renderings of Beetle 2
43
(a) Above View
Figure 3.10: Smoothed Output Renderings of Beetle 2
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(b) Front View
(c) Back View
Figure 3.10 (cont.): Smoothed Output Renderings of Beetle 2
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(d) Front Left View
(e) Back Left View
Figure 3.10 (cont.): Smoothed Output Renderings of Beetle 2
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(f) Front Right View
(g) Back Right View
Figure 3.10 (cont.): Smoothed Output Renderings of Beetle 2
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(a) Left Camera
(b) Right Camera
Figure 3.11: Original Captured Images of Beetle 3
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(a) Left Camera
(b) Right Camera
Figure 3.12: Beetle 3 After Rectification and Background Subtraction
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(a) Before Smoothing
(b) After Smoothing
Figure 3.13: Disparity Maps for Beetle 3
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(a) Front Left View
(b) Back Right View
Figure 3.14: Pre-smoothed Output Renderings of Beetle 3
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(a) Above View
Figure 3.15: Smoothed Output Renderings of Beetle 3
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(b) Front View
(c) Back View
Figure 3.15 (cont.): Smoothed Output Renderings of Beetle 3
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(d) Front Left View
(e) Back Left View
Figure 3.15 (cont.): Smoothed Output Renderings of Beetle 3
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(f) Front Right View
(g) Back Right View
Figure 3.15 (cont.): Smoothed Output Renderings of Beetle 3
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(a) Left Camera
(b) Right Camera
Figure 3.16: Original Captured Images of Beetle 4
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(a) Left Camera
(b) Right Camera
Figure 3.17: Beetle 4 After Rectification and Background Subtraction
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(a) Before Smoothing
(b) After Smoothing
Figure 3.18: Disparity Maps for Beetle 4
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(a) Front Left View
(b) Back Right View
Figure 3.19: Pre-smoothed Output Renderings of Beetle 4
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(a) Above View
Figure 3.20: Smoothed Output Renderings of Beetle 4
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(b) Front View
(c) Back View
Figure 3.20 (cont.): Smoothed Output Renderings of Beetle 4
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(d) Front Left View
(e) Back Left View
Figure 3.20 (cont.): Smoothed Output Renderings of Beetle 4
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(f) Front Right View
(g) Back Right View
Figure 3.20 (cont.): Smoothed Output Renderings of Beetle 4
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Chapter 4: Future Work and Conclusion
Great potential is present in this system that future work can bring to fruition.
One natural extension is to take additional photos from multiple angles, al-
lowing for the reconstruction of entire insects rather than only from a single
viewpoint. While this raises issues involving stitching and conflicting geome-
try, this method provides a solid foundation from which a complete digitization
of real-world objects from images can be realized.
Within the algorithm itself, there is room for improvement as well. The re-
finement process could possibly be altered to be more adaptive to the qualities
of the surface, providing better detail and faster termination. Also, the final
smoothing sometimes removed minute ridges present in the original objects,
which suggests that a modified filter is potentially desirable. In addition, the
final point cloud could also be used to create a triangle mesh. Lastly, the
runtime speed can also be reduced through parallelization of the algorithm.
Given the clarity of the models produced by our system, the limited amount of
input data is rather notable. Rather than requiring expensive and specialized
hardware to scan the object with lasers or even take tens of photographs of the
object, our system only needed the camera’s parameters calculated through
calibration images and a single pair of stereo images of the object.
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In conclusion, this thesis shows that stereo images still have a substantial
and significant role to play in the realm of digital reconstruction. Further
developments will allow both professional and consumer-grade applications to
be engineered, providing low-cost options for creating 3D digital models with
high levels of detail.
65
References
3D Systems (2013). Cubify Capture. http://cubify.com/products/capture/.
Autodesk (2013). 123D Catch. http://www.123dapp.com/catch/.
Banno, A. & Ikeuchi, K. (2011). Disparity map refinement and 3d surface
smoothing via directed anisotropic diffusion. Comput. Vis. Image Underst.,
115(5), 611–619.
Barinova, O., Konushin, V., Yakubenko, A., Lee, K., Lim, H., & Konushin, A.
(2008). Fast automatic single-view 3-d reconstruction of urban scenes. In
Proceedings of the 10th European Conference on Computer Vision: Part II,
ECCV ’08 (pp. 100–113). Berlin, Heidelberg: Springer-Verlag.
Beeler, T., Bickel, B., Beardsley, P., Sumner, B., & Gross, M. (2010). High-
quality single-shot capture of facial geometry. ACM Trans. Graph., 29(4),
40:1–40:9.
Bradski, G. (2000). The opencv library. Dr. Dobb’s Journal of Software Tools.
Chen, T., Zhu, Z., Shamir, A., Hu, S.-M., & Cohen-Or, D. (2013). 3sweep:
Extracting editable objects from a single photo. ACM Trans. Graph., 32(6),
195:1–195:10.
Chen, Y. & Cipolla, R. (2011). Single and sparse view 3d reconstruction by
learning shape priors. Computer Vision and Image Understanding, 115(5),
586–602.
Creative Dimensional Software (2012). 3D Software Object Modeller.
http://www.3dsom.com/.
Esteban, C. H. & Schmitt, F. (2004). Silhouette and stereo fusion for 3d object
modeling. Comput. Vis. Image Underst., 96(3), 367–392.
Faugeras, O. & Keriven, R. (1998). Variational principles, surface evolution,
pdes, level set methods, and the stereo problem. Trans. Img. Proc., 7(3),
336–344.
Feng, X., Liu, Y., & Dai, Q. (2009). Point-cloud refinement via exact matching.
In Proceedings of the 2009 IEEE International Conference on Multimedia
and Expo, ICME’09 (pp. 926–929). Piscataway, NJ, USA: IEEE Press.
66
Furukawa, Y. & Ponce, J. (2010). Accurate, dense, and robust multiview
stereopsis. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 32(8), 1362–1376.
Fusiello, A., Trucco, E., Verri, A., & Verri, R. (1999). A compact algorithm
for rectification of stereo pairs.
Hartley, R. I. & Zisserman, A. (2004). Multiple View Geometry in Computer
Vision. Cambridge University Press, ISBN: 0521540518, second edition.
Jin, H., Soatto, S., & Yezzi, A. J. (2003). Multi-view stereo beyond lambert.
In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, volume 1 (pp. 171–178).
Kutulakos, K. N. (2000). Approximate n-view stereo. In in Proc. European
Conf. on Computer Vision (pp. 67–83).
Kutulakos, K. N. & Seitz, S. M. (1998). A Theory of Shape by Space Carving.
Technical report, Rochester, NY, USA.
Nayar, S. K., sheng Fang, X., & Boult, T. (1993). Boult t.: Removal of spec-
ularities using color and polarization. In In Proceedings of IEEE Computer
Society Conference on Computer Vision and Pattern Recognition (CVPR
(pp. 583–590).
Saxena, A., Sun, M., & Ng, A. Y. (2007). Learning 3-d scene structure from
a single still image. In in ICCV workshop on 3D Representation for Recog-
nition (3dRR07.
Scharstein, D. & Szeliski, R. (1998). Stereo matching with nonlinear diffusion.
Int. J. Comput. Vision, 28(2), 155–174.
Seitz, S. M., Curless, B., Diebel, J., Scharstein, D., & Szeliski, R. (2006). A
comparison and evaluation of multi-view stereo reconstruction algorithms.
In Proceedings of the 2006 IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition - Volume 1, CVPR ’06 (pp. 519–528).
Washington, DC, USA: IEEE Computer Society.
Slabaugh, G. G., Culbertson, W. B., Malzbender, T., Stevens, M. R., &
Schafer, R. W. (2004). Methods for volumetric reconstruction of visual
scenes. Int. J. Comput. Vision, 57(3), 179–199.
67
Toeppe, E., Oswald, M. R., Cremers, D., & Rother, C. (2011). Silhouette-
based variational methods for single view reconstruction. In D. Cremers,
M. A. Magnor, M. R. Oswald, & L. Zelnik-Manor (Eds.), Proceedings of
the 2010 international conference on Video Processing and Computational
Video (pp. 104–123). Berlin, Heidelberg: Springer-Verlag.
Woodford, O., Torr, P., Reid, I., & Fitzgibbon, A. (2009). Global stereo
reconstruction under second-order smoothness priors. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 31(12), 2115–2128.
Wu, C., Frahm, J., & Pollefeys, M. (2011). Repetition-based dense single-view
reconstruction. In Proceedings of the 2011 IEEE Conference on Computer
Vision and Pattern Recognition, CVPR ’11 (pp. 3113–3120). Washington,
DC, USA: IEEE Computer Society.
Wu, C., Liu, Y., Ji, X., & Dai, Q. (2009). Multi-view reconstruction un-
der varying illumination conditions. In Proceedings of the 2009 IEEE In-
ternational Conference on Multimedia and Expo, ICME’09 (pp. 930–933).
Piscataway, NJ, USA: IEEE Press.
68
