We prove a duality principle that connects the thermodynamic limits of the free energies of the Hamiltonians and their squared interactions. Under the main assumption that the limiting free energy is concave in the squared temperature parameter, we show that this relation is valid in a large class of disordered systems. In particular, when applied to mean field spin glasses, this duality provides an interpretation of the Parisi formula as an inverted variational principle, establishing a prediction of Guerra [13] .
Introduction
A fundamental goal in spin glass theory is to study the thermodynamic limit of random Hamiltonian systems that simultaneously exhibit ferromagnetic and anti-ferromagnetic properties. Roughly speaking, one seeks to obtain information on macroscopic phenomena such as phase transitions through the analysis of stochastic microscopic interactions. Applications of spin glass theory include many problems in the fields of physics, biology, neurology and computer science, see for instance [14] . More importantly, it also has led to a vast and challenging collection of beautiful mathematical questions [24] .
For each N ≥ 1, let Σ N be a configuration space and ν N be a random measure on Σ N . Let H N be a random Hamiltonian indexed by Σ N . In this paper, we study the thermodynamic limit of the free energy associated to the (inverse) temperature β ∈ R,
where
is called the partition function. There are two classical viewpoints that are often employed to guess or compute an expression for this limit. The first one is physicists' entropic principle in statistical mechanics. It suggests that F (β) has a variational representation that involves a maximization between the entropy of a generic thermodynamical state and its internal energy. Another approach is via large deviation theory, from which Laplace-Varadhan's lemma writes F (β) as a maximization problem between an energy functional and a rate function. The reader interested in these classical approaches can see [10, 11] and the references therein. In contrast to the classical methods, in the ground breaking treatment of the famous Sherrington-Kirkpatrick (SK) model, Giorgio Parisi [22] predicted that the thermodynamic limit of the free energy can be computed through a sharply different variational problem. Introducing the notion of replica symmetry breaking, he expressed F (β) as a minimization problem of a functional P β over the space of all probability measures on the interval [0, 1]. The minimizer of this variational problem is known as the functional order parameter and plays a fundamental role in describing the system. Following Guerra's beautiful discovery of the replica symmetry breaking bound, Parisi's formula was firstly verified in the celebrated work of Talagrand [25] and then extended to all mixed p-spin models by Panchenko [18] . Further generalizations have also been pushed forward in the generalized random energy model [4, 5] , the spherical mixed p-spin model [6] , the Ghatak-Sherrington model [15] , the multi-species SK model [19] , the mixed p-spin model with vector spins [20] and the Potts spin glass model [21] .
Despite all remarkable progress during the past 35 years, some aspects of the Parisi solution remain to be understood. In particular, it is unclear how to explain the Parisi solution directly from the aforementioned classical methods. The aim of this paper is to provide a rigorous framework that connects the Parisi formula and the classical approaches. It is motivated by an observation of Francesco Guerra [13] , who suggested that the thermodynamic limit of the free energy in the mixed p-spin model is concave in the squared temperature. From such concavity, he conjectured a Legendre duality between the Parisi formula and the Legendre transform Γ of the scaled Parisi functional P √ β , where the temperature and the functional order parameter are conjugate variables. This duality was rigorously established for the mixed p-spin models in the recent work of Auffinger and Chen [3] , but no interpretation of the functional Γ was given.
In this paper, we show that Guerra's insight not only holds for the mixed p-spin glass model, but also extends to many disordered models. We establish that if the limiting free energy in the squared temperature is concave, then the system will exhibit a general Legendre duality principle between the limiting free energies corresponding to the original and squared Hamiltonians. Analogously to the classical entropic principle where temperature and energy parameters are Legendre conjugates, this duality also connects these two parameters. As an immediate consequence, we recover the Legendre structure obtained in [3] . Foremost, we give a direct interpretation of the functional Γ, as the limiting free energy of the squared Hamiltonian. While the Parisi formula relates temperature parameter with the Parisi measure, our new representation conjugates energy and temperature parameters, as in the classical approaches. From these, we also derive a new maximum variational representation for the limiting free energy, which shares some features similar to those obtained through large deviation principles in many classical examples, see [11, 23] .
In addition, we apply our Legendre duality to the random energy model, from which we obtain the corresponding Parisi formula previously derived by Guerra [12] and BolthausenKistler [4] . Our result extends to the spherical mixed p-spin model as well, where it explains the nature of the Crisanti-Sommers representation of the limiting free energy.
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Main results
For each N ≥ 1, let Σ N be a configuration space and ν N be a random measure on Σ N with ν N (Σ N ) < ∞. Suppose that (H N,p ) p≥1 is a sequence of independent random Hamiltonians indexed by Σ N and is independent of ν N . Denote the normed vector space ℓ 2 (N) as
The sequence β here is called the (inverse) temperature parameter. Throughout Section 2, we assume that the following conditions hold:
(A0) Suppose that for each p ≥ 1, the Hamiltonian H N,p is symmetric, that is, the families of random variables (H N,p (σ)) σ∈Σ N and (−H N,p (σ)) σ∈Σ N share the same joint distribution.
(A1) There exist constants C 1 , C 2 > 0 such that for any N ≥ 1 and p ≥ 1,
(A2) For each β ∈ T , the limit of the free energy
converges a.s. to some nonrandom F (β).
Remark 1 (Universality). Throughout the paper, we neither impose any other assumptions on the Hamiltonians (H N,p ), nor on the measure space (Σ N , ν N ). In particular, our results do not require H N,p to be a Gaussian process.
In the main examples that we are about to discuss in Subsection 2.2 below, the configuration space Σ N is either the discrete hypercube {±1} N or a sphere in R N and the Hamiltoninans are the mixed p-spin models. They are known to satisfy assumptions (A0), (A1) and (A2).
Our first main theorem establishes a general duality principle that conjugates the temperature and energy parameters. Let
be the space of positive temperatures and
denote the space of scaled energies. Define the free energy for the squared Hamiltonian,
Denote by V the limit of (V N ) N ≥1 whenever it exists in R := R ∪ {∞}. For any β ∈ B,
t exists for any β ′ ∈ T . Our first result shows that V exists and it can be expressed as a variational formula in terms of the free energy F . Moreover, if F (β 1/2 ) is concave in β ∈ B, then this variational representation is invertible.
Theorem 1 (Legendre duality). If (A0), (A1) and (A2) hold, then we have
(ii) If F (β) is Gâteaux differentiable everywhere in B and F (β 1/2 ) is concave on B, then for any β ∈ B,
Theorem 1 establishes the Legendre duality between F and V , where the temperature and the scaled energy are conjugated variables. (3) is concave in β 1/2 . A simple application of Hölder's inequality also implies the convexity of F . Such convexity can be obtained from the variational formula of (3). Indeed, if we set
Remark 2. It is clear that the variational representation
where U(m) := V (m −1 ) for any m ∈ M. For any 0 < c < 1, β, β ′ ∈ B and t, t ′ ∈ M, the Cauchy-Schwarz inequality says
Observe that from (2), U is nondecreasing in each coordinate and convex. This implies that
which clearly implies the convexity of F by taking infimum on both sides.
The next theorem describes the optimizers of the above two variational problems. Assume that F is Gâteaux differentiable on B. Denote by ∂ p F the partial derivative of F with respect to β p . We define
Theorem 2 (Optimality). Given the assumptions (A0), (A1) and (A2), if F is Gâteaux differentiable everywhere in B and F (β 1/2 ) is concave on B, then we have
and any β ∈ B satisfying m p = β
and m ∈ M defined by m p = β
A word of comment is needed here. The dual parameter m plays the role of a scaled energy. If both free energies F and V are comparable, that is, if the energies satisfy
we can see that the parameter m p has the same scale as H N,p /β p .
Remark that although here we present results for the system with an infinite sequence of the Hamiltonians (H N,p ) p≥1 , the statements of Theorems 1 and 2 remain valid if the system involves only a finite number of Hamiltonians, (H N,p ) 1≤p≤s , for some fixed s ∈ N independent of N. The case s = 1 reads as follows.
Assume that H N is a Hamiltonian indexed by the spin configuration space Σ N and is independent of ν N . Define the free energies by
Suppose that (A0), (A1) and (A2) are valid for H N . Denote by F the limit of (F N ). From Theorem 1, the limit of V N exists, which is denoted by V . Theorem 2 becomes:
where any
′ is the maximizer of (7) and m ′ = F ′ (β)/β is the minimizer of (8).
Examples
We now discuss the Legendre structure established in the previous section for some meanfield spin glass models. They include the random energy model (REM) and the mixed p-spin models with both Ising and spherical spin configuration spaces. With the representations in Theorem 2, we will show that the limiting free energy can be naturally written as a minimization problem that is related to Parisi's formulation of the same quantity.
Random energy model
The REM model is defined on the configuration space Σ N := {−1, 1} N and its Hamiltonian H N is a family of Gaussian process with covariance structure
, where δ σ 1 ,σ 2 equals 1 if σ 1 = σ 2 and 0 otherwise. Let ν N be the uniform probability measure on Σ N . It is well-known (see for instance [24] ) that the conditions (A1) and (A2) hold and the limiting free energy has an explicit expression, for β c := √ 2 log 2,
Since F (β 1/2 ) is concave in β > 0, using Theorem 3, one readily sees that F and V satisfy the Legendre duality with B 0 = (0, ∞) and M 0 = (0, 1],
Note that a direct computation gives V (m) = log 2/m − log 2 for 0 < m ≤ 1. Plugging this into the variational formula for F , we can express the limiting free energy of the REM in Parisi's formulation, previously derived in [4, 12] :
Theorem 4 (Parisi formula for the REM). We have that
Remarkably, the same argument also yields the Parisi formula for the REM model with random external field, see [1] .
Ising mixed p-spin model
The Ising mixed p-spin model is defined on the same configuration space as the REM. The Hamiltonian H N is a centered Gaussian process indexed by Σ N and has the covariance structure,
is the overlap between σ 1 and σ 2 . Using the same definitions as (6), the conditions (A0), (A1) and (A2) are valid for H N . In particular, it is famously known that the limiting free energy can be computed through Parisi's formula (see [17, 27] ),
where letting D be the space of all probability distribution functions on [0, 1], P β is defined as
for Φ α,β being the solution to the Parisi PDE with boundary condition Φ α,β (1, x) = log cosh(x),
It is proven in [2] that the Parisi formula has a unique minimizer, denoted by α P,β . Set D 0 the collection of all α P,β associated to any temperatures β > 0. It was recently proved in [3] that F (β 1/2 ) is a concave function in β > 0. As one can compute the derivative of F from the Parisi formula (see [16] ),
it follows that the duality in Theorem 3 holds, where B 0 = (0, ∞) and
Define the Legendre transform of P β by
Our result below says that the limiting free energy of the squared Hamiltonian V can be identified as Γ, from which it allows to rewrite the duality obtained from Theorem 3 in terms of Γ. This alternative expression was firstly conjectured by Guerra [13] and established in [3] . 
Moreover, for any α ∈ D 0 and β ∈ B 0 , Γ(α) = max
F (β) = min
where the maximizer of the first variational principle is equal to β if α = α P,β and the minimizer of the second one is given by α P,β .
Proof. First we verify (13) . Let m = 1 0 α(s)ξ ′ (s)ds, where α = α P,β for some β > 0. Note that from (7), the characterization of the maximizer of (7) and the derivative of F in (11), we have
To see that this matches Γ(α), we shall need a few properties of the Parisi functional P β (α) previously established in [3, 7] . First, from [3, Equation (13)], for any β ′ > 0,
where u α,β ′ is a uniformly bounded progressively measurable process with respect to the filtration generated by a standard Brownian motion. From [3, Equation (28) (17) is ≥ 0 for β ′ < β and ≤ 0 if β ′ > β. From the definition (12) of Γ(α) and noting that α is the minimizer in Parisi's formula, this concludes
which combined with (16) finishes the proof of (13). Next, note that (14) follows straightforwardly from (13) and (16), while (15) can be obtained from (8) and (13),
where the minimizer is obtained by for α = α P,β . This completes our proof.
Spherical mixed p-spin model
= N} and ν N be a uniform probability measure on Σ N . For every p ≥ 1, set the pure p-spin Hamiltonian as
where g i 1 ,...,ip 's are i.i.d. standard Gaussian for all 1 ≤ i 1 , . . . , i p ≤ N and p ≥ 1. Throughout this subsection, we shall use the notations defined in Subsection 2.1 with this family of Hamiltonians (H N,p ) p≥1 . In this case, the assumption (A1) holds by standard Gaussian concentration of measure for Lipschitz functions and Dudley's entropy integral (see for instance [8, Appendix] ). Assumption (A2) holds and the limiting free energy F (β) can be computed by a spherical version of the Parisi formula [6, 26] . Here, Parisi's formula has a simpler expression, first derived by Crisanti-Sommers [9] . It reads
where C is the space of all distribution functions α on [0, 1] with α(q) = 1 for someq < 1 and setting
the functional Q β is defined by
Note that for any fixed α, this quantity is independent of the choice ofq < 1 with α(q) = 1. As this functional Q β is strictly convex, it ensures that the optimization problem (18) has a unique minimizer, denoted by α P,β . If now one replaces β by β 1/2 , then Q β 1/2 (α) is linear in β ∈ B and as a result, F (β 1/2 ) is concave on B. Consequently, knowing the fact that
as long as β p > 0 (see [26] ), it implies that B 0 = B and
Using Theorem 2, we then obtain the Legendre duality between V and F. Let C 0 be the collection of all α P,β for some β ∈ B. Consider the Legendre transform of Q β ,
for any α ∈ C. We show that the free energy associated to the squared Hamiltonians V is equal to Λ. This and the duality in Theorem 2 together imply that the Crisanti-Sommers formula can be regarded as the Legendre transform of V. More precisely, below is the statement of our main result in this subsection.
Theorem 6. For any m with
for some α ∈ C 0 , we have
Moreover, for any α ∈ C 0 and β ∈ B 0 ,
Proof. Let m ∈ M 0 satisfy m p = 2 −p p 1 0 α(q)q p−1 dq for all p ≥ 1 and some α ∈ C 0 . Assume that α = α P,β for β ∈ B. Note that m p = β −1 p ∂ p F (β). From (4) and the characterization of the maximizer, we have that
where the last equation used the Crisanti-Sommers formula (18) and the definition of α P,β . This gives (19) and evidently also (20) , while (21) follows directly from (5) and (19) . The characterizations of the optimizers of (20) and (21) are valid from Theorem 2.
The Parisi formula as a maximization problem
In this subsection, we return to the Ising mixed p-spin model, considered in Subsection 2.2.2 and show one application of Theorem 5. Recall F (β) from (10) and Γ(α) from (12) . Consider the space B of bounded functions on [0, 1]. For f ∈ B, we define the following two real-valued functionals,
The following corollary is a combination of Theorem 5 and convex duality.
The variational problem (22) mimicks a maximizer coming from an entropy-energy variational principle. First, only L * depends on the temperature parameter. Second, the functional inside the variational principle defining L * is linear and the function Γ * is convex and lower semi-continuous. We comment and derive further properties of (22) at the end of Section 2.4.
Proof of Corollary 1. Recall that from Theorem 5 and the Parisi formula, we can alternatively rewrite (15) as
we have that for all f ∈ B,
and thus,
To see the reverse inequality, we choose
and so (22) follows.
Proofs of Theorems 1 and 2
The idea of establishing the variational formula for V in Theorem 1 is to approximate the squared Hamiltonians using linear approximations. One of the main difficulties here comes from the fact that the interaction involves infinitely many components. This is the reason why we need assumption (A1), which will be used to control all Hamiltonians at once. More precisely, the following lemma gives uniform bounds for H N,p on Σ N for all N, p ≥ 1 if the condition (A1) is given.
Lemma 1. Given assumption (A1), there exists a sequence of positive real numbers (b p ) p≥1 with b p < C 1 2 −p/4 such that
Proof. From (A1), we have that
and that with probability at most C 2 e −2 p N t 2 /C 2 , the following event holds,
Combining these together, with probability at most
In particular, taking t = 2 −p/4 C 1 , we obtain that with probability at most
Denote by Ω N the event that there exists some p ≥ 1 such that
the Borel-Cantelli lemma says that the event that Ω N occurs infinitely often has zero probability. This gives the announced result.
For each k ≥ 1, set
Consider the following free energies,
We use F k and V k to denote the limits of (F N,k ) N ≥1 and (V N,k ) N ≥1 whenever they exist in R. Proof. From the convexity of F N on the set of coordinates I,
for any γ = (γ p ) p∈I with p∈I γ 2 p < ∞. To control the two sides, observe that
where · γ is the expectation with respect to the Gibbs measure,
.
From the condition (A0), the random variables − inf σ∈Σ N H N,p (σ) and sup σ∈Σ N H N,p (σ) have the same distribution. Taking expectations in (24) and applying (25) lead to
where the inequality used (A1). Note that the condition (A2) implies lim N →∞ EF N (φ(γ)) = F (φ(γ)) by the dominated convergence theorem. Hence, passing to the limit in the last inequality gives
The continuity of F at 0 follows evidently.
The next lemma is a finite dimensional version of (2).
Lemma 3. Suppose that (A0), (A1) and (A2) hold. For any m k ∈ M k , we have
Proof. From Lemma 1, there exists a sequence of positive real numbers (b p ) p≥1 such that with probability one, there exists some N 0 > 0 such that
Since we only care about the limiting behavior of (V k,N ) N ≥1 , we assume without loss of generality that |H N,p /N| ≤ b p for all 1 ≤ p ≤ k and N ≥ 1. For any ε > 0, let ℓ p ∈ N with
Observe that for any σ ∈ A p,i 1 ,...,i k , since β p,ip m p = i p ε, we have
Consequently, taking N −1 log on both sides leads to
and from (A2), passing to limit gives lim sup
where the last inequality used the fact that F k is an even function in each coordinate and F k is continuous at 0 k = (0, . . . , 0) by applying Lemma 2. Since this holds for any ε, it follows lim sup
To prove the reverse direction, note that for any β k ∈ B k ,
which implies
and thus, lim inf
This finishes our proof.
As we have seen from Lemma 3, the variational representation of V is based on the assumptions (A0), (A1) and (A2). In what follows, we continue to provide the proof of Theorem 1. As we will see below, the same conditions in Lemma 3 also yield (2) . However, the validity of the formula (3) for F will require concavity of the limiting free energy. On the other hand, from (26), we could also obtain that for any β ∈ B, This finishes the proof of (i). As for (ii), we assume that F is Gâteaux differentiable on B and F (β 1/2 ) is concave on B. Let β ∈ B and set C(β) = {p ≥ 1 : ∂ p F (β) = 0}. Take any m ′ ∈ M with m ′ p = β −1 p ∂ p F (β) for all p / ∈ C(β). From (i), we rewrite
for
Since F (β 1/2 ) is concave in β ∈ B, the function L is concave as well. As now,
if we let t = β 2 , from our choice of m ′ , this partial derivative is equal to 0 for all p / ∈ C(β) and moreover, it is equal to −m ′ p /2 for all p ∈ C(β). It then follows from the concavity of L that
