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a b s t r a c t
In this paper, building on the previous work by Greif and Schötzau [Preconditioners for the
discretized time-harmonic Maxwell equations in mixed form, Numer. Linear Algebra Appl.
14 (2007) 281–297] and Benzi and Olshanskii [An augmented lagrangian-based approach
to theOseen problem, SIAM J. Sci. Comput. 28 (2006) 2095–2113],we present the improved
preconditioning techniques for the iterative solution of the saddle point linear systems,
which arise from the finite element discretization of the mixed formulation of the time-
harmonic Maxwell equations. The modified block diagonal and triangular preconditioners
considered are based on augmentation with using the symmetric nonsingular weighted
matrix. We discuss the spectral properties of the preconditioned matrix in detail and
generalize the results of the above-mentioned paper by Greif and Schötzau. Numerical
experiments are given to demonstrate the efficiency of the presented preconditioners.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The preconditioning techniques for the iterative solution of the saddle point linear systems arising from the finite element
discretization of the followingmixed formulation of the time-harmonic Maxwell equations [1–6] are considered: find u and
p that satisfy
∇ × ∇ × u− k2u+∇p = f inΩ
∇ · u = 0 inΩ
u× n = 0 on ∂Ω
p = 0 on ∂Ω
(1.1)
whereΩ ⊂ R2 is a simply connected domain with connected boundary ∂Ω , and n represents the outward unit normal on
∂Ω; u, p and the datum f , respectively, are vector field, the multiplier and the given generic source. The wave number
satisfies k2 = ω2ϵµ, where ω(≥ 0), ϵ and µ are, respectively, the frequency, positive permittivity and permeability
parameters. We assume that k2 is not a Maxwell eigenvalue [2,7]. Here has some physical situations for small k and large
k. Small values of k are importance in many applications, such as magnetostatics [8]. The mixed formulation allows more
exibility with regard to non-divergence-free data. Large values of k are of extreme importance in wave propagation and
other applications [7].
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There are a large variety of approaches for the solution of theMaxwell equations, such as the edge finite elementmethod
[9,1,10], the domain decomposition method [11,12], the algebraic multigrid method [13] and so on.
Using the finite element with the lowest order Nédélec elements of the first kind [15,14] for the approximation of the
vector field and standard nodal elements for the multiplier to discretize (1.1), we obtain the approximate solution of (1.1)
to solve the following saddle point linear systems:
Ax ≡

A− k2M BT
B 0
 
u
p

=

g
0

≡ b, (1.2)
where u ∈ Rn and p ∈ Rm are finite arrays denoting the finite element approximations, and g ∈ Rn is the load vector
connected with the datum f . The matrix A ∈ Rn×n corresponding to the discrete curl–curl operator is symmetric positive
semidefinite with nullitym, and B ∈ Rm×n corresponding to the discrete divergence operator has full rank.M ∈ Rn×n is the
vector mass matrix.
Recently, using the solution of the saddle point linear systems (1.2) for the approximate solution of (1.1) was presented
in papers [3,6].
To improve the convergence rate of the Krylov subspace method with MINRES solver for the saddle point linear systems
(1.2), Greif and Schötzau [2] proposed the following block diagonal preconditioner:
KM,L =

A+ (1− k2)M 0
0 L

(k2 ≪ 1), (1.3)
which is augmentation-free and Schur complement-free where L ∈ Rm×m is the scalar Laplace matrix. The preconditioner
KM,L with Schur complement-free is very efficient and welcome in practice. In general, the preconditioner with the Schur
complement may be difficult to compute because solving the inverse of matrix is inevitable. Numerical experiments
illustrated that the iteration counts of the MINRES method with the preconditioner KM,L are hardly sensitive to change
in the mesh size or in small value of the wave number.
The preconditionerKM,L in [2] can be successfully applied in practice for thewavenumber k2 ≪ 1.Herewe are interested
in considering the case when the wave number k2 ≥ 1. That is, this paper is absorbed in establishing the modified block
preconditioners for k2 ∈ R+ by building on the previous work of [2,16]. In this way, the present paper complements
the theoretical results of paper [2]. In fact, the wave number k2 ≥ 1 is often met in scientific computation, such as the
electromagnetic scattering from a large cavity [17,18].
Specifically, by introducing a parameter ρ, this paper is devoted to giving the modified block diagonal and triangular
Schur complement-free preconditioners for the saddle point linear systems (1.2). Theoretical analysis shows that the
eigenvalues of the preconditionedmatrix are well-clusteredwith ρ and k2 satisfying certain conditions, which are favorable
for some Krylov subspace methods. Generally speaking, for many linear systems arising in practice, a well-clustered
spectrum usually results in rapid convergence of the preconditioned Krylov subspace methods, such as CG, MINRES and
GMRES. Concerning this point, one can see [19] for details and the references therein.
The remainder of this paper is structured as follows. In Section 2, we exhibit the modified block diagonal and triangular
Schur complement-free preconditioners for solving the saddle point linear systems (1.2) arising from the discretized time-
harmonic Maxwell equations in mixed form (1.1) and discuss the spectral properties of the preconditioned matrix in detail.
In Section 3, numerical experiments are presented. Finally, in Section 4 some conclusions are drawn.
2. Modified block preconditioner
In Section 2, the modified block preconditioners contain two aspects: (1) the modified block diagonal preconditioner;
(2) the modified block triangular preconditioner.
2.1. Modified block diagonal preconditioner
To improve the rate of convergence for iterative methods, in general, a suitable preconditioner has to be applied. To
make the convergence rate of the MINRES method better for solving the saddle point linear systems (1.2), the following
block diagonal preconditioner was also presented in [2]
KL =

A− k2M + BT L−1B 0
0 L

.
Since the (1, 1) block of the preconditionerKL contains the Schur complement, the cost of the computation of A − k2M +
BT L−1Bmay be high.Making use of the spectral equivalent properties similar to that in [6], the block diagonal preconditioner
KM,L instead ofKL was proposed.
By introducing a parameter ρ, we propose the following two block diagonal preconditioners. That is,
WL(ρ) =
A− k2M + ρBT L−1B 0
0
1
ρ
L

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and
WM,L(ρ) =
A+ (ρ − k2)M 0
0
1
ρ
L
 ,
where the parameter ρ is a positive constant, i.e., ρ > 0.
It is obviously observed that the preconditioners WL(ρ) and WM,L(ρ) with the parameter ρ may lead to difficulties in
determining the optimal parameter ρ to obtain the ‘optimal’ eigenvalue distribution of the preconditioned matrix. Our
strategy is to establish some equalities about the parameter ρ and the wave number k2 such that the eigenvalues of
(WL(ρ))
−1A and (WM,L(ρ))−1A are to achieve the ‘optimal’ distribution. Once all the eigenvalues of (WL(ρ))−1A and
(WM,L(ρ))
−1A are ‘optimally’ distributed, the optimal value of ρ can be given.
To this end, we always assume that A− k2M andA are nonsingular. Then matrix A and B satisfy
null(A) ∩ null(B) = 0 and null(A) ∪ null(B) = Rn,
where null(·) denotes the null space of matrix.
The spectral distribution of (WL(ρ))−1A is described in the following theorem. Although the following theorem can be
derived from Theorem 4.1 established in [2] by making the simple substitution 1
ρ
L for L and ρBT L−1B for BT L−1B, we give
here a simple proof for convenience.
Theorem 2.1. The preconditioned matrix (WL(ρ))−1A has the following two distinct eigenvalues:
λ = 1; λ = − ρ
ρ − k2 ,
with algebraic multiplicities n and m, respectively.
Proof. Let λ be an eigenvalue of (WL(ρ))−1Awith eigenvector (v, q). Then
A− k2M BT
B 0
 
v
q

= λ
A− k2M + ρBT L−1B 0
0
1
ρ
L
v
q

. (2.1)
Further, (2.1) is transformed into the following form
A1 − k21M BT
B 0
 
v1
q

= λ

A1 − k21M + BT L−1B 0
0 L
 
v1
q

,
where
A1 = 1
ρ
A, k21 =
1
ρ
k2 and v1 = ρv.
The proof is completed from Theorem 4.1 in [2]. 
Some remarks on Theorem 2.1 are given as follows:
• When ρ = 1, Theorem 2.1 reduces to Theorem 4.1 in [2]. To the preconditionerWL(ρ), the value of k can be the more
than 1.
• From Theorem 2.1, it is easy to find that the preconditioned matrix (WL(ρ))−1A has precisely two distinct eigenvalues.
So, in general, any Krylov subspace method with optimality and Galerkin property terminates in at most two steps if
roundoff errors are ignored.
• A meaning discovery is that when k = 0, the preconditioned matrix (WL(ρ))−1A have two distinct eigenvalues:±1.
Consequently, we have the following corollary.
Corollary 2.1. Let A be the coefficient matrix of the saddle point linear systems (1.2)with k = 0. Then the preconditioned matrix
(WL(ρ))
−1A has precisely two eigenvalues: λ = 1, of multiplicity n, and λ = −1, of multiplicity m.
In particular, if k2 = 2ρ , then all the eigenvalues have precisely 1 with algebraic multiplicity n+m.
Remark 2.1. In fact, the positive definiteness of the preconditioner WL(ρ) with k2 = 2ρ may be lost, which makes the
(1, 1) block very difficult to solve. Due to inertia considerations, a symmetric positive definite block diagonal preconditioner
can not possible change for the inertia of the preconditioned matrix. So, the preconditioner WL(ρ) is not considered in
practice.
To make the preconditioner WL(ρ) better, a practical and adaptive way is to make use of WM,L(ρ) instead of WL(ρ).
To keep the preconditioner WM,L(ρ) positive, a natural request is that the parameter ρ and the wave number k2 satisfy
ρ > k2.
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In this case, ρ > k2, the eigenvalue distribution of the preconditioned matrix (WM,L(ρ))−1A is summarized by the
following theorem and proved by taking steps similar to those taken in Theorem 2.1.
Theorem 2.2. Let A be the coefficient matrix of the saddle point linear systems (1.2). Then λ = 1 and λ = − ρ
ρ−k2 are the
eigenvalues of (WM,L(ρ))−1A (ρ > k2), each with an algebraic multiplicity m. The rest of the eigenvalues are bounded as
follows:
1− ρ
α + ρ − k2 < λ < 1,
where α is defined as (10) in [2].
Proof. Let λ be an eigenvalue of (WM,L(ρ))−1Awith eigenvector (u, p). Then
A− k2M BT
B 0
 
u
p

= λ
A+ (ρ − k2)M 0
0
1
ρ
L
u
p

. (2.2)
Similarly, from (2.2) we get that
A1 − k21M BT
B 0
 
u1
q

= λ

A1 + (1− k21)M 0
0 L
 
u1
q

,
where
A1 = 1
ρ
A, k21 =
1
ρ
k2 and u1 = ρu.
From (9) in [2], we obtain
⟨Au, u⟩ ≥ α
1− α ⟨Mu, u⟩ (0 < α < 1),
where u ∈ null(B). Obviously,
⟨A1u, u⟩ ≥ 1
ρ
· α
1− α ⟨Mu, u⟩ (0 < α < 1).
Let α = α1−α and α1 = 1ρ · α1−α . Then α1 = αρ . From Theorem 5.2 in [2], it is not difficult to obtain that λ = 1 and λ = − 11−k21
are the eigenvalues of (WM,L(ρ))−1A, each with an algebraic multiplicity m. The rest of the eigenvalues are bounded as
follows:
α1 − k21
α1 + 1− k21
< λ < 1.
Using α1 = αρ and k21 = 1ρ k2, the proof is easily completed. 
In Section 2.1, the proposed method is that introducing a parameter ρ is to improve the preconditionersKL andKM,L.
Although this is a slightmodification, it allows us to control the eigenvalues of the preconditioned saddle pointmatrix better
in the case k2 ≥ 1.
2.2. Modified block triangular preconditioner
Consider the following saddle point linear systems
F x ≡

F BT
B 0
 
u
p

=

c
d

≡ e, (2.3)
with F ∈ Rn×n and B ∈ Rm×n(m ≤ n). We assume that F is nonsingular, from which it follows that
rank(B) = m and null(F) ∩ null(B) = 0. (2.4)
In recent years, a great deal of effort has been invested in solving the saddle point linear systems (2.3). Various authors
contributed to the development of powerful preconditioners for the saddle point linear systems (2.3). See [20] for an
extensive survey and the references therein. To develop the modified block triangular preconditioners for the saddle point
linear systems (1.2), there is need to review the work by Benzi and Olshanskii [16].
In [16], Benzi and Olshanskii have successfully made use of the following block triangular preconditioner with a
parameter γ (γ > 0) to improve the convergence rate of the BiCGStab method for solving the saddle point linear systems
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arising from the discrete Oseen problem. That is,
P =

Fˆγ BT
0 Sˆ

,
where
Fˆγ = A+ γ BTW−1B and Sˆ−1 = −νMˆ−1p − γW−1.
Here W is a positive definite matrix, Mˆ−1p denotes an approximate solve with the pressure mass matrix and ν > 0 is the
kinematic viscosity coefficient. Their analysis and numerical experiments show that the preconditioner P is efficient and
competitive. In the meantime, it is shown that the eigenvalues of the corresponding preconditioned matrix are enclosed in a
rectangular region contained in the right half-placeℜ(z) > 0. In particular, all the eigenvalues of the preconditioned matrix tend
to 1 for γ →∞. Concerning this result, it is necessary to point out three aspects:
• The eigenvalues of the preconditioned matrix are tightly clustered around 1 for the sufficiently large value of γ , so the
convergence rate of the preconditioned Krylov subspace iteration may be expected to be fast.
• Clearly, to the (1, 1) block of the preconditioner P , the positive definite matrix γ BTW−1Bwill dominate as γ →∞.
• A very large value of γ is likely to make the (1, 1) block F + γ BTW−1B very ill-conditioned. Hence, finding an effective
solver for the (1, 1) block becomes difficult. Meanwhile, the determination of the optimal parameter γ is a nontrivial
task.
Sequentially, to solve the saddle point linear systems (1.2) efficiently arising from the discrete Maxwell equations (1.1)
and avoid the above last two aspects asmuch as possible, we are firstly concernedwith the following block triangularmatrix
as a preconditioner for the saddle point linear systems (2.3). That is,
H(ρ) =

F + ρBTW−1B (1+ ρ)BT
0 −W

,
whereW ∈ Rm×m is a symmetric nonsingularweightedmatrix andρ is a positive scalar parameter (ρ > 0). Obviously,H(ρ)
is different from P . The next lemma, which is useful in our discussion, provides that the eigenvalues of the preconditioned
matrix (H(ρ))−1F are strongly clustered if F is highly singular. The proof of the following lemma is similar to Theorem 2.2
in [3], which is omitted.
Lemma 2.1. Suppose that F is symmetric with nullity r, B has full rank. Then λ = 1 is an eigenvalue of (H(ρ))−1F of algebraic
multiplicity n and λ = 1
ρ
is an eigenvalue of multiplicity r. The remaining m− r eigenvalues of (H(ρ))−1F are
λ = µ
ρµ+ 1 ,
where µ are the nonzero generalized eigenvalues of
µFv = BTW−1Bv. (2.5)
Assume, in addition, that {xi}ri=1 is a basis of the null space of F ; {yi}n−mi=1 is a basis of the null space of B; {zi}m−ri=1 is a set of linearly
independent vectors that complete null(F)∪null(B) to a basis of Rn. Then a set of linear independent eigenvectors corresponding
to λ = 1 can be found: the n−m vectors (yi, 0), the r vectors (xi,−W−1Bxi) and the m− r vectors (zi,−W−1Bzi). The r vectors
(xi,−ρW−1Bxi) are eigenvectors associated with λ = 1ρ .
Remark 2.2. In general, we often ascertain that the (1, 2) block of the block triangular preconditioner is BT such as [20,21,16].
It is interesting that the (1, 2) block ofH(ρ) is (1+ ρ)BT , which is not standard, compared with BT .
Corollary 2.2. Suppose that F is positive semidefinite with nullity m. Then the preconditioned matrix (H(ρ))−1F has precisely
two eigenvalues: λ = 1, of multiplicity n, and λ = 1
ρ
, of multiplicity m.
Based on Lemma 2.1, we propose the following two block triangular preconditioners for the saddle point linear systems
(1.2), that is,
HL(ρ) =

A− k2M + ρBT L−1B (1+ ρ)BT
0 −L

and
HM,L(ρ) =

A+ (ρ − k2)M (1+ ρ)BT
0 −L

,
where ρ is a positive constant parameter (ρ > 0).
Similarly, we will establish some equalities about the parameter ρ and the wave number k2 such that the eigenvalues of
the preconditioned matrix (HL(ρ))−1A and (HM,L(ρ))−1A are well-clustered.
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Let ⟨·⟩ denote the standard Euclidean inner product in Rn or Rm. For any given positive (semi)definite matrix W and
vector x, we define the (semi)norm
|x|W =
⟨Wx, x⟩.
Here are two lemmas required, which are from [2].
Lemma 2.2 ([2]). For any v ∈ Rn, v can be expressed as v = vA + vB with vA ∈ null(A) and vB ∈ null(B). Moreover, ⟨MvA, vB⟩
= 0.
Lemma 2.3 ([2]). Let u ∈ null(A). Then ⟨BT L−1Bu, u⟩ = ⟨Mu, u⟩.
Let F = A− k2M andW = L. From (2.5), we get
µ(A− k2M)v = BL−1BTv.
Combining Lemma 2.2 with Lemma 2.3, by the simple calculations, we get
−µk2|vA|2M = |vA|2BL−1BT = |vA|2M .
Obviously,
µ = − 1
k2
.
The following theorem is easy to get from Lemma 2.1.
Theorem 2.3. The preconditioned matrix (HL(ρ))−1A has the following two distinct eigenvalues:
λ = 1; λ = 1
ρ − k2 ,
with algebraic multiplicities n and m, respectively.
In particular, if ρ = k2 + 1, then all the eigenvalues have precisely 1 with algebraic multiplicity n+m.
To improve the preconditionerHL(ρ), a feasible approach is to make use ofHM,L(ρ) instead ofHL(ρ) in practice.
The eigenvalue distribution of the preconditioned matrix (HM,L(ρ))−1A is summarized by the following theorem and
proved by taking steps similar to those taken in Theorem 5.1 in [2].
Theorem 2.4. LetA be the coefficientmatrix of the saddle point linear system (1.2). Thenλ = 1 andλ = 1
ρ−k2 are the eigenvalues
of (HM,L(ρ))−1A (ρ > k2), each with an algebraic multiplicity m. The rest of the eigenvalues are bounded as follows:
1− ρ
α + ρ − k2 < λ < 1,
where α is defined as (10) in [2].
Proof. Let λ be an eigenvalue of (HM,L(ρ))−1Awith eigenvector (v, q). Then
A− k2M BT
B 0
 
v
q

= λ

A+ (ρ − k2)M (1+ ρ)BT
0 −L
 
v
q

.
The above equation is equivalent to
(A− k2M)v + BTq = λ(A+ (ρ − k2)M)v + (1+ ρ)λBTq, (2.6)
Bv = −λLq. (2.7)
Since A is nonsingular, it follows that λ ≠ 0. It is easy to see that v ≠ 0, otherwise, from (2.7) we get λLq = 0. That is,
Lq = 0. Further it follows that q = 0 because L is an symmetric positive definite matrix.
From (2.7), we get
q = −λ−1L−1Bv. (2.8)
Substituting (2.8) into (2.6) yields
[(λ2 − λ)A+ ((ρ − k2)λ2 + k2λ)M]v = ((1+ ρ)λ− 1)BT L−1Bv.
Using Lemma 2.2, we get
(λ2 − λ)AvB + ((ρ − k2)λ2 + k2λ)M(vA + vB) = ((1+ ρ)λ− 1)BT L−1BvA. (2.9)
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By considering the linear independence of vectors, there being at least m vectors v satisfying vA ≠ 0. Thus, considering m
such vectors, v = vA + vB with vA ≠ 0 and taking inner products with vA, along with Lemma 2.3, (2.9) is transformed into
the following form:
[(ρ − k2)λ2 + k2λ]|vA|2M = [(1+ ρ)λ− 1]|vA|2BT L−1B = [(1+ ρ)λ− 1]|vA|2M ,
from which it follows that
(ρ − k2)λ2 + k2λ = (1+ ρ)λ− 1.
Solving the above quadratic equation yields λ = 1 and λ = 1
ρ−k2 .
Each of them has the algebraic multiplicity m. For the rest of the eigenvectors, we must have vB ≠ 0. and taking inner
products with vB, along with Lemmas 2.2 and 2.3, (2.9) becomes
(λ− 1)|vB|2A + [(ρ − k2)λ+ k2]|vB|2M = 0.
That is,
[(ρ − k2)λ+ k2]|vB|2M = (1− λ)|vB|2A. (2.10)
It is not difficult to see that λ ≠ 1, otherwise, from (2.10) we get ρ|vB|2M = 0. It is easy to get that |vB|2M = 0, which
contradicts with vB ≠ 0. In fact, we merely have λ < 1. If λ > 1, then that would imply that the left hand side of (2.10) is
positive but the right hand side is negative.
From (9) in [2], we get
[(ρ − k2)λ+ k2]|vB|2M = (1− λ)|vB|2A ≥ (1− λ)α|vB|2M .
Further, we obtain
(ρ − k2)λ+ k2 ≥ (1− λ)α,
That is
α − k2
α + ρ − k2 < λ < 1,
which completes the proof. 
Corollary 2.3. Let A be the coefficient matrix of the saddle point linear system (1.2) such that ρ = k2 + 1. λ = 1 are the
eigenvalues of the preconditioned matrix (HM,L(ρ))−1A with algebraic multiplicity 2m. The rest of the eigenvalues satisfy
1− ρ(1− α) < λ < 1
or
1− k
2 + 1
α + 1 < λ < 1.
In Section 2, the presented method is that introducing a parameter ρ is to structure the modified block diagonal and
triangular preconditioners. In such a case, it can allow us to control the eigenvalues of the preconditioned saddle point
matrix better for k2 ∈ R+. In other words, our preconditioners are valid for k2 ∈ R+.
3. Numerical experiments
In this section, numerical experiments are given to demonstrate the performance of our preconditioning approach on
the time-harmonic Maxwell equations in mixed form (1.1) in a square domain (−1 ≤ x ≤ 1,−1 ≤ y ≤ 1). For simplicity,
we take the generic source: f = 1 and use the uniform grids of triangular elements to subdivide the above square domain
such as Fig. 1.
3.1. Spectral distribution
It is well known that the spectral properties of the preconditioned matrix give important insight in the convergence
behavior of the preconditioned Krylov subspace methods. In particular, for the symmetric linear systems, it is desirable that
the number of distinct eigenvalues, or at least the number of clusters, are small, because in this case convergence will be
rapid. If there are only a few distinct eigenvalues, then optimal methods like CG, MINRES, or GMRES will terminate (in exact
arithmetic) after a small and precisely defined number of steps. Thus, in this subsection, based on the above-mentioned
idea, to illustrate the above results in Section 2, there is a need to test the eigenvalue distributions of the preconditioned
matrix (WL(ρ))−1A, (WM,L(ρ))−1A, (HL(ρ))−1A and (HM,L(ρ))−1A. To this end, for convenience, all the matrices tested
are 961× 961 unless otherwise mentioned, that is, the mesh is a 16× 16 grid. Fig. 2 plots the eigenvalue distribution of the
matrixAwith 16× 16 grids.
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Fig. 1. A 8× 8 uniform gird.
(a) k2 = 0. (b) k2 = 0.5.
Fig. 2. The eigenvalue distribution of the matrixAwith 16× 16 grids.
To confirm Corollary 2.1 simply, Fig. 3 depicts the eigenvalue distribution of the preconditionedmatrix (WL(ρ))−1Awith
k2 = 0 and k2 = 6. When k2 = 0, for simply, ρ = 10, the preconditioned matrix (WL(ρ))−1A has two distinct eigenvalues
λ = −1 and λ = 1. When 2ρ = k2 = 6, the eigenvalues of the preconditioned matrix (WL(ρ))−1A has precisely 1. From
Fig. 3, it is easy to find that Corollary 2.1 holds. That is, it shows that the results of the numerical experiments coincide with
the results of theoretical analysis. Similarly, it is easy to confirm that Theorem 2.1 holds. Here it is omitted.
The eigenvalue distribution of the preconditioned matrix (WM,L(ρ))−1A with ρ = 10 and k2 = 6 is plotted in Fig. 4.
Obviously, ρ > k2. In such a case, the eigenvalues of the preconditioned matrix (WM,L(ρ))−1A have λ = −2.5 and λ = 1,
the rest of the eigenvalues satisfy −1.5 < λ < 1. Thus, from Fig. 4, the validity of Theorem 2.2 is proved further. Namely,
Theorem 2.2 provides reasonably good bounds for the eigenvalue distribution of the preconditioned matrix (WM,L(ρ))−1A
with ρ > k2.
Sequentially, there are numerical experiments required to demonstrate Theorems 2.3 and 2.4. To this end, Figs. 5 and 6,
respectively, plot the eigenvalue distributions of the preconditioned matrix (HL(ρ))−1A and (HM,L(ρ))−1A.
For convenience, in Fig. 5, we consider two cases: one is ρ = 8 and k2 = 6, the other is ρ = k2+1 = 8. When ρ = 8 and
k2 = 6, the preconditioned matrix (HL(ρ))−1A has two distinct eigenvalues λ = 0.5 and λ = 1. When ρ = k2 + 1 = 8,
the eigenvalues of the preconditioned matrix (HL(ρ))−1A have precisely 1. In other words, the results of the numerical
experiments are in keeping with the results of Theorem 2.3.
In the end, in Fig. 6 we display the eigenvalue distribution of the preconditioned matrix (HM,L(ρ))−1Awith ρ = 10 and
k2 = 5. Clearly, ρ > k2. In such a case, the eigenvalues of the preconditionedmatrix (HM,L(ρ))−1A have λ = 0.2 and λ = 1,
the rest of the eigenvalues satisfy−1 < λ < 1, which is in accordance with Theorem 2.4. That is, Theorem 2.4 also provides
reasonably good bounds for the eigenvalue distribution of the preconditioned matrix (HM,L(ρ))−1Awith ρ > k2.
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(a) k2 = 0 and ρ = 10. (b) 2ρ = k2 = 6.
Fig. 3. The eigenvalue distribution of the preconditioned matrix (WL(ρ))−1Awith k2 = 0 and k2 = 6.
Fig. 4. The eigenvalue distribution of the preconditioned matrix (WL(ρ))−1Awith ρ = 10 and k2 = 6.
3.2. Results of GMRES iteration
With the wave number k increasing, an indefinite (1, 1) block of the efficient matrix of the saddle point linear systems
(1.2) may appear. In this case, to efficiently solve the saddle point linear systems (1.2) as much as possible, we can adopt
some Krylov subspace methods (such as MINRES, SYYMLQ and GMRES) for it in that the coefficient matrix is not necessary
to keep positive definite by using MINRES, SYYMLQ and GMRES to solve the linear systems. In general, a key for the rapid
convergence of an iterativemethod is the availability of an effective preconditioner. In fact, each step of an outer iteration for
solving the preconditioned linear system P−1Ax = P−1b requires the solution of an inner linear system whose coefficient
matrix is P [22]. Therefore, convergence of the outer iteration is fast if the eigenvalues of the preconditioned matrix P−1A
are clustered, and the speed of convergence of the inner iteration depends on the conditioning and eigenvalue distribution
of the matrix P itself. In our numerical computations, when both WM,L(ρ) and HM,L(ρ) are applied to solve saddle point
problems (1.2), a natural request is ρ > k2 to keepWM,L(ρ) andHM,L(ρ) positive.
To solve the saddle point linear systems (1.2), iterative methods based on the Krylov subspace like GMRES(m) are cheap
to implement. In this subsectionwe study the GMRES(m) iteration. In general, the choice of the restart parameterm(m ≪ n)
is no general rule, which mostly depends on a matter of experience in practice. In our numerical experiments, for the sake
of simplicity, we takem = 20. In order to test the demand, information on sparsity of the relevant matrices on the different
mesh is given in Table 1.
428 S.-L. Wu et al. / Journal of Computational and Applied Mathematics 237 (2013) 419–431
(a) ρ = 8 and k2 = 6. (b) ρ = k2 + 1 = 8.
Fig. 5. The eigenvalue distribution of the preconditioned matrix (HL(ρ))−1Awith ρ = 8, together with the different value of k.
Fig. 6. The eigenvalue distribution of the preconditioned matrix (HM,L(ρ))−1Awith ρ = 10 and k2 = 5.
Table 1
Values of n andm, nonzeros in A, B,M and L, order ofA.
Grid n m nz(A) nz(B) nz(M) nz(L) Order ofA
8× 8 176 49 820 462 372 217 225
16× 16 736 225 3,556 2,190 1,636 1,065 961
32× 32 3,008 961 14,788 9,486 6,852 4,681 3,969
64× 64 12,160 3,969 60,292 39,438 28,036 19,593 16,129
128× 128 48,896 16,129 243,460 160,782 113,412 80,137 65,025
By discussing in Section 2, here we mainly test both the preconditioners WM,L(ρ) and HM,L(ρ). In our numerical
experiments, all the computations are done with MATLAB 6.5. The initial guess is taken to be
x(0) = 0
and the stopping criterion is chosen as follows:
∥b−Ax(k)∥2 ≤ 10−6∥b∥2.
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Table 2
Outer (inner) iterations CPU (s) of GMRES(20) with the 8× 8 mesh.
k2 0 1 5 10 ρ
WM,L(ρ) IT 1(11) 1(11) 1(12) 1(15) 12
CPU (s) 0.031 0.031 0.031 0.031
HM,L(ρ) IT 1(12) 1(13) 1(13) 1(14) 12
CPU (s) 0.063 0.063 0.063 0.063
Table 3
Outer (inner) iterations and CPU (s) of GMRES(20) with the 16× 16 mesh.
k2 10 20 30 40 ρ
WM,L(ρ) IT 1(20) 2(11) 2(13) 2(20) 50
CPU (s) 0.172 0.25 0.281 0.313
HM,L(ρ) IT 2(1) 2(3) 2(7) 3(1) 50
CPU (s) 0.531 0.547 0.641 1.000
Table 4
Outer (inner) iterations and CPU (s) of GMRES(20) with the 32× 32 mesh.
k2 50 60 70 80 ρ
WM,L(ρ) IT 3(1) 4(1) 4(7) 4(16) 100
CPU (s) 1.672 2.547 2.75 3.125
HM,L(ρ) IT 5(6) 3(15) 3(20) 8(10) 100
CPU (s) 11.031 7.172 7.734 19.281
Table 5
Outer (inner) iterations and CPU (s) of GMRES(20) with the 64× 64 mesh.
k2 20 40 60 80 ρ
WM,L(ρ) IT 2(6) 2(1) 3(13) 3(2) 100
CPU (s) 6.907 5.469 13.265 10.718
HM,L(ρ) IT 3(3) 2(20) 3(13) 4(20) 100
CPU (s) 43.297 40.078 54.016 77.813
Table 6
Outer (inner) iterations and CPU (s) of GMRES(20) with the 128× 128 mesh.
k2 20 40 60 80 ρ
WM,L(ρ) IT 2(5) 2(7) 2(5) 1(20) 100
CPU (s) 38.593 39.14 36.718 28.14
HM,L(ρ) IT 2(15) 2(8) 3(10) 3(2) 100
CPU (s) 260.781 206 364.172 305.859
In the following Tables 2–6, we present some results to illustrate the convergence behaviors of GMRES(20) precondi-
tioned byWM,L(ρ) andHM,L(ρ) with the different value of ρ. ‘‘IT’’ denotes the number of iterations. ‘‘CPU (s)’’ denotes the
time (in seconds) required to solve a problem. The purpose of these experiments is just to investigate the influence of the
eigenvalue distribution on the convergence behavior of GMRES(20).
Tables 2–6 contain experimental results for block augmentation-free and Schur complement-free preconditioned
GMRES(20) on the different mesh. Clearly, all results show that the preconditioners WM,L(ρ) and HM,L(ρ) are efficient.
From Tables 2 to 6, it is not difficult to see that although inner iterations of the exact preconditionerWM,L(ρ) andHM,L(ρ)
are not stable, outer iterations are hardly sensitive to change in themesh sizes and thewave number k2 by using GMRES(20)
for solving the saddle point linear systems (1.2).
Comparing theperformance of the preconditionerWM,L(ρ) to the performance of the precondtionerHM,L(ρ) is notwithin
our stated goals, but having results using more than one Krylov solver allows us to confirm the consistency of convergence
behavior formost problems. The purpose of our numerical experiments is to confirm the effectiveness of our preconditioners
for k2 ∈ R+.
Finally, we investigate the convergence behaviors of GMRES(20) preconditioned byWM,L(ρ),HM,L(ρ) andKM,L when the
wave number k is small, that is, k < 1. In Tables 7–11, some iterative results are listed to illustrate the convergence behaviors
ofWM,L(ρ)-,HM,L(ρ)- andKM,L-preconditioned GMRES(20) applied to solve the saddle point linear systems (1.2) from the
time-harmonic Maxwell equations in mixed form (1.1).
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Table 7
Outer (inner) iterations and CPU (s) of GMRES(20) with k2 = 0.5.
ρ 0.6 0.7 0.8 KM,L
8×8
WM,L(ρ)
IT 1(5) 1(5) 1(5) 1(6)
CPU (s) 0.0156 0.0156 0.016 0.0469
HM,L(ρ)
IT 1(6) 1(6) 1(6) 1(6)
CPU (s) 0.0313 0.0313 0.0313 0.0469
Table 8
Outer (inner) iterations and CPU (s) of GMRES(20) with k2 = 0.25.
ρ 0.3 0.4 0.5 KM,L
16× 16
WM,L(ρ)
IT 1(4) 1(4) 1(5) 1(5)
CPU (s) 0.025 0.0156 0.016 0.0625
HM,L(ρ)
IT 1(5) 1(5) 1(5) 1(5)
CPU (s) 0.0275 0.028 0.0295 0.0625
Table 9
Outer (inner) iterations and CPU (s) of GMRES(20) with k2 = 0.125.
ρ 0.2 0.3 0.4 KM,L
32× 32
WM,L(ρ)
IT 1(4) 1(4) 1(4) 1(5)
CPU (s) 0.1094 0.1094 0.1094 0.2188
HM,L(ρ)
IT 1(6) 1(6) 1(6) 1(5)
CPU (s) 0.1250 0.1563 0.1406 0.2188
Table 10
Outer (inner) iterations and CPU (s) of GMRES(20) with k2 = 0.125.
ρ 0.2 0.3 0.4 KM,L
64× 64
WM,L(ρ)
IT 1(4) 1(4) 1(4) 1(5)
CPU (s) 0.5938 0.5781 0.5938 1.0313
HM,L(ρ)
IT 1(5) 1(5) 1(5) 1(5)
CPU (s) 0.6875 0.7188 0.7344 1.0313
Table 11
Outer (inner) iterations and CPU (s) of GMRES(20) with k2 = 0.125.
ρ 0.2 0.3 0.4 KM,L
128× 128
WM,L(ρ)
IT 1(4) 1(4) 1(4) 1(5)
CPU (s) 3.4063 3.4063 3.5625 5.5156
HM,L(ρ)
IT 1(6) 1(6) 1(6) 1(5)
CPU (s) 4.1094 4.0625 3.9375 5.5156
FromTables 7 to 11, all results show that three preconditioners indeed improve the convergence of GMRES(20) efficiently
with the wave number k small. In this case, from Tables 7 to 11, the iterations of numbers of three preconditioners are
relatively stable, that is, the iterations of numbers of the preconditioned GMRES(20) are hardly sensitive to changes in the
mesh size or in small values of the wave number.
In our numerical examples, whenWM,L(ρ),HM,L(ρ) andKM,L are used to solve the saddle point linear systems (1.2) from
the time-harmonic Maxwell equations in mixed form (1.1), for the small wave number k it is not difficult to get that the
precondtioner WM,L(ρ) outperforms the preconditioners HM,L(ρ) andKM,L from Tables 7 to 11 under certain conditions.
Compared with preconditioners HM,L(ρ) and KM,L, the precondtioner WM,L(ρ) may be competitive for the small wave
number under certain conditions.
In our numerical examples, it is not difficult to find that the complexity of the preconditionerHM,L(ρ)/(HL(ρ)) is more
than that of bothWM,L(ρ)/(WL(ρ)) andKM,L/(KL). The complexity of bothWM,L(ρ)/(WL(ρ)) andKM,L/(KL) is the same.
In particular, for the small wave number k, the superiority of the preconditionerWM,L(ρ) is more pronounced than that of
the preconditioner KM,L without extra work. This implies that the precondtioner WM,L(ρ) may be suited to solve saddle
point problems from the discretized time-harmonic Maxwell equations in mixed form with the small wave number under
certain conditions.
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4. Conclusion
In this paper, the modified block diagonal and triangular preconditioners for the saddle point linear systems arising
from the finite element discretization of the time-harmonic Maxwell equations in mixed form have been studied in detail.
Theoretical analysis shows that all eigenvalues of the preconditionedmatrix are strongly clustered under certain conditions.
Numerical experiments are reported to illustrate our results.
Observing the above three preconditioners, i.e.,KM,L,WM,L(ρ) andHM,L(ρ), it is easy to find that three preconditioners
are related to the value of k. In such a case, the spectrum distribution of the preconditioned matrix may be limited in some
aspects. In future, we need investigate the other efficient preconditioners applied to problems in three dimensions, which
are independent of the value of k.
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