ABSTRACT. We use a method of commutative algebra to describe the affine variety HLie m (gl n (C)) of all multiplicative Hom-Lie algebras on the general linear Lie algebra gl n (C), showing that HLie m (gl 2 (C)) consists of two 1-dimensional and one 3-dimensional irreducible components. We also prove that HLie m (gl n (C)) = {diag{δ , . . . , δ , a} | δ = 1 or 0, a ∈ C} for n 3.
introduced the notion of hom-Lie algebras and proved that some q-deformations of the Witt and the Virasoro algebras have the structure of a homLie algebra. In 2008, the definition of hom-Lie algebras was generalized slightly to the current version of Hom-Lie algebras; see Makhlouf-Silvestrov [8] , Benayadi-Makhlouf [1] or Sheng [11] . Since then the theory of Hom-nonassociative algebras has been studied extensively; see for example [6] , [8] , [14] and related references.
Suppose (g, [−, −] ) is a finite-dimensional Lie algebra over the complex field C.
An interesting question asks ( †)
Whether there exists a nontrivial multiplicative Hom-Lie algebra structure on g?
This question was firstly studied by Jin-Li [7] in which they claimed that if g is a complex semisimple Lie algebra, then all multiplicative Hom-Lie algebra structures on g are trivial. However, we note that Jin-Li's claim was correct except for the case of sl 2 (C) and there exists a nontrivial multiplicative Hom-Lie algebra structure on sl 2 (C). Recently, Xie-Jin-Liu [13] and Makhlouf-Zusmanovich [9] gave proofs to this claim in terms of different ways. For the study of 3-dimensional Hom-Lie algebras, see [5] and [10] .
Here we take a point of view of affine varieties on the set of all Hom-Lie algebras and multiplicative Hom-Lie algebras on a finite-dimensional complex Lie algebra g. This means that methods of commutative algebra will be our main source of tools. Suppose dim C (g) = n and M n (C) denotes the affine space of all n × n-matrices over C. We are interested in the vector space HLie(g) := {D ∈ M n (C) | (g, [−, −], D) is a Hom-Lie algebra} and the affine variety HLie m (g) := {D ∈ M n (C) | (g, [−, −], D) is a multiplicative Hom-Lie algebra}. Clearly, HLie m (g) ⊆ HLie(g). Choose a basis {e 1 , e 2 , . . ., e n } for g. We observe that any Hom-Lie algebra structure D ∈ HLie(g) can be determined by finitely many polynomial equations in n 2 variables. This means that HLie(g) and HLie m (g) can be viewed as affine varieties in the n 2 -dimensional affine space. Moreover, it is easy to see that HLie(g) is a linear variety and thus it is irreducible, while HLie m (g) is not a linear variety in general and so it may not be irreducible.
The purpose of this article is to study (multiplicative) Hom-Lie algebra structures on the general linear Lie algebra gl n (C), n 2. In Section 2, we completely describe the affine variety HLie m (gl 2 (C)), showing that it consists of two 1-dimensional and one 3-dimensional irreducible components. This result also demonstrates that the question ( †) has a positive answer for the case g = gl 2 (C). In Section 3, we characterize multiplicative Hom-Lie algebra structures on gl n (C) for n 3, showing that HLie m (gl n (C)) = {diag{δ , . . . , δ , a} | δ = 1 or 0, a ∈ C}; see Theorem 3.3.
HLie m (gl 2 (C))
Consider the general linear Lie algebra gl 2 (C) spanned by the standard basis 
be the polynomial ring in 16 variables. Then A can be viewed as the coordinate ring of the affine space M 4 (C) of all 4 × 4-matrices over C by the valuation. We define the following 23 polynomials: . We use I to denote the ideal generated by
These two conditions, together with (2.1) and (2.2), imply that the valuation of every f i at D is zero. Thus D ∈ V(I) and HLie m (gl 2 (C)) ⊆ V(I).
In fact, we will show that HLie m (gl 2 (C)) and V(I) are equal. By Lemma 2.1, it suffices to show that V(I) is contained in HLie m (gl 2 (C)). To do this, we need to investigate the topological structure of V(I); more precisely, we need to figure out all irreducible components V(p 1 ), . . . , V(p k ) of V(I) for some k ∈ N + . The last step is to show that every element in each component V(p i ) belongs to HLie m (gl 2 (C)).
In our case, we will see that V(I) has three irreducible components:
To describe them, we define the following polynomials in A:
We define four ideals of A as follows: 
The latter is isomorphic to
Thus it suffices to show that B :
We claim that the image of β − 1 in B is not a zero-divisor. Let
This claim is equivalent to that the colon ideal (J 1 : J 2 ) is equal to J 1 . By Derksen-Kemper [4, page 11, Section 1.2.4] we see that
We use the lexicographic ordering with β > 
where the products are formed by multiplying each generator of J 1 and J 2 by 1 − t and t respectively. It follows from Vasconcelos [12, Corollary 2.1.1] that
We use [4, Lemma 1.1.8] again to see that these polynomials: 
where a, b, c, 1 ξ ∈ C and ξ 2 + 4bc − 1 = 0.
Proof. It suffices to show that I ⊆ p 1 , I ⊆ p 2 and I ⊆ p 3 . To show the first containment, it is easy to see that all generators of I except for f 2 , f 7 , f 12 , f 23 are zero modulo p 1 . Thus it is sufficient to show that f 2 , f 7 , f 12 , f 23 are equal to zero modulo p 1 . In fact, working over modulo p 1 , we see that
This proves that I ⊆ p 1 . Similarly, one can show that I ⊆ p 2 and I ⊆ p 3 .
Proof. It follows from [3, Proposition 6, page 185] that the set of products of any two elements that come from the generating sets of p 1 and p 2 respectively can generate the product p 1 · p 2 . Hence, we only need to show that every element in B 1 · B 2 := {b 1 b 2 | b i ∈ B i , 1 ≤ i ≤ 2} belongs to p, where
As the three elements f 7 , x 22 + β , x 33 + β are contained in p, we see that α ≡ β and x 22 ≡ x 33 ≡ −β modulo p. This indicates that it is sufficient to show that β · B 2 is contained in p. Note that
Proof. Lemma 2.6, together with the fact that
that it suffices to show that the product p · p 3 is contained in I. By [3, Proposition 6, page 185], we only need to show that every element in B · B 3 := {bb 3 | b ∈ B and b 3 ∈ B 3 } belongs to I, where B := {h, x 12 , x 13 , x 21 , x 22 + β , x 23 , x 24 , x 31 , x 32 , x 33 + β , x 34 , x 42 , x 43 },
Moreover, as f 3 , f 5 , f 9 , f 11 , f 15 , f 17 , f 21 ∈ I, the set B can be replaced by
Now we have to check that any element of B 3 · B ′ belongs to I. Throughout the rest of the proof, we are working over modulo I. It follows from the definition of the generators f i of I that
We will use these equations to complete the proof. Note that 
Proof. It follows from Lemmas 2.5 and 2.7.
Proof. We have seen in Lemma 2.1 that HLie m (gl 2 (C)) ⊆ V(I). To complete the proof, by Corollary 2.8, it suffices to show that any C a , D a and D a,b,c,ξ appeared in Corollaries 2.3 and 2.4 belong to HLie m (gl 2 (C)). A long but direct calculation shows the statement follows.
3. HLie m (gl n (C)) (n 3)
In this section we characterize multiplicative Hom-Lie algebra structures on gl n (C) for all n 3. We suppose that {e 1 , e 2 , . . . , e n 2 −1 } is a basis of sl n (C) and z denotes a nonzero vector in the center of gl n (C). Note that gl n (C) = sl n (C) ⊕ C · z, thus
Corollary 3.2. Every homomorphism on gl n (C) restricts to a homomorphism on sl n (C).
Proof. Let D be a homomorphism from gl n (C) to itself. It suffices to show that sl n (C) is stable under the action of D. Indeed, given an element x ∈ sl n (C), by Lemma 3.1, we may write
We are ready to prove the following result. Theorem 3.3. Let n 3 and D ∈ HLie m (gl n (C)) be an arbitrary element. Then with respect to the basis {e 1 , e 2 , . . . , e n 2 −1 , z}, D is equal to either diag{1, . . ., 1, a} or diag{0, . . ., 0, a}, where a ∈ C.
Proof. By Xie-Jin-Liu [13, Corollary 3.4 (ii)] we see that HLie m (sl n (C)) consists of the identity matrix I n 2 −1 and the zero matrix. On the other hand, Corollary 3.2 implies that D restricts to an element of HLie m (sl n (C)). Thus the restriction of D on sl n (C) is either equal to I n 2 −1 or 0.
For the first case, we have D(x) = x for x ∈ sl n (C). Note that for i = 1, 2, . . ., is also an element of the center of gl n (C). Thus D(z) = az for some a ∈ C. Hence, with respect to the basis {e 1 , e 2 , . . . , e n 2 −1 , z}, D = diag{1, . . ., 1, a}.
For the second case, we have D(x) = 0 for x ∈ sl n (C). Suppose D(z) = n 2 −1 i=1 a i e i + az, where all a i and a belong to C. For x ∈ sl n (C), as sl n (C) = [sl n (C), sl n (C)], we may write x = 
