Abstract-The scan-to-scan correlation method to discriminate weather signals from ground clutter, described in this letter, takes advantage of the fact that the correlation time of radar echoes from hydrometeors is typically much shorter than that from ground objects. In this letter, the scan-to-scan correlation method is applied to data from the WSR-88D, and its results are compared with those produced by the WSR-88D's ground clutter detector. A subjective comparison with an operational clutter detection algorithm used on the network of weather radars shows that the scan-to-scan correlation method produces a similar clutter field but presents clutter locations with higher spatial resolution.
Because the typical correlation time of weather signals from 10-cm wavelength radar is less than 10 ms for most weather phenomena [19] , such signals generally do not correlate from one 360
• azimuthal scan to the next. Ground clutter observed both under normal propagation and AP conditions should have correlation times much longer than that associated with weather signals; thus, the scan-to-scan technique should also apply to clutter received via AP conditions. Because much of the ground clutter has long correlation times, Fabry [20] was able to use the scan-to-scan phase difference of clutter to measure changes in the field of refractive index of air near the surface. This letter presents the first use of the scan-to-scan correlation method to detect ground clutter in the presence of weather signals. This letter focuses on the following: 1) clutter recognition gate by gate, whereby reflectivity texture is not used; and 2) distinguishing ground clutter from narrow-band zerovelocity weather signals.
In this method, two discriminants are combined to distinguish ground clutter from weather signals: 1) cross-correlation coefficient mean (CCM); and 2) cross-correlation phase fluctuations (CPFs). In Section II, the definitions of the discriminants and their statistical properties are given. In Section III, a simple Bayesian classifier (SBC) is introduced. In Section IV, the SBC is applied to data collected by the WSR-88D (KOUN) 10-cm radar to provide proof-of-concept. Conclusions are presented in Section V.
II. DEFINITIONS OF THE DISCRIMINANTS AND
THEIR STATISTICAL PROPERTIES A time series of echo voltages from two scans need to be collected from the same location (i.e., the same azimuth and elevation angle). In the volume coverage patterns (VCPs) of the WSR-88D, two sequential azimuthal scans with different pulse repetition times (PRTs) are used at each of two low elevation angles (i.e., 0.5
• and 1.5
• ) to mitigate range-velocity ambiguities [21, Ch. 5.3.2] . The first azimuthal scan collects voltage samples data using long PRT (T s1 = 3.10 ms), and the second scan at the same elevation angles uses a short PRT (T s2 = 973 μs). To implement the scan-to-scan method, the short PRT data are nonuniformly downsampled to nearly match the location of voltage samples collected with a long PRT. Because the WSR-88D records the azimuth of each voltage sample, we were able to select those short PRT voltage samples that are nearest in azimuth to the long PRT voltage samples.
A. CCM
The complex cross-correlation coefficient between two time series from the same location but from consecutive scans (i.e., 1 and 2) is ρ 12 (lT s1 ) = |ρ 12 (lT s1 )| exp[jϕ 12 (lT s1 )] (l represents a lag number), in which |ρ 12 (lT s1 )| and ϕ 12 (lT s1 ) are the cross-correlation coefficient magnitude and phase as a function of the relative time delay lT s1 between the samples of the two time series from their colocated positions, and T s1 is the sample spacing at the long PRT. The true time delay between the samples of two time series data is equal to the sum of relative time delay lT s1 and the radar revisit time 360/α, where α is the beam scan rate (
• s −1 ). Assuming the signals to be stationary in the wide sense, ρ 12 (lT s1 ) is defined as
where |l| ≤ M − 1, with M = 32 being the number of samples in the dwell time; V 1 is the time series of voltage samples from the first scan; V 2 is the downsampled time series of voltage samples from the second scan from the same volume but collected at a higher pulse repetition frequency; and E{x} represents an ensemble average. Because V 1 and V 2 are assumed to be ergodic in the wide sense, the ensemble average can be approximated by a time average [22, . It can be shown that, for clutter from fixed scatterers, ρ 12 (lT s1 ) = 1.
In Fig. 1 [11] is because there are very few weather signals with near-zero radial velocity and narrow spectrum width in the data presented in this letter to have a reasonable representation of the conditional probability density function (cpdf) given various classes that is shown in Fig. 2 . Narrow-band zero-velocity weather signals are considered as a separate weather class because their properties are mostly similar to those of clutter and thus are the most challenging to distinguish. The mean radial velocity is estimated by the pulse pair processor [23, Ch. 6.4.1], and the spectrum width is estimated by the absolute power difference (APD) spectrum width estimator [24] because it performs better than the more commonly used estimators (i.e., autocovariance processing, see [23, Ch. 6.5.1]) for narrow-band weather signals and SNR of > 15 dB.
The CCM is defined as follows:
where N is M − 1. N is selected to be small to reduce the sampling error caused by the limited number of samples (if N is large) to estimate ρ 12 (lT s1 ). Although (2) suggests that there are only 2N + 1 samples to estimate CCM, there are in fact many more samples because ρ 12 (lT s1 ) is estimated with 2(M − l) samples. The CCM was calculated for different values of N , and it was found that N = 3 provided the smallest common areas between the cpdfs given different classes (see Fig. 2 ).
For ground clutter, the maximum of |ρ 12 (lT s1 )| = 1 appears at l = 0 if the two time-series data are precisely aligned (i.e., the time-series data collected from two consecutive scans are from the same beam location) and the scatterers on the ground are fixed. The downsampled time-series data collected with a short PRT are reasonably well aligned with the long PRT samples. That is, each I/Q sample (dots in Fig. 1 ) collected with the short PRT is at nearly the same azimuth as those corresponding samples collected with the long PRT.
Because the correlation time of ground clutter is typically much longer than that for weather signals, CCM is expected to be larger for ground clutter than for both the narrow-band zero-velocity weather signals and non-zero-velocity weather signals. Narrow-band zero-velocity weather signals are echoes from resolution volumes where turbulence and mean wind shear are weak; thus, these signals commonly have longer correlation time τ c compared with non-zero-velocity weather signals having no constraint on bandwidth. On the other hand, narrow-band zero-velocity signals have fewer independent samples (
where M I is the number of independent samples, and T d is the dwell time). Because estimate variance decreases as a function of the number of independent samples [25] , the variance of the cpdf of CCM estimates for narrow-band zerovelocity weather signals is typically larger than for non-zerovelocity weather signals having no constraint on bandwidth. This is likely the reason why the pdf of narrow-band zerovelocity weather signals (see Fig. 2 ) is broader than the pdf for nonzero weather signals. Ground clutter correlation time (as low as 44 ms from full foliage prairie for 10-cm wavelength echoes when the wind is about 13 mi/h [26, Ch. 2.10]) can be much smaller than the radar revisit time, but is still much larger than the correlation time for weather signals.
The training data (i.e., the class label for echoes from each resolution volume is known) were collected by the KOUN radar at 13:07 and 13:08 UTC on February 9, 2011, with two scans at the same elevation angle separated by about 36 s. Weather signals were from snow, and the radar was operating in the VCP 21 mode. At 13:07 UTC, the elevation angle was 0.5
• ; at 13:08 UTC, the elevation angle was 1.5
• . In order to obtain the class label of each resolution volume of the training data, the CMD algorithm [8] - [10] is used to distinguish ground clutter from weather signals, and a CMD code (CMD AEL V4.1) received from the WSR-88D Radar Operations Center (ROC) is used. We chose the CMD algorithm because it is: 1) easy to implement; 2) currently being used by ROC; and 3) widely known and accepted in the weather radar community. The probability of detection for the CMD algorithm is 50% when clutter-to-signal ratio (CSR) = −8 dB and is almost equal to 100% when CSR ≥ 0 dB [9, Fig. 6 ]. Clutter locations are determined by the CMD algorithm (i.e., when CMD determines that the gate is contaminated by ground clutter, a CMD flag is set). Weather signals are jointly determined by: 1) the CMD algorithm (i.e., when CMD determines that the gate is not contaminated by ground clutter, a CMD flag is not set); 2) the SNR threshold (i.e., SNR ≥ 3 dB); 3) the copolar correlation coefficient ρ hv [23, Ch. 6.8.5] (i.e., ρ hv ≥ 0.9; a polarimetric parameter provided by KOUN); and 4) r ≥ 50 km, where r is the range. The ρ hv data seldom fell below 0.9 in regions of precipitation, as identified by the CMD.
To identify narrow-band zero-velocity weather signals, two additional conditions (in addition to the conditions set by CMD, SNR, ρ hv , and r) are needed: |v r | ≤ 2 m · s −1 and σ v ≤ 2 m · s −1 . For non-zero-velocity weather signals, one additional condition is needed: |v r | > 2 m · s −1 . Because the ground clutter locations determined by CMD may not be pure ground clutter, the weather locations may not be pure weather signals (miss detections), and narrowband zero-velocity weather signals can be mistakenly identified as ground clutter (false alarms), the ground truth obtained is not perfect. A better training data set could be obtained, as shown in [11] and [18] , if recorded clutter I/Q data, collected in clear air conditions at a low elevation angle, are added to weather I/Q data collected at a high elevation angle. However, for this introductory presentation, the CMD results are accepted as ground truth.
The cpdfs of CCM given ground clutter (class "c"), narrowband zero-velocity weather signals (class "w0"), and nonzerovelocity weather signals (class "w") obtained from the training data are shown in Fig. 2(a) . We can see that the cpdf given ground clutter has a peak at CCM of about 0.96 and is broader than the cpdf of weather signals, confirming that the time-series data clutter from two consecutive scans collected at the same clutter location is more correlated than weather signals and have less number of independent samples.
The numerical entries Q c,w0 , etc., in Fig. 2 , represent the common area (i.e., the area under the minimum of the two curves) between the cpdfs given the various classes. A smaller common area indicates better discrimination. The cpdf becomes broader, and the common area becomes larger as the number of independent samples becomes smaller. Thus, the performance of the scan-to-scan correlation method can be improved by increasing the dwell time.
B. CPF
The definition of CPFs is
For correlated signals such as clutter from fixed scatterers, it can be shown thatφ 12 (0) = 0; thus, CPF should be very close to zero because the cross-correlation phase is relatively unchanged for small l (see Fig. 1 ). On the other hand, because weather signals from contiguous scans are uncorrelated,φ 12 is random, and thus CPF should be large (Fig. 1) . The cpdf of CPF given the classes c, w0, and w are shown in Fig. 2(b) . It is seen that the cpdf of CPF for ground clutter is narrowly distributed with a peak around 0.06. The cpdfs of CPF for both narrow-band zero-velocity and nonzero-velocity weather signals are widely distributed compared with that for clutter.
III. SBC Fig. 2(a) and (b) indicates that it is more difficult to distinguish ground clutter from narrow-band zero-velocity weather signals than from nonzero-velocity weather signals. Thus, if ground clutter can be distinguished from narrow-band zerovelocity weather signals, it can be distinguished from all other kinds of weather signals. Therefore, using the SBC [5] - [7] , [11] , only two classes, i.e., C c (ground clutter) and C w0 (narrow-band zero-velocity weather signals), are considered. X represents the 2-D attribute vector, i.e., X = (CCM, CPF). For the current gate, X = X O (subscript "O" represents the observed discriminants), and
According to Bayes' theorem [22, Ch. 7-3], we have:
f (X = X O ) ≡ K is the probability that the observation X O occurs, and is the same constant for both classes [27,
Because we do not know the a priori pdfs f (C c ) and f (C w0 ), which depend on elevation angle, range, the vertical structure of refractive index, etc., both classes are assumed equally likely (i.e., f (C c ) = f (C w0 ) = 0.5). Then, the SBC is
Thus, the SBC assigns
The joint conditional probability f (X = X O |C I ) can be written as We need to be aware that f (X = X O |C I ) is dependent on the radar sites, radar characteristics, scan strategies, and environmental conditions. In the SBC, the simple assumption of class-conditional independence is made [27, Ch. 8.3.2] . Thus, we have
In practice, attributes are seldom conditionally independent, which is why this assumption is "simple." However, SBC can be optimal under zero-one loss (misclassification loss) even when the assumption of class-conditional independence is violated by a wide margin [28] . Moreover, the SBC performs quite well in practice, even when strong attribute dependence is present [29] - [31] . Thus, f (X = X O |C I ) is calculated for each class using (7) and data in Fig. 2. IV. CLASSIFIER PERFORMANCE In this section, the performance of the scan-to-scan correlation method is evaluated using the testing data collected at 14:02 UTC, February 9, 2011 with an elevation angle of 0.5
• . Data sets used to obtain the cpdfs shown in Fig. 2 are not used in the testing process to avoid the overoptimistic estimates due to overspecialization of the learning algorithm to the data [27, Ch. 8.5] . The power, mean radial velocity, spectrum width, and copolar correlation coefficient ρ hv are shown in Fig. 3 for data collected with the long PRT. The dual-polarization parameter ρ hv is used because it is a qualitative measure [9] , [11] , [15] , [17] , [32] to better discriminate ground clutter. An SNR threshold of 3 dB is used to preprocess the data. The 1-lag copolar correlation coefficient estimator [33] is used to estimate ρ hv because it has less bias compared with the zero-lag estimator if noise power is inaccurately estimated [34] . It is shown in Fig. 3 that ground clutter is mainly located within 25 km of the radar. In Fig. 4 , the CCM, CPF, f (X|C c ), and f (X|C w0 ) obtained from two consecutive scans are shown. It can be found in Fig. 4 that the locations of ground clutter and narrow-band zero-velocity weather signals are remarkably delineated. Fig. 5 shows the performance of the scan-to-scan correlation technique by comparing ground clutter detections obtained with the CMD algorithm. In Fig. 5 , we can infer that the performances of the scan-to-scan correlation technique and CMD are comparable, but the scan-to-scan correlation method provides higher spatial resolution because spatial texture data are not used; spatial texture data increase false alarms [13] and unnecessary filtering.
V. CONCLUSION A subjective comparison with the CMD algorithm shows that the scan-to-scan correlation method produces a similar clutter field but presents clutter locations with higher spatial resolution and thus less false detections [13] . Higher spatial resolution is obtained because the scan-to-scan clutter detection method is based solely on data from each resolution volume. This method is particularly useful if the clutter is from fixed scatterers being scanned by the weather radar's beam. Narrowband zero-velocity weather signals and clutter from fixed scatterers scanned by the radar beam have similar spectral characteristics; thus, it is difficult to distinguish them from single scan data, particularly when using the short dwell times typical for weather radar having rapidly scanning beams. Scanto-scan clutter detection offers a complementary method to existing clutter detection methods.
Furthermore, this method might be applied to WSR-88Ds because all WSR-88Ds use VCPs that contain two 360
• azimuthal scans, each with different PRTs at the two lowest elevation angles (0.5 and 1.5
• ) where clutter matters the most. The scanto-scan correlation method might also be applied to a phased array radar when it is performing beam multiplexing [35] , not only to detect ground clutter but also to suppress it.
Future studies should use a well-controlled data set to determine discriminate properties and to have a more robust and quantitative evaluation of the clutter detection performance under different scan time separation, different CSRs, and different clutter and weather conditions. Likewise, the cpdfs shown in Fig. 2 should be obtained for each weather radar site under a variety of environmental conditions (e.g., calm and windy conditions).
