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Abstract 
An analogue of the Hahn theorem for Laurent biorthogonal polynomials (LBP) P,(z) is studied. Necessary and sufficient 
conditions (criterion) for derivatives P, (z)= (n + 1)-lP,+l(z) to be LBP are obtained. This criterion can be written as 
a linear second-order difference quation for the moments. We find examples of such LBP which are different from the 
well known "classical" LBP proposed by Hendriksen and Van Rossurn. The theory of spectral transformations of the LBP 
(i.e., analogs of Christoffel and Geronimus transforms) is developed. These transformations are shown to be crucial in 
study of LBP belonging to the Hahn class. (E) 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
The Laurent biorthogonal polynomials LBP Pn(z) are important objects appearing in problems 
related with so-called two-points Pade approximations ( ee, e.g., [9]). 
Recall the definition and general properties of these polynomials [2, 7-9] 
Let 5~ be a linear functional defined on all possible monomials z" by the moments 
Cn=,~{zn},  n = 0,+1,+2. . .  (1.1) 
(in general the moments Cn are arbitrary complex numbers). Then the functional 5(' is defined on 
space of generic Laurent polynomials ~(z) N2 = ~.=-s l  a.z" where a~ are arbitrary complex numbers 
and N~,2 are arbitrary integers. 
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The monic LBP P.(z) are defined by the determinantal formula [7] 
Co 
C- I  
~(z)=(A . )  -~  . . .  
C1 - -n  
1 
where A. are defined as 
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1 n C2-n  " ' "  CO 
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(1.8) 
(1.9) 
.~{~(z)Qm(1/z)} = h .6 . , . ,  
where the polynomials Q.(z )  are defined by the formula 
CO C-1  " " " C -n  
C1 CO " " " C l -n  
Q.(z) = (A . )  -1  . . . . . . . . . . . .  , 
Cn-  1 Cn-  2 • • • C_  1 
1 z . . .  z n 
i.e., the polynomials Q,,(z) are again LBP with moments c{, 0-) = c_, .  
In what follows, we will assume that 
A ,¢0,  n=l ,2  .... 
and 
A(.1)~0, n=1,2  .... , 
It is obvious from the definition (1.2) that the polynomials P.(z) satisfy the orthogonality property 
.LP{P.(z)z -k} = h,6k,,, O<~k<~n, (1.4) 
where the normalization constants are 
ho = co, h. = A.+I/A..  (1.5) 
This orthogonality property can be rewritten in terms of the biorthogonal relation [13, 7], 
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where by A. (j) we denote the determinants 
d(oJ)= 1, 
Cj Cj+ 1 " "" Cn+y-  I 
A~j)~ Cj_  1 Cj " ' "  c.+y-2 (1.10) 
Cl+j-n C2+j-n "'" Cj 
The following two propositions are well known. 
Proposition 1.1. I f  conditions (1.8) and (1.9) are fulfilled then the polynomials P.(z) satisfy the 
recurrence relation 
P.+l(Z) + (d. -z)P.(z) =zb.P._l(Z), n>~l, (1.11) 
where the recurrence coefficients are 
P.+l(0) T.+l 
d ,= P , (O) -h~- l -~- .  #0 '  n=O,  1,... (1.12) 
b,=d,_h" #0, n= l,2,... (1.13) 
with T, = AL l). 
Proposition 1.2. Assume that the polynomials P,(z) satisfy the recurrence relations (1.11) with the 
initial conditions 
Po(z) = 1, Pl(Z) = z - do (1.14) 
and restrictions 
d,#O, n=O,  1 .. . .  , (1.15) 
b .#0,  n=l ,2 , . . . ,  (1.16) 
Then there exists a unique (up to arbitrary Co) linear functional .~ such that the polynomials P,(z ) 
satisfy the orthooonality property (1.4) with the restrictions (1.8) and (1.9). 
For the proof of these propositions ee, e.g. [6, 7]. 
It is useful to introduce the associated LBP R,(z)= P,(1)(z) as follows [7]: 
xPn+I(Z)_--._zPn+I(X) "[ 
R.(z) = -~x do(z - x) j ,  n = 0, 1,... (1.17) 
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(the functional LPx acts only on the x-variable). The polynomials Rn(z) satisfy the recurrence r lation 
Rn+l (•  ) -~- dn+lRn(z ) = z(Rn(z ) -~- bn+lRn_l(Z ) ) , (1 .18)  
Ro = 1, Rl(z) =z -  di. 
More generally, j-associated polynomials P~J)(z) are defined through the recurrence relation 
(J) __ ' P,+l(Z) + (d,+j z)P~J)(z) =zb,+jP~Ol(Z). (1.19) 
The next two lemmas will be exploited further in the paper. 
Lemma 1.3. Assume that P~(z) are LBP  satisfying the recurrence relation (1.11) and restrictions 
(1.16). Then the polynomials P,(z) and P~+l(z) have no common zeroes. 
Proof. Assume that z0 is a common zero: P,(z0)= Pn+l(Z0)= 0 for some n~>l. Then from the 
recurrence relation (1.11) we have that P~-i(z0)= 0 (because b, 50) .  Repeating, we arrive at the 
chain of equalities P~+l(Z0)= P,(z0)= Pn-l(Z0) . . . . .  Po(Zo) = 0 which contradicts to the initial 
condition P0 = 1. Thus the polynomials P,(z) and P,+l(Z) have no common zeroes. 
Lemma 1.4. Let P~(z) be a set o f  LBP  satisfying (1.11) with the restriction (1.16). Assume that 
identity 
Sl(z;n)Pn(z)+Sz(z;n)Pn_l(z)=O, n= 1,2,... (1.20) 
holds where Sin(z; n) are polynomials in z whose degrees do not depend on n. Then 
Sl(Z;n) = Sz(z;n) = O. (1.21) 
Proof. Assume that the condition (1.21) is not fulfilled. Then 
S l (z ;n )_  P~_l(z) (1.22) 
S2(z; n) P.(z) 
In the condition (1.22) the lhs is a rational function of fixed degree, while the rhs is a rational 
function with increasing degree (as n increases). Hence, P,(z) and P,+l(z) have common zeros 
which is impossible due to the Lemma 1.3. Thus, the we arrive at the condition (1.21). 
The following simple proposition is also useful. 
Proposition 1.5. Assume that the polynomials P~(z) are LBP  with moments c, and recurrence 
coefficients d,, b,. Then the polynomials Pn(Z) = x-"P~(xz) are also LBP  with the scaled recurrence 
coefficients b n = bn/l~ , d n = an/l(, , and moments ~, = x-"c,. 
The proof of this statement is obvious. This property means that simultaneous multiplying of the 
recurrence coefficients by the same constant is equivalent o rescaling of the argument z of the 
polynomials P~ (z). 
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We also introduce a concept of j-regular LBP. The polynomials P,(z) constructed by the formula 
(1.2) are called j-regular ( j  = 1,2,...) if A(, k) #0, k = 0, 1,..., j ,  n = 1,2,... where An(k) are defined 
by (1.10). In particular, the polynomials P,(z) are 1-regular if and only if they satisfy the recurrence 
relation (1.11 ) with b,d, # O. 
Consider a pair of the Stieltjes functions which are formal power series constructed from the 
moments 
F+(z) = y~ ckz -k, (1.23) 
k=l 
F_(z) = ~ c_kz k. (1.24) 
k=0 
Then the following two-point Pade approximation holds [7] :  
Rn_  l ( z )  __ F+(z) + O(z-"-'  ), (1.25) 
P.(z) c, 
R,_l(z) F_(z) 
- -  - -  + O(z" ) ,  (1 .26)  P.(z) 
where R,(z) are associated polynomials defined by (1.17). 
Unified Stieltjes function can be defined as 
~ ckz -k F+(z) - F_(z) 
F(z) = - ~ C-kzk + ~ -- (1.27) 
k=0 Cl k=l Cl Cl 
Then the formulas (1.25) and (1.26) can be rewritten in the form 
R,_l(z) _ fO(z-"- l ) ,  z---~o~, 
F(z) (1.28) 
], O(z"), z 0. 
The main purpose of this paper is to study the case when both P,(z) and their derivatives/3,(z) = 
(n + 1)-~P,+l(Z) form two (in general, different) systems of LBP. We say that in this case the 
polynomials P~(z) belong to the Hahn class. For the ordinary orthogonal polynomials OOP satisfying 
the recurrence relation 
P,+~(x)+b,P~(x)+u,P~_l(x)=xP~(x), P0=l ,  P l=X-bo ,  (1.29) 
the Hahn theorem [5, 4, 11] states that the classical polynomials (i.e. Jacobi, Laguerre, Hermite and 
Bessel) are the only ones for which the derivatives/3,(x) are also OOP. In [4] Geronimus derived 
necessary and sufficient condition for the moments c,. This condition can be rewritten [11] in terms 
of the first-order differential equation for the moment functional Ae. We derive analogous necessary 
and sufficient conditions for LBP. 
Note that previously Hendriksen and Nj~stad considered a more restricted problem [6]. Namely, 
they assumed that not only derivatives P'+l(z) but also derivatives of bi-orthogonal partners Y'+l(Z) 
from LBP. They proved that the hypergeometrical LBP introduced in [7] (and independently in [1]) 
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are the only ones satisfying this (restricted) condition. In the present paper we consider the problem 
without additional restrictions. 
We derive criterion in terms of moments and construct some special explicit examples. These 
examples indicate the Hahn class of the LBP is much wider than it was assumed previously. 
We use the theory of spectral transformations of the LBP as a main tool for studying. This theory 
is described in the next section. 
2. Spectral transformations of  the LBP 
In this section we describe some simplest spectral transformations of LBP, namely Christoffel 
(CT) and Geronimus (GT) transformations. These are exact analogs of corresponding spectral trans- 
formations of OOP (see, e.g. [14, 16]). In what follows, we will assume the standard normalization 
condition Co = 1. 
By CT we mean the following transformation: 
P.(z) = P.+l(z) - U.P~(z), (2.1) 
z - / z  
where p is an arbitrary parameter and 
P.+I(U) 
U. -- (2.2) 
It is easy to check that the polynomials P,(z) constructed by formula (2.1) are again monic LBP 
having the moments 
cn = (Cl - #)-t(cn+~ - #Cn), n = 0 ,+1,+2, . . .  (2.3) 
This relation can be rewritten in the form 
£~ = (Cl - #) - l ( z  - #)Ae. (2.4) 
I f  the polynomials P.(z) satisfy the recurrence relation (1.11) then the polynomials/3,(z) satisfy 
the recurrence relation 
/5.+1(z) + d~Pn(Z) = z(P.(z) + b.P._,(z)),  (2.5) 
where 
bn=b. 
d. 
b.+l + Un (2.6) 
b, + U,-1' 
= dnd"-~, ++U"U"+1 (2.7) 
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The pair of the Stieltjes functions (1.23) and (1.24) is transformed as 
F+(z )  = (z  - la )F+(z)  - c l ,  (2.8) 
C 1 - -  ]~ 
F_ (z )  = (z  - #)F_ (z )  + Cl (2.9) 
cl -p  
The pair of relations (2.8) and (2.9) is equivalent to single relation 
F(z )  - cl ( (z  - #)F (z )  - 2) (2.10) 
C 2 - -  ~C 1 
The Geronimus transform (GT) of LBP is defined as 
/3n(z) = V~Pn(z) +z(1 - V, )P~_ I(Z ), (2.11) 
where 
Vo=l ,  V , -  /t #-  ~b,/~,_~' n= 1,2,... (2.12) 
Here # is an arbitrary parameter and ~b, is an arbitrary solution of the second-order difference 
equation 
q~,+l + d,~b, = #(~b, + b,~b,_l). (2.13) 
Noting the fact that P,(#) and R,- l (p)  are independent solutions of (2.13) choose q~, in the form 
~b0 = 1, ~b, =P , (#)+zR, -~(#) ,  n= 1,2,... (2.14) 
where ~ is an arbitrary parameter. 
The polynomials P,(z) satisfy the recurrence relation (2.5) with the recurrence coefficients 
1 -V ,  
b~ =z(V~ - 1), b ,=b,_ l l _  V_  1, n=2,3  . . . . .  (2.15) 
d, = dnVn+l/Vn, n = 0,  1 , . . .  (2 .16)  
It can be shown that CT and GT are reciprocal to one another. This means that the polynomials 
P,(z) are expressed in terms of/3,(z) as 
P,(z) = V,/~,(z) + z(1 - V, )/3, _ l (z ), (2.17) 
if the polynomials/3,(z) are obtained from P,(z) by CT (2.1) (in (2.17) V, = U,_ l / (b ,  + U , - I ) ) .  
Using this observation we find transformation law for the moments under the GT (2.11): 
5 ,=#"+62. . ,  ,_s# +6£P , n=l ,2 , . . . ,  (2.18) 
s=l /~- 
. - ,  _ {z- ._u- .  } ~_,=#_,  6~c_ ,+s#_ l_s=~u_  . _6£,¢ , n=l ,2 , . . .  (2.19) 
s=0 la z (z -  1 _ la -  1 ) , 
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where 
(~ = ]A~/ (C l  - -  ~)  = Cl - -  I A" 
The pair of Stieltjes functions is transformed as 
P+(z)  = 
6F+(z) + # + 6 
z - -p  
P_(z )  = 
6F_(z)  - I.z - ,5 
z - -# 
which is equivalent to a single transformation of the unified Stieltjes function 
(2.20) 
F(z )  = 6c lF(z )  + 2(# + 6) 
(# + 6)(z -- #)  (2.21) 
It should be noted that GT depends on two essential parameters # and Z, whereas CT depends 
only on #. As is seen from (2.18) and (2.19) the parameter X defines value of the discrete mass 
added to the functional £0 at the point z = #. The similar is true for OOP [4, 14]. 
Both CT and GT become extremely simple in the limit # ~ 0. In this case we have the following 
expression for CT (note that P , (0 )# 0 due to 1-regularity): 
P,(z)  = z-l(P,+l + d,P,(z) ) = P,(z) + b,P,_ l(z).  (2.22) 
Transformation of the moments is reduced to a simple shift 
~, -- c"+--L1 , n = 0, 4-1, 4-2,... (2.23) 
Cl 
The recurrence coefficients are transformed as 
bn+l -- dn 
bn = bnb, _ d , - l '  n = 1,2,.. . ,  (2.24) 
bn+ 1 - d n 
do = do - b,, d,  = d,_, ~ - dn-~' n = 1,2,... (2.25) 
For the GT we have in the limit p ~ 0 
Pn(Z) = P,+l(Z) - - zP , (z )  = zb,P ,_ t (z )  - d,P,(z)  (2.26) 
b. -d .  b. -dn  ' 
Cn-- 1 
5, -- , (2.27) 
C--I 
bldo b, = bnbn~n - dn-1 
t)1 - b~ -- d l '  dn ' n = 2,3,. . . ,  (2.28) 
dodl d,  b, - d, 
do-  bl -d l '  = dn+lb,+l - d,+l' n = 1,2,... (2.29) 
A. Zhedanov l Journal o f  Computational and Appl ied Mathematics 98 (1998) 121-147 129 
In what follows, we denote (for brevity) the CT of the polynomials P,(z) by C(#){P,(z)} and 
GT by G(#,z ){P , (z ) )  (or G(#, f ){P~(z )} ,  where 6 is connected with X by (2.20)). For # = 0 we 
will write C(0){P~(z)} and G(0){P,(z)} assuming the formulas (2.22) and (2.26). Note that the 
Geronimus transform does not depend on auxiliary parameter ~ if # = 0. 
3. Necessary and sufficient conditions in terms of moments 
In this section we derive a second-order linear difference quation for the moments c,. This 
equation is necessary and sufficient condition for the 2-regular polynomials Pn(z) to belong to the 
Hahn class. 
Let us assume that the polynomials P,(z) are 2-regular. This means that A~ j) ~ 0, j = 0, 1,2, n = 
1,2,..., where An ~j) are defined by (1.10). 
Differentiating determinantal formula (1.2) with respect o z we find 
Pn(Z) = 
(n+l )A .+ l  
CO CI  • . . C n Cn+l  
C_  1 CO " " " Cn-  1 Cn 
C-n C l -n  " " " CO CI 
0 1 . . .  nz "- l  (n+l )z  n 
(3.1) 
Assuming that the polynomials /5,(z) are also LBP which are orthogonal with respect o another 
linear functional .(e (with moments ff~), we get the conditions 
.L#'(P,(z)z -j} = O, O<~j<~n - 1. (3.2) 
This condition can be rewritten in the determinantal form 
CO Cl  • . . C n Cn+l  
C_  I CO " " " Cn-  I Cn 
C--n C l -n  " " " CO C1 
0 ~-j "" n~n-l-j (n+l )C ._ j  
=0,  j=0,1 , . . . ,n -1 .  (3.3) 
Condition (3.3) means that the last row of the determinant in lhs of 3.3 is a linear combination of 
all other rows. We thus obtain the following condition: 
n 
~"~ A(J,n)~ kgk-j-~ = Z_, , , k-s, k = O, 1,2,. . . ,n + 1, (3.4) 
s=O 
where A~ j'") are some coefficients (not depending in k). Clearly, the relations (3.4) should be valid 
for all n = j  + 1,j + 2,.... Let us fix the parameter j~>0, write down the relations (3.4) for n and 
130 
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The 
all terms with j + 1 <s<n vanish and we have for all n>j  + 1 that 
j+ l  
1 and subtract one from another. We then obtain the relation 
n 
Z(A~J,n+I)  A~J,n))ck_s 1 A<J,n+')~ -v~,+l ~-k-,- l=0, k=0,1 , . . . ,n .  (3.5) 
s=0 
to 2-regularity condition one has 
A~J,n+I) = A<J,n ) . •(j,n+l) = 0. (3.6) s ' S~0,  1 , . . ,n ,  ~*n+l  
conditions (3.6) are valid for n = j  + 1,j + 2,... for fixed j. Hence, in the sum in rhs of (3.4) 
= 
s=O 
It is convenient to rewrite these relations renaming index k ~ n + j + 1 
j+ l  
(n+j+l )5 ,=ZB~J )c ,+, ,  j=0 ,1 , . . . ;  n=- j -1 , - j  . . . . .  
s=0 
where we denote for brevity 
B~J) -- A(J,J+ 1) 
- -  j+ l  - s  • 
For example, two first relations (3.8) corresponding j = 0 and j = 1 are 
(n + 1 )~, = B~o°)c, + B]°)c,+I, n = - 1, 0, . . .  
n(1)  __ .-,(1 ) (n + 2)5n =B~oOCn +tJ 1 C.+l -'1-1.~ 2 On+2, n = -2 , -1 , . . . ,  
(3.7) 
(3.8) 
(3.9) 
(3.10) 
Now we take three relations (3.8) for j - 1,j and j + 1 (j>~ 1) and subtract hem twice. We then 
get the relation 
j+2  
~-'~ t/sc,+s = 0, n=- j , - j+ l , . . . ,  (3.11) 
s=0 
where 
rls=B~J+I) + B~J - ' ) -  ZB~ j), s=O,  1,. . . , j ,  
- -  R ( J+ l )  _ oR( J )  
~ j+ l  - -  ~ j+ l  ~"a ' j+ l '  
__  R( J+ I )  
qj+2 --~j+2 • 
Due to 2-regularity condition one has t/~ = 0, s = 0, 1, . . . , j  + 2. From these restrictions we find 
j-dependence of the coefficients B~J): 
B~ j) = jBol + Boo, 
B~ j) =jBII  + Bl0, (3.12) 
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O~ j) =jB21 ,
. . . . .  o ,  
where B00,...,B21 are some constants. The relations (3.12) are valid for all possible values of 
j = 0, 1,2 . . . . .  Now the relations (3.8) are rewritten in the form 
(n + j  + 1)5. = (jBol + Boo)C. + (jBll + Blo)C.+l +jB21c.+2, n = --j -- 1,--j,--j + 1,... 
(3.13) 
It is easy to see that the relations (3.13) are equivalent to the conditions 
Cn = BolCn + BllCn+l + B21c.+2 (3.14) 
and 
n(Bolc~_l + BllC. + B21Cn+l ) = BooC.-I + BloC.. (3.15) 
These conditions hold for all values of n = 0, + 1,-4-2,.... 
Condition (3.14) is not a restriction upon the moments c,: it merely yields expression of the 
moments 5, in terms of initial moments c,. Condition (3.15) is a restriction upon the moments c, 
and is necessary condition for the Hahn class of the LBP. 
It is clear that this condition (together with (3.14) and restrictions that the polynomials P,(z) are 2- 
regular) is also sufficient. Indeed, starting from Co= 1 and arbitrary Cl we can construct (from (3.15)) 
the whole sequence c,, n . . . .  , -2 ,  - 1,2, 3 , . . . .  Let us choose the parameters Boo, B01, Bl0, Bll, B2~, cl 
such that the restrictions A, (j) # 0, n = 1,2,..., j = 0, 1, 2 (together with analogous conditions for the 
sequence Cn) are valid (it is clear that there is only a countable set of the values of these parameters 
when these restrictions are not fulfilled). Then LBP/5,(z) corresponding to the moments c, (defined 
by the formula (3.14)) satisfy/5,(z) = (n + 1)-lP,'+l(Z) and hence are also LBP. This is obvious 
from one-to-one correspondence b tween the moments and LBP P,(z) (provided that both P,(z) and 
/Sn(Z) are 2-regular). Note also that in order for moments c, to be determined for n =-  1 , -2 , . . .  we 
should impose also additional restriction 
Boo#mBol, m = 0,1,2,...  (3.16) 
We thus have the 
Theorem 3.1. For the 2-regular polynomials P,(z ), P,(z) the second-order difference quation (3.15) 
(together with restriction (3.16)) is necessary and sufficient condition for polynomials P,(z) to 
belong to the Hahn class. 
4. Differential equation for the functional 
In this section we present Eq. (3.15) in terms of differential equation for the functional Ae (cf. 
analogous approach to the Hahn class for OOP [11]). 
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Recall some basic definitions for the linear functionals (see, e.g., [11]). 
We assume that all the linear functionals are defined on the space of the Laurent polynomials 
@(z) containing a finite number of terms with positive and negative degrees of z. The functional 
F(z),LP (where F(z)  is arbitrary Laurent polynomial) is defined by 
F(z)~{~k(z)}  = ~{F(z)@(z)} .  (4.1) 
The derivative ~e' of the functional is defined by 
D(~){~k(z)} = -L,e{~k'(z)}. (4.2) 
If c,, n = 0, ±1, +2 .... are moments corresponding to the functional ale then the functional D(Lf) 
have the moments 
c'~ = -ncn-1. (4.3) 
Condition (3.14) is equivalent to the following condition: 
= (B21z 2 + B, Iz + Bol )-~q~, (4.4) 
while the difference quation (3.15) can be presented in the form 
D((BzlZ 2 + Bllz + Bol )Sfl) = (Blo + Booz -1 )~q~. (4.5) 
We thus see that the differential equation (4.5) is necessary and sufficient condition for the poly- 
nomials P~(z) to belong to the Hahm class (of course, together with above-mentioned restrictions). 
Compare Eq. (4.5) with corresponding equation determining the Hahn class for the ordinary 
orthogonal polynomials. Recall that this equation has the form [11] 
O((0~z 2q- flz -~ 7)..~ q~) = (~ q- ?lz).~ q~, (4.6) 
where ~, fl, ~, ~, r/ are arbitrary constants uch that q ¢ 0, - 1, -2  .... if ct ¢ 0. 
The differential equations (4.5) and (4.6) are similar but not identical. 
First of all note that for the ordinary orthogonal polynomials it is easy to verify that the functional 
L7 ° belongs the Hahn class (i.e., satisfies the differential equation (4.6)) provided ~ also belongs to 
it (see, e.g., [11]). 
This statement is not valid for the Hahn class of LBP: the functional L7 ° does not, in general, 
belong to the Hahn class. 
There are only two cases when £~ does belong to the Hahn class. We call corresponding LBP 
the "strong" classical polynomials. 
For the first case one has B21 = 0 while other parameters are unrestricted. For the second case one 
has the restriction: B21 • 0 and 
B01 = -B21 - B11, Boo = Blo(BII + B21). (4.7) 
In the first case we have that Nth derivative of the initial polynomial P,(z) also belong to the 
same class (i.e., with B21 = 0), while in the second case the polynomials/5,(z) belong to the first 
class (B21 = 0). 
In the next two sections we consider solutions of the Hahn problem for these cases. 
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5. Hendriksen-van Rossum classical polynomials 
In this section we consider the first case with the condition B21 =0. The difference quation (3.15) 
for the moments is reduced to the first-order equation 
(B l ln  -- Blo )C. + (Bol t ' / - -  Boo )Cn-I = O. 
We assume that 
Blo C Bllm, Boo ¢ - Bolm, 
The solution of Eq. (5.1) is 
( -b ) .  
c°(a)"(a + l )n'  ¢n 
where 
m = 0,1,2,. . .  
and 
(5.1) 
(5.2) 
(5.3) 
The recurrence coefficients for these polynomials are 
n+b 
d. -  
n+a+l '  
b ?l 
n(n + a + b) 
(n+a) (n+a+ 1)" 
It was shown in [6] that the polynomials (5.5) are the only LBP which belong to the Hahn class under 
the additional condition that the derivatives Y'(z) of the "dual" polynomials Y,(z)=P,+l(z)- zP,(z) 
also form LBP. We see that this additional assumption is equivalent to the condition B2~ = 0. We 
call the polynomials (5.5) HR polynomials. 
(5.6) 
(b), ( ln ,  1 +a.z )  P~(z) = (1 + a)~ 2Fl b - n' J" (5.5) 
is the standard notation for Pochhammer symbol. 
As usual we assume that Co = 1. Moreover, we can choose B0~ = -B11 because (due to the 
Proposition 1.5) such choice leads only to rescaling of the argument of the polynomials. Under 
such assumptions we see that the moments (5.3) coincide with ones considered by Hendriksen and 
van Rossum [7]. They introduced LBP which are expressed in terms of the Gauss hypergeometric 
function 
(a )~=a(a+l ) . . . (a+n-1) ,  
( -1 )  ~ 
(a)_. -- (1 - a)-----~' n~>0 
B01 
a-  b : -1 + Boo/Bol, a= -Blo/Btl (5.4) 
n i l  ' 
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The linear functional for them admits the following integral representation [7]
£.¢{z"} = 1 F(a+ 1)F(b + 1) fcZ,(_Z)_1_b( 1_z)a+bdz 
2xi F(a + b + l ) 
where fc denotes integration over the unit circle of complex plane. 
(5.7) 
6. The second class of  "strong" classical polynomials 
In this section we consider the second case when the polynomials P,(z) also belong to the Hahn 
class. In this case the parameters satisfy the restriction (4.7). Supposing that B21 # 0 we can choose 
B:I = 1. Then 
B01 = -1 --Bll, Boo = B10(Bll + 1). (6.1) 
It is easy to see that the moments g, of the polynomials P,(z)=P/+l(z)/(n+ 1 ) satisfy the recurrence 
relation (5.1), 
5. n+Bi0 
- - -  (6.2) 
5.-1 n+l  
Hence, the polynomials P.(z) are special ease of the Hendriksen-van Rossum polynomials considered 
in the previous ection: 
P.(z)- ( -8 ,0  - (2) .  1)"2F1 (2 -n ,2 ) (6.3) + Blo -- n;Z/ " 
The polynomials P,(z) can be obtained by integration of P,(z): 
(-B10 - ( -n , l  ) 
P.(z) n (1 ) ,  2F 1 2 + Blo - n' = "z + a., (6.4) 
where a. are the integration constants. In order to determine a. and the recurrence coefficients b., d. 
we substitute (6.4) into (1.11). Then we obtain 
n-1 (--1--B,0). ( -n , l .Bo l~,  (6.5) 
a. = Bol (Bol - e l )  n! 2F1 2 + BlO - n' \ / 
and 
b .=d. -  a. , n=2,3,4, . . .  (6.6) 
On_ 1 
(Bll + 1)(Cl -Bl0 - 1) 
do = c~, dl = 
¢1 
bl = (Bll +cl  + 1)(el --Bl0-- 1), (6.7) 
Cl 
where Cl is chosen as arbitrary parameter. Thus, the recurrence coefficients of the polynomials 
P~(z) which belong to the second class of "strong" classical polynomials have more complicated 
expressions (6.6): they are ratio of two Gauss hypergeometric functions. 
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For the moment we have the following expressions: 
c_,=B~", n = 0, 1,2,..., (6.8) 
)(Blo q-1)n--I ( l-n, 1 .Bol )
e.=-B~, +(el --Bol (n-- 1)! 2Fl 1 - -B lo - -n '  
n--I (Blo jr. 1)k B 
~---B~l-~- (Cl --B°l)~--~ k[ g~-k-l, n = 1,2,3,... (6.9) 
k=O 
Comparing the expressions (6.8) and (6.9) with (2.18) and (2.19), we see that the polynomials P,,(z) 
(6.4) are obtained from the special case of the HR polynomials with a = 0, b = -Bt0 - 1 by the 
Geronimus transform G(/~, 6) with the parameters # = -B~0 - 1, 6 = c~ - #. Thus, the measure for 
the polynomials (6.4) contains both continuous part on the unit circle and a concentrated mass at 
the point z = -Bl0 - 1. Note that the value of this additional mass depends on the value of Cl which 
can be chosen as an arbitrary parameter. 
7. Generic case: Explicit expression for the moments 
In this secion we construct the general solution of the difference quation (3.15). 
Assuming that B21 50  we can suppose that B2~ = 1. Moreover, using Proposition 1.5 we can 
always rescale the argument of the polynomials P~(z) in order to put 
B01 =- -1  --Bll. (7.1) 
The relation (7.1) means that the polynomial B01z 2 +Bl lz+B21 (entering Eq. (4.5) for the functional) 
has the roots Zl = 1 and z2 = -1  - B~l. 
Then we can rewrite Eq. (3.15) in the form 
ncn.l +(Blln-Blo)Cn --((Bll + 1)n+ Boo)C~_l =0,  n=0,+l ,+2, . . .  (7.2) 
where it is assumed that 
e0 = 1. (7.3) 
Eq. (7.2) belongs to the class of the linear second-order difference quations with linear coeffi- 
cients. These equations have general solutions in terms of the Gauss hypergeometric function (see, 
e.g., [12]). Omitting technical details we present he final result. 
For n < 0 we get 
( BOO~-BIO ) 
c_~ 2F1 -n , -  B.+2 2+Bl l  = _ B~ ; l+B l l  ' n=l ,2 , . . . ,  B11#--2. (7.4) 
BH+I 
Note that all negative moments c_1,c_2,c_3,.., are uniquely determined from Eq. (7.2). 
For the positive moments we obtain a more complicated solution 
c~=AYf+) +(1-A)Yf  -), n=0,1 ,2 , . . . ,  (7.5) 
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where Y,(+) are two independent solutions of Eq. (7.2) which have the following explicit expression 
(for details see [12]): 
v,__, 
+2} (p+ + 1), 
\B11 + (p_ + 1),, 
where 
n,n+v+l  Bll + 1) 
2F lkn+p++1;911~2 ' 
(n ,n+v+l  1 ) 
2Flkn+ p_ + l ; B11+ 2 ' (7.6) 
Boo Boo + Blo Boo - B1o(Bll + 1) 
B11 + 1' P+ -- Bll + 2 ' P-  = (Bll + 2)(Bll + 1)" (7.7) 
The constant A in (7.5) should be chosen from the condition cl =AYI(+)+ (1 -A)Y1 (-) where the 
value cl remains arbitrary. Note that condition (7.3) is fulfilled automatically because of obvious 
relations Y0 (+) = Y0 ~-) = 1. This leads to the following explicit expression: 
e,=c1Z~I) + Z(, °), n=0,1 ,2 , . . . ,  (7.8) 
where 
Z, (1) - YII~I - Y,(-) Zn(0) = Y~(+)Yn ( - ) -  y~(-)y(+) 
__ y l ( _  ) , y l (+)  _ y l ( _  ) (7 .9 )  
Thus, the general solution of Eq. (3.15) depends on four essential parameters: Bli,Blo, Boo and C 1 
(negative moments c-n do not depend on cl ). 
Compare this result with the well known one for the ordinary classical polynomials [11]. The most 
general classical polynomials are Jacobi polynomials having only two essential parameters. Indeed, 
the Hahn property of the OOP is invariant with respect o arbitrary affine transformations 
--, x-" (xx + (7.10) 
Hence the parameters 0~, 13, 7 are inessential in Eq. (4.6), because we can always locate two (different) 
roots of the polynomial ~2 + flz + ~ at any prescribed points, say zl = 0, z2 = 1. In this case only 
two remaining parameters ~, r/are essential. 
However, in case of the LBP the general affme transformations (7.10) are not admissible. Indeed, 
if # # 0 then the resulting polynomials do not belong to LBP. Only the scaling transformations are 
admissible. Thus, for given two different roots Zl, z2 of the polynomial Bolz 2 + B112 + B21 we can 
fix only one of them (say zl = 1), while the second root z2 = --Bll -- 1 is essential parameter. The 
parameters B10, Boo play the same role as the parameters ~, q for the OOP. There is however one 
more free parameter Cl for LBP which is absent in the case of OOP. (Recall that for the classical 
OOP the recurrence quation for Cn uniquely determines all the moments Cl,C2,... starting from 
Co = 1, see, e.g. [4].) 
Thus, the Hahn class of LBP is much wider than the Hahn class of the OOP. 
A. Zhedanov l Journal of Computational nd Applied Mathematics 98 (1998) 121-147 137 
8. Spectral chain of the LBP of the Hahn class 
Let us introduce the operator ~ which acts on the space of LBP P,(z) as derivatives: ~{P,(z)} = 
P,+l(z)/(n + 1). We already know that in contrast o the ease of the OOP, the polynomials ~2P,(z) 
are not LBP. 
Nevertheless, there is a remarkable property allowing one to construct an infinite chain of adjacent 
LBP by combination of two operations: differentiation with respect o the argument and Geronimus 
transform. 
In this section we assume that B21 : 1 (this can be always achieved by the scaling transform if 
B2~ 50) .  Then condition (3.15) is rewritten as 
nCn+l + (Bin q- ~)en -q- (?n + q)c,-I = 0, (8.1) 
where fl=B11, ?=B01, 4 =-B l0 ,  q=-B00.  
The LBP ~{P,(z)} have the moments 5, (see (3.14)) 
5, = a(c,+2 + fie,+1 + 7c,), (8.2) 
where a = 1/(c2 + flea + 7) is a normalization constant which fixes the condition 5o = 1. Thus, the 
parameters fl,7, 4, r/,Cl determine uniquelly the LBP belonging to 2-regular Hahn class. 
First of all we establish an invariance property of the LBP of the Hahn class with respect o 
some spectral transformations. 
Let #1 and #: be parameters defined as the roots of the quadratic equation 
#2 + f/t + ? = 0. (8.3) 
Then we have the following: 
Proposition 8.1. I f  P,(z) are 2-regular LBP of the Hahn class then the polynomials Qn(l'°)(z) = 
G(0)C(#, ){Pn(Z)} and Q(,°'°(z)=G(O)C(#2){P,(z)} are again the LBP belonging to the Hahn class, 
where C(#) and G(O) are operators of the Christoffel and Geronimus transformations defined by 
formulae (2.1) and (2.26). 
Proof. Assume that the polynomials P,(z) are 2-regular LBP belonging to the Hahn class. This 
means that their moments c, satisfy condition (8.1). Perform the Christoffel transform P,*(z; #1)= 
C(#1){Pn(z)}. For corresponding moments c, = (C,+l -#tc , ) / (c l  -I~) one has the equation 
(n + 1)c,*~ + (~n + f - #2)c* + (7n + nn)c*~ = o. (8.4) 
This equation is slightly different from (8.1). If however we perform the Geronimus transform 
Q~l.°)(z)= G(0){P,*(z; #1 )} then for the corresponding moments c~ 1'°) * * =Cn_I/C_ 1 =(On -- #1c.-1)/(1 - -
#1c-1) we have the equation 
0,o)  . ~( l ,O)  nc,+~ + (f(n -- 1) + 4 --/~2)c, (1'°) + (7(n -- 1) + "t)¢,-~ = 0. (8.5) 
Clearly, Eq. (8.5) has the same form as (8.1) with parameters 
f(1,O) ~--. f ,  7 (['0) ---- 7, ~(1,0) --~ 4 -]- /21, q(1,O) = r/-- 7, c~ l'°) = (cl -- #t)/(1 - 1 t / i t _ l )  
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(note that c-1 =- l / r /as  follows from (8.1)). Thus, the polynomials Q(,l'°)(z) have the moments QI) 
satisfying the necessary and sufficient condition (8.5) to belong to the Hahn class. Obviously, the 
same is true if we choose kt2 instead of #1 to obtain the polynomials Q,(°,l)(z). 
Introduce the operators K1 = G(0)C(#I) and K2 = G(O)C(la2). Then Q(,l'°)(z)= KI{P,(z)} and 
Q~t°'l)(z) = K2{P,(z)}. Repeating this procedure we can construct a family 
a(,J'k)(z) = K[Kk2 {P,(z)} (8.6) 
of the LBP belonging to the Hahn class depending on two integer parameters j, k. For the corre- 
sponding essential parameters we have fl~j,k)=fl, y(i,k)=7, ~(j ,k)=~+j#l +k/A2, rl(S'k)=q-(k+j)y. 
On the other hand, from formula (2.3), we find that Christoffel transforms applied twice at the 
points #l and #2 are equivalent to the transformation of moments 
Cn+ 2 - -  (]A 1 -q- /A2)Cn+ 1 -~- #l#2Cn 
a,(#l, m) = (8.7) 
C2 --  (#1 "4- /'/2 )el  4- #1/22 
Then comparing (8.2) and (8.7) we arrive at the 
Proposition 8.2. I f  2-regular LBP P~(z) belong to the Hahn class then their derivatives can be 
obtained from P,(z) by means of two Christoffel transforms 
= (8 .8 )  
where the parameters #l and ]2 2 are two roots of the quadratic equation (8.3) and the transfor- 
mation C(#){P,(z)} is defined via (2.1). 
Note that the similar proposition holds for the ordinary OP belonging to the Hahn class (see, 
e.g. [4]). 
We already know that in general the polynomials ~{P,(z)} do not belong to the Hahn class. 
Nevertheless, if we construct he polynomials P~(z; 1 ) = G2(0)~{P,(z)} then these polynomials will 
belong to the Hahn class. Indeed 
P.(z; 1) = G2(0)~{P.(z)} = a2(0)C(#, )C(l~2){P.(z)} = K, Ka{P~(z)} = Q~"')(z) 
as follows from (8.8) and (8.6). 
We thus have the following 
Proposition 8.3. Let P,(z) be 2-regular LBP belonoing to the Hahn class, i.e., ~{P,(z)} are aoain 
the LBP. Then the polynomials 
P,(z; 1) = G2(0)~{P,(z)} (8.9) 
are aoain the LBP belonoin9 to the Hahn class, where the transformation G2(0) is Geronimus 
transform applied twice. 
From this proposition we can construct an infinite chain of the LBP Pn(z;s),s= 1,2 . . . . .  belonging 
to the Hahn class starting from the initial ones: 
P,(z;s) =Ks{p,(z)}, s = 1,2,3 . . . . .  (8.10) 
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where the operator K is defined as K = G2(0)~ = K~K2. Note that if {fl, 7, ~, r/} is a set of essential 
parameters for the initial LBP then for the polynomials P.(z;s) we have new parameters {fl, 7, ~ - 
sfl, q - 2sy}. 
9. Appel and quasi-Appel polynomials 
The Appel polynomial are invariant with respect o differentiation 
~{P~(z)} = P~+l(Z)/(n + 1 ) = P,(z). (9.1) 
It is well known that for the ordinary orthogonal polynomials Hermite polynomials are the only ones 
H,(z) belonging to the Appel class (see, e.g., [3]). The Hermite polynomials do not contain a free 
parameter (to within a trivial scaling parameter). 
It is interesting that the polynomials belonging to the Appel class of 2-regular LBP contain a free 
parameter. 
We can derive conditions for the Appel polynomials tarting from the necessary and sufficient 
conditions (3.15), (3.14) for the moments 
omc,+l + (fin + ~)c, + (yn + q)c,-1 = 0, (9.2) 
O~Cn+2 "4- flCn+l + Ten 
?. = (9.3) 
o~c2 + flcl + 7 
The Appel condition (9.1) means obviously that the polynomials ~{P,(z)} have the same moments: 
Y, = c,. Hence, from (9.3), we have a linear difference quation 
O~Cn+ 2 "]- flCn+ 1 -~ 71Cn = O, (9.4) 
where 71 =-~c2-  flcl. I f  at least one of the parameters ~and fl is non-zero then the condition (9.4) 
implies a linear dependence between moments c,. But this contradicts to 2-regularity condition. Thus 
= fl = 0, 7 ¢ 0. Then the condition Y, = c, is fulfilled automatically, while condition (9.2) becomes 
~c, = - (7  n + q)c,-l.  (9.5) 
Assuming ~¢0 we can always choose (by scaling transformation) ~ =-1 ,  7 = 1. Then from (9.5) 
we obtain explicit expression for the moments 
c ,=(q+l ) , ,  n=0,+l ,+2 ... .  (9.6) 
Note that the Appel LBP belong to a special class of HR polynomials P,(z) and can be obtained 
from generic HR polynomials by appropriate limiting procedure. The Appel LBP have the expression (n )  
- ;z . (9.7) P.(z) = ( -q  1). 1F1 2 + r/-- n 
Their recurrence coefficients are 
b ,=-n ,  d ,=-n+t /+ l .  (9.8) 
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It is possible to introduce the quasi-Appel polynomials. These can be defined as follows. Recall 
that i f P~ (z) are LB P belonging to 2 -regular Hahn c las s then the polynomials p~l )(z) = G 2 ( 0 )9  {P. (z) } 
also belong to the Hahn class (see Proposition 8.3). It is natural to define the quasi-Appel LBP as 
those satisfying the invariance property 
P,(z; 1 ) = P,(z). (9.9) 
From this definition we conclude that fl = ~ = 0. Hence, the recurrence quation for the moments 
becomes 
n c,+l + ~c, + qc,_ 1 : O. (9.10) 
However, in contrast o the Appel LBP, the quasi-Appel LBP seems not to be expressed in terms 
of hypergeometric functions. 
10. A special explicit case of the LBP belonging to the Hahn class 
Although we were not able to construct explicitly LBP of the Hahn class (not coinciding with the 
"strong" classical polynomials), we nevertheless found a special case of such polynomials having 
explicit expressions for both recurrence coefficients bn, dn and polynomials P~(z) themselves. 
Let us choose the following set of the parameters: fl = O, ~-- -1,  ~ = -1,  Cl = 1 (q is arbitrary). 
Then the moments have the expressions 
(1 - q/2). 
C2,=C2n+I-- (1/2), ' n=0,1 ,2  . . . . .  
(1/2)n 
C-2,+1 =C-2, (~//2),' n = 1,2,... (10.1) 
The recurrence coefficients are 
d2 ,= l ,  n=0,1 , ,  dzn+l -q+2n 
"" 2n+l '  
b2n+l - q ÷ 2n - 1 2n 
2n+l  ' n=0,1 , . . . ,  b2, 2n- l '  n=l ,2 , . . .  (10.2) 
For the LBP P.(z; q) we get the following expression: 
Q1/2)" ,1 )2F l (  -n ' l /2  ) 
PEn+I(Z; rl) -- (1-']'-~nl, Z -- 1 -- rl/2 -- n ;z2 
n;Z 2 - -nz 2F1 ;z 2 . (10.3) 
(1/2), \2  - rl/2 - n 
From formulas for derivatives of the Gauss hypergeomertic functions it follows that the polynomials 
P,(z; q )= ~{P,(z; ~/)} do satisfy the recurrence relation 
P,+,(z; q) + (d, - z)~(z; q) = zb,P,_l(Z; q) (10.4) 
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with 
b2 n __ 2n 2n + q + 1 
2n+l '  b2.+l-- 2n+3 ' 
d2. = 1, d2.+l -- 2n + q 2n + 3" (10.5) 
Comparing the recurrence coefficients (10.5) with (10.2) we see that the LBP polynomials 
~{Pn(z;r/)} do not belong to the Hahn class. Nevertheless, using formulas (2.28) and (2.29) we 
find that 
P~¢l)(z; , )  = Gz(0)~{P.(z; q)} = P.(z; q + 2). (10.6) 
Thus after double Geronimus transforms at z = 0 we arrive at the same polynomials of the Hahn 
class but with shifted parameter q ~ q + 2 in agreement with the Proposition 8.3. 
11. Nonlinear difference equations for the recurrence coefficients 
In this section we derive (rather complicated) nonlinear difference quations for the recurrence 
coefficients b., d. of the LBP belonging to the 2-regular Hahn class. 
We will assume that the polynomials P.(z) do not belong to the HR class, i.e., their moments 
satisfy the recurrence quation (8.1) with some arbitrary fl, y, ~, r/, el. The characteristic parameters 
#1,2 are defined as roots of the quadratic equation (8.3). 
We start with the recurrence relation (1.11) for the polynomials P.(z). By definition of the Hahn 
class, the polynomials/3n(Z) = P.+l(z)/(n + 1) obey the same recurrence relation: 
Pn+l(Z) + dnPn(z) = Z(Pn(Z) "~- bnPn_l(Z)) (11.1) 
with some other recurrence parameters b,, d,. 
Differentiating the recurrence relation (1.11 ) with respect o z and taking into account he relation 
(11.1 ) we arrive at the following relation: 
P.(z) + b.Pn-,(z) = r.&(z) + (s. + z(1 - r.))P._l(z), (11.2) 
where 
r. =n+ 1 - (n -  1).  b" , s. =nd. - (n -  1) bn~"-I (11.3) 
b.-1 b . - i  " 
Consider the polynomials Rn(z)=P.(z)+b.P._I (z) on the lhs of (11.2). By (2.22) these polynomials 
are also LBP satisfying the recurrence relation 
R.+, + v.R.(z) = z(Rn(z) + wnR._,(z)) (11.4) 
with 
d. 
w. = b.7 --+1- 
o. 
bn+l -- dn 
v~ =d._i b. _d._l, n=1,2,... (11.5) 
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Rewriting (11.2) in the form 
Rn(z ) = rnPn(g ) -q- (s n + z(1 - rn ) ) / °n_ l (Z) ,  (11.6) 
we substitute (11.6) into the recurrence relation (11.4). Getting rid of all terms apart from/3,(z) and 
~- l ( z )  we arrive at the identity 
GI(Z, n)Pn(z) + G2(z, n)/~n- l(Z) ~- 0, (11.7) 
where G1,2(z,n) are some polynomials of the first and second degrees (in z), respectively. By 
Lemma 1.4 we should have Gm(z,n) = G2(z,n) = 0 identically in z. In terms of the coefficients 
this condition reads as 
Wntn-1 = tnbn-1, (11.8) 
bn-l l)nSn = WnSn-ldn-l ,  (11 .9)  
s.+,b._l - r.+lb._ld. + r,b._lV. - WnSn- 1 = O, (1 1.10) 
r.+lb.b.-1 - w.r._,b._l + WnSn- 1 -- w.t._ ld._,  + b._,Vnt. - s.b.-I = 0, (11.11) 
where t. = 1 - r.. 
From Eqs. (11.8) and (11.9) we find that the expression 
a=n(1-d . / s . ) ,  n = 2,3,4,... (11.12) 
does not depend on n and hence a = const. This constant can be found explicitly (e.g. for n = 2): 
a = 1 + r//y. 
Two other integrals of the system (11.8)-(11.11 ) can be obtained from the fact that the polyno- 
mials P.(z) are connected with P.(z) by the double CT 
P.(z) = C(#2)C(#, ){P.(z)} (11.13) 
which can be explicitly presented as 
~(z)  = P.+2(z) + A.+lP.+l(z) + B.+lP.(z), (11.14) 
Z2-ql- ~g-ql- ]: 
where 
An = 
Pn+l (~2)Pn- l (~ l )  - Pn+l (~| )Pn- l (~2)  
Pn(~l )Pn-1(~2) - Pn(~2)Pn- l (~l  ) ' 
P~+1 (/~l)P~(m) - P~+l (m)P.(/~) 
B. = 
P~ (/~1)P~- ~ (m)  - P~(/~2)P~-1 (/~1)" 
Indeed, from the relation (11.2) and recurrence relation for the polynomials P~(z) we can express 
/~n_l(Z) in terms of P~(z), P~-l(Z). 
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Comparing this expression with (11.14) we get that the expressions 
s.(d.r.+l - S.+l ) 
rn--1 =~'  (11.15) 
a~nrn+t --Sn+l + rnr,+lb, - s ,  _ fl, n =2,3 ,4 , . . .  (11.16) 
1 - r ,  
are indeed integrals which are not depend on n. 
The non-linear equations (11.8)-(11.11) (together with integrals (11.12), (11.15) and (11.16)) 
allow us to get recursively the coefficients b,,d, starting from the given initial values do, bl,dl, b2 
(the latter are found directly from explicit expressions for moments c,). 
However, the obtained nonlinear difference quations appeared to be too complicated and we will 
not write down them here. 
Instead, we consider the case of the quasi-Appel polynomials, i.e., fl = ~ = 0. Then we have 
~l = #2 = 0 and hence the relation (11.2) can be rewritten in the operator form as 
c(0){P.(z)} = 6(0){P.(z)}. 
Comparing (11.17) with (11.2) we find 
d. (1 - n)b. 
r" = ay _------~ = n + 1 + ~._ ' 
(11.17) 
(11.18) 
) b.d._l 
s .=nd. - (n -1  b.-i -0 .  (11.19) 
Moreover. we have the formulas following from the (11.17): 
bn+l - d .  _ b b . - i  - d . - i  
b.~-~---~.--~- . b. ~. ' (11.20) 
b.+l -d .  •+l b . -L  
d"-'b. -d . _ ,  b.+, -d.+," (11.21) 
From formulas (11.19) and (11.21) we easily find the following equations: 
dn_ld.d.+l((n - 1)b. - nd.) 
b.(b.+l - d.+l) = -q '  (11.22) 
(n + 1)d._ld.d.+l(b.+l -dn)  
b[n+ 1](b. - d._,)  = -q .  (11.23) 
These equations allow one to find recursively the coefficients b2.d2,b3,d3..., starting from initial 
ones do, dl, bl. 
Using the formulas 
d. = -P.+~(0)/P.(0), b. = d.h./h._,, (11.24) 
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we can derive the following relations for P~(0) and h,: 
Pn2(O) Pn+l (0)Pn_ 1 (0) ( - -1 )nq  n 
h, h,_l n! ' 
Pn+l(O) nhn-i - (n - 1)h,, 
P,_~(0) h, - -  hn+l  = -q" (11.25) 
Eq. (11.25) allow us to find P2(O),hz(O),P3(O),h3(O),... recursively starting from the known initial 
values P0(0)= 1, /1 (0)= -1 ,  h0 = 1, hi = (4 + q)/q (we put c~ = 1 which is equivalent to rescaling 
of the polynomials P~(z)). The recurrence coefficients b,,d,  are then restored by means of formulas 
(11.24). 
12. Differential-difference r lations and differential equation for the "classical" LBP 
In this section we derive differential-difference relations and the second-order differential equation 
for the LBP P,(z) belonging to the Hahn class. 
First of all, from recurrence relation (1.11) and from (11.14) we get 
pnt(Z) = Vn(z)pn(z) Af_ Wn(g)pn_l(Z) ' (12.1) 
where 
n(z - d, +An)  
V.(z)= z2+/ z+ , 
W~(z) -  n(B, +zb , )  
Z2--~-~Z + 7 
are rational functions in z of degrees [½]. Thus, (12.1) is differential-difference relation for the 
polynomials P,(z) belonging to the Hahn class. 
From this relation we can derive the second-order differential equation for the polynomials P,(z). 
Indeed, differentiating (12.1) we have 
P/'(z) = V/(z)P,(z) + V~(z)P/(z)+ W,'(z)P,_~(z) + W,(z)P/_,(z). (12.2) 
From (12.1) (for n-*n -  1) one obtains 
Pn'_I(Z) = ~',(z)P~(z) + l~,(z)P,_l(z), (12.3) 
fro(z)_ rv._l(z) 
zbn_ 1 ' 
where 
Wn_l(Z)(dn_ 1 - z )  
 n(Z) = Vn-,(Z) + 
zbn- 1 
Thus, we have the following differential equation: 
Pn"(Z) = + r.(2)(z)P.(z), (12.4) 
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where 
= Z (z) + + Vr.(z), 
r 2)(z) = + - 
are rational functions of degrees [3] and [43-], respectively• 
Note that Eq. (12.4) formally coincides with that for the so-called semiclassical (ordinary) or- 
thogonal polynomials (see, e.g. [10]) where r~ (1'2) are rational functions of fixed degrees. 
We can also rewrite Eq. (12.4) in the form 
Zt72(z)(Bn A~_ Zbn)bn_lPntt(z) ~_ (~(z)a(1)(z)ent(Z) .~ a~2)(z)pn(z), (12 .5 )  
where a(z) = z 2 +/3z + 7 and Gn~LZ)(z) are some polynomials of the third degree in z. 
13. About 2-irregular class 
In this section we briefly consider the case of 2-irregular LBP polynomials of the Hahn class. 
Recall that if the polynomials P~(z) are 2-irregular then A(2) = 0 for some j~>4, where A~ (k) are ~j+3 
defined in (1.10). 
We have the following simple 
Proposition 13.1. I f  the LBP P~(z) belong to the 1-regular Hahn class and A (2) -0  for some ko ~4 
then A(k 2) = 0 for all further k = k0 + 1,k0 + 2,.. . .  
Proof. Consider the conditions (3.8) which are valid for all 1-regular LBP belonging to the Hahn 
class. Assume that 
A(2) = 0. (13.1) j+3 
As was shown from analysis of conditions (3.8), condition (13.1) implies the existence of linear 
relation between the moments 
j+2 
~-~qsC,+s=O, n=- j , - j+  1 .... , (13.2) 
s=0 
where at least one of the coefficients qs is nonzero. Then from (13.2) we have 
j+3 
~-~ ~c,+~ = 0, n=- j -1 , - j , . . . , j+3 ,  (13.3) 
s=0 
where V/0 = 0, r~s = q~-l, s = 1,2,... , j  + 3. But relations (13.3) imply a linear dependence between 
rows of the determinant A(2) Hence, we arrive at the statement of the proposition. z-J j+ 4.
We will call that j is the degree of 2-irregularity if A~ 2) 50,  k = 1,2,.. , j  +2  but A(2) = 0. As a • ~ j+3 
trivial consequence of the above proposition we obtain that if the degree of 2-irregularity is j then 
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A(2) A(2) " "  = 0. Hence, the parameter j is indeed the all further determinants are also zero: "~j+4 = "~/+5 =" 
characteristic value of the 2-irregularity. 
Let us fix the degree j of 2-irregularity. Then repeating considerations concerning relations (3.8) 
we get the same difference quation (3.15) for the moments c, but now this equation is valid only 
for n = - j ,  - j  + 1 ..... This equation is accompanied with the linear relation (13.2). Thus, only the 
moments c_j, c_j+~,.., are determined while the moments c-/-t, c-j-z,.., remain arbitrary. 
Moreover, we can extract also some information concerning behavior of the recurrence coefficients. 
Indeed, the determinant A~, k) is obtained from A, ~°) by shifting the moments c,---, c,+k. This corre- 
sponds to k successive Christoffel transforms (2.22). Using formulas (2.24) and (2.29) we arrive at 
the following expressions: 
An (1) = An(°)dodl... dn-1, 
A 2)=dgd2,.. 2 al 2) = a0(a0 bl). .dn_2dn_l(dn_t-b.)A~ °), n>>.2, =c2 - 
Hence, if P.(z) are 1-regular and 2-irregular then (from A. ~2~ = 0) one has d.-1 = b. (recall that for 
1-regular class b.d. # 0). 
As a consequence we have 
Proposition 13.2. I f  the polynomials P,(z) belon9 to the Hahn class and are 2-irreoular with degree 
j then 
d,_~ = b,, n = j  + 3,j +4 , . . .  (13.4) 
Obviously, this is only necessary condition for P,(z) to belong to the Hahn class. 
Consider the simplest example. Assume that c, = 0, n = 2,3 ... .  , while cl c_,, n = 1,2,..., 
are arbitrary numbers. Then the corresponding LBP P,(z) belong to the Hahn class with arbitrary 
recurrence coefficients b,, n = 1,2,..., and d,-1 = b,, n = 1,2,... This can be checked by direct 
differentiation. For the polynomials ~(z )= (n + 1)-lP,~_l(z) we have the same relations d,-1 = b, 
with b, = nb,+~/(n + 1). 
Consider another example with parameters ~= 1, q = -~, fl =-  1 -~ (the parameter el remains 
arbitrary) in the recurrence r lation (8.1). Then it is easily verified that the corresponding polynomials 
have elementary expression 
P,(z) =z"  - e12) "-l, n = 1,2,... (13.5) 
The recurrence coefficients are 
do =c l ,  d, =-% n= 1,2 .... , (13.6) 
b l=c l - -% b ,=-7 ,  n=2,3  .... (13.7) 
The corresponding moments have the simple expression 
~ Cl~ "-l, n=l ,2 , . . . ,  
Cn (13.8) 
=~,  n=0, -1 , -2 ,  .. 
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