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  列（解に影響しない制約式だと）を検出したり，良い初期基底を得る．また，大規模問題などで長
  時間を要するときには退避機能を用いて再開することができる．
 ・非線形な目中関数および制約条件を線形計画法の中で扱ったり，整数変数をもつ線形モデルを解く．
等が挙げられる．このMPS IIとTanabe（1987）の提案した解法Centered Newton（C－N）法を比較
・検討した．1反復に要する計算の質的相異のため両者を単純に比較することはできたいが，1つの目安
とはたり得る．MPSIIの収束までの反復回数が問題のサイズに比例して増大するのに対してC－N法で
はそれ程変化したい．ここに掲げた例は特殊ではあるが，現実問題もかたりスパースで構造化されてい
たり対角成分の周辺に非零要素が集中している場合も多い．
数理計画問題 問題の大きさ 非零要素数 MPSIIの反復回数 C－N法の反復回数phaseItOta1 phaseItOta1
小さな問題 1 2＊3 4 2 2 2 7
2 2＊4 6 2 2 2 6
3 2＊5 8 2 2 2 8
4 2＊6 10 2 3 2 8
栄養問題 11＊28 171 2 17 4 13
．  I
輸送問題 1 7＊15 27 7 10 2 8
2 22＊120 232 23 36 2 11
修正K1ee－Minty16＊32 47 16 18 3 9
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Centered Newton Method for Linear Programming：
         Exterior Point Method
田 辺 國 士
 内点法による線形計画問題の一解法として中心化ニュートン法（Tanabe（1987．1988），田辺（1989））
を先に提案したが，本稿ではこれを外点法に拡張する．この反復解法は，ほとんど任意の初期値から反
復を開始することができ，内点法における初期値設定の困難を解消している．
 次のふたつの線形計画問題は，一方が解けると他方も解けたことにたる．
主問題．λκ＝6，x≧0のもとで。㌦を最小化せよ．
双対問題．〃ツ≦cのもとでびツを最大化せよ．
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 ただし，λは階数mのm×m行列（m＜m），κと。はm一項列ベクトル，ツと6はm一項列ベクトルと
する．また可能集合は空でないと仮定する．これらの問題を解くことは連立2次方程式・不等式系
軌イ三デ）一（1〉
               x≧0，     8≧0，
を解くことと同値である．ただし，［x］はエの要素と（順序をふくめて）同じ要素をもつ対角行列とし，
8はm一項列ベクトルとする．児章X丑m×〃から〃×児m×雌への写像ωを中心平垣化写像とよぶ．
中心多様体（曲線）Cを線形集合D≡1（c，6，ω）：m、＝…＝m、≧O｝の写像⑫λによる原像C≡伽1（D）
と定義し，中心化ニュートン法をこの系に適用すると，中心化ニュートンベクトル∠ρ≡∠ρ（エ，ツ，8）≡
（ム，小，∠8）が連立一次方程式
           ［二］”［1、トー㌻cH三」
の解として決定される．ただし，肌はベクトルαの第タ要素とし，σ≡（舳、十…十κ、∫”）／m，1は全ての
要素が1であるm一項列ベクトルとし，（x｛，ノ，8f）fを（κ，ツ，8）などと略記する．このとき，∠oはニュー
トンベクトル，∠Iは中心化ベクトルであり，∠ρ＝（1一ρ）」。十ρ∠、となる．中心化ニュートンベクトルが
定めるベクトル場を考察しよう．（が，ゾ，80）を初期値とする自励系a（X，ツ，8）／励＝∠ρ（X，ツ，8）の解
を（x（才），ツ（広），8（オ））と記す．
 定理．任意のツ0，非負条件を満たす任意のが〉0，♂＞0に対して自励系の解がO≦C＜〃で存在し
て，次の第一積分が成り立ち，これにより解曲線が定まる．
          〃ツ（左）十8（左）一。＝e■圭（〃ツ。＋8Lc），
          λX（τ）一6＝e－f（点0－6），
          κ｛（左）∫｛（τ）一κ5（左）5ゴ（オ）＝e一土（パ∫写一κ3∫3），（ゴ，プ＝！，．．．，m），
          κ、（c）∫、（c）十…十κ、（τ）8。（左）＝e■（’■ρ）±（パ∫言十…十κ制）．
さらに，両問題の最適解が，ゾが一意的であるたらば1im x（f）＝が，1imツ（C）＝ゾ、
                        f→oo            ±一〇〇
 外点法的中心化ニュートン法のアルゴリズム．定理の条件を満たす任意の初期値から出発して，反復
公式
       （κ庖÷1，ツ危十1，8糾1）＝（〆，ツ点，8点）十α∠・（工々，ツ島，8尾）十β∠・（が，V々，8尾）．
によって，系列｛（が，ゾ，8尾）／を生成する．ステップ幅α，βは，条件
              工科1＞O， 8尾十1＞O， O＜α≦1， O≦β，
             μ（x糾1，ツ料1，8珪十1）＜（1一δ）μ（x左，ツ庄，8尾）
を満たす組み合わせの中でαの値が（実際計算においては近似的に）最大になるように選ぶ．ただし，δ
は小さな正数，
1・・μ≡（ω／・）1・・1（含舳）ソ（茸舳）／
            十109（llλリ十8－Cl11＋llλ工一うl11＋κ1∫1＋…十κ、∫、）
とし，11・lllは1一ノルムとし，ωは適当た正数とする．
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        尺度混合分布の確率密度関数の漸近展開の誤差評価
                                   清 水 良 一
 標準正規分布M（0，1）に従う確率変数Xの尺度混合γ＝σXの分布関数F（κ）をM（O，1）の分布関
数の（κ）の周りで展開する問題を考える．ただし，σはXと独立で，1の近傍で変動する確率変数であ
るとする．M（O，1）の確率密度関数をφとし，簡単の為に后は2またはそれ以上の偶数とすると，F（κ）
は
                  庇■1 1           帥）：0（κ）一貫州ん一・（κ）．亙（σ2－1戸’φ（κ）
で近似され，その誤差は上限ム…α・｛亙（σ2－1）危十五（σ一2－1）危｝をもつ．すたわち，任意のκに対して
1F（κ）一G尾（κ）1≦ムである．ただし，∬はエルミート多項式，αは々だけで決まる正の数である．し
かし，分布関数のこの近似は，いろいろな事象の確率を十分によく近似しているという保証を与えてく
れる訳ではなく，とくに，多変量の場合にはこの種の誤差評価では余り役に立つとは思われない．
 いま，九（ξ）…ξ’1’2exp（一κ2ξ■1／2）をξの関数と見て，ξ＝1の周りで々一1次の項まで展開する．
（ξ一1）ゴの係数はH。ゴ（κ）・九（1）／25ノ1で与えられる．誤差項δ。危（ξ，κ）は絶対可積分であり，その積分
を（ξ一1）庇，（ξ■1－1）尾，および（ξ・1－1）糾2の一次式で評価することが出来る．任意の正の数σに対して
φ（κ／σ）／σは八（ξ）によってφ（κ／σ）／σ＝！（σ）／研と書けるので，φ（κ／σ）／σをφ（κ）の周りで展開し，
その誤差評価を得ることが出来る．このことから，確率変数γの確率密度関数∫（κ）；亙（φ（κ／σ）／σ）は
G庖（κ）の導関数α（κ）によって十分によく近似されることが分かる．とくに，任意のボレル集合λに対
して事象γ∈λの確率はG2（κ）のλ上の積分で近似され，その誤差はCパ五｛（σ2－1）島十（σ一2－1）島
十（σ■2－1）尾十2｝を越えたい．確率密度を展開するこの方法は，Xが多次元正規分布，Σが単位行列∫の
近くで変動する正定値確率行列の場合についてr＝Σ1’2Xの分布の漸近展開に拡張して使うことが出
来るものと期待される．いまの場合，F（κ）一G左（κ）の符号変化が高々2K回であることから，上の誤差
評価はl F（κ）一G左（κ）1≦ムから容易に得られるのであるが，これを多変量の場合に拡張して使うこと
は，少なくとも初等的た方法では出来そうもたい．なお，九（ξ5の代りに人（ξ）≡＾（1／ξ）を使うことに
よって，σ2をσ■2で置き換えた展開も可能であり，同様の上限が得られる．
           工、ノルムを用いた適合度検定について
                                  安 芸 重 雄
ShepP（1982），Rice（1982），JohnsonandKi11een（1983）等によって，Brownianbridgeの工1ノル
ムの分布が明らかにたった．これらの結果1こよ／，ト∫工岬舳）一舳1舳）とい／形の適合
