Abstract. We investigate the spectrum of the infinitesimal generator of the continuous time random walk on a randomly weighted oriented graph. This is the non-Hermitian random n × n matrix L defined by L jk = X jk if k = j and L jj = − k =j L jk , where (X jk ) j =k are i.i.d. random weights. Under mild assumptions on the law of the weights, we establish convergence as n → ∞ of the empirical spectral distribution of L after centering and rescaling. In particular, our assumptions include sparse random graphs such as the oriented Erdős-Rényi graph where each edge is present independently with probability p(n) → 0 as long as np(n) ≫ (log(n)) 6 . The limiting distribution is characterized as an additive Gaussian deformation of the standard circular law. In free probability terms, this coincides with the Brown measure of the free sum of the circular element and a normal operator with Gaussian spectral measure. The density of the limiting distribution is analyzed using a subordination formula. Furthermore, we study the convergence of the invariant measure of L to the uniform distribution and establish estimates on the extremal eigenvalues of L.
Introduction
For each integer n ≥ 1 let X = (X ij ) 1≤i,j≤n be the random matrix whose entries are i.i.d. copies of a complex valued random variable x with variance σ 2 . The circular law theorem (see e.g. the survey papers [41, 13] ) asserts that the empirical spectral distribution of X -after centering and rescaling by σ √ n -converges weakly to the uniform distribution on the unit disc of C. The sparse regime is obtained by allowing the law of x to depend on n with a variance satisfying σ 2 (n) → 0 as n → ∞. As an example, if x = ǫ(n) is a Bernoulli random variable with parameter p(n), then X is the adjacency matrix of the oriented Erdős-Rényi random graph where each edge is present independently with probability p(n). In this example σ 2 (n) = p(n)(1 − p(n)) ∼ p(n) when p(n) → 0. It is expected that the circular law continues to hold in the sparse regime, as long as nσ 2 (n) → ∞. Results in this direction have been recently established in [38, 23, 45] , where the convergence is proved under some extra assumptions including that n 1−ε σ 2 → ∞ for some ε > 0. In this paper, we consider instead random matrices of the form
where X is a matrix with i.i.d. entries as above, and D is the diagonal matrix obtained from the row sums of X, i.e. for i = 1, . . . , n,
If X is interpreted as the adjacency matrix of a weighted oriented graph, then L is the associated Laplacian matrix, with zero row sums. In particular, if the weights X ij take values in [0, ∞), then L is the infinitesimal generator of the continuous time random walk on that graph, and properties of the spectrum of L can be used to study its long-time behavior. Clearly, L has non independent entries but independent rows. A related model is obtained by considering the stochastic matrix P = D −1 X. The circular law for the latter model in the non sparse regime has been studied in [12] . Here, we investigate the behavior of the spectrum of L both in the non sparse and the sparse regime. We are mostly concerned with three issues: (1) convergence of the empirical spectral distribution; (2) properties of the limiting distribution; (3) invariant measure and extremal eigenvalues of L.
As in the case of the circular law, the main challenge in establishing point (1) is the estimate on the smallest singular value of deterministic shifts of L. This is carried out by combining the method of Rudelson and Vershynin [36] , and Götze and Tikhomirov [23] , together with some new arguments needed to handle the non independence of the entries of L and the possibility of zero singular values -for instance, L itself is not invertible since all its rows sum to zero. As for point (2) the analysis of the resolvent is combined with free probabilistic arguments to characterize the limiting distribution as the Brown measure of the free sum of the circular element and an unbounded normal operator with Gaussian spectral measure. Further properties of this distribution are obtained by using a subordination formula. This result can be interpreted as the asymptotic independence of X and D. The Hermitian counterpart of these facts has been discussed by Bryc, Dembo and Jiang in [15] , who showed that if X is an i.i.d. Hermitian matrix, then the limiting spectral distribution of Lafter centering and rescaling -is the free convolution of the semi-circle law with a Gaussian law. Finally, in point (3) we estimate the total variation distance between the invariant measure of L and the uniform distribution. This analysis is based on perturbative arguments similar to those recently used to analyze bounded rank perturbations of matrices with i.i.d. entries [3, 37, 5, 40] . Further perturbative reasoning is used to give bounds on the spectral radius and on the spectral gap of L.
Before stating our main results, we introduce the notation to be used. If A is an n×n matrix, we denote by λ 1 (A), . . . , λ n (A) its eigenvalues, i.e. the roots in C of its characteristic polynomial. We label them in such a way that |λ 1 (A)| ≥ · · · ≥ |λ n (A)|. We denote by s 1 (A), . . . , s n (A) the singular values of A, i.e. the eigenvalues of the Hermitian positive semidefinite matrix |A| = √ A * A, labeled so that s 1 (A) ≥ · · · ≥ s n (A) ≥ 0. The operator norm of A is A = s 1 (A) while the spectral radius is |λ 1 (A)|. We define the discrete probability measures
δ λ k (A) and ν A = µ |A| = 1 n n k=1 δ s k (A) .
We denote " " the weak convergence of measures against bounded continuous functions on R or on C. If µ and (µ n ) are random finite measures on R or on C, we say that µ n µ in probability when for every bounded continuous function f and for every ε > 0, lim n→∞ P( f dµ n − f dµ > ε) = 0. In this paper, all the random variables are defined on a common probability space (Ω, A, P). For each integer n ≥ 1, let x = x(n) denote a complex valued random variable with law L = L(n) possibly dependent on n, with variance It is also assumed that the normalized covariance matrix converges:
for some 2 × 2 matrix K. This allows the real and imaginary parts of x to be correlated. Note that the matrix K has unit trace by construction.
The two main examples we have in mind are:
A) non sparse case: x has law L independent of n with finite positive variance; B) sparse case: x = ǫ(n)y, (1.5) with y a bounded random variable with law independent of n and ǫ(n) an independent Bernoulli variable with parameter p(n) satisfying p(n) → 0 and np(n) → ∞.
These cases are referred to as model A and model B in the sequel. It is immediate to check that either case satisfies the assumptions (1.2), (1.3) and (1.4). We will sometimes omit the script n in x(n), L(n), m(n), σ(n), etc. The matrix L is defined by (1.1), and we consider the rescaled matrix
(1.6)
By the central limit theorem, the distribution of (D ii − nm)/(σ √ n) converges to the Gaussian law with mean 0 and covariance K. Combined with the circular law for X/(σ √ n), this suggests the interpretation of the spectral distribution of M , in the limit n → ∞, as an additive Gaussian deformation of the circular law.
Define C + = {z ∈ C : Im(z) > 0}. If ν is a probability measure on R then its Cauchy-Stieltjes transform is the analytic function S ν : C + → C + given for any z ∈ C + by S ν (z) = 1 t − z dν(t).
(1.7)
We denote byν the symmetrization of ν, defined for any Borel set A of R by
If ν is supported in R + then ν is characterized by its symmetrizationν. In the sequel, G is a Gaussian random variable on R 2 ∼ = C with law N (0, K) i.e. mean 0 and covariance matrix K. This law has a Lebesgue density on R 2 if and only if K is invertible, given by (2π det(K))
1.1. Convergence results. We begin with the singular values of shifts of the matrix M , a useful proxy to the eigenvalues.
Theorem 1.1 (Singular values).
For every z ∈ C, there exists a probability measure ν z on R + which depends only on z and K such that with probability one,
Moreover, the limiting law ν z is characterized as follows:ν z is the unique symmetric probability measure on R with Cauchy-Stieltjes transform satisfying, for every η ∈ C + ,
(1.9)
The next result concerns the eigenvalues of M . On top of our running assumptions (1.2), (1.3) and (1.4), here we need to assume further: (i) variance growth:
(1.10)
(ii) tightness conditions:
(iii) the set Λ of accumulation points of ( √ n m(n)/σ(n)) n≥1 has zero Lebesgue measure in C.
It is not hard to check that assumptions (i),(ii),(iii) are all satisfied by model A and model B, provided in B we require that p(n) ≫ (log(n)) 6 /n.
Theorem 1.2 (Eigenvalues).
Assume that (i),(ii),(iii) above hold. Let µ be the probability measure on C defined by
where the Laplacian ∆ = ∂ 2 x + ∂ 2 y is taken in the sense of Schwartz-Sobolev distributions in the space D ′ (R 2 ), and where ν z is as in theorem 1.1. Then, in probability,
Limiting distribution.
The limiting distribution in theorem 1.2 is independent of the mean m of the law L. This is rather natural since shifting the entries produces a deterministic rank one perturbation. As in other known circumstances, a rank one additive perturbation produces essentially a single outlier, and therefore does not affect the limiting spectral distribution, see e.g. [3, 37, 17, 40] . To obtain further properties of the limiting distribution, we turn to free probability. We refer to [2] and references therein for an introduction to the basic concepts of free probability. Recall that a non-commutative probability space is a pair (M, τ ) where M is a von Neumann algebra and τ is a normal, faithful, tracial state on M. Elements of M are bounded linear operators on a Hilbert space. In the present work, we need to deal with possibly unbounded operators in order to interpret the large n limit of σ −1 n −1/2 (D − nmI). To this end, one extends M to the so-called affiliated algebraM ⊃ M. Following Brown [14] and Haagerup and Schultz [27] , one can associate to every element a ∈M a probability measure µ a on C, called the Brown spectral measure. If a is normal, i.e. if a * a = aa * , then the Brown measure coincides with the usual spectral measure of a normal operator on a Hilbert space. The usual notion of ⋆-free operators still makes sense in (M, τ ) even if the elements ofM are not necessarily bounded. We refer to section 4.1 below for precise definitions in our setting and to [27] for a complete treatment. We use the standard notation |a| = √ a * a for the square root of the non negative self-adjoint operator a * a.
Theorem 1.3 (Free probability interpretation of limiting laws). Let c and g be ⋆-free operators in (M, τ ), with c circular, and g normal operator 1 with spectral measure equal to N (0, K). Then, if ν z and µ are as in theorems 1.1-1.2, we have ν z = µ |c+g−z| and µ = µ c+g .
Having identified the limit law µ, we obtain some additional information on it. 
There exists a unique function f : supp(µ c+g ) → [0, 1] such that for all z ∈ supp(µ c+g ),
Moreover, f is C ∞ in the interior of supp(µ c+g ), and letting Φ(w, z) := (|w − z| 2 + f (z) 2 ) −2 , the probability measure µ c+g is absolutely continuous with density given by
It can be seen that µ is rotationally invariant when K is a multiple of the identity, while this is not the case if supp(L) ⊂ R, in which case K 22 = K 12 = K 21 = 0 (in this case G does not have a density on C since K is not invertible). Figure 1 .1 provides numerical simulations illustrating this phenomenon in two special cases. Note also that the support of µ c+g is not bounded since it contains the support of N (0, K). Thus, supp(µ c+g ) = C if K is invertible. If K is not invertible, it can be checked that the boundary of supp(µ c+g ) is
On this set, f (z) = 0, but from (1.12), we see that the density does not vanish there. This phenomenon, not unusual for Brown measures, occurs for the circular law and more generally for R-diagonal operators, see Haagerup and Larsen [26] .
The formula (1.12) is slightly more explicit than the formulas given in Biane and Lehner [8, Section 5] . Equation (1.12) will be obtained via a subordination formula for the circular element (forthcoming proposition 4.3) in the spirit of the works of Biane [7] or Voiculescu [43] . This subordination formula can also be used to compute more general Brown measures of the form µ a+c with a, c ⋆-free and c circular.
1.3. Extremal eigenvalues and the invariant measure. Theorem 1.2 suggests that the bulk of the spectrum of L is concentrated around the value −mn in a two dimensional window of width σ √ n. Actually, it is possible to localize more precisely the support of the spectrum, by controlling the extremal eigenvalues of L. Recall that L has always the trivial eigenvalue 0. Theorem 1.5 below describes the positions of the remaining eigenvalues. For simplicity, we restrict our analysis to the Markovian case in which supp(L) ⊂ [0, ∞) and to either model A or B. Analogous statements hold however in the general case. Note that we have here m > 0 and K 11 = 1 while K 22 = K 12 = K 21 = 0 (in particular, K is not invertible). We define for convenience the centered random matrices
(1.13)
If J stands for the n × n matrix with all entries equal to 1, then we have (1)) and |Imλ| ≤ σ √ n(2 + o (1)).
(1.14)
Moreover, with probability one, for n ≫ 1, every eigenvalue λ = 0 of L satisfies
To interpret the above result, recall that Yin and Bai [46, theorem 2] prove that, in model A, if E|x| 4 < ∞ then the operator norm of X is σ √ n (2 + o (1)). On the other hand, from the central limit theorem one expects that the operator norm and the spectral radius of the diagonal (thus normal) matrix D are of order σ 2n log(n) (1 + o(1)) (as for maximum of i.i.d. Gaussian random variables). Note that if one defines a spectral gap κ of the Markov generator L as the minimum of |Reλ| for λ = 0 in the spectrum of L, then by theorem 1.5 one has a.s.
(1.16)
In theorem 1.5, we have restricted our attention to model A to be in position to use Yin and Bai [46] . Beyond model A, their proof cannot be extended to laws which do not satisfy the assumption
. The latter will typically not hold when σ(n) goes to 0. For example, in model B, one has σ 2 (n) ∼ p(n)E|y| 2 and E(|x − m| 4 ) ∼ p(n)E|y| 4 . In this situation, we have the following result. Then with probability one, for n ≫ 1, every eigenvalue λ of L satisfies
Note that σ 1 2 n 1 4 log(n) = o(σ n log(n)) whenever (1.17) is strenghtened to nσ 2 ≫ (log(n)) 2 . The term σ 1 2 n 1 4 log(n) comes in our proof from an estimate of Vu [44] on the norm of sparse matrices with independent bounded entries.
We turn to the properties of the invariant measure of L. If supp(L) ⊂ R + and L is irreducible, then from the Perron-Frobenius theorem, the kernel of L has dimension 1 and there is a unique vector Π ∈ (0, 1) n such that L ⊤ Π = 0 and
The vector Π is the invariant measure of the Markov process with infinitesimal generator L. Theorem 1.7 (Invariant measure). Assume that either the assumptions of theorems 1.5 or 1.6 hold. Then, a.s. for n ≫ 1, the Markov generator L is irreducible and
⊤ is the uniform probability distribution on the finite set {1, . . . , n} and Q TV := 1 2 n i=1 |Q i | is the total variation norm. 1.4.1. Interpolation. A first observation is that all our results for the matrix L = X − D can be extended with minor modifications to the case of the matrix L (δ) = X − δD, where δ ∈ R is independent of n, provided the law N (0, K) characterizing our limiting spectral distributions is replaced by N (0, δ 2 K). This gives back the circular law for δ = 0.
1.4.2.
Almost sure convergence. One expects that the convergence in theorem 1.2 holds almost surely and not simply in probability. This weaker convergence comes from our poor control of the smallest singular value of the random matrix M − z. In the special case when the law L(n) of the entries has a bounded density growing at most polynomially in n, then arguing as in [12] , it is possible to prove that the convergence in theorem 1.2 holds almost surely. [23, 45] , where the variance is assumed to satisfy n 1−ε σ 2 → ∞ for some ε > 0. Assumption (1.10) is crucial for the control of the smallest singular value of M . We believe that with some extra effort the power 6 could be reduced. However, some power of log(n) is certainly needed for the arguments used here. It is worthy of note that theorem 1.1 holds under the minimal assumption (1.2).
1.4.4. Dependent entries. One may ask if one can relax the i.i.d. assumptions on the entries of X. A possible tractable model might be based on log-concavity, see for instance [1] and references therein for the simpler case of the circular law concerning µ n −1/2 σ −1 X . Actually, one may expect that the results remain valid if one has some sort of uniform tightness on the entries. To our knownledge, this is not even known for µ n −1/2 σ −1 X , due to the difficulty of the control of the small singular values.
1.4.5. Heavy tails. A different model for random Markov generators is obtained when the law L of x has heavy tails, with e.g. infinite first moment. In this context, we refer e.g. to [11, 13] for the spectral analysis of non-Hermitian matrices with i.i.d. entries, and to [10] for the case of reversible Markov transition matrices. It is natural to expect that, in contrast with the cases considered here, there is no asymptotic independence of the matrices X and D in the heavy tailed case.
1.4.6. Spectral edge and spectral gap. Concerning theorem 1.5, it seems natural to conjecture the asymptotic behavior κ = mn − σ 2n log(n) (1 + o(1)) for the spectral gap (1.16), but we do not have a proof of the corresponding upper bound. In the same spirit, in the setting of theorem 1.5 or theorem 1.6 we believe that with probability one, with
which contrasts with the behavior of X for which s 1 /|λ 1 | → 2 as n → ∞ under a finite fourth moment assumption [46] .
The rest of the article is structured as follows. Sections 2 and 3 provide the proof of theorem 1.1 and of theorem 1.2 respectively. Section 4 is devoted to the proof of theorem 1.3 and of theorem 1.4. Section 5 gives the proof of theorems 1.5 and 1.6, section 6 contains a proof theorem 1.7. Finally, an appendix collects some facts on concentration function and small probabilities.
Convergence of singular values: Proof of theorem 1.1
We adapt the strategy of proof described in [13, section 4.5].
Concentration of singular values measure.
A standard separability and density argument shows that it is sufficient to prove that for any compactly supported
Since the matrix M − z has independent rows, we can rely on the concentration of measure phenomenon for matrices with independent rows, see [11] , [13] , or [25] . In particular, using [13, lemma 4.18] and the Borel-Cantelli lemma, we obtain that for any compactly supported continuous function f , a.s.
In other words, in order to prove the first part of theorem 1.1, it is sufficient to prove the convergence to ν z of the averaged measure Eν M−z .
Centralization and truncation.
We now prove that it is sufficient to prove the convergence for centered entries with bounded support. We first notice that
has rank one, where J stands for the matrix with all entries equal to 1. Hence, writing M = M − EM , from standard perturbation inequalities (see e.g. [29, Th. 3.3.16] ):
where f BV = |f ′ (t)| dt denotes the bounded variation norm of f . In particular, it is sufficient to prove the convergence of Eν M −zI to ν z . Recall the definition (1.13) of the centered matrices
where ε = ε n is a sequence going to 0 such that
(its existence is guaranteed by assumption (
Then by (2.2), we deduce that
The left hand side above is the square of the expected Wasserstein W 2 coupling distance between ν M ′ −zI and ν M −zI . Since the convergence in W 2 distance implies weak convergence, we deduce that it is sufficient to prove the convergence of Eν M ′ −zI to ν z . We then center the entries of X ′ , and set
. As in (2.1), we find
Finally, consider the generator associated to
, where D ′′ is the diagonal matrix with
Using m ′ = −EX 11 1 {|X ij |>εσ √ n} and again the Hoffman-Wielandt inequality, one has
The expectation of the above expression equals
, which tends to 0 by (2.2).
In summary, for the remainder of the proof, we will assume without loss of generality that the law of X ij satisfies
where (1)).
2.3.
Tightness. Let us check that Eν M−zI is tight. Recall an instance of the Weyl inequality: for all A, B in M n (C), for all i:
Consequently,
It is thus sufficient to check that E s 2 dν M (s) is uniformly bounded. However,
The conclusion follows by taking expectation and using (2.3).
2.4.
Linearization. We use a common linearization technique. With the notation from (1.7) and (1.8) one has the identity of the Cauchy-Stieltjes transform, for η ∈ C + ,
where I 2n is the 2n × 2n identity matrix and H(z) is the 2n × 2n hermitian matrix
with eigenvalues {±s i (M − z), i = 1, . . . , n}. Define H + ⊂ M 2 (C) as
let q(z, η) ⊗ I n denote the 2n × 2n matrix obtained by repeating n times along the diagonal the 2 × 2 block q. Through a permutation of the entries, the matrix H(z) − ηI 2n is equivalent to the matrix
where B is obtained from the 2 × 2 blocks B ij , 1 ≤ i, j ≤ n:
is Hermitian, and its resolvent is denoted by
Then R(q) ∈ M n (M 2 (C)) and, by (2.4), we deduce that
We set
As in [13, lemma 4.19] , it is not hard to check that
(2.9) Hence, in order to prove that Eν M−z converges, it is sufficient to prove that Ea(q) converges to, say, α(q), for all q ∈ H + . By tightness, α(q) will necessarily be the Cauchy-Stieltjes transform of a symmetric measure. (Indeed, sinceν M−zI is tight and symmetric, any accumulation point ofν M−zI will be a symmetric probability measure. Also, recall that the weak convergence of a sequence of probability measures on R, (ν n ) n≥1 to ν, is equivalent to the convergence for all η ∈ C + of S νn (η) to S ν (η)).
Approximate fixed point equation.
We use a resolvent method to deduce an approximate fixed point equation satisfied by a(q). The Schur block inversion formula states that if A is a k × k matrix then for every partition {1, . . . , k} = I ∪ I c ,
where
, is the 2(n − 1) × 2 matrix given by the blocks
is the resolvent of a minor. Define the matrix M ′ ∈ M n−1 (C) by
) be the matrices obtained as in (2.6) and (2.7) with M replaced by M ′ . From the resolvent formula and the bounds R ′ , R ≤ (Im(η)) −1 :
Hence using (2.3), we deduce the uniform estimate
Here and below, o(1) denotes a vanishing deterministic sequence, that depends on q(z, η) through
with ε 1 a 2 × 2 matrix satisfying E ε 1 = o(1). We denote by F n−1 the σ-algebra spanned by the variables (X ij ) 1≤i,j≤n−1 . Then R ′ is F n−1 -measurable and is independent of Q. If E n [ · ] := E[ · |F n−1 ], we get, using (2.3) and (2.8)
and ε 2 is a 2 × 2 matrix. Using (2.11), we have the bound
We deduce that ε 2 = o(1). Similarly, recall that B(z) is a minor of B(z). We may thus use the interlacing inequality (2.1) for the function f = (· − η) −1 . We find
.
In summary, we have checked that
where a = a(q) is as in (2.9), and ε 3 satisfies ε 3 = o(1). Moreover, we define
and Tr
Then, an elementary computation gives
Moreover, a(q) is close to its expectation. More precisely, from [13, lemma 4.21] ,
We recall finally that the central limit theorem with Lindeberg condition implies that
converges weakly to G with distribution N (0, K). From Skorokhod's representation theorem, we may assume that this convergence holds almost surely. Then, we have proved that the 2 × 2 matrix
has a norm which converges to 0 in probability as n → ∞. On the other hand, from (2.10),
Since the norms of
and R nn are at most Im(η) −1 , we get
. Using exchangeability, we get that the functions in (2.8) satisfy 
with α = α(q) ∈ C + . Therefore, for q = q(z, η) ∈ H + :
The above identity is precisely the fixed point equation satisfied by Sν z (η) given in theorem 1.1. Hence, to conclude the proof of theorem 1.1, it is sufficient to prove that there is a unique symmetric measure whose Cauchy-Stieltjes transform is solution of this fixed point equation. We know from (2.9) and Montel's theorem that η ∈ C + → α(q(z, η)) ∈ C + is analytic for every fixed z ∈ C. In particular, it is sufficient to check that there is a unique solution in C + for η = it, for a fixed t > 0. If h(z, t) = Im(α(q)), we find
Thus, h = 0 and
The right hand side in a decreasing function in h on (0, ∞) with limits equal to +∞ and 0 at h → 0 and h → ∞. Thus, there is a unique solution h > 0 of the above equation. The proof of theorem 1.1 is over.
3. Convergence of eigenvalues: Proof of theorem 1.2 3.1. Strategy of proof. In order to prove theorem 1.2, we will use the Hermitization method; see e.g. [13, lemma 4.3] for the proof of the next lemma.
Lemma 3.1 (Hermitization). Let (A n ) n≥1 be a sequence of complex random matrices where A n is n × n for every n ≥ 1. Suppose that there exists a family (ν z ) z∈C of (non-random) probability measures on R + such that for a.a. z ∈ C, (i) ν An−z tends weakly in probability to ν z ; (ii) log(·) is uniformly integrable in probability for (ν An−z ) n≥1 .
Then, in probability, µ An converges weakly to the probability measure µ defined by
Applied to our matrix M (n) = σ −1 √ n(L/n + mI), the validity of (i) follows from theorem 1.1 (convergence a.s. implies convergence in probability). The proof of (ii) is performed in the remainder of this section using ideas developed by Tao and Vu in [39] and by the authors in [12] , together with an analysis of the smallest singular value which follows closely the work of Götze and Tikhomirov [23] . We are going to prove the following theorem. 
From the de La Vallée Poussin criterion for uniform integrability, theorem 3.2 implies point (ii) above, i.e. the uniform integrability in probability of log(·) for (ν M(n)−z ) n≥1 , see [13] . Therefore, it implies theorem 1.2. The proof of theorem 3.2 is divided into three steps corresponding to the control of the large singular values, of the moderately small singular values and of the smallest singular value of M (n) − z.
Large singular values.
Lemma 3.3 (Tightness). For all z ∈ C, there exists a constant C > 0 uniform on bounded sets in z, such that for any n ≥ 1 and any t > 0,
In particular, for any u > 0,
Proof. As in Section 2.3, we find
Since E|X ij | 2 = O(σ 2 ) by (1.11), taking expectation, we find
It remains to apply Markov's inequality. The bound (3.1) now follows from
3.3. Smallest singular value. A crucial step towards the proof of theorem 3.2 is a lower bound, in probability, on the smallest singular value s n (M −z). Here, our main result is a quasi polynomial lower bound.
Proposition 3.4 (Smallest singular value).
Under the assumptions of theorem 1.2, for all z ∈ C\Λ,
The proof of Proposition 3.4 follows closely the strategy developed in [23] , in turn inspired by the works [36, 32] . However, some crucial modifications are needed due to the extra terms coming form the diagonal matrix D. If one assumes that σ 2 (n) ≥ n −1/4+ε for some ε > 0, then the quasi polynomial e −(log(n)) 
where x (T ) is the random variable x conditioned on |x| ≤ T . Indeed, let ǫ(n, T ) ≥ 0 denote a generic sequence such that lim T →∞ ǫ(n, T ) = 0 uniformly in n. Then, from the first display in (1.11), one has E[|x
. Schwarz' inequality and the second display in (1.11) also imply that
for some ǫ(n, T ) as above. This proves (3.3).
Lemma 3.5. Let R := (X i1 , . . . , X in ) denote a row of the matrix X and assume (1.11). Let ψ : N → N be such that ψ(n) → ∞, and ψ(n) < n. There exists ε > 0 such that for any subspace H of C n with 1 ≤ dim(H) ≤ n − ψ(n), one has
Proof. As in [39, Proposition 5.1] we can assume that the random variables X ij are centered, since this amounts to replace H with H ′ , the linear span of H and a deterministic one-dimensional space, satisfying dim(H ′ ) ≤ n−ψ(n)+1. Next, we truncate X ij : Fix T > 0 and use Chebyshev's inequality to bound P(|X 1j | > T ) ≤ T −2 σ 2 . Let E n denote the event that n j=1 1(|X 1j | > T )) ≥ cψ(n), for some c > 0 to be chosen later. We take T such that T 2 ≥ 4nσ 2 /(c ψ(n)). Then, from Hoeffding's inequality one has,
Thus, in proving (3.4) we can now assume that the complementary event E c n occurs. Set T = max{2σ n/(cψ(n)), a}, where a > 0 is the parameter in (3.3) . Conditioning on the set I such that |X 1j | ≤ T iff j ∈ I, |I| ≥ n − c ψ(n), and conditioning on the values of X 1j for j ∈ I c , one can reduce the problem to estimating dist(R, H ′ ) by dist(R, H ′′ ) whereR is the vectorX 1j , j = 1, . . . , |I|, made of i.i.d. copies of the centered variable x (T ) − Ex (T ) , and H ′′ has dimension at most dim(
Using (3.3), one hasσ 2 ≥ c 1 σ 2 for some constant c 1 > 0. As in [39] we may now invoke Talagrand's concentration inequality for Lipschitz convex functions of bounded independent variables. Using
, if c is sufficiently small this implies that for some ε > 0 one has
The expression above is then an upper bound for the probability of the event
Therefore if T is bounded one has the upper bound e
and one has the upper bound e −ε ′ ψ(n) 2 /n . This ends the proof of (3.4).
3.3.2.
Compressible and incompressible vectors. For δ ∈ (0, 1), define the set of sparse vectors
where supp(x) = {i : x i = 0} and |supp(x)| is its cardinality. Given ρ ∈ (0, 1), consider the partition of the unit sphere S n−1 into a set of compressible vectors and the complementary set of incompressible vectors as follows:
For any matrix A ∈ M n (C):
We will apply (3.7) to A = Y ⊤ , the transpose of the matrix 8) and then use the obvious identities
. . , n. Next, we recall two lemmas from [36] ; see also [13, Appendix A] . Lemma 3.6. Let x ∈ Incomp(δ, ρ). There exists a subset π ⊂ {1, . . . , n} such that |π| ≥ δn/2, and for all i ∈ π,
Lemma 3.7. Let A ∈ M n (C) be any random matrix and let W k denote its k-th column. For 1 ≤ k ≤ n, let H k = span{W j , j = k}. Then, for any t ≥ 0,
3.3.3. Small ball probabilities and related estimates. We turn to some crucial estimates. We assume that the hypothesis of theorem 1.2 hold.
Lemma 3.8. Let R := (X i1 , . . . , X in ) denote a row of the matrix X. There exists C > 0, such that for any t ≥ 0, any δ, ρ ∈ (0, 1), and x ∈ Incomp(δ, ρ), and any w ∈ C,
Proof. Note that the left hand side is bounded above by p x (t), where p x is the concentration function defined in (A.1). By lemma 3.6, we can assume that for all 1 ≤ i ≤ δn/2, |x i | ≥ ρ/ √ n. It suffices to invoke theorem A.1 with n replaced by ⌊δn/2⌋, with x replaced by y = x √ n/ρ and use the identity: p γy (γt) = p y (t) for all γ > 0.
Lemma 3.9. Let s(n) = n κ for some κ > 0. There exists ε > 0 such that, if
then for all n large enough:
Proof. If A ∈ M n (C) and y ∈ C n is such that supp(y) ⊂ π ⊂ {1, . . . , n}, then
where A |π is the n × |π| matrix formed by the columns of A selected by π. Therefore,
On the other hand, for any x ∈ C |π| ,
where W i is the i-th column of A and H i := span{W j : j ∈ π, j = i}. In particular,
Next, we apply (3.13) to A = Y ⊤ . We have
where H ′ i = span{H i , e i } = span{R j , e i : j ∈ π, j = i}. H ′ i has dimension at most nδ + 1 and is independent of R i . By lemma 3.5, with e.g. ψ(n) = n − 2δn ≥ n/2, one has that, for some ε > 0
for all n large enough. From (3.13), for |π| ≤ δn:
Therefore, using the union bound and 1 − ρ ≥ 3/4, we deduce from (3.12)
with h(δ) := −δ log δ − (1 − δ) log(1 − δ). As n → ∞, h(δ) = −δ log δ(1 + o(1)) and using nσ 2 ≫ log(n) one has −δ log δ ≤ εσ 2 /2 for all n large enough. Therefore, (3.11) follows by adjusting the value of ε. Lemma 3.10. Let W k , H k be as in lemma 3.7, with A = Y ⊤ . Let δ, ρ, s(n) be as in lemma 3.9. There exists C > 0 such that, for all 1 ≤ k ≤ n and t ≥ 0,
where α = m √ n/σ − z.
Note that the z dependence, represented by the coefficient α in the above estimate, cannot be completely avoided since if z = m √ n/σ then s n (Y ) = 0. The proof of lemma 3.10 requires a couple of intermediate steps. Fix k and, conditional on H k , consider a unit vector ζ orthogonal to H k . Since W k is independent of H k , the random vector ζ can be assumed to be independent of W k . Clearly,
Define φ = (1, . . . , 1) and Φ = span{φ} = {λφ, λ ∈ C}.
Lemma 3.11. Let n ≥ 2. The unit vector ζ orthogonal to H k satisfies
16)
where α = m √ n/σ − z. In particular, if s 1 (Y ) ≤ s, then one has, for any λ ∈ C,
(the last identity follows fromφ ∈ R n ). Let B ∈ M n (C) be the matrix obtained from Y by replacing the k-th row with the zero vector. Then, by construction Bζ = 0. Hence,ζ ∈ ker B and dist(ζ, Φ) ≥ dist(φ, ker B).
Observe thatφ = au + bv, where a, b ∈ C, and some unit vectors v ∈ ker B and u ∈ (ker B)
⊥ . Then |a| = dist(φ, ker B) can be bounded as follows. Note that Y satisfies Y φ = ασ √ nφ and therefore aBu = Bφ = ασ √ nφ − ασe k . Consequently, one has
This implies (3.16) since s 1 (B) ≤ s 1 (Y ).
Lemma 3.12. Let δ, ρ, s(n) be as in lemma 3.9. There exists ε > 0 such that, for all n large enough:
where for λ ∈ C, η(λ) := (ζ − λφ)/ ζ − λφ .
Proof. Let B be as in the proof of lemma 3.11. Thus Bζ = 0. Note that by lemma 3.11, η(λ) is well defined as soon as α = 0, and then η(λ) = 1. If there exists λ ∈ C such that η(λ) ∈ Comp(δ, ρ), where Π is the orthogonal projection on the orthogonal complement of Φ k . On the other hand, one has ΠY
if π is the support of x. As in (3.13) one has
whereW i is the i-th column of ΠY andH i := span{W j : j ∈ π, j = i}. Note that
, where H ′′ i = span{C j , e ℓ , Φ k : j, ℓ ∈ π, j = i} and C i is the i-th column of X. Then, since H ′′ i has dimension at most 1 + 2nδ and is independent of C i , by lemma 3.5, with e.g. ψ(n) = n − 3δn,
for some ε > 0. In particular, as in the proof of (3.11), one sees that the probability of the event in (3.17) intersected with the event s 1 (Y ) ≤ s(n) is bounded by exp(−εσ 2 n), for some new ε > 0 and all n large enough. This proves the lemma.
Let us now go back to (3.15) . Observe that
where v is a deterministic vector, and we use the notation R k for the k-th row of X. With the notation of lemma 3.11 and lemma 3.12, on the event s 1 (Y ) ≤ s we can write
where η = η(λ), at λ = ζ k , and w k depends only on ζ and therefore is independent of R k . By lemma 3.12 and using exp(−εσ 2 n) ≪ (σ √ δn) −1 , in order to prove (3.14), it is sufficient to invoke lemma 3.8 above. This ends the proof of lemma 3.10.
3.3.4.
Proof of Proposition 3.4. Take δ, ρ and s(n) as in lemma 3.9. From (3.14) and lemma 3.7 we find, for all t ≥ 0,
Using our choice of ρ, δ, s(n), we obtain for some new constant C > 0, for all t ≥ 0,
From (3.11) we know that
for some ε > 0. Choosing e.g. κ = 1 + γ, s = n 1+γ , with γ = 0.1, and t = n −4 , then the above expressions and (3.7) imply that
In particular, this proves Proposition 3.4 under the mild sparsity assumption (3.22) .
In the general case we cannot count on (3.22), and we only assume nσ 2 ≫ (log(n)) 6 . In particular, while the bound (3.20) is still meaningful, the bound (3.19) becomes useless, even at t = 0, if e.g. σ 2 ≤ n −1/4 . To deal with this problem we use a further partition of the set Incomp(δ, ρ)
inspired by the method of Göetze and Tikhomirov [23] . More precisely, for fixed ε > 0, κ > 1, define 24) where N = N (n) is defined as the smallest integer k ≥ 2 such that (log n) k+1 σ 2 (n) ≥ 1. Note that δ 1 , ρ 1 are the choice of values of δ, ρ from lemma 3.8. Define further
It is immediate to check that this defines an increasing sequence δ ℓ = (log(n)) ℓ−2 σ 2 (n) and a decreasing sequence ρ ℓ , ℓ = 1, . . . , N + 1, such that σ 2 (n)(log(n))
1/2 n −κ , with N (n) = O(log(n)/(log log(n))), and
for any η > 0, for n large enough. As in our previous argument, cf. (3.23), the value of κ is not essential as long as κ > 1, and it may be fixed for the rest of this proof as e.g. κ = 2. Next, using the sequences (δ ℓ , ρ ℓ ), define
Note that these sets form a partition
ℓ=0 C ℓ and therefore, for any t ≥ 0:
Thus, it will be sufficient to show that
For the term C 0 , since δ 1 , ρ 1 coincide with the choice of lemma 3.9, one can use the estimate (3.20) and (3.21) . For ℓ ≥ 1 we need a refinement of the argument used for (3.19) and (3.20) .
Lemma 3.13. There exists a constant ε > 0 such that if δ ℓ , ρ ℓ are defined by (3.24) , then for all ℓ = 1, . . . , N :
Proof. Let x ∈ Incomp(δ ℓ , ρ ℓ ) and assume that supp(x) ⊂ π with |π| = δ ℓ+1 n.
n)e i be the i-th column of Y ⊤ and H = span(e i , i ∈ π), and write
Next, we want to apply corollary A.4. Taking s = n κ , from (3.26) one has that log( 32) for any η > 0, and all n large enough. Hence, if c 1 is as in corollary A.4, then
If η ∈ (0, 1) and
Hence, if we take η = ρ ℓ+1 = ερ ℓ √ δ ℓ n κ , from the union bound, and then using (3.32):
Finally, summing over all choices of |π| = δ ℓ+1 n, one finds
, the above expression is bounded by e − c 1 3 n(1∧σ 2 δ ℓ n) for all n large enough. The conclusion follows by choosing e.g. ε = .21) we may assume that s 1 (Y ) ≤ n κ . Moreover, the same argument proving (3.21) proves the same bound for s 1 (X). Thus, one may assume that s 1 (X) ≤ n κ as well at the price of adding a vanishing term to (3.29) . Using (3.20) (for the case ℓ = 0) and (3.30) (for the case ℓ = 1, . . . , N ), together with the simple bounds
Thus, to end the proof of (3.29), it remains to prove
To prove (3.34), observe that lemma 3.7 and lemma 3.11, as in (3.18) , imply that for all t ≥ 0:
where w k ∈ C and η (k) ∈ S n−1 denote suitable random variables independent of R k , the k-th row of X. Thanks to (3.21) , one can safely assume that s 1 (Y ) ≤ n κ . By exchangeability it is enough to consider the first row R of X, and the associated random variables η, w. Using δ N +1 = (log(n)) −2 , taking t = e −(log(n)) 2 √ n/ρ N +1 , and using 2n κ e −(log(n))
2 /|α|, for n large, it is then sufficient to prove
By conditioning on the event η ∈ Incomp(δ N +1 , ρ N +1 ), lemma 3.8 implies that 36) where the last bound holds for all z ∈ C \ Λ, for n sufficiently large, so that α is bounded away from 0. Since by assumption (1.10) we have σ √ n ≫ (log(n)) 3 , this proves (3.35), provided that
As in the proof of lemma 3.12, cf. To prove (3.38), one repeats the argument in the proof of lemma 3.13. More precisely, (3.31) is now replaced by
where H ′ = span{H, φ, e 1 }. Since H ′ has dimension at most δ ℓ+1 n + 2, the same arguments apply here. As in the proof of (3.33), this implies (3.38) . This concludes the proof of Proposition 3.4.
Moderately small singular values.
Lemma 3.14 (Moderately small singular values). Assume (1.10) and (1.11). Let u(n) = n/[(log n) 5 ]. There exists c 0 such that for any z ∈ C, a.s. for n ≫ 1
Proof. We follow the original proof of Tao and Vu [39] for the circular law. To lighten the notations, we denote by s 1 ≥ · · · ≥ s n the singular values of M − zI. We fix u(n) ≤ i ≤ n − 1, and consider the matrix Y ′ formed by the first m := n − ⌈i/2⌉ rows of σ √ n(M − z). Let s 
Now, we note that
where H j = span{H ′ j , e j } and R j is the j th row of X. Now, H j is independent of R j and dim(
We may use lemma 3.5 with the choice ψ(n) = 1 4 u(n). By assumption (1.10) one has
By the union bound, this implies
Consequently, by the first Borel-Cantelli lemma, we obtain that a.s. for n ≫ 1, all u(n) ≤ i ≤ n− 1, and all 1 ≤ j ≤ n − ⌈i/2⌉,
Finally, (3.39) gives s 
We shall actually prove that if n * is the last i such that s n−i (M − z) ≤ 1, then there exists C > 0 such that
With the notation, of lemma 3.14, let F n be the event, that s n (M − z) ≥ e −(log(n)) 2 and that for all u(n) ≤ i ≤ n − 1, s n−i (M − z) ≥ c 0 i/n. Then by Proposition 3.4 and lemma 3.14, F n has probability tending to 1. Also, if F n holds, writing s n−i for s n−i (M − z) one has
This last expression is uniformly bounded since u(n) = n/[(log(n)) 5 ] and the sum is approximated by a finite integral. This concludes the proof of (3.42).
4.
Limiting distribution: Proof of theorems 1.3 and 1.4 4.1. Brown measure. In this paragraph, we recall classical notions of operator algebra. Consider the pair (M, τ ), where M is a von Neumann algebra and τ is a normal, faithful, tracial state on M. For a ∈ M, set |a| = √ a * a. For a self-adjoint element a ∈ M, we denote by µ a the spectral measure of a, that is the unique probability measure on the real line satisfying, for any z ∈ C + ,
The Brown measure [14] of a ∈ M is the probability measure µ a on C, which satisfies for almost all z ∈ C, log |z − λ| dµ a (λ) = log(t) dµ |a−z| (t)
In distribution, it is given by the formula
Our notation is consistent: firstly, if a is self-adjoint, then the Brown measure coincides with the spectral measure; secondly, if M = M n (C) and τ = 1 n Tr is the normalized trace on M n (C), then the Brown measure of A is simply equal to
The ⋆-distribution of a ∈ M is the collection of all its ⋆-moments τ (a ε1 a ε2 · · · a εn ) where a εi is either a or a * . The element c ∈ M is circular if it has the ⋆-distribution of (s 1 + is 2 )/ √ 2 where s 1 and s 2 are free semi-circular variables. We refer to Voiculescu, Dykema and Nica [42] for a complete treatment of free non-commutative variables.
As explained in Haagerup and Schultz [27] , it is possible to extend these notions to unbounded operators. LetM be the set of closed, densely defined operators a affiliated with M satisfying log(1 + t) dµ |a| (t) < +∞.
In particular the normal operator g in theorem 1.3 is an element ofM. Also, note that if a ∈M and z ∈ C, then a − z ∈M. For all a ∈M, Haagerup and Schultz check that it is possible to define the Brown measure by (4.1).
4.2.
Proof of theorem 1.3. From theorem 1.2, µ is given by the formula, in distribution,
Hence in view of (4.1), the statement of theorem 1.3 will follow once we prove that for all z ∈ C,
To prove the latter identity, assume that x has distribution N (0, K), i.e. (X ij ) 1≤i,j≤n are i.i.d. centered Gaussian variable with covariance K, and σ = 1. Let (G i ) i≥1 be an independent sequence of i.i.d. Gaussian random variables, G i ∼ N (0, K). We define the diagonal matrix 
Quaternionic resolvent.
Here we give another characterization of the Brown measure µ c+g . We use the same linearization procedure as in section 2.4 to develop a quaternionic resolvent approach for the Brown measure. This approach was introduced in the mathematical physics literature [21, 24, 34] for the analysis of non-hermitian random matrices; see also [11] and [13, §4.6] . As above, we consider the operator algebra (M, τ ) associated to the von Neumann algebra (M, τ ). If elements of M act on a Hilbert space H, we define the Hilbert space H 2 = H × Z/2Z and for x = (y, ε) ∈ H 2 , we setx = (y, ε + 1). In particular, this transform is an involutionx = x. There is the direct sum decomposition H 2 = H 0 ⊕ H 1 with H ε = {x = (y, ε) : y ∈ H}. An operator b acting on H 2 has the 2 × 2 representation
, where z 0 = b 00 y 0 + b 01 y 1 , and z 1 = b 10 y 0 + b 11 y 1 . We define the linear map τ 2 on operators acting on H 2 , with values in M 2 (C), through the formula,
Given a ∈M we define the operator
The operator bip(a) is self-adjoint. It will be called the bipartization of a. Recall the definition (2.5) of H + and q = q(z, η) ∈ H + We define the quaternionic transform of a as the 2 × 2 matrix
Here q ⊗ I H is the operator on H 2 defined by (4.2) with b 00 = b 11 = ηI and b 01 = zI, b 10 =zI, with I the identity operator on H. Note that (bip(a) − q ⊗ I H ) −1 is the usual resolvent at η of the self-adjoint operator b(z) := bip(a) − q(z, 0) ⊗ I H . Hence (bip(a) − q ⊗ I H ) −1 inherits the usual properties of resolvent operators (analyticity in η ∈ C + , bounded norm). For a proof of the next lemma, see [13, lemma 4.19] . We use the notation ∂ = 
with α(q) = Sμ |a−z| (η), and, in distribution,
Recall that a sequence of matrices (A n ) n≥1 is said to converge in ⋆-moments to a ∈ M if for any integer k and (ε i ) 1≤i≤k ∈ {1, * } k ,
Also, if (A n ) n≥1 is a sequence of random matrices, (A n ) n≥1 converges in expected ⋆-moments to a ∈ M if the above convergence holds in expectation.
Lemma 4.2 (Continuity of the quaternionic transform). If (A n ) is a sequence of matrices converging in ⋆-moments to a ∈ M then for all q ∈ H + , Γ An (q) converges to Γ a (q). If (A n ) is a sequence of random matrices converging in expected ⋆-moments to a ∈ M then EΓ An (q) converges to Γ a (q).
Proof. For ease of notation, let a z = a − z. Then, in matrix form,
For a replaced by A n and τ by 1 n Tr, we may expand in series the terms of the above expression. Each term of the series is a ⋆-moment of (A n − z) and it converges by assumption to the ⋆-moment in a − z. Since |a| is bounded, for |η| large enough, the series is absolutely convergent. We thus obtain the convergence of Γ An (q) for |η| large enough. Finally, we may extend by analyticity to all η ∈ C + . Moreover, if a is normal then
A version of proposition 4.3, in the language of random matrices, was obtained by Rogers [34, theorem 2] . However, our formulas coincide only for normal operators. This subordination formula is also reminiscent of the subordination formula in Biane [7, proposition 2] on the free sum with a semi-circular. Our argument is indirect and relies on random matrices.
Proof of proposition 4.3. Let u 0 , u 1 be unitary operators on H. We consider the unitary operator u in H 2 defined in matrix form by
Now, for ease of notation, let a z = a − z. There exist unitary operators u 0 = u 0 (z),
Since u i c, u * i c and c have the same ⋆-distribution, ubip(c)u * and bip(c) have also the same ⋆-distribution, we obtain from what precedes that
As a consequence, in order to prove proposition 4.3, it is sufficient to prove the statement for a normal operator. Now, if a is normal, let µ a denote its spectral measure. We first assume that a ∈ M. Consider a diagonal matrix A of size n with i.i.d. diagonal entries with distribution µ a and Y an independent complex Ginibre matrix of size n (i.e. (Y ij ) 1≤i,j≤n is an array of i.i.d. N (0, I 2 /2) random variables). The proof of theorem 1.1, cf. (2.13), shows that EΓ A+Y / √ n converges to the function Γ which satisfies
On the other hand, it is known that A + Y / √ n converges in expected ⋆-moments to the free sum a + c, see [16, proposition 5.1] or [2, theorem 5.4.5] . It thus remains to invoke lemma 4.2. This completes the proof of lemma 4.3 when a ∈ M.
In the general case, let a ∈M be a normal operator. From the spectral theorem, (see e.g. [18, §X.4] ), there is a resolution of the identity E (i.e. a projection valued probability measure) such that
and D(a) = {ψ ∈ H : |λ| 2 d ψ, E(λ)ψ < ∞}. For n integer, define a n = {λ:|λ|≤n} λdE(λ).
By construction, as n → ∞, for any ψ ∈ D(a),
That is, a n converges in strong sense toward a. Hence the sequences of operators, bip(a n )−q(z, 0)⊗ I H and bip(a n + c) − q(z, 0) ⊗ I H also converge in the strong sense to bip(a) − q(z, 0) ⊗ I H and bip(a + c) − q(z, 0) ⊗ I H , respectively. In particular, for any q ∈ H + , Moreover, by construction a n is a bounded operator and, from what precedes, Γ an+c satisfies the fixed point equation
Indeed, by the resolvent identity:
The conclusion follows from (4.5),(4.6) and (4.7).
Remark 4.4 (Uniqueness of the solution to the fixed point equation). Note that (4.4) characterizes completely the quaternionic transform of c + a. Indeed, in section 2.6, we have proved that there exists a unique map Γ : H + → H + which satisfies (4.4) for all q ∈ H + and such that, with α(q) = Γ(q) 11 , for all z ∈ C, η → α(q(z, η)) is analytic on C + and is the Cauchy-Stieltjes transform of a symmetric measure on R. To see this, in (2.13), replace z − G by a random variable G z with law µ |a−z| to obtain (4.4).
4.4.
Proof of theorem 1.4. Set
By proposition 4.3, Γ c+h satisfies the fixed point equation
where G has law N (0, K) and q = q(z, η). For ease of notation, we set
and its closureΣ = z ∈ C : E 1 |G−z| 2 ≥ 1 . As in section 2.6, for η = it, we find α = ih(z, t) ∈ iR + and 1 = E 1 + th
When h goes to infinity, the right hand side goes to 0 (uniformly in z). Hence there exists c > 0, such that for all z ∈ C and 0 < t ≤ 1, h(z, t) ≤ c. Similarly,
Thus for all z ∈ Σ there exists c z > 0 depending continuously on z such that h(z, t) + t ≥ c z .
We now let t ↓ 0. From what precedes, if z ∈ Σ, any accumulation point, say f (z), of h(z, t) satisfies f (z) ∈ [c z , c] and
The function ϕ z :
Hence, for all z ∈ Σ, there exists a unique value f (z) which satisfies (4.9). Moreover, for any 0 < ε < 1 and z ∈ C, the map ϕ z is C ∞ on [ε, ε −1 ], while for any x > ε, the map
Then, the implicit function theorem implies that z → f (z) is C ∞ on Σ. Now, take z / ∈ Σ, we recall that Hence,
From what precedes, if z ∈ Σ, f (z) > 0. We have thus proved that the density of µ c+g is positive on Σ, the interior ofΣ, and given by 1/π times the above expression, while on C\Σ the density is 0. In particular, the support of µ c+g isΣ. This concludes the proof of theorem 1.4. |D ii | = σ 2n log(n) (1 + o(1)).
Next, we observe that from the Bauer-Fike theorem [6, theorem 25.1] one has that the eigenvalues of L = X − D are all contained in the subset of C defined by
where B(z, t) stands for the Euclidean closed ball (actually a disk) around z with radius t, and s 1 (X) is the largest singular value of X. Since s 1 (X) = 2σ √ n (1 + o(1)) (by [4, theorem 2]), using lemma 5.1 one finds that all eigenvalues λ of L must satisfy (1.14).
We turn to the proof of (1.15). We observe that from the Bauer-Fike theorem all eigenvalues of L must be contained in the subset of C defined by
where ζ 1 ≥ · · · ≥ ζ n are the ordered (real) eigenvalues of −D + mJ − mnI. The eigenvalues of mJ − mnI are easily seen to be z 1 = 0 and z 2 = · · · = z n = −mn. Thus, the bound s 1 (X) = σ √ n(2 + o(1)) proves statement (1.15) on Im(λ). For the statement on Re(λ), we first notice that under our assumptions one certainly has
Moreover, from Weyl's inequality, max 1≤j≤n |ζ j − z j | ≤ max i |D ii |, so that one has
|D ii | and max
If n is large enough, by lemma 5.1, the bound s 1 (X) = σ √ n(2 + o(1)), and using (5.1), we see that
for all 2 ≤ j ≤ n. Thus, a continuity argument [28, proof of Gershgorin's theorem 6.1.1] implies that apart from the trivial eigenvalue λ = 0, which belongs to B(ζ 1 , s 1 (X)), all other eigenvalues of L belong to ∪ n j=2 B(ζ j , s 1 (X)). Using the bound s 1 (X) = 2σ √ n (1 + o(1)) and lemma 5.1 we see that any λ = 0 in the spectrum of L must satisfy (1.15).
5.2.
Proof of theorem 1.6. Since L ≤ X + D , we may bound separately the norms of X and D . We have
By assumption there exists a > 0 such that with probability one, |X ij | ≤ a. From Bennett's inequality, for any 1 ≤ i ≤ n, t > 0:
where h(s) = (1 + s) log(1 + s) − s ∼ s 2 /2 as s goes to 0. We choose t = 2c log(n), we find by (1.17)
In particular, if c = 2(1 + ε) 2 , from the union bound, for n ≫ 1,
Hence, from Borel-Cantelli lemma we get a.s. for n ≫ 1,
We now turn to the bound on X . This is a much more delicate matter. Fortunately, we may use a result by Vu [44, theorem 1.4], which extends Fűredi and Komlós [22] . It asserts that a.s. for n ≫ 1, We start by proving the matrix L is irreducible. Consider the graph G on {1, . . . , n} whose adjacency matrix is A = (A ij ) 1≤i,j≤n with A ii = 0 and A ij = 1 {Xij =0} for i = j. Note that G is an oriented Erdős-Rényi random graph where each edge is present independently with probability p := P(X ij = 0). To prove irreducibility of L, we shall prove that the oriented graph G is connected. Hence, by a fundamental result of Erdős and Rényi [20] , see also e.g. [9, We may now turn to the analysis of the invariant measure Π. We will rely on a method that has already been successfully used in random matrix models with finite rank perturbations, for example in [5, 40] . We write L = L + mφφ * − mnI,
where at the last line we have used the well known Sylvester determinant theorem: for all A ∈ M n,p (C), B ∈ M p,n (C), det(I n + AB) = det(I p + BA).
In particular, z − mn will be an eigenvalue of L if and only if
We deduce that if z − mn is an eigenvalue of L then φ * (L − zI) −1 is a left eigenvector of L with eigenvalue z − mn. Now 0 is an eigenvalue of L and, by theorems 1.5-1.6, a.s. for n ≫ 1, mn is not an eigenvalue of L. Hence from what precedes, for 1 ≤ i ≤ n,
From the resolvent identity,
Thus, using theorems 1.5-1.6, and φ = √ n,
In other words, writing u i = 1 + ε i , we find
Consequently, uniformly in i = 1, . . . , n:
Appendix A. Concentration function and small ball probabilities For x ∈ C n and t ≥ 0, define the concentration function as
where {X i , i = 1, . . . , n} are i.i.d. copies of the complex valued random variable x with law L(n). Throughout this section we assume that x satisfies (1.11) and nσ 2 ≥ 1 only. This implies the existence of constants a, b > 0 such that for all n ≥ 1, letting x (a) denote the random variable x conditioned on |x| ≤ a:
2)
We start with a consequence of Kolmogorov-Rogozin inequality [31, 35] .
Theorem A.1 (Concentration bound). Let 1 ≤ m ≤ n. There exists a constant C > 0 independent of (m, n) such that if |x i | ≥ 1, 1 ≤ i ≤ m, then for all t ≥ 0,
Proof. For any constant c > 0, e −cm is smaller than 1 σ √ m for all m ≫ 1. Hence, from Hoeffding inequality, it is sufficient to prove the statement conditioned on {|X 1 | ≤ a, . . . , |X k | ≤ a} with k = bm/2, if b > 0 is as in (A.2) . At the price of replacing m by bm/2 and σ by σ, one can replace x by x (a) from the start. For ease of notation, we will simply assume that the variables are bounded by a.
We first assume that all X i and x i are real valued. It is sufficient to prove the statement for t ≥ 1. Following Rudelson and Vershynin in [36] , set Y = |X 1 − X 2 |/2. For any t > 0, P(|Y | ≥ t) ≥ P(|X 1 | ≥ 3t)P(|X 2 | ≤ t).
Using (A.3), (1.11) and Markov inequality, we find, for some constant c 0 > 0,
In particular, if c 0 σ 2 a 2 < 1/2 then there exists a constant c > 0 such that
On the other hand, if c 0 σ 2 a 2 ≥ 1/2, from (A.3), we may use Paley-Zygmund inequality and deduce easily that the above inequality also holds (for some new constant c).
LetŶ By the change of variable θ ′ = θλ, using t −1 ≤ 1, one has p x (t) ≤ C t sup The right hand side follows easily by decomposing the integral along the periods of sin(θ). It remains to prove the statement for complex random variables. It is a consequence of the real case. Indeed, we may assume for example that at least m/2 of the x i 's satisfy Re(x i ) ≥ 1/ √ 2 (otherwise, this is satisfied by the imaginary part). We then notice that the function p x does not change if we rotate x into e iu x with u ∈ [0, 2π]. But, we may argue as in [38, e iu X k x k − w ≤ t = max provided that σ 2 k is small enough. The rest of the argument is identical.
The following corollary is a version of [23, lemma 4.6] (our variable x satisfies however more general statistical assumptions than in [23] ).
Corollary A.3. There exists c > 0 such that if x ∈ Incomp(δ, ρ), with δ, ρ ∈ (0, 1), u ∈ C n , then X ik x k − u i .
Thanks to lemma 3.6 one may assume that |x i | ≥ ρ/ √ n for all 1 ≤ i ≤ δn/2. From theorem A.1, one obtains
for some constant C > 0, and all t ≥ 0. Assume first that σ √ δn ≥ 4C. Then, taking t = 1, we get
The S i 's are independent random variables. By Hoeffding's inequality,
This implies (A.7). It remains to consider the case σ √ δn < 4C. Here, we may use lemma A.2 with m = δn/2. Therefore, there exists c 0 > 0, such that
Once (A.8) is available, we can conclude the proof as follows. From Bennett's inequality, there exists c > 0 such that if ε i are i.i.d. Bernoulli random variables with parameter q, 0 < q < 1/2,
From (A.8), we can take ε i = 1 {Si> c 0 ρ √ n } , with 1/2 ≥ q ≥ c 0 nσ 2 δ. Then, using nσ 2 ≥ 1, one has that Xx − u 2 ≤ cρ √ δ implies n i=1 ε i ≤ nq 4 , for some c > 0. It follows that for some new c > 0:
This ends the proof.
Corollary A.3 implies a probabilistic bound on the distance of Xx to a vector space.
Corollary A.4. There exists c 1 > 0 such that if x ∈ Incomp(δ, ρ), with δ, ρ ∈ (0, 1), s ≥ 1, and H is a deterministic vector space such that dim(H) ≤ c 1 n(1 ∧ σ 2 δn) log( Let c > 0 and take ε = cρ √ δ 2 . From the union bound,
Then if c is chosen as in corollary A.3, we find
; s 1 (X) ≤ s ≤ e k log 10s cρ √ δ −cn(1∧σ 2 δn) .
In particular if k = dim(H) satisfies (A.9), then the conclusion follows by taking c 1 sufficiently small.
