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Abstract
This work focuses on efficient numerical techniques for solving electromagnetic wave
scattering problems. The research is focused on three main areas: scattering from per-
fect electric conductors, 2D dielectric scatterers and 3D dielectric scattering objects. The
problem of fields scattered from perfect electric conductors is formulated using the Electric
Field Integral Equation. The Coupled Field Integral Equation is used when a 2D homoge-
neous dielectric object is considered. The Combined Field Integral Equation describes the
problem of scattering from 3D homogeneous dielectric objects. Discretising the Integral
Equation Formulation using the Method of Moments creates the matrix equation that is
to be solved. Due to the large number of discretisations necessary the resulting matrices
are of significant size and therefore the matrix equations cannot be solved by direct inver-
sion and iterative methods are employed instead. Various iterative techniques for solving
the matrix equation are presented including stationary methods such as the ”forward-
backward” technique, as well its matrix-block version. A novel iterative solver referred to
as Buffered Block Forward Backward (BBFB) method is then described and investigated.
It is shown that the incorporation of buffer regions dampens spurious diffraction effects
and increases the computational efficiency of the algorithm. The BBFB is applied to both
perfect electric conductors and homogeneous dielectric objects. The convergence of the
BBFB method is compared to that of other techniques and it is shown that, depending on
the grouping and buffering used, it can be more effective than classical methods based on
Krylov subspaces for example. A possible application of the BBFB, namely the design of
2D dielectric photonic band-gap TeraHertz waveguides is investigated.
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Chapter 1
Thesis Overview
The problem of electromagnetic wave scattering is of great importance in the domain of
computational electromagnetics. Maxwell’s equations underpin all computational electro-
magnetic techniques allowing a thorough and precise description of the electromagnetic
behaviour of any structure. There are numerous books on fundamental electromagnetics,
such as [1] by Umran and Aziz, [2] by Balanis, [3] by Peterson et al., [4] by Chew et al..
These deliver an extensive view of the particular area of Computational Electromagnetics,
and the methods and techniques associated with it. Chapter 2 of this thesis describes a
general introduction to the basic concepts of Electromagnetics. Maxwell’s equations in
differential and integral form are presented in Section 2.1. A brief description of available
numerical methods for solving Maxwell’s equations is provided in Section 2.2. These in-
clude the Finite Difference Time-Domain Method (FDTD), the Finite Element Method
(FEM) and Ray Tracing.
This thesis is focused on the Surface Field Integral Equation (SFIE) formulation and its
solution using the Method of Moments. An in depth review of the Integral Equation (IE)
formulation and the Method of Moments (MoM) is presented in Chapter 3. The IE offers
an exact description of wave scattering problems and is presented in Section 3.1. Various
IE formulations applicable to different classes of problems are reviewed in this Section. The
IE formulation differs for perfectly electrically conducting scatterers, homogeneous and in-
homogeneous dielectric bodies. The Magnetic Field Integral Equation (MFIE) and the
Electric Field Integral Equation (EFIE) can be both used for problems involving perfectly
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electrically conducting scatterers. However the MFIE is not suitable for open bodies and
infinitesimally thin objects. For 2D homogeneous dielectric bodies the Coupled EFIE or
Coupled MFIE can be used in order to formulate the electromagnetic scattering problem.
However the Coupled IE formulations tend to introduce errors due to interior resonances.
A comparison between the MFIE and EFIE formulations is presented in [5], showing that
the MFIE tends to outperform the EFIE in terms of convergence when applied to perfect
electrically conducting surfaces. This is due to a better conditioning of the matrix ob-
tained after applying the Method of Moments to the IE formulation. The two methods
were linearly combined in [5] and applied to wavelike surfaces and homogeneous cylinders,
leading to the Combined Field Integral Equation (CFIE) that showed higher convergence
rates compared to each formulation applied separately. A similar procedure was performed
earlier in [6] where the CFIE was derived for perfect electric conductors. It can be noted
that the Combined Field Integral Equation is equivalent to a linear combination of the
Coupled EFIE and the Coupled MFIE. It avoids the interior resonance problems associ-
ated with the Coupled IE formulations. Hence the CFIE formulation is currently widely
used when solving problems of wave scattering from 3D objects [1; 3].
The Method of Moments (MoM) is a technique used to discretise integral equations
in order to obtain a matrix equation and is presented in Section 3.2. The surface of the
scatterer is discretised and basis functions are associated with the partitions. The partitions
are usually small in terms of wavelength, but some basis functions defined on large domains
exist. In addition to the basis functions, testing or weighting functions are employed in
order to enforce the boundary conditions and to compensate possible discontinuities of the
fields that may occur after applying the basis functions. In this work, when solving the
problem of electromagnetic wave scattering from a 2D object the discretisation procedure is
straightforward, where the surface is divided into small segments, and a pulse basis function
is associated with each segment, as is outlined in [7]. The weighting functions employed
in this case are the Dirac delta testing functions enforcing the boundary conditions at the
midpoint of each segment [3].
The discretisation of 3D scatterers is more complex compared to the 2D scatterers. The
arbitrary perfect electric conducting bodies are usually partitioned using the Rao-Wilton-
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Glisson (RWG) basis function technique [8]. In this thesis the testing functions employed
in this case enforce the boundary conditions across the triangle centroids. The same
discretisation technique is used for the 3D homogeneous dielectric scatterers. However,
the testing function used for the homogeneous dielectric scatterers is different from the
one used for perfect electric conductors, whereby this weighting function is chosen to be
identical to the basis function. This is also known as the Galerkin testing function and is
introduced by Umashankar, Taflove and Rao in [9].
The discretisation of the integral equation via the MoM results in a number of linearly
independent equations, each one associated with a testing function. The set of linear
equations constitute a matrix equation that is to be solved. The left hand side of the
equation is represented by the dense impedance matrix which defines the interactions
between the basis functions and testing functions and the unknown vector of basis function
amplitudes. The right hand side is a vector containing information about the incident field.
In many cases the size of the scattering object is extremely large in terms of the
wavelengths. Hence, after applying the MoM to the IE formulation, the resulting matrix
equation will be difficult or impossible to store. Therefore solving the matrix equation by
direct matrix inversion is extremely time consuming or impossible. This is the motivation
behind using the iterative solvers instead. They allow the sequential “building up” of a
solution for the current density without having to explicitly store or invert the matrix. In
the case of stationary solvers this is referred to as “current marching”.
There are two main types of iterative solvers: stationary and non stationary. The
stationary methods comprise the Gauss-Seidel, Jacobi, Successive Overrelaxation (SOR),
Symmetric Successive Overrelaxation (SSOR) among others. The non stationary methods
are based on the development of Krylov subspaces. The most common non stationary
methods are Conjugate Gradient (CG) and Generalized Minimum Residual (GMRES). A
thorough history of iterative solvers is presented in [10], describing how these methods
evolved from being viewed as slow and inefficient to becoming an extremely important
part of computational science and engineering. [11; 12; 13; 14; 15; 16; 17; 18; 19] are a
few of the bibliography items that deliver an in depth description and analysis of iterative
solvers.
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A key current research topic is the development of computationally efficient iterative
solvers. For example West and Sturm [20] performed a study of different iterative tech-
niques examining their performance when applied to systems resulting from electromag-
netic wave scattering from breaking water waves. The non stationary iterative solvers were
shown to be very reliable in terms of convergence. These methods tend to converge in most
cases regardless of the geometry of the scattering surface. The convergence rates of the
stationary methods are a lot more inconsistent. The stationary methods tend to work well
when applied to problems involving objects that do not exhibit the possibility of much
multiple scattering. Therefore these methods are not effective for complex geometrical
surfaces. Nevertheless stationary methods were shown to converge at a much faster rate
compared to non stationary techniques when applied to problems of scattering from simple
structures. The convergence characteristics of the iterative solvers is highly dependent on
the spectral properties of the coefficient matrix. Preconditioners are matrices employed in
order to improve these spectral properties. This is achieved by multiplying each side of
the matrix equations with an appropriate preconditioner. This results in having the same
solution as the original system, but with improved spectral properties. A comprehensive
description of the preconditioning methods is provided in [12; 14; 17; 21; 22]. Iterative
solvers and preconditioning techniques are reviewed in Chapter 4.
The subsequent chapters describe the work done by the author. The new Buffered
Block Forward Backward (BBFB) Method for solving the problem of wave scattering from
perfect electric conductors is presented in Chapter 5. The classical Forward Backward
method represents current marching from basis function to basis function. The BBFB
technique introduces the innovation of marching the currents from block to block. The
block term refers to the fact that the basis functions are grouped into sub-regions, whereas
the buffer represents the neighboring sub-region region. The introduction of the buffer
regions allows the suppression of spurious diffraction effects that would occur otherwise,
which leads to improved convergence.
In Chapter 6 the Buffered Block Forward Backward method is extended to problems
of scattering from 2D homogeneous dielectric scatterers. A 2D application of the BBFB
method, namely the design of 2D TeraHertz photonic band gap waveguides is presented
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in Chapter 7. Chapter 8 describes the extension of the BBFB method to problems of
electromagnetic wave scattering from 3D homogeneous dielectric objects. In all cases the
convergence of the BBFB method is compared to that of various Krylov solvers. Conclu-
sions and future work are presented in Chapter 9.
Note: In this work vector fields appear in bold with a bar over the letter (e.g. E¯, E¯,
matrices and vectors are represented in bold (e.g. Z, V) and scalars in italic (e.g. Az, Jz).
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Chapter 2
Review of Computational
Electromagnetics
2.1 Maxwell’s Equations
All electromagnetic phenomena have to satisfy a set of equations known as Maxwell’s
equations, which were independently obtained through experiments before being combined
together with the correctional displacement current by Maxwell. This set of equations is
based on Coulomb’s law, Ampere’s law, Faraday’s law and the principle of conservation of
electric charge and it reflects all the properties of electromagnetics, such as the fact that
a time-changing magnetic flux induces an electromotive force and a time-varying electric
field produces a magnetic field, that light is an electromagnetic wave and that electric and
magnetic fields can be transmitted through space whether it’s filled with matter or empty.
2.1.1 Differential form of Maxwell’s equations
Maxwell’s equations in differential form are used to describe the field vectors, current
densities and charge densities at any point in space at any time. The differential form of
Maxwell’s equations is the most widely used form in computational electromagnetics and
6
is presented below [1; 3; 2]:
∇× E¯ = −K¯i − ∂B¯
∂t
(2.1)
∇ · D¯ = ρe (2.2)
∇× H¯ = J¯ i + ∂D¯
∂t
(2.3)
∇ · B¯ = ρm (2.4)
All these quantities are functions of both time and space, and are defined below:
E¯ = electric field intensity (Volts/metre)
B¯ = magnetic flux density (Webers/square metre)
D¯ = electric flux density (Coulombs/square metre)
H¯ = magnetic field intensity (Amperes/metre)
K¯
i
= source magnetic current density (Volts/square metre)
J¯
i
= source electric current density (Amperes/square metre)
ρe = electric charge density (Coulombs/cubic metre)
ρm = magnetic charge density (Webers/cubic metre)
Equation (2.1) also known as Faraday’s Law is based on the experimental fact that time-
changing magnetic flux produces an electric field. Equation (2.2) also known as Gauss’ law
describes the fact that electric charges attract or repel each other with a force inversely
proportional to the square of the distance between them. Ampere’s Law is presented in the
third Maxwell’s equation and it states that time-changing electric flux produces a magnetic
field. The ρm term in Equation (2.4) is introduced , despite the fact that magnetic charges
do not exist, in order to balance Maxwell’s equations and it will be used in later chapters.
In the absence of the ρm term Equation (2.4) states that the magnetic field lines close in
themselves [1]. K¯
i
is introduced for similar reasons.
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2.1.2 Integral form of Maxwell’s equations
In contrast to the differential formulation, the integral formulation of Maxwell’s equations
describes the field vectors, charge densities and current densities over an extended region
of space. The integral form of Maxwell’s equations is obtained using the divergence and
Stokes’ theorems.
According to Stokes’ theorem the line integral of an arbitrary vector field W¯ along a
closed path C is equal to the integral of the dot product of the curl of the vector field W¯
with the normal to the surface S that has the contour C as its boundary [2]. This can be
expressed as:
∮
C
W¯ · dl =
∫∫
S
(∇× W¯) · ds (2.5)
Therefore the integral forms of Faraday’s and Ampere’s laws can be obtained:
∫∫
S
(∇× E¯) · ds = −
∫∫
S
K¯
i · ds−
∫∫
S
∂B¯
∂t
· ds (2.6)
After applying Stokes’ theorem Equation (2.6) becomes:
∮
C
E¯ · dl = −
∫∫
S
K¯
i · ds−
∫∫
S
∂B¯
∂t
· ds (2.7)
In the same manner, Ampere’s law can be derived using Stokes’ theorem:
∮
C
H¯ · dl =
∫∫
S
J¯
i · ds+
∫∫
S
∂D¯
∂t
· ds (2.8)
According to the divergence theorem the closed surface integral of the normal compo-
nent of an arbitrary vector field W¯ over a surface S is equal to the volume integral of the
divergence of W¯ over the volume V enclosed by S [2]. This can be expressed as:
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∮
S
W¯ · ds =
∫
V
∇ · W¯dv (2.9)
The integral form of Gauss’s law can be expressed using the divergence theorem [2]:
∫
V
∇ · D¯dv =
∫
V
ρedv = Qe (2.10)
which leads to: ∮
S
D¯ · ds =
∫
V
ρedv = Qe (2.11)
where Qe is the total electric charge inside the volume V . The same procedure can be
applied to the fourth Maxwell’s equation. Therefore Maxwell’s equations in integral form
can be written [1; 3; 2]:
∮
C
E¯ · dl = −
∫∫
S
K¯
i · ds−
∫∫
S
∂B¯
∂t
· ds (2.12)∮
S
D¯ · ds = Qe (2.13)∮
C
H¯ · dl =
∫∫
S
J¯
i · ds+
∫∫
S
∂D¯
∂t
· ds (2.14)∮
S
B¯ · ds = Qm (2.15)
2.1.3 Time-harmonic form of Maxwell’s equations
The differential and integral forms of Maxwell’s equations have been presented in Sec-
tions 2.1.1 and 2.1.2. A further simplification of Maxwell’s equations can be achieved by
assuming that the field is time harmonic. This enables the expression of the differential
and integral forms of Maxwell’s equations in a simpler manner. The time-harmonic fields
can be related to the instantaneous fields using the time dependence ejωt. Assume W¯ to
represent an instantaneous field vector, then the corresponding complex spatial form W¯ is
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obtained as presented in Equation (2.16)
W¯(x, y, z; t) = <e[W¯(x, y, z)ejωt] (2.16)
The time-harmonic differential and integral form of Maxwell’s equations can be obtained
by replacing the instantaneous fields by the corresponding complex spatial forms and by
replacing ∂
∂t
with jω.
Therefore the time-harmonic differential form of Maxwell’s equations can be formulated
below [2]:
∇× E¯ = −K¯i − jωB¯ (2.17)
∇ · D¯ = ρe (2.18)
∇× H¯ = J¯i + jωD¯ (2.19)
∇ · B¯ = ρm (2.20)
Consequently, the time-harmonic integral equation form of Maxwell’s equations is expressed
in Equations (2.21-2.24).
∮
C
E¯ · dl = −
∫∫
S
K¯i · ds− jω
∫∫
S
B¯ · ds (2.21)∮
S
D¯ · ds = Qe (2.22)∮
C
H¯ · dl =
∫∫
S
J¯i · ds+ jω
∫∫
S
D¯ · ds (2.23)∮
S
B¯ · ds = Qm (2.24)
2.2 Numerical Solutions
There are various numerical techniques used to solve Maxwell’s equations. This thesis is
focused on the Method of Moments and an extensive description of it is given in Chapter
3. However many techniques for solving the Partial Differential Equations (PDE) system
described by Maxwell’s equations are available. The most popular ones include the Finite-
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Difference Time Domain (FDTD) and Finite Element Method (FEM) which are exact full
wave methods. A brief description of the FDTD and FEM is presented in the following
sections.
2.2.1 Finite Difference Time-Domain Method
The Finite-Difference Time-Domain (FDTD) method developed by Yee [23] is a technique
that is used to solve the partial differential equations (PDE) associated with Maxwell’s
equations [4]. The FDTD algorithm is quite popular due to its simplicity and flexibility
[24]. The FDTD requires the solution space to be divided into a uniform mesh composed
of cells, where the magnetic and electric field are defined over each cell as can be seen in
Figure (2.1). In the FDTD approach no matrix solution is required. It uses a different
technique referred to as leapfrogging. The leapfrog technique assumes that the electric and
magnetic fields are staggered in space at one half-cell apart and in time at one half-step
apart [25]. Figure (2.2) presents a schematic description of the leapfrogging technique,
where En−1 is the electric field at step n− 1 and Hn− 1
2
is the magnetic field at step n− 12 .
Both En−1 and Hn− 1
2
are used in order to compute En. Next Hn− 1
2
and En are used in
order to compute Hn+ 1
2
. This process is performed until a solution is obtained for each
time step. This mechanism allows a direct solution of the fields for each particular instant
in time offering second-order accuracy in both time and space. Another important feature
of the FDTD method is that it offers solution for a wide variety of scattering and coupling
problems [3]. A frequency dependent variation of FDTD is presented in [26] which can be
applied to problems of scattering from frequency-dependent materials.
The FDTD method is one of the simplest numerical techniques for solving Maxwell’s
equations, however its effectiveness is highly dependent on the accuracy of the numerical
modeling of the primary source, the precise field extension formulation and efficient mesh
truncation, particularly when used in Electromagnetic Interference/Electromagnetic Com-
patibility (EMI/EMC) problems. When solving EMI/EMC problems the source of energy
plays a very important role in calculating the emitted radiation. Therefore it has to be in-
tegrated into the model so that it follows as closely as possible the actual physical coupling
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[27]. For open region radiation EMI/EMC problems, the solution domain would be infinite
and therefore impossible to discretise. Thus the mesh has to be truncated to a finite size
whereby an appropriate mesh truncation formulation is defined on the boundaries of the
domain that is to be solved. These boundaries should be chosen as close as possible to the
radiating structure in order to minimise computational effort.
When the far fields are to be calculated, the FDTD requires a very high computational
effort. Field Extension algorithms are employed instead. The Field Extension techniques
are based on finding magnetic and electric currents on imaginary paths that enclose both
the primary and the secondary radiation sources [4; 28; 29; 30; 31; 32; 33].
 
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Figure 2.1: The FDTD (Yee) cell
12
        
	   
 	  
 	  

Figure 2.2: The leapfrog algorithm used in the FDTD method
2.2.2 Finite Element Method
The Finite Element Method (FEM) is another numerical technique used to solve Partial
Differential Equations (PDEs). This technique is based on the conversion of the PDEs
into matrix equations. The complicated scattering domain can be subdivided into a finite
number of regions [34]. These elements are highly flexible patches, therefore allowing the
analysis of extremely complicated scattering geometries. They allow local approximation
of field quantities inside the volume enclosed by the elements points. The FEM uses
different elements depending on the particular physical characteristics of the scatterer.
Hence it is a mixed-basis formulation. It uses vector (edge) basis functions for transverse
field components and scalar (nodal) basis functions for angular components. Another
important advantage over the Method of Moments formulation is that the FEM has the
same formulation for conducting, homogeneous and inhomogeneous dielectrics. The FEM
technique does not require any modifications due to geometrical properties of the scatterers.
The resulting system equations are sparse, however the order of the resultant linear
system is large, due to the fact that quantities have to be defined throughout the actual
scattering structure and the surrounding volume. When using the Finite Element method
it must be ensured that it is free of spurious modes. When FEM is applied to open-region
domains the use of appropriate absorbing boundary conditions (ABCs) is critical. Partial
Differential Equations Solvers, including FEM and FDTD, have a drawback incurred by
the grid dispersion error, which can be rectified by increasing the mesh density. However
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this generates a higher system size, therefore increasing the computational effort [4; 35;
28; 30; 36].
A variation of the classical FEM method is the FEM/IE technique which combines
both the finite element and the Integral Equation approaches. The FEM/IE method is
based on the idea of transforming the original problem into exterior and interior problems,
where the interior problem, or the inhomogeneous body will be modeled using the FEM
approach, whereas the exterior problem is solved using the IE approach [37; 38; 39].
2.3 Ray Optical Methods
Time or frequency domain numerical methods require a high level of discretisation with
at least ten mesh cells per wavelength, resulting in a very large number of mesh points.
This is necessary in order to achieve good accuracy in the final result. However, when very
high frequency scattering problems are considered it becomes difficult to solve them using
such finely meshed grids. However at high frequencies the behaviour of the fields becomes
well approximated by asymptotic methods such as the Geometrical Theory of Diffraction
(GTD) and Uniform Theory of Diffraction (UTD) [40].
Geometrical Optics (GO), also referred to as ray optics, is an approximate high-
frequency method used to determine the wave propagation for incident, reflected and
refracted fields [2; 41]. The GO concepts have been formulated by establishing a rig-
orous connection between Maxwell’s equations and general geometrical quantities. This
is achieved by deriving the wave equation from Maxwell’s equation with the assumptions
that the permeability is constant in space, whereas the permittivity, hence the refractive
index, varies only slightly over distances comparable with the radiation wavelength. The
most important property of the high-frequency field is the assumption that the wave is lo-
cally plane, which allows the simplification of the reflected and refracted waves expressions.
This leads to much simpler equations for polarization, amplitude, phase and propagation
paths [42]. In order to achieve more accurate results the Geometrical Theory of Diffraction
(GTD) was introduced. It accounts for diffracted rays whose paths are determined using
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a Fermat’s principle generalization [42; 43]. However the GTD does not account for the
rays diffracted into the shadow boundaries. In order to compensate for this issue the Uni-
form Theory of Diffraction (UTD) was developed by Kouyoumjian and Pathak [44]. They
managed to bound the diffracted fields across the shadow boundaries by multiplying the
diffraction coefficients by a transition function which allows a more precise calculation of
the fields in the transition region.
Using UTD for practical problems involves first finding the rays. Ray tracing can be
employed for this purpose. Ray tracing is an approximate method which can be used at
very high frequencies where the size of the scatterer is much larger compared to the wave-
length of the problem. It represents the process of finding all direct, reflected, transmitted
and diffracted wave paths from the transmitter to the receiver. The received fields are
then calculated by combining the contributions from all the rays, each contribution being
calculated according to UTD [45].
Shooting and Bouncing Rays (SBR) is another technique similar to ray tracing, where a
large number of rays are sent from the transmitter source point in equally spaced directions,
and the field at each point is the sum of the fields from all rays passing through that point.
The reflections, diffractions and transmissions of each ray are calculated using UTD [46].
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Chapter 3
Integral Equation formulation and
the Method of Moments
The Integral Equation (IE) formulation is obtained using Green’s functions and the surface
equivalence principle. In contrast to the PDE based methods it generates a smaller number
of unknowns and is extremely flexible in terms of the geometry of the scatterer. The
resulting matrix equations are dense. However various fast solvers can be efficiently used
in order to build up a solution for the unknown current density induced on the surface of
the scatterer [2; 4]. The IE formulation varies depending on the scattering surface. The
Volume Integral Equation is applied when the scatterer is inhomogeneous, whereas for a
homogeneous scatterer a Surface Integral Equation formulation is employed. The Coupled
Integral Equation formulation and the Combined Field Integral Equation Formulation can
be applied to 2D and 3D homogeneous dielectric scattering problems [3].
An Integral Equation Formulation for a scattering problem is posed in terms of an
unknown current density. A numerical technique referred to as the Method of Moments
(MoM) is then used in order to convert the continuous equation to a matrix equation
[3; 2; 8; 4; 9; 47]. The first step in the MoM procedure is to discretise the surface of
the scatterer into a series of wire segments or patches much smaller than the wavelength.
Basis functions are then associated with these patches. These act as expansion functions
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for the unknown current. The Method of Moments is highly efficient due to the fact that it
discretises only the physical structure of the scattering object. It therefore involves fewer
unknowns than the DE formulation. Another attraction of the IE formulation is the fact
that it imposes the radiation condition, therefore not requiring local boundary conditions
which are imperative in the DE formulation [4]. The MoM is most commonly a frequency-
domain technique which can calculate the unknown currents over a single frequency or a
narrow band of frequencies [28].
In order to develop the IE formulation a general scattering problem is first described in
Section 3.1.1. The Volume Equivalence and Surface Equivalence Principles, which are used
to simplify the original scattering problem, are then described in Section 3.1.2 and 3.1.3.
The IE formulation for perfect electric conductors is presented in Section 3.1.4, followed by
the IE formulation for homogeneous dielectrics both in 2D and 3D in Section 3.1.5. The
MoM for these scattering problems is discussed in Sections 3.2.1-3.2.4.
3.1 Integral Equation Formulation
3.1.1 Scattering Problem
A general scattering problem is represented in Figure (3.1). An arbitrary homogeneous
object is considered. It is illuminated by a primary source located outside the scatterer
that produces incident fields E¯i and H¯i. E¯s and H¯s are the fields scattered from the object.
Equations (3.1-3.2) represent a mathematical description of the scattering problem:
E¯ = E¯i + E¯s (3.1)
H¯ = H¯i + H¯s (3.2)
where E¯i and H¯i denote the incident field, E¯s and H¯s represent the scattered field. The
incident fields in the close proximity of the scatterer, away form the source, have to satisfy
the Helmholtz equations:
∇2E¯i + k2E¯i = 0 (3.3)
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Figure 3.1: The scattering problem
18
∇2H¯i + k2H¯i = 0 (3.4)
Expressions for the scattered fields are derived after introducing the Volume Equivalence
Principle in Section 3.1.2.
3.1.2 Volume Equivalence Principle
Consider a free-space region that contains an arbitrary object described by relative permit-
tivity εr(x, y, z) and relative permeability µr(x, y, z) within that region. Assume that the
object is illuminated by an incident field. Then the previously stated Maxwell’s equations
(2.17-2.20) can be rewritten as follows describing the fields in the vicinity of the object [3]:
∇× E¯ = −jωµ0µrH¯ (3.5)
∇× H¯ = jωε0εrE¯ (3.6)
∇ · (ε0εrE¯) = 0 (3.7)
∇ · (µ0µrH¯) = 0 (3.8)
In order to derive the integral equation, the original problem is converted into an
equivalent one by replacing the dielectric and magnetic material by equivalent currents
and charges [3]. Assume a free space environment where the source is represented by
J¯ and K¯ generating the fields E¯ and H¯. The Maxwell’s equations for this scenario are
formulated as:
∇× E¯ = −jωµ0H¯− K¯ (3.9)
∇× H¯ = jωε0E¯+ J¯ (3.10)
∇ · (ε0E¯) = ρe (3.11)
∇ · (µ0H¯) = ρm (3.12)
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The equivalent electric and magnetic densities J¯ and K¯ are defined as:
K¯ = jωµ0 (µr − 1) H¯ (3.13)
J¯ = jωε0µ0 (εr − 1) E¯ (3.14)
ρe = ε0εrE¯ · ∇
(
1
εr
)
(3.15)
ρm = µ0µrH¯ · ∇
(
1
µr
)
(3.16)
where µr =
µ
µ0
and εr =
ε
ε0
. Equations (3.9) to (3.12) describe the fields due to sources that
radiate in free space. Solving the problem of a source radiating in free space is significantly
easier then solving the initial equations (3.5) - (3.8) which represent the scattering problem
in an inhomogeneous environment, as potential theory can be used.
The scattered fields can now be obtained from solving the following equations, noting
that J¯ and K¯ represent the equivalent densities described by Equations (3.13-3.14):
∇2E¯s + k2E¯s = jωµ0J¯− ∇∇ · J¯
jωε0
+∇× K¯ (3.17)
∇2H¯s + k2H¯s = −∇× J¯+ jωε0K¯− ∇∇ · K¯
jωµ0
(3.18)
The solution to Equations (3.17-3.18) can be expressed in terms of the magnetic and
electric vector potentials A¯ and F¯ [3]:
E¯s =
∇∇ · A¯+ k2A¯
jωε0
−∇× F¯ (3.19)
H¯s = ∇× A¯+ ∇∇ · F¯+ k
2F¯
jωµ0
(3.20)
The vector potentials A¯ and F¯ satisfy the following equations:
∇2A¯+ k2A¯ = −J¯ (3.21)
∇2F¯+ k2F¯ = −K¯ (3.22)
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where k2 = ω2µ0ε0. The electric and magnetic scattered field can now be formulated as:
E¯s = −jωµ0A¯− j 1
ωε0
∇(∇ · A¯)−∇× F¯ (3.23)
H¯s = ∇× A¯− jωε0F¯− j 1
ωµ0
∇(∇ · F¯) (3.24)
Using the three-dimensional Green’s function G = e
−jk|r¯|
4pi|r¯| the vector potentials can be
expressed as:
A¯ = J¯ ∗G (3.25)
F¯ = K¯ ∗G (3.26)
which leads to:
A¯(r¯) = µ0
∫∫∫
J¯(r¯
′
)
ejk|r¯−r¯
′
|
4pi|r¯ − r¯′ |dr¯
′
(3.27)
F¯(r¯) = ε0
∫∫∫
K¯(r¯
′
)
ejk|r¯−r¯
′
|
4pi|r¯ − r¯′ |dr¯
′
(3.28)
3.1.3 Surface Equivalence Principle
The surface equivalence principle is enforced in order to simplify the problems involving
homogeneous scatterers. According to the surface equivalence principle the dielectric and
the magnetic materials are replaced with mathematically equivalent sources placed on the
scattering surface which radiate in homogeneous space
Consider two regions of space separated by a surface S, as it can be seen in Figure
(3.2). The first is free space described by permittivity ε0 and permeability µ0. J¯1 and K¯1
represent the source radiating fields E¯1 and H¯1. By applying the surface equivalence prin-
ciple, the original source is removed and replaced by an equivalent one. This is presented
in Figure (3.3), where the original problem has been replaced with an equivalent exterior
problem where the fields throughout the homogeneous region are now null. The equivalent
sources Js and Ks can be now represented in terms of the outward normal vector nˆ and
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the original fields E¯1 and H¯1:
Js = nˆ× H¯1 (3.29)
Ks = −nˆ× E¯1 (3.30)
The introduction of equivalent sources simplifies the problem. However it does not solve
it and the unknown scattered fields as well as the equivalent sources J¯s K¯s still remain
to be found. Now the equations (3.9-3.12) have to be solved using the equivalent surface
currents in (3.29-3.30) and the following continuity equations:
ρe =
−1
jω
∇s · J¯s (3.31)
ρm =
−1
jω
∇s · K¯s (3.32)
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Figure 3.2: Surface Equivalence Principle. Original Problem
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Figure 3.3: Surface Equivalence Principle. Equivalent Problem
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3.1.4 Integral Equation for Perfect Electric Conductors
Consider a perfect electric conductor (PEC) illuminated by a source as shown in Figure
(3.4). In order to formulate the Integral Equation formulation for problems of wave scat-
tering from PECs the boundary conditions which state that the total tangential electric
field on a PEC surface is equal to 0 is used [2]. Therefore K¯s = 0. Hence, noting that the
t subscript indicates the tangential components of the corresponding fields, we can write.
E¯t = E¯
i
t + E¯
s
t (3.33)
E¯it = −E¯st (3.34)
An equivalent electric current J¯s is induced on the scattering surface by the incident field.
The scattered field can then be expressed using Equations (3.19-3.23) assuming that the
incident field is known:
E¯st = −jωµ0A¯− j
1
ωε0
∇(∇ · A¯) (3.35)
Substituting the vector potential A¯ expression given by (3.27) in Equation (3.35) the
resulting scattered field E¯st can be now written in the form of an integral:
E¯st = −j
η
k
[
k2
∫∫
J¯s(r¯
′
)
ejk|r¯−r¯
′
|
4pi|r¯ − r¯′ |dr¯
′
+∇
∫∫
∇′ · J¯s(r¯′) e
jk|r¯−r¯
′
|
4pi|r¯ − r¯′ |dr¯
′
]
(3.36)
where η =
√
µ0
ε0
. Applying Equation (3.34) the incident tangential field on the PEC surface
can now be expressed as:
E¯it = j
η
k
[
k2
∫∫
J¯s(r¯
′
)
ejk|r¯−r¯
′
|
4pi|r¯ − r¯′ |dr¯
′
+∇
∫∫
∇′ · J¯s(r¯′) e
jk|r¯−r¯
′
|
4pi|r¯ − r¯′ |dr¯
′
]
(3.37)
.
Equation (3.37) expresses the current density J¯s in terms of the incident field and is
referred to as Electric Field Integral Equation (EFIE). The EFIE given by Equation (3.37)
is employed in Chapter 5 for solving the problem of electromagnetic wave scattering from
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a wedge composed of 2 PEC plates.
An alternative formulation is the Magnetic Field Integral Equation (MFIE) which is
expressed in terms of the incident magnetic field at a infinitesimally small distance outside
the scatterer (S+).
nˆ× H¯i = J¯s − {nˆ×∇× A¯}S+ (3.38)
Again one must solve for current density J¯s.
Equation (3.37) is the IE for a problem of electromagnetic wave scattering from a 3D PEC.
In order to simplify it for a 2D case consider a 2D PEC problem where the incident wave
is TMz. For a TMz incident wave the only electric field component present is Ez and the
current Jz. The EFIE Equation 3.37 simplifies to:
Eiz(t) = jkηAz(t) (3.39)
where
Az(t) =
∫
Jz(t
′
)
1
4j
H
(2)
0 (kR)dt
′
(3.40)
where R =
√
[x(t)− x(t′)]2 + [y(t)− y(t′)]2 and t is a simple variable that parameterises
the surface of the scatterer. H
(2)
0 (kR) is the Hankel function of second kind of order 0.
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Figure 3.4: Surface Equivalence Principle used for Electric Field Integral Equation. Orig-
inal Problem
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Figure 3.5: Surface Equivalence Principle used for Electric Field Integral Equation. Equiv-
alent Problem.
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3.1.5 Integral Equation formulation for homogeneous dielectric objects
In order to formulate the Integral Equation for homogeneous dielectric scatterers the sur-
face equivalence principle is employed. Two different regions are considered. The first
region is free space and the second region is the homogeneous scattering object. E¯1 and
H¯1 are the fields within free space. The homogeneous scatterer is described by constant
relative permittivity εr and relative permeability µr, and E¯2 and H¯2 are the fields within
it. After applying the surface equivalence principle we obtain two different problems: an
equivalent exterior problem and an equivalent interior one.
The equivalent sources J¯1 and K¯1 associated with the equivalent exterior problem are
given by:
J¯1 = nˆ× H¯1 (3.41)
K¯1 = E¯1 × nˆ (3.42)
The equivalent sources J¯2 and K¯2 associated with the equivalent interior problem are:
J¯2 = (−nˆ)× H¯2 (3.43)
K¯2 = E¯2 × (−nˆ) (3.44)
where J¯1 = −J¯2 and K¯1 = −K¯2. In both equivalent exterior and interior problems nˆ
represents the normal vector pointing out of the scatterer.
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Figure 3.6: Homogeneous dielectric scatterer. Original problem
30
00 , µε
1Γ
S
00 , µε
1J
1K
nˆ
11, HE
Source
Figure 3.7: Equivalent Exterior Problem associated with a homogeneous dielectric scatterer
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Figure 3.8: Equivalent Interior Problem associated with a homogeneous dielectric scatterer.
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The equations (3.19) and (3.20) can now be combined with (3.41-3.44), leading to a set
of equations that characterize the fields in the close proximity to the surface outside (S+)
the scatterer and inside (S−) the scatterer. These are referred to as the Coupled Electric
Field Integral Equations and are given by:
nˆ× E¯inc = −K¯1 − nˆ× { η0
jk0
(∇∇ · A¯+ k20A¯)−∇× F¯}S+ (3.45)
0 = K¯1 − nˆ× { ηd
jkd
(∇∇ · A¯d + k2dA¯d)−∇× F¯d}S− (3.46)
where k0 = ω
√
µ0ε0 and kd = ω
√
µε are the wavenumbers for free space medium and the
dielectric scatterer respectively. η0 =
√
µ0
ε0
and ηd =
√
µ
ε
are the intrinsic impedances of
the mediums. The vector potentials A¯ and F¯ are associated with the exterior problem,
whereas A¯d and F¯d are associated with the dielectric scatterer:
A¯ = J¯1 ∗ e
−jk0r
4pir
(3.47)
F¯ = K¯1 ∗ e
−jk0r
4pir
(3.48)
A¯d = J¯1 ∗ e
−jkdr
4pir
(3.49)
F¯d = K¯1 ∗ e
−jkdr
4pir
(3.50)
(3.51)
An alternative integral equation formulation is the Coupled Magnetic Field Integral Equa-
tion:
nˆ× H¯inc = J¯1 − nˆ× {∇× A¯+ ∇∇ · F¯+ k
2
0F¯
jk0η0
}S+ (3.52)
0 = −J¯1 − nˆ× {∇× A¯d +
∇∇ · F¯d + k2dF¯d
jkdηd
}S− (3.53)
The formulation described in Equations (3.45-3.46) is for a 3D scattering problem. In
order to derive the 2D formulation of the Coupled EFIE consider a TMz incident wave.
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The Coupled EFIE can be simplified as:
Eincz (t) = Kt(t) + jk0µ0A
(0)
z + {
∂F
(0)
y
∂x
− ∂F
(0)
x
∂y
}S+ (3.54)
0 = −Kt(t) + jkdηdA(d)z + {
∂F
(d)
y
∂x
− ∂F
(d)
x
∂y
}S− (3.55)
where
A(i)z =
∫
Jz(t
′
)
1
4j
H
(2)
0 (kiR)dt
′
(3.56)
F¯
(i)
t =
∫
tˆ(t
′
)Kt(t
′
)
1
4j
H
(2)
0 (kiR)dt
′
(3.57)
R =
√
[x(t)− x(t′)]2 + [y(t)− y(t′)]2 (3.58)
t is a variable that parameterises the surface of the scatterer in the same manner as for the
perfect electric conductor and tˆ represents the unit vector tangent to the scatterer contour.
This Coupled EFIE is used to describe the 2D homogeneous dielectric scattering problem
in Chapters 6 and 7.
The coupled EFIE and MFIE have a drawback of being affected by interior resonances.
In order to overcome this issue the Combined Field Integral Equation (CFIE) is introduced.
By rearranging equations (3.45), (3.46), (3.52) and (3.53) the following expressions can be
written for the exterior equivalent problem [3]:
K¯ = −nˆ× E¯inc − nˆ× { η
jk
(∇∇ · A¯+ k2A¯)−∇× F¯}S+ (3.59)
J¯ = nˆ× H¯inc + nˆ× {∇× A¯+ ∇∇ · F¯+ k
2F¯
jk1η
}S+ (3.60)
The interior problem can be formulated accordingly:
K¯ = nˆ× { ηd
jkd
(∇∇ · A¯d + k2dA¯d)−∇× F¯d}S− (3.61)
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J¯ = −nˆ× {∇× A¯d +
∇∇ · F¯d + k2dF¯d
jkdηd
}S− (3.62)
The CFIE formulations can be obtained from equations (3.59), (3.60), (3.61) and (3.62),
which leads to [3]:
−nˆ×E¯inc = nˆ×{ η
jk
(∇∇ · A¯+ k2A¯)−∇× F¯}S++nˆ×{
ηd
jkd
(∇∇ · A¯d + k2dA¯d)−∇× F¯d}S−
(3.63)
−nˆ×H¯inc = nˆ×{∇× A¯+ ∇∇ · F¯+ k
2F¯
jk1η
}S++nˆ×{∇× A¯d +
∇∇ · F¯d + k2dF¯d
jkdηd
}S− (3.64)
The Combined Field Integral Equation given in (3.63) and (3.64) is used in Chapter
8 in order to describe the problem of wave scattering from a 3D homogeneous dielectric
sphere.
These formulations form the basis of solving the problem of computation of fields scat-
tered from perfectly electrically conducting structures and homogeneous dielectric scatter-
ers. The next step involves the discretisation of the continuous integral equation, using
the Method of Moments approach.
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3.2 Method of Moments
The Method of Moments (MoM) is a technique used to reduce the Integral Equations
discussed in Sections 3.1.4-3.1.5 to discrete linear systems of equations that can be solved
on a computer.
There are two main types of basis functions. One class involves subdividing the scat-
tering surface with a fine mesh and associating a basis function with each patch of the
mesh [48; 7]. The second type includes basis functions that do not require segmentation
of the scattering surface and are defined over the entire scatterer.
For 2D problems the most common subdomain basis function is the pulse basis function.
Piecewise linear or triangular basis functions are defined on two neighboring segments,
and also overlap adjacent functions. This generates a smoother representation of the
unknown current compared to the pulse basis function, however it requires a slightly higher
computational effort. Another type of basis function is the wavelet basis function. They
allow the creation of sparse matrices, therefore decreasing the computational effort [49].
In terms of discretisation approach two main types of discretisations were widely in-
vestigated: the wire-grid modelling and the patch modelling. When applying the wire-grid
approach the surface of the scatterer is modelled using a mesh of wire segments short in
terms of wavelength, assuming that the current densities are uniformly distributed across
the surface of the wire. This method is applied to various conducting surfaces in [50]
showing that it is quite simple to implement and is highly accurate in delivering far-field
results including the radar cross section. However, the wire-grid modelling method has
various limitations as was shown in [51] and is unsuitable for calculating surface currents.
In order to overcome these shortcomings, the patch modelling has been introduced in-
stead. Various patch modelling techniques have been investigated. In [52] quadrilateral
patches were employed in modelling the scattering surface, solving the scattering problem
using the Magnetic Field Integral Equation (MFIE). The MFIE is restricted to a limited
type of problems, being unsuitable for open bodies and infinitesimally thin conductors. The
MoM using rectangular patches is applied to the EFIE in [53], showing that the surface
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currents computed using this discretisation technique match the physical measurements.
However, the square patch partitioning approach is limited in terms of the scattering geom-
etry, being more suitable for flat objects that do not present irregularities. A triangular
patch modelling approach of a perfectly conducting plate was investigated in [54], suggest-
ing that this approach offers a higher degree of accuracy compared to square patches. This
partitioning method was later generalised for arbitrary shaped open or closed 3D conduct-
ing objects by Rao, Wilton and Glisson in [8] and is referred to as the Rao-Wilton-Glisson
(RWG) basis function technique. The testing functions employed in this case enforce the
boundary conditions across the triangle centroids. Figure (3.10) depicts a PEC scatterer
modeled using the triangular patches.
Other new basis functions have been investigated in recent times. Multiresolution (MR)
basis functions associated with hierarchical meshes are discussed in [55]. MR basis functions
represent linear combinations of the RWG functions and are shown to be very effective
when analysing arbitrary geometries. MR basis functions have also been combined with
Curvilinear RWG (CRWG) basis functions, which are defined over curvilinear triangular
patches [56] allowing a higher level of accuracy.
Lagrangian basis functions have also received much attention lately [3; 57; 58; 59].
These are defined over curvilinear patches and are based on the development of Lagrange
interpolation polynomials. These basis functions greatly simplify the evaluation of the
integral. Another advantage is an easier meshing procedure.
Another class of basis function is the Characteristic Basis Function (CBF) which is
defined on large domains of the scatterer. An extended version of the CBF is the Multilevel
CBF (CBFM) [60]. Both the CBF and CBFM methods have the main purpose of reducing
the size of the impedance matrix and are mostly used in solving extremely large scattering
problems.
Dual basis functions [61] and Buffa-Christiansen basis function [62] are recently intro-
duced basis functions, which are defined on polygons and polygon pairs, generating well
conditioned matrices. Tong et al. suggested that these basis functions are better suited
for dielectric scatterers, although they require a higher computational effort compared to
the RWG [61].
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In this work the basis functions employed are the pulse basis functions for 2D scattering
problems and the RWG basis functions for 3D scattering problems.
General Description of MoM
Consider the equation involving the linear operator Z:
Zx = v (3.65)
An approximate solution can be obtained for equation (3.65) so that:
x ∼=
N∑
n=1
αnBn (3.66)
where {Bn} represents basis functions defined on the domain of Z and the coefficients
αn are unknowns that are to be determined [3]. The residual of the linear equation is
calculated by replacing Equation (3.66) in Equation (3.65) and is given by:
Z
(
N∑
n=1
αnBn
)
− v =
N∑
n=1
αnZBn − v (3.67)
The MoM consists requires that the residual be orthogonal to a set of testing functions
T1, . . . , TN . This results in a matrix equation:
Zα = β (3.68)
where the entires of Z have the form Zmn = 〈Tm, ZBn〉 and β = 〈Tm, v〉, where 〈∗〉
denotes an inner product. This technique of obtaining the matrix equation (3.68) from
the continuous linear equation (3.65) is known as the Method of Moments (MoM). Specific
application of the MoM are provided in the following sections.
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3.2.1 TM-Wave Scattering from 2D Perfect Electric Conductors
Figure (3.9(a)) shows a two dimensional perfect electrically conducting (PEC) scatterer
illuminated by a TMz source.
The EFIE associated with this problem is formulated in Section 3.1.4 and is given by
Eiz(t) = jkηAz(t) (3.69)
where
Az(t) =
∫
Jz(t
′
)
1
4j
H
(2)
0 (kR)dt
′
(3.70)
where R =
√
[x(t)− x(t′)]2 + [y(t)− y(t′)]2 and t is a variable that parameterises the
surface of the scatterer.
In order to build up a solution for the current density Jz the contour of the scatterer
is discretised into cells as is shown in figure (3.9(b)). Each cell has centre (xn, yn) and is
associated with a pulse basis function pn(t) represented by:
pn(t) =


1 if (xn, yn) ∈ celln
0 if (xn, yn) /∈ celln
(3.71)
The current density is a function of position around the surface of the scatterer and it
can be approximated in terms of the pulse basis functions as:
Jz(t) ∼=
N∑
n=1
jnpn(t) (3.72)
Replacing (3.72) in (3.69) yields:
Eiz
∼= jkη
N∑
n=1
jn
∫
celln
1
4j
H
(2)
0 (kR)dt
′
(3.73)
N independent equations are obtained if Equation (3.73) is enforced at the centre of
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each basis function domain. This is equivalent to using Dirac delta testing functions and
is referred to as point matching. This produces a N ×N system which can be written as
follows: 

Eiz(t1)
Eiz(t2)
...
Eiz(tN )


=


Z11 Z12 . . . Z1N
Z21 Z22 . . . Z2N
...
... . . .
...
ZN1 ZN2 . . . ZNN




j1
j2
...
jN


(3.74)
Equation 3.74 can be solved in order to compute the unknown j1 . . . jN coefficients.
Once these coefficients are known, the fields exterior to the scatterer can be computed.
The matrix Z is of order N and is referred to as the impedance matrix containing the
interactions between the basis functions where the entries Zmn, where m 6= n are given by:
Zmn =
kη
4
∫
celln
H
(2)
0 (kRm)dt
′ (3.75)
where Rm =
√
[xm(t)− x(t′)]2 + [ym(t)− y(t′)]2. An approximation that the Hankel func-
tion is constant over each discretisation is considered, whereby the Zmn entries can be
expressed as:
Zmn ∼= kη
4
wnH
(2)
0 (kRmn) (3.76)
whereRmn =
√
[xm − xn]2 + [ym − yn]2, wn represents the width of cell n. It is not possible
to use the same equation for the diagonal terms Zmm, due to the fact that Rmm = 0 which
makes the Hankel function infinite. Another approximation is considered in this case,
whereby the Hankel function is replaced by a power series expansion. This leads to:
Zmm ∼= kηwm
4
{
1− j 2
pi
[
ln
(
γkwm
4
)
− 1
]}
(3.77)
where γ ∼= 1.78107.
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(a) A perfect electric conductor illuminated by a incident wave
(b) The contour of the scatterer divided into cells
Figure 3.9: 2D PEC scatterer illuminated by a TMz wave
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3.2.2 Scattering from 3D Perfect Electric Conductors
Section (3.2.1) described the application of the MoM to the problem of scattering from
2D perfect electric objects. The discretisation of 3D scatterers is slightly more complex
compared to the 2D scatterers. The scalar pulse basis functions are no longer employed in
this case. In this work for the 3D case the basis functions are represented by vector fields
defined on triangular patches. These basis functions are referred to as constant normal
linear tangential CN/LT and are also known as triangular-cell rooftop or Rao - Wilton -
Glisson (RWG) basis functions [8]. One advantage of these basis functions is the possibility
of accurately discretising complex geometrical surfaces. Figure (3.10) depicts a PEC plate
discretised using triangular patches.
Figure 3.10: PEC plate discretised using triangular patches
The development of the RWG basis functions is thoroughly described by Rao, Wilton and
Glisson in [8]. The surface of the scatterer is discretised into triangles and a basis function
is defined for each interior edge. Each basis function thus has two triangles associated with
it, T+m and T
−
m , where the plus and the minus sign is determined by choosing a positive
reference current direction [8].
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The vector basis function can be defined as [3; 8]:
bm(r) =


lm
2A+m
ρ+m for r in T
+
m
lm
2A−m
ρ−m for r in T
−
m
0 otherwise
(3.78)
where r is a position vector, lm is the length of the interior edge associated with the basis
function bm, A
+
m and A
−
m are the areas of the attached triangles, ρ
+
m is a vector from the
vertex to r (for r in T+m), and ρ
−
m is a vector from r to the vertex (for r in T
−
m).
The surface divergence of the basis function bm is proportional to the surface charge
density associated with it and can be written as [3; 8]:
∇ · bm =


lm
2A+m
for r in T+m
lm
2A−m
for r in T−m
0 otherwise
(3.79)
As well as discretising the surface of the scatterer into basis functions, appropriate
testing functions have to be defined. One of the testing functions that can be used for
the triangular rooftop basis functions is the so-called razor blade testing function. For the
basis function bm in Figure (3.11) this testing function is defined along the straight path
∆t¯m1, directed from the centroid of the T
+
m triangle to the midpoint of the interior edge
followed by the second straight path ∆t¯m2, directed from the midpoint of the interior edge
to the centroid of the T−m triangle [3; 8]. A testing function is associated with each such
straight path and takes the value of the tangential vector along it [3; 8; 9].
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Cell i 
Cell j
Edge m
1mt∆
2mt∆
( )jj vu ,+
mT
−
mT( )ii vu ,
+
mρ
−
mρ
Figure 3.11: Triangular-cell rooftop basis function.
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Applying the MoM with these basis and testing functions yields the matrix equation
ZJ = V where the entries of Z have the following formulation [3]:
Zmn ∼= jkη∆tm1 ·
∫ ∫
bm(u
′, v′)
e−jkRm
4piRm
du′dv′|ui,vi (3.80)
+ jkη∆tm2 ·
∫ ∫
bm(u
′, v′)
e−jkRm
4piRm
du′dv′|uj ,vj (3.81)
+
η
jk
∫ ∫ [∇ · bm] e−jkRm
4piRm
du′dv′|uj ,vj (3.82)
− η
jk
∫ ∫ [∇ · bm] e−jkRm
4piRm
du′dv′|ui,vi (3.83)
where bm is the basis function associated with the edge m, (ui, vi) and (uj , vj) are the
centroids of cell i and cell j respectively. It has to be noted that in cases when the source
and observation regions are the same, 1
Rm
singularities have to be integrated analytically
[3]. The entries of the V vector are:
Vm =
∫
Cm
E
inc · dt (3.84)
3.2.3 Scattering from 2D homogeneous Dielectric Objects
Consider Figure (3.9) where a scatterer is illuminated by a TMz wave. In this case the
scatterer is a homogeneous dielectric object and is characterized by permittivity εd and
permeability µd. In section (3.1) the surface equivalence principle for homogeneous dielec-
tric scatterers was presented and the coupled EFIE equations (3.59-3.62) were derived in
terms of the currents in the close proximity to the exterior and the interior of the scattering
surface.
For a TMz polarization the coupled EFIE was formulated in Section 3.1.5 and is given
by:
Eincz (t) = Kt(t) + jk0µ0A
(0)
z + {
∂F
(0)
y
∂x
− ∂F
(0)
x
∂y
}S+ (3.85)
0 = −Kt(t) + jkdηdA(d)z + {
∂F
(d)
y
∂x
− ∂F
(d)
x
∂y
}S− (3.86)
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where
A(i)z =
∫
Jz(t
′
)
1
4j
H
(2)
0 (kiR)dt
′
(3.87)
F¯
(i)
t =
∫
tˆ(t
′
)Kt(t
′
)
1
4j
H
(2)
0 (kiR)dt
′
(3.88)
R =
√
[x(t)− x(t′)]2 + [y(t)− y(t′)]2 (3.89)
t is a variable that parameterises the surface of the scatterer, tˆ represents the unit vector
tangent to the scatterer contour. The parameters for the exterior of the body and the
interior are denoted with the subscripts 0 and d: k0 and kd are the wavenumbers for the
exterior and the interior of the body, η0 and ηd are the intrinsic impedances for the exterior
of the body and interior respectively.
Using the MoM with pulse basis functions and Dirac-delta testing functions, as can be
seen in Figure (3.12), yields a matrix equation with a block structure given by:
nˆ
)(),( tytx ′′ )(),( tytx
R
Figure 3.12: Discretised 2D scattering surface
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
 E
0

 =

 A B
C D



 j
k

 (3.90)
each of the A, B, C and D matrices are of order N where:
Amn =
k0η0
4
∫
celln
H
(2)
0 (k0Rm)dt
′ (3.91)
Bmn =
k0
4j
∫
celln
(
cosφn
∆x
Rm
+ sinφn
∆y
Rm
)
H
(2)
1 (k0Rm)dt
′ (3.92)
Cmn =
kdηd
4
∫
celln
H
(2)
0 (kdRm)dt
′ (3.93)
Dmn =
kd
4j
∫
celln
(
cosφn
∆x
Rm
+ sinφn
∆y
Rm
)
H
(2)
1 (kdRm)dt
′ (3.94)
where φn is the polar angle associated with the normal vector nˆ, and ∆y and ∆x are given
by:
∆x = xm − x(t′) (3.95)
∆y = ym − y(t′) (3.96)
The self terms Amm and Cmm can be calculated using the same approximation of the
Hankel function as in Section 3.2.1 which gives us:
Amm =
k0η0wm
4
{
1− j 2
pi
[
ln
(
γk0wm
4
)
− 1
]}
(3.97)
Cmm =
kdηdwm
4
{
1− j 2
pi
[
ln
(
γkdwm
4
)
− 1
]}
(3.98)
Correct treatment of the singularity for the Bmm and Dmm leads to:
Bmm =
1
2
(3.99)
Dmm = −1
2
(3.100)
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3.2.4 Scattering from 3D homogeneous Dielectric Object
When considering the problem of scattering from 3D homogeneous dielectric objects N
triangular-rooftop basis functions and razor blade testing functions described in section
3.2.2 are used to implement the MoM [9].
In order to assess the performance of the BBFB method on a different formulation, the
Combined Field Integral Equation formulation given by Equations (3.63-3.64) is employed
when solving problems of wave scattering from 3D objects. The resulting equation after
the discretization procedure is the following:

 A B
C D



 j
k

 =

 e
h

 (3.101)
where the A,B,C,D matrices are of size N and individual elements are given by:
Amn = jkη
∫
Cm
{∫∫
b¯n(u
′, v′)
e−jkR
4piR
du′dv′
}
· dt¯ (3.102)
+
η
jk
∫
Cm
∇
{∫∫
[∇s · b¯n]e
−jkR
4piR
du′dv′
}
· dt¯ (3.103)
+ jkdηd
∫
Cm
{∫∫
b¯n(u
′, v′)
e−jkdR
4piR
du′dv′
}
· dt¯ (3.104)
+
η
jkd
∫
Cm
∇
{∫∫
[∇s · b¯n]e
−jkdR
4piR
du′dv′
}
· dt¯ (3.105)
Bmn = −
∫
Cm
{
∇×
∫∫
b¯n(u
′, v′)
e−jkR
4piR
du′dv′
}
S+
· dt¯ (3.106)
−
∫
Cm
{
∇×
∫∫
b¯n(u
′, v′)
e−jkdR
4piR
du′dv′
}
S−
· dt¯ (3.107)
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Cmn =
∫
Cm
{
∇×
∫∫
b¯n(u
′, v′)
e−jkR
4piR
du′dv′
}
S+
· dt¯ (3.108)
+
∫
Cm
{
∇×
∫∫
b¯n(u
′, v′)
e−jkdR
4piR
du′dv′
}
S−
· dt¯ (3.109)
Dmn =
jk
η
∫
Cm
{∫∫
b¯n(u
′, v′)
e−jkR
4piR
du′dv′
}
· dt¯ (3.110)
+
1
jkη
∫
Cm
∇
{∫∫
[∇s · b¯n]e
−jkR
4piR
du′dv′
}
· dt¯ (3.111)
+
jkd
ηd
∫
Cm
{∫∫
b¯n(u
′, v′)
e−jkdR
4piR
du′dv′
}
· dt¯ (3.112)
+
1
jkdηd
∫
Cm
∇
{∫∫
[∇s · b¯n]e
−jkdR
4piR
du′dv′
}
· dt¯ (3.113)
where b¯n is the basis function associated with the edge n and Cm is the path from the
centroid of triangle T+m to the centroid of T
−
m as seen in Figure (3.11). e and h are subvectors
each of length N that describe the tested incident magnetic and electric fields, whereas j
and k are the unknown subvectors each of length N .
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3.3 Conclusion
The IE formulation and the MoM discretisation process for the 2D and 3D PECs and
homogeneous dielectric scatterer cases have been presented in this Chapter. The matrix
equation obtained in Section 3.2.2 is employed in Chapter 5 in order to compute the fields
scattered from a wedge comprised of two P.E.C. plates. Chapter 6 focuses on the matrix
equation derived in Section 3.2.3 for computing fields scattered from open and closed
homogeneous dielectric surfaces. An extension of this is presented in Chapter 7 where
the design of 2D TeraHertz band-gap waveguides is investigated. The problem of wave
scattering from 3D homogeneous dielectric structures is solved in Chapter 8 by employing
the matrix equation obtained in Section 3.2.4.
The scattering problems often involve objects that are quite large in terms of wave-
lengths. Hence the matrix equations obtained after applying the Method of Moments have
a considerable number of elements. Due to the size of the matrix direct inversion can
not be applied for solving the matrix equations and instead iterative techniques will be
employed. A description of various available iterative methods is given in Chapter 4.
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Chapter 4
Iterative Solvers
4.1 Introduction
The application of the Method of Moments to various integral equation formulations was
described in the previous chapter. The resulting ZJ = V matrix systems are usually of
significant order, a consequence of the large number of discretisations needed to model
the currents. Direct inversion is the most straightforward method to be used for solving a
matrix equation. However, direct inversion is unfeasible when the Z matrix is of significant
order. Instead iterative solvers are introduced in order to solve this problem [20; 15; 11; 13;
14; 10; 22; 63]. When using iterative solvers the Z matrix does not need to be explicitly
stored, and they also reduce the computation times from O(N3) of the direct methods
to O(N2), where N is the number of unknowns. When applying iterative techniques to
electromagnetic wave scattering problems, a solution for the unknown vector J is refined
over many iterations. The efficiency of the iterative solvers depends on various factors
such as the geometry of the scatterer and the type of material, which in turn affects the
composition of the Z matrix.
There are two main types of iterative methods: stationary and non stationary. These
two classes are described in the current chapter. The stationary methods include Gauss-
Seidel, Jacobi, Successive Overrelaxation and Symmetric Successive Overrelaxation. The
most common non stationary algorithms are Conjugate Gradient (CG) and Generalised
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Minimum Residual (GMRES). A history and overview of iterative solvers can be found
in [15] and [10]. A comparison between various iterative solvers when applied to 2D
scattering problems involving rough sea surfaces is described by West and Sturm in [20].
The conclusion of this work is that the non stationary techniques are less affected by
the geometry of the scatterer which makes them more reliable for scattering problems
involving objects that exhibit the possibility of multiple scattering. Nevertheless, when
the stationary solvers work, they are more efficient in comparison to the non stationary
ones.
4.2 Stationary Iterative Solvers
Consider the matrix equation:
Zx = v (4.1)
where Z is a N × N matrix, x and v are both N × 1 column vectors, where x is the
unknown. The Z matrix can be decomposed using the matrix splitting [13]:
Z = U+ L+D (4.2)
where U is a N ×N matrix containing the upper triangular portion of Z and the rest of
the elements zero as can be seen in equation (4.3):
U =


0 z12 · · · · · · z1N
0 0 z23 · · ·
...
0 0 0 · · · zN−2,N
...
...
...
. . . zN−1,N
0 0 · · · 0 0


(4.3)
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L =


0 0 · · · · · · 0
z21 0 · · · · · ·
...
z31 z32
. . . · · · 0
...
...
... 0 0
zN1 zN2 · · · zN,N−1 0


(4.4)
L is a N ×N matrix containing the lower triangular portion of the Z matrix with the rest
of the elements set to zero, as shown in equation (4.4). Subsequently D is a N ×N matrix
that contains only the diagonal of the Z matrix with the rest of the elements set to zero
as in (4.5)
D = diag(z11, · · · , zNN ) (4.5)
An initial guess x(0) is considered. Stationary iterative techniques update the estimate
for x according to the rule [11]:
x(k+1) =Mx(k) + β (4.6)
where x(k+1) is the (k + 1)st estimate of x. The matrix M is called the iteration matrix.
Both the iteration matrix M and the vector β are known and neither of them depends
on the iteration step k. This is why these techniques are called stationary. The equation
(4.6) describes all possible stationary algorithms. Each particular stationary technique
is defined by its own iteration matrix M.
The convergence of all stationary methods depends on the eigenvalues of the iteration
matrix M [19], especially on its spectral radius ρ where
ρ(M) =
n
max
i=1
(|λi|) (4.7)
where λi . . . λN are the eigenvalues of M. The stationary methods have to satisfy the
following condition in order to converge:
ρ(M) < 1 (4.8)
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This can be proven by assuming that (k+1) is the error vector associated with the approx-
imation x(k+1), so that:
(k+1) = x(k+1) − x (4.9)
By replacing Equation (4.6) into Equation (4.9) it is obvious that:
(k+1) =M(k) (4.10)
The eigenvectors of the iteration matrix M ei satisfy:
Mei = λiei (4.11)
If we express the initial error (0) as a linear combination of the iteration matrix eigenvector:
(0) =
N∑
i=1
αiei (4.12)
then the error (1) can be expressed as:
(1) =
N∑
i=1
αiMei (4.13)
=
N∑
i=1
αiλiei (4.14)
Therefore, the error updated after each iteration can be written:
(k) =
N∑
i=1
αki λ
k
i ei (4.15)
so that
∣∣∣∣(k)∣∣∣∣→ 0 as k →∞, if λki → 0 as k →∞.
Equation (4.15) shows that the overall error becomes smaller after each iteration only
if the eigenvalues of the iteration matrix M are smaller than unity.
The stopping criteria for the stationary methods is formulated in terms of the residual
vector r(k) where:
r(k) =
∣∣∣∣∣∣v − Zx(k)∣∣∣∣∣∣ (4.16)
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A certain precision or tolerance is set and the stationary iteration will stop if:
∣∣∣∣v − Zx(k)∣∣∣∣
||v|| < tolerance (4.17)
Equation (4.17) constrains the backward error of the solution and it should be similar to
the accuracy of the computed elements of the impedance matrix Z.
4.2.1 Jacobi Iterative Method
In order to derive the Jacobi method for the matrix equation Zx = v we re-arrange the
matrix equation as follows [11]:
Zx = v (4.18)
(U+ L+D)x = v (4.19)
Dx = −(U+ L)x+ v (4.20)
x = −D−1(U+ L)x+D−1v (4.21)
The iteration step x(k+1) can then be defined as:
x(k+1) = −D−1(U+ L)x(k) +D−1v (4.22)
Therefore the iteration matrix is
M = −D−1(U+ L) (4.23)
and vector β is given by:
β = D−1v (4.24)
In order to illustrate the Jacobi iteration assume that Zx = v is a 3-by-3 system as shown
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in (4.25) 

z11 z12 z13
z21 z22 z23
z31 z32 z33




x1
x2
x3

 =


v1
v2
v3

 (4.25)
This can be rewritten in the following form [13; 12]:
x1 = (v1 − z12x2 − z13x3)/z11 (4.26)
x2 = (v2 − z21x1 − z23x3)/z22 (4.27)
x3 = (v3 − z31x1 − z32x2)/z33 (4.28)
Equations (4.29-4.31) describe how a new approximation x(k+1) can be found in terms of
x(k) which was obtained after k iterations.
x
(k+1)
1 = (v1 − z12x(k)2 − z13x(k)3 )/z11 (4.29)
x
(k+1)
2 = (v2 − z21x(k)1 − z23x(k)3 )/z22 (4.30)
x
(k+1)
3 = (v3 − z31x(k)1 − z32x(k)2 )/z33 (4.31)
Therefore a general formulation for the Jacobi iteration can be represented by [13]:
x
(k+1)
i =
vi
zii
− 1
zii
i−1∑
j=1
zijx
(k)
j −
1
zii
N∑
j=i+1
zijx
(k)
j for i = 1 . . . N (4.32)
In terms of the iteration matrix, the Jacobi iteration is captured by rewriting Equation
(4.21) [11], [10], [14], which leads to Equation (4.33). Table (4.1) summarises the Jacobi
technique.
x(k+1) = −D−1(U+ L)x(k) +D−1v (4.33)
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Table 4.1: Jacobi Iteration
The Jacobi Iterative Algorithm to solve matrix equation Zx = v
x(0) = 0
for k = 1, 2, . . .
for i = 1, 2, . . . , N
σ = 0
for j = 1, 2, . . . , N
if i 6= j
σ = σ + zijx
(k−1)
j
end if
end
x
(k)
i = (vi − σ)/zii
end
check if
||v−Zx(k)||
||v|| < tolerance
end
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4.2.2 Gauss-Seidel Iterative Method
The matrix splitting for the Gauss-Seidel method is given by the following matrix re-
arrangement of the matrix equation [11]:
Zx = v (4.34)
(U+ L+D)x = v (4.35)
(L+D)x = −Ux+ v (4.36)
x = −(L+D)−1Ux+ (L+D)−1v (4.37)
As it can be seen from equation (4.37) the iteration matrix for the Gauss-Seidel method
is:
M = −(L+D)−1U (4.38)
Hence the approximation x(k+1) is obtained from the x(k) estimate by [11; 18]:
x(k+1) = −(L+D)−1Ux(k) + (L+D)−1v (4.39)
In terms of vector components the Gauss-Seidel method can be described by the following
formula [11]:
x
(k+1)
i =
vi
zii
− 1
zii
i−1∑
j=1
zijx
(k+1)
j −
1
zii
N∑
j=i+1
zijx
(k)
j for i = 1, . . . , N (4.40)
where it can be noted that unlike the Jacobi method, the Gauss-Seidel method uses the
most current estimate of xi where available. The step by step algorithm for the Gauss-
Seidel method is presented in Table (4.2) [17]. Generally the spectral radius for the Gauss-
Seidel method is smaller that the spectral radius for the Jacobi method, therefore the
Gauss-Seidel technique converges at a faster rate.
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Table 4.2: Gauss-Seidel Iteration
The Gauss-Seidel iterative algorithm to solve matrix equation Zx = v
x(0) = 0
for k = 1, 2, . . .
for i = 1, 2, . . . , N
σ = 0
for j = 1, 2, . . . , i− 1
σ = σ + zijx
(k)
j
end
for j = i+ 1, . . . , N
σ = σ + zijx
(k−1)
j
end
x
(k)
i = (vi − σ)/zii
end
check if
||v−Zx(k)||
||v|| < tolerance
end
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4.2.3 Successive Overrelaxation
In situations where the Gauss-Seidel spectral radius ρ(M) is close to unity significant
numbers of iterations are required. This drawback can be fixed by introducing a so called
relaxation parameter 1 < ω < 2 which has the advantage of diminishing the eigenvalues of
the iteration matrixM. This algorithm is referred to as Successive Overrelaxation (SOR).
According to this technique equation (4.40) becomes:
x
(k+1)
i = ω

 vi
zii
− 1
zii
i−1∑
j=1
zijx
(k+1)
j −
1
zii
N∑
j=i+1
zijx
(k)
j )

+ (1− ω)x(k)i (4.41)
The general algorithm for the SOR method is described in Table (4.3) [17].
In terms of matrix decomposition the Successive Overrelaxation iteration becomes:
x(k+1) = (D+ ωL)−1
(
[(1− ω)D− ωU)]x(k) + ωv
)
(4.42)
Hence the iteration matrix M for the SOR method is [11; 16]:
M = (D+ ωL)−1 ((1− ω)D− ωU) (4.43)
The advantage of the SOR method is that the spectral radius of the iteration matrix M
is smaller than for the Gauss-Seidel method assuming good choice of ω, leading to faster
convergence.
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Table 4.3: SOR Iteration
The Successive Overelaxation Iterative Algorithm to solve matrix Zx = v
x(0) = 0
for k = 1, 2, . . .
for i = 1, 2, . . . , N
σ = 0
for j = 1, 2, . . . , i− 1
σ = σ + zijx
(k)
j
end
for j = i+ 1, . . . , N
σ = σ + zijx
(k−1)
j
end
σ = (vi − σ)/zii
x
(k)
i = x
(k−1)
i + ω(σ − x(k−1)i )
end
check if
||v−Zx(k)||
||v|| < tolerance
end
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A variation of the Successive Overrelaxation is Symmetric Successive Overrelaxation (SSOR).
The SSOR approach combines two sweeps of the SOR technique. The forward sweep is
equivalent to a regular SOR iteration, whereas the backward sweep represents the SOR
iteration in reverse order [12]. The SSOR algorithm is described in Table (4.4) [17].
In terms of matrix decomposition the forward loop of the SSOR technique is [16]:
x(k+
1
2
) = (D+ ωL)−1 [(1− ω)D− ωU]x(k) + ωv (4.44)
Consequently the formulation for the backward loop of the SSOR method is:
x(k+1) = (D+ ωU)−1 [(1− ω)D− ωL]x(k+ 12 ) + ωv (4.45)
The iteration matrix M is obtained by combining the forward and backward steps of
the SSOR. According to [15] the iteration matrix can be written as follows:
M = (D+ ωU)−1[(1− ω)D− ωL](D+ ωL)−1[(1− ω)D− ωU] (4.46)
The Symmetric Successive Overrelaxation algorithm with an optimal ω has in fact a
slower convergence rate compared to the Successive Overrelaxation method with an optimal
ω and it is mostly used as a preconditioning technique for other iterative solvers [17].
The SSOR technique lies at the basis of another method used in EM wave scattering
computation, referred to as Forward-Backward. The Forward-Backward technique, also
known as the Method of Ordered Multiple Interactions (MOMI) technique is equivalent
to a SSOR with the relaxation parameter ω set to 1 [20; 64; 65; 66; 67; 68; 69]. The
Buffered Block Forward Backward Method described in this thesis is in turn an extended
formulation of the Forward-Backward technique.
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Table 4.4: SSOR Iteration
The Symmetric Successive Overrelaxation Iterative Algorithm to solve matrix Zx = v
x(0) = 0
set x(
1
2
) = x(0)
for k = 1, 2, . . .
for i = 1, 2, . . . , N
σ = 0
for j = 1, 2, . . . , i− 1
σ = σ + zijx
(k− 1
2
)
j
end
for j = i+ 1, . . . , N
σ = σ + zijx
(k−1)
j
end
σ = (vi − σ)/zii
x
(k− 1
2
)
i = x
(k−1)
i + ω(σ − x(k−1)i )
end
for i = N,N − 1, . . . , 1
σ = 0
for j = 1, 2, . . . , i− 1
σ = σ + zijx
(k− 1
2
)
j
end
for j = i+ 1, . . . , N
σ = σ + zijx
(k)
j
end
x
(k)
i = x
(k− 1
2
)
i + ω(σ − x
(k− 1
2
)
i )
end
check if
||v−Zx(k)||
||v|| < tolerance
end
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4.3 Non Stationary Iterative Solvers
Non stationary iterative methods represent another category of algorithms used to solve
discretised electromagnetic scattering problems [15; 14; 10; 17]. These techniques are
based on projection onto Krylov subspaces and they are currently considered to be the
most robust available iterative solvers [3; 14; 13].
For the matrix equation Zx = v, expression (4.47) describes the Krylov subspace
associated with the Z matrix [11; 14]:
Kk = span{v,Zv,Z2v, . . . ,Zk−1v} (4.47)
When solving the matrix equation Zx = v using non stationary methods the kth iterate
x(k) lie within the subspace Kk and a satisfactory solution is usually found in k  N
iterations. In order to employ the Krylov subspace an initial solution x(0) has to be chosen
[11] within the subspace Kk. The initial estimate is usually chosen to be x
(0) = 0. The
approximate solution x(k) is chosen to be a value that minimizes the residual [11] :
||v − Zx|| (4.48)
where x satisfies the condition x ∈ Kk. This leads to the following solution:
x(k) = min
x∈Kk
||v − Zx|| (4.49)
Consider the estimated solution x(k) to be of form x(0) + y(k), where x(0) is the initial
approximation and y(k) is an element of Kk. Therefore y
(k) can be written as:
y(k) = x(k) − x(0) (4.50)
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and equation (4.49) can be rewritten:
y(k) = min
y∈Kk
∣∣∣∣∣∣v − Z(y + x(0))∣∣∣∣∣∣ (4.51)
= min
y∈Kk
∣∣∣∣∣∣v − Zx(0) − Zy∣∣∣∣∣∣ (4.52)
= min
y∈Kk
∣∣∣∣∣∣r(0) − Zy∣∣∣∣∣∣ (4.53)
where r(0) is referred to as the initial residual and has the form:
r(0) = v − Zx(0) (4.54)
4.3.1 Generalised Minimum Residual
The Generalised Minimum Residual (GMRES) technique is based on the principle of iden-
tifying the smallest residual. The GMRES method is an effective one and is very popular
in solving discretised electromagnetic wave scattering problems. This is due to the fact
that it generally finds an acceptable solution in k  N iterations, where k is the number
of estimates and N is the order of the Z matrix.
The Arnoldi iteration is used in order to find the minimal residual vector. The Arnoldi
algorithm reduces dense non-Hermitian matrices into Hessenberg form. This technique al-
lows the approximation of the eigenvalues of the original matrix. The Hessenberg reduction
has the form:
QTZQ = H (4.55)
where Q is the matrix of computed orthonormal vectors, given by Q = [q1, . . . ,qk], and
H is given by:
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H =


h1,1 h1,2 h1,3 . . . . . . h1,k . . . . . . h1,m
h2,1 h2,2 h2,3 . . . . . . h2,k . . . . . . h2,m
0 h3,2 h3,3 . . . . . . h3,k . . . . . . h3,m
0 0 h4,3
. . . . . .
... . . . . . . h4,m
0 0 0
. . . hk−1,k−2
... . . . . . .
...
... 0 0
. . . hk,k−2 hk,k . . . . . .
...
... . . . . . .
. . . 0 hk+1,k . . .
...
... . . . . . . . . . . . . 0
. . .
. . .
...
0 0 0 0 0 0 0 hm,m−1 hm,m


(4.56)
The Arnoldi algorithm is used in order to construct a sequence of Krylov matrices Qk,
where [q1, . . . ,qk] span the Krylov subspaceKk. Now consider only part of the Hessenberg
matrix, so that:
Hk =


h1,1 h1,2 h1,3 . . . . . . h1,k
h2,1 h2,2 h2,3 . . . . . . h2,k
0 h3,2 h3,3 . . . . . . h3,k
0 0 h4,3
. . . . . .
...
0 0 0
. . . hk−1,k−2
...
... 0 0
. . . hk,k−1 hk,k
0 . . . . . .
. . . 0 hk+1,k


(4.57)
Equation (4.55) yields:
ZQk = Qk+1Hk (4.58)
where Qk = [q1, . . . ,qk] and Qk+1 = [q1, . . . ,qk,qk+1]. Therefore we can write:
Zqk = h1,kq1 + h2,kq2 + . . .+ hk,kqk + hk+1,kqk+1 (4.59)
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Hence the expression for the orthonormal qk vector can be written:
qk+1 =
Zqk −
∑k
i=1 hi,kqi
hk+1,k
(4.60)
Now the GMRES iterative method can be derived using the Arnoldi approach described
in Table (4.5). Assume x(k) = Qky, so that the problem now is to find a vector y that
minimises the following expression:
min
y∈Kk
||v − ZQky|| (4.61)
instead of miny∈Kk ||v − Zy||. Equation (4.61) will be much easier to handle, because Qk
is well-conditioned due to its orthonormal columns. Substituting (4.58) in (4.61) we obtain:
y(k) = min
y∈Kk
||v −Qk+1Hky|| (4.62)
Using the property that the 2-norm is not changed if multiplied by a unitary matrix we
can write:
y(k) = min
y∈Kk
∣∣∣∣QTk+1v −QTk+1Qk+1Hky∣∣∣∣ (4.63)
which leads to:
y(k) = min
y∈Kk
∣∣∣∣QTk+1v −Hky∣∣∣∣ (4.64)
The vector QTk+1v is given by:
QTk+1v =


qT1 v
qT2 v
...
qTk+1v


(4.65)
It is known that the columns qj of Qk are orthonormal, therefore q1 =
v
||v|| , and q
T
j v = 0
for any j > 1. Thus we can write:
QTk+1v = ||v|| e1 (4.66)
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where e1 is referred to as the first vector and is given by:
e1 = [1, 0, 0, . . . , 0] (4.67)
Equation (4.66) can now be replaced in (4.64):
y(k) = min
y∈Kk
||||v|| e1 −Hky|| (4.68)
and x(k) = Qky
(k). The GMRES algorithm is outlined in Table (4.6) [11].
The conventional termination criteria for the GMRES method is that the relative residual
||r(k)||
||v|| should be smaller than a previously assigned tolerance [11].
The GMRES method provides a generally acceptable solution for the Zx = v matrix
equation without requiring too many iterations. It requires extra computational resources
when increasing the number of iterations due to the fact that in order to achieve an accurate
result all the computed orthonormal vectors have to be stored[15].
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Table 4.5: Arnoldi Iteration
The Arnoldi Algorithm to reduce Z to a Hessenberg form
set q1 =
v
||v||
for k = 1, 2, . . .
w = Zqk
for j = 1, 2, . . . , N
hj,k = q
T
j w
w = w − hj,kqj
end
hk+1,k = ||w||
qk+1 =
w
hk+1,k
end
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Table 4.6: GMRES Iteration
The Generalised Minimum Residual Iterative Algorithm
q1 =
v
||v||
for k = 1, 2, . . .
w = Zqk
for j = 1, 2, . . . , N
hj,k = q
T
j w
w = w − hj,kqj
for j = 1, 2, . . . , i− 1
end
hk+1,k = ||w||
qk+1 =
w
hk+1,k
find y that minimises ||||v|| e1 −Hky||
set x(k) = Qky
(k)
check if
||v−Zx(k)||
||v|| < tolerance
end
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4.3.2 Conjugate Gradient Method
The Conjugate Gradient (CG) method is another non-stationary iterative technique that
is a part of a separate class of iterative solvers known as the Conjugate Direction Methods
[11]. This method is used in order to solve the Zx = v matrix equation where Z is
Hermitian positive definite. Consider the quadratic function F (x) [11]:
F (x) = c− vTx+ 1
2
xTZx (4.69)
where c ∈ R. The objective of the Conjugate Gradient method is to find a minimum of F .
Assume that c = 0. Therefore it can be stated that [11]:
∇F (x) = −v + Zx (4.70)
As the original equation is Zx = v, finding the F such that ∇F = 0 will lead to the
solution of the matrix equation.
The Conjugate Gradient method is based on finding a set of conjugate directions for
Z. The first direction is the steepest descent and has the following formulation [11]:
d(0) = −∇F (x(0)) (4.71)
= v − Zx(0) (4.72)
where x(0) is the initial guess of the solution. A parameter α0 is chosen in order to minimize
F so that:
x(1) = x(0) + α0d
(0) (4.73)
Similarly at kth approximation αk is chosen to optimise the distance travelled in the
direction d(k), leading to:
x(k+1) = x(k) + αkd
(k) (4.74)
The residual vector r(k) given by r(k) = v−Zx(k) indicates how far the current estimate is
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from satisfying the matrix equation and it represents the direction of the steepest descent.
The scalar parameter αk can be computed by expressing F (x
(k)) in terms of αk:
F (x(k+1)) =
1
2
(
x(k) + αkd
(k)
)T
Z
(
x(k) + αkd
(k)
)
− vT
(
x(k) + αkd
(k)
)
(4.75)
αk minimises F (x
(k+1)) when ∂
∂αk
F (x(k+1)) = 0, yielding:
αk =
(r(k))T r(k)
(d(k))TZd(k)
(4.76)
In addition a scalar β is computed using the Gram-Schmidt process, which defines the
direction d(k). Consider a set of linearly independent vectors u(0), . . . ,u(k). Gram-Schmidt
obtains Z-orthogonal vectors d(0) . . . ,d(k) by subtracting any components d(k) that are not
Z-orthogonal to d(k−1) from u(k). Given a positive definite matrix Z, two vectors m and
n are said to be Z-orthogonal if
mTZn = 0 (4.77)
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Figure 4.1: The Gram-Schmidt conjugate process
A schematic description of the Gram-Schmidt algorithm is presented in Figure (4.1).
Two linearly independent vectors u(0) and u(1) are considered in Figure (4.1(a)). Set
d(0) = u(0). The two components of u(1) are presented in Figure (4.1(b)), where uc is
Z-orthogonal to d(0) and up is parallel to d
(0). After the Gram-Schmidt process only the
Z-orthonormal component uc remains, whereby d
(1) = uc as seen in (4.1(b)).
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In general:
d(k) = u(k) +
k−1∑
i=0
βikd
(i) (4.78)
(d(k))T = (u(k))T +
k−1∑
i=0
βik(d
(i))T (4.79)
where β
(k)
i are defined for k > i. By multiplying both side with Zd
(j) we obtain:
(d(k))TZd(j) = (u(k))TZd(j) +
k−1∑
i=0
βik(d
(i))TZd(j) (4.80)
Since the vectors d are Z-orhtogonal, the property 4.77 can be applied, leading to:
0 = (u(k))TZd(j) + βik(d
(k))TZd(j) for k > j (4.81)
Therefore the scalar β can be expressed as
βik = − (u
k)TZd(j)
(d(j))TZd(j)
(4.82)
Now set r(k) = u(k). βik only exists for i > k and is now referred to as βk and it can be
written in terms of the residual:
βk = − (r
k)TZd(j)
(d(j))TZd(j)
(4.83)
For each new iteration a new direction is computed [11]:
d(k+1) = r(k+1) + βkd
(k) (4.84)
The residuals are given by:
r(k) = v − Zx(k) (4.85)
= v − Z(x(k−1) + αk−1d(k−1)) (4.86)
73
This leads to:
Zd(k−1) =
r(k) − r(k−1)
αk−1
(4.87)
By replacing Equation (4.87) in Equation (4.83) β can now be written as
βk = − 1
αk
(r(k))T (r(k+1) − r(k))
(d(k))TZd(k)
(4.88)
And finally, replacing (4.76) in (4.88) βk can be written in terms of residuals only:
βk =
(r(k+1))T r(k+1)
(r(k))T r(k)
(4.89)
Other methods have been developed from the CG algorithm, for example the Conju-
gate Gradient Normal Equations Residual Method (CGNR) which is applicable to non-
symmetric systems. In order to apply the CGNRmethod a simple substitution is performed
within the Conjugate Gradient Z← ZHZ, where ZH is the Hermitian transpose of Z. This
leads to the following equation to be solved:
ZZHx = ZHv (4.90)
The Conjugate Gradient Normal Equations Error (CGNE) method is another variation of
the CG technique where the matrix equation has the form:
ZZHy = v (4.91)
so that x = ZHy. The Conjugate Gradient algorithm is presented in Table (4.7) [14].
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Table 4.7: CG Iteration
The Conjugate Gradient Iterative Algorithm to solve the matrix equation Zxv
x(0) = 0; r(0) = v − Zx(0); d(0) = r(0)
for k = 0, 1, . . .
αk =
(r(k))
T
r
k
(d(k))T Zd(k)
x(k+1) = x(k) + αkd
(k)
r(k+1) = r(k) − αkZd(k)
βk =
(r(k+1))T r(k+1)
(r(k))T r(k)
d(k+1) = r(k+1) + βkd
(k)
check if
||r(k+1)||
||v|| < tolerance
end
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4.3.3 BiConjugate Gradient
The Conjugate Gradient method is only suitable for symmetrical systems. The CGNR
method can be applied to non-symmetrical systems. However another variation of the
CG, referred to as Biconjugate Gradient method (BiCG), can be employed instead. The
BiCG is applicable to non-symmetrical systems but does not guarantee minimisation any-
more. Instead it replaces the orthogonal sequence of residuals by two mutually orthogonal
sequences. Hence the BiCG involves the computation of two different residuals and two
different directions at each iteration. The BiCG requires a much smaller storage demand
compared to the GMRES method which makes it more cost effective [17]. Two separate
residuals are updated so that [17; 16]:
r(k+1) = r(k) − αkZd(k) (4.92)
r¯(k+1) = r¯(k) − αkZT d¯(k) (4.93)
and the search directions are given by:
d(k+1) = r(k) + βkd
(k) (4.94)
d¯(k+1) = r¯(k) + βkd¯
(k) (4.95)
The parameters αk and βk are specified as:
αk =
(r¯(k))T r(k)
(d¯(k))TZd(k)
(4.96)
βk =
(r¯(k+1))T r(k+1)
(r¯(k))T r(k)
(4.97)
The BiConjugate Gradient algorithm is described in Table (4.8) [14]. When the BiConju-
gate Gradient works, its convergence is comparable to that of GMRES, although requiring
twice the number of matrix-vector multiplies per iteration. However the BiCG method has
been shown to have an irregular performance in terms of convergence [16; 17; 21].
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Table 4.8: BiCG Iteration
The BiConjugate Gradient Iterative Algorithm to solve matrix equation Zx = v
x(0) = 0; r(0) = v − Zx(0)
choose r¯(0) = r(0)
set d(0) = r(0); d¯(0) = r¯(0)
for k = 1, 2, . . .
αk =
(r¯(k−1))T r(k−1)
(d¯(k))T Zd(k)
x(k+1) = x(k) + αkd
(k)
r(k+1) = r(k) − αkZd(k)
r¯(k+1) = r¯(k) − αkZT d¯(k)
βk =
(r¯(k))T r(k)
(r¯(k−1))T r(k−1)
d(k+1) = r(k) + βkd
(k)
d¯(k+1) = r¯(k) + βkd¯
(k)
check if
||r(k+1)||
||v|| < tolerance
end
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Other Conjugate Gradient method were also formulated, for example the Conjugate
Gradient Squared Method (CGS) was introduced in order to avoid the use of ZT in the
BiConjugate Gradient algorithm and therefore obtaining a higher convergence rate at a
similar computational cost. However the CGS method can introduce considerable rounding
errors which lead to inaccurate results [17; 70].
This drawback of the CGS can be removed by another Krylov subspace method known
as the Biconjugate Gradient Stabilised (BiCGSTAB). The BiCGSTAB employs the calcu-
lation of a steepest descent update, therefore leading to a much smoother convergence. It
can be very effective. However its performance is quite irregular [17].
4.4 Preconditioning
The Krylov subspace methods, or the non stationary iterative techniques, have been de-
scribed in Section 4.3. The convergence rate of these methods strongly depends on the
spectral properties of the coefficient matrix [13; 16; 17; 21; 22]. It is possible to improve
these spectral properties by using a preconditioner. A preconditioner is a matrix that
transforms the original linear system into a system with better spectral properties, but
such that the solution of the equivalent system remains the same. Consider the matrix
equation Zx = v. Suppose P is the preconditioning matrix so that [17; 16; 21]:
P−1Zx = P−1v (4.98)
It is obvious that this linear system has the same solution, but it may have the advantage
of improved spectral properties for the new coefficient matrix P−1Z. The convergence
properties of the iterative methods used to solve the new equation will improve since they
now depend on the eigenvalues of P−1Z and not the eigenvalues of Z. When choosing
a preconditioner it is important to ensure that it is somewhat an approximation of the
matrix Z and that the construction of P−1 does not require excessive resources.
The effective design of preconditioners is still a challenging research area. There are
various types of preconditioners. The iteration matrices of the stationary methods such as
Jacobi or Gauss-Seidel are commonly employed as preconditioners.
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The Jacobi preconditioner PJ is one of the simplest and most popular preconditioners
used. PJ is constructed by the diagonal elements of Z. A Block version is also available,
where diagonal blocks are used in order to construct the preconditioner. The block Jacobi
preconditioner is a block diagonal matrix [17]. The Jacobi preconditioner achieves a better
conditioning of the coefficient matrix P−1J Z without requiring large storage capacity.
Another well known preconditioning technique is the SSOR preconditioner and it has
the following formulation [22; 18; 17]:
PSSOR =
1
2− ω
(
1
ω
D+ L
)(
1
ω
D
)−1( 1
ω
D+U
)
(4.99)
where D is the diagonal matrix containing the diagonal elements of Z, L is the lower
triangular portion of Z and U is the upper triangular portion of Z. Block versions of the
SSOR preconditioner can be used in the same manner as the Jacobi preconditioner. It has
been observed that both Jacobi and SSOR preconditioners can significantly improve the
convergence characteristics of the Krylov iterative methods [22; 71; 72; 73; 74].
Another class of preconditioners is represented by Incomplete Factorization Precondi-
tioners or Incomplete LU Factorization (ILU). These methods are based on ignoring small
elements contained in the L and U matrices. The L and U matrices are not composed of
the lower or upper portions of the Z matrix. Consider LILU and UILU the new approxi-
mate lower and upper triangular portions of Z. This leads to the following decomposition
[11]:
Z = LILUUILU +E (4.100)
where E contains the eliminated elements, therefore ||E|| is small. The preconditioner
PILU has the form [11]:
PILU = LILUUILU (4.101)
The new term P−1ILUZ can be expected to be very close to the identity matrix if E contains
insignificantly small elements. The efficiency of the ILU preconditioner is much higher
when PILU is close to the original Z matrix, as this requires less iteration for the iterative
solvers. It is a popular method due to its simplicity, however it has a major drawback
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caused by the high memory resources required for creating and storing LILU and UILU
[75].
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4.5 Application of the stationary methods to EM wave scat-
tering
Many iterative methods have been developed for EM wave scattering problems in recent
years. In many cases they are based on the stationary methods discussed in this chapter.
In this section a few of these techniques are presented.
In [68] the Method of Ordered Multiple Interactions (MOMI) was presented. This
method is based on the idea of superimposing a grid over the scattering surface and calcu-
lating the interactions between separate points on the grid. This iterative technique was
applied to 2D perfectly electric conducting rough scatterers and it has been shown that
the unknown currents could be calculated at a much faster rate as well as requiring much
less storage capacity compared to direct inversion. Rino et al. have applied this method
together with source-directed slice sampling to 3D scatterers in [76], concluding that it
achieves poor convergence rate when applied to 3D objects. Tran [77] performs another
study on the MOMI technique applied to 2D scatterers and observes that the MOMI de-
pends on the ordering of the current elements and it tends to have a slower convergence
rate for surfaces that exhibit the possibility of multiple scattering. A variation of MOMI
referred to as the Forward-Backward (FB) method was introduced by Holliday et al. in
[69]. This new algorithm is based on the idea of marching an estimate of surface currents
forward and backward in order to build up a solution. West and Sturm have proven in [20]
that both the MOMI and the FB methods for perfect electric conductors are equivalent to
the Successive Symmetric Overrelaxation with the relaxation parameter set to 1.
The Forward-Backward method was initially applied to the Magnetic Field Integral
Equation Formulation (MFIE) showing satisfactory results after only a few iterations when
used to solve problems of electromagnetic wave scattering from closed perfect electric
conductors. The efficiency of the FB method used in conjunction with the MFIE was
again described in [78], this time applied to imperfect conductors.
The Forward-Backward technique employed in solving the EFIE is firstly presented
in [69]. The FB approach combined with the EFIE is further investigated by Pino et al.
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in [79], where a Generalised Forward-Backward (GFB) is applied to a PEC surface that
contains one or more large arbitrarily shaped obstacles. The GFB represents a combination
of Forward-Backward and MoM, whereby the fields along most of the scattering surface are
computed using the FB approach, whereas MoM is applied around the obstacle. The GFB
has been shown to provide high accuracy levels and low computational cost. However,
this was shown to be true only for small problems, proving to be too inefficient for large
obstacles.
Iodice [67] applied the Forward-Backward scheme to scattering from rough surfaces
with arbitrary complex dielectric constants, proving that it delivers a high accuracy when
applied to more difficult problems. He further investigated the applications of the Forward-
Backward method for solving electromagnetic wave scattering problems from rough dielec-
tric surfaces in [66], where he showed that the FB for dielectrics is equivalent to the Suc-
cessive Symmetric Overrelaxation method as well as evaluating its convergence for a large
number of realistic problems. In [64] and [65] it was shown that the number of iterations is
highly dependent on the roughness of the surface. Therefore for relatively smooth surfaces
a satisfactory result can be obtained after only a few iterations. A comparison between
Jacobi preconditioned generalised FB, BiCGSTAB and GMRES is performed when solving
the same problem as described by Pino et al. in [79], showing that the FB converges at a
faster rate.
Another range of methods based on the splitting of the scattering surface include the
Spatial Decomposition Technique [80], the Progressive Numerical Method [81] and the
Multiple Sweep Method of Moments [82]. The Spatial Decomposition Technique (SDT) is a
method based on the idea of splitting the surface of the scatterer into subregions, where the
surface currents are calculated separately for each subregion. It introduces the advantage of
not having to deal with one large matrix, but with a few smaller matrices. This technique is
described by Umashankar in [80] and [83], where the SDT was applied to 2D perfect electric
conductors and homogeneous dielectrics, showing that the SDT diminishes significantly the
required computer resources compared to the MoM. The Progressive Numerical Method
(PNM) is a similar technique based on the principle of splitting the surface of the scatterer
into subregions. When applying the PNM the field distribution is calculated for the first
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region, then this solution is used for the next subregion, then moving on to the next one,
using the solution form the previous region and so on. This method is suggested by Shafai in
[81]. This technique of splitting the surface of the scatterer into regions causes the error to
increase towards the edges of the regions due to a lack of coupling effects from neighbouring
regions. The PNM removes this disadvantage by overlapping the subregions. A comparison
between the SDT and PNM when applied to 2D conducting objects is presented in [63]
and [31], concluding that PNM is a more efficient and reliable method compared to the
SDT. The PNM combined with a wideband analysis has been presented in [84], allowing
to solve the scattering problem over a wide range of frequencies, where it is shown that
not only does PNM provide efficient results, but it also decreases the CPU-time.
In [82] the Multiple Sweep Method of Moments (MSMM) is presented, which, similarly
to the PNM and SDT, splits the scattering object into subsections and performs forward-
backward current marching from subregion to subregion, rather than from point to point.
An improved Forward Backward method is presented in [85] referred to as hybridized
Forward Backward, whereby an optimally sized correction step is introduced in the ap-
proximate direction of the largest eigenvector associated with the iteration matrix. The
hybridized Forward Backward is shown to improve the convergence of the classical for-
ward backward when applied to problems of electromagnetic wave scattering from P.E.C.
structures.
In this work the Buffered Block Forward Backward (BBFB) Method is applied to
solve the wave scattering problem. The BBFB introduces the novelty of computing the
interactions between the neighbouring regions, therefore reducing the artificially induced
edge effects.
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4.6 Conclusion
A description of various iterative methods used to solve the matrix equation obtained af-
ter applying the MoM to the IE formulation has been presented in this Chapter. Both
stationary and the non stationary iterative techniques have been described. A brief de-
scription of recent methods based on the surface splitting of the scatterer has also been
presented. The main focus of this thesis is the Buffered Block Forward Backward method
which is based on the Forward Backward algorithm, which in turn represents a version of
the stationary Successive Symmetric Overrelaxation method. In the following chapters the
Buffered Block Forward Backward Method will be applied to solving problems of EM scat-
tering from perfect electric conductors, closed and open 2D homogeneous structures and
3D homogeneous dielectric objects. The convergence rate of the Buffered Block Forward
Backward technique will also be compared to that of the non stationary iterative solvers.
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Chapter 5
Buffered Block Forward Backward
Method applied to Perfectly
Conducting structures
5.1 Introduction
The efficient solution of the matrix equations produced when the method of moments is ap-
plied to the Electric Field Integral Equation (EFIE) is an essential topic in Computational
Electromagnetics. In Chapter 4 the stationary and nonstationary iterative techniques used
for solving this problem were presented. In this chapter the Buffered Block Forward Back-
ward (BBFB) method is introduced. It is applied to problems of electromagnetic scattering
from perfectly conducting structures and is compared to other Krylov methods.
The BBFB is based on the Forward Backward technique. The Forward Backward (FB)
method has been presented in [69]. The FB method has been shown to be equivalent to
the Symmetric Successive Overrelaxation (SSOR) methods when the relaxation parameter
is ω = 1 [20]. Extensive research has been performed on the efficiency of the FB technique
when applied to various 2D scatterers ranging from perfect electric conductors to dielectrics
[78; 64; 65; 66; 67] and it has been shown that the FB method achieves high convergence
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speed when applied to appropriate 2D scatterers. The Block Forward Backward is another
technique based on the FB approach whereby the currents are calculated not from point
to point, but the scatterer is divided into subregions and the currents are marched from
subregion to subregion. By partitioning the scattering surface false edges are introduced.
[86] presents a modified block forward-backward approach based on overlapping subregions.
When applying this technique the neighboring regions are considered as well in order to
dampen any spurious diffraction caused by the false edges. Here this method is referred to
as Buffered Block Forward Backward (BBFB) algorithm.
5.2 Review of Buffered Forward Backward Method
The Electric Field Integral Equation (EFIE) formulation has been presented in Chapter
3. The Method of Moments (MoM) with N basis and testing functions is then applied to
the EFIE in order to obtain the matrix equation that is to be solved in order to calculate
the unknown current density. For the matrix equation ZJ = V the forward sweep of the
Forward Backward method is given by:
ZiiJ
k+ 1
2
i = Vi −
∑
j<i
ZijJ
(k+ 1
2
)
j −
∑
j>i
ZijJ
(k)
j for i = 1, . . . , N (5.1)
while the backward sweep is given by:
ZiiJ
(k+1)
i = Vi −
∑
j<i
ZijJ
(k+ 1
2
)
j −
∑
j>i
ZijJ
(k+1)
j for i = N, . . . , 1 (5.2)
where N is the number of basis functions used to discretise the scatterer.
When considering a Block Forward Backward method the basis functions are grouped
into M non-overlapping groups, numbered 1 to M , as can be seen in Figure (5.1). The
currents are no longer calculated from point to point, but from subregion to subregion.
The interactions between groups m and n are given by the impedance submatrix Z˜mn.
The subvector V˜m represents the incident field on group m. Obviously, the groups chosen
define a unique decomposition of the impedance matrix Z into blocks or submatrices.
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Figure 5.1: Metallic plate divided into subregions. The interactions between regions m
and n are in the sub matrix Z˜mn
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The Block Forward Backward method marches the solution from group to group, com-
putes the fields scattered from other groups and updates the currents within each group,
as described in Figure (5.2). The forward sweep of the BFB technique is described in
equation (5.3):
Z˜mmJ˜
(k+ 1
2
)
m = V˜m −
∑
n<m
Z˜mnJ˜
(k+ 1
2
)
n −
∑
n>m
Z˜mnJ˜
(k)
n for m = 1, . . . ,M (5.3)
The backward sweep of the BFB method is shown in equation (5.4)
Z˜mmJ˜
(k+1)
m = V˜m −
∑
n<m
Z˜mnJ˜
(k+ 1
2
)
n −
∑
n>m
Z˜mnJ˜
(k+1)
n for m =M, . . . , 1 (5.4)
Note that in Equations (5.3) and (5.4) the first part of the right hand side, namely V˜m −∑
n<m Z˜mnJ˜
(k+ 1
2
)
n , is the same for the forward and the backward sweep. Therefore it needs
to be calculated only once, thus reducing the computational effort of the method.
However the artificially introduced edges between each subregion produce unwanted
edge effects which can cause the divergence of the method. This problem can be allevi-
ated by including the interactions from the neighbouring regions, which yields the Buffered
Block Forward Backward (BBFB) method. The neighbouring regions are referred to as
buffers. Note that it is possible to develop the algorithm using buffer regions of arbitrary
size. Indeed if we chose a buffer region of size zero it reduces to a standard Block For-
ward Backward algorithm. In what follows we assume the buffer region consists of the
immediately neighbouring group in the forward or backward directions. This procedure is
described in figure (5.3)
The BBFB (k + 1)st iteration takes place in two steps. During the forward sweep the
following matrix equation is sequentially solved for i = 1...M − 1

 Z˜ii Z˜i(i+1)
Z˜(i+1)i Z˜(i+1)(i+1)



 J˜
(k+ 1
2
)
i
B˜i+1

 =

 V˜i
V˜i+1

−

 L˜i
L˜i+1

−

 U˜i
U˜i+1


Z˜ij is the submatrix of Z containing interactions between basis groupings i and j. J˜
(k+ 1
2
)
i is
the (k+ 12) iterate estimate of the basis amplitudes in basis grouping i. L˜i and U˜i contain
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Figure 5.2: The Block Forward Backward method applied to a P.E.C. plate
89
Figure 5.3: The Buffered Block Forward Backward Method applied to a P.E.C. plate.
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information about fields scattered from other groups to group i.
L˜i =
i−1∑
j=1
Z˜ijJ˜
(k+ 1
2
)
j (5.5)
U˜i =
M∑
j=i+2
Z˜ijJ˜
(k)
j (5.6)
It is clear that group (i + 1) acts as a buffer region for group i in this forward sweep.
The buffer region unknown B˜i+1, is a subvector of size ni+1, where ni is the number of
unknowns in the ith group. Its role is to hold a temporary approximate solution for the
currents in group (i + 1) in order to allow these currents to accurately couple with the
currents in group i, removing, or at least damping, any spurious edge effects within this
group. Group M does not require a buffer during the forward sweep and so the M th
problem to be solved in the forward sweep is given by:
Z˜MM J˜
(k+ 1
2
)
M = V˜M −
M−1∑
j=1
Z˜MjJ˜
(k+ 1
2
)
j (5.7)
During the backward sweep the following matrix equation is sequentially solved for i =
M, ...2:

 Z˜(i−1)(i−1) Z˜(i−1)i
Z˜i(i−1) Z˜ii



 B˜i−1
J˜
(k+1)
i

 =

 V˜i−1
V˜i

−

 L˜i−1
L˜i

−

 U˜i−1
U˜i


where
L˜i =
i−2∑
j=1
Z˜ijJ˜
(k+ 1
2
)
j (5.8)
U˜i =
M∑
j=i+1
Z˜ijJ˜
(k+1)
j (5.9)
Group 1 does not require a buffer during the backward sweep and so the final problem to
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be solved during the backward sweep is given by:
Z˜11J˜
(k+1)
1 = V˜1 −
∑
j≥2
Z˜1jJ˜
(k+1)
j (5.10)
5.2.1 Convergence Analysis
Given the matrix equation ZJ = V where Z has the form:
Z =


Z˜11 Z˜12 Z˜13 . . . Z˜1m
Z˜21 Z˜22 Z˜23 . . . Z˜2m
Z˜31 Z˜32 Z˜33 . . . Z˜3m
Z˜41 Z˜42 Z˜43 . . . Z˜4m
...
...
...
...
...
Z˜m1 Z˜42 Z˜m3 . . . Z˜mm


(5.11)
It is straightforward to verify that each forward sweep of the BBFB is equivalent to a
forward sweep of an unbuffered block forward-backward method applied to the augmented
matrix equation
ZfJf = Vf (5.12)
where
Zf =


Z˜11 Z˜12 0 0 Z˜13 0 · · · Z˜1m
Z˜21 Z˜22 0 0 Z˜23 0 · · · Z˜2m
Z˜21 0 Z˜22 Z˜23 0 0 · · · Z˜2m
Z˜31 0 Z˜32 Z˜33 0 0 · · · Z˜3m
Z˜31 0 Z˜32 0 Z˜33 Z˜34 · · · Z˜3m
Z˜41 0 Z˜42 0 Z˜43 Z˜44 · · · Z˜4m
...
...
...
...
...
...
...
...
Z˜m1 0 Z˜m2 0 Z˜m3 0 · · · Z˜mm


(5.13)
and
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Jf =
[
J˜1 B˜2 J˜2 B˜3 · · · J˜M
]T
(5.14)
Vf =
[
V˜1 V˜2 V˜2 V˜3 · · · V˜M
]T
(5.15)
Horizontal and vertical lines are used to make explicit the blocks of Zf ,Jf and Vf to be
used during the unbuffered block forward sweep. In turn, it is straightforward to show that
the unbuffered block forward sweep applied to equation (5.12) is equivalent to a forward
sweep of the standard (point by point, rather than block by block) forward-backward
method applied to a preconditioned version of equation (5.13). The preconditioner is a
block diagonal matrix composed of the diagonal blocks of matrix (5.13).
From the resultant preconditioned matrix we can extract the following equation for J.
YJ = A (5.16)
The matrix Y has a block structure reflecting the basis groupings that have been imposed.
Specifically, for i < M , Y˜ii is a ni×ni identity matrix while Y˜i(i+1) = 0. For j /∈ {i, i+ 1}
Y˜ij is obtained by taking the first ni rows of the (ni + ni+1)× nj matrix

 Z˜ii Z˜i(i+1)
Z˜(i+1)i Z˜(i+1)(i+1)


−1 
 Z˜ij
Z˜(i+1)j

 (5.17)
For the special case i =M we have
Y˜ij = Z˜
−1
ii Z˜ij (5.18)
It can be shown in a similar manner that the backward sweep of the BBFB is equiv-
alent to a backward sweep of the standard (point by point, not block by block) forward -
backward method applied to the matrix equation
WJ = B (5.19)
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For i > 1 W˜ii is a ni × ni identity matrix while W˜i(i−1) = 0. For j /∈ {i− 1, i} W˜ij is
obtained by taking the last ni rows of the (ni−1 + ni)× nj matrix

 Z˜(i−1)(i−1) Z˜(i−1)i
Z˜i(i−1) Z˜ii


−1 
 Z˜(i−1)j
Z˜ij

 (5.20)
For the special case i = 1 we have
W˜ij = Z˜
−1
ii Z˜ij (5.21)
The structure of the vectors A and B are similar but unimportant as they do not affect
the convergence properties of the method. The iteration matrix M is defined as:
M = (DW −UW )−1LW (DY − LY )−1UY (5.22)
where DW , LW and UW are the diagonal, lower triangular and upper triangular parts of
the matrix W with similar definitions applying to DY , LY and UY . It is thus possible to
state that (k) (defined as J−J(k), the error vector after the kth complete BBFB iteration)
evolves as
(k+1) =M(k) (5.23)
Hence it is shown that the BBFB method will converge if the eigenvalues of M all
have a magnitude less than 1. The convergence of the method is thus independent on the
source location. The numerical experiments carried out for this thesis suggest that the
convergence rate can be improved by choosing larger buffer regions, though at the cost of
increased computation times.
5.2.2 Results
A wedge is created by joining two perfectly conducting flat plates of side 3λ × 3λ (at
f = 300MHz) along a common edge. One plate is in the xy plane with opposite corners
at (−0.5,−0.5, 0) and (2.5, 2.5, 0). The common edge runs from (−0.5, 2.5, 0) to (2.5, 2.5, 0)
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and the inclination of the second plate is allowed to vary by setting the wedge interior angle
α as can be seen in figure (5.4). A vertical half wavelength dipole source was placed at
(0,−11/√3, 10).
The 4200 basis functions were divided into 18 groups of roughly equal size, each strip
running in the x direction as can be seen in figure (5.4). The BBFB method described in
this chapter was compared to a conjugate gradient normal equations (CGNE) solver. The
CGNE solver used a block diagonal preconditioner, where each block was based on three
BBFB basis groupings, whereby each main subregion contained 3 groups and the buffer
for each subregion contained one neighbouring group
P =


Z˜(1)(1) Z˜(1)(2) Z˜(1)(3) 0 . . . . . . . . . . . . . . . . . . 0
Z˜(2)(1) Z˜(2)(2) Z˜(2)(3) 0 . . . . . . . . . . . . . . . . . . 0
Z˜(3)(1) Z˜(3)(2) Z˜(3)(3) 0 . . . . . . . . . . . . . . . . . . 0
0 0 0 Z˜(4)(4) Z˜(4)(5) Z˜(4)(6) 0 . . . . . . . . . 0
0 0 0 Z˜(5)(4) Z˜(5)(5) Z˜(5)(6) 0 . . . . . . . . . 0
0 0 0 Z˜(6)(4) Z˜(6)(5) Z˜(6)(6) 0 . . . . . . . . . 0
...
...
... . . . . . . . . .
. . . . . .
... . . .
...
. . .
...
...
...
...
...
...
... Z˜(16)(16) Z˜(16)(17) Z˜(16)(18)
0 . . . . . . . . . . . .
...
...
... Z˜(17)(16) Z˜(17)(17) Z˜(17)(18)
0 . . . . . . . . . . . . . . .
... . . . Z˜(18)(16) Z˜(18)(17) Z˜(18)(18)


(5.24)
Figures (5.5) and (5.6) depict the normalised error log10
||V−ZJBBFB||
||V|| , where J
BBFB is
the surface current density calculated using the BBFB approach. In order to provide a
fair comparison between the two methods, the normalised errors are plotted against the
number of complex multiplications required per iteration. It can be seen that the BBFB
converges significantly quicker than the CGNE though the convergence rate slows as the
wedge angle diminishes as can be seen in Figure (5.6(a)).
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Figure 5.4: Buffered Block Forward Backward Method applied to a wedge of perfectly
conducting plates.
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Figure 5.5: Average boundary condition error against number of computations
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(b) Wedge angle α = pi/2
Figure 5.6: Average boundary condition error against number of computations
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5.3 Conclusion
In this Chapter the Buffered Block Forward Backward Method is introduced. The BBFB
technique is a variation of the Forward Backward method, which in turn is equivalent to
Symmetric Successive Overrelaxation with the relaxation parameter ω set to 1. The Block
Forward Backward Method is a block variation of the Forward Backward solver, whereby
the basis functions are grouped into subregions and the BFB marches the currents from
subregion to subregion, rather than from basis function to basis function. The Buffered
Block Forward Backward technique introduces the novelty of computing the interactions
between the neighbouring subregions as well, thus reducing the edge effects induced ar-
tificially when grouping the basis functions. It is shown that the BBFB technique is
independent of incident source positioning
The BBFB is applied to a wedge composed of two perfectly conducting plates. The
structure is partitioned into 18 subregions, which are grouped together in groups of 3.
Each group has 1 neighbouring subregion acting as a buffer. The angle between the plates
is modified in order to assess the performance of the BBFB. The results suggest the the
BBFB is very effective in terms of normalised error. It reaches satisfactory error even
when the angle between the plates is diminishing. The BBFB was also compared against
preconditioned CGNE and it is shown that the BBFB has a much higher convergence rate.
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Chapter 6
BBFB applied to 2D dielectric
scatterers
6.1 Introduction
The Buffered Block Forward Backward method applied to a P.E.C. structure was presented
in Chapter 5. In this Chapter the BBFB is extended to the problem of scattering from
2D homogeneous dielectric objects. The coupled Electric Field Integral Equation (EFIE)
formulation is used. While scattering from a perfectly conducting object can be described
in terms of a single integral equation describing fields external to the scatterer, scattering
from a homogeneous dielectric body is described in terms of Coupled Electric Field Integral
Equations involving expressions for both interior and exterior fields.
6.1.1 Coupled Electric Field Integral Equations for homogeneous dielec-
tric bodies
The problem of scattering from a dielectric homogeneous body can be formulated using
the Coupled Electric Field Integral Equations. The derivation of these equations has been
presented in Sections 3.1.5 and 3.2.3 and they are briefly summarised below.
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Eincz (t) = K
t(t) + jk0η0A
(0)
z + {
∂F
(0)
y
∂x
− ∂F
(0)
x
∂y
}S+ (6.1)
0 = −Kt(t) + jkdηdA(d)z + {
∂F
(d)
y
∂x
− ∂F
(d)
x
∂y
}S− (6.2)
The formulation invokes the surface equivalence principle and expresses the fields interior
and exterior to the scatterer in terms of vector potentials A and F [3]:
A(i)z =
∫
Jz(t
′
)
1
4j
H
(2)
0 (kiR)dt
′
(6.3)
F¯
(i)
t =
∫
tˆ(t
′
)Kt(t
′
)
1
4j
H
(2)
0 (kiR)dt
′
(6.4)
These potentials are written in terms of tangential magnetic field (electric current J) and
the tangential electric field (the so called magnetic current K). tˆ(t′) represents a unit
vector tangent to the contour of the 2D scatterer.
Consider a homogeneous dielectric scatterer as presented in Figure (6.1). The method
of moments with N pulse basis functions and Dirac Delta testing functions is applied
whereby the scatterer is now described by flat segments as presented in Figure (6.2(a)).
This yields: 
 A B
C D



 j
k

 =

 E
0

 (6.5)
Each of A, B, C, D is a N ×N matrix having the elements [3]:
Amn =
k0η0
4
∫
cell n
H
(2)
0 (k0R)dt
′
(6.6)
Bmm =
1
2
(6.7)
Bmn =
k0
4j
∫
cell n
(cosφn
∆x
Rm
+ sinφn
∆y
Rm
)H
(2)
1 (k0Rm)dt
′
(6.8)
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Cmn =
kdηd
4
∫
cell n
H
(2)
0 (kdR)dt
′
(6.9)
Dmm = −1
2
(6.10)
Dmn =
kd
4j
∫
cell n
(cosφn
∆x
Rm
+ sinφn
∆y
Rm
)H
(2)
1 (kdRm)dt
′
(6.11)
(xm, ym) is the centre of segment m, and φn is the polar angle of the normal vector nˆ to
the segment n and these parameters are schematically presented in Figure (6.2(b)). ∆x
and ∆y are given by:
∆x = xm − x(t′) (6.12)
∆y = ym − y(t′) (6.13)
Figure 6.1: Homogeneous Dielectric scatterer.
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(a)
(b) Cells m and n of the discretised homogeneous scatterer
Figure 6.2: A homogeneous dielectric scatterer discretised into flat cells.
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6.2 Buffered Block Forward Backward Method
In order to best describe the BBFB method we explicitly rewrite equation (6.5) illustrating
the matrix entries:


A11 A12 A13 . . . A1N B11 B12 B13 . . . B1N
A21 A22 A23 . . . A2N B21 B22 B23 . . . B2N
...
...
...
...
...
...
...
...
...
...
AN1 AN2 AN3 . . . ANN BN1 BN2 BN3 . . . BNN
C11 C12 C13 . . . C1N D11 D12 D13 . . . D1N
C21 C22 C23 . . . C2N D21 D22 D23 . . . D2N
...
...
...
...
...
...
...
...
...
...
CN1 CN2 CN3 . . . CNN DN1 DN2 DN3 . . . DNN




j1
j2
...
jN
k1
k2
...
kN


=


E1
E2
...
EN
0
0
...
0


The unknowns can be rearranged to sequentially run through the unknowns in each domain
j1, k1, j2, k2,. . ., jN , kN rather than first running through the unknown electric current
amplitudes j1, j2,. . ., jN and then the magnetic current amplitudes k1, k2,. . ., kN . This
rearrangement yields:


A11 B11 A12 B12 A13 B13 . . . A1N B1N
C11 D11 C12 D12 C13 D13 . . . C1N D1N
A21 B21 A22 B22 A23 B23 . . . A2N B2N
C21 D21 C22 D22 C23 D23 . . . C2N D2N
...
...
...
...
...
...
...
...
...
AN1 BN1 AN2 BN2 AN3 BN3 . . . ANN BNN
CN1 DN1 CN2 DN2 CN3 DN3 . . . CNN DNN




j1
k1
j2
k2
...
jN
kN


=


E1
0
E2
0
...
EN
0


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This can be re-written more compactly as:


Z11 Z12 . . . Z1N
Z21 Z22 . . . Z2N
...
...
...
...
ZN1 ZN2 . . . ZNN




J1
J2
...
JN


=


V1
V2
...
VN


(6.14)
where Zmn is a 2× 2 matrix containing interactions between the unknowns jm, km and jn,
kn.
Zmn =

 Amn Bmn
Cmn Dmn

 (6.15)
If we group basis function domains together into M groupings each containing N
M
basis
functions we can write a block version of equation (6.14) as:


Z˜11 Z˜12 . . . Z˜1M
Z˜21 Z˜22 . . . Z˜2M
...
...
...
...
Z˜M1 Z˜M2 . . . Z˜MM




J˜1
J˜2
...
J˜M


=


V˜1
V˜2
...
V˜M


(6.16)
where Z˜mn contains the interactions between all basis functions in groups m and n. A
forward-backward solver finds a global solution by solving a sequence of problems, each
one describing the surface current in one grouping. By “marching” the currents forward
and backward from group to group a solution can be found in a manner that can be more
efficient than using other iterative solvers. A block forward backward proceeds by:
Z˜mmJ˜
(k+ 1
2
)
m = V˜m −
∑
n<m
Z˜mnJ˜
(k+ 1
2
)
n −
∑
n>m
Z˜mnJ˜
(k)
n (6.17)
Z˜mmJ˜
(k+1)
m = V˜m −
∑
n<m
Z˜mnJ˜
(k+ 1
2
)
n −
∑
(n>m)
Z˜mnJ˜
(k+1)
n (6.18)
In Chapter 5 the Buffer Block Forward Backward method was presented. This algo-
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rithm was firstly introduced in [86] and [87] and it represents a variation of the block
successive overrelaxation method. As has been described in Section 5.2, rather than solv-
ing for the unknowns in each group individually the interactions with neighboring groups
(referred to as buffer regions) are included in order to suppress spurious diffraction effects
that would otherwise arise and cause the solution to diverge. Recall that the forward sweep
of the BBFB scheme is given by [87]:

 Z˜mm Z˜m(m+1)
Z˜(m+1)m Z˜(m+1)(m+1)



 J˜
(k+ 1
2
)
m
B˜m+1

 =

 V˜m
V˜m+1

−

 L˜m
L˜m+1

−

 U˜m
U˜m+1


In the forward sweep group m+1 acts as a buffer zone for group m. B˜m+1 is a dummy
unknown used to temporarily compute the unknowns in group m+1 in order to allow their
accurate interaction with the unknowns in group m. The last two quantities on the right
incorporate scattering from other groups and are given by:

 L˜m
L˜m+1

 =


∑
n<m Z˜mnJ˜
(k+ 1
2
)
n∑
n<m Z˜(m+1)nJ˜
(k+ 1
2
)
n

 (6.19)

 U˜m
U˜m+1

 =


∑
n>m+1 Z˜mnJ˜
(k+ 1
2
)
n∑
n>m+1 Z˜(m+1)nJ˜
(k+ 1
2
)
n

 (6.20)
In the backward sweep the group m − 1 acts as a buffer for group m and the process is
updated as:

 Z˜(m−1)(m−1) Z˜(m−1)m
Z˜m(m−1) Z˜mm



 B˜m−1
J˜
(k+1)
m

 =

 V˜m−1
V˜m

−

 L˜m−1
L˜m

−

 U˜m−1
U˜m

 (6.21)
where the lower sum in L˜ is now over n < m− 1 and upper sum in U˜ is over n > m given
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by:
L˜m =
∑
n<m−1
Z˜mnJ˜
(k+ 1
2
)
n (6.22)
U˜m =
∑
n>m
Z˜mnJ˜
(k+1)
n (6.23)
6.2.1 Mie series
In order to validate our implementation of the MoM, we choose to compare it against the
analytical Mie series approach. The Mie series allows the computation of the exact fields
at any point interior or exterior to a sphere. In particular we use it to compute the surface
fields and hence current densities. The Mie series approach can only be applied to 2D and
3D spheres [88], although other modal solutions are available for other canonical surfaces.
Consider a homogeneous dielectric 2D sphere and a TM z plane wave incident field
propagating in the x direction as shown in Figure (6.3), where r is the radius of the
cylinder, and (P, φ) is the coordinate of the field point in cylindrical coordinates. The
region exterior to the scatterer is free space described by the parameters ε0 and µ0 and the
sphere has material parameters ε and µ. The total field at point P can be expressed as:
Etot = Einc + Es (6.24)
where the subscript z is omitted as it is understood that all electric fields are in the kˆ
direction
The incident field can be expressed as:
Einc = e−k0ρ cosφ =
∞∑
n=−∞
−nJn(k0ρ)e
nφ (6.25)
where Jn(k0ρ) is the Bessel function of nth order and k0 is the wavenumber in free space.
The scattered field external to the cylinder can be described by equation (6.26)
Es =
∞∑
n=−∞
−nAnH
(2)
n (k0ρ)e
nφ (6.26)
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Figure 6.3: Incident plane wave on a dielectric circle with radius r.
whereH
(2)
n (k0ρ) is the Hankel function of order n of the second kind which can be expressed
in terms of the Bessel function of the first kind of order n (Jn) and the Bessel function of
the second kind of order n (Yn) shown in Equation (6.27):
H(2)n (k0ρ) = Jn(k0ρ)− Yn(k0ρ) (6.27)
The term An is given by:
An =
η0
ηd
Jn(k0r)J
′(kdr)− J ′(k0r)Jn(kdr)
Jn(kdr)H
(2)′
n (k0r)− η0ηdJ ′n(kdr)H
(2)
n (k0r)
(6.28)
where kd is the wavenumber associated with the interior of the scattering object, η0 is the
wave impedance in free space and ηd is the wave impedance of the dielectric cylinder. The
Etot field interior to the scatterer can be expressed as:
Etot =
∞∑
n=−∞
−nBnJn(kdρ)e
nφ (6.29)
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where
Bn =
−2
pik0r
Jn(kdr)H
(2)′
n (k0r)− η0ηdJ ′n(kdr)H
(2)
n (k0r)
(6.30)
In order to compare the Mie series and our implementation of the MoM, a 2D cylinder
with radius r = 2m is considered. The frequency is 300 MHz. The MoM implementation
uses 10 discretisations per wavelength, leading to 280 basis functions. The Mie series
approach uses 30 terms, whereby the infinite series is truncated at n = −15 and n =
+15. The relative dielectric permittivity of the cylinder is εr = 5. The surface currents
are computed using both techniques and Figure (6.4) shows that very good agreement is
achieved between both the real and the imaginary parts of the surface magnetic current.
Good agreement is also achieved for the surface electric current shown in Figure (6.5).
Since the results obtained using the Integral Equation formulation match very well
the Mie series formulation, it can be concluded that the MoM implementation is correct.
Therefore the Buffered Block Forward Backward Method can be applied to the matrix
equation in order to compute the surface currents. The comparison between the MoM
formulation and the Mie series was performed for many cases, for various relative permit-
tivity values and for various values of the cylinder radius. For brevity only one example
is presented in this section. Nevertheless it should be noted that very good agreement
between the two formulations has been achieved for all the case studies.
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(a) Real component of the Magnetic Current computed using the IE and the Mie
series formulations
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(b) Imaginary component of the Magnetic Current computed using the IE and Mie
series formulations
Figure 6.4: Surface Magnetic Current computed for a homogeneous dielectric cylinder with
radius r = 2m using the IE and the Mie formulations.
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(a) Real component of the Electric Current computed using the IE and the Mie series
formulations
0 50 100 150 200 250 300
−3
−2
−1
0
1
2
3
4
5
6
x 10−3 Imag part of MoM surface electric current versus mie series
 
 
IE
Mie
(b) Imaginary component of the Electric Current computed using the IE and Mie
series formulations
Figure 6.5: Surface Electric Current computed for a homogeneous dielectric cylinder with
radius r = 2m using the IE and the Mie formulations.
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6.2.2 Results
Open homogeneous dielectric scatterers
Recent work suggests that stationary methods are very effective when applied to surface
scattering problems. Hence the first example involves the computation of scattering from
an infinite surface separating a homogeneous dielectric from free-space. The surface is
illuminated by fields from a line-source radiating at 300MHz as depicted in Figure (6.6).
Figure 6.6: Dielectric Homogeneous Surface Closed at Infinity.
A number of corrugations are included on the surface in order to generate multiple
scattering effects. It is obvious that the currents cannot be numerically calculated for an
infinite surface. Therefore the scatterer has to be truncated. A few tests were performed in
order to determine how far the truncation should be carried without affecting the accuracy
of the field in the central region. It was concluded that truncating the surface at (−6, 0)
and (6, 0) gives results that are practically identical to those which would be obtained
for an infinite surface. The source is located at point (0, 4), each side of the corrugation
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Table 6.1: BFB applied to a non-lossy truncated surface with side length 2m, total length
18m
Permittivity Order of ψ(10) ψ(20) ψ(50) ψ(100) Time
Z (s)
εr = 5 810 −2 −2.9 −5.6 −10 130.21
εr = 6 882 −1.7 −2.26 −4 −6.77 151.6
εr = 7 954 −2.8 −4.3 −8.7 −14.7 197.24
εr = 8 1026 −2.45 −3.93 −8.36 −14.67 211.19
εr = 9 1080 −1.7 −2.32 −4.12 −7.7 238.64
εr = 10 1152 −2.78 −4.58 −9.98 −14.66 257.07
εr = 20 1620 −1.55 −1.88 −2.93 −4.68 310.44
εr = 50 2556 −1.66 −2.07 −3.36 −5.51 717
is of length 2m and the overall length of the surface is 18m. Firstly the Block Forward
Backward (BFB) was applied to a series of problems where the scatterer was considered
to be a non lossy homogeneous dielectric with ε = 5, . . . , 50. For the purpose of applying
the BFB method the unknowns were grouped together into groups of 10. No buffer zones
were used. These results are presented in Table 6.1, where column 1 represents the relative
premittivity εr values and the order of the Z matrix is given in column 2. Columns
3 − 6 depict the normalised error ψ = log10 ||V−ZJBFB ||||V|| . ψ(k) is the normalised error
after iteration (k) and is computed in terms of J
(k)
BFB, which represents the surface fields
computed using k iterations of the BFB technique. Column 7 depicts the time required
to complete 100 BFB iterations. It can be noted that the BFB achieves low error values
after 50 iterations for most of the tested surfaces. It appears to slow down for the relative
permittivities εr = 6, 9, 20, 50. However good accuracy is still achieved in these cases.
Another important characteristic of the BFB method is the time it takes to complete its
sweeps. It can be seen that the BFB takes an average of 1.3s to 7.2s per iteration depending
on the order of the Z matrix.
Next the BFB was applied to a truncated homogeneous surface with the same side
length of 2m. However the relative permittivity of the homogeneous surface is now set to
be a complex one with the values ε = 5 − 0.1j, . . . , 50 − 0.1j. The source remains in the
same position at (0, 4) and the unknowns are grouped together in groups of 10. A summary
of the results is given in Table 6.2. When comparing these results with Table 6.1, it can be
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Table 6.2: BFB applied to a lossy truncated surface with side length 2m, total length 18m
Permittivity Order of ψ(10) ψ(20) ψ(50) ψ(100) Time
Z (s)
εr = 5− 0.1j 810 −2.6 −4.1 −8.57 −14.75 131.7
εr = 6− 0.1j 882 −2.43 −3.71 −7.98 −14.68 153.1
εr = 7− 0.1j 954 −3.83 −6.71 −14.7 −14.7 198.3
εr = 8− 0.1j 1026 −2.53 −4.1 −8.81 −14.69 215.15
εr = 9− 0.1j 1080 −2.15 −3.16 −6.19 −11.25 241
εr = 10− 0.1j 1152 −3.19 −5.61 −12.87 −14.67 263
εr = 20− 0.1j 1620 −1.76 −2.3 −4.04 −6.9 317.1
εr = 50− 0.1j 2556 −1.78 −2.3 −3.9 −6.58 719.3
noted that the BFB achieves lower errors compared to the non lossy examples presented
in Table 6.1. This is due to the fact that the lossy dielectrics will dampen some of the
multiple interactions within the scatterer. For example the BFB reaches an error of −14.68
when applied to a homogeneous surface with the relative permittivity of εr = 6 − 0.1j,
whereas for the real value relative permittivity of εr = 6 the BFB reached and error of
only −6.77 after 100 iterations. Time wise, the BFB performs in a similar manner to the
nonlossy homogeneous wave scattering problems.
Next the BFB is applied to the truncated surface, whereby the relative permittivity
is fixed at εr = 7 − 0.1j and the side-length of each corrugation is modified between
1m, . . . , 10m, where the total length of the surface is between 9m and 90m. By increasing
the side length of the truncated surface, the number of multiple interactions within the
structure is increased. The results for these truncated surfaces are given in Table 6.3.
It can be noted that very low errors are achieved for the smaller scatterers, where the
side length is 1m and 2m. The BFB slows down as the side length increases, reaching a
values of −4.65 after 100 iterations when applied to a problem of wave scattering from a
truncated surface with the side length of 10m. However, as it can be seen in Figure 6.3 this
is more than satisfactory as the surface currents computed using the BFB after only 20
iterations achieve good agreement with the currents obtained by direct matrix inversion.
Both the electric current in Figure (6.7(a)) and the magnetic current in Figure (6.7(b))
display excellent agreement, although the normalised error ψ(20) is −2.34.
114
Table 6.3: BFB applied to a truncated surface, relative permittivity εr = 7− 0.01j
Side Length Order of ψ(10) ψ(20) ψ(50) ψ(100) Time
Z (s)
side length = 1m 570 −3.92 −7.39 −14.78 −14.8 95.1
side length = 2m 1142 −2.96 −4.61 −9.48 −14.67 237.2
side length = 3m 1714 −2.44 −3.01 −4.09 −6.18 352
side length = 4m 1908 −2.64 −3.21 −4.82 −7.52 471
side length = 6m 2862 −2.19 −2.58 −3.63 −5.31 811
side length = 10m 4770 −1.95 −2.34 −3.23 −4.65 2112
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Figure 6.7: Results for Electric Current and Magnetic Current for a truncated dielectric
surface with relative permittivity εr = 7 − 0.1j and side length= 10m obtained using the
BFB method after 20 iterations. The index on the x-axis refers to the index number of
the basis functions used. 116
Closed homogeneous dielectric scatterers
Having verified that the BFB is effective when applied to surface scattering problems,
BBFB is applied to closed homogeneous dielectric scatterers as schematically described
in Figure (6.8). In this section the BBFB is applied to a series of problems involving
homogeneous 2D cylinders of varying sizes and constructive parameters illuminated by a
plane wave.
group 
consists
of all basis 
functions 
contained 
in strip
Plane 
Wave 
Incident 
Field
2
λ
Grid super-
imposed 
over 
cylinder
Fields marched forward
Fields marched backwards
Figure 6.8: Closed Homogeneous Dielectric Body Illuminated by a plane wave.
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Firstly 2D cylinders with the relative permittivity of εr = 10 and relative permeability
µr = 1 are considered. The radii of the cylinders are varied between 2m and 10m. The
cylinders are discretised at a rate of 10 unknowns per wavelength, whereas the BBFB
groups were identified by imposing a rectangular grid over the cylinder as depicted in
Figure (6.8). Each strip in the rectangular grid is set to λ02 = 0.5m in width and each
group consists of all the basis functions in that particular strip. The BBFB was then applied
and the fields were marched forwards and backwards through the structure, whereby one
main region includes between 1 and 3 strips and the buffer is composed of 1 to 3 strips
neighbouring the main region.
The performance of the BBFB for these non lossy problems is depicted in Table 6.4.
The first column of Table 6.4 depicts the radius of the scatterer and the second column
represents the order of the Z matrix associated with it. Column number 3 represents the
total number of strips of the grid superimposed over the 2D cylinder and configuration of
the groups and buffers is given in column 4 (e.g 1/2 means that the main region contains
one strip of the grid and the buffer contains the 2 adjacent strips). Columns 5−8 depict the
error ψ(k) after 5, 10, 20 and 50 iterations. The time required for the BBFB to complete 50
forward-backward iterations is given in column 9. The average per BBFB iteration varies
between 3s and 30s, depending on the order of Z and the grouping configuration chosen.
It can be noted that the BBFB applied to the non lossy 2D cylinders reaches normalised
errors of around −2.5 after 10 iterations, the lowest errors being achieved for the larger
cylinders. The error improves slightly when one increases the size of the main groups and
the buffer groups. However it tends to slowly diverge after 50 iterations.
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Table 6.4: BBFB applied to a 2D cylinder with relative permittivity εr = 10
Radius Order of No. of Gr./Buf. ψ(5) ψ(10) ψ(20) ψ(50) Time
Z strips regions (s)
r = 2m 794 8 1/1 −1.367 −1.523 −1.533 −1.4 98.1
r = 2m 794 8 1/2 −1.397 −1.55 −1.59 −1.5 101.2
r = 2m 794 8 2/1 −1.365 −1.42 −1.4 −1.3 110.1
r = 2m 794 8 2/2 −1.45 −1.49 −1.4 −1.39 127.3
r = 2m 794 8 3/1 −1.5 −2.1 −2.4 −1.9 155.1
r = 2m 794 8 3/2 −2.1 −2.4 −2 −1.95 179.2
r = 2m 794 8 3/3 −2.5 −2.6 −2.4 −2.1 180.3
r = 4m 1588 16 1/1 −1.47 −1.51 −1.4 −1.38 189.3
r = 4m 1588 16 1/2 −1.49 −1.52 −1.5 −1.37 210.1
r = 4m 1588 16 2/1 −1.46 −1.47 −1.4 −1.37 235.3
r = 4m 1588 16 2/2 −1.48 −1.52 −1.41 −1.39 269.1
r = 4m 1588 16 3/1 −1.9 −1.95 −1.8 −1.7 297.6
r = 4m 1588 16 3/2 −2 −2.1 −2.2 −2 305.5
r = 4m 1588 16 3/3 −2.1 −2.3 −2 −1.9 325.1
r = 6m 2384 24 1/1 −1.6 −1.71 −1.7 −1.5 371
r = 6m 2384 24 1/2 −1.61 −1.73 −1.65 −1.6 396.2
r = 6m 2384 24 2/1 −1.57 −1.65 −1.6 −1.55 401.3
r = 6m 2384 24 2/2 −1.62 −1.65 −1.59 −1.5 423.1
r = 6m 2384 24 3/1 −2.2 −2.4 −2.1 −1.9 491
r = 6m 2384 24 3/2 −2.1 −2.6 −2.3 −2 516
r = 6m 2384 24 3/3 −2.2 −2.71 −2.15 −2.1 558.3
r = 10m 3972 40 1/1 −1.65 −1.72 −1.7 −1.45 1012.3
r = 10m 3972 40 1/2 −1.68 −1.78 −1.77 −1.65 1158.1
r = 10m 3972 40 2/1 −1.675 −1.76 −1.75 −1.5 1298.8
r = 10m 3972 40 2/2 −1.69 −1.78 −1.7 −1.6 1351
r = 10m 3972 40 3/1 −2.19 −2.25 −2.21 −1.85 1301.8
r = 10m 3972 40 3/2 −2.21 −2.26 −2.16 −1.9 1356.3
r = 10m 3972 40 3/3 −2.23 −2.27 −2.19 −2.01 1496.6
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A similar behaviour of the BBFB is observed when applied to lossy 2D cylinders, where
the relative permittivity has the value εr = 10− 0.1j. These results are depicted in Table
6.5. In a similar manner as for the non lossy scatterers, the radius is varied between 2m
and 10m. The BBFB method achieves slightly smaller errors compared to the non lossy
scattering problems, due to the damping of the multiple diffractions with the scatterer.
The error is smaller for larger group and buffer regions. It also achieves lower values for
larger cylinders.
Next the BBFB is employed in order to solve problems of wave scattering from 2D
cylinders of radius 4m and a varying relative permittivity εr = 5 − 0.1j, . . . , 50 − 0.1j.
These results are depicted in Table 6.6. It can be noted that the performance of the BBFB
improves with higher relative permittivity.
In order to assess how the algorithm performed as the problem size grew, the BBFB
method was also applied to very large 2D homogeneous dielectric objects. Consider a 2D
cylinder with the radius of 40m, the dielectric permittivity εr = 5 − 0.1j, where each
primary subregion contains 2 strips with the buffer of the same size. The number of
discretisations is 5027 leading to a Z matrix of size 10054×10054 which could not be stored
on the machine available. The Z subblocks were created instead and used to perform the
BBFB iterations. Figure (6.9) depicts ψ(k) when applied to such a large cylinder, where it
can be noted that the error again stagnates around the 10−2.7 value.
As it can be seen in Tables 6.4 - 6.6, the normalised error obtained after applying the
BBFB to 2D lossy and non lossy cylinders does not reach machine precision. However the
surface currents obtained using the BBFB method are quite acceptable when compared to
direct matrix inversion. For example in Table 6.6 it can be noted that for a 2D cylinder with
a radius of 4m and dielectric permittivity εr = 10− 0.1j the normalised error ψ(k) reaches
values around−2 when applying the BBFB using one main region and 2 neighboring regions
as buffers. Figures (6.10) and (6.11) depict the real and imaginary parts of the surface
electric and magnetic currents obtained using the Mie series, direct matrix inversion and
BBFB after 5 iterations. Excellent agreement between the currents is achieved. Therefore
it can be concluded that a normalised error of −2 represents an acceptably accurate result.
In certain instances this level of accuracy would be not sufficient, for example when very
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small Radar Cross Sections are to be found. However this accuracy is sufficient for the
problems discussed in this work.
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Figure 6.9: BBFB applied to large 2D closed homogeneous scatterer.
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Table 6.5: BBFB applied to a 2D cylinder with relative permittivity εr = 10− 0.1j
Radius Order of No. of Gr./Buf. ψ(5) ψ(10) ψ(20) ψ(50) Time
Z strips regions (s)
r = 2m 794 8 1/1 −1.7 −1.8 −1.61 −1.5 101.3
r = 2m 794 8 1/2 −1.8 −1.9 −1.89 −1.79 107.1
r = 2m 794 8 2/1 −1.91 −1.96 −1.86 −1.6 117
r = 2m 794 8 2/2 −1.93 −1.96 −1.8 −1.7 127.1
r = 2m 794 8 3/1 −1.95 −1.99 −1.8 −1.71 136.3
r = 2m 794 8 3/2 −2.3 −2.6 −2.3 −1.9 158.4
r = 2m 794 8 3/3 −2.41 −2.68 −2.39 −2.1 179.3
r = 4m 1588 16 1/1 −1.85 −1.9 −1.7 −1.45 185.1
r = 4m 1588 16 1/2 −1.96 −1.99 −1.86 −1.75 199.3
r = 4m 1588 16 2/1 −1.95 −1.97 −1.88 −1.78 212.1
r = 4m 1588 16 2/2 −1.975 −1.99 −1.8 −1.7 251.3
r = 4m 1588 16 3/1 −2 −2.19 −1.95 −1.6 275.5
r = 4m 1588 16 3/2 −2.15 −2.24 −1.9 −1.65 291.1
r = 4m 1588 16 3/3 −2.21 −2.3 −2.1 −1.8 315.5
r = 6m 2384 24 1/1 −1.95 −1.96 −1.91 −1.71 369.4
r = 6m 2384 24 1/2 −1.96 −1.99 −1.89 −1.68 381.3
r = 6m 2384 24 2/1 −1.93 −1.95 −1.88 −1.78 396.5
r = 6m 2384 24 2/2 −1.99 −2 −1.9 −1.8 4011.5
r = 6m 2384 24 3/1 −2.15 −2.26 −2.1 −1.85 431.5
r = 6m 2384 24 3/2 −2.195 −2.3 −2.25 −1.96 471.6
r = 6m 2384 24 3/3 −2.21 −2.34 −2.15 −2 526.3
r = 10m 3972 40 1/1 −2.1 −2.15 −2.06 −1.85 1027
r = 10m 3972 40 1/2 −2.15 −2.19 −2.155 −2.04 1131
r = 10m 3972 40 2/1 −2.114 −2.21 −2.09 −2.01 1226
r = 10m 3972 40 2/2 −2.2 −2.22 −2 −1.9 1295.4
r = 10m 3972 40 3/1 −2.3 −2.5 −2.2 −1.9 1382
r = 10m 3972 40 3/2 −2.5 −2.9 −2.8 −2.6 1473
r = 10m 3972 40 3/3 −2.7 −2.9 −2.85 −2.65 1531
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Table 6.6: BBFB applied to a 2D cylinder of radius 4m
εr Order of No. of Gr./Buf. ψ
(5) ψ(10) ψ(20) ψ(50) Time
Z strips regions (s)
5− 0.1j 1124 8 1/1 −1.87 −1.91 −1.67 −1.5 201.1
5− 0.1j 1124 8 1/2 −1.91 −1.97 −1.85 −1.7 225.6
5− 0.1j 1124 8 2/1 −1.89 −1.9 −1.76 −1.71 237.2
5− 0.1j 1124 8 2/2 −1.93 −1.937 −1.75 −1.74 258.1
5− 0.1j 1124 8 3/1 −1.91 −.921 −1.89 −1.73 271.4
5− 0.1j 1124 8 3/2 −1.93 −1.95 −1.86 −1.8 293
5− 0.1j 1124 8 3/3 −2.1 −2.3 1− 2.05 −2 310.9
8− 0.1j 1420 16 1/1 −1.88 −1.91 −1.73 −1.71 296.3
8− 0.1j 1420 16 1/2 −1.95 −1.97 −1.89 −1.82 315.1
8− 0.1j 1420 16 2/1 −1.89 −1.9 −1.85 −1.73 321.3
8− 0.1j 1420 16 2/2 −1.96 −1.98 −1.85 −1.71 344.8
8− 0.1j 1420 16 3/1 −1.9 −2.1 −1.87 −1.73 351
8− 0.1j 1420 16 3/2 −2.1 −2.19 −1.96 −1.79 367.2
8− 0.1j 1420 16 3/3 −2.25 −2.4 −2.3 −2.21 381.3
10− 0.1j 1588 16 1/2 −1.96 −1.99 −1.86 −1.75 199.3
10− 0.1j 1588 16 2/1 −1.95 −1.97 −1.88 −1.78 212.1
10− 0.1j 1588 16 2/2 −1.975 −1.99 −1.8 −1.7 251.3
10− 0.1j 1588 16 3/1 −2 −2.19 −1.95 −1.6 275.5
10− 0.1j 1588 16 3/2 −2.15 −2.24 −1.9 −1.65 291.1
10− 0.1j 1588 16 3/3 −2.21 −2.3 −2.1 −1.8 315.5
20− 0.1j 2246 40 1/1 −1.96 −1.99 −1.8 −1.75 378.2
20− 0.1j 2246 40 1/2 −1.99 −2 −1.95 −1.89 392.6
20− 0.1j 2246 40 2/1 −1.97 −1.99 −1.89 −1.8 399.2
20− 0.1j 2246 40 2/2 −1.99 −2.1 −1.96 −1.91 418.8
20− 0.1j 2246 40 3/1 −1.99 −2.01 −1.9 −1.75 429.1
20− 0.1j 2246 40 3/2 −2.15 −2.19 −1.98 −1.81 451.3
20− 0.1j 2246 40 3/3 −2.36 −2.4 −2.1 −2 493.9
50− 0.1j 3554 40 1/1 −1.98 −1.99 −1.8 −1.75 916.7
50− 0.1j 3554 40 1/2 −2.05 −2.1 −1.95 −1.8 1082.8
50− 0.1j 3554 40 2/1 −2.1 −2.18 −1.99 −1.9 1098.3
50− 0.1j 3554 40 2/2 −2.3 −2.5 −2.25 −2.01 1164.9
50− 0.1j 3554 40 3/1 −2.03 −2.16 −2.09 −1.98 1198.3
50− 0.1j 3554 40 3/2 −2.15 −2.21 −2.13 −2 1278
50− 0.1j 3554 40 3/3 −2.37 −2.41 −2.28 −2.11 1393.3
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Figure 6.10: Results for Magnetic Current for a closed homogeneous dielectric cylinder
with radius 4m, εr = 10 − 0.1j illuminated by a plane wave after 5 iterations. The main
group contains 2 strips and the buffer contains 2 strips. The index on the x-axis refers to
the index number of the basis functions used.
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Figure 6.11: Results for Electric Current for a closed homogeneous dielectric cylinder with
radius 4m, εr = 10− 0.1j illuminated by a plane wave after 5 iterations. The main group
contains 2 strips and the buffer contains 2 strips. The index on the x-axis refers to the
index number of the basis functions used.
125
Buffered Block Forward Backward Method against other Iterative solvers
In order to gauge the usefulness of the BBFB and BFB, their performance was also com-
pared against some of the Krylov subspace based iterative techniques.
Figure (6.12(a)) presents the convergence characteristics of the BFB method against the
preconditioned GMRES and BiCGSTAB techniques when applied to a truncated surface.
The surface considered has a corrugation length of 2m and total length 18m, and relative
permittivity εr = 50 − 0.1j. The unknowns are grouped into groups of 10, and no buffer
is used. In order to provide a fair comparison a preconditioner was used for the Krylov
methods. Noting that Block Forward Backward is just Forward Backward with a block
Jacobi preconditioner, it was decided to use this preconditioner for the Krylov methods.
The normalised error is plotted against the number of computations, expressed in terms
of complex multiplications. It can be noted that although the BFB method converges,
both the GMRES and the BiCGSTAB ultimately reach a better solution. The GMRES
outperforms both the BFB and BiCGSTAB methods in terms of convergence, requiring
similar computation time.
Figure (6.12(b)) depicts the convergence rates of the BBFB method for the first 150
iterations against the preconditioned GMRES, CGNE and BiCGSTAB techniques when
applied to a 2D closed homogeneous scatterer with the radius of r = 10m and dielectric
permittivity ε = 10 − 0.1j, where each primary subregion contains 3 out of the total 40
strips and each buffer region contains 2 strips. The preconditioner used for the GMRES,
BiCGSTAB and CGNE is a block diagonal preconditioner containing the inverses of the
diagonal blocks of Z associated with each group. The Krylov solvers and the BBFB
method require a similar computational time per iteration. It can be noted that the BBFB
performs better than the preconditioned BiCGSTAB and the CGNE algorithms. However
the GMRES algorithm clearly achieves machine precision, in contrast to the BBFB method
which stagnates.
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Figure 6.12: BBFB against Krylov Solvers applied to 2D homogeneous scatterers
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6.2.3 Conclusion
In this chapter the Block Forward Backward and Buffered Block Forward Backward meth-
ods applied to the matrix equation obtained after applying the MoM to the Coupled EFIE.
The Block Forward Backward Method was used in order to compute the fields scat-
tered from open 2D homogeneous dielectric surfaces. The numerical results suggest that
the BFB algorithm produces quickly convergent results when applied to scattering from
the truncated surfaces. A comparison between the BFB and other Krylov solvers was per-
formed, showing that the GMRES is not as effective as the BFB in terms of computation
time.
The Buffered Block Forward Backward method was employed in order to solve problems
of wave scattering from 2D closed homogeneous dielectrics. It was shown that the BBFB
does not achieve machine precision. However the surface currents obtained using the BBFB
match very closely the currents obtained by direct matrix inversion and Mie series even
though the normalised error was only between −2 and −3. The BBFB was compared to
preconditioned GMRES, CGNE and BiCGSTAB. It was shown that the BBFB reaches a
lower error compared to the CGNE and BiCGSTAB. However it is ultimately outperformed
by GMRES in terms of convergence.
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Chapter 7
Design of 2D TeraHertz band-gap
photonic waveguides using the
Buffered Block Forward Backward
Method
7.1 Introduction
In Chapter 6 the Buffered Block Forward Backward Method was applied to solving prob-
lems of electromagnetic wave scattering from 2D closed homogeneous dielectric bodies.
In this chapter the same formulation is applied to a new research area, namely the de-
velopment of 2D models of TeraHertz photonic band-gap waveguides. TeraHertz (THz)
technologies are in the early stages of their development. In the electromagnetic spectrum
THz waves or T-rays lie between the radio and the infrared frequencies. Therefore THz
frequencies have potential in a wide range of application areas such as chemical recognition
of substances, tomography, and biomedical imaging [89]. The latter application is partic-
ularly interesting as THz radiation does not damage biological tissue and therefore can be
used to identify benign and malignant human tissue while being cheaper than MRI and,
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unlike ultrasound, not requiring contact with the skin [90]. Another biomedical applica-
tion of THz waves is early detection of dental cavities [91]. Security applications such as
identifying illegal substances are also of great interest. For instance identification of drugs
or explosives can be performed using spectroscopic fingerprints [89]. Quality control of
medical substances is an additional application.
Further advances in these areas are contingent on the availability of reliable THz
waveguiding structures. While much progress has been made in the production of T-
rays that can propagate in free-space a major challenge remains in designing structures to
guide and otherwise manipulate them. Free space propagation is currently the main trans-
mission method of THz waves, which is not very feasible due to the attenuation caused by
vapour absorption of the THz signal. The design of effective THz waveguides is still an
important challenge. This chapter focuses on the 2D modelling of TeraHertz (THz) dielec-
tric band-gap photonic waveguides using the Buffered Block Forward Backward (BBFB)
method.
7.2 Photonic band-gap waveguides
The early ideas for Photonic Band Gap (PBG) structures were introduced in the mid 1980s
by Yablonovitch [92] and John [93]. They suggested that periodic dielectric structures
have the capability of controlling the radiation so that there are no electromagnetic modes
available in the dielectric structure within certain parameter ranges or band gaps. In certain
frequency ranges, these devices are able to confine the EM radiation within a hollow in the
PBG lattice, therefore transmitting the electromagnetic wave across a path with minimal
losses [94].
Various types of PBG structures have been designed and investigated over time. A
periodic structure of dielectric spheres in a diamond configuration was found to possess a
complete photonic band gap in [95] whereby certain frequencies become forbidden regard-
less of the direction of propagation of the incident wave. Another important breakthrough
was made by Yablonovitch in [96; 97] in designing microwave face-centred-cubic photonic
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crystals by drilling a slab of dielectric material in a criss-cross manner. Photonic band
gap structures that combined both metals and dielectrics were also designed. Brown and
McMahon have suggested the availability of large photonic band gaps in face-centred-cubic
structures of unconnected metal spheres arranged in a dielectric support [98]. This idea
was later investigated in [99] where Fan et al. proved the existence of very large band gaps
in such structures depending on the size of the metal spheres. Another class of photonic
band-gap structure is the layer by layer configuration introduced in [100]. This device
consists of layers of parallel dielectric rods, where each stack of rods is rotated by an angle
other than 90◦ with respect to the previous layer. The sequence repeats every fourth layer.
This type of dielectric band gap structure was initially designed for the microwave regime.
However it is also suitable for the infrared and optical region.
While much progress has been in designing microwave, infrared and optical photonic
band gap waveguides, the design of TeraHertz waveguides remains a major challenge.
This interest was motivated by the many possible applications of the TeraHertz wave, in
particular in biomedical imaging and chemical recognition of substances. Since the T-rays
lie between the microwave and the visible frequency ranges it was assumed that the PBG
structures suitable for the microwave and optical modes or a combination of them would
be suitable for manipulating the THz radiation.
Initially metallic photonic band-gap structures were favoured when designing waveguides
for the TeraHertz frequency range. A honeycomb metallic photonic band gap structure is
presented and investigated in [101] showing that it exhibits full band gaps in the TeraHertz
range. A PBG constructed with Ni-coated silica cylinders arranged in a linear lattice in
air background was presented in [102] and it was shown that large PBGs are available for
this type of structure. A rectangular waveguide with metal photonic crystal sidewalls is
described in [103] showing low losses and high efficiency. Jian et al. [104] investigated a
metalo-dielectric waveguide designed by inserting a patterned dielectric slab between two
parallel metal plates. The dielectric slab in this experiment was a Silicon one and consisted
of an array of holes etched through it. The Silicon was chosen due to its low absorption
properties. A similar design was investigated in [105], where the waveguiding structure
consisted of a triangular array of holes in a GaAs dielectric background and it was shown
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that this device structure is suitable for biochemical sensing applications.
Photonic Crystal Fiber is another type of structure suitable for guiding the THz wave.
It is constructed using a dielectric rod as core and dielectric tubes as cladding. In [106]
a teflon PCF is presented and shown to have low loss characteristics and therefore to be
suitable for THz radiation of high intensity. A polyethylene PCF with a square lattice
is introduced in [107] and is shown to be more efficient than a polyethylene triangular
lattice PCF in terms of dispersion and confinement loss. More recently a hollow core
photonic band gap fibre was designed in [108] using two different polymer materials -
teflon and High-Density Polyethylene (HDPE), both shown to exhibit low loss an low
dispersion properties over a wide range of frequencies. Both the core and the claddings
were constructed using hollow hexagonal tubes with rounded corners. Both materials
exhibited very good characteristics, the teflon offering a wider low-loss and low-dispersion
band. Another advantage of the Photonic Band Gap fibre is its high flexibility.
A different type of photonic band gap structures is presented in [109], where instead
of holes etched in a dielectric material, the PBG structure is designed using dielectric
cylinders on a metal coated silicon wafer. A similar structure of silicon rods aligned in a
square array surrounded by air is investigated in [110] showing that efficient splitters can
be designed using this PBG structure. Very high permittivity microwave ceramics rods
having quadratic cross sections have been used in designing waveguides in [111], whereby
the rods are arranged in a square lattice. These structures were proven to be efficient for
microwave radiation and, by scaling the rods, can be modified accordingly, in order to be
suitable for THz radiation.
This chapter focuses on designing photonic band-gap TeraHertz waveguides consisting
of cylindrical dielectric rods surrounded by air. A typical square lattice photonic band-gap
device structure consists of periodically aligned dielectric rods as can be seen in Figure
(7.5) [112]. Other typical structures are hexagonal and honeycomb lattices as can be seen
in Figure (7.2). This structure can ensure a complete reflection of the incident wave for
certain values of rod spacing, so that it can prevent the EM wave from propagating in any
direction within the xy plane [112].
In order to achieve wave confinement within the photonic band-gap structure, the
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periodicity of the dielectric lattice has to be broken. This is performed by removing one
row of rods from the lattice so that it looks as shown in Figure 7.3 [112]. The incident
wave will be propagated across the newly created empty channel within the structure and
will be confined within this hollow by the edge rods. Therefore, the wave confinement
degree increases with the number of edge rods. However, for practical devices the number
of edge rods has to be limited. In the same manner the guiding of the incident wave
is achieved in the hexagonal and honeycomb lattice structures. Other devices, such as
splitters represented in Figure (7.4), can be designed by removing other portions of the
lattice and channeling the wave within the hollow created [113].
 




Figure 7.1: A band-gap photonic structure, where a is the lattice constant and r is theradius
of each dielectric rod.
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(a) Hexagonal Lattice
(b) Honeycomb Lattice
Figure 7.2: 2D schematic lattices.
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Figure 7.3: A squared lattice band-gap photonic waveguide, where a is the lattice constant
and r is the radius of each dielectric rod.
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Figure 7.4: A squared lattice band-gap photonic splitter, where a is the lattice constant
and r is the radius of each dielectric rod.
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7.3 Integral Equation Formulation and the Buffered Block
Forward Backward Method applied to designing Tera-
Hertz Photonic Band Gap waveguides
In this chapter an accelerated Integral Equation (IE) technique is used for modeling a 2D
THz band-gap photonic waveguide. The IE formulation only requires the discretisation of
the scattering surface, thus generating a linear system of equations with fewer unknowns
compared to other formulations, such as FEM. The structure is created by periodically
aligning a series of dielectric (Si with εr = 11.7) rods. The problem of electromagnetic
scattering within the waveguide is formulated in terms of the Coupled Electric Field Inte-
gral Equation [3].
Eincz (t) = K
t(t) + jk0η0A
(0)
z + {
∂F
(0)
y
∂x
− ∂F
(0)
x
∂y
}S+ (7.1)
0 = −Kt(t) + jkdηdAdz + {
∂F
(d)
y
∂x
− ∂F
(d)
x
∂y
}S− (7.2)
The Coupled EFIE expresses the fields interior (7.1) and exterior (7.2) in terms of vector
potentials A and F. These potentials are described in terms of the tangential magnetic
field (electric current J) and tangential electric field (magnetic current K). The Method
of Moments (MoM) with N suitable basis and testing functions is applied to the Integral
Equations. Subsequently the matrix equation of the following form is obtained:

 A B
C D



 j
k

 =

 E
0

 (7.3)
where each of A, B, C,D is a matrix of size N ×N , and the unknown vector J of length
2N can be defined:
J =

 j
k

 (7.4)
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The focus of this chapter is the modelling of 2D THz dielectric band gap waveguides
using the Buffered Block Forward Backward (BBFB) method [86; 87; 114]. As has been
described in Chapters 5 and 6, the BBFB technique represents a variation of the Successive
overrelaxation method and it is employed in solving the matrix equation obtained by
applying the MoM to an Integral Equation formulation. The novelty of the BBFB technique
is that the interactions between each subregion and the neighbouring subregions, referred
to as buffer regions, are taken into account. A brief review of this technique is presented
below.
Equation (7.3) can be rearranged so that the unknown electric and magnetic current
components are interleaved:


Z11 Z12 . . . Z1N
Z21 Z22 . . . Z2N
...
...
...
...
ZN1 ZN2 . . . ZNN




J1
J2
...
JN


=


V1
V2
...
VN


(7.5)
where Zmn is a 2 × 2 matrix containing interactions between the unknowns jm, km and
jn, kn.
Zmn =

 Amn Bmn
Cmn Dmn

 (7.6)
Jn =

 jn
kn

 (7.7)
Vn =

 En
0

 (7.8)
The basis functions are grouped together into M groupings where each contains N
M
basis
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functions so that equation (7.3) can be now written in a block format:


Z˜11 Z˜12 . . . Z˜1M
Z˜21 Z˜22 . . . Z˜2M
...
...
...
...
Z˜M1 Z˜M2 . . . Z˜MM




J˜1
J˜2
...
J˜M


=


V˜1
V˜2
...
V˜M


(7.9)
where Z˜mn contains the interactions between all the basis functions in groupsm and n. The
Block Forward Backward (BFB) method finds a solution by solving a series of problems
each one of which describes the surface currents in one particular subgroup. The currents
are marched forward from group to group as can be seen in Figure 7.5.
Figure 7.5: Applying the BBFB method to the 2D photonic band gap waveguide.
Equations (7.10) and (7.11) describe the forward and the backward loops of the BFB
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technique:
Z˜mmJ˜
(k+ 1
2
)
m = V˜m −
∑
n<m
Z˜mnJ˜
(k+ 1
2
)
n −
∑
n>m
Z˜mnJ˜
(k)
n for m = 1, . . . ,M (7.10)
Z˜mmJ˜
(k+1)
m = V˜m −
∑
n<m
Z˜mnJ˜
(k+ 1
2
)
n −
∑
n>m
Z˜mnJ˜
(k+1)
n for m =M, . . . , 1 (7.11)
For the waveguide scenario each 2D rod is separately discretised into P basis functions.
All the rods are of the same size, therefore each rod contains the same number of basis
functions.
The BBFB method attempts to improve the convergence of the BFB by considering
the interactions between each subregion and the neighbouring regions. When applying
the BBFB technique to designing the 2D photonic band-gap waveguide, each subregion
consists of one line of rods on both sides of the waveguiding channel and the neighbouring
subregion is represented by the immediately adjacent line of rods. The forward sweep of
the BBFB technique is described by equation (7.12):

 Z˜mm Z˜m(m+1)
Z˜(m+1)m Z˜(m+1)(m+1)



 J˜
(k+ 1
2
)
m
B˜m+1

 =

 V˜m
V˜m+1

−

 L˜m
L˜m+1

−

 U˜m
U˜m+1

 (7.12)
For this sweep region m + 1 acts as a buffer for region m. Note that group M will
not have a buffer region. For the backward sweep, region m− 1 acts as a buffer for region
m and consequently group 1 does not have a buffer region. This sweep is described by
equation (7.13):

 Z˜(m−1)(m−1) Z˜(m−1)m
Z˜m(m−1) Z˜mm



 B˜m−1
J˜
(k+1)
m

 =

 V˜m−1
V˜m

−

 L˜m−1
L˜m

−

 U˜m−1
U˜m

 (7.13)
7.4 Results
In Chapters 5 and 6 the Integral Equation formulation was applied to wave scattering
problems at 300 MHz. In order to validate our implementation for THz problems the
Integral Equation formulation applied to a single 2D rod of radius r = 46µm discretised at
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a rate of 50 unknowns per wavelength was tested against the analytical Mie series solution
[88] at 3THz. The sphere surface currents were computed using both techniques and it
can be seen in Figure 7.6 that good agreement between the currents is achieved.
The band gap waveguide is created by periodically aligning a series to Si rods in a
rectangular pattern as seen in Figure 7.5. A line source is located on the propagation
channel entrance of the waveguide. The frequency of operation is 3THz and a normalised
frequency gap map [113] is used in order to obtain the physical parameters of the rods and
their spacing.
The ratio r
a
, where r is the radius of each rod and a is the lattice constant, is selected
so that the corresponding normalised frequency is located within one of the available large
TM band gaps. The values are normally chosen to be as close as possible to the middle
of such a gap. The Buffered Block Forward Backward method was then applied to each
configuration. The radius r of the rods has values between 5.3µm and 8.25µm and the
corresponding lattice constants a are within the (27.5µm, 42.5µm) range. The length of
each waveguide is 20 rods and 3 lines of rods are positioned on each side of the waveguide.
Initially a comparison between the convergence rates of the Block Forward Backward
and the Buffered Block Forward Backward Method is performed, as can be seen in Figure
7.8 and Figure 7.9. It can be noted that the BBFB method has a significantly higher
convergence rate compared to the BFB technique, although at a higher computational
cost. Hence, it can be concluded that, in order to achieve accurate results, a buffer is
necessary when applying the Block Forward Backward method.
Next the BBFB method is applied to a range of problems. Figure 7.10 shows the
convergence rate of the BBFB method when applied to different waveguide configurations.
It represents the normalized error log10
||V−ZJ||
||V|| at each iteration. The Buffered Block
Forward Backward method achieves a very high convergence rate for the lattice constant
a = 42.5µm with ratio r
a
= 0.125 and a = 32.5µm with ratio r
a
= 0.225. The BBFB method
applied to the latter configuration was compared to the GMRES solver. GMRES uses a
block diagonal preconditioner. Figure 7.11 shows that the BBFB converges significantly
quicker than the Krylov solver when applied to the problem of 2D THz dielectric waveguide
modelling.
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Figure 7.12 represents the electric field along the waveguiding channel, showing very
little attenuation. Figure 7.13 shows the power flow across the waveguide. It can be noted
that the structure exhibits good waveguiding properties confining the power flow within
the hollow between the dielectric rods.
0 50 100 150 200 250
−2
−1.5
−1
−0.5
0
0.5
Real part of MoM surface magnetic current versus Mie series
 
 
MoM
Mie
Figure 7.6: IE surface electric field against Mie series.
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Figure 7.7: Normalised frequency gap map.
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Figure 7.8: Normalised error log10
||V−ZJ||
||V|| of BFB and BBFB when applied to a THz
waveguide with a = 32.5µm and r/a = 0.225µm.
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||V|| of BFB and BBFB when applied to a THz
waveguide with a = 42.5µm and r/a = 0.125µm.
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Figure 7.11: The BBFB convergence against GMRES.
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Figure 7.12: Electric field of the dielectric waveguide with the parameters a = 32.5µm and
r
a
= 0.225 .
Figure 7.13: Power flow across the dielectric waveguide with the parameters a = 32.5µm
and r
a
= 0.225 .
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7.5 Conclusion
In this chapter the BBFB in combination with the Coupled Electric Field Integral Equation
and the MoM was extended to the problem of designing 2D TeraHertz photonic band-gap
waveguides. The MoM formulation was validated against the Mie series. The BBFB
is shown to achieve highly accurate results when solving the scattered fields within the
TeraHertz photonic band-gap structures.
The BBFB was also compared against the preconditioned GMRES and was shown to
outperform the latter in terms of convergence. It is thus concluded that the BBFB in
conjunction with the Coupled Integral Equation formulation can be used for designing of
TeraHertz photonic band-gap waveguides.
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Chapter 8
BBFB applied to 3D dielectric
scatterers
8.1 Scattering from 3D Homogeneous dielectric Bodies
8.1.1 Introduction
The new Buffered Block Forward Backward Method was presented and it was shown to
perform better than other techniques when applied to certain problems. In the previous
chapters the BBFB was applied to a perfectly conducting wedge composed of two plates
and it was shown to be more efficient than the CGNE technique. The BBFB was used
in Chapter 6 to compute the fields scattered from 2D homogeneous dielectric bodies and
was shown to perform well in terms of convergence and computational effort. For both
perfect electric conductors and 2D dielectric objects the Electric Field Integral Equation
Formulation (EFIE) was used. Due to the more complicated structure the scattering from
a 2D dielectric body is described in terms of the Coupled Electric Field Integral Equations
that express the exterior and interior fields. The drawback of the Coupled Field Integral
Equations is that interior resonance problems may occur. To avoid these complications
the Combined Field Integral Equation is used when solving the fields scattered from 3D
homogeneous dielectric bodies. The Combined Field Integral Equation is then discretised
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using the Method of Moments with N testing and basis functions which yields the matrix
equation
ZJ = V (8.1)
In the 3D case the Z matrix is of order 2N , and J and V are column vectors of order 2N ,
where N is the number of edges associated with the triangular patch discretisation.
8.1.2 Combined Field Integral Equation Formulation
The problem of scattering from a 3D homogeneous dielectric body is formulated using the
Combined Field Integral Equations. The Combined Field Integral Equation was developed
in Chapter 3 and is briefly reviewed in this section. The expressions for the exterior problem
are [3]:
K¯ = −nˆ× E¯inc − nˆ× { η
jk
(∇∇ · A¯+ k2A¯)−∇× F¯}S+ (8.2)
J¯ = nˆ× H¯inc + nˆ× {∇× A¯+ ∇∇ · F¯+ k
2F¯
jkη
}S+ (8.3)
whereas the interior problem has the following formulation [3]:
K¯ = −nˆ× E¯inc − nˆ× { ηd
jkd
(∇∇ · A¯d + k2A¯d)−∇× F¯d}S− (8.4)
J¯ = nˆ× H¯inc + nˆ× {∇× A¯d +
∇∇ · F¯d + k2dF¯d
jkdηd
}S− (8.5)
where J¯ and K¯ are the equivalent exterior electric and magnetic surface current densities.
A¯ and F¯ are the magnetic and electric vector potential functions in the exterior medium,
whereas A¯d and F¯d are the magnetic and electric vector potential functions in the dielectric
material [3]. The CFIE is thus given by:
−nˆ×E¯inc = nˆ×{ η
jk
(∇∇ · A¯+ k2A¯)−∇× F¯}S++nˆ×{
ηd
jkd
(∇∇ · A¯d + k2dA¯d)−∇× F¯d}S−
(8.6)
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−nˆ×H¯inc = nˆ×{∇× A¯+ ∇∇ · F¯+ k
2F¯
jk1η
}S++nˆ×{∇× A¯d +
∇∇ · F¯d + k2dF¯d
jkdηd
}S− (8.7)
After applying the method of moments with N RWG basis functions the matrix equa-
tion is obtained [3]:

 A B
C D



 j
k

 =

 e
h

 (8.8)
The A, B, C and D elements are matrices of order N each, which means that Z is a
2N × 2N matrix. In the same manner as it was done for the 2D dielectric case, we can
explicitly write equation (8.8):


A11 A12 A13 . . . A1N B11 B12 B13 . . . B1N
A21 A22 A23 . . . A2N B21 B22 B23 . . . B2N
...
...
...
...
...
...
...
...
...
...
AN1 AN2 AN3 . . . ANN BN1 BN2 BN3 . . . BNN
C11 C12 C13 . . . C1N D11 D12 D13 . . . D1N
C21 C22 C23 . . . C2N D21 D22 D23 . . . D2N
...
...
...
...
...
...
...
...
...
...
CN1 CN2 CN3 . . . CNN DN1 DN2 DN3 . . . DNN




j1
j2
...
jN
k1
k2
...
kN


=


e1
e2
...
eN
h1
h2
...
hN


where the elements Amn, Bmn, Cmn and Dmn are derived in Section 3.2.4.
The explicit equation is rewritten in order to facilitate a sequential progression through
the domains of electric and magnetic currents. For this the Z matrix as well as the J and
V vectors are rearranged accordingly.
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

A11 B11 A12 B12 A13 B13 . . . A1N B1N
C11 D11 C12 D12 C13 D13 . . . C1N D1N
A21 B21 A22 B22 A23 B23 . . . A2N B2N
C21 D21 C22 D22 C23 D23 . . . C2N D2N
...
...
...
...
...
...
...
...
...
AN1 BN1 AN2 BN2 AN3 BN3 . . . ANN BNN
CN1 DN1 CN2 DN2 CN3 DN3 . . . CNN DNN




j1
k1
j2
k2
...
jN
kN


=


e1
h1
e2
h2
...
eN
hN


A more compact version of the previous equations is written in terms of submatrices of
Zmn of size 2 × 2, each one of them representing the interaction between the electric and
the magnetic currents within the J vector:


Z11 Z12 . . . Z1N
Z21 Z22 . . . Z2N
...
...
...
...
ZN1 ZN2 . . . ZNN




J1
J2
...
JN


=


V1
V2
...
VN


(8.9)
where
Zmn =

 Amn Bmn
Cmn Dmn

 (8.10)
Jn =

 jn
kn

 (8.11)
Vn =

 en
hn

 (8.12)
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The basis functions are grouped into M different groups. This leads to:


Z˜11 Z˜12 . . . Z˜1M
Z˜21 Z˜22 . . . Z˜2M
...
...
...
...
Z˜M1 Z˜M2 . . . Z˜MM




J˜1
J˜2
...
J˜M


=


V˜1
V˜2
...
V˜M


(8.13)
where Z˜mn contains the specific interactions between the basis functions within the groups
m and n. The forward sweep of the BBFB technique is [86; 87]:

 Z˜m Z˜m(m+1)
Z˜(m+1)m Z˜(m+1)(m+1)



 J˜
(k+ 1
2
)
m
B˜m+1

 =

 V˜m
V˜m+1

−

 L˜m
L˜m+1

−

 U˜m
U˜m+1


and the backward sweep is represented by:

 Z˜(m−1)(m−1) Z˜(m−1)m
Z˜m(m−1) Z˜mm



 B˜m−1
J˜
(k+1)
m

 =

 V˜m−1
V˜m

−

 L˜m−1
L˜m

−

 U˜m−1
U˜m


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8.1.3 Results
Testing against the Mie series
The implementation was validated by comparison with the Mie series. The Mie series
theory is described by Stratton in [115]. Consider a 3D homogeneous dielectric sphere
of radius a and propagation constant kd placed in a free space environment with the
propagation constant k0 and illuminated by a plane wave as presented in Figure (8.1).
The total fields have the expressions:
E¯t = E¯i + E¯s (8.14)
H¯t = H¯i + H¯s (8.15)
where E¯t and H¯t represent the total fields, E¯i and H¯i define the incident fields, and E¯s
and H¯s are the scattered fields. The incident fields are formulated as follows:
E¯i = E0
∞∑
n=1
n
2n+ 1
n(n+ 1)
(m
(1)
o1n − n(1)e1n) (8.16)
H¯i = −k0E
0
µ0ω
∞∑
n=1
n
2n+ 1
n(n+ 1)
(m
(1)
e1n + n
(1)
o1n) (8.17)
where E0 represents the amplitude of the incident field, and the terms m
(1)
o1n, m
(1)
e1n, n
(1)
o1n,
and n
(1)
e1n are given by:
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Figure 8.1: A homogeneous dielectric sphere illuminated by a plane incident wave
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m
(1)
o1n =
1
sin θ
jn(k0R)P
1
n(cos θ) cosφi2 − jn(k0R)
∂P 1n
∂θ
sinφi3 (8.18)
m
(1)
e1n = −
1
sin θ
jn(k0R)P
1
n(cos θ) sinφi2 − jn(k0R)
∂P 1n
∂θ
cosφi3 (8.19)
n
(1)
o1n =
n(n+ 1)
k0R
jn(k0R)P
1
n(cos θ) sinφi1 (8.20)
+
1
k0R
[k0Rjn(k0)R]
′∂P
1
n
∂θ
sinφi2 (8.21)
+
1
k0R sin θ
[k0Rjn(k0R)]
′P 1n(cos θ) cosφi3 (8.22)
n
(1)
e1n =
n(n+ 1)
k0R
jn(k0R)P
1
n(cos θ) cosφi1 (8.23)
+
1
k0R
[k0Rjn(k0)R]
′∂P
1
n
∂θ
sinφi2 (8.24)
− 1
k0R sin θ
[k0Rjn(k0R)]
′P 1n(cos θ) sinφi3 (8.25)
where jn(∗) represents the spherical Bessel function of order n, R is the distance from the
centre of the sphere to the point where the fields are to be evaluated, k0 represents the
propagation constant of the outside medium (in this case free space), P 1n represents the
Legendre function and i1, i2 and i3 are unit vectors in the direction of increasing R, θ and
φ. The scattered fields for R > a are given by:
E¯s = E0
∞∑
n=1
n
2n+ 1
n(n+ 1)
(arnm
(3)
o1n − brnn(3)e1n) (8.26)
H¯s = − k0
ωµ2
E0
∞∑
n=1
n
2n+ 1
n(n+ 1)
(brnm
(3)
e1n + a
r
nn
(3)
o1n) (8.27)
where the terms m
(3)
o1n, n
(3)
e1n, m
(3)
e1n and n
(3)
o1n are obtained by replacing the spherical Bessel
function jn(k0R) in Equations (8.18-8.25) with the spherical Hankel function h
(1)
n (k0R).
The transmitted fields valid for R < a are formulated by replacing k0 with kd in Equation
(8.26) and (8.27):
E¯t = E0
∞∑
n=1
n
2n+ 1
n(n+ 1)
(atnm
(1)
o1n − btnn(1)e1n) (8.28)
H¯t = − kd
ωµd
E0
∞∑
n=1
n
2n+ 1
n(n+ 1)
(btnm
(3)
e1n + a
t
nn
(1)
o1n) (8.29)
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The currents are to be calculated on the surface of the sphere and the boundary conditions
have to be satisfied for R = a:
i1 × (E¯i + E¯s) = i1 × E¯t (8.30)
i1 × (H¯i + H¯s) = i1 × H¯t (8.31)
And the terms arn and b
r
n are given by:
arn = −
µdjn(Nρ)[ρjn(ρ)]
′ − µ0jn(ρ)[Nρjn(Nρ)]′
µdjn(Nρ)[ρh
(1)
n (ρ)]′ − µ0h(1)n (ρ)[Nρjn(Nρ)]′
(8.32)
brn = −
µdjn(ρ)[Nρjn(Nρ)]
′ − µ0N2jn(Nρ)[ρjn(ρ)]′
µdh
(1)
n (ρ)[Nρjn(Nρ)]′ − µ0N2jn(Nρ)[ρh(1)n (ρ)]′
(8.33)
where N = kd
k0
and ρ = k0a. The expansion coefficients a
t
n and b
t
n are found by solving the
equations:
atnjn(Nρ)− asnh(1)n (ρ) = jn(ρ) (8.34)
µ0a
t
n[Nρjn(Nρ)]
′ − µdarn[ρh(1)n (ρ)]′ = µd[ρjn(ρ)]′ (8.35)
µ0Nb
t
njn(Nρ)− µdbsnh(1)n (ρ) = µdjn(ρ) (8.36)
btn[Nρjn(Nρ)]
′ −Nbsn[ρh(1)n (ρ)]′ = N [ρjn(ρ)]′ (8.37)
Note that the surface fields E¯t and H¯t contain two tangential components each Eθ, Eφ and
Hθ, Hφ respectively.
When computing the surface fields using the Integral Equation approach the values for
J¯ and K¯ can be obtained from:
J¯(r) =
N∑
n=1
jnbn(r) (8.38)
K¯(r) =
N∑
n=1
knbn(r) (8.39)
where bn represents the basis functions that belong to the same line considered for the Mie
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series. Having solved the matrix equation and obtained jn and kn the current densities Jθ,
Jφ, Kθ and Kφ can be computed along a test line on the sphere surface and compared to
the fields obtained using the Mie series.
The method was tested for a sphere with the radius of r = 1
k0
which leads to 480 basis
functions and a system size of 960×960. The matrix equation was solved by direct matrix
inversion. The results are presented in figures (8.2-8.3).
A line from the north pole to the south pole was chosen along the surface of the sphere.
The currents are calculated for 40 surface points on the chosen line. Figures (8.2-8.3)
show the comparison between the currents obtained using the Method of Moments and
the currents obtained using the Mie series. It can be seen that satisfactory agreement is
achieved. The agreement between the results is not perfect due to the limitations of using
flat triangular patches to model the 3D sphere.
A higher level of agreement can be seen when comparing the two techniques applied to
a larger sphere. Consider a homogeneous sphere with the radius r = 2 · 1
k0
, where the total
number of basis functions is equal to 1920. The comparisons between the results obtained
using the Mie series and the MoM approach are presented in Figures (8.4-8.5), where it
can be observed that the currents obtained using the MoM follow Mie series currents much
more precisely. This is due to the fact that the curvature of the larger sphere is smaller,
therefore the 3D surface can be modelled more precisely using the flat triangular patches.
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(a) θ component of the Electric Current
(b) φ component of the Electric Current
Figure 8.2: Electric Current obtained using the Mie series vs MoM for r = 1
k0
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(a) θ component of the Magnetic Current
(b) φ component of the Magnetic Current
Figure 8.3: Magnetic Current obtained using the Mie series vs MoM for r = 1
k0
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(a) θ component of the Electric Current
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(b) φ component of the Electric Current
Figure 8.4: Electric current obtained using the Mie series vs MoM for r = 2 · 1
k0
.
158
0 5 10 15 20 25 30 35 40
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Ktheta
Points
 
 
Series
MoM
(a) θ component of the Magnetic Current
0 5 10 15 20 25 30 35 40
0
0.5
1
1.5
2
2.5
Kphi
Points
 
 
Series
MoM
(b) φ component of the Magnetic Current
Figure 8.5: Magnetic Current obtained using the Mie series vs MoM for r = 2 · 1
k0
.
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Performance of the BBFB method applied to 3D dielectric homogeneous scat-
terrers
In order to use the Buffered Block Forward Backward Method for calculating the fields
scattered from a 3D homogeneous dielectric object a similar procedure to the one performed
in the 2D case was devised. A 3D coarse grid was imposed over the scatterer as can be
seen in figure (8.6):
Figure 8.6: The coarse grid superimposed over the homogeneous dielectric sphere, orga-
nizing the N basis functions into M groups.
By imposing the 3D coarse grid the surface of the scatterer is partitioned into sections.
For the purpose of clarity these sections are herein referred to as slices. After imposing
the grid over the structure all the basis functions are rearranged accordingly, so that the
basis functions 1, . . . s1 belong to the first slice, the basis functions s1 + 1, . . . s2 belong
to the second slice and basis functions sM−1 + 1, . . . sM are contained in slice M .
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Consider a sphere of radius r = 1
k0
where k0 is the wave number in free space.
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Figure 8.7: Homogeneous dielectric Sphere discretised using N basis functions.
The scattering object is illuminated by a plane wave of frequency 400MHz. The BBFB
is applied to various spheres of the same radius, but with different relative permittivities
εr. These results are depicted in Table 8.1. The first column of the table represents the
relative permittivity of the sphere. The order of the Z matrix is given in Column 2. In
column 3 the total number of slices are given, whereas the grouping arrangement chosen is
presented in column 4, whereby 3/2 represents 3 slices in the main subgroup and 2 slices
in the buffer. Columns 5 − 8 depict the normalised error ψ = log10 ||V−ZJBBFB ||||V|| , where
JBBFB represent the surface fields computed using the BBFB technique, where ψ
(k) is
computed in terms of J
(k)
BBFB. Column 9 depicts the total time required to perform 50
BBFB iterations.
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Table 8.1: BBFB applied to a 3D sphere of radius r = 1
k0
.
εr Order of No. of Gr./Buf. ψ
(5) ψ(10) ψ(20) ψ(50) Time
Z strips regions (s)
4 960 20 2/1 −0.5 −0.3 −0.1 0.3 241.3
4 960 20 2/2 −1.027 −1.056 −1.132 −1.22 257.1
4 960 20 3/1 −0.53 −0.2 −0.15 −0.01 261.3
4 960 20 3/2 −1.17 −1.28 −1.382 −1.478 291.5
4 960 20 3/3 −2.717 −5.40 −9.67 −13.34 321.5
5 960 20 2/1 −0.71 −0.53 −0.15 0.5 239.6
5 960 20 2/2 −1.5 −2.55 −3.76 −4.33 263.2
5 960 20 3/1 −0.61 −0.73 −0.3 −0.1 269.4
5 960 20 3/2 −1.7 −3.67 −7.33 −13.8 295.3
5 960 20 3/3 −2.9 −5.8 −10 −14 335.1
6 3840 30 2/1 −1.71 −1.93 −2.1 −2.9 1103.1
6 3840 30 2/2 −0.51 −0.71 −1.45 −3.54 1214.5
6 3840 30 3/1 −0.72 −0.9 −0.5 −0.25 1251.3
6 3840 30 3/2 −2.15 −4.26 −8.56 −13.1 1517.7
6 3840 30 3/3 −2.98 −6.5 −9.1 −14.3 1734.8
7 3840 30 2/1 −0.93 −0.87 −1.73 −4.3 1119.3
7 3840 30 2/2 −1.98 −2.37 −4.75 −11.89 1324.1
7 3840 30 3/1 −0.92 −1.12 −0.71 −0.3 1296.3
7 3840 30 3/2 −3.21 −5.31 −10.89 −13.1 1458.2
7 3840 30 3/3 −3.5 −6.1 −11.7 −14.2 1791.2
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It can be noted in Table 8.1 that the performance of the BBFB method depends on the
grouping arrangement chosen, whereby the normalised BBFB error ψ(k) reaches much
smaller values for larger buffers albeit at a larger computational cost. For example for
a relative permittivity εr = 5 the BBFB reaches a normalised error of −13.8 after 50
iterations when using 3 slices as a main subregion and 2 slices as a buffer. When applying
the BBFB to the same scattering surface and using 3 slices as a main subregion but using
only 1 slice as a buffer subregion, it can be noted that the method is beginning to diverge
after 50 iterations.
Performance of the BBFB method versus Krylov iterative solvers
The BBFB performance when applied to 3D closed homogeneous dielectric scatterer was
also compared against some of the Krylov iterative solver, and namely preconditioned
GMRES, CGNE and BiCGSTAB.
Consider a 3D homogeneous dielectric sphere of radius r = 2 · 1
k0
and relative permit-
tivity εr = 4 illuminated by a plane wave. This leads to 1920 basis functions, therefore the
Z matrix is of order 3840. The superimposed grid generates 40 slices and each main subre-
gion contains 3 slices, whereas the buffer is composed of 2 slices. The preconditioner used
for the GMRES, BiCGSTAB is a diagonal block preconditioner and contains the diagonal
block inverses associated with the groups of the Z matrix. The normalised error of the
BBFB, preconditioned GMRES and BiCGSTAB is plotted against the number of complex
multiplications in Figure 8.8. The three methods require a similar computation time per
iteration. It can be noted that the BBFB outperforms both the GMRES and BiCGSTAB
in terms of convergence, reaching a normalised error of −14.
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Figure 8.8: BBFB versus Preconditioned GMRES and BiCGSTAB when solving the prob-
lem of wave scattering from a 3D sphere
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8.2 Conclusion
In this chapter the Buffered Block Forward Backward Method was employed in order to
solve the matrix equation obtained after applying the Method of Moments to the Combined
Field Integral Equation. The convergence of the BBFB was investigated when applied
to 3D closed homogeneous dielectric scatterers. The unknowns are grouped together by
superimposing a coarse grid over the scattering structure. It is shown that the BBFB
achieves good convergence rates when using an optimal buffer region.
The BBFB is compared against two Krylov solvers, namely the preconditioned GMRES
and BiCGSTAB, where the preconditioner used is a block diagonal preconditioner. It is
shown that the BBFB outperforms both the preconditioned GMRES and BiCGSTAB
in terms of convergence rate. The preconditioned GMRES is shown to have a similar
convergence rate.
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Chapter 9
Conclusions and Future work
The focus of this thesis is on the efficient solution of electromagnetic wave scattering prob-
lems. A general description of Computational Electromagnetics was provided in Chapter
2 where the differential and integral forms of Maxwell’s equations were presented in both
time and frequency domains. Several of the most popular differential equations numeri-
cal techniques, such as Finite Difference Time Domain and Finite Element Method, were
briefly described. A general overview of ray optical methods was also provided in the
Chapter.
In this thesis integral equation formulations discretised using the Method of Moments
are employed in order to solve the scattering problem. The various IE formulations, such
as the Electric Field Integral Equation, Magnetic Field Integral Equation, Coupled Field
Integral Equation and Combined Field Integral Equation, were derived in Chapter 3. The
Method of Moments is a technique used to convert the continuous integral equation to a
matrix form. It is applied to the 2D and 3D problems of wave scattering from perfectly
electrically conducting scatterers and homogeneous dielectric scatterers.
The matrix equation obtained after applying the MoM to integral equations can be very
large. Therefore it can not be solved by direct inversion. Iterative solvers are employed
instead. Chapter 4 of this thesis delivers a description of stationary and non stationary
iterative solvers. Various preconditioning techniques used in order to improve the solvers
are also presented.
The novel Buffered Block Forward Backward method is employed in Chapters 5-8 in
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order to solve wave scattering problems involving various types of scattering bodies. The
Buffered Block Forward Backward Method (BBFB) is a variation of the Forward Backward
technique, which in turn is equivalent the Symmetric Successive Overrelaxation with the
relaxation parameter ω set to 1. The Block Forward Backward method is a block variation
of the Forward Backward technique, whereby the surface of the scatterer is divided into
subregions and the currents are marched from subregion to subregion. The BBFB solver
introduces the novelty of computing the interactions between the subregions and their
neighbours in order to dampen the artificially induced edge effects.
In Chapter 5 the BBFB is employed in order to solve the problem of electromagnetic
wave scattering from a wedge of two perfectly electrically conducting plates. The Electric
Field Integral Equation in combination with MoM is used in order to generate the matrix
equation in this chapter. The BBFB is shown to have a very good convergence rate,
outperforming the preconditioned CGNE. The BBFB has a slower convergence rate as
the angle between the two plates diminishes. Nevertheless it still achieves highly accurate
results in acceptable time.
In Chapter 6 the Block Forward Backward and Buffered Block Forward Backward
methods are used to solve the matrix equation obtained after using the MoM to discretise
the Coupled Electric Field Integral Equation. In this chapter the problem of scattering
from open and closed 2D homogeneous dielectric structures is considered. The BFB is
shown to achieve highly accurate results when applied to open homogeneous scatterers.
The BBFB is employed for solving the fields scattered from closed homogeneous structures
and it is shown to generate satisfactory results, despite not converging to machine precision.
The BBFB in conjunction with the Coupled Electric Field Integral Equation is extended
to the problem of designing 2D TeraHertz photonic band-gap waveguides in Chapter 7. The
MoM formulation is validated against the Mie series for TeraHertz frequencies. The BBFB
is shown to generate accurate results in acceptable time.
The Combined Field Integral Equation and MoM are used in order to formulate the
matrix equation in Chapter 8. The BBFB is applied for solving the problem of electromag-
netic wave scattering from 3D homogeneous dielectric structures. It is shown that when
a suitable buffer is chosen, the BBFB achieves low normalised error values. A compar-
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ison between the BBFB, preconditioned GMRES and preconditioned BiCGSTAB is also
performed and it is shown that the BBFB outperforms the two Krylov solvers in terms of
convergence.
In terms of future work there are a few problems that can be further investigated. In
this thesis the BBFB was applied to relatively simple geometries. The performance of the
BBFB can be further investigated when applied to more complex structures. Another issue
is the convergence criterion, which was used in this thesis. It is impossible to implement
for very large matrix equations, and therefore the spectral radius of the iteration matrix
is computationally difficult to obtain. A future work topic may include the formulation of
methods to rapidly compute the spectral radius and therefore choose in advance an optimal
selection of group/buffer arrangements.
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Appendix
Acronyms
ABC Absorbing Boundary Condition
BFB Block Forward Backward Method
BBFB Buffered Block Forward Backward Method
BiCG Biconjugate Gradient
BiCGSTAB Biconjugate Gradient Stabilised
CBF Characteristic Basis Function
CBFM Multilevel Characteristic Basis Function
CEM Computational Electromagnetic Modelling
CFIE Combined Field Integral Equation
CG Conjugate Gradient
CGS Conjugate Gradient Squared
CGNE Conjugate Gradient Method on the Normal Equation
CGNR Conjugate Gradient Normal Equation Residual Method
CN/LT Constant Normal Linear Tangential
CRWG Curvilinear Rao-Wilton-Glisson
EFIE Electric Field Integral Equation
EMI Electromagnetic Interference
EMC Electromagnetic Compatibility
FB Forward Backward
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FDTD Finite Difference Time-Domain Method
FEM Finite Element Method
GFB Generalised Forward Backward
GMRES Generalized Minimal Residual
GO Geometrical Optics
GTD Geometrical Theory of Diffraction
IE Integral Equation
MoM Method of Moments
MOMI Method of Ordered Multiple Interactions
MFIE Magnetic Field Integral Equation
MR Multiresolution
MSMM Multiple Sweep Method of Moments
PDE Partial Differential Equation
PEC Perfect Electric Conductor
PNM Progressive Numerical Method
RWG Rao-Wilton-Glisson
SBR Shooting and Bouncing rays
SDT Spatial Decomposition Technique
SFIE Surface Field Integral Equation
SOR Successive Overrelaxation
SSOR Symmetric Successive Overrelaxation
TM Transverse Magnetic
UTD Uniform Theory of Diffraction
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Units
E¯ electric field intensity V/m Volts per metre
H¯ magnetic field intensity A/m Amperes per metre
B¯ magnetic flux density W/m3 Webers per square metre
D¯ electric flux density C/m2 Coulombs per square metre
K¯
i
source magnetic current density V/m2 Volts per square metre
J¯
i
source electric current density A/m2 Amperes per square metre
ρe electric charge density C/m
3 Coulombs per cubic metre
ρm magnetic charge density W/m
3 Webers per cubic metre
ε permittivity F/m Farad per metre
µ permeability H/m Henries per metre
λ wavelength m metre
k wavenumber m−1 reciprocal metre
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