This paper provides a thorough analysis on the dynamic structures and predictability of China's Consumer Price Index (CPI-CN), with a comparison to those of the United States. Despite the differences in the two leading economies, both series can be well modeled by a class of S-ARIMAX models. The CPI-CN series possess regular patterns of dynamics with stable annual cycles and strong Spring Festival effects, with fitting and forecasting errors largely comparable to their US counterparts. Finally, for the CPI-CN, the diffusion index (DI) approach offers improved predictions than the S-ARIMAX models.
Introduction
China has become the second largest economy in the world since 2011, and is increasingly an engine of the global economic growth. As China gains more prominence and influence in the world economy, the need to study the structures of the macroeconomic variables of China becomes more urgent. Among the macroeconomic variables, the consumer price index (CPI) is a key monthly index for the overall consumer price movement, and its level is a particularly important indicator for the monetary authority to maintain stable prices while pursing other economic objectives.
Despite the importance the Chinese CPI (CPI-CN), the study of its dynamics and structure is rather limited. Chow (1987) , Chow (2007) and Chow and Wang (2010) represent pioneer studies on the Chinese price index. See also Zhang (2013) and Wang et al. (2016) .
One indication of the status is the fact that the official CPI in China is not seasonally adjusted due to a lack of understanding on both the seasonal and dynamic structures of the index. This means that the CPI data are likely to present features such as seasonal variations and holiday effects, which make the index series neither comparable from month to month for a given year, nor across years for a given month. The latter is due to the fact that important Chinese holidays, such as the Spring Festival (SF), are based on the lunar calendar while the prices are measured according to solar calendar. Consequently, any analysis based on the CPI-CN series without accounting for these features is likely to be misleading. 1
There have been concerns on the potential data interference by the local and provincial authorities on China's macroeconomic data, which may contribute to the generally lack of studies on Chinese macroeconomic data. However, the CPI-CN has not been a performance indicator in various levels of the government, unlike the Gross Domestic Product (GDP) which had been the key performance measure for various level of administrators from provincial to city and county levels down. Hence, there is little incentive for manipulation and interference by the local authorities. In addition, the price index has been composed centrally by the National Bureau of Statistics (NBS) based on consumer prices collected by its City Survey Teams, which are directly funded by the NBS bypassing the local authorities. 2 This paper aims at providing a thorough analysis of the CPI-CN on its dynamic structures and its predictability, comparatively to those of the United States. The study has the following objectives. First, we analyse the basic dynamic structures of CPI-CN by the conventional linear time series approach within the family of seasonal ARIMA models (S-ARIMA), augmented with the treatment of the holiday effect, especially the SF effect, and the outliers caused by major one-off events. Our study reveals that the CPI-CN series possess regular patterns of dynamics with stable annual cycles, and regular and yet strong SF effects. The linear time series models produce reasonable fitting performance, where the large errors can be explained by one-off natural and economic events (outliers) that trigger the large price movements. This analysis pins down a group of eight models that provide the best fits to the data and the best forecasting performance among a total of 11907 3 models.
The second objective is to compare the predictability of the CPI-CN by the top eight linear time series models with that rendered by the top eight models for the US CPI (CPI-US) over the period of 2002 to 2016. To gain comparative perspectives on the fitting and forecasting errors on the CPI-CN series, a similar analysis on the CPI-US data with the linear time series models is performed which indicates that the fitting and the forecasting errors for CPI-US are largely comparable to those for CPI-CN.
The third objective is to see if the forecasting performance of the CPI-CN and CPI-2 A reason for this centrally administrated CPI composition is the lesson learned from the political turmoil in 1989. There has been consensus among the upper circle of the government that the double digit inflation from the mid-1980s was a key factor that contributed to a wide spread discontent in the population prior to the event in 1989. Hence, the central government wants to know the genuine price index rather than the one which might have been compromised with local interferences. These two aspects suggest that the CPI-CN figures are of fairly good quality, as revealed by this study when we look at the finer dynamic structures of the price series.
3 There are 81 S-ARIMA models, and each model has 147 choices of the Spring Festival effects, which lead to a total of 11907 models.
US can be improved by incorporating other macro-economic variables via the diffusion index (DI) approach proposed by Stock and Watson (2002b) . Our analysis shows that for the CPI-CN, the DI approach offers improved forecasting performance than that of the univariate linear time series models when the forecasting horizon is three months or shorter; while for CPI-US, the DI approach behaves worse than the univariate linear time series model.
The structure of the paper is organized as follows. Section 2 introduces the CPI-CN and CPI-US series and their compositions. Section 3 outlines the modeling strategy using univariate Seasonal ARIMAX (S-ARIMAX) and the results obtained for CPI-CN.
Section 4 applies the DI approach for the CPI-CN series to provide alternative approach for forecasting the price series. conducted every five years. Figure 1 presents the weights of the eight categories of CPI-CN (a) and CPI-US (b) .
As the official weights in the CPI-CN are not available, the weights shown in Figure 1 are estimates obtained by regressing CPI-CN on its eight categories based on the official CPI releases from years 2011 to 2014. To be consistent, Figure 1 ( It appears that the last financial crisis had much bigger impact on the CPI-US than on the CPI-CN. This was not only because the Unite States was the epicenter of the crisis, but also has to do with the different CPI composition of the two countries. The CPI-US is very much housing dominant. And it was the bursting of US housing bubble that induced the financial crisis. In contrast, the CPI-CN is largely food dominant, whose demand and supply are much less affected by the crisis. As the CPI-CN are released without undergoing seasonal adjustment, the seasonality will be modeled in the next section.
Apart from the fact that China's CPI is not seasonally adjusted, the other major difference between CPI-CN and CPI-US is that CPI-CN is subject to lunar holiday effects.
Some important Chinese holidays such as the Spring Festival, Duanwu and Mid-Autumn
Day are based on the lunar calendar, and their dates can vary across two adjacent calendar months in two adjacent years. Consumption and production activities in China are strongly affected by these holidays, especially the Spring Festival. Specifically, the holidays increase consumers' demand for goods and services while the supply of the goods and service may be reduced, especially during the Spring Festival period, a time that most offices and factories are closed and the biggest annual migration back to the countryside occurs. As a result, there is often dramatic increase in prices, which causes large fluctuations in CPI-CN.
In contrast, the dates of US holidays tend to either vary by only a few days within a given month (e.g., the Thanksgiving, the Labor and Memorial Days) or be fixed (e.g., the Christmas). So their effects on the CPI are well absorbed in a calendar month and are covered in the regular seasonality. One exception is the Easter. However, Bureau of Labor Statistics in the US has not considered any holiday effect in its seasonal adjustment procedure for the CPI-US (BLS, 2007) , which indicates that the Easter Holiday may have little impact on the CPI-US. Our analysis in Section 5.1 also confirms that CPI-US has no significant holiday effects.
Linear Time Series Modeling
The analysis of McCracken and Ng (2016) has shown that the auto-regressive (AR) models were adequate for CPI-US series in terms of the in-sample fit and the out-of-sample forecasts. They found that the conventional times series models were not easily out-performed by the contemporary state-of-the art models, such as the factor models with diffusion indexes. We therefore first consider the linear time series models for CPI-CN and then compare their performance with the diffusion indexes models.
Seasonal ARIMA (S-ARIMA) Models
Let {Z t } T t=1 denote the CPI-CN series and B be the back-shift operator such that BZ t = Z t−1 . As CPI-CN is not seasonally adjusted, and our preliminary analysis in Figure 2 To determine the orders p, P , q, Q, d and D, we consider the sample autocorrelation functions (SACFs) and the sample partial autocorrelation functions (SPACFs). Figure 3 displays the SACFs and the SPACFs for CPI-CN, together with those of the first order difference series, and a further twelfth order difference series, respectively. We first try to narrow down the ranges of d and D. As the sample ACFs in Figure 3 (e) are only significantly none-zero at lags 2, 10 and 12, which suggested taking the first and the twelfth differences are sufficient to make the series stationary. We next carry out the Augmented Dickey-Fuller (ADF) test (Said and Dickey, 1984) for
The P-value of the test is 0.01, which suggests the unit root hypothesis should be rejected and there is quite amount of evidence to support the stationarity of the CPI series after taking the first and the twelfth differences. This together with the evidence from the SACF and SPACF plots in Figure 3 suggests that d = D = 1 in (1), which leads to the following S-ARIMA model
(2)
It remains to select the ranges for p, q, P and Q in Model (2), which then allows us to carry out an exhaustive search for the top models in Sub-section 3.4. The SACFs of Figure 3 (e) are only significant at lags 2, 10, 12 and 23, which indicates the MA order q and seasonal MA order Q may be 1 or 2. The SPACFs in Figure 3 (f) are only significant at lags 2, 10, 12 and 24, which indicates the AR order p and seasonal AR order P may also be 1 or 2. Hence, we choose p, q, P and Q from {0, 1, 2} respectively, resulting in a total of 81 candidate models for (2).
Outlier Detection
Before we proceed with finding out the top performing S-ARIMA models for CPI-CN, we try to detect outliers in the series. The outlier detection is a way to check on the quality of a price series to see if it can react naturally to unexpected events.
We employ the procedure of Chen and Liu (1993) to each of the 81 candidate models for potential outliers. The procedure can detect four types of outliers: Additive Outlier (AO), Innovation Outlier (IO), Level Shift (LS) and Transient Change (TC), which are naturally implemented with the S-ARIMA model (2). To be precise, let
, then Model (2) can be written as
The four types of outliers can be augmented with the S-ARIMA model as follows,
Innovation Outlier:
Level Shift:
Transient Change :
where P (t 1 ) t = I(t = t 1 ) represents the impulse function at t = t 1 , I is the indicator function
and ω indicates the strength of the outlier effect.
The parameters of model (2) can be estimated by the maximum likelihood method assuming the innovations a t ∼ N (0, σ 2 a ), which gives the estimate of Ψ(B), denoted aŝ Ψ(B). Then, we obtain the estimated residualsê t := Z t /Ψ(B), which are subject to the influence of outliers. Thus, for each type of outliers,
where for the AO type:
and for TC: x t =π(B)P (t 1 ) t /(1 − δB) with δ = 0.8 as suggested in Chen and Liu (1993) . The outlier detection is performed via the t-test on the significance of ω via the linear regression ofê t on x t . Figure 4 displays the evolution of the outliers from the basic model (2) to the one after taking into account of the Spring Festival (SF) and a wide-spread snow storm in Southern China in 2008. The dramatic reduction in the number of outliers suggests that accounting for the SF and the snow event in CPI-CN is necessary. Figure 4 (a) provides monthly frequencies of models (among the 81 candidate models of (2)) that report outliers for CPI-CN before considering the SF and other events. It shows that 96% of outliers are located in Januaries and Februaries. As the SF occurs either in January or February, this pattern of outliers suggests a strong presence of the SF effect on the CPI-CN, which leads us to consider the SF effect in the following. 
Spring Festival Effects and Outliers
Consumer prices tend to increase around the SF due to strong demand on consumer goods during the most important holiday in China, while the supply, especially that on food items, is relatively low as the SF is in the winter, a time when the temperature is low for food production and workers are in vocation for family union. The major challenge to study the SF's effect is that the date of the lunar new year differs in the solar calendar every year, ranging from January 21 to February 20. The fluctuation of the date creates different lengths (in terms of number of days) of influence on the price index in January, February and March, which have to be accounted accordingly. Bell and Hillmer (1983) and Lin and Liu (2003) accounted for the the SF effect on a month by the length of days influenced by the SF. Typically, the economic activity surges before the SF, perks during the SF and slowly dissipate after the SF, while the consumption by consumers have different patterns in the three periods. Hence, we partition the whole SF period into three sub-periods: before period of length τ 1 days, during period of length τ 2 days and after period of length τ 3 days. The three length parameters need to be determined from the data.
Suppose the SF occurs on the d 0 -th day of the solar calender month. Then, the period between day d 0 − τ 1 and day d 0 − 1 is the "before" period, that between day d 0 and day d 0 + τ 2 − 1 is the "during" period, and that between day d 0 + τ 2 and day d 0 + τ 2 + τ 3 − 1 is the "after" period. For a given month t, we can calculate the number of days of the month that fall into each of the three periods. Let τ 1t , τ 2t and τ 3t be the number of days in month t that intersect with the three periods respectively, and we use
to measure the three SF effects 7 . Incorporating them into model (2), we obtain
Since τ i (i = 1, 2, 3) are unknown, we tune them along with the model orders (p, q, P, Q) based on the model fitting and forecasting criteria that will be reported in Sub-section 3.4.
Figure 4(b) shows the counts of models with outliers after taking the SF effects into consideration by model (10). We can see that the total number of outliers is dramatically reduced from 575 to 58, which indicates both the profound SF effects on the CPI-CN and the effectiveness of the approach that accounts for the SP effects. However, there is still a cluster of outliers remained in February 2008. This is a time when a severe snow event, which started from the middle of January and lasted till the end of February 2008, struck a large region in Southern China, where produces a substantial amount of pork, eggs, vegetables and other fresh products (especially in winter) for the domestic market. During the prolonged event, the prices of many items, especially for food items, had increased substantially over entire China and Southern China in particular. Since it was an one-off event, we treat it as an AO type outlier by adding a term ωP to (10), which leads to the following model for CPI-CN:
After considering the snow event, there were only 24 outliers left for the 81 models over the 15 year period, and no outliers for the top 41 performing models as shown in Figure 4 (c) and (d)) respectively. Hence, we regard Model (11) as the final linear time series model, and is referred to as S-ARIMAX.
Model selection
There are two aspects in model selection within the family of S-ARIMAX model (11). One is the selection of (p, q, P, Q) from the 81 possible choices; and the other is selecting the SF effects τ i , i = 1, 2, 3. In order to relieve the computation, we restrict the lengths of the three SF periods such that τ 1 , τ 3 ∈ {0, 4, 8, 12, 16, 20, 24} and τ 2 ∈ {0, 4, 8}, which leads to 3 × 7 2 = 147 combinations. In total, there are 81 × 147 possible model choices.
The selection of these parameters is based on the model performance with different choices of (p, q, P, Q) and (τ 1 , τ 2 , τ 3 ). Let τ = (τ 1 , τ 2 , τ 3 ) andσ a (τ ; p, q, P, Q) be the maximum likelihood estimator of σ a in Model (11) by assuming that the innovations {a t } are IID N (0, σ 2 a ). We use
to measure the fitting performance of the model. Hereσ 0 is the standard error of series
(1 − B)(1 − B 12 )CP I t as a measure of the baseline variation for each series. For CPI-CN, the baseline variation isσ 0 = 0.7244, and that for CPI-US isσ 0 = 1.0348. We also consider (Schwarz, 1978 ) that balances both model fit and model complexity
where L(τ ; p, q, P, Q) is the maximum likelihood of Model (11) 
as the criterion for the forecasting performance.
The model selection procedure is conducted in two steps. In the first step, for each of the 81 (p, q, P, Q)-choices in S-ARIMAX Models (11), we obtain C F it (τ ; p, q, P, Q), BIC(τ ; p, q, P, Q) and C F C (τ ; p, q, P, Q) for all 147 SF choices of τ = (τ 1 , τ 2 , τ 3 ) , and acquire their respective ranks in ascending order among the 147 choices. We choose the τ that produces the smallest sum of ranks under the three criteria, denoted as τ * (p, q, P, Q), which is the optimal SF choice for the given (p, q, P, Q). Then each model has three criteria with respect to its optimal SF choice: C F it (p, q, P, Q) := C F it (τ * ; p, q, P, Q), BIC(p, q, P, Q) := BIC(τ * ; p, q, P, Q) and C F C (p, q, P, Q) := C F C (τ * ; p, q, P, Q). In the second step, we choose the optimal (p, q, P, Q) that has the smallest sum of ranks under these three criteria. It is clear that there is a cluster of models that consists of 41 models (the top 41 models) that have outstanding performance under the three criteria so that their C F it (p, q, P, Q) ≤ 0.55, BIC(p, q, P, Q) ≤ 220 and C F C (p, q, P, Q) ≤ 0.55. Among the top 41 models, the frequencies for the SF effects are listed in Table 1 which shows that most of the top models selected (τ 1 , τ 2 , τ 3 ) = (4, 8, 12) or (τ 1 , τ 2 , τ 3 ) = (4, 0, 12) as their optimal SF effects. Table 2 summarizes the numerical values of the three criteria for the top eight models and their respective ranks. It is clear that no model is uniformly better than others under the three criteria. Hence, we use the sum of the three ranks as the overall criterion for model selection. Specifically, S-ARIMAX(1, 1, 0) × (1, 1, 2) 12
with (τ 1 , τ 2 , τ 3 ) = (4, 0, 12) stands out as the best model. The model reports no outlier for the entire data range, with the overall SF effects 3 i=1β i H it (τ i ) being displayed in Figure 6 (a). To show more clearly the significance of the SF effects, Figure 6 (b) plots the relative percentages of the SF effects, which accounts for the SF effect on CPI annual rate: 
Sum of Ranks
(1, 0, 1, 2) (4,0,12) 0.5245 (13) 206.95 (17) 0.513 (7) 37 (0, 1, 2, 1) (4,8,12) 0.5253 (16) 204.11 (6) 0.533 (18) 40 (1, 0, 2, 2) (4,0,16) 0.5254 (17) (24) 57 (1, 0, 2, 0) (4,0,16) 0.5383 (46) 199.28 (1) 0.520 (11) 58 (2, 0, 1, 2) (4,0,12) 0.5232 (9) 211.61 (38) 0.523 (12) 59 (1, 0, 0, 1) (4,0,12) 0.5436 (51) 200.20 (2) 0.517 (10) 63 (0, 2, 2, 1) (4,0,12) 0.5307 (24) 207.10 (18) 0.537 (22) 64 where R t is the annual rate of raw CPI-CN at month t andR t is that of CPI-CN after subtracting the SF effects. The relative percentages of SF effects in January and February range from 3% to 191%, and most of them are between 25% to 75%, which means substantial SF effects among the CPI-CN annual rates. Hence, it is important to adjust the SF effect for the two months. Figure 6 : Left panel (a) gives the estimated SF effects 3 i=1β i H it (τ i ). Right panel (b) shows the relative percentage between CPI annual rate before subtracting SF effects and that after subtracting SF effects. Table 3 reports the fitting and forecasting performance of the best models for CPI-CN and the CPI-US, respectively. It shows that considering the SF effects and the 2008 snow event for CPI-CN can improve both the fitting and forecasting performance of Model (15). mance of the best S-ARIMAX models for CPI-CN and CPI-US. For CPI-CN, "Before" and "After" means before and after considering SF effects and 2008 snow event, respectively.
For CPI-US, "Before" and "After" means before and after accounting for the outliers in Sub-section 5.1, respectively.
Fitting
Out-of-Sample Forecasting RMSE/σ 0 σ a /σ 0 1-step 2-step 3-step 6-step 9-step 12-step The standard deviation of the fitting errors (σ a /σ 0 ) was reduced by 22.5%, and the one-step out-of-sample forecasting RMSE was decreased by 24.5%. 
The Diffusion Index Approach
Our analysis so far has been confined to the univariate modeling of the CPI using the S-ARIMAX models. This univariate modeling approach ignores information contained in other macroeconomic variables that might have predictive content for the CPI. To enhance the forecasting performance, we collect major economic variables and consider utilizing the information contained in these variables as the Diffusion Index (DI) via the principal component analysis (Stock and Watson, 2002a,b; McCracken and Ng, 2016) . We then predict the seasonal adjusted CPI with the estimated DIs, where the number of DIs is selected by the BIC (Schwarz, 1978) .
The premise of the DI approach is that the information in the predictors can be represented by a small number of estimated factors. The approach avoids the task of variable selection which may miss the variables that have predictive power in out-of-sample but lack significance for the in-sample fit. This idea has a long tradition in macroeconomics as articulated in Stock and Watson (2002a,b) and references therein. For CPI-CN, we consider 31 main economic variables which are listed in Table A .2 in the Supplementary Material.
And for the CPI-US, we use FRED monthly database, which is a proper substitute for Stock-Watson dataset based on the study of McCracken and Ng (2016).
Seasonal Adjustment and Data Pre-processing
The covariates used to build the DI are monthly observations, which have the same time span as that of the CPI-CN. As the officially released Chinese data are not seasonally adjusted, we perform the seasonal adjustment first on each of the covariate series. For a given series that contains the SF effects, say Z t (sometimes after a logarithm transformation), applying the S-ARIMAX model (11) to the series, we first estimate the SF effects, which can be expressed asĤ t = 3 i=1β i H it (τ i ). Subtract this estimated SF effects from Z t , we obtain the SF-removed seriesZ t = Z t −Ĥ t . The X-13ARIMA-SEATS procedure (U.S. Census Bureau, 2017) is applied to thisZ t to decompose it into trend T t , seasonality S t and irregular component I t , and finally obtain the seasonal adjusted series saZ t , using either additive model or multiplicative model as below
depending on the nature of the covariate.
After the seasonal adjustment, we apply proper transformations on these seasonal adjusted series to make them stationary. Table A .2 in Supplementary Material provides details on the pre-treatments applied to each covariate. Finally, we standardize these transformed series to form multivariate time series X t for the factor analysis needed in the DI analysis.
In particular, we denote the seasonally adjusted CPI-CN by saCP I t .
Diffusion Indexes Estimation
After the data pre-processing, we built the following model to estimate the Diffusion Indexes (DIs) from n × 1 stationary multivariate time series X t :
where F t is the r × 1 common factors, Λ is the n × r matrix of factor loadings, and e t is the vector of idiosyncratic components satisfying E(e t |F t ) = 0 and finite second moments.
Here the common factors F t are estimated by the Principle Component Analysis (Anderson, 2003) . According to Stock and Watson (2002b) , the estimated factors can be interpreted in terms of diffusion indexes developed by NBER business cycle analysts to measure common movement in a set of macroeconomic variables. Stock and Watson (2002a) 
Forecasting with the DIs
The multi-period predictions are projections of an h-step-ahead variable y h t+h onto t-dated predictors and lagged values of y t . The logarithm of saCP I is I(2) non-stationary, we followed the procedure in Stock and Watson (2002b) and define 
and y t : = 1200 ln(saCP I t /saCP I t−1 ).
The general forecasting equation for the dynamic DI approach is
Herep and m are orders of the auto-regressive lags and lagged factors respectively, and f t which is k × 1 vector for k ≤ r is a subset of F t estimated from the Factor Model (18).
To forecast h-step ahead of y h t 0 +h at a time t 0 (training dataset ends at t 0 ), we have three tunning parameters: number of factors k, lags of y t ,p, and lags of the factors m. Denote max.k as the largest possible number of factors used in forecasting. For each max.k in {1, 2, 3, 4, 5}, we choose (k,p, m) ∈ {1 ≤ k ≤ max.k, 1 ≤p ≤ 6, 1 ≤ m ≤ 6} based on the BIC; then use the selected k,p and m to fit model (20) and carry out the forecasting of y h t 0 +h , denoted asŷ h t 0 +h . For CPI-CN,p was mostly selected as 4, 5 and 6, m mostly 1,2,3, k mostly 1 and 2. For CPI-US,p was always selected as 6, m mostly 1 and sometimes 3, k mostly 1 and 2.
After obtainingŷ h t 0 +h , via formula (19), we can get the h-step ahead forecast of the seasonal adjusted CPI, saĈ P I
To compare the forecasting performance of the DI approach with that of the S-ARIMAX model, we carry out the out-of-sample forecast for the period between January 2009 and November 2016, with the forecasting horizons h =1, 2, 3, 6, 9 and 12 months respectively.
Here we consider two forecasting schemes, i.e., the expanding window and the rolling window respectively. In the expanding window scheme with forecast horizon h, the training dataset is the monthly CPI-CN series from January 2002 till h-month prior to the month t where the forecast is desired. In the rolling window scheme, the training data-set is the moving window of (49 -h) months prior to the month t.
DI Result for CPI-CN
We apply the procedure in the above two sub-sections to forecast seasonal adjusted CPI-CN, and use S-ARIMA (0, 0, 1) × (0, 1, 1) 12 for modeling the seasonality of S t . Table 4 collects the ratio of out-of-sample forecasting RMSE of the DI approach over that of the S-ARIMAX. It is observed that the DI approach significantly improves upon the S-ARIMAX model in the 1, 2 and 3-step forecasts for the expanding window method, reducing the forecasting RMSE by 10%, 14% and 9%, respectively. For the rolling window method, the DI only improves upon the S-ARIMAX model in the 1 and 2-step forecasts. This may be due to the rolling window method employed smaller number of observations than the expanding window, which makes its DI estimation less stable than that of the expanding window. The improvements are also reflected in Figure A.1 (a)-( 
f) in the Supplementary
Material which shows that the forecasting errors of the DI approach are smaller than those of the S-ARIMAX model after year 2010. For the 1, 2 and 3-step forecasts, using only the first factor appeared to be sufficient, since adding the second to the fifth factors does not offer obvious improvement for the prediction. This suggests that the first factor may be used as the short-term leading index of CPI-CN. Finally, both Table 4 and Figure A .1 (g)- (l) show that the DI approach has larger forecast errors than the S-ARIMAX model for forecasting horizon h = 6, 9 and 12 months.
This shows that the DI has less prediction power for the long-term forecast for the CPI-CN, when the S-ARIMAX is more advantageous.
Results for US CPI Series
In the previous two sections, we have applied the linear time series models and the diffusion index model to study the Chinese CPI series. In the literature, such analysis has been performed for the US CPI series (CPI-US), in earlier studies such as Stock and Watson (2002a,b) , and more recent studies like McCracken and Ng (2016) . A natural question of central importance is whether the dynamic structure of the CPI-CN and that of the CPI-US would be similar. Furthermore, would both series be predictable? To answer these questions, this section will perform the analysis for the CPI-US parallel to that for the CPI-CN in Section 3 and 4. Our findings for the CPI-US will be briefly reported, for the sake of space, as the analysis is quite similar to those presented in the previous sections.
The linkage of our results with those reported in the literature will be highlighted. A discussion in Section 6 summarizes the major findings in the comparison between CPI-CN and CPI-US.
Linear Time Series Modeling
For the CPI-US, Figure A.2 in Supplementary Material provides the SACFs and SPACFs of the series and those after taking the first order and the 12-th order differences, namely for (1 − B)Z t and (1 − B)(1 − B 12 )Z t if we denote the raw CPI-US as Z t . Similar to the analysis of CPI-CN, Figure A. 2 suggests the following model class for CPI-US, namely
which is the same as the model class (2) for CPI-CN.
To select the orders p, q, P and Q in Model (21), we choose a range based on the SACFs and SPACFs of (1 − B)(1 − B 12 )Z t as conveyed in Figure A. 2. As the SACFs in Figure   A .2(c) are only significant at lags 1, 12, 13, and SPACFs in Figure A .2(f) are significant at lags 1, 2, 12, 15, 24 and 25, we choose these orders p, q, P and Q from the same range {0, 1, 2}, making a total of the same 81 candidate models (2) for the CPI-CN. Incorporating these seven significant outliers, Model (21) is revised as
whereZ t = Z t − ω 1 S (22) is shown in Figure A.3 (b) , which indicates that (p, q, P, Q) C F it BIC C F C Sum of Ranks (2, 2, 0, 1) 0.412 (4) 287.56 (3) 0.491 (1) 8 (2, 2, 1, 1) 0.408 (2) 291.38 (10) 0.500 (2) 14 (2, 0, 0, 1) 0.427 (14) 287.12 (2) 0.500 (3) 19 (2, 0, 1, 1) 0.425 (12) 291.38 (9) 0.506 (6) 27 (2, 0, 0, 2) 0.424 (11) 291.22 (8) 0.511 (11) 30
(2, 2, 1, 2) 0.410 (3) 297.55 (22) 0.508 (9) 34 (0, 1, 1, 1) 0.430 (26) 290.41 (6) 0.506 (5) 37 (2, 2, 0, 2) 0.408 (1) 290.73 (7) 0.579 (31) 39 there are no more outliers in more than half of the candidate models, especially among the top performing models as shown in the following.
To choose the proper orders p, q, P and Q in Model (22), we calculate the three criteria (C F it (p, q, P, Q) =σ a /σ 0 , BIC(p, q, P, Q) and C F C (p, q, P, Q) = RM SE/σ 0 ) for the 81 candidate models, shown in Figure A models. It was further reduced to 1.375 among the top 8 models as specified in Table 5 .
As a result, we only consider the top eight models in the following.
The best performing model with order (2, 1, 2)×(0, 1, 1) 12 is indicated as the red triangle in Figure A .4, which admits the form
). (23) As shown in Table 3 , after considering outliers, the fitted error standard deviation (σ a ) and 1-step out-of-sample forecasting RMSE (relative toσ 0 ) are reduced by 28% and 14% respectively. Figure A .5 in the Supplementary Material shows that, after considering outliers in Model (23), all the large errors caused by outliers are removed.
Comparing the top eight S-ARIMAX models for CPI-CN and CPI-US, we find the CPI-US tends to choose larger auto-regressive order than the CPI-CN as we note that for CPI-CN (p, q) = (1, 0) four times, (0,1) twice, (2,0) and (0,2) once each, while for CPI-US (p, q) = (2, 2) four times, (2,0) three times, and (0,1) once. For the (P,Q) order, CPI-CN has (1,2) three times, (2,1) twice, and (2,2), (2,0) and (0,1) once, respectively. In contrast, for CPI-US, the (P,Q) orders are (1,1) three times, (0,1) twice, (0,2) twice and (1,2) once.
This difference in order choices implies that CPI-CN has longer seasonal dependence, but less inter-yearly dependence than CPI-US does.
DI Approach Results
The United States has its macroeconomic time series seasonally adjusted, including the CPI series. To gain more details on the CPI-US in comparison with the CPI-CN, we consider the raw CPI-US series. We compute its seasonality as S t = CP I t /saCP I t , since BLS uses multiplicative model for seasonal adjustment (BLS, 2007) . Data transformation following Stock and Watson (2002b) and McCracken and Ng (2016) are similarly adopted.
Then we applied the DI approach (see equation (18) and (20)) on saCP I t , and use S-ARIMA (2, 0, 0) × (2, 1, 0) 12 to model log(S t ). Predictions of these two components were carried out to obtain the the prediction of CPI viaĈ P I h t+h = saĈ P I h t+hŜ t+h . The DI approach with max.k = 2 gives the most precise forecast, and the forecasting results with max.k = 1, · · · , 5 are listed in Table 6 . Table 6 shows that the DI approach offered inferior results to the univariate S-ARIMAX model (23) for CPI-US. This is in a sharp contrast to the results for the CPI-CN, and seems to contradict with the results of Stock and Watson (2002b) that the DI approach was better in forecasting US inflation compared to the auto-regressive (AR) models. One reason may be that the time span January 2002 to November 2016 is too short for factor extraction and DI approach forecasting. The forecast errors shown in Figure A So it is likely that the financial crisis has more severe impact on the DI approach forecasting than S-ARIMAX forecasting. In addition, the plots of the forecast errors suggest that the financial crisis has more severe influence on CPI-US than on CPI-CN. Moreover, the model's forecasting ability may change over time and vary for different target series. In Stock and Watson (2002b) , the forecasting power of the DI and AR model were compared for y h t+h from January 1970 to December 1998. However, we forecast the raw CPI-US without seasonal adjustment from January 2009 to November 2016. For comparison, we also perform the same forecasting procedure of Stock and Watson (2002b) to predict y h t+h for the period January 2009 to November 2016. The ratios of RMSE of DI over RMSE of AR for 1,2,3,6,9 and 12-month forecasting are 1.08 1.28 1.33 1.36 1.20 1.06, indicating that the DI approach is inferior to the linear time series model.
In addition, our results seem to be consistent with those reported in McCracken and Ng (2016) , where the authors compared the forecasting of y h t+h from January 2008 to February 2012. Their results indicated that the DI approach had the same forecasting power as the AR model for the 1-month horizon, but was worse than the AR model for the 12 and 24 month-horizon, respectively. It is worth noting that Stock and Watson (2002b) and McCracken and Ng (2016) only employed the AR model without the MA component. And they used the BIC to select the model order. Here we firstly select potential AR and MA orders based on ACFs and PACFs, and then use three criteria, C F it (p, q, P, Q) and BIC(p, q, P, Q) for model fitting and C F C (p, q, P, Q) for forecasting, to select the optimal model. This is more aggressive and better for forecasting than just relying on the BIC criterion. In a word, different forecasting period, different target series and different forecasting procedures lead to a conclusion different from that of Stock and Watson (2002b) .
Discussion
Our study represents a systematic analysis on Chinese consumer price index relative to its US counterpart with both the traditional linear time series models and the more modern diffusion index approach. This paper has three major findings. The first one is that the CPI-CN admits regular dynamic structures that can be well modeled by the conventional linear time series models. The fact that the CPI-CN displays pronounced SF effects year after year despite its timing is shifting between January and February indicates the quality of the CPI-CN as it captures a key consumption pattern of the Chinese consumers. Another aspect is the interpretation of the major outliers by natural and economic events.
The second finding is that the CPI-CN and CPI-US can be modeled by a similar linear time series model class, although there are differences in the composition of the top 8 models as the two series possess different dynamic patterns. For the top eight models of CPI-CN in Table 2 , regular orders p and q are mostly 1 or 0, and seasonal orders P and Q are mostly 1 and 2. While for the top eight models of CPI-US in Table 5 , p and q are mostly 2, and P and Q are mostly 0 and 1. This implies that CPI-CN has shorter regular dependence and longer seasonal dependence than those of the CPI-US, respectively. Indeed, as summarized in Table 7 , in term of predictability of CPI-CN and CPI-US, they are comparable based on their forecast RMSE/σ 0 . For h=1, CPI-CN is at least as predictable as CPI-US; for h=2,3,6,9, CPI-CN had less prediction error than CPI-US; for h=12, the predictability of CPI-CN is slightly worse than that of CPI-US. This together with the two series having comparable model fitting accuracy (Table 3 ) leads to a major conclusion: the Chinese series is as predictable as the US series.
The last major finding is that the predictability of the Chinese CPI series can be further improved by utilizing extra macro-economic information through the DIs for shorter terms (one to three months) forecasting. However, for the CPI-US, the DIs appeared not able to gain further prediction accuracy over the S-ARIMAX models. 
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Expanding Window
Forecast Horizon h=1 h=2 h=3 h=6 h=9 h=12
(2, 1, 2) × (0, 1, 1) 0.491 0.866 1.267 2.346 3.023 3.274
(2, 1, 2) × (1, 1, 1) 0.493 0.921 1.321 2.299 2.934 3.195
(2, 1, 0) × (0, 1, 1) 0.492 0.928 1.381 2.375 3.023 3.301
(2, 1, 0) × (1, 1, 1) 0.498 0.941 1.386 2.371 3.048 3.322
(2, 1, 0) × (0, 1, 2) 0.503 0.941 1.432 2.391 3.092 3.378
(2, 1, 2) × (1, 1, 2) 0.501 0.954 1.371 2.419 3.173 3.429 (0, 1, 1) × (1, 1, 1) 0.500 0.861 1.182 2.256 3.006 3.280
(2, 1, 2) × (0, 1, 2) 0.495 0.928 1.331 2.384 3.078 3.352
Rolling Window
Forecast Horizon h=1 h=2 h=3 h=6 h=9 h=12 
