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GLAUBER DYNAMICS FOR ISING MODELS ON
RANDOM REGULAR GRAPHS: CUT-OFF AND METASTABILITY
VAN HAO CAN, REMCO VAN DER HOFSTAD, AND TAKASHI KUMAGAI
Abstract. Consider random d-regular graphs, i.e., random graphs such that there are
exactly d edges from each vertex for some d ≥ 3. We study both the configuration model
version of this graph, which has occasional multi-edges and self-loops, as well as the
simple version of it, which is a d-regular graph chosen uniformly at random from the
collection of all d-regular graphs.
In this paper, we discuss mixing times of Glauber dynamics for the Ising model with
an external magnetic field on a random d-regular graph, both in the quenched as well as
the annealed settings. Let β be the inverse temperature, βc be the critical temperature
and B be the external magnetic field. Concerning the annealed measure, we show that
for β > βc there exists Bˆc(β) ∈ (0,∞) such that the model is metastable (i.e., the mixing
time is exponential in the graph size n) when β > βc and 0 ≤ B < Bˆc(β), whereas it
exhibits the cut-off phenomenon at c?n log n with a window of order n when β < βc
or β > βc and B > Bˆc(β). Interestingly, Bˆc(β) coincides with the critical external
field of the Ising model on the d-ary tree (namely, above which the model has a unique
Gibbs measure). Concerning the quenched measure, we show that there exists Bc(β)
with Bc(β) ≤ Bˆc(β) such that for β > βc, the mixing time is at least exponential along
some subsequence (nk)k≥1 when 0 ≤ B < Bc(β), whereas it is less than or equal to
Cn log n when B > Bˆc(β). The quenched results also hold for the model conditioned on
simplicity, for the annealed results this is unclear.
1. Introduction
The Ising model is a paradigmatic model in statistical mechanics. It was invented by
Ising and his PhD-supervisor Lenz to model magnetism, for which it was considered on
regular lattices (see [34, 35] for the interesting history of the Ising model, as well as the
standard books [7, 24] and the references therein). With the view that the Ising model can
also model cooperative behavior, its relevance in the area of network science has increased,
and the literature on the Ising model on random graphs, invented to model complex
networks, has exploded. See [23] for the physics perspective on critical phenomena on
random graphs. Initially, the focus was on establishing the thermodynamic limit of the
quenched Ising model on random graphs [14, 13, 18] as well as on its critical behavior
[19, 25]. In the past years, also the annealed Ising model has attracted considerable
attention [11, 10, 12, 17, 26]. As we explain in more detail below, the quenched and
annealed settings for the Ising model describe different physical realities in the dynamics
of the underlying graph and the Ising model on it. The local weak limit of the Ising model
on locally tree-like random graphs was studied in [3, 37].
Recently, the dynamical properties of the Ising model have attracted attention, focusing
on its metastable behavior [16, 20]. In these works, large random graphs were considered,
on which an Ising model lives with a slightly positive field at very low temperature. In
such settings, the all-plus state is the ground state, and thus the most likely state for the
system to be in. However, due to the strong coupling, the all-minus state is a metastable
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state, and it takes the system a very long time to leave this state when started from it. For
large network size, the main results in [16, 20] give detailed estimates for the transition
time to move from the metastable state to the stable state, as the temperature tends to
zero, for graphs of fixed large size.
In this paper, we approach this question from a different perspective, by investigating
the system as a fixed temperature and studying what happens as the system size tends to
infinity. Rather than treating it as a metastable system, we thus approach it as a Markov
chain mixing-time problem. This is the first paper that studies dynamical metastable-like
properties of the Ising model on random graphs, without taking the zero-temperature limit
first. In general, it is known that for supercritical temperature, mixing is fast (mixing time
of order n log n where n is the size of the graph) [38], while for subcritical temperatures
and small external fields, the mixing time is exponentially large in the graph size. We
focus on both the quenched as well as the annealed Ising model on random regular graphs,
where our results are the strongest in the annealed setting. In particular, our main results
and innovations are as follows:
(a) For subcritical temperatures, where the Ising model at zero external field has two
Gibbs measures, we identify the critical value for the field in the annealed setting.
More precisely, for large field, mixing is rapid (mixing time of order n log n), while
for small field, mixing is slow (mixing time exponential in the system size). The
latter corresponds to the metastable setting. The proofs rely on a close relation
between the annealed Ising model and birth-death chains, for which such results
have been established in [2, 9, 21, 22].
(b) For the quenched Ising model, we prove similar properties, however, we are not
able to identify the exact critical value of the external magnetic field, but instead
resort to bounds on it. The results rely on proofs of mixing times for Glauber
dynamics on general graphs such as proved in the literature, and most effort is in
proving that the necessary conditions hold for degree-regular configuration models.
(c) While the mixing time is at least eλn in both models for some appropriate λ > 0
in the slow-mixing regime, in the annealed setting, the constant λ is independent
of β, while in the quenched setting, the constant λ is linear in β for large β.
The remainder of this section is organized as follows. We start in Section 1.1 by defining
the random regular graphs that we will be working on. In Section 1.2, we define the Ising
model on random graphs in its quenched and annealed settings. In Section 1.3, we recall
some previous results on the Ising model proved by the first author [11] in the annealed
setting and by Dembo and Montanari [14] in the quenched setting. In Section 1.4, we
state our main results. We close in Section 1.5 with discussion and open problems.
1.1. Random regular graphs. Let us start by defining the configuration model intro-
duced by Bollobás [4] in the degree-regular case, and by Molloy and Reed [36] in the
general degree case. We consider a sequence (Gn)n≥1 of such graphs. To define it, start
for each n with the vertex set [n] = {1, . . . , n}. Construct the edge set as follows. Consider
a sequence of degrees (di)i∈[n] and assume that `n =
∑
i∈[n] di is even. For each vertex
i ∈ [n], start with di half-edges incident to i. Denote the set of all the half-edges by H.
Select h1 ∈ H arbitrarily, and then choose a half-edge h2 uniformly from H \ {h1}, and
pair h1 and h2 to form an edge. Next, select an arbitrarily half-edge h3 ∈ H\{h1, h2}, and
pair it to h4 uniformly chosen from H \ {h1, h2, h3}. Continue this procedure until there
are no more half-edges. The resulting graph is called the configuration model, see [27,
Chapter 7] for an extensive introduction. In particular, it is known that the configuration
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model conditioned on simplicity is a uniform random graph with the prescribed degrees
(di)i∈[n] [27, Proposition 7.7].
In this paper, we consider the random d-regular graph, that is di = d for all i ∈ [n], with
d ≥ 3 and nd assumed to be even. We let P and E denote the probability measure and
expectation with respect to the random regular graph. We say that a sequence of events
(An)n≥1 occurs with high probability (which we abbreviate as whp) if P(An) = 1 − o(1)
as n→∞.
In the degree-regular setting, it is also known that the probability that the configuration
model is simple converges to a positive value [27, Theorem 7.12] (see also [1, 4, 28, 29]),
which implies that any result that holds whp for the configuration model, also holds whp
for the random regular graph. This implies that all the results in the quenched setting
also hold for the random regular graph. In the annealed setting, this is less obvious, as
we are taking expectations with respect to exponential functionals in the Ising model, as
we now explain in more detail.
1.2. Ising model and Glauber dynamics. In this section, we define the quenched and
annealed Ising models, as well as Glauber dynamics for it.
1.2.1. Ising model. Let Ωn = {−1, 1}n be the space of spin configurations. For any spin
vector σ = (σ1, . . . , σn) ∈ Ωn, the Hamiltonian is given by
Hn(σ) = H
β,B
n (σ) = −β
∑
i,j∈[n] : i≤j
ki,jσiσj −B
∑
i∈[n]
σi,
where ki,j is the number of edges between vertices i and j, β ≥ 0 is the inverse temperature
and B ∈ R is the uniform external magnetic field.
The quenched measure is defined by Boltzmann law, defined, for any σ ∈ Ωn, as
µβ,Bn (σ) =
exp(−Hn(σ))
Zβ,Bn
,
where Zβ,Bn is the partition function given by
Zβ,Bn =
∑
σ∈Ωn
exp(−Hβ,Bn (σ)).
Similarly, the annealed measure is defined, for any σ ∈ Ωn, as
µˆβ,Bn (σ) =
E[exp(−Hn(σ))]
E[Zβ,Bn ]
,
where E is the expectation the random graph under consideration. These two measures
concern different physical realities (see also [12]), in the sense that the random graph in
the quenched measure is fixed (or can be thought of as varying very slowly compared
to the Ising Glauber dynamics), while in the annealed law, the Glauber dynamics only
observes an average graph instance, which, by the ergodic theorem, can be thought of
as an expectation with respect to the graph randomness. As discussed before, we will
work on the d-regular configuration model, but in our discussion we will also discuss more
general degree settings. Throughout the paper, we consider the case B ≥ 0; the other
case can be treated identically by symmetry.
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1.2.2. Glauber dynamics. Let us first recall the Glauber dynamics for a given reversible
measure νn on Ωn. Let (ξt)t≥0 be a discrete Markov chain on Ωn with transitions as
follows. Assume that ξt = σ, let I be a random index in [n] chosen uniformly at random.
Then,
ξt+1 =
{
σ+I with probability νn(σ
+I)
νn(σ+I)+νn(σ−I) ,
σ−I with probability νn(σ
−I)
νn(σ+I)+νn(σ−I) ,
(1.1)
where, for all σ ∈ Ωn and i ∈ [n], we define σ+i and σ−i to be the i-spin-flipped version
of σ, i.e.,
σ+ij = σ
−i
j = σj for j 6= i, and σ+ii = −σ−ii = 1.
We denote by (ξσt )t≥0 the Glauber dynamics starting from the configuration σ. It is well
known that (ξt)t≥0 is a reversible Markov chain with stationary measure νn. Hence, as
t → ∞, the distribution of (ξt)t≥0 converges to νn. The distance to stationary of the
Glauber dynamics is defined as
dn(t) = max
σ∈Ωn
‖P(ξσt ∈ ·)− νn(·)‖TV,
where ‖µ − ν‖TV is the total variation distance between the probability measures µ and
ν. Then, the mixing time is defined as
tmix = min{t : dn(t) ≤ 14}.
The value 1
4
is arbitrary and can be replaced by any other value ε ∈ (0, 1).
In this paper, we study the mixing time with respect to the quenched and annealed
measures µβ,Bn and µˆβ,Bn defined previously. From now on, we let tmix be the quenched
mixing time for µβ,Bn , and tˆmix the annealed mixing time for µˆβ,Bn , respectively. Notice
that while tmix is random as it depends on the random graph, tˆmix is non-random.
For d ≥ 3, the Ising model on random regular graphs exhibits a phase transition at the
critical value βc = atanh(1/(d− 1)), see e.g. [14]. (Note that this model does not exhibit
a phase transition for d = 1, 2, and that is why we consider d ≥ 3.) The mixing time has
been studied in the high-temperature regime:
Theorem 1.1 (Mixing times high-temperature Ising model [38, Theorem 1]). There exists
a positive constant C, such that if β < βc, then whp tmix ≤ Cn log n.
We notice that the results in [38] hold for the general class of finite graphs with degree
bounded by d for any β < atanh(1/(d − 1)). For us, it is crucial that atanh(1/(d − 1))
is the critical value for the Ising model on the configuration model, so that Theorem 1.1
holds throughout the high-temperature regime.
In this paper, apart from studying the mixing times of the Ising model, we also study
its cut-off behavior. This is related to the speed at which t 7→ dn(t) decreases. Formally,
with tmix(ε) = min{t : dn(t) ≤ ε}, we say that the cut-off phenomenon occurs at an with
a window of order bn  an when, for all ε ∈ (0, 12),
tmix(ε)/an → 1, while tmix(ε)− tmix(1− ε) = Θ(bn). (1.2)
1.3. Previous results about Ising models on the configuration model. In this
section, we state some important previous results about the annealed and quenched Ising
model that we shall rely upon. We first define the fixed-spin partition function, which will
play an important role in our results. For σ ∈ Ωn, we write
σ+ = {i ∈ [n] : σi = 1} and σ− = {i ∈ [n] : σi = −1}.
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For any t ∈ (0, 1), we define
ϕβ,Bn (t) =
1
n
logZβ,Bn (t),
where
Zβ,Bn (t) =
∑
σ : |σ+|=dnte
e−Hn(σ),
and
ϕˆβ,Bn (t) =
1
n
logE
[
Zβ,Bn (t)
]
.
It has been shown in the proof of [11, Theorem 1.1(i)] that
sup
0≤k≤n
∣∣∣ 1
n
log
∑
σ : |σ+|=k
E
(
e−Hn(σ)
)− ϕˆβ,B (k/n) ∣∣∣ = O(1/n), (1.3)
with
ϕˆβ,B(t) =
βd
2
−B + I(t) + 2Bt+ d
∫ t∧1−t
0
log fβ(s)ds, (1.4)
where I(0) = I(1) = 0 and, for t ∈ (0, 1)
I(t) = (t− 1) log(1− t)− t log t,
and
fβ(t) =
e−2β(1− 2t) +√1 + (e−4β − 1)(1− 2t)2
2(1− t) . (1.5)
Thus, for all t ∈ [0, 1],
lim
n→∞
ϕˆβ,Bn (t) = ϕˆβ,B(t).
Denote the annealed and quenched pressures by
ϕ(β,B) = lim
n→∞
1
n
logZβ,Bn , ϕˆ(β,B) = lim
n→∞
1
n
logE(Zβ,Bn ). (1.6)
It is shown in [15, Theorem 1] and [11, Proposition 3.2] that the annealed and quenched
pressures are equal and have a variational expression as
ϕ(β,B)
a.s.
= ϕˆ(β,B) = max
t∈[0,1]
ϕˆβ,B(t). (1.7)
These results will be crucial to establish the ‘energy landscape’ of Glauber dynamics for
the Ising model.
1.4. Main results. In this section, we state our main results. We start with the results
for the annealed Ising model, followed by our results on the quenched Ising model.
1.4.1. Main results for the annealed Ising model. For the annealed case with β > βc, we
can show (see Lemma 2.2 below) that there is a threshold Bˆc = Bˆc(β), such that if B > Bˆc,
then the function t 7→ ϕˆβ,B(t) is unimodular, i.e., t 7→ ϕˆβ,B(t) has only one critical point
which is the maximizer characterizing the annealed pressure in (1.7). On the other hand,
if 0 ≤ B < Bˆc, then t 7→ ϕˆβ,B(t) has three critical points (one local maximizer, one global
maximizer and one local minimizer), and thus the graph of t 7→ ϕˆβ,B(t) has a valley. This
particular observation suggests that for β > βc, there is a phase transition in the mixing
time of the annealed Ising model when B crosses the value Bˆc. Indeed, we will show in
Theorem 1.2 below that for β > βc, the mixing time increases exponentially in the graph
size when B < Bˆc but it is of order n log n when β > βc, B > Bˆc, or when β ∈ [0, βc).
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We observe that ϕˆβ,Bn (t) = ϕˆβ,0n (t) + B(2t− 1) and thus ϕˆβ,B(t) = ϕˆβ,0(t) + B(2t− 1).
Therefore, the unimodularity of ϕˆβ,B is strongly related to the reflection point of t 7→
ϕˆβ,0(t). Indeed, we will show in Lemma 2.2 below that
Bˆc = Bˆc(β) := −1
2
ϕˆ′β,0(tu) = sup
t∈(0,1
2
)
(− 1
2
ϕˆ′β,0(t)
)
= sup
0<s<t<
1
2
ϕˆβ,0(s)− ϕˆβ,0(t)
2(t− s) , (1.8)
where tu is the reflection point of ϕˆβ,0 determined as in (2.2). With this notation in hand,
we now state our main result for the Glauber dynamics on the annealed Ising model on
the d-regular configuration model:
Theorem 1.2 (Annealed Glauber dynamics). Consider the annealed Glauber dynamics
on the d-regular configuration model.
(i) For β > βc and 0 ≤ B < Bˆc, there exist positive constants C and λ such that
C−1 exp(λn) ≤ tˆmix ≤ Cn4 exp(λn). Moreover,
sup{λ : β > βc, 0 ≤ B < Bˆc} <∞. (1.9)
(ii) For β < βc or β > βc but B > Bˆc, there exists a positive constant c?, such that
the cut-off phenomena occurs at c?n log n with a window of order n.
Independence of inverse temperature in (1.9). The fact that the constant λ in the
exponential growth of the mixing time in Theorem 1.2(i) is independent of β for large
β in (1.9) is rather remarkable. It can be understood as follows. Think of the curve
t 7→ ϕˆβ,B(t) as an energy landscape. It takes an exponential amount of time to cross any
energy barrier, meaning a difference in energy. Indeed, let us start from a configuration
σ for which |σ+| ≈ sn where s 6= t? and t? is such that ϕˆ(β,B) = ϕˆβ,B(t?) (recall (1.7)).
Let B > 0, so that t? > 1
2
. Then, the amount of time to go from |σ+| ≈ sn to equilibrium
is close to enλ(s), where
λ(s) = sup
t∈[s,t?]
ϕˆβ,B(t)− ϕˆβ,B(t?). (1.10)
It can be expected that the worst case for this is when s = s? for some s? < 1
2
, which
suggests that λ = λ(s?). Then, to go between any σ with |σ+| ≈ s?n and the stationary
distribution that will have approximately t?n plusses, the dynamics has to pass through
a spin configuration σ′ with |σ+| ≈ n/2.
Now, for most graphs, this will lead to an energy difference that grows linearly in n
as well as in β for large β. However, the annealed dynamics on the configuration model
is special, as it allows to update the graph as well when changing the spins. Thus, this
suggests that there exists a graph configuration whose probability is exponentially small
in n but with an exponential rate that is independent of β. Indeed, the probability of
splitting the graph into two disjoint d-regular graphs of about equal size is exponentially
small in n, with an exponential rate that is obviously independent of β. By then taking all
spins to be plus on one part, and the spins to be all minus on the other part, we see that
we have a roughly equal number of plusses and minuses, while at the same time having an
exponentially small cost whose exponential rate is independent of β. This explains (1.9).
It would be of interest to verify whether this disjoint split of the configuration model
is indeed the optimal strategy, for example by investigating the local neighborhoods of
vertices in such settings.
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Cut-off in subcritical regimes. In the setting where β < βc, or β > βc but B > Bˆc,
there is no valley in the energy landscape, meaning that the dynamics will move quickly
from any spin configuration to the stationary distribution. The fact that Theorem 1.2(ii)
proves that this dynamics satisfies a cut-off phenomenon is a substantial improvement from
the general result in Theorem 1.1, which is a restatement of [21, Theorem 1], however, it
is restricted to the annealed setting.
1.4.2. Main results for the quenched Ising model. We next state our results for the quenched
Glauber dynamics. We start by investigating the fixed-spin partition function:
Proposition 1.3 (Quenched fixed-spin partition function). The following assertions hold.
(i) For all β,B and t ∈ (0, 1)
ϕβ,Bn (t)− ϕ˜β,Bn (t) a.s.−−→ 0,
where ϕ˜β,Bn (t) = E
[
ϕβ,Bn (t)
]
.
(ii) There exists a subsequence (nk)k≥1, such that for all β,B the sequence of func-
tions (ϕ˜β,Bnk )k≥1 converges uniformly to a continuous (non-random) function ϕβ,B
in every compact subset of [0, 1]. Moreover,
ϕβ,B(t) = ϕβ,0(t) +B(2t− 1).
Furthermore, let
Bc = Bc(β) := sup
0<s<t<
1
2
ϕβ,0(s)− ϕβ,0(t)
2(t− s) . (1.11)
Then Bc ∈ (0, βd) for all β > βc. Moreover, there exists a positive constant c such
that Bc ≥ cβ if β ≥ 12.
It follows directly from the definition of Bc that when B < Bc, the function t 7→ ϕβ,B(t)
is non-unimodular and it has a valley; otherwise it is unimodular. While it is not difficult
to prove that the mixing time is of exponential order when B < Bc, it is not clear to us
how to show that the mixing time is of exp(o(n)) when B > Bc. Instead, we can show
the following. Let BGc be the critical external field of Ising model on d-ary tree defined by
BGc = inf{B ≥ 0: Ising model on infinite d-ary tree has a unique Gibbs measure}.
(1.12)
Then, the mixing time is of logarithmic order for B > BGc :
Theorem 1.4 (Quenched Glauber dynamics). Consider the quenched Glauber dynamics
on the d-regular configuration model. There exist positive constants c1, c, C where c, C
may depend on β,B and c1 is independent of β,B, such that the following statements
hold.
(ia) If β > βc and 0 ≤ B < Bc then
lim sup
n→∞
P(tmix ≥ exp(cn)) = 1.
(ib) If β > βc and 0 ≤ B < c1β then tmix ≥ exp(c1βn) whp.
(ii) If β > βc and B > BGc , then tmix ≤ Cn log n whp.
Consequently, the same results hold for the d-regular random graph.
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It follows directly from our results that Bc ≤ BGc . Surprisingly, we can show that
BGc = Bˆc. This means that the critical quantity for the annealed Ising model on Gn is
the same as that of the Ising model on the d-ary tree, which equals the local limit of Gn:
Proposition 1.5 (Identification of BGc ). For any β > βc, BGc (β) = Bˆc(β).
However, we do not know whether the quenched quantity Bc is equal to BGc or not. In
particular, we do not know the quenched behavior of tmix when Bc ≤ B ≤ BGc .
1.5. Discussion. Here we give some comments on our results, and state some open prob-
lems.
Metastability for Ising models on configuration models. There are some related
works on the metastability of Glauber dynamics on random graphs at zero temperature.
In [16, 20], the authors study the Ising model on configuration models. They show that
the hitting time to all-plus configuration for the dynamics starting from all minus (which
we denote by Tn) grows exponentially fast at zero temperature, i.e., limβ→∞ µβ,Bn (Tn ≥
exp(cβn)) = 1 whp for the random graph.
Cut-off for quenched setting. In Theorem 1.2(ii), we show the cut-off phenomenon
for the dynamics under the annealed law in the high-temperature regime and in the low-
temperature regime with high external field. We guess that the same phenomenon occurs
in the quenched setting. As far as we know, the best result is due to Lubetzky and Sly [32],
who prove the cut-off phenomenon for the Ising model on graphs with bounded degrees at
sufficiently high temperature (more precisely, β ≤ ε/∆ with ∆ the maximal degree and ε
a universal constant).
Extension to configuration models with general degrees. It is natural to extend
our results to the setting of Ising models on configuration models with general degrees.
However, it is not immediate how to appropriately define the critical external fields. One
may be tempted to conjecture that the definitions in (1.8) and (1.11) are still the right
critical values for B. However, in the non-regular case, this is quite unclear. Indeed, to
our best knowledge there is no result for the critical external field BGWc for the uniqueness
of Gibbs measure on a Galton-Watson tree (the weak limit of configuration model), see
also (1.12). Thus, extensions of our results to non-regular cases require considerable novel
ideas.
Slow mixing times and their dependence on β for low temperatures. Fix β large.
In Theorem 1.2, we show that tˆmix = exp(λn(1 + o(1))) with λ bounded by a universal
constant for the whole regime of temperatures and external fields. In contrast, Theorem
1.4 says that tmix ≥ exp(c1βn) for β large and B ≤ c1β. That means that the annealed
dynamics mixes much faster than the quenched dynamics at low temperature (i.e., with
large β).
Local spin and graph configurations for wrong magnetizations. Recall the dis-
cussion of (1.9) below Theorem 1.2(i). It would be of interest to investigate the local
neighborhoods and Ising spin configurations around a uniform vertex when there are
around sn plusses, for general s. It can be expected that the local graph configuration
remains on being a d-ary regular tree. If the discussion below Theorem 1.2(i) is indeed
correct, then the spin configuration either equals the plus or the minus configuration, each
with a specific probability.
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Organisation of the proof. We start in Section 2 by discussing various preliminaries on
the critical external field for the Ising model on d-regular configuration models, as well as
general results on Markov chain mixing times. We continue in Section 3 by discussing the
mixing of annealed Ising models and prove Theorem 1.2. This is achieved by comparing
the annealed Ising model to a generalized Curie-Weiss model that makes the message that
the annealed setting is close to mean-field precise. In Section 4, we identify the quenched
fixed-spin partition function in Proposition 1.3. In Section 5, we investigate the mixing of
quenched Ising models and prove Theorem 1.4. In Section 6, we prove the identification of
BGc in Proposition 1.5. In Section 7, we investigate the annealed cut-off behavior stated
formally in Proposition 3.4, and give a sketch of its proof. The full proof is given in
Appendix A.
2. Preliminaries: Critical external fields and mixing times
In this section, we list some preliminary results that are used later. We start by
investigating critical externals fields.
2.1. Critical external fields. The following lemma gives a quantitative definition of the
critical external field BGc , which can be proved by standard calculations and is verified in
the proof of [33, Proposition 4.5]:
Lemma 2.1 (Critical external field for uniqueness of the Gibbs measure). The critical
external field BGc for the uniqueness of the Ising Gibbs measure on a d-ary tree satisfies
BGc = inf{B ≥ 0: solution to θ = −2B + (d− 1) logLβ(eθ) is unique},
where
Lβ(x) =
e2βx+ 1
e2β + x
. (2.1)
In the next lemma, we give a characterization of the annealed critical external field Bˆc.
(a) β < βc, or β > βc, B > Bˆc (b) β > βc, 0 < B < Bˆc
Figure 1. Graphs of ϕˆβ,B
Lemma 2.2 (Critical external field for fast mixing annealed Ising). Fix β > βc, then the
following assertions hold:
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(i) For any B ≥ 0, the function t 7→ ϕˆ′′β,B(t) = ϕˆ′′β,0(t) has two zeros tu and 1 − tu,
with
tu =
1
2
(
1−
√
1− 4e
−4β(d− 1)
(d− 2)2(1− e−4β)
)
∈ (0, 1
2
). (2.2)
(iia) The equation (1.8) holds. Furthermore, ϕˆ′β,B(t) has three solutions 1 > tB1 >
1
2
≥
tB2 > t
B
3 > 0 for 0 ≤ B < Bˆc. In particular, tB1 , tB2 , tB3 are the global maximizer, the
local minimizer, and the local maximizer, respectively, of the function t 7→ ϕˆβ,B(t).
Moreover, t02 =
1
2
for B = 0. Further, t01 = 1− t03 and t03 are both global maximizers
of ϕˆβ,0(t). In addition,
sup{ϕˆβ,B(tB3 )− ϕˆβ,B(tB2 ) : β > βc, 0 ≤ B < Bˆc} <∞.
(iib) If β < βc, or β > βc and B > Bˆc, then ϕˆ′β,B(t) = 0 has a unique solution
tB1 ∈ (12 , 1), which is the global maximizer of ϕˆβ,B(t).
See Figure 1 for what t 7→ ϕˆβ,B looks like. Figure 1(B) gives an example of the setting
in Lemma 2.2(iia), while Figure 1(A) gives an example of the setting in Lemma 2.2(iib).
Proof. It has been shown in the proof of [11, Theorem 1.1 (ii)] that the equation ϕˆ′′β,B(t) =
ϕˆ′′β,0(t) = 0 is equivalent to
t2 − t+ (e
−4β − 1)(d− 1)
(d− 2)2(1− e−4β) = 0.
The above equation has two solutions 0 < tu < 12 < 1 − tu as stated in (i), where tu is
given in (2.2).
We turn to proving (ii). Since tu is the unique solution of ϕˆ′′β,0(t) = 0 in [0,
1
2
] and
ϕˆ′′β,0(0
+) = −∞ (since ϕˆ′′β,0(t) equals I ′′(t)+ bounded terms), the function −ϕˆ′′β,0 changes
its sign from plus to minus at tu and thus tu is the maximizer of −ϕˆ′β,0 in [0, 12 ]. Thus, the
equation (1.8) holds. Since ϕˆ′′β,B(t) = 0 has two solutions, ϕˆ′β,B has at most three zeros.
Moreover, ϕˆ′β,B(0+) = +∞ and ϕˆ′β,B(1−) = −∞ and tu is the local minimizer and 1− tu is
the local maximizer of ϕˆ′β,B. Therefore, ϕˆ′β,B(t) = 0 has a unique solution if ϕˆ′β,B(tu) > 0.
Moreover, ϕˆ′β,B(t) = ϕˆ′β,0(t) + 2B. Thus ϕˆ′β,B(tu) > 0 is equivalent to B > Bˆc. That gives
(iib).
On the other hand, if B < Bˆc (or equivalently ϕˆ′β,B(tu) < 0) then ϕˆ′β,B has three
solutions 0 < tB3 < tu < tB2 < 1 − tu < tB1 < 1. Note that, for fβ(t)fβ(1 − t) = 1 for all
t ∈ (0, 1). Thus for all 0 ≤ t ≤ 1,
ϕˆ′β,B(t) = log
(
1− t
t
)
+ d log fβ(t) + 2B. (2.3)
Thus ϕˆ′β,B(
1
2
) = 2B, since fβ(12) = 1. Therefore, if B = 0, then t
0
2 =
1
2
and if B > 0 then
tB2 <
1
2
.
It remains to bound the gap ϕˆβ,B(tB3 ) − ϕˆβ,B(tB2 ) uniformly in β > βc. It has been
proved in [11, Lemma 3.1] that
ϕˆβ,B(t) =
βd
2
−B + I(t) + 2Bt+ dt log fβ(t) + J(t), (2.4)
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where t 7→ J(t) is a uniformly bounded function on [0, 1
2
]. Since tB3 and tB2 are solutions
of ϕˆ′β,B(t) = 0, using (2.3) and (2.4), we get that
ϕˆβ,B(t
B
3 ) =
βd
2
−B + I(tB3 )− tB3 log
(
1− tB3
tB3
)
+ J(tB3 )
=
βd
2
−B − log(1− tB3 ) + J(tB3 ),
and the same equation holds for tB2 . Hence,
|ϕˆβ,B(tB3 )− ϕˆβ,B(tB2 )| ≤ log 2 + 2 max
0≤t≤1
2
|J(t)|.
This completes the proof of (iia), and thus of the lemma. 
2.2. Bottleneck and spectral gap bounds for mixing times. We next recall a result
relating the hitting time and spectral gap of a Markov chain with the bottleneck ratio,
which has been proved in the book [31, Theorem 12.3, 12.4 and 13.14]:
Lemma 2.3 (Mixing time bounds). Let P be the transition matrix of a Markov chain on
a finite state space Ω with reversible measure pi and let γ be the spectral gap of this chain.
(i) In terms of the above notation,(
γ−1 − 1) log 2 ≤ tmix ≤ log( 4
minx∈Ω pi(x)
)
γ−1.
(ii) Define the bottleneck ratio as
Φ? = min
S : pi(S)≤1
2
Φ(S), where Φ(S) =
Q(S, Sc)
pi(S)
,
and
Q(x, y) = pi(x)P (x, y), Q(K,L) =
∑
x∈K,y∈L
Q(x, y), pi(S) =
∑
x∈S
pi(x).
Then
(Φ?)2 ≤ γ ≤ 2Φ?.
As a consequence,
tmix ≥
(
1
2Φ?
− 1
)
log 2.
3. Mixing of annealed Ising models: Proof of Theorem 1.2
In this section, we consider a generalized Curie-Weiss model whose Hamiltonian depends
only on the number of positive spin. This section is organized as follows. In Section 3.1, we
state the model and the main result under some smoothness conditions on the Hamiltonian
in Theorem 3.1. The remainder of the section is devoted to the proof of Theorem 3.1, as
well as on its application to the proof of Theorem 1.2. In Section 3.2, we prove Theorem
3.1(i), in Section 3.3, we use Theorem 3.1(i) to prove Theorem 1.2(i). A major part of this
analysis consists in proving that the Hamiltonian appearing in the annealed Ising model
satisfies the requested smoothness conditions. We close in Section 3.4 to prove the cut-off
phenomenon for generalized Curie-Weiss models in Theorems 3.1(ii) and 1.2(ii).
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3.1. Mixing of a generalized Curie-Weiss model. Assume that we are considering
Glauber dynamics on Ωn = {−1,+1}n with Hamiltonian given by
−Hn(σ) = nFn(|σ+|), (3.1)
for some function Fn : [0, n] 7→ R+.
For any 0 ≤ a < b ≤ 1, let us further consider the Glauber dynamics constrained to
the subspace
Ω[a,b]n = {σ : [an] ≤ |σ+| ≤ [bn]}.
Then, the constrained Gibbs measure satisfies that for all σ ∈ Ω[a,b]n ,
µβ,B;[a,b]n (σ) =
enFn(|σ+|)∑[bn]
k=[an]
(
n
k
)
enFn(k)
. (3.2)
Clearly, Ωn = Ω
[0,1]
n , and µβ,Bn = µ
β,B;[0,1]
n .
We first formulate a smoothness condition on Fn that quantifies that Fn(k) is close to
F (k/n) for some function F : [0, 1] 7→ R+. For this, we assume that there is a function
F ∈ C2 and a constant C such that for all [an] ≤ k ≤ [bn],
(C1)
∣∣∣Fn(k)− F (k/n) ∣∣∣ ≤ C
n
and
∣∣∣Fn(k + 1)− Fn(k)− F ′(k/n)
n
∣∣∣ ≤ C
n2
.
Define
G(s) = F (s) + I(s) with I(s) = (s− 1) log(1− s)− s log s. (3.3)
Our aim is to show some sufficient conditions on G under which the Glauber dynamics on
the generalized Curie-Weiss model exhibits the metastability or the cut-off phenomenon.
For this, we consider the following two further conditions:
(C2) There exist a < s3 < s2 < s1 < b such that G is strictly increasing in the intervals
(a, s3) and (s2, s1) and strictly decreasing in the intervals (s3, s2) and (s1, b).
(C3) The function G′(s) = 0 has a unique solution s? ∈ (a, b), which is the maximizer
of G(s).
We remark that the condition (C3) implies that G is strictly increasing in (a, s?) and
strictly decreasing in (s?, b), G′(s?) = 0 and G′′(s?) < 0. Condition (C2) implies that the
Glauber dynamics mixes slowly, while condition (C3) implies that the Glauber dynamics
mixes quickly, as formalized in the following theorem:
Theorem 3.1 (Mixing times of generalized constrained Curie-Weiss models). For 0 ≤
a < b ≤ 1, consider the Glauber dynamics on the generalized constrained Curie-Weiss
model defined by (3.2).
(i) Suppose that (C1) and (C2) hold. Then there exists a positive constant C, such
that, for all n large enough,
C−1 exp(λn) ≤ tmix ≤ Cn4 exp(λn),
with
λ = min{G(s3), G(s1)} −G(s2) > 0.
(ii) Suppose that (C1) and (C3) hold. Then the dynamics exhibits the cut-off phenom-
enon at c?n log n with window of order n, where c? = (2s?(1− s?)|G′′(s?)|)−1.
Below we only present the proof for the case a = 0 and b = 1, since the proof for the
general case is exactly the same.
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3.2. Slow mixing for generalized Curie-Weiss models: Proof of Theorem 3.1(i).
Let (ξt)t≥0 be the Glauber dynamics. Define the projection chain (Xt)t≥0 by
Xt = |{i : ξt(i) = 1}|.
Then (Xt)t≥0 is a birth-death process on {0, . . . , n} with probability transitions given by
pn(k) = P(Xt+1 = k + 1 | Xt = k) = n− k
n
× e
nFn(k+1)
enFn(k+1) + enFn(k)
,
qn(k) = P(Xt+1 = k − 1 | Xt = k) = k
n
× e
nFn(k−1)
enFn(k−1) + enFn(k)
, (3.4)
rn(k) = 1− pn(k)− qn(k).
The crucial observation for the proof of Theorem 3.1(i) is that the Glauber dynamics of
generalized Curie-Weiss models and their projections have the same spectral gap:
Proposition 3.2 (Spectral gap Curie-Weiss and its projection [22, Proposition 3.9]). The
Glauber dynamics (ξt)t≥0 of the generalized Curie-Weiss model and the projection chain
(Xt)t≥0 have the same spectral gap.
Combining this result with Lemma 2.3(i), we can derive bounds for the mixing time
of (ξt)t≥0 from the spectral gap of (Xt)t≥0. The spectral gap of birth-death processes are
well understood, as shown in the following proposition:
Proposition 3.3 (Spectral gaps of birth-death chains [9, Theorem 1.2]). The spec-
tral gap γ of an irreducible birth-death chain on {0, . . . , n} with transition probabilities
(pn(k), qn(k), rn(k)) and stationary measure νn satisfies
1
4`(i0)
≤ γ ≤ 2
`(i0)
, (3.5)
where i0 is the state such that νn([0, i0]) ≥ 12 and νn([i0, n]) ≥ 12 , and
`(i) = `ν(i) := max
(
max
j : j<i
i−1∑
k=j
νn([0, j])
νn(k)pn(k)
, max
j : j>i
j∑
k=i+1
νn([j, n])
νn(k)qn(k)
)
, (3.6)
where, for i ≤ j,
νn([i, j]) =
j∑
k=i
νn(k).
Now we are ready to give the proof of Theorem 3.1(i). We investigate the birth-death
chain (Xt)t≥0. Under condition (C1),∣∣∣ enFn(k+1)
enFn(k+1) + enFn(k)
− e
F ′(k/n)
eF ′(k/n) + 1
∣∣∣+ ∣∣∣ enFn(k−1)
enFn(k−1) + enFn(k)
− 1
eF ′(k/n) + 1
∣∣∣ ≤ C
n
, (3.7)
for some constant C > 0. Hence,
n− k
An
≤ pn(k) ≤ A(n− k)
n
and
k
An
≤ qn(k) ≤ Ak
n
, (3.8)
for some universal constant A. The stationary measure of (Xt)t≥0 is given by
νn(k) =
pin(k)
pin(0) + · · ·+ pin(n) , (3.9)
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where (see e.g., [31, Section 2.5] or [2, (2.3)])
pin(k) =
k−1∏
j=0
pn(j)
qn(j + 1)
=
k−1∏
j=0
(
n− j
j
)(
enFn(j+1)
enFn(j)
)
=
(
n
k
)
en[Fn(k)−Fn(0)]. (3.10)
It follows from Stirling’s formula that(
n
k
)
 exp(nI(k/n)).
Combining the last two estimates with (C1) implies that
pin(k)  exp
(
n
[
I(k/n) + F (k/n)− F (0)
])
= exp
(
n
[
G(k/n)−G(0)
])
, (3.11)
and thus
pin(s)
pin(k)
 exp
(
n
[
G(s/n)−G(k/n)
])
. (3.12)
Let us define
`1(i, j) =
i−1∑
k=j
pin([0, j])
pin(k)pn(k)
=
1
pn(k)
i−1∑
k=j
j∑
s=0
pin(s)
pin(k)
for i > j,
`2(i, j) =
j∑
k=i+1
pin([j, n])
pin(k)qn(k)
=
1
qn(k)
j∑
k=i+1
n∑
s=j
pin(s)
pin(k)
for i < j.
Then recall (3.6) to see that
`ν(i) = max
(
max
j : j<i
`1(i, j), max
j : j>i
`2(i, j)
)
. (3.13)
Using (3.8) and (3.12) we obtain that there exists a positive constant C, such that, for
all 1 ≤ j < i ≤ n− 1,
C−1 exp (nL1(i, j)) ≤ `1(i, j) ≤ Cn3 exp (nL1(i, j)) , (3.14)
where
L1(i, j) = max
0≤s<j≤k<i
[
G(s/n)−G(k/n)
]
,
and, for all 1 ≤ i < j ≤ n− 1,
C−1 exp (nL2(i, j)) ≤ `2(i, j) ≤ Cn3 exp (nL2(i, j)) , (3.15)
where
L2(i, j) = max
i<k≤j≤s≤n
[
G(s/n)−G(k/n)
]
.
By assumption (C2), the function G has two local maximizers s3 and s1. We consider the
case that G(s3) < G(s1), the other cases are exactly the same.
Since G(s3) < G(s1), s1 is the global maximizer, and thus there exist ε, δ > 0, such
that s2 < s1 − δ < s1 + δ < 1 and
ε ≤ G(s1)− max|x−s1|≥δG(x), and G(s1)−G(s1 ± δ) ≤ λ/2, (3.16)
where
λ = G(s3)−G(s2).
By (3.12) and (3.16), if |k − [ns1]| ≥ δn and n is sufficiently large, then
pin(k) ≤ pin([ns1]) exp(−εn/2).
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Therefore,
νn([0, [n(s1 − δ)]] ∪ [[n(s1 + δ)], n]) ≤ 1/4,
so that i0 satisfies [n(s1− δ)] ≤ i0 ≤ [n(s1 + δ)]. If [n(s1− δ)] ≤ i0 ≤ [ns1], then, by (3.16)
and the assumption (C2),
max
j<i0
L1(i0, j) = G(s3)−G(s2) +O(1/n) = λ+O(1/n),
max
j>i0
L2(i0, j) ≤ G(s1)−G(s1 − δ) +O(1/n) ≤ λ/2 +O(1/n).
Similarly, if [ns1] < i0 ≤ [n(s1 + δ)], then
max
j<i0
L1(i0, j) = max{G(s3)−G(s2), G(s1)−G(s1 + δ)}+O(1/n) = λ+O(1/n),
while
max
j>i0
L2(i0, j) = 0.
Combining the above estimates with (3.13), (3.14) and (3.15), we obtain
A−1 exp(λn) ≤ `ν(i0) ≤ An3 exp(λn),
for some constant A. By (3.5), the same bound (with a slightly larger A) holds for
the spectral gap γ. Hence, using Lemma 2.3, Propositions 3.2 and 3.3, and noting that
− log(minσ∈Ωn µn(σ))  n, we get that the mixing time of the Glauber dynamics on the
generalized Curie-Weiss model satisfies
C−1 exp(λn) ≤ tmix ≤ Cn4 exp(λn),
for some constant C independent of n. 
3.3. Verifying conditions generalized Curie-Weiss model: Proof Theorem 1.2(i).
By Theorem 3.1(i), we only need to verify the conditions (C1) and (C2) for the annealed
Ising model on random regular graphs.
It is known (see for instance [11, Lemma 2.1(i) and (3.2)]) that if |σ+| = j then
µˆn(σ) =
exp(nFn(j))∑n
k=0
(
n
k
)
exp(nFn(k))
,
with
Fn(k) =
βd
2
+
1
n
log g(dk, dn) +B
(
2k
n
− 1
)
,
where g(k,m) satisfies that, for all 0 ≤ k ≤ ` ≤ m,∣∣∣ 1
m
log g(k,m)− 1
m
log g(`,m)−
∫ `∧(m−`)
k∧(m−k)
log fβ(s)ds
∣∣∣ ≤ C |k − `|
m2
, (3.17)
with C being a universal constant independent of k, `,m. By (3.17),∣∣∣Fn(k)− F (k/n)∣∣∣ ≤ C
n2
,
and ∣∣∣[Fn(k + 1)− Fn(k)]− F ′(k/n)
n
∣∣∣ ≤ C
n2
, (3.18)
where
F (t) =
βd
2
+B(2t− 1) +
∫ t∧1−t
0
log fβ(s)ds, (3.19)
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which implies that (C1) holds. The function G(t) = I(t) + F (t) is indeed the function
ϕˆβ,B(t). Hence, Lemma 2.2 implies that (C2) holds.
Finally, by Lemma 2.2(ii) and Theorem 3.1(i),
sup
β>βc
0≤B<Bˆc
λ = sup
β>βc
0≤B<Bˆc
G(tB3 )−G(tB2 ) <∞, (3.20)
which completes the proof of Theorem 1.2(i). 
3.4. Cut-off generalized Curie-Weiss models: Proof Theorems 3.1(ii) and 1.2(ii).
For γ > 0, define
T+n (γ) = c?n log n+ γn, T
−
n (γ) = c?n log n− γn,
where
c? = −[s?(1− s?)G′′(s?)]−1 > 0,
since G′′(s?) < 0. Theorem 3.1(ii) follows from the following proposition:
Proposition 3.4 (Annealed cut-off behavior). Suppose that Conditions (C1) and (C3)
hold. Then,
lim
γ→∞
lim inf
n→∞
dn(T
−
n (γ)) = 1, lim
γ→∞
lim sup
n→∞
dn(T
+
n (γ)) = 0.
For the proof, we will closely follow the strategy of proving cut-off phenomena for
censored Curie-Weiss model in [21]. Since the proof is long and technical, we defer it to
Section 7.
Proof of Theorem 1.2(ii). Thanks to Theorem 3.1, we only need to show that Conditions
(C1) and (C3) hold for the annealed Ising model. The condition (C1) is already proved
in Section 3.3. Condition (C3) follows from Lemma 2.2 (iib), since G(t) = F (t) + I(t) =
ϕˆβ,B(t). 
4. Quenched fixed-spin partition function: Proof of Proposition 1.3
In this section, we prove Proposition 1.3. We start in Section 4.1 by relating the fixed-
spin pressures for different values of the total spin. We continue in Section 4.2 to prove
concentration properties of the fixed-graph pressure, and prove Proposition 1.3(i). In
Section 4.3, we show that the mean pressure converges along a subsequence and use this
to prove Proposition 1.3(ii). We conclude in Section 4.4 by showing where the quenched
and annealed pressures agree using large deviation ideas.
4.1. Relating pressures with different total spins. Let G = (V,E) be a graph with
degrees bounded by d and consider the Ising model on G with Hamiltonian given by
Hβ,0G (σ) = −β
∑
(i,j)∈E
σiσj = −(β|E| − 2βe(σ+, σ−)),
where e(A,B) is the number of edges between A and B in G. For any 0 ≤ k ≤ |V |, define
Zβ,0G,k =
∑
σ : |σ+|=k
exp(−Hβ,0G (σ)).
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We have
Zβ,0G,k+` = e
β|E| ∑
U⊂V
|U |=k+`
e−2βe(U,U
c)
= eβ|E|
1(
k+`
`
) ∑
A⊂V
|A|=k
∑
B⊂V \A
|B|=`
e−2βe(A∪B,(A∪B)
c)
= eβ|E|
∑
A⊂V
|A|=k
e−2βe(A,A
c) 1(
k+`
`
) ∑
B⊂V \A
|B|=`
e2β[e(A,B)−e(B,(A∪B)
c)].
Using the naive bound
−d` ≤ −d|B| ≤ e(A,B)− e(B, (A ∪B)c) ≤ d|B| ≤ d`,
we get(|V | − k
`
)
exp(−2βd`) ≤
∑
B⊂V \A
|B|=`
e2β[e(A,B)−e(B,(A∪B)
c)] ≤
(|V | − k
`
)
exp(2βd`).
Therefore,
e−2βd`
(|V | − k
`
)
/
(
k + `
`
)
≤ Z
β,0
G,k+`
Zβ,0G,k
≤ e2βd`
(|V | − k
`
)
/
(
k + `
`
)
. (4.1)
This shows that the fixed-spin pressures cannot change too much when changing the value
of the total spin, a fact that will prove to be useful when deriving properties of the limiting
fixed-spin pressure.
4.2. Concentration of finite-graph pressure: Proof of Proposition 1.3(i). In this
section, we will use a vertex-revealing process, combined with the Azuma-Hoeffding in-
equality, to show that the quenched finite graph fixed-spin pressure is whp close to its
mean. We start by setting up the necessary notation. Let G′ = (V ′, E ′) be a graph
obtained from G = (V,E) by adding one vertex v with at most d edges between v and V .
Then,
Zβ,0G′,k = e
β|E′| ∑
U ′⊂V ′
|U ′|=k
e−2βe(U
′,V ′\U ′)
= eβ|E
′|
[ ∑
U⊂V
|U |=k
e−2βe(U,(V \U)∪{v}) +
∑
U⊂V
|U |=k−1
e−2βe(U∪{v},V \U)
]
.
We observe that 0 ≤ |E ′| − |E| ≤ d, and
0 ≤ e(U, (V \ U) ∪ {v})− e(U, V \ U) ≤ d,
0 ≤ e(U ∪ {v}, V \ U)− e(U, V \ U) ≤ d.
Therefore,
e−2βdZβ,0G,k ≤ Zβ,0G′,k ≤ eβd(Zβ,0G,k + Zβ,0G,k−1). (4.2)
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It follows from (4.1) that
Zβ,0G,k
Zβ,0G,k−1
,
Zβ,0G′,k+1
Zβ,0G′,k
∈
[
e−2βd
|V | − k + 1
k + 1
, e2βd
|V | − k + 1
k
]
. (4.3)
Combining (4.2) and (4.3) we obtain
Zβ,0G′,k
Zβ,0G,k
,
Zβ,0G′,k+1
Zβ,0G,k
∈
[
e−2βd
(
1∧e−2βd |V | − k + 1
k + 1
)
, eβd
(
1+e2β
k
|V | − k
)(
1∨e2βd |V | − k + 1
k + 1
)]
.
(4.4)
For t ∈ (0, 1), we define
Zβ,0G (t) =
∑
σ : |σ+|=dt|V |e
exp(−Hβ,0G (σ)).
Since 0 ≤ dt|V ′|e − dt|V |e ≤ 1, the inequality (4.4) implies that
e−2βd
(
1 ∧ e−2βd1− t
t+ 1
)
≤ Z
β,0
G′ (t)
Zβ,0G (t)
≤ eβd
(
1 + e2β
t
1− t
)(
1 ∨ e2βd2− t
t
)
. (4.5)
For any random graph Gn, we may consider logZβ,0n (t) as a martingale with respect to
the vertex-revealing filtration (see e.g. [6, Chapter 11.4] or [15] for the construction of the
filtration). Indeed, for k ∈ [n], add vertex k ∈ [n] along with its edges to the graph, and
let Gk,n denote the graph with vertex set [k] and edge set the restriction of G(Gn) to [k].
Let Fk denote the sigma-algebra generated by (Gl,n)l≤k, and define
Mk = E[logZβ,0n (t) | Fk−1], (4.6)
Then, Mn = logZβ,0n (t) and M0 = E[logZβ,0n (t)]. Due to (4.5), the increments of the
martingale are uniformly bounded by
|Mk+1 −Mk| ≤M= βd+ log(1 + e2β t
1− t) + log(1 ∨ e
2βd2− t
t
).
Hence, it follows from the Azuma-Hoeffding inequality that
P
(|n−1 logZβ,0n (t)− n−1E(logZβ,0n (t))| ≥ ε) ≤ 2 exp(−ε2n/2 M2).
In other words,
P
(|ϕβ,0n (t)− ϕ˜β,0n (t)| ≥ ε) ≤ 2 exp(−ε2n/2 M2), (4.7)
which proves that
ϕ˜β,0n (t)− ϕβ,0n (t) a.s.−−→ 0.
The same statement holds for the sequence ϕβ,Bn (t) since
ϕβ,Bn (t) = ϕ
β,0
n (t) +B
(
2
dnte
n
− 1
)
. (4.8)
This completes the proof of Proposition 1.3(i). 
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4.3. Convergence of the mean pressure: Proof of Proposition 1.3(ii). In this sec-
tion, we prove that there exists a subsequence {nk}k≥0 along which t 7→ ϕ˜β,0n (t) converges
uniformly to a continuous function t 7→ ϕβ,0(t). By (4.1), for 0 ≤ t < t+ s ≤ 12 ,
e−2βd`
(
n− k
`
)
/
(
k + `
`
)
≤ Z
β,0
n (t+ s)
Zβ,0n (t)
≤ e2βd`
(
n− k
`
)
/
(
k + `
`
)
, (4.9)
with k = dnte and ` = dnse. By Stirling’s formula,(
n− k
`
)
/
(
k + `
`
)
= exp
[
(1− t)nI ( s
1−t
)− (t+ s)nI ( s
t+s
)
+O(log n)] .
Therefore, with ϕβ,0n (t) =
1
n
logZβ,0n (t), there exist non-random constants c1, c2 > 0 such
that
− 2βds+ J(t, s)− c1(log n)
n
≤ ϕβ,0n (t+ s)− ϕβ,0n (t) ≤ 2βds+ J(t, s) +
c2(log n)
n
, (4.10)
where
J(t, s) = (1− t)I ( s
1−t
)− (t+ s)I ( s
t+s
)
= s log( 1
t+s
− 1)− (1− t) log(1− s
1−t) + t log(1− st+s).
This inequality holds with probability 1, so the same inequality also holds for ϕ˜β,0n , i.e.,
− 2βds+ J(t, s)− c1(log n)
n
≤ ϕ˜β,0n (t+ s)− ϕ˜β,0n (t) ≤ 2βds+ J(t, s) +
c2(log n)
n
, (4.11)
We observe the following:
(O1) J(t, s) ≥ 0 for all 0 < t < t + s ≤ 1
2
, since the function xI(1/x) is increasing in
x > 1 and 1− t ≥ 1
2
≥ t+ s,
(O2) (t, s) 7→ J(t, s) is continuous on {(t, s) : t, s ∈ [0, 1
2
], s+t ≤ 1
2
} (and hence uniformly
continuous on this compact set).
(O3) For any t ∈ (0, 1) and for s small, J(t, s) = s log (1−t
t
)
+O(s2).
By (O2), we conclude that the collection of functions {ϕ˜β,0n (t), 0 ≤ t ≤ 12} is equicontin-
uous. Besides, ϕ˜β,0n (0) = βdn/(2n) = dβ/2 for all n ∈ N. Hence, using Ascoli-Arzela`’s
theorem, we can extract a subsequence (nk)k≥1 along which {ϕ˜β,0n , n ≥ 1} converge uni-
formly in [0, 1
2
] to a continuous function ϕβ,0. By symmetry, ϕ˜β,0n (t) = ϕ˜β,0n (1−t)+O(1/n).
Moreover, by (4.8), ϕ˜β,Bn (t) = ϕ˜β,0n (t) +B(2t− 1) +O(1/n). Therefore, {ϕ˜β,Bnk , k ≥ 1} con-
verges uniformly in [0, 1] to the continuous function ϕβ,B defined by
ϕβ,B(t) = ϕβ,0(t) +B(2t− 1),
where ϕβ,0 is extended to all the interval [0, 1] by ϕβ,0(t) = ϕβ,0n (1− t) for t ∈ [12 , 1].
Recall that
Bc := sup
0<t<u≤1
2
ϕβ,0(t)− ϕβ,0(u)
2(u− t) .
By (O1), we have ϕ˜β,0n (t) − ϕ˜β,0n (t + s) ≤ 2βds + c2(log n/n) on 0 < t < t + s ≤ 12 , and
thus
Bc ≤ βd. (4.12)
By Jensen’s inequality, E[logZβ,0n (t)] ≤ logE[Zβ,0n (t)] for all t ∈ (0, 1). Therefore,
ϕβ,0(t) ≤ ϕˆβ,0(t). (4.13)
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We claim that
sup
0≤t≤1
2
ϕβ,0(t) = sup
0≤t≤1
2
ϕˆβ,0(t) = ϕˆβ,0(t
0
3), (4.14)
where t03 ∈ (0, 12) is one of two global maximizers of ϕˆβ,0 as stated in Lemma 2.3.
Suppose for the moment (4.14) holds, then, for all β > βc,
Bc ≥ sup
t03<u≤
1
2
ϕˆβ,0(t
0
3)− ϕˆβ,0(u)
2(u− t03)
> 0. (4.15)
We now show that Bc grows linearly in β when β tends to infinity. We first show that
there exists a positive constant c > 0, such that, for β ≥ 12,
lim
n→∞
P
(
Zβ,0n (0) ≥ ecβnZβ,0n (12)
)
= 1. (4.16)
Indeed,
Zβ,0n (0)
Zβ,0n (12)
=
 ∑
σ : |σ+|=dn/2e
exp(−2βe(σ+, σ−))
−1
≥
((
n
dn/2e
)
exp
(
− 2βin,d[n/2]
))−1
,
where in,d is the isoperimetric number of the random regular graph defined as
in,d := inf
{e(A,Ac)
|A| : A ⊂ [n], |A| ≤ n/2
}
,
where [n] is the set of vertices in Gn. Bollobás [5] showed that
lim
n→∞
P
(
in,d ≥ d
2
−
√
d log 2
)
= 1. (4.17)
Therefore, whp,
Zβ,0n (0)
Zβ,0n (12)
≥ exp
((
β(d
2
−
√
d log 2
)− log 2)n) ≥ exp(cβn), (4.18)
for some c > 0. Notice that for the second inequality we have used that β ≥ 12 and d ≥ 3.
Using (4.16), we thus conclude that
Bc ≥ lim inf
n→∞
ϕ˜β,0n (0)− ϕ˜β,0n (12)
1
= lim inf
n→∞
ϕβ,0n (0)− ϕβ,0n (12)
1
≥ cβ. (4.19)
Combining this with (4.12) and (4.15), we obtain the desired result in Proposition 1.3(ii).
We are thus left to prove (4.14).
Now we prove (4.14), which is a direct consequence of Proposition 1.3(i) and the fact
that
ϕβ,0n (t
0
3)
a.s.−−→ ϕˆβ,0(t03) = sup
t∈[0,1
2
]
ϕˆβ,0(t). (4.20)
Furthermore, (4.20) follows from two claims that
P
 lim
n→∞
logZβ,0n
n
= ϕˆβ,0(t
0
3) = sup
t∈[0,1
2
]
ϕˆβ,0(t)
 = 1, (4.21)
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and, for any δ > 0 and for all n large enough,
P
(∣∣∣ logZβ,0n (t03)
n
− logZ
β,0
n
n
∣∣∣ ≥ δ) ≤ n−2. (4.22)
The first claim (4.21) follows from (1.7), so it remains to prove (4.22). By (1.3),
E(Zβ,0n (t)) ≤ exp(nϕˆβ,0(t) +O(1)).
Hence, Markov’s inequality implies that for any ε > 0
P
(
Zβ,0n (t) ≥ exp(n(ϕˆβ,0(t) + ε))
) ≤ exp(−εn/2). (4.23)
For k ∈ [n], define Ak = {σ : |σ+| = k} and write
Zβ,0n,k =
∑
σ∈Ak
exp(−Hβ,0n (σ)).
Then, by symmetry, ∑
k≤dn/2e
Zβ,0n,k ≥
Zβ,0n
2
. (4.24)
For any δ > 0, we define
Zβ,0n (t
0
3, δ
+) =
d(t03−δ)ne∑
k=0
Zβ,0n,k +
dn/2e∑
k=[(t03+δ)n]
Zβ,0n,k ,
and
Zβ,0n (t
0
3, δ
−) =
d(t03+δ)ne∑
k=[(t03−δ)n]
Zβ,0n,k .
As for (4.23), using Markov’s inequality, we see that for any ε > 0
P
(
Zβ,0n (t
0
3, δ
+) ≥ exp
(
n sup{ϕˆβ,0(t) : 0 ≤ t03 ≤ 12 , |t− t03| ≥ δ}+ nε
))
≤ exp(−εn/3).
Combining this with (4.21), for some ε = ε(δ) > 0,
P(Zβ,0n (t03, δ+) ≥ Zβ,0n /4) ≤ exp(−εn/4).
Thus, by (4.24),
P(Zβ,0n (t03, δ−) ≥ Zβ,0n /4) ≥ 1− P(Zβ,0n (t03, δ+) ≥ Zβ,0n /4) ≥ 1− exp(−εn/4). (4.25)
On the other hand, using (4.1), (4.10) and (O3), it follows that for given small δ > 0 for
all n large enough and for k such that |k − [t03n]| ≤ δn and (log n)/n ≤ δ, one has, for
some c˜ > 0, ∣∣∣ logZβ,0n (t03)
n
− logZ
β,0
n,k
n
∣∣∣ ≤ 2βδd+ J(t03, δ) + c˜( log nn
)
≤ 2Cδ,
where C = βd+ log
(
1−t03
t03
)
+ c˜. Therefore,∣∣∣ logZβ,0n (t03)
n
− logZ
β,0
n (t
0
3, δ
−)
n
∣∣∣ ≤ 3Cδ.
Combining this with (4.25) and the fact that Zβ,0n (t03, δ−) ≤ Zβ,0n , we obtain (4.22). This
completes the proof of (4.14), and thus of Proposition 1.3(ii). 
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Figure 2. Graphs of ϕˆβ,B and ϕβ,B. The two functions are equal in [0, 1−
t(β)] ∪ [t(β), 1], and in the remaining interval, ϕˆβ,B is above ϕβ,B.
4.4. Relating the quenched and annealed pressures. In this section, we relate the
pressure in the quenched and annealed settings in more detail. Recall from (1.7) that
ϕˆ(β,B) = limn→∞ 1n logE[Zn(β,B)] exists, and satisfies ϕˆ(β,B) = maxt∈[0,1] ϕˆβ,B(t). Sim-
ilarly, ϕ(β,B) = limn→∞ 1nE[logZn(β,B)] exists, and satisfies ϕ(β,B) = maxt∈[0,1] ϕβ,B(t).
Finally, by (1.7), ϕ(β,B) = ϕˆ(β,B) for every β,B.
Then, ϕβ,B(t) ≤ ϕˆβ,B(t) for all t by (4.13), but Zβ,Bn (t) = enϕβ,B(t)(1+oP(1)) has expected
value E[Zβ,Bn (t)] = enϕˆβ,B(t)(1+o(1)). Thus, it is impossible that ϕβ,B(t) < ϕˆβ,B(t) for all
t ∈ [0, 1], while at the same time and instead, these two functions must have the same
optimizer and value in their optimum. Since the optimizer equals tB1 , we thus arrive at
the fact that ϕβ,B(tB1 ) = ϕˆβ,B(tB1 ) holds for all β,B.
However, we also know that, for every b,
ϕβ,b(t
b
1) = ϕβ,B(t
b
1) + 2(b−B)tb1, ϕˆβ,b(tb1) = ϕˆβ,B(tb1) + 2(b−B)tb1.
As a result, for all b, ϕβ,B(tb1) = ϕˆβ,B(tb1) for every b ∈ R. Now, by varying b, we vary tb1 in
a neighborhood of tB1 , which shows that ϕβ,Bn (t)
a.s.−−→ ϕˆβ,B(t) for all t in a neighborhood of
tB1 . Further, since tb1 → 1 as b→∞, it follows that ϕβ,B(t) = ϕˆβ,B(t) for all t ∈ [tB1 − δ, 1]
for some δ > 0.
Next take β > βc. Then, since tb1 → t(β) ≡ 12(m(β) + 1) as b → 0, where m(β) is the
spontaneous magnetization, we conclude that ϕβ,B(t) = ϕˆβ,B(t) for all t ∈ [t(β), 1]. Next,
we start from ϕβ,B(tb1) = ϕˆβ,B(tb1) for all b, but now take b < −B, so that tb1 < 12 . Again,
we can take any b < −B in this inequality, and letting b ↘ −B gives tb1 → 1 − t(β),
while for b → −∞, tb1 → 0. Thus, we conclude also that ϕβ,B(t) = ϕˆβ,B(t) for all
t ∈ [0, 1 − t(β)]. Unfortunately, however, this does not imply that ϕβ,B(tB3 ) = ϕˆβ,B(tB3 ),
since tB3 ∈ (1− t(β), 12).
Since t(β) > 1
2
for β > βc, we cannot conclude that ϕβ,B(t) = ϕˆβ,B(t) for all t ∈
(1
2
− t(β), t(β)). In fact, this is certainly not true, as we next show.
Indeed, we claim that ϕβ,B(1
2
) 6= ϕˆβ,B(1
2
) for β very large. Indeed, by Lemma 2.2(iia),
ϕˆβ,B(0)− ϕˆβ,B(12) ≤ ϕˆβ,B(tB3 )− ϕˆβ,B(tB2 ) ≤ λ,
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which remains finite for large β. Instead, (4.18) shows that
ϕβ,B(0)− ϕβ,B(12) ≥ cβ.
Together with ϕβ,B(0) = ϕˆβ,B(0) this completes the proof of the claim. 
5. Mixing of quenched Ising models: Proof of Theorem 1.4
In this section, we investigate the mixing of the quenched Ising model on the d-regular
random graph. We start in Section 5.1 to investigate the slow mixing for β > βc, B <
Bc(β). We continue in Section 5.2 to prove the rapid mixing for β > βc and B > BGc .
5.1. Slow mixing in the quenched setting: Proof of Theorem 1.4(i). First, we
consider the case β ≥ 12. As we have shown in (4.16), whp Zβ,0n (0) ≥ exp(cβn)Zβ,0n (12) for
some positive constant c > 0. Therefore, whp Zβ,Bn (0) ≥ exp((cβ − B)n)Zβ,Bn (12). Hence,
for B ≤ cβ/2, whp
Zβ,Bn (0) ≥ exp(cβn/2)Zβ,Bn (12). (5.1)
Consider the bottleneck ratio of the set
S = {σ : |σ+| ≤ dn/2e}.
We start by proving Theorem 1.4(ib), for which we assume that β > 12. Observe that
in each step of the Glauber dynamics, we flip at most one spin. Therefore, after one step,
the number of positive spin increases at most by one. Hence,
Q(S, Sc) =
∑
σ∈S,σ′∈Sc
µβ,Bn (σ)P (σ, σ
′) =
∑
σ∈Adn/2e,σ′∈Adn/2e+1
µβ,Bn (σ)P (σ, σ
′) ≤ µβ,Bn (Adn/2e).(5.2)
Combining this estimate and (5.1) with the fact that S contains A0, we get that, whp,
Q(S, Sc)
µβ,Bn (S)
≤ µ
β,B
n (σ : |σ+| = 0)
µβ,Bn (σ : |σ+| = dn/2e)
=
Zβ,Bn (0)
Zβ,Bn (12)
≤ exp(−cβn/2). (5.3)
To apply Lemma 2.3, we need to show µβ,Bn (S) ≤ 12 + o(1) whp. Observe that∑
σ : |σ+|≤[n/2]
exp(−Hβ,Bn (σ)) ≤
∑
σ : |σ+|≤[n/2]
exp(−Hβ,0n (σ)) ≤
∑
σ : |σ+|>[n/2]
exp(−Hβ,0n (σ))
≤
∑
σ : |σ+|>[n/2]
exp(−Hβ,Bn (σ)).
Hence,
µβ,Bn (σ : |σ+| ≤ [n/2]) ≤ 12 .
In addition, by (5.1),
µβ,Bn (σ : |σ+| = dn/2e) = o(1).
Combining the last two estimates we get µβ,Bn (S) ≤ 12 + o(1) whp. In conclusion, by
Lemma 2.3, tmix ≥ exp(cβn/2) whp if β ≥ 12 and B ≤ cβ/2.
We now continue to prove Theorem 1.4(ia). Let us fix β > βc and B < Bc. Then there
exists 0 < t < u ≤ 1
2
, such that
ϕβ,0(t)− ϕβ,0(u) ≥ (u− t)(Bc +B),
which implies that
ϕβ,B(t)− ϕβ,B(u) ≥ (u− t)(Bc −B),
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since ϕβ,B(t) = ϕβ,0(t) + B(2t − 1). Let (nk) be the subsequence along which {ϕβ,0n }n≥0
converges almost surely to ϕβ,0. (We can take such a subsequence thanks to Proposition
1.3.) Therefore, whp
Zβ,Bnk (t)
Zβ,Bnk (u)
≥ exp(nk(u− t)(Bc −B)/2). (5.4)
Now, by repeating the same arguments for Theorem 1.4(ia) (here we use S = {σ : |σ+| =
[un]}, for which it is obvious that µβ,Bn (S) ≤ 12 + o(1)), we obtain that
lim
k→∞
P(tnkmix ≥ exp(cnk)) = 1,
for some c > 0, where we write tnkmix for the mixing time considered on the graph Gnk .
The above estimate proves Theorem 1.4(ia). 
5.2. Rapid mixing in quenched setting: Proof of Theorem 1.4(ii). We first recall
a result in [38] which gives a sufficient condition for the rapid mixing of Glauber dynamics.
For a graph G = (V,E) and vertex v ∈ V , we write B(v,R) for the ball of radius R around
v and we write S(v,R) = B(v,R) \B(v,R− 1) for the sphere of radius R around v.
Theorem 5.1 (Fast mixing of Gibbs samplers [38, Theorem 3]). Let G be a graph on
n ≥ 2 vertices such that there exist constants R, T, χ ≥ 1 such that the following three
conditions holds for all v ∈ V :
 Volume: The volume of the ball B(v,R) satisfies |B(v,R)| ≤ χ.
 Local mixing: For any configuration η on S(v,R), the mixing time of the Gibbs
sampler on B(v,R− 1) with fixed boundary condition η is bounded above by T .
 Spatial mixing: For each vertex u ∈ S := S(v,R), define
au := sup
η+,η−
P
(
σv = + | σS = η+
)− P (σv = + | σS = η−) ,
where the supremum is over configurations η+, η− on S(v,R) differing only at u
with η+u ≡ +, η−u ≡ −. Then the spatial mixing assumption states that∑
u∈S(v,R)
au ≤ 1
4
.
Under the above three conditions, there exists a positive constant C, such that the mixing
time of the Gibbs sampler satisfies tmix ≤ CT log(χ)n log n.
Remark 5.2 (Continuous vs. discrete time). In fact, [38, Theorem 3] applies to the
continuous-time Gibbs sampler and has a factor n less in the bound. However, by [38,
Lemma 15], the above bound with the extra factor n holds for the discrete-time system.
The volume and local mixing time conditions are verified for any graph with maximum
degree at most d in [38], as stated in the following two lemmas:
Lemma 5.3 (Volume bounds [38, Lemma 1]). Let G = (V,E) be a graph of maximal
degree d. Then the volume of B(v,R) is less than
χ = 1 + d
R∑
i=1
(d− 1)i−1.
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Lemma 5.4 (Local mixing bounds [38, Lemma 2]). Let G = (V,E) be a graph of maximal
degree d, and consider the ferromagnetic Ising model on G. Then, local mixing holds with
T = 80d3χ3e5βd(χ+1), χ = 1 + d
R∑
i=1
(d− 1)i−1.
By Lemmas 5.3–5.4, to apply Theorem 5.1, we only need to prove spatial mixing esti-
mates, as we claim in the following proposition:
Proposition 5.5 (Spatial mixing bounds). Suppose that β > βc and B > BGc (β). Then
there exists a large R such that the spatial mixing condition holds whp.
Proof of Theorem 1.4(ii). Theorem 1.4(ii) follows immediately from Theorem 5.1 and
Lemma 5.3, 5.4, and Proposition 5.5. 
It remains to prove Proposition 5.5. We follow the approach in [38] using Weitz’s result
to compare the Gibbs measure on graphs to the one on the tree of self-avoiding paths.
For any v ∈ V , we denote the tree of paths in G that do not intersect themselves, except
possibly at the terminal vertex of the path, by Tsaw := Tsaw(G, v). By the construction,
each path in Tsaw can be naturally mapped to a vertex in G which is the terminal vertex.
For any set Λ ⊂ V , let W(Λ) ⊂ Tsaw(G, v) be the pullback of this natural map.
Using this, we relate configurations ηΛ to the corresponding configurations ηW(Λ) on
W(Λ). Furthermore, it holds that dG(A,B) = dTsaw(W(A),W(B)). The following lemma
describes a relation between the Glauber dynamics for the Ising model on subsets of V (G)
and that on Tsaw:
Lemma 5.6 (Glauber dynamics on G and on Tsaw [39, Theorem 3.1]). For a graph G
and v ∈ V (G), there exists A ⊆ Tsaw(G, v) and a configuration νA on A such that for any
Λ ⊂ V and configuration ηΛ on Λ,
PG(σv = + | σΛ) = PTsaw(σv = + | σW(Λ)\A = ηW(Λ)\A, σA = νA).
Here, the set A is the set of leaves in Tsaw corresponding to the terminal vertices of paths
which return to a vertex already visited by the path.
We note that the construction of νA is described in the proof of [38, Lemma 13] and
[39, Theorem 3.1].
When G is d-regular then Tsaw(G, v) is a d-regular tree, denoted by Td. We now prove
the spatial mixing of the Glauber dynamics on Td under the uniqueness regime of Gibbs
measure, which is the main innovation of this paper in the rapid mixing regime:
Lemma 5.7 (Spatial mixing in the uniqueness regime). Suppose that β > βc and B >
BGc (β). Let o be the root of Td, let U ⊆ Λ ⊂ Td, and let η+, η− be two configurations
that differ only on U with η+U ≡ +, η−U ≡ −. Then there exist positive constants κ, C,K
depending only on β and B, such that κ < 1/(d− 1) and
|P (σo = + | σΛ = η+)− P (σo = + | σΛ = η−)| ≤ C|U |κd(v,Λ)−K .
Proof. For any v ∈ Td and a boundary condition η, let us define
Rηv =
P (σv = − | η)
P (σv = + | η) ,
where P (· | η) is the Gibbs measure on the subtree Tv ⊆ Td with boundary condition η
outside Tv.
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It is well known that
Rηv = e
−2B ∏
w≺v
Lβ(R
η
w), (5.5)
where w ≺ v means w is a child of v in Td, and
Lβ(x) =
e2βx+ 1
e2β + x
.
Equation (5.5) can be obtained by taking the conditional expectation of σv conditionally
on σw for w ≺ v, and noticing that on a tree these expectation factor.
For any `, let us denote R+v,` = R
η+v,`
v (respectively, R−v,` = R
η−v,`
v ), where η+v,` (resp. η
−
v,`)
is the plus (respectively minus) boundary condition on T (v, `), the subtree of height `
starting at v. Using (5.5) and the fact that Lβ(·) is an increasing function, we obtain
that, for any boundary condition η,
R−v,` ≤ Rηv ≤ R+v,`, (5.6)
where ` = d(v, η). By (5.5), we have logR+v,`+1 = −2B + (d − 1) logLβ(R+v,`) and
logR−v,`+1 = −2B + (d− 1) logLβ(R−v,`). It is well known that if β > βc and B > BGc (β),
then the fixed point equation
r = e−2B(logLβ(r))d−1 (5.7)
has a unique solution, denoted by r?, and thus the Gibbs measure is unique (see the proof
of [33, Proposition 4.5]) In particular, as `→∞
R−v,`, R
+
v,` → r?.
Hence, it follows from (5.6) that
Rηv → r? as d(v, η)→∞.
In particular, for any δ > 0, there exists K = K(δ), such that if d(v, η) ≥ K, then
|Rηv − r?| ≤ δ. (5.8)
We are now ready to prove the lemma. First we consider the case that U = {u}. Then
η+ differs from η− only at u. Let o = u0, . . . , u = u` be the geodesic path from o to u.
We observe that for δ > 0 and K as in (5.8), if d(u1, η) ≥ K, then
|P (σo = + | η+)− P (σo = + | η−)| =
∣∣∣ 1
1 +Rη
+
o
− 1
1 +Rη
−
o
∣∣∣
≤ |Rη+o −Rη
−
o | = e−2B
∏
w≺o,w 6=u1
Lβ(R
η
w)|Lβ(Rη
+
u1
)− Lβ(Rη−u1 )|
≤ e−2B
∏
w≺o,w 6=u1
Lβ(R
η
w) max
x∈[Rη−u1 ,R
η+
u1
]
L′β(x)|Rη
+
u1
−Rη−u1 |
≤ e−2B
(
max
|x−r?|≤δ
Lβ(x)
)d−1(
max
|x−r?|≤δ
L′β(x)
)
|Rη+u1 −Rη
−
u1
|. (5.9)
Here, in the second line, we have used (5.5), and the fact that the boundary conditions η+
and η− constrained on Tw are the same if w 6= u1, while in the third line we have used the
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mean-value theorem and (5.8) and in the last line, we have used the fact that L′β(x) ≥ 0
for all x. Similarly, if d(ui, η) ≥ K then
|Rη+ui −Rη
−
ui
| ≤ e−2B
∏
w≺ui,w 6=ui+1
Lβ(R
η
w) max
x∈[Rη−ui+1 ,R
η+
ui+1
]
L′β(x)|Rη
+
ui+1
−Rη−ui+1 |
≤ e−2B
(
max
|x−r?|≤δ
Lβ(x)
)d−2(
max
|x−r?|≤δ
L′β(x)
)
|Rη+ui+1 −Rη
−
ui+1
|. (5.10)
Note that ui for i ≥ 1 has only (d− 2) children instead of (d− 1) as the root.
Next, we claim that there is κ < 1/(d− 1), such that
e−2BLβ(r?)d−2L′β(r
?) < κ. (5.11)
We postpone the proof of this claim to Section 6, since we will use some properties of the
equation (5.7) proved in Section 6.
We turn to prove the proposition. Using (5.9)–(5.11), for K large enough and ` =
d(o, η) ≥ K,
|P (σo = + | η+)− P (σo = + | η−)| ≤ sup
x
Lβ(x)κ`−K |Rη+u`−K −Rη
−
u`−K |
≤ sup
x
Lβ(x)κ`−K sup
x
Lβ(x)
d−1
≤ e2βdκ`−K . (5.12)
Note that in the first line, the term supx Lβ(x) appears since in (5.9) the exponent of
max|x−r?|≤δ Lβ(x) is (d− 1) instead of (d− 2) as in (5.10), and in the second line, we use
(5.5) to obtain the uniform upper bound for Rηu.
Now we consider the general case U = {u1, . . . , uk}. Let η0, . . . , ηk be the interpolation
sequence of configurations on Λ with η0 = η− and ηk = η+, where ηi and ηi−1 differ only
at ui with ηiui = + and η
i−1
ui
= −. By (5.12), for all i,
|P (σo = + | ηi)− P (σo = + | ηi−1)| ≤ e2βdκ`−K ,
and thus
|P (σo = + | η+)− P (σo = + | η−)| ≤ ke2βdκ`−K ,
which proves Lemma 5.7 subject to (5.11). 
With Lemma 5.7 in hand, we are now ready to complete the proof of Proposition 5.5:
Proof of Proposition 5.5. For any v, let T be the tree of self-avoiding paths starting at v.
Let W(S(v,R)) denote the vertices in T that correspond to vertices in S(v,R), and, for
each u ∈ S(v,R), let W(u) denote the set of vertices in T that correspond to u. Then, by
Lemmas 5.6 and 5.7,
au = sup
η+,η−
∣∣∣P (σv = + | σW(S(v,R))\A = η+W(S(v,R))\A, σA = νA)
−P
(
σv = + | σW(S(v,R))\A = η−W(S(v,R))\A, σA = νA
) ∣∣∣
≤ C|W(u)|κR−K , (5.13)
since d(v, η) ≥ R. We observe that for any fixed R,
lim
n→∞
P (B(v,R) has at most 1 cycle for all v ∈ [n]) = 1,
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since by the construction of d-regular configuration models using the random pairing of
half-edges as described in Section 1.1, for each v ∈ [n], the probability that B(v,R) has
at least 2 cycles is of order (dR/n)2 = O(n−2). Assume that B(v,R) has at most 1 cycle.
Then every u ∈ S(v,R) appears at most twice in the tree of self-avoiding paths, which
gives |W(u)| ≤ 2. Therefore, (5.13) implies that∑
u∈S(v,R)
au ≤ 2C(d− 1)RκR−K ≤ 14 , (5.14)
for some R = R(K) large enough, since κ < 1/(d − 1). This completes the proof of
Proposition 5.5. 
Remark 5.8 (Spatial mixing and cycles). The inequality (5.14) still holds if |W(u)| ≤ κR1 ,
with some κ1 < 1/((d − 1)κ) and R large. Therefore, spatial mixing holds for graphs
satisfying that the ball B(v,R) has at most κR1 cycles for every v ∈ V .
6. Identification of BGc : Proof of Proposition 1.5
We recall from (2.3) that the equation of annealed critical points is ϕˆ′β,B(t) = 0, or
log
(
1− t
t
)
+ 2B + d log fβ(t) = 0, (6.1)
where fβ is as in (1.5).
On the other hand, the equation (5.7) can be rewritten as
log(rLβ(r)) + 2B − d logLβ(r) = 0. (6.2)
We aim to show that the two equations (6.1) and (6.2) are equivalent. We consider the
following change of variable t = p(r), where
p(r) =
1
rLβ(r) + 1
=
e2β + r
e2βr2 + 2r + e2β
.
We remark that the function p(r) is strictly decreasing and is a bijective map from (0,∞)
to (0, 1). Then
r = p−1(t) =
e−2β(1− 2t) +√1 + (e−4β − 1)(1− 2t)2
2t
=
fβ(t)(1− t)
t
. (6.3)
Thus
1− t
t
= rLβ(r), fβ(t) =
tr
1− t =
1
Lβ(r)
. (6.4)
Combining (6.1), (6.2) and (6.4), we obtain that the two equations (6.1) and (6.2) are
equivalent. In particular,
Bˆc = B
G
c ,
since
Bˆc = inf{B > 0: equation (6.1) has a unique solution},
BGc = inf{B > 0: equation (6.2) has a unique solution}.
This completes the proof of Proposition 1.5. 
Proof of (5.11). We need to prove that if B > BGc then
e−2BLβ(r?)d−2L′β(r
?) <
1
d− 1 , (6.5)
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where r? is the unique solution to (5.7). Let us consider the function
g(r) = r − e−2BLβ(r)d−1.
Then g(0) < 0 and r? is the unique solution to the equation g(r) = 0. Therefore g′(r?) ≥ 0,
since otherwise the equation g(r) = 0 has at least two solutions. In other words,
0 ≤ g′(r?) = 1− (d− 1)e−2BLβ(r?)d−2L′β(r?). (6.6)
Hence, to prove (6.5), we only need to show that g′(r?) 6= 0.
Assume that g′(r?) = 0. We shall show that this assumption leads to a contradiction.
Indeed, since g′(r?) = g(r?) = 0,
1 = e−2B(d− 1)Lβ(r?)d−2L′β(r?), r? = e−2BLβ(r?)d−1.
Thus
r? = (d− 1)L′β(r?)Lβ(r?) =
(d− 1)(e4β − 1)(e2βr? + 1)
(e2β + r?)3
.
We also notice that since β > βc = atanh(1/(d− 1)),
(e4β − 1)(d− 1) > (e2β + 1)2.
Therefore, we have
r? >
(e2β + 1)2(e2βr? + 1)
(e2β + r?)3
,
which is equivalent to
(r? − 1)[e4β(3r? + 1) + e2β(3r? + 2) + (r?)3 + (r?)2 + r? + 1] > 0,
or
r? > 1. (6.7)
On the other hand, since B > BGc = Bˆc, the equation ϕˆ′β,B(t) = 0 has a unique solution
t? ∈ (1
2
, 1) (which is indeed tB1 ). As we have shown in (6.3), the unique solution r? of (6.2)
satisfies
r? = p−1(t?) ∈ (0, 1),
since t? ∈ (1
2
, 1), which contradicts (6.7).
In conclusion, g′(r?) > 0 and thus (6.5) (or equivalently (5.11)) follows. 
Remark 6.1 (Relation constrained annealed measure and d-ary tree with minus boundary
condition). Fix β > βc and 0 ≤ B < Bˆc. Then the curve of ϕˆβ,B has three critical values
tB3 < t
B
2 < t
B
1 . Let µˆ−n be the annealed measure restricted to Ω−n = {σ : |σ+| ≤ dtB2 ne}.
More precisely,
µˆ−n (σ) =
E[exp(−Hn(σ))]
E[Z−n ]
1{σ∈Ω−n }, (6.8)
where
Z−n =
∑
σ∈Ω−n
exp(−Hn(σ)).
Here we omit the superscript β,B to simplify the notation. Using the same arguments in
[11, Theorem 1.1], we can prove that
lim
n→∞
Eµˆ−n
(
σ1 + . . .+ σn
n
)
= 2tB3 − 1. (6.9)
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Now we consider the magnetization of the root, denoted by ρ, in Td with minus boundary
conditions at level `. Recall from (5.5) that, as `→∞,
Rηρ,` =
P (σρ = − | η−ρ,`)
P (σρ = + | η−ρ,`)
→ e−2BLβ(r−)d,
where η−ρ,` is the minus boundary condition on the level ` of Td and r− is a solution to
(5.7), or equivalently r− = e−2BLβ(r−)d−1. Therefore,
lim
`→∞
Rηρ,` = r−Lβ(r−),
and thus
lim
`→∞
〈σρ〉η−ρ,` = lim`→∞
1−Rηρ,`
1 +Rηρ,`
=
1− r−Lβ(r−)
1 + r−Lβ(r−)
. (6.10)
As we have shown above, tB3 and r− are related by
tB3 =
1
r−Lβ(r−) + 1
.
Combining this with (6.9) and (6.10), we obtain that
lim
n→∞
〈σUn〉µˆ−n = lim`→∞〈σρ〉η−ρ,` , (6.11)
where Un is a random vertex chosen uniformly in [n]. We conclude that restricting the
annealed measure to Ω−n has the same effect in the large n limit as the minus boundary
conditions for the Ising model on the d-ary tree.
7. Annealed cut-off behavior: Proof of Proposition 3.4
Let us recall the statement of Proposition 3.4. For any γ > 0, we define
T+n (γ) = c?n log n+ γn, T
−
n (γ) = c?n log n− γn,
where
c? = −[s?(1− s?)G′′(s?)]−1 > 0.
The aim of Proposition 3.4 is to prove that, under Conditions (C1) and (C3),
lim
γ→∞
lim inf
n→∞
dn(T
−
n (γ)) = 1, (7.1)
and
lim
γ→∞
lim sup
n→∞
dn(T
+
n (γ)) = 0. (7.2)
We give the proof in three steps. In the first step in Section 7.1, we analyse the projection
chain (Xt)t≥0 defined in Section 3.2. In the second step in Section 7.2, we prove (7.1) and
in the final step in Section 7.3, we prove (7.2).
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7.1. A careful analysis of the projection chain. The projection chain (Xt)t≥0 has
been defined as
Xt = |{i : ξt(i) = 1}|,
where (ξt)t≥0 is the Glauber dynamics. Then (Xt)t≥0 is a birth-death process on {0, . . . , n}
with probability transitions given in (3.4). The drift Rt of (Xt)t≥0 satisfies
Rt := E [Xt+1 −Xt | Xt] (7.3)
=
n−Xt
n
× e
nFn(Xt+1)
enFn(Xt+1) + enFn(Xt)
− Xt
n
× e
nFn(Xt−1)
enFn(Xt−1) + enFn(Xt)
.
Then, by (3.7), ∣∣∣Rt −R (Xt/n) ∣∣∣ ≤ C
n
, (7.4)
where
R(s) = (1− s) e
F ′(s)
eF ′(s) + 1
− s 1
eF ′(s) + 1
=
eF
′(s)
eF ′(s) + 1
− s. (7.5)
Combining (7.3) and (7.4), we get
Xt +R(Xt/n)− C/n ≤ E[Xt+1 | Xt] ≤ Xt +R(Xt/n) + C/n. (7.6)
We recall that G′′(s?) < 0 and G′(s?) = 0. Therefore, I ′(s?) + F ′(s?) = 0, or equivalently
s? = eF
′(s?)/(eF
′(s?) + 1). Thus, R(s?) = 0 and, using that G′′(s) = F ′′(s)− [s(1− s)]−1,
R′(s?) =
eF
′(s?)F ′′(s?)
(eF ′(s?) + 1)2
− 1 = s?(1− s?)F ′′(s?)− 1 = s?(1− s?)G′′(s?) = − 1
c?
< 0. (7.7)
By (7.7) and R(s?) = 0, we can find a positive constant δ such that
R′(s) < 0 for all s ∈ (s? − 2δ, s? + 2δ) ⊂ (0, 1). (7.8)
We define, for δ ∈ (0, 1)
Ωδn =
{
σ ∈ Ωn : s? − δ ≤ |σ+|
n
≤ s? + δ
}
. (7.9)
Before going into the full details, let us start by summarizing the main steps in the analysis
of the projection chain (Xt)t≥0. Thanks to the assumption that the function G only has
one local maximizer at s?, the measure of (Xt)t≥0 is highly concentrated around ns?.
Moreover, we will show in Lemma 7.1 that the chain (Xt)t≥0 accesses Ωδn very quickly,
namely, after a time of order n. Then we consider the chain after entering Ωδn. Thus, next
assume that X0 ∈ Ωδn. Then we will show that the drift function R(s) plays a central
role to describe the time for Xt to reach ns?. Roughly speaking, in Lemma 7.4 below, we
show that
Yt+1 − Yt ≈
(
1 +
R′′(s?)
n
)
Yt,
where Yt = Xt − ns?. Notice that R′′(s?) < 0, and, therefore, when Y0 ∈ [−δn, δn],
the time for Yt to reach [−O(
√
n),O(√n)] is (−R′′(s?))−1n log n ± O(n). Finally, we
prove in Lemma 7.7 that if the starting points of (Xt)t≥0 and (X˜t)t≥0 are both in [ns? −
O(√n), ns? + O(√n)], then the two chains mix after a time of order n. Combining the
above steps, we conclude that the mixing time of (Xt)t≥0 concentrates around c?n log n
(note here that c? = (−R′′(s?))−1) with a window of order n.
We now present the details of the argument. We start by proving that Ωδn is hit quickly:
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Lemma 7.1 (Ωδn is hit quickly). For δ as in (7.8), there exists a positive constants
C = C(δ), such that
sup
σ∈Ωn
Pσ
(
inf{t : ξt ∈ Ωδn} ≥ Cn
) ≤ C
n
.
Below, we give a sketch of the proof, the full proof can be found in Appendix A.1.
Proof. Since G is strictly increasing in (0, s?) and strictly decreasing in (s?, 1), there exists
ε, such that
G′(s) ≥ ε if s ∈ (0, s? − δ) and G′(s) ≤ −ε if s ∈ (s? + δ, 1). (7.10)
As in (3.9) and (3.10), the stationary measure of (X)t≥0 satisfies
νn(k) ∼ pin(k)  exp
(
n
[
G(k/n)−G(0)
])
. (7.11)
For each k and `, we define the waiting time for (Xt) going from k to ` as
τk→` = inf{t : Xt = ` | X0 = k}.
To prove Lemma 7.1, it suffices to show that
P
(
max{τn→[n(s?+δ)], τ0→[n(s?−δ)]} ≥ Cn
)
= O(1/n), (7.12)
for some positive constant C > 0. A standard computation for the birth-death chain (see
e.g. [2, Proposition 2]) gives that
E(τk→k−1) =
1
qn(k)
n∑
j=k
pin(j)
pin(k)
,
E(τ 2k→k−1) =
2
qn(k)pin(k)
n∑
j=k
E(τj→k−1)pin(j)− E(τk→k−1).
By (3.4), qn(k)  (k/n). Thus using (7.10) and (7.11), we obtain that
n∑
j=k
pin(j)
pin(k)

n∑
j=k
exp
(
n
[
G(j/n)−G(k/n)
])
= O(1). (7.13)
Therefore,
E(τk→k−1) = O(n/k), E(τ 2k→k−1) = O(1).
Hence,
max{E(τn→[n(s?+δ)]),Var(τn→[n(s?+δ)])} = O(n),
which implies by using Chebyshev’s inequality that
P
(
τn→[n(s?+δ)] ≥ Cn
)
= O(1/n),
for some C > 0. A similar estimate holds for τ0→[n(s?−δ)], and then we get (7.12). 
Lemma 7.2 (It takes long to leave Ω2δn ). For each γ > 0, there exists a positive constant
C = C(γ), such that
sup
σ∈Ωδn
Pσ
(
inf{t : ξt 6∈ Ω2δn } ≤ T+n (γ)
) ≤ C(log n)2
n2
.
Again, we give a sketch of the proof below, the full proof can be found in Appendix
A.1.
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Proof. By (7.7), it holds that
a := − inf{R′(s) : |s− s?| ≤ 2δ} > 0.
Therefore there exists a function R2δ : [0, 1] 7→ R, such that
R2δ(s) = R(s) for |s− s?| ≤ 2δ and R′2δ(s) ≤ −a for all s ∈ [0, 1]. (7.14)
Define also
T1 = inf{t : |Xt − ns?| ≥ 2nδ}.
Observe that if |X0−ns?| ≤ 2nδ then the waiting time T1 depends only on the transition
probabilities {(pn(k), qn(k), rn(k)) : |k − ns?| ≤ 2nδ}. We define an auxiliary birth-death
chain (X ′t) with transition probabilities {(p′n(k), q′n(k), r′n(k)) : k ∈ Z} defined as
(p′n(k), q
′
n(k), r
′
n(k)) =
{
(pn(k), qn(k), rn(k)) if |k − ns?| ≤ 2nδ,
(R2δ(k/n), 0, 1−R2δ(k/n)) otherwise.
(7.15)
Then R2δ is related to the drift of (X ′t)t≥0 by
E[X ′t+1 −X ′t | X ′t] = R2δ(X ′t/n) +O( 1n).
Moreover,
sup
|x0−ns?|≤δn
Px0(T1 ≤ T+n (γ)) = sup
|x′0−ns?|≤δn
Px′0(T
′
1 ≤ T+n (γ)),
where
T ′1 = inf{t : |X ′t − ns?| ≥ 2nδ}.
By the strong Markov property,
sup
|x′0−ns?|≤δn
Px′0(T
′
1 ≤ T+n (γ))
≤ sup
|x′0−ns?|≤δn
Px′0(T
′
2 ≤ T+n (γ))× sup
|x′1−ns?|≤3nδ/2
Px′1(T
′
1 ≤ T+n (γ)), (7.16)
where
T ′2 = inf{t : |X ′t − ns?| > 3nδ/2}.
By using the same arguments as in [21, Lemma 4.12], we can prove that
sup
0≤t≤T+n (2γ)
|E(X ′t)− ns?| ≤ 9nδ/8, Var(X ′t) = O(n). (7.17)
The crucial point in the proof of (7.17) is the contraction property of Var(X ′t) that
Var(X ′t+1) ≤ Var(X ′t)(1 − εn) for some ε > 0. As for [21, Lemma 4.12], this contraction
property can be shown when the drift function satisfies f(x) = R2δ(x) − ax is decreas-
ing for some a > 0 (this holds by (7.14)). Note that in [21, Lemma 4.12] the authors
proved (7.17) directly for (Xt)t≥0 with the function f(x) = tanh(βx)− (1− )x, for some
 > 0. In our case, we do not know the behavior of the drift function outside the interval
(s? − 2δ, s? + 2δ) well, so we need to consider the modification chain (X ′t)t≥0.
It follows from (7.17) and Chebyshev’s inequality that
sup
0≤t≤T+n (2γ)
P (|X ′t − ns?| ≥ 5nδ/4) ≤ sup
0≤t≤T+n (2γ)
P (|X ′t − E(X ′t)| ≥ nδ/8) = O(1/n).
As a consequence,
E(N ′) ≤ C1 log n, (7.18)
where C1 = C1(a, δ) is a large constant and
N ′ = #{t ≤ T+n (2γ) : |X ′t − ns?| ≥ 5nδ/4}.
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Since |X ′t+1−X ′t| ≤ 1 for all t, if |X ′t0 −ns?| ≥ 3nδ/2 for some t0 then |X ′t−ns?| ≥ 5nδ/4
for all t0 ≤ t ≤ t0 + δn/4. Hence,
E[N ′ | T ′2 ≤ T+n (γ)] ≥ δn/4. (7.19)
Combining (7.18) and (7.19), we arrive at
sup
|x′0−ns?|≤δn
Px′0(T
′
2 ≤ T+n (γ)) ≤
E[N ′]
E[N | T ′2 ≤ T+n (γ)]
=
O(log n)
n
.
Similarly, we also have
sup
|x′0−ns?|≤3δn/2
Px′0(T
′
1 ≤ T+n (γ)) =
O(log n)
n
.
Now combining the last two estimates and (7.16), we arrive at the claim in Lemma 7.2. 
Lemma 7.3 (A variance bound on Xt). There exists a positive constant C, such that for
all γ > 1 and n ≥ n0 = n0(γ), with n0 a large number,
sup
σ∈Ωn
Varσ(Xt) ≤ Cn for all Cn ≤ t ≤ T+n (γ).
Proof. Fix C > 0 sufficiently large. Define
E = {|Xt − ns?| ≤ 2δn for all Cn ≤ t ≤ T+n (γ)}.
By Lemmas 7.1 and 7.2,
P(Ec) = O(1/n).
Therefore,
Var(Xt) ≤ Var(Xt1E) + E(X2t 1Ec) = Var(Xt1E) +O(n). (7.20)
Suppose that E happens. Then (Xt+Cn)t≥0 has the same law as the auxiliary chain (X ′t)t≥0
defined in (7.15) in the proof of Lemma 7.2 for all Cn ≤ t ≤ T+n (γ). Therefore,
sup
σ∈Ωn
Varσ(Xt1E) ≤ sup
σ∈Ω2δn
Varσ(X
′
t−Cn1E ′), (7.21)
where
E ′ = {|X ′s − ns?| ≤ 2δn for all s ≤ T+n (γ − C)}.
By Lemma 7.2,
P(E ′c) = O((log n)2/n2).
Hence, by (7.17) for all 0 ≤ s ≤ T+n (γ − C),
Var(X ′s1E ′) ≤ Var(X ′s) + E(X ′2s 1E ′c) + 2E(X ′s)E(X ′s1E ′c)
≤ Var(X ′s) + 3n2P(E ′c) = O(n).
Combining this with (7.20) and (7.21) we arrive at the claim in Lemma 7.3. 
Lemma 7.4 (Relating XT±n (γ) to ns
?). The following assertions hold:
(i) For any α > 0,
lim
γ→∞
lim sup
n→∞
P1(XT−n (γ) ≤ ns? + α
√
n) = 0.
(ii) It holds that
lim
`→∞
lim
γ→∞
lim sup
n→∞
sup
σ∈Ωn
Pσ(|XT+n (γ) − ns?| ≥ `
√
n) = 0.
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Proof. By Lemma 7.1, the chain (Xt)t≥0 is in Ωδn after O(n) steps with probability 1 −
O(1/n). Therefore, in the proof of Lemma 7.4, we can assume that X0 ∈ Ωδn by replacing
T±n (γ) by T±n (γ − C).
By Lemma 7.2,
P(T1 ≤ T+n (γ)) =
O((log n)2)
n2
, (7.22)
where
T1 = inf{t : |Xt − ns?| ≥ 2nδ}.
Define
Yt = Xt − ns? and Y˜t = Yt1{t≤T1}.
Then,
E[Y˜t+1 − Y˜t | Xt] = E[Yt+11{t+1≤T1} − Yt1{t≤T1} | Xt]
= E[(Yt+1 − Yt)1{t≤T1} − Yt+11{T1=t+1} | Xt]
= 1{t≤T1}E[Xt+1 −Xt | Xt]− E[Yt+11{T1=t+1} | Xt].
Combining this with (7.6) and the fact that Yt+1 ≤ n, we get∣∣∣E[Y˜t+1 − Y˜t | Xt]−R (Xt/n)1{t≤T1}∣∣∣ ≤ Cn + nP(T1 = t+ 1 | Xt). (7.23)
If t ≤ T1 then Xt/n ∈ (s? − 2δ, s? + 2δ), and thus using R(s?) = 0 we get∣∣∣R (Xt/n)1{t≤T1} −R′(s?)Y˜t/n∣∣∣ = ∣∣∣R(s? + Y˜t/n)−R′(s?)Y˜t/n∣∣∣ ≤ C1 (Y˜t/n)2 ,
where C1 = sups∈(s?−2δ,s?+2δ) |R′′(s)|/2. Combining this estimate with (7.23) leads to∣∣∣E[Y˜t+1 − Y˜t | Xt]−R′(s?)Y˜t/n∣∣∣ ≤ C1 (Y˜t/n)2 + nP(T1 = t+ 1 | Xt) + C
n
,
and thus by taking the expectation and using (7.22), we get, for t ≤ T+n (γ),∣∣∣E[Y˜t+1]− (1 + R′(s?)
n
)
E[Y˜t]
∣∣∣ ≤ C1E[(Y˜t)2]
n2
+
2C
n
. (7.24)
By Lemma 7.3, Var(Y˜t) = O(n). Thus it follows from (7.24) that∣∣∣E[Y˜t+1]− (1 + R′(s?)
n
)
E[Y˜t]
∣∣∣ ≤ C1(E[Y˜t]
n
)2
+
3C
n
.
Let us denote bt = E(Y˜t). Then |bt+1 − bt| ≤ 2 since |Y˜t+1 − Y˜t| ≤ 2. Moreover, the above
estimate gives that, for all t ≥ 1,(
1− a0
n
)
bt − a1
(
bt
n
)2
− a2
n
≤ bt+1 ≤
(
1− a0
n
)
bt + a1
(
bt
n
)2
+
a2
n
,
with |b0| ≤ δn and a0 = −R′′(s?) > 0 and a1 = C1 = sups∈(s?−2δ,s?+2δ) |R′′(s)|/2.
A straightforward analysis using recursion (which is quite similar to the proof of esti-
mates for a process (Zt)t≥0 in [21, Sections 4.3.2 and 4.4.1]; see Appendix A.1 for the full
proof) gives that if b0 = δn, then
bT−n (γ) ≥
√
neγa0/2, (7.25)
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and √
ne−2γa0 ≤ bT+n (γ) ≤
√
n. (7.26)
By Lemma 7.3,
Var(Y˜T−n (γ)),Var(Y˜T+n (γ)) = O(n). (7.27)
Using Chebyshev’s inequality, (7.25) – (7.27),
P
(
Y˜T−n (γ) ≤ α
√
n
)
≤ P
(
Y˜T−n (γ) − bT−n (γ) ≤ (α− eγa0/2)
√
n
)
≤ Var(Y˜T−n (γ))
n(α− eγa0/2)2 = O(e
−γa0),
and
P
(
Y˜T+n (γ) ≥ `
√
n
)
≤ P
(
Y˜T+n (γ) − bT+n (γ) ≥ (`− 1)
√
n
)
≤ Var(Y˜T+n (γ))
n(`− 1)2 = O(`
−2).
The first inequality implies Lemma 7.4(i), while the second proves Lemma 7.4(ii) by taking
`→∞. 
7.2. The left side of the critical window: Proof of (7.1).
Lemma 7.5 (Concentration of the number of plus spins). We have
lim
α→∞
lim
n→∞
µn
(
σ :
∣∣|σ+| − ns?∣∣ > α√n) = 0.
Proof. For any k, let
µkn = µn(σ : |σ+| = k).
Then, by the definition of µn,
µkn
µ`n
=
(
n
k
)
exp(nFn(k))(
n
`
)
exp(nFn(`))
 exp (n[G(k/n)−G(`/n)]) . (7.28)
Let δ > 0 be any positive constant such that (s? − 2δ, s + 2δ) ⊂ (0, 1). Since s? is the
unique global maximizer of G, there exists ε > 0, such that G(k/n)−G(s?) ≤ −ε for all
k satisfying |k − ns?| ≥ δn. Therefore, by (7.28),
µn(σ : ||σ+| − ns?| ≥ δn) . n exp(−εn). (7.29)
For the case |k−ns?| ≤ δn, we use G′(s?) = 0 and a Taylor expansion around s? to obtain
that
G(k/n)−G(s?) ≤ −a
2
(
k
n
− s?
)2
,
where
−a = inf
s : |s−s?|≤δ
G′′(s) < 0,
where the fact that G′′(s?) < 0 follows from condition (C3), which implies that G′′(s) < 0
in a neighborhood of s?.
Therefore, as α→∞,
µn(σ : α
√
n ≤ ||σ+| − ns?| ≤ δn) .
∑
α
√
n≤`≤δn
exp(−an`2/2) .
∫ ∞
α
exp(−at2/2)dt→ 0,
since a > 0. Combining this estimate with (7.29) we get the desired result. 
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We are now in the position to prove (7.1):
Proof of (7.1). For any α > 0, let
Aα = {σ : |σ+| ≤ ns? + α
√
n}.
By definition of the total variation distance, and the fact that µn is the stationary
distribution,
dn(T
−
n (γ)) = sup
A⊂Ωn
sup
σ∈Ωn
|µn(A)− Pσ(ξT−n (γ) ∈ A)| (7.30)
≥ P1(ξT−n (γ) ∈ Aα)− µn(Aα).
Therefore, for all α > 0,
lim
γ→∞
lim inf
n→∞
dn(T
−
n (γ)) ≥ lim
γ→∞
lim inf
n→∞
P1(ξT−n (γ) ∈ Aα)− limn→∞µn(Aα) (7.31)
≥ lim
γ→∞
lim inf
n→∞
P1(XT−n (γ) ≤ ns? + α
√
n)− lim
n→∞
µn(Aα),
Hence, by taking α→∞ and using Lemma 7.5 as well as Lemma 7.4(i), we obtain that
lim
γ→∞
lim inf
n→∞
dn(T
−
n (γ)) ≥ lim
α→∞
lim
γ→∞
lim inf
n→∞
P1(XT−n (γ) ≤ ns? + α
√
n) = 1, (7.32)
which proves (7.1). 
7.3. The right side of the critical window: Proof of (7.2). Recall Ωδn from (7.9).
Let (ξt)t≥0 and (ξ¯t)t≥0 be two Glauber dynamics, and let (Xt)t≥0 and (X¯t)t≥0 be the
corresponding projection chains, i.e.,
Xt = |{i : ξt(i) = 1}|, X¯t = |{i : ξ¯t(i) = 1}|. (7.33)
For σ0 ∈ Ωδn and σ ∈ Ωn, we define
U(σ) = |{i : σ(i) = σ0(i) = 1}|, V (σ) = |{i : σ(i) = σ0(i) = −1}|,
Θ = {σ : min{U(σ), V (σ), U(σ0)− U(σ), V (σ0)− V (σ)} ≥ δn/8}.
We also define
D(t) = |U(ξt)− U(ξ¯t)|, H1(t) = {inf{s : Xs = X¯s} ≤ t}
H2(t1, t2) =
t2⋂
t=t1
{ξt ∈ Θ, ξ¯t ∈ Θ}.
We will crucially rely on the following result from [21]:
Proposition 7.6 (General mixing time bound [21, Theorem 5.1]). There exists a positive
constant c, such that for any possible couplings of (ξt)t≥0 and (ξ¯t)t≥0, for any r1 < r2 and
α > 0 and all large n,
max
σ0∈Ωδn
‖Pσ0(ξr2 ∈ ·)− µ(·)‖TV ≤ max
σ0,σ∈Ωδn
[
Pσ0,σ
(
D(r1) > α
√
n
)
+ Pσ0,σ(H1(r1)c)
+Pσ0,σ(H2(r1, r2)c) + cα
√
n
r2 − r1
]
.
We next investigate the different terms appearing on the right hand side in Proposition
7.6, where we choose r1 = r1(γ) = T+n (γ)−Cn = T+n (γ−C), r2 = r2(γ) = T+n (2γ)−Cn =
T+n (2γ − C), with C as in Lemma 7.1 and α = γ1/4 for some γ large enough:
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Lemma 7.7 (Unlikely that projection chains remain uncoupled for a long time). We have
lim
γ→∞
lim sup
n→∞
max
σ,σ′
Pσ,σ′(H1(T+n (γ))c) = 0.
As a consequence,
lim
γ→∞
lim sup
n→∞
max
σ,σ′
Pσ,σ′(H1(r1(γ)))c) = 0.
Proof. By Lemma 7.4(ii)
lim
`→∞
lim
γ→∞
lim sup
n→∞
max
σ∈Ω
Pσ(|XT+n (γ) − ns?| ≥ `
√
n) = 0.
Hence, it suffices to show that
lim
`→∞
lim
γ→∞
lim sup
n→∞
max
σ,σ′∈Ω`
Pσ,σ′(inf{t : Xt = X¯t} ≥ γn) = 0, (7.34)
where
Ω` = {σ ∈ Ωn : |σ+ − ns?| ≤ `
√
n}.
By monotonicity, it is sufficient to prove (7.34) for the cases that X0 = ns? + `
√
n and
X¯0 = ns
? − `√n.
By (7.6),
max
{
|E[Xt+1 −Xt | Xt]−R(Xt/n)|, |E[X¯t+1 − X¯t | X¯t]−R(X¯t/n)|
}
≤ C/n, (7.35)
where C is a universal constant. Moreover, if ns? − δn ≤ X¯t ≤ Xt ≤ ns? + δn, then
R(Xt/n)−R(X¯t/n) ≤ − 1
n
[
inf
|s−s?|≤δ
|R′(s)|(Xt − X¯t)
]
(7.36)
since R′(s) < 0 for all |s− s?| ≤ δ. Define
K =
2C
inf |s−s?|≤δ |R′(s)| ∈ (0,∞), (7.37)
and
τM = inf{t : |Xt − X¯t| ≤ 2K or |Xt − ns?| ≥ δn or |X¯t − ns?| ≥ δn},
Mt = Xt − X¯t, M˜t = Mt1{τM≥t}.
By (7.36), M˜t is a supermartingale. Indeed, let Ft = σ(Xs, X¯s : s ≤ t) and observe that
if M˜t = 0 then M˜t+1 = 0, so that
E[M˜t+1 − M˜t | Ft] ≤ E[(M˜t+1 − M˜t)1{M˜t>0} | Ft]
= E[Xt+1 −Xt | Ft]1{M˜t>0} − E[X¯t+1 − X¯t | Ft]1{M˜t>0}
≤ [R(Xt/n)−R(X¯t/n)]1{M˜t>0} + 2C/n
≤ − 1
n
[
inf
|s−s?|≤δ
|R′(s)|(2K)− 2C
]
≤ 0,
where in the third line, we have used (7.35), while in the last line, we have used (7.36) and
(7.37) with a notice that if M˜t > 0, then the condition ns? − δn ≤ X¯t ≤ Xt ≤ ns? + δn
needed to apply (7.36) holds.
We claim that, on the event {τM > t},
Var(M˜t+1 | Ft) ≥ ∆, (7.38)
ISING MODEL ON RANDOM REGULAR GRAPHS 39
for some universal constant ∆ > 0. Indeed, when τM > t,
P(M˜t+1 − M˜t = 0 | Ft), P(M˜t+1 − M˜t = 1 | Ft) ≥ c,
for some positive constant c > 0. Thus Var(M˜t+1 | Ft) ≥ c. Moreover, as we have
shown above, M˜t is a supermartingale with increment bounded by 2. Therefore, using
[22, Lemma 3.5] we obtain that if M0 = 2`
√
n then
P(τM ≥ `3n) = O(M0/
√
`3n) = O(1/
√
`).
Hence, by definition of τM and Lemma 7.2,
P(inf{t : Mt ≤ 2K} ≥ `3n) ≤ P(τM ≥ `3n) + P(inf{t : |Xt − ns?| ≥ δn} ≤ `3n)
+P(inf{t : |X¯t − ns?| ≥ δn} ≤ `3n)
= P(τM ≥ `3n) +O(n−3/2) = O(1/
√
`).
where we let `3 = o(log n) and apply Lemma 7.2 in the last line.
Thanks to the above estimate, now we can assume that M0 = 2K. We observe that
P(Mt+1 −Mt ∈ {−1,−2}) = 1− P(Mt+1 −Mt ∈ {0, 1, 2}) ≥ c, (7.39)
for some universal constant c. Let τ0 = τ˜0 = 0 and define for i ≥ 1
τi = inf{t > τ˜i−1 : Mt ≥ 4K or Mt ≤ 0},
τ˜i = inf{t > τi : Mt ≤ 2K}.
We observe that ((τi+1− τ˜i, τ˜i−τi))i≥0 are independent random variables. Moreover, using
(7.38) and the fact that |Mt+1 −Mt| ≤ 2, we can show that
sup
i≥0
(
E[(τi+1 − τ˜i)2] + E[(τ˜i − τi)2]
) ≤ C,
for some universal constant C. Therefore, using Chebyshev’s inequality,
P(τ` ≥ 4C`) = O(1/`). (7.40)
By (7.39),
P(Mτi ≤ 0 | τ˜i−1) ≥ c2K .
Hence,
P(∃i ≤ ` : Mτi ≤ 0) ≥ 1− (1− c2K)` = 1−O(1/`).
Combining this estimate with (7.40) we obtain that
P2K (inf{t : Mt ≤ 0} ≥ 4C`) = O(1/`).
This completes the proof of (7.34). 
Lemma 7.8 ((ξt)t≥0 and (ξ¯t)t≥0 are about equally far from σ0). Consider two Glauber
dynamics (ξt)t≥0 and (ξ¯t)t≥0 started at some σ0 ∈ Ωδn and σ ∈ Ωn, respectively. There
exists a positive constant C, such that for all α > 0,
lim
γ→∞
lim sup
n→∞
Pσ0,σ(D(T+n (γ)) ≥ α
√
n) ≤ C/α.
Consequently,
lim
γ→∞
lim sup
n→∞
Pσ0,σ(D(r1(γ)) ≥ α
√
n) ≤ C/α.
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Lemma 7.9 (Both chains are in Θ for all large times). Consider two Glauber dynamics
(ξt)t≥0 and (ξ¯t)t≥0 started at some σ0 ∈ Ωδn and σ ∈ Ωn respectively. Then for γ2 > γ1,
Pσ0,σ(H2(T+n (γ1), T+n (γ2))c) ≤
C(γ2 − γ1) + C1
n
, (7.41)
where C is a universal constant and C1 is a constant depending on γ1. Consequently,
lim
γ→∞
lim sup
n→∞
Pσ0,σ(H2(r1(γ), r2(γ))c) = 0. (7.42)
The proofs of Lemmas 7.8 and 7.9 are essentially the same as those of [21, Lemmas 5.5
and 5.6], so we omit them here. Their full proofs will be given in Appendix A.2.
Proof of (7.2). By Lemma 7.1,
lim sup
n→∞
max
σ∈Ωn
Pσ(ξCn ∈ Ωδn) = 1. (7.43)
Combining (7.43) and Lemmas 7.7, 7.8, 7.9 and Proposition 7.6 with r1 = T+n (γ − Cn),
r2 = T
+
n (2γ − Cn) and α = γ1/4, we arrive at
lim sup
n→∞
max
σ∈Ω
‖Pσ(ξT+n (2γ) ∈ ·)− µn(·)‖TV ≤ Cγ−1/4,
for some C > 0. This proves (7.2) by taking γ →∞. 
Appendix A. Proof of Proposition 3.4
In this appendix, we give the full proofs of some of the results used in Section 7.
A.1. A careful analysis of the projection chain: Proofs of Lemmas 7.1, 7.2
and 7.4. In this section, we give the full proofs of Lemmas 7.1, 7.2 and 7.4. Recall the
notation at the start of Section 7.1.
Proof of Lemma 7.1. Since G is strictly increasing in (0, s?) and strictly decreasing in
(s?, 1), there exists ε, such that
G′(s) ≥ ε if s ∈ (0, s? − δ) and G′(s) ≤ −ε if s ∈ (s? + δ, 1). (A.1)
As in (3.9) and (3.10), the stationary measure of (X)t≥0 is given by
νn(k) =
pin(k)
pin(0) + · · ·+ pin(n) , (A.2)
where
pin(k) =
(
n
k
)
en[Fn(k)−Fn(0)]  exp
(
n
[
G(k/n)−G(0)
])
. (A.3)
For each k and `, we define the waiting time for (Xt) going from k to ` as
τk→` = inf{t : Xt = ` | X0 = k}.
To prove Lemma 7.1, it suffices to show that
P
(
max{τn→n+δ , τ0→n−δ } ≥ Cn
)
≤ C
n
, (A.4)
where
n+δ = [n(s
? + δ)], n−δ = [n(s
? − δ)].
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Using Chebyshev’s inequality, the estimate (A.4) holds if there exists a constant C = C(δ)
such that
max{E(τn→n+δ ),Var(τn→n+δ )} ≤ Cn, (A.5)
and
max{E(τ0→n−δ ),Var(τn→n−δ )} ≤ Cn. (A.6)
Indeed, by Chebyshev’s inequality, for any variable T ,
P(T > 2Cn) = P(T − E[T ] ≥ 2Cn− E[T ]) ≤ Var(T )
(2Cn− E[T ])2 = O(1/n), (A.7)
provided that E[T ] ≤ Cn and Var(T ) ≤ Cn.
We now prove (A.5), the proof of (A.6) is essentially the same and is omitted. A
standard calculus for the birth-death chain (see e.g. [2, Proposition 2]) gives that
E(τk→k−1) =
1
qn(k)
n∑
j=k
pin(j)
pin(k)
,
E(τ 2k→k−1) =
2
qn(k)pin(k)
n∑
j=k
E(τj→k−1)pin(j)− E(τk→k−1). (A.8)
We start computing E(τk→k−1). By (3.4),
qn(k)  k
n
. (A.9)
By using (A.1) and (A.3), we obtain that
n∑
j=k
pin(j)
pin(k)

n∑
j=k
exp
(
n
[
G(j/n)−G(k/n)
])
≤
n∑
j=k+1
exp (−ε(j − k))
≤ e
−ε
1− e−ε . (A.10)
Therefore,
E(τk→k−1) = O(n/k). (A.11)
Hence
E(τn→n+δ ) =
n∑
k=n+δ +1
E(τk→k−1) = O(n). (A.12)
We now compute E(τ 2k→k−1). Using (A.8) and (A.9),
E(τ 2k→k−1) .
n
k
n∑
j=k
E(τj→k−1)
pin(j)
pin(k)
. (A.13)
Here and in the following, we write f . g when f ≤ cg for some c > 0. Similarly to
(A.11) and (A.12), if n+δ ≤ k ≤ j − 1 then
E(τj→k−1) = O(j − k).
As in (A.10), if n+δ ≤ k ≤ j − 1 then
pin(j)
pin(k)
. exp (−ε(j − k)) . (A.14)
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Therefore,
E(τ 2k→k−1) .
n∑
j=k
(j − k) exp (−ε(j − k)) = O(1). (A.15)
In conclusion,
Var(τn→n+δ ) =
n∑
k=n+δ +1
Var(τk→k−1) ≤
n∑
k=n+δ +1
E(τ 2k→k−1) = O(n). (A.16)
Combining this with (A.12) we get (A.5). 
Proof of Lemma 7.2. By (7.5), it holds that
a := − inf{R′(s) : |s− s?| ≤ 2δ} > 0.
Therefore there exists a function R2δ : [0, 1] 7→ R, such that
R2δ(s) = R(s) for |s− s?| ≤ 2δ and R′2δ(s) ≤ −a for all s ∈ [0, 1]. (A.17)
Define also
T1 = inf{t : |Xt − ns?| ≥ 2nδ}. (A.18)
Observe that if |X0−ns?| ≤ 2nδ then the waiting time T1 depends only on the transition
probabilities {(pn(k), qn(k), rn(k)) : |k − ns?| ≤ 2nδ}. We define an auxiliary birth-death
chain (X ′t) with transition probabilities {(p′n(k), q′n(k), r′n(k)) : k ∈ Z} defined as
(p′n(k), q
′
n(k), r
′
n(k)) =
{
(pn(k), qn(k), rn(k)) if |k − ns?| ≤ 2nδ,
(R2δ(k/n), 0, 1−R2δ(k/n)) otherwise.
(A.19)
Then R2δ is related to the drift of (X ′t)t≥0 as
E[X ′t+1 −X ′t | X ′t] = R2δ(X
′
t
n
) +O( 1
n
).
Moreover,
sup
|x0−ns?|≤δn
Px0(T1 ≤ T+n (γ)) = sup
|x′0−ns?|≤δn
Px′0(T
′
1 ≤ T+n (γ)), (A.20)
where
T ′1 = inf{t : |X ′t − ns?| ≥ 2nδ}.
By the strong Markov property,
sup
|x′0−ns?|≤δn
Px′0(T
′
1 ≤ T+n (γ))
≤ sup
|x′0−ns?|≤δn
Px′0(T
′
2 ≤ T+n (γ))× sup
|x′1−ns?|≤3nδ/2
Px′1(T
′
1 ≤ T+n (γ)), (A.21)
where
T ′2 = inf{t : |X ′t − ns?| > 3nδ/2}.
By (7.6), there exists a positive constant C1, such that for all 1 ≤ k ≤ n,∣∣∣(p′n(k)− q′n(k))−R2δ(k/n)∣∣∣ ≤ C1/n. (A.22)
We have
E[(X ′t+1 − ns?)2 | X ′t]
= (X ′t − ns? + 1)2p′n(X ′t) + (X ′t − ns? − 1)2q′n(X ′t) + (X ′t − ns?)2r′n(X ′t)
= (X ′t − ns?)2 + 2(X ′t − ns?)[p′n(X ′t)− q′n(X ′t)] + [p′n(X ′t) + q′n(X ′t)].
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Define
Y ′t = X
′
t − ns?.
Then,
E[(Y ′t+1)2 | Y ′t ] ≤ (Y ′t )2 + 2Y ′tR2δ(s? + Y
′
t
n
) + C1.
Combining this with the fact that xR2δ(s? + x) ≤ 0 yields that
E(Y ′2t+1) ≤ E(Y ′2t ) + C1,
and thus, for all T ,
sup
0≤t≤T
E(Y ′2t ) ≤ E(Y ′20 ) + TC1.
As a consequence, by the Cauchy-Schwarz inequality,
sup
0≤t≤T
|E(X ′t)− ns?| ≤
√
E(|X ′0 − ns?|2) + TC1. (A.23)
We now estimate the variance of X ′t. We have by (A.22),
E[(X ′t+1)2 | X ′t] = (X ′t)2 + 2X ′t[p′n(X ′t)− q′n(X ′t)] + [p′n(X ′t) + q′n(X ′t)]
≤ (X ′t)2
(
1− a
n
)
+ 2X ′t [R2δ(X
′
t/n) + aX
′
t/n] + C,
and thus
E[(X ′t+1)2] ≤
(
1− a
n
)
E[(X ′t)2] + 2E (X ′t [R(X ′t/n) + aX ′t/n]) + C. (A.24)
Similarly,
E[X ′t+1]2 =
[
E
(
E[X ′t+1 | X ′t]
)]2
=
[
E(X ′t) + E[p′n(X ′t)− q′n(X ′t)]
]2
=
(
1− a
n
)
E(X ′t)2 + 2E(X ′t)E
[
pn(X
′
t)− qn(X ′t) + aX ′t/n
]
+
(
E[pn(X ′t)− qn(X ′t)]
)2
≥
(
1− a
n
)
E(X ′t)2 + 2E(X ′t)E
[
R2δ(X
′
t/n) + aX
′
t/n
]
− C. (A.25)
Therefore,
Var(X ′t+1) ≤
(
1− a
n
)
Var(X ′t) + 2E (X ′t [R(X ′t/n) + aX ′t/n])
−2E(X ′t)E [R2δ(X ′t/n) + aX ′t/n] + 2C
≤ (1− a
n
)
Var(X ′t) + 2C. (A.26)
Notice that here we have used the FKG inequality and the fact that R2δ(x) − ax is
decreasing by (7.14) in the second line. Hence, by induction we can show that, for all t,
Var(X ′t) ≤
2Cn
a
. (A.27)
By (A.23), if |x′0 − ns?| ≤ nδ then for all n ≥ n0(γ),
sup
0≤t≤T+n (2γ)
|E(X ′t)− ns?| ≤ 9nδ/8.
Hence it follows from Chebyshev’s inequality that
sup
0≤t≤T+n (2γ)
P (|Xt − ns?| ≥ 5nδ/4) ≤ sup
0≤t≤T+n (2γ)
P (|X ′t − E(X ′t)| ≥ nδ/8) ≤
128C
naδ2
.
As a consequence,
E(N) ≤ C1 log n, (A.28)
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where C1 = C1(a, δ) is a large constant and
N = #{t ≤ T+n (2γ) : |X ′t − ns?| ≥ 5nδ/4}.
Since |X ′t+1−X ′t| ≤ 1 for all t, if |X ′t0 −ns?| ≥ 3nδ/2 for some t0 then |X ′t−ns?| ≥ 5nδ/4
for all t0 ≤ t ≤ t0 + δn/4. Hence
E[N | T ′2 ≤ T+n (γ)] ≥ δn/4. (A.29)
Combining (A.28) and (A.29), we arrive at
sup
|x′0−ns?|≤δn
Px′0(T
′
2 ≤ T+n (γ)) ≤
E[N ]
E[N | T ′2 ≤ T+n (γ)]
=
O(log n)
n
.
Similarly, we also have
sup
|x′0−ns?|≤3δn/2
Px′0(T
′
1 ≤ T+n (γ)) =
O(log n)
n
.
Now combining the last two estimates and (7.16), we get the desired result. 
Proof of Lemma 7.4. By Lemma 7.1, the chain (Xt)t≥0 is in Ωδn after O(n) steps with
probability 1 − O(1/n). Therefore, in the proof of Lemma 7.4, we can assume that
X0 ∈ Ωδn.
By Lemma 7.2,
P(T1 ≤ T+n (γ)) =
O((log n)2)
n2
, (A.30)
where
T1 = inf{t : |Xt − ns?| ≥ 2nδ}.
Define
Yt = Xt − ns? and Y˜t = Yt1{t≤T1}.
Then,
E[Y˜t+1 − Y˜t | Xt] = E[Yt+11{t+1≤T1} − Yt1{t≤T1} | Xt] (A.31)
= E[(Yt+1 − Yt)1{t≤T1} − Yt+11{T1=t+1} | Xt]
= 1{t≤T1}E[Xt+1 −Xt | Xt]− E[Yt+11{T1=t+1} | Xt].
Combining this with (7.6) and the fact that Yt+1 ≤ n, we get∣∣∣E[Y˜t+1 − Y˜t | Xt]−R (Xt/n)1{t≤T1}∣∣∣ ≤ Cn + nP(T1 = t+ 1 | Xt). (A.32)
If t ≤ T1 then Xt/n ∈ (s? − 2δ, s? + 2δ), and thus using R(s?) = 0 we get∣∣∣R (Xt/n)1{t≤T1} −R′(s?)Y˜t/n∣∣∣ = ∣∣∣R(s? + Y˜t/n)−R′(s?)Y˜t/n∣∣∣ ≤ C1 (Y˜t/n)2 , (A.33)
where C1 = sups∈(s?−2δ,s?+2δ) |R′′(s)|/2. Combining this estimate with (A.32), we obtain∣∣∣E[Y˜t+1 − Y˜t | Xt]−R′(s?)Y˜t/n∣∣∣ ≤ C1 (Y˜t/n)2 + nP(T1 = t+ 1 | Xt) + C
n
, (A.34)
and thus by taking the expectation and using (A.30), we get for t ≤ T+n (γ)∣∣∣E[Y˜t+1]− (1 + R′(s?)
n
)
E[Y˜t]
∣∣∣ ≤ C1E[(Y˜t)2]
n2
+
2C
n
. (A.35)
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By Lemma 7.3, Var(Y ′t ) = O(n). Thus it follows from (A.35) that∣∣∣E[Y˜t+1]− (1 + R′(s?)
n
)
E[Y˜t]
∣∣∣ ≤ C1(E[Y˜t]
n
)2
+
3C
n
.
Let us denote bt = E(Y˜t). Then |bt+1 − bt| ≤ 2 since |Y˜t+1 − Y˜t| ≤ 2. Moreover, the above
estimate gives that for all t ≥ 1(
1− a0
n
)
bt − a1
(
bt
n
)2
− a2
n
≤ bt+1 ≤
(
1− a0
n
)
bt + a1
(
bt
n
)2
+
a2
n
, (A.36)
with |b0| ≤ δn and a0 = −R′′(s?) > 0 and a1 = C1 = sups∈(s?−2δ,s?+2δ) |R′′(s)|/2.
We claim that if b0 = δn then
bT−n (γ) ≥
√
neγa0/2, (A.37)
and √
ne−2γa0 ≤ bT+n (γ) ≤
√
n. (A.38)
We first assume (A.37), (A.38) and prove the result. By Lemma 7.3,
Var(Y˜T−n (γ)),Var(Y˜T+n (γ)) ≤ Cn, (A.39)
where C is a universal constant. Using Chebyshev’s inequality, (A.37) and (A.39),
P
(
Y˜T−n (γ) ≤ α
√
n
)
≤ P
(
Y˜T−n (γ) − bT−n (γ) ≤ (α− eγa0/2)
√
n
)
≤ Var(Y˜T−n (γ))
n(α− eγa0/2)2 = O(e
−γa0).
This implies (i). The proof of (ii) is similar. It follows from Chebyshev’s inequality, (A.38)
and (A.39) that
P
(
Y˜T+n (γ) ≥ `
√
n
)
≤ P
(
Y˜T+n (γ) − bT+n (γ) ≥ (`− 1)
√
n
)
≤ Var(Y˜T+n (γ))
n(`− 1)2 = O(`
−2).
Taking `→∞ we get (ii).
Now we prove (A.37) and (A.38). Let us define
Sk = inf{t : bt ≤ ne−k}.
Then Sk = 0 for k = 0, . . . , k0 with k0 = [− log δ]. Hence, it holds that for all T and k,
bT ≥ k if 2 + T ≤ S[log(n/k)]. (A.40)
Let us define
Kn(γ) =
1
2
log n+ 3γ.
If t ≤ SKn(γ) then bt ≥
√
ne−3γ. Thus, for γ ≥ γ0 = γ0(a1, a2) we have
e8γ
(
bt
n
)2
≥ a1
(
bt
n
)2
+
a2
n
.
Hence, by (A.36) for all t ≤ SKn(γ)
bt
(
1− a0
n
+ e8γ
bt
n2
)
≥ bt+1 ≥ bt
(
1− a0
n
− e8γ bt
n2
)
.
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In addition if Sk ≤ t < Sk+1 then ne−(k+1) ≤ bt ≤ ne−k, and thus
bt
(
1− a0 − e
8γ−k
n
)
≥ bt+1 ≥ bt
(
1− a0 + e
8γ−k
n
)
.
We have ne−k − 2 ≤ bSk ≤ ne−k, since bt decrease at most by −2 each time. Therefore,
ne−(k+1)
ne−k − 2 ≥
bSk+1
bSk
≥
(
1− a0 + e
8γ−k
n
)Sk+1−Sk
,
and
ne−(k+1) − 2
ne−k
≤ bSk+1
bSk
≤
(
1− a0 − e
8γ−k
n
)Sk+1−Sk
.
From the two above estimates, we can show that
Sk+1 − Sk = n
a0 + e8γ−k
±O(ek). (A.41)
Thus for all k0 ≤ K ≤ Kn(γ)
SK =
K−1∑
k=k0
(
Sk+1 − Sk
) ≥ n K−1∑
k=k0
1
a0 + e8γ−k
±O(eK+1)
=
n(K − k0)
a0
− n
K−1∑
k=k0
e8γ−k
a0(a0 + e8γ−k)
±O(√ne3γ)
=
nK
a0
±O(n log γ).
Therefore,
S
[
1
2
logn−γa0
2
]
≥ 1
2a0
n log n− γn
2
−O(n log γ) ≥ T−n (γ) +
γn
4
. (A.42)
This estimate together with (A.40) implies that bT−n (γ) ≥
√
neγa0/2, which proves (A.37).
Similarly,
S
[
1
2
logn+2γa0]
≥ 1
2a0
n log n+ 2γn−O(n log γ) ≥ T+n (γ) +
γn
2
, (A.43)
and thus the lower bound in (A.38) that bT+n (γ) ≥
√
ne−2γa0 holds. We now finish the proof
by showing the upper bound that bT+n (γ) ≤
√
n. By (A.43), bt ≥ n1/4 for all t ≤ T+n (γ).
Moreover, by (A.36)
bt+1 − bt ≤ −a0 bt
n
+ a1
(
bt
n
)2
+
a2
n
≤ 0,
if n1/4 ≤ bt ≤ δn for all δ ≤ δ0 with δ0 some universal constant. Hence bt is decreasing in
t for t ≤ T+n (γ). Thus bt ≤ k holds if t ≥ S[log(n/k)]. In particular, since
S[logn/2] =
1
2a0
n log n±O(n log γ) ≤ T+n (γ)−
γn
2
,
we have bT+n (γ) ≤
√
n. 
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A.2. Proof of Lemmas 7.8 and 7.9 used in the proof of (7.2). In this section, we
give the full proof of Lemmas 7.8 and 7.9. Before giving the proof of Lemma 7.8, we
define some notation and state an auxiliary result.
For any A ⊆ [n], let us define
Xt(A) =
∑
i∈A
1{ξt(i)=1}. (A.44)
Lemma A.1. There exists a positive constant C such that for all γ and sufficiently large
n
sup
T+n (1)≤t≤T+n (γ)
sup
σ0∈Ωδn
sup
A⊂[n]
Eσ0 (Xt(A)− s?|A|)2 ≤ Cn.
Proof. We construct a monotone coupling of (ξt)t≥0 and (ξ+t )t≥0 starting from σ0 and the
all plus configuration respectively, such that ξt ≤ ξ+t for all t. Then
Xt(A)− s?|A| ≤ X+t (A)− s?|A| ≤ |X+t (A)− s?|A||.
Similarly
Xt(A
c)− s?|Ac| ≤ X+t (Ac)− s?|Ac| ≤ |X+t (Ac)− s?|Ac||,
and thus
Xt(A)− s?|A| ≥ Xt − ns? − |X+t (Ac)− s?|Ac||.
Therefore,
|Xt(A)− s?|A|| ≤ |Xt − ns?|+ |X+t (A)− s?|A||+ |X+t (Ac)− s?|Ac||.
Using the Cauchy-Schwarz inequality, we get
Eσ0 (Xt(A)− s?|A|)2 ≤ 3
[
Eσ0 (Xt − ns?)2 + E+(Xt(A)− s?|A|)2
+E+(Xt(Ac)− s?|Ac|)2
]
. (A.45)
Using (A.27),
sup
σ0∈Ωδn
Eσ0 (Xt − ns?)2 = O(n). (A.46)
We observe that by symmetry for all i, j
a := P+(ξt(i) = 1) = P+(ξt(j) = 1), (A.47)
and for all pairs (i, j) and (k, `) with i 6= j and k 6= `,
ρ := Cov+(ξt(i) = 1, ξt(j) = 1) = Cov+(ξ(k) = 1, ξt(`) = 1).
By (A.46),
|a− s?| = O(1/√n), (A.48)
and
Var+(Xt) = O(n). (A.49)
Using (A.47) and (A.48), we get
E+(Xt(A)) =
∑
i∈A
P+(ξt(i) = 1) = |A|s? +O(|A|/
√
n).
Thus
sup
A⊆[n]
E+(Xt(A)− |A|s?) = O(
√
n). (A.50)
If ρ ≥ 0, then
Var+(Xt(A)) ≤ Var+(Xt([n])) = Var+(Xt) = O(n),
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by using (A.49). Otherwise, if ρ < 0 then
Var+(Xt(A)) ≤
∑
i∈A
Var(1{ξt(i)=})) ≤ |A| = O(n).
In conclusion,
sup
A⊂[n]
Var+(Xt(A)− |s|?|A|) = O(n).
Combining this estimate with (A.50) yields that
sup
A⊂[n]
E+(Xt(A)− s?|A|)2 = O(n). (A.51)
Combining (A.45), (A.46) and (A.51) we obtain the desired result. 
Proof of Lemma 7.8. Let A = {i : σ0(i) = 1} and define
E = {|XT+n (γ/2) − ns?| ≤ nδ, |X¯T+n (γ/2) − ns?| ≤ nδ}.
By definition,
D(t) = |U(ξt)− U(ξ¯t)| =
∣∣∣∑
i∈A
ξt(i)−
∑
i∈A
ξ¯t(i)
∣∣∣ = |Xt(A)− X¯t(A)|
≤ |Xt(A)− s?|A||+ |X¯t(A)− s?|A||.
Combining this with Lemma A.1, we have
Eσ0,σ(D(T+n (γ)) | E) ≤ C
√
n,
for some C > 0. By Lemma 7.4(ii)
lim
γ→∞
lim sup
n→∞
Pσ0,σ(Ec) = 0.
Combining the last two estimates with Chebyshev’s inequality we obtain the desired
result. 
Proof of Lemma 7.9. Let A = {i : σ0(i) = 1} and define
E = {|XT+n (γ1/2) − ns?| ≤ nδ, |X¯T+n (γ1/2) − ns?| ≤ nδ}.
We observe that by definition of Θ,
{ξt 6∈ Θ} = {Xt(A) ≤ δn/8} ∪ {Xt(Ac) ≤ δn/8}
∪{|A| −Xt(A) ≤ δn/8} ∪ {|Ac| −Xt(Ac) ≤ δn/8}. (A.52)
It follows from Lemma A.1 and Chebyshev’s inequality that for allB ⊂ [n] and t ≥ T+n (γ1),
P((s? − δ)|B| ≤ Xt(B) ≤ (s? + δ)|B| | E) ≤ C1n|B|2 , (A.53)
for some C1 = C1(δ). Since σ0 ∈ Ωδn,
(s? − 2δ)n ≤ |A| ≤ (s? + 2δ)n. (A.54)
Therefore, by (A.53),
P(F ct | E) ≤ C/n, (A.55)
where C = C(C1, s?) = C(δ, s?) > 0 and
Ft = {|Xt(A)− (s?)2n| ≤ 3δn, |Xt(Ac)− s?(1− s?)n| ≤ 3δn}.
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Using (A.52), (A.54) and the fact that |Xt(B)−Xt+1(B)| ≤ 1 for all t and B, we achieve
that for all t0,
t0+δn⋃
t=t0
{ξt 6∈ Θ} ⊂ Ft0 . (A.56)
Therefore,
P
 T+n (γ2)⋃
t=T+n (γ1)
{ξt 6∈ Θ} | E
 ≤ C(γ2 − γ1)
n
, (A.57)
by using (A.55). Similarly,
P
 T+n (γ2)⋃
t=T+n (γ1)
{ξ¯t 6∈ Θ} | E
 ≤ C(γ2 − γ1)
n
. (A.58)
By Lemmas 7.1 and 7.2, there exist positive constants C1 = C1(δ) and C2 = C2(δ, γ1),
such that
P
(
|XT+n (γ1/2) − ns?| ≤ 2nδ
)
≤ C1
n
+
C2(log n)
2
n2
.
Using exactly the same proof as in Lemmas 7.1 and 7.2 (just replacing 2δ by δ in the
whole argument), we can show that
P
(
|XT+n (γ1/2) − ns?| ≤ nδ
)
≤ C3
n
+
C4(log n)
2
n2
,
for some C3 = C3(δ) and C4 = C4(δ, γ1). The same inequality holds for X¯T+n (γ1/2). There-
fore,
Pσ0,σ(E) ≤ C/n, (A.59)
for some C = C(γ1) (note that δ is fixed). Combining (A.57), (A.58) and (A.59), we
obtain the desired result in (7.41). The conclusion in (7.42) follows immediately, as we
first take n→∞ followed by γ →∞. 
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