Abstract. We develop some results of Springer for the joint relations in certain crystallographic groups W . We deduce further joint relations in W from some nonzero structural coefficients of the Hecke algebras H associated to W . In particular, we make some detailed discussion for the set D 1 . This includes the approach to the proof of a conjecture of Lusztig concerning the characterization of the set D 1 , the connection between the finiteness of D 1 and some joint relations in W , the explicit description for some elements of D 1 and the connectedness of the set D 0 (Ω)∪D In the present paper, we shall develop some results of Springer. We shall deduce further joint relations in W from some non-zero structural coefficients of H. In particular, we shall make some detailed discussion for the set D 1 . This includes the approach to the proof of a conjecture of Lusztig concerning the characterization of the set D 1 , the connection between the finiteness of D 1 and some joint relations in
For any Coxeter group W , D. Kazhdan and G. Lusztig introduced some joint relations among the elements of W by which certain representations of W and its associated Hecke algebra H are constructed [1] . Recently, in his letter to Lusztig [6] In the present paper, we shall develop some results of Springer. We shall deduce further joint relations in W from some non-zero structural coefficients of H. In particular, we shall make some detailed discussion for the set D 1 
We denote by µ(y, w) or µ(w, y) the coefficient of u
(1/2)( (w)− (y)−1 in P y,w .
We say that y and w are joint, written y w, if µ(y, w) = 0.
To any x ∈ W , we associate two subsets of S:
L(x) = {s ∈ S   sx < x} and R(x) = {s ∈ S   xs < x}.
We have the following relations: for any x ∈ W and s ∈ S, where the numbers of the elements y occurring on the right hand sides of (1.4.1)
1.5
For any x, y, z ∈ W , we define h x,y,z ∈ A by (1.5.1)
In the present paper, we assume once and forever that W is irreducible and crystallographic (i.e. for s, t ∈ S with s = t, the product st has order 2,3,4,6 or ∞)
satisfying the following conditions: These include all the Weyl groups and all the affine Weyl groups [4] .
We record some known results which are needed in the subsequent discussion.
The notations introduced here will be used subsequently without further comment.
1.6 By (1.4.1) and (1.4.2), we see that for x, y, z ∈ W , h x,y,z has non-negative coefficients as a Laurent polynomial in u. By the assumption 1.5(a), for any z ∈ W , there exists an integer a(z) ≥ 0 such that
It is well known that
where e is the identity of the group W . For x, y, z ∈ W with z = e, let γ x,y,z and δ x,y,z be the coefficients of u a (z) and u
in h x,y,z , respectively.
exists a sequence of elements z 0 = z, z 1 , . . . , z r = y in W with r ≥ 0 such that for 1.8 Let δ(z) = deg P e,z for z ∈ W . Lusztig showed that the inequality
The following results are well known: For x, y, z ∈ W .
). Since P e,z = P e,z −1 , this implies that for any m ≥ 0 and z ∈ W ,
We also have
Moreover, the coefficient of u
(mod 2).
1.12 a(x) = a(y) and x ≤ y (resp. x ≤ y) =⇒ x ∼ y (resp. x ∼ y). 
holds, then shall first study some properties of these coefficients. The following result can be regarded as an analogue of 1.10.
Proof. It is enough to show (a) and then (b) follows by 1.9. From the associativity
Equating the coefficients of u 2a(z)−1 on both sides, we find
By 1.10, 1.14 and the condition a(x) = a(z) > a(y), we get 
) and hence by 1.9, 1.10 and 1.14, (2.1.3) becomes
So the first assertion of (a) is true. Since
and (a) is proved.
In contrast with 1.10, the conditions that
Proof. By 1.16 and Lemma 2.1, we have
2.3 By 1.13, we may define an integer
Proof. Let z ∈ J(x). Then by 1.18 and Lemma 2.1, we have
This implies from 1.9 that
But the set of all elements y of W with (y) ≤ (x) + N 0 for a fixed x ∈ W is finite.
So J(x) is finite. The second assertion follows by (1.6.1).
Next we shall deduce some joint relations of elements of W from some non- 
Thus by 1.10 and 1.17, we see that v is a required element. Then the remaining part of our proposition follows from 1.17 and 1.14.
a(y). Then there exist two elements v, v ∈ W such that
Proof. Equating the coefficients of u
on both sides of (2.1.1), we get
Then by the positivity of the coefficients of the h a,b,c 's and by the condition λ x,y,z = 0, there exists some v ∈ W such that
Hence this implies from Proposition 2.5 that there exists some v ∈ W such that
On the other hand, we have 
by Lemma 2.1. So our last assertion follows from 1.17 immediately. §3. The joint relations between D 1 and D 0 .
As we mentioned at the beginning of our paper, the set D 1 plays a particularly important role in the study of the joint relations in W . In this section, we shall make some detailed discussion on this set. Let us start with a conjecture of Lusztig which characterizes the set D 1 . , Conjecture 3.1 is equivalent to 1.20 and so it is true in this case.
Conjecture
The following result verifies one direction of the above conjecture.
Theorem. For any x ∈ W , define
D(x) = {d ∈ D 0   d ∼ LR x, x d}. Then D(x) ⊆ {d(x), d(x −1 )}. The equality holds if x ∈ D 1 .
Proof. Let d ∈ D(x).
Then by 1.17, we have
Hence one of the following cases must happen.
by 1.15. This implies from 1.
) by 1.10. So our first assertion follows. Now assume
x ∈ D 1 . By 1.14 and 1.10, we have
Hence by the positivity of the coefficients of the h x ,y ,z 's and 1.17, we see that
)} by the first assertion in this case.
Corollary.
For any x ∈ W , we have
Thus in the setup of Theorem 3.3 we have either
)}.
Proof. By Theorem 2.3, it is enough to show (3.4.1). The result is trivial in the
If x ∈ D 1 , then by 1.13, 1.18, 1.10 and 1.14, we have
), our result follows.
For any
From 3.2 and Theorem 3.3, we see that the only part of Conjecture 3.1 remaining
The following result gives an equivalent statement of (A). 
Thus by 1.16,
This implies y ∈ D 1 by 1.20 which contradicts our
The following result is an immediate consequence of Theorem 3.3 and Proposition 3.5.
3.7 Remark (a) From 1.13 and Proposition 3.5, we can at least say that the set
is finite. Conjecture 3.1 says that this set is empty.
(b) From 1.9, 1.17 and Proposition 3.5, we see that Let 
is a finite set.
Proof. By 1.13 and Theorem 3.3, it is enough to show that for any d ∈ D 0 , the set (4.2.1)
This implies from 1.16 and 1.18 that
But the set
is finite since the set D 0 is finite. So the set F (d) is finite. 
Then by the above proposition, we can define an integer 
we have a f = 0. Hence b y = 0 in the expression
This implies that there exists a sequence of elements x 0 = x, x 1 , . . . , x r = y such that for every i, 1 ≤ i ≤ r, C x i occurs in the expression
. . , j t be the subsequence of 0, 1, 2, . . . , r such that j 1 = 0, 
} and D 
Take any pair x, y ∈ Ω with | (x) − (y)| > m. Then we have On the other hand, we see that the set
where o(z) denotes the order of z. So by Remark 3.7(c)
and the proof of Theorem 4.4, we get the following result immediately. 
Proposition. In the above setup, we have
D 1 (Ω 1 ) = F 1 ∪ {srts   {s, r, t} = S}, if W has type A 2 F 1 , otherwise.
Thus the relation x y in
1 . 5.1 For x, y, ∈ W , we say that x, y are strongly joint (or call x, y a strongly joint
We say that x, y are very strongly joint (or call x, y a very strongly joint pair) if
x, y are strongly joint and L(x) R(x) = L(y) R(y).

Let
1 is finite. As before, we define D 
1 ). The converse is obvious since we can take y = f and x = d(f ) by Theorem 3.3.
From the above lemma, we see that the sets D ) for some r ∈ {s, t}.
Clearly, D (2) 1 is exactly the set of all elements of D 1 which satisfy (b), (c) or (d).
Lemma. Let Ω be a two-sided cell of W . Then for any d ∈ D 0 (Ω) and s ∈ S,
1 (Ω) and (a) follows. The proof of (b) is entirely similar. 
For any
d, d ∈ D 0 with d = d , let (5.6.1) D(d, d ) = L d ∩ R d ∩ D 1 where, L x = {y ∈ W   y ∼ L x} and R x = {y ∈ W   y ∼ R x}. In
Lemma. Suppose that x, y, z ∈ W satisfy that x = y · z, and R(x) ⊂ R(z) (resp.
L(x) ⊂ L(y)) (see 4.5 for the notation x = y · z). then a(x) > a(z) (resp. a(x) > a(y)).
Lemma. If x is an involution of W with |L(x) ∩ {s, t}| = 1 for some s, t ∈ S
with o(st) ≥ 3, then there exists a unique decomposition ), this implies that
and so y is an involution. This also enables us to assume (α) ≥ (β). (b) sy = yt if (α) = (β).
In both cases, we have a(y) < a(x).
Proof. Since x is an involution, we may assume L( follows. Finally, the inequality a(y) < a(x) is an immediate consequence of (a) and (b) by Lemma 5.7.
Corollary. If x and txs are two involutions of W with |L(x) ∩ {s, t}| = 1 for some s, t ∈ S with o(st) ≥ 3, then there exists a unique decomposition
x = z · y satisfying that (a) z ∈ s, t . (b) s, t / ∈ L(y) ∪ R(y), y 2
= e and a(y) < a(x).
(c) ry
Proof. The existence and uniqueness of such a decomposition with the conditions By Lemma 5.7 and Corollary 5.9, the above results can be summarized as below. 
The inequality a(y) < a(d) holds in the case when (α) − (β) = 1 (or equivalently, 
This theorem gives an explicit description for the structure of the elements
5.12 If we know an element d ∈ D 0 , then by using the above theorem, we can find
The following result is served for this
, where the notation x ≺ y means that x y and x < y. Thus we have the following result which describes the set
and
and only if sd d and R(sd) = R(d). When one of these equivalent conditions is satisfied, we have
1 . From the above discussion, we see 
). This shows the first equivalence of (c).
Then the second equivalence of (c) follows by entirely the same argument. The last assertion of (c) is obvious.
5.14 Finally, we shall consider the more general case where
1 . There exists a bijective map from
follow by Theorem 3.3 and the fact that z ∼ 
is by symmetry. This shows
On the other hand, we have
This verifies the last assertion of our proposition. 
). So the union on the right hand side of (5.15.1) is disjoint. By Theorem 3.3, any z ∈ D
(1)
). This implies the inclusion ⊆. Finally, the opposite inclusion ⊇ follows by Proposition 5.14. §6. The connectedness of the set D 0 (Ω) ∪ D (2) 1 (Ω) 6.1 We say a subset K of W to be connected if for any x, y ∈ K, there exists a sequence of elements
In this section, we shall show that for any two-sided cell Ω of W , the set Using the associativity formula
we see that there exists some v ∈ W such that We also have R( 
