Abstract. The concept of global statistical information in the classical statistical experiment with independent exponentially distributed samples is investigated. Explicit formulas are evaluated for common exponential families. It is shown that the generalized likelihood ratio test procedure of model selection can be replaced by a generalized information procedure. Simulations in a classical regression model are used to compare this procedure with that based on the Akaike criterion.
INTRODUCTION
We consider the standard model of asymptotic statistics, i.e. a sequence of parametrized product probability spaces (x n ,j n ,P^: 0 € ©) for 0 C K m . In the family (Pg: 9 6 0) of distributions corresponding to the sample size n -1 all distributions are supposed to be denned by densities pg = dP 0 /d\. This model describes a statistical experiment producing a sequence of data vectors X n = (X 1 ,..., X n ) with observations Xk i. i. d. by Pg a where 0 0 is the true parameter from @. In regular models the Fisher formula specifies the amount of information I0 0 contained in one observation from this experiment. As is well known, the Fisher information measures the sensitivity of the distributions Pg to variations of parameter 9 in the neighborhood of BQ. This information is local in the sense that I0 0 cannot be affected by modifications of the distribution Pg outside open neighborhoods of 0 0 .
He showed that if then this information is well defined by the above formulas for all 0o G 0 and all nonvoid open or closed proper subsets S C Q. He also proved that then, moreover, In this paper we are interested in global measures of information reflecting the structure of the whole family (Pe: 0 e 0). Intuitively we would like to express the amount of evidence per observation provided by the experiment in favour of the hypothesis that the true value is in a given subset S C &. Similarly as in the local case, this amount of evidence is called briefly information about 5. In order to distinguish this information from the previously mentioned local information, we call it global information. Vajda (1997) introduced the global information I(S) = Ie a (S) as the difference of asymptotic expected maximum likelihoods achieved on 5 and its complement, i. e. he considered and that one has at one's disposal simple necessary and sufficient conditions for consistency of maximum likelihood estimators (MLE's) and generalized likelihood ratio tests (GLRT's) in cases when I0 a (S) is available for OQ € @ and appropriate open or closed subsets 5 C 6. In this paper we show by using (1) that in models with exponential densities one can obtain explicit formulas for Ie 0 (S) when 0 0 is arbitrary and 5 is a set of parameters with reasonably simple boundary 95. In Section 3 we prove that the global information is the minimal Kullback divergence I(0o,6) achieved by 0 £ dS, with the sign + or -depending on whether #o is in 5 or not. In Section 4 we present formulas for the divergences I(0o,0) in all common exponential families. If 0 C IR then these formulas provide the global information simply by Euclidean projections of 0 0 on dS.
In Section 5 we show that in exponential models the generalized likelihood ratio test of a hypothesis S C 0 can be formulated as a global information test based on the statistic I 0n (5) where 0 n is the MLE of 0 o . By using this, we show in Section 6 that the "bottom to top" strategy of model selection using the likelihood ratio tests, applied previously in special statistical models (cf. e. g. Potscher (1983) and Bauer et al (1988) ), can in the case of an arbitrary exponential model be based on the global information statistics 1 0n (S1),..., I 0n (SM) where subsets S1 C . . . C SM = © represent possible submodels. The global information selection criterion formulated at the end of Section 6 in fact differs from the likelihood ratio test criteria, and also from other familiar "information criteria" (cf. Akaike (1973) , Schwartz (1978) , Rissanen (1979) , Sahamoto et al (1986), Nishii (1988) , Speed and Yu (1993) , Berlinet and Francq (1994) , Ryden (1995) , Vieu (1995) ). We compare this criterion with the Akaike criterion by means of simulations in a classical nonlinear regression model. Note that the growing need for new information-theoretic methods of reduction of complexity of regression models has been stressed not long ago e. g. by E. Ronchetti in his talk at the 12th Prague Conference, cf. Ronchetti (1994).
BASIC CONCEPTS AND RESULTS
Exponential families of distributions on K are described by the densities where A is the new dominating measure. By Holder's inequality, c(0) is convex (even logconvex, i.e. lnc(0) is convex). Therefore, the set with respect to a dominating measure X on 2£ where Q: Q -> R m is continuous and invertible, T: £ -» R m is measurable, and * denotes the vector transpose (cf. Lehmann (1986) ). These densities can be simplified by the reparametrization Q(0) -> 6 and modification of the dominating measure and the density factor b(x) into the form where c(0) = 1/a(Q~1(0)) for the new parameter 6 6 K m called a natural parameter.
The function c(0) is then given by the simple formula is convex.
As is well known (cf. Brown (1986)), (3) is not only convex but also analytic in the variable 9 e 0. We draw several useful consequences of this. First, (3) is continuous on 0 so that inf over S can be replaced by inf over a dense countable subset of S. This implies that f n (X n , S) is measurable in X n , i. e. f n (S) is a random variable for all sets S considered in (4) . This formally justifies the definition (4).
The following assertion follows directly from (4) . Note that we extend formulas (5), (6) in this assertion to all subsets S C 0 by the convention Ie 0 (0) = oo, I0 0 (0) = -oo.
We assume that 0 is nonvoid open and consider the experiment with & = (Pg: 0 € O) where P# is defined by the density (2) w.r.t. a cr-finite measure A. This experiment is regular in the sense of Brown (1986) . Moreover, we assume that for different Oi £ 0 and 0 2 e 0 there is no real c with the property This assumption means that P is not overparametrized (the experiment is minimal in the sense of Brown (1986) The next assertion can obviously be applied in Lemma 3.
It follows from (2) that for the exponential models under consideration
By combining (12) with Lemma 2 and (4) we obtain the following result.
Lemma 3. For every parameter set S
where the second relation follows from the above mentioned uniform convergence in (11) . The last infimum can be made greater than f(0* The next result implies that GIT can always be at least as good as the well known GLRT. We see that e n given by (18) is from the subset [-00,0)U{co} of the extended real line. In fact, the critical values e n £ [0, oo] are of a limited practical importance since they lead to unpleasant behaviour of probabilities P(F n ^ e n ) for do close to the boundary of S. This is reflected in Theorem 5 below, where only negative e n are allowed. Therefore the advantages of GIT over GLRT mentioned in Remark 2 and Remark 2. This lemma implies that the global information statistic F n contains in some sense more information about the unknown parameter 0o than the GLR A n . Namely, A n = * n (r n ) where 38 Proof. By definition, (7) and (11) we have The desired equality follows from the fact that I(0 n ;0 n ) -0 minimizes I(0 n ;0) on S and that, by Lemma 2, unless O n £ 5, in which case A n -1.
Proof. Clear from Theorem 2 and Lemma 5. D
The next result is not principially new, either. It follows by the equivalence in part (i) of Theorem 4 from the familiar consistency of GLRT (cf. e.g. Lehmann (1986) ). What might be of interest is the full generality of the model and hypothesis and a relatively simple proof. Recall also that the consistency of tests is considered in this paper in a slightly stronger form than in Lehmann (1986) . By the consistency of GIT we mean that the asymptotic power of the test (16) is 1, i. e.
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Corollary. The generalized likelihood ratio statistic is, for every S under consideration and for the MLE 0 n , given by the formula
and it follows from Lemma 5 that (16) (17) is not equivalent (16) in the models with P(F n > 0) > 0, and such models obviously exist. Thus (ii) holds as well. D
The following fact is well known for many particular exponential models and common hypotheses S, like intervals or rectangles. GLRT's of one-sided or two-sided hypotheses about the mean of normal model, with known or unknown variances, are perhaps the best known examples.
then GIT and GLRT coincide in the sense that the event (17) is equivalent to (16).
( In Lehmann (1986), the limit condition of (20) is replaced by Iimsupr n ^ a for a n given 0 < a < 1.
Theorem 5. If e n f 0 and n e n -> -oo as n -> oo, then the GIT is consistent for all hypotheses JF with S relatively closed in the subspace Q C R
m . More precisely, £ n f 0 implies (19) and ne n -> -oo implies (20) .
Proof. In the trivial cases S = 0 or S = Q the statement is obviously true. Let us therefore suppose S = 0 and S=0. (I) The strong law of large numbers together with (7) and (8) A decision rule $ is said to be consistent if Consistent decision rules for selection of reduced models have been studied under special assumptions by several authors, cf. Bauer et al (1988), Nishii (1988) and others cited in Section 1. In this section we show that the selection criteria based on the GLRT's applied subsequently to the hypotheses H 1 ,..., H m , with critical values \ n determined by the penalty terms, can in the case of exponential models be interpreted, and also practically realized, as information criteria using the global information statistics. Let
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Thus the probability of error is given by the formula are subsets of 6 relatively closed in 0. Put So = 0 and S M+1 = 0 . We are interested in measurable decision rules $: K n -» {1,..., M + 1} where <b(X n ) -j decides on the submodel (pe: 0 £ Sj). For every 0o £ Q the decision $ n = $(X n ) is errorless if and only if As is well known, all dominated statistical models with densities regular in the Dynkin sense can be approximated by an exponential model of sufficiently high dimension m. In this section we apply the results of Section 4 in order to obtain statistical rules enabling us to reduce the dimension m of exponential models, or the scope of the parameter space 0, or simultaneously both. In order to avoid confusion with terminology developed in other areas of statistics, we speak in this section about decision rules instead of selection rules.
For j = 1,..., M let us consider a sequence of hypotheses
SELECTION OF MODELS and consider the events
The order in the statistics T n j implies that the events A n , B n are disjoint and, for #o and $ n under consideration, be the global information statistics introduced in the previous section, satisfying the obvious inequalities
We will be interested in the global information rules (GIR's), denned by means of real valued sequences s n as follows:
This means that the GIR decides on the first of the hypotheses H 0 , H 1 ,..., H m+1 which is not rejected by the GIT rule (16) . Since H 0 is always and H M+1 never rejected, the GIR is well denned by (23).
Theorem 6.
If e n satisfies the assumptions of Theorem 5 then the GIR (23) is consistent.
Proof. Let do E Q be arbitrary, define
If 7r n is defined as in Section 4 then there exists 1 ^ j < k such that 1 -P(A n ) is the power vr n of the GIT (16) for 3V = Jtfj, i. e. and P(B n ) is the size of the GIT (16) for Jf? = jV k , i. e. By Theorem 5, it follows from here that the sum (24) tends to zero as n -> oo. D Since e 2£n -1 = 2|e n | + o(e n ), limn|e n | -» oo assumed in Theorem 5 implies n that also the limit of (24) is zero. If do £ 5f, i.e. /L*Q > c, then P(B n ) = 0 and P(A n ) ^ P(0 n 6 S 1 ) = P(ft, n ^ c), where the last probability tends to zero by the law of large numbers. Thus again the limit of (24) Therefore we formulate an alternative criterion based just on the statistics 1$ (Sj).
In the rest of the paper we use the notation The disadvantage of this information criterion is that the decisions $n depend very strongly on the parameter r > 0, so that the models chosen for, say, r = 10-1 and T = 10~2 are often different. Therefore we make precise a variant of this criterion using local minima of the relative increments ^>(j).
Let V(j)i 1 ^ j < nz -1 be the function defined by (26). If this function has no local minimum in the subdomain 1 < j < m -I then we put 3?n = m -1. Otherwise $n equals the largest local minimum point 1 < j < m -1. This is the global information criterion (GIG) to which we refer in the sequel.
Ifl1< k < m -1 s a local minimum of T/>(J) then the values Fn,j decrease rapidly (exponentially) in the domain j1 ^ j ^ k and slowly in the domain k < j ^ J2 where 1 ^ J1 < k and k < j2 ^ m -1 are the closest local maxima of ^»(j). This means that if k is the largest local minimum then Tn,k can be expected to be small. By (21) , for large n this means that with a high probability Ik will be small, i.e. that the hypothesis J£j.* with a small r > 0 will be very likely.
The GIG obviously differs from the information criterion proposed by Akaike (1973) (AIC, see also the references given in Section 1). It also differs from the other familiar criteria mentioned in Section 1. In the rest of section we consider an example serving for the demonstration of properties of the AIC throughout the book of Sahamoto et al. (1986) . We will see that in this example the decision of GIG coincides with that of AIC. E x a m p l e 3. Let us consider the sample space & = (0,1) x IR and the exponential density on this space, where a = (a0, a1,..., a20) and The vector Q from 9 = (0, oo) x R21 c R22 is assumed to be organized into 11 bivariate components v1,..., v11, where and for 1 < j < 10 and So = 0,S11= 0. These models are considered throughout Chapter 4 in Sahamoto et al. (1986) . For the same do -(<70, ao) 60-S10 and its ML-estimate 9 = (a, a) based on n = 500 samples as considered on p. 60 ibid, (and given in the bold letters in Tables 1 and 2 If we define for every 1 < j < 10
The values c2 = <r2 + A2 and a2 are tabulated for 1 ^ j < 10 in Table 1 We see from Table 1 and from the full line graph in Figure 1 that the GIG reduces the dimension to j -5, i.e. that the best in the stated sense is the exponential submodel with the parameter space 85. This submodel has also been calculated on p. 75 in Sahamoto et al. (1986) as the best in the sense of Akaike's AIC. Table 2 and Figure 1 (the interrupted line) . We see two local minima of ip(j) in the domain 1 < j < 9. One at j = 5 as in the case of t/j(k), and the other at j = 7. The relative loss of information caused by dropping out the coordinate pair 07 = (a0,11,a0,12) = (-0.011,0.042) is considerable, but the negative information I00(S6) = -Ie is still negligible, of order 10~3. Thus the submodel with the parameter subspace £7 does not seem to have much advantage over that with SQ. Since the information distance 75 is of order 10~3 too, but /4 is already of order 10~2, the above considered GIG decision for 85 seems to be justified also by the direct analysis of global information distance between 00 and the subspaces Sj, 1 ^ j ^ 10.
The question is to what extent the above achieved coincidence of decisions by the criteria GIG and AIC depends on the set of data randomly generated for the example in Sahamoto et al. (1986) . To answer this question, Nikolov (1996) simulated new data of the same sample size n -500 with the aim to compare the decisions by GIG and AIC. The performances of both criteria were found to be similar, slightly in favour of GIG. Namely, the average difference between decisions by AIC and GIG observed in 2000 simulated samples was +0.485. Since it is known that AIC overestimates the "quasitrue model" (see p. 402 in Nishii (1988) 
