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Abstract— Suboptimal model predictive control is a technique
that can reduce the computational cost of model predictive
control (MPC) by exploiting its robustness to incomplete opti-
mization. Instead of solving the optimal control problem exactly,
this method maintains an estimate of the optimal solution and
updates it at each sampling instance. The resulting controller
can be viewed as a dynamic compensator which runs in parallel
with the plant. This paper explores the use of the semismooth
predictor-corrector method to implement suboptimal MPC.
The dynamic interconnection of the combined plant-optimizer
system is studied using the input-to-state stability framework
and sufficient conditions for closed-loop asymptotic stability and
constraint enforcement are derived using small gain arguments.
Numerical simulations demonstrate the efficacy of the scheme.
I. INTRODUCTION
In Model predictive control (MPC) [1], [2] a control law
is defined by the solution of a finite horizon optimal control
problem (OCP). Although MPC can systematically handle
nonlinearities and constraints, it can be difficult to implement
in applications where computing power is insufficient for
solving a constrained non-convex OCP at each sampling
instance. Developments in numerical solution methods, espe-
cially for linear-quadratic MPC, have enabled the application
of MPC to a wide variety of systems, see e.g., [3, Section
2.6] and references therein. However, the application of MPC
to systems requiring fast sampling rates remains challenging.
Suboptimal MPC (SOMPC) is an approach for reducing
the computational cost of MPC controllers. In SOMPC,
instead of solving the OCP to a high precision at each
sampling instance, we maintain a guess of the optimal solu-
tion and improve it each sampling instance, e.g., by shifting
the control sequence or performing one of more iterations
of an optimization algorithm. The difference between an
ideal model predictive controller and an suboptimal model
predictive controller is illustrated in Figure 1. The ideal MPC
law is a static function, while the SOMPC law is a dynamic
compensator which maintains an estimate of the optimal
solution of the OCP as its internal state.
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The paper [4] established that, in the presence of a suitable
terminal set, any feasible solution of the OCP is stabilizing.
The robustness properties of SOMPC were studied in [5],
[6] which established sufficient conditions on the warmstart
to ensure stability of the closed-loop system.
Stability of SOMPC without any terminal conditions or
constraints was studied in [7]. Continuous time SOMPC
schemes using gradient type optimization methods were
proposed in [8], [9], which also derive sufficient conditions
for the stability of the combined system based on the conver-
gence rate of the underlying optimization method. Discrete
time gradient based schemes are considered in [10], [11].
The real-time iteration scheme [12] is a well known SOMPC
strategy for NMPC wherein a single quadratic program is
solved per timestep. Sufficient conditions for stability of the
combined plant-optimizer system were established in [13] in
the absence of inequality constraints.
In many cases the generation of points which satisfy the
optimality conditions of an OCP can be cast as a param-
eterized rootfinding problem. This is the approach taken
in [14], which considers the unconstrained case and [15]
which softens constraints with barriers leading to a smooth
rootfinding problem. Both paper consider the robustness of
the closed-loop system to disturbances caused by subopti-
mality; however, the treatment of the optimizer itself as a
dynamic system in the loop with the plant was not pursued.
In [16] we proposed the semismooth predictor-corrector
(SSPC) method which generates solutions of the OCP by
tracking the roots of a parameterized nonsmooth rootfinding
problem. In this work we apply SSPC to SOMPC, and derive
sufficient conditions under which the combined system is
asymptotically stable using input-to-state stability (ISS) [17]
and small gain arguments [18]. The performance of the
method is illustrated using numerical simulations.
The contributions of this paper are as follows. First, the
SSPC method exhibits second order convergence properties
at the cost of a single linear system solve per iteration. This
compares favorably with gradient methods, which display
first order convergence, and SQP type methods, which obtain
second order convergence by solving quadratic programs.
In addition, compared to existing work for second order
SOMPC methods [13], we relax the need for a termi-
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Fig. 1. A comparison of suboptimal MPC vs. ideal MPC. Ideal MPC is
an implicitly defined static feedback law. Suboptimal MPC can be seen as
a dynamic compensator; the current guess of the solution of the OCP is its
internal state and an iterative optimization method defines its dynamics.
nal equality constraint, and consider inequality constraints.
Third, the proposed stability proof forgoes the rather restric-
tive requirement of a monotonically decreasing cost function.
This is done by using small-gain arguments to determine
under what conditions the interconnected plant-optimizer
system is contractive. Finally, we establish sufficient con-
ditions for constraint satisfaction.
II. PROBLEM SETTING AND CONTROL STRATEGY
Consider the following discrete-time system,
xk+1 = fd(xk, uk), (1)
where the state and control input are denoted by x ∈ X ⊂
Rnx , and u ∈ U ⊂ Rnu respectively.
Assumption 1. The system satisfies fd(0, 0) = 0 and the
sets X and U are compact and contain the origin.
We seek to control (1) using MPC, which solves an
optimal control problem (OCP) of the form
min.
ξ,u
J(ξ, u) = Vf (ξN ) +
N−1∑
i=0
l(ξi, ui), (2a)
s.t. ξi+1 = fd(ξi, ui), i = 1, . . . , N − 1, (2b)
ξ0 = x, cN (ξN ) ≤ 0, (2c)
c(ξi, ui) ≤ 0, i = 0, . . . N − 1, (2d)
where l : Rnx × Rnu → R, Vf : Rnx → R, c : Rnx ×
Rnu → Rnc , cN : Rnx → Rncf , at each sampling instance
and applies the first element of the solution sequence, u0, to
the system. We can then define the ideal MPC feedback law
as kmpc(x) = u∗0, where (ξ
∗, u∗) is a global minimizer of
(2). Let
Γ = {x ∈ X | (2) is feasible} (3)
denote the feasible set of (2). The resulting closed-loop
system is
xk+1 = f(xk, dk) = fd(xk, kmpc(xk) + dk), (4)
where dk is a disturbance that represents suboptimality.
We impose the following conditions on the OCP. The first
ensures the existence of second derivatives used by the
Newton-type optimization method described in Section IV,
and the second guarantees closed-loop stability of the nom-
inal system (see Theorem 4).
Assumption 2. All functions in (2) are C2 in their arguments.
Assumption 3. The stage cost satisfies l(0, 0) = 0, and there
exists αl ∈ K∞ such that αl(||x||) ≤ l(x, u) for all (x, u) ∈
X × U . The set Xf = {x | cN (x) ≤ 0} is an admissible
control invariant set for (1) and Vf is a Control Lyapunov
Function for (1) such that for all x ∈ Xf ,
min
u
{Vf (x+)−Vf (x) + l(x, u) | (x, u) ∈ Z, x+ ∈ Xf} ≤ 0,
where x+ = fd(x, u, 0) and Z = {(x, u) | c(x, u) ≤ 0} ⊆
X × U .
We will also make use of robust positively invariant sets
when discussing constraint satisfaction.
Definition 1. [19] The set Ω ⊆ Rnx is a Robust Positively
Invariant (RPI) set for system (4) with respect to D if
f(x, d) ∈ Ω for all x ∈ Ω, and d ∈ D. If, in addition,
Ω ⊆ {x | (x, kmpc(x)) ∈ Z}, where Z is defined in
assumption 3, then Ω is called an admissible RPI set.
Now suppose that not enough computational resources are
available to accurately solve (2) at each sampling instance.
To reduce computational requirements we can instead ap-
proximately track solutions of (2) as the parameter x in (2c)
varies in time by applying a fixed number of iterations of
an appropriate numerical iterative method and warmstarting
each problem with the approximate solution from the pre-
vious timestep. This can lead to considerable computational
savings. However, it also introduces an error dk between the
optimal MPC control action and the one which is applied.
In essence, one has to consider a new dynamical system,
zk = T (zk−1, xk), (5)
where z represents an estimate of the solution of (2) and
the function T represents the iterative method which runs
in parallel with the plant. This leads to an interconnected
plant-optimizer system as shown in Figure 1.
In this paper we suggest a specific Newton-type method
and analyze the resulting interconnected system from a
systems theoretic point of view. In Section III we provide
some background on the concepts used in our analysis.
In Section IV we describe our proposed method in detail.
In Section V we establish the ISS properties of (5) and
use them to derive sufficient conditions for the stability of
the interconnected system in Section VI. Finally, numerical
examples are reported in Section VII.
III. BACKGROUND
We will make extensive use of the notion of input-to-state
stability (ISS) [17]. Since we consider constrained systems
it is natural to use a local notion of ISS. We will also make
extensive use of the notion of an asymptotic gain1.
Definition 2. [18] Consider a system,
xk+1 = f(xk, uk), (6)
and let φ(k, x0,u) be its solution at time k with inputs
u = {u0, u1, ..., uk−1} and initial condition x0. The system
is said to be locally input-to-state stable (LISS) if there exists
ε > 0, β ∈ KL, and γ ∈ K such that, ∀k ∈ Z+,
||φ(k, x0,u)|| ≤ max
[
β(||x0||, k), γ
(
max
0≤j≤k
||uj ||
)]
, (7)
provided ||x0|| ≤ ε and max
0≤j≤k
||uj || ≤ ε for all k ≥ 0.
Definition 3. [17] Consider system (6), we say that it has
an asymptotic gain if there exists some γ ∈ K such that
lim
k→∞
||φ(k, x0,u)|| ≤ γ
(
lim
k→∞
[
max
0≤j≤k
||uj ||
])
, (8)
for all x0 ∈ Rnx .
The following theorem provides tools for establishing con-
ditions under which a system is LISS and for characterizing
its asymptotic gain.
Theorem 1. [18, Lemma 2.3] Suppose the system in
Definition 2 admits a continuous local Lyapunov function
V such that for some α1, α2 ∈ K∞, c > 0 and σ ∈ K,
α1(||x||) ≤ V (x) ≤ α2(||x||),
V (f(x, u))− V (x) ≤ −cV (x) + σ(||u||),
for all (x, u) in a neighbourhood of the origin. Then the
system is LISS and for any c0 ∈ (0, 1) its asymptotic gain
γ ∈ K can be chosen such that
γ(s) ≤ α−11
(
σ(s)
(1− c0)c
)
, ∀s > 0.
Next we will impose some conditions on (2) which are
needed by the SSPC method. We can compactly write (2) as
a parametrized nonlinear program
min.
w
f(w, p), (9a)
s.t. g(w, p) = 0, (9b)
h(w, p) ≤ 0, (9c)
where w = (ξ, u), x = p is the parameter, f : Rn × Rnx →
R, g : Rn × Rnx → Rm, and h : Rn × Rnx → Rq . The
Lagrangian of (9) is defined as L(w, λ, v, p) = f(w, p) +
λT g(w, p) + vTh(w, p) where λ ∈ Rm and v ∈ Rq are dual
variables. Let z = (w, λ, v), the Karush-Kuhn-Tucker (KKT)
conditions for (9) are
∇wL(w, λ, v, p) = 0, (10a)
g(w, p) = 0, (10b)
h(w, p) ≤ 0, v ≥ 0, vTh(w, p) = 0. (10c)
1Recall that a function γ : R+ → R+ is said to be of class K if it is
continuous, strictly increasing and γ(0) = 0. If it is also unbounded then
γ ∈ K∞. A function β : R+ × R+ → R+ is said to be of class KL if
β(·, s) ∈ K for each fixed s ≥ 0 and β(r, s) → 0 as s → ∞ for fixed
r ≥ 0.
The primal-dual solution mapping of (10), which may be
multivalued since (9) is not assumed convex, will be denoted
by
S¯(p) = {z = (w, λ, v) | (10) are satisfied}. (11)
We impose some regularity conditions on the (9) to ensure
that the mapping S¯(p) is “well behaved”. The linear inde-
pendence constraint qualification (LICQ) is said to hold at a
point (z¯, p¯) if
rank
[ ∇wg(w¯, p¯)
[∇wh(w¯, p¯)]i
]
= m+ |Ia(w¯, p¯)|, i ∈ Ia(w¯, p¯), (12)
where Ia(w, p) = {i ∈ 1 ... q | hi(w, p) = 0} is the index set
of active constraints. Further, if a KKT point (z¯, p¯) satisfying
the LICQ also satisfies
uT∇2wL(z¯, p¯)u > 0, ∀u ∈ K+(w¯, v¯, p¯) \ {0}, (13)
where K+(w, v, p) = {u ∈ Rn | ∇wg(w¯, p¯)u =
0, ∇whi(w¯, p¯)u ≤ 0, i ∈ I+a (w¯, v¯, p¯),∇wf(w¯, p¯)Tu ≤ 0},
and I+a (w, v, p) = Ia(w, p) ∩ {i | vi > 0} then it is
said to satisfy the strong second order sufficient conditions
(SSOSC). Any KKT point which satisfies the SSOSC and the
LICQ is a strict local minimizer of (9). Our main regularity
assumption follows.
Assumption 4. (Pointwise strong regularity) The LICQ and
SSOSC hold at all KKT points in Γ.
Theorem 2 establishes Lipschitz continuity of primal-
dual solutions of (10) and of the optimal value function.
Theorem 3 shows that the solution trajectories of the OCP are
isolated and can be tracked. Finally, Theorem 4 establishes
the ISS properties of (2).
Theorem 2. At each (z¯, p¯) satisfying (10) there exists a
neighbourhood P of p¯ and a constant Lp(p¯, z¯) such that
S¯(p) is a single valued function satisfying ||S¯(p) − z¯|| ≤
Lp||p− p¯||, ∀p ∈ P .
Proof. The LICQ and SSOSC are necessary and sufficient
for strong regularity of the KKT system, see e.g., [20,
Theorem 2G.8], and strong regularity implies that S is locally
a Lipschitz continuous function [20, Theorem 2B.1].
Theorem 3. [20, Theorem 6G.1] Suppose p is prescribed as
a Lipschitz continuous function of a scalar t ≥ 0. Then the
solution trajectory mapping S(p(t)) is comprised of isolated
Lipschitz continuous trajectories.
In this paper we will concern ourselves with
S(p) ∈ S¯(p) (14)
which denotes the solution mapping corresponding to the
global optimum 2 of (2). Local minima may cause the closed-
loop system to converge to non-zero equilibrium points.
Theorem 4. [19, Theorem 4] Let Assumptions 1 - 4 hold,
then the closed-loop system (4) is LISS with respect to d on
a robust positively invariant set Ω ⊆ Γ .
2We assume that S is a function, if it is not then one could consider a
restriction of S thanks to Theorem 3
Remark 1. Pointwise strong regularity is a common as-
sumption in time varying optimization, e.g., [21]–[24]. The
SSOSC is generally easy to enforce through appropriate
regularization [25]. If the only constraints are upper and
lower control input bounds then the LICQ can be proven to
hold a-priori, otherwise the problem can be reformulated,
e.g., as described in [26].
IV. THE SEMISMOOTH PREDICTOR CORRECTOR METHOD
This section describes the SSPC method introduced in
[16] which is based on mapping the KKT conditions to a
parameterized rootfinding problem by replacing the comple-
mentarity conditions (10c) with nonsmooth equations. This
is done using an nonlinear complementarity (NCP) function
[27] ψ : R2 7→ R which has the property that
ψ(a, b) = 0⇔ a ≥ 0, b ≥ 0, ab = 0. (15)
We use the Fischer-Burmeister (FB) NCP function [28]
ψ(a, b) = a+ b−
√
a2 + b2. (16)
The FB function is semismooth [29], which allows us to
use a nonsmooth Newton-type method based on generalized
derivatives3. Following [28], [31] the SSPC method uses the
FB function to map points satisfying (10) to roots of the
following parameterized semismooth rootfinding problem,
F (z, p) =
∇zL(w, λ, v, p)g(w, p)
φ(−h(w, p), v)
 , (17)
where z = (w, λ, v) is the primal-dual variable and φ is
the concatenation of ψ(−hi(w, p), vi) for i = 1, . . . , q. For
any fixed p the roots of F (z, p) coincide with S¯(p) so
we can obtain solution trajectories by tracking solutions of
F (x, p) = 0 as p varies in time. The predictor and corrector
steps are,
Vk−1(pk − pk−1) +Bk−1(z¯k − zk−1) = 0, (18a)
Fk(z¯k, pk) + B¯k(zk − z¯k) = 0, (18b)
where Vk−1 ∈ ∂pF (zk−1, pk−1), Bk−1 ∈ ∂zF (zk−1, pk−1),
and B¯k = ∂zF (z¯k, pk). The predictor solves (18a) for z¯k.
The product B−1k−1Vk−1∆p is the directional derivative of
the solution mapping in the direction ∆p = pk − pk−1. The
predictor can thus be interpreted as an Euler integration step.
The corrector solves (18b) for zk and is a single iteration of
the semismooth Newton’s method. The generalized Jacobians
used in (18) are
∂zF =
 ∇2wL(z, p) ∇wg(w, p)T ∇wh(w, p)T∇wg(w, p) 0 0
−C∇wh(w, p) 0 D
 ,
(19)
where C = diag(ν) and D = diag(µ) are
(νi, µi) ∈
{
(1 + hiri , 1− viri ), if (hi, vi) 6= 0,
(1− a, 1− b), if (hi, vi) = 0,
, (20)
3For a function G : RN 7→ RM , ∂G(x) denotes Clarke’s Generalized
Jacobian [30].
hi = hi(w, p), ri = ||(hi(w, p), vi)||2, and (a, b) are
arbitrary scalars satisfying ||(a, b)||2 = 1. Any value of (a, b)
works, we use a = b = 2−1/2; in our experience adjusting
this value does not result in any performance changes. The
derivative ∂pF (z, p) consists of all matrices of the form
∂pF =
 ∇pzL(z, p)∇pg(w, p)
−C∇ph(w, p)
 , (21)
where C is the same matrix as in (19). All elements of
∂zF (z, p¯) are guaranteed to be invertible in a neighbourhood
of any z¯ ∈ S(p¯) [16, Proposition 1]. As detailed in [16,
Theorem 2] one can establish error bounds for (18),
||e¯k|| ≤ ||ek−1||+ c||pk − pk−1||2, (22a)
||ek|| ≤ η||e¯k||2, (22b)
where ek = zk − S(pk), and c, η > 0 are positive constants
that depend on the properties of F . The error bound (22)
is looser than the one given in [16, Theorem 2] but is
algebraically cleaner. The proof is analogous to that of [16,
Theorem 2].
Remark 2. The error bound (22) holds provided ∆pk−1 =
pk−pk−1 ∈ P (pk−1) and ek ∈ E(pk) where P (p), E(p) are
set valued mappings to neighbourhoods of the origin. Since
the parameter set X is compact there exists sets E and P
satisfying E ⊆ E(p), P ⊆ P (p), ∀p ∈ Γ ⊆ X .
V. ISS PROPERTIES OF THE SSPC METHOD
In this paper we will consider a variant of the SSPC
method where ` ∈ Z>0 corrector steps are taken. We can
view this process as the following dynamic system,
zk = T`(zk−1, xk), (23a)
uk = Hzk (23b)
where H is the matrix which selects the control input from
the primal-dual solution, i.e., uk = HS(xk) = kmpc(xk),
so that the output uk approximates kmpc(xk). For our ISS
analysis we will work with the associated error system4,
ek+1 = G`(ek,∆xk), (24)
∆uk = Hek (25)
where ∆xk = xk+1 − xk. The error system obeys the
following property
||ek+1|| ≤ η2`−1(||ek||+ c||∆pk||2)2` , (26)
which is obtained from (22) with the corrector applied `
times. The main result of this section is that (24) is LISS
with ∆x as an input and that, under certain conditions, its
ISS gain approaches 0 as `→∞. We begin with a technical
lemma which is proven in the appendix.
Lemma 1. For any scalars a, b ≥ 0, k ∈ N the following
holds: (a+ b)2
k ≤ 22k−1(a2k + b2k).
4The dynamic equation of the error system has been shifted forward by
one time instance to bring it into the form typically used in ISS analyses.
Theorem 5. Consider the SSPC error system (24) and let
Assumptions 2 and 4 hold. Then there exists a monotonically
increasing function ε1(`) > 0, ε2 > 0, and ρ ∈ K∞ such that
(24) is LISS if ||e0|| < min(ε1(`), ε2). 2η · min(ε1(`), ε2) <
1, and ||∆xk|| = max
0≤j≤k
||∆xj || ≤ ρ−1(min(ε1(`), ε2))
∀k ∈ Z+. In addition, there exists ε3 such that if ||∆xk|| <
ε3, ∀k ∈ Z+ then there exists γ2 ∈ KL such that the ISS
gain of (24) satisfies γ(s) ≤ γ2(s, `).
Proof. We begin with (26); using Lemma 1 and performing
some algebraic manipulations we obtain,
||e+|| ≤ η2`−1(||e||+ c||∆x||2)2` , (27)
≤ 1
2η
(2η||e||)2` + 1
2η
(2cη)2
` ||∆x||2`+1, (28)
where e+, e, and ∆x are shorthand for ek+1, ek, and ∆xk.
Consider the candidate ISS Lyapunov function || · || ∈ K∞.
After further algebraic manipulations, we have that
||e+|| − ||e|| ≤ −||e||
[
1− 1
2η
(2η||e||)2`
]
+
1
2η
(2cη||∆x||)2` ||∆x||2, (29)
= −α(||e||, `) + σ(||∆x||, `). (30)
Consider the function α(r, `), by analyzing the equation
∂α
∂r
(r, `) = α′(r, `) = 1− 1
2η
(1 + 2`)(2ηr)2
`
= 0, (31)
we see that, for a fixed `, α is increasing and thus of class
K on the domain D = [0, ε¯(`)) where
ε¯(`) = (2η)
1
2`
−1
(
1
1 + 2`
) 1
2`
. (32)
For any fixed ` > 0 the term
a(||e||, `) = 1− 1
2η
(2η||e||)2` , (33)
is positive on the interval [0, (2η)
1
2`
−1) ⊆ D and thus
satisfies the inequality
0 ≤ a(ε¯, `) ≤ a(r, `) ≤ a(0, `), ∀r ∈ D. (34)
Pick an arbitrary scalar τ ∈ (0, ε¯), then
||e+|| − ||e|| ≤ −α(||e||, `) + σ(||∆x||, `), (35)
≤ −a¯||e||+ σ(||∆x||, `), (36)
= −a¯||e||+ σ(||∆x||, `), (37)
where a¯ = a(ε¯ − τ, `). Its clear that σ ∈ K∞ for any
fixed ` thus the dissipation inequlity in Theorem 1 holds
provided ||ek|| < ε¯(`). Applying Theorem 1 we obtain that,
for any c0 ∈ (0, 1), the ISS gain can be chosen to satisfy
γ(s, `) ≤ c1σ(s, `), where c−11 = (1 − c0)a¯. Since (24) is
LISS for ||ek|| sufficiently small, we can recursively enforce
that ||ek|| < ε¯(`) ∀k ∈ Z+ by restricting ||e0|| ≤ ε¯(`)
and a¯−1σ(||∆xk||, `) ≤ ε¯(`) [17, Remark 3.7]. Similarly, to
enforce that (ek,∆xk) ∈ E × P, ∀k ∈ Z+, (see Remark 2)
we also restrict the initial condition and input to satisfy
||e0|| ≤ ε2 and a¯−1σ(||∆xk||, `) ≤ ε2 where ε2 is chosen
small enough so that a ball of radius ε2 is contained within
E and P . This is possible since they are neighbourhoods
of the origin. In addition, if 2cηr < 1 then σ(r, `) ∈ KL.
Letting ε1(`) = ε¯(`), ε3 = 12cη , and ρ = a¯
−1σ completes
the proof.
VI. ISS PROPERTIES OF SUBOPTIMAL MPC
Theorem 5 illustrates that, under some conditions, the
SSPC method, viewed as a dynamic system driven by
parameter changes, is LISS and has an asymptotic gain which
can be made arbitrarily small by performing more iterations.
Since the ideal closed loop system (4) is LISS, we can treat
the sub-optimality error as a disturbance and derive sufficient
conditions for the stability of the interconnection between the
SSPC and the plant using small gain arguments.
Theorem 6. Consider the interconnected dynamic systems
Σ1 :
{
xk+1 = f(xk, dk),
∆xk = h(xk, dk)
(38a)
Σ2 :
{
ek+1 = G`(ek,∆xk),
dk = Hek
(38b)
where f(x, d) = fd(x, kmpc(x) + d), fd is defined in (1),
h(x, d) = f(x, d) − x, and G` is defined in (24). Let
Assumptions 1 - 4 and the assumptions of Theorem 5 hold.
Then there exists `∗ > 0 such that, if ` ≥ `∗, the origin
is an asymptotically stable equilibrium point for (38) whose
region of attraction satisfies R ⊂ Γ× E .
Proof. Under Assumptions 1-4 Σ1 is LISS by Theorem 4
and thus admits an asymptotic gain from d to x [17, Lemma
3.8]. Since the output equation is Lipschitz continuous this
implies that there exists γ1 ∈ K such that
lim
k→∞
||∆xk|| ≤ γ1
(
lim
k→∞
||dk||
)
. (39)
Similarly by Theorem 5 we have that Σ2 is LISS and that
there exists γ2 ∈ KL such that
lim
k→∞
||dk|| ≤ γ2
(
lim
k→∞
||∆xk||, `
)
. (40)
Thus using small gain arguments, see e.g., [18], we have that
(38) is contractive in a neighbourhood of the origin provided
γ1 ◦ γ2(s, `) < s, ∀s ≥ 0. Since γ2 ∈ KL(s, `) it can be
made arbitrarily small by letting `→∞. It follows from the
finiteness of γ1 that there exists `∗ such that the small gain
condition is satisfied. To conclude the proof we define R as
the set of initial conditions under which (xk, ek) ∈ Γ × E
for all k ∈ Z+.
Theorem 6 establishes asymptotic stability of the in-
terconnected plant-optimizer system but doesn’t consider
constraint satisfaction. Since the closed-loop system under
ideal feedback law is LISS on an admissible RPI set we can
derive sufficient conditions for constraint satisfaction that are
summarized in the following theorem.
Theorem 7. Suppose that the assumptions of Theorem 6 hold
so the interconnected system (38) is LISS. Let Ω denote the
admissible RPI set in Theorem 4, let γ2(s, `) ∈ KL upper
bound γ(s), the asymptotic gain of (38b), and let (xk, ek)
denote the closed-loop trajectory of (38) for some initial
condition (x0, e0). Then there exists ¯`≥ `∗ and δ > 0 such
that if ||e0|| ≤ δ, and x0 ∈ Ω then xk ∈ Ω for all k ≥ 0.
Proof. By Theorem 4, there exists a neighbourhood D of
the origin such that, if dk ∈ D, ∀k ≥ 0, and x0 ∈ Ω, then
xk ∈ Ω, ∀k ≥ 0. Since d = He for a fixed matrix H , this
implies the existence of ρ > 0 such that if ||ek|| ≤ ρ then
dk ∈ D. Further, (38) is LISS, so we can enforce ||ek|| ≤ ρ
by noting that,
||ek|| ≤ max
{
β(||e0||, k), γ2
(
max
0≤j≤k
||∆xj ||, `
)}
, (41)
by the definition of LISS. Thus we must impose that
||e0|| ≤ β−10 (ρ), (42)
where β0(·) = β(·, 0) ∈ K, and
γ2
(
max
0≤j≤k
||∆xj ||, `
)
≤ ρ (43)
for all ∆x ∈ ∆Ω = Ω − Ω. As proven in [19, Theorem 4],
the set Ω is bounded, implying that there exists
s¯ = sup
w∈∆Ω
||w|| <∞. (44)
Since s¯ is finite and γ2 ∈ KL there must exist some `1 such
that γ2(s¯, `1) ≤ ρ. Letting δ = β−10 (ρ) and ¯`= max(`∗, `1)
completes the proof.
Theorem 7 establishes that, if enough computational re-
sources are available and the initial solution guess is suf-
ficiently accurate, then constraints are guaranteed to be
satisfied.
VII. NUMERICAL EXAMPLES
In this section we illustrate our theoretical results with
a numerical example. The attitude dynamics of a rigid
spacecraft are given by the Euler equations,
x˙ = fc(x, u) =
[
J−1(−ω×Jω + u)
S(θ)ω
]
, (45)
where ω ∈ R3 is the vector of angular velocities expressed
in a body fixed frame, θ is the vector or 3-2-1 Euler angles,
x = [ωT θT ]T is the state vector, J = diag(918, 920, 1365),
is the inertia matrix, u ∈ R3 are external control moments
and
S(θ) =
1 sin(θ1) tan(θ2) cos(θ1) tan(θ2)0 cos(θ1) − sin(θ1)
0 sin(θ1) sec(θ2) cos(θ1) sec(θ2)
 . (46)
The control objective is to drive the system from x(0) =
[0 0 0 15◦ 30◦ − 20◦] to the origin. We discretize the
dynamics using explicit Euler integration with a timestep
of τ = 3 s. The system is placed in closed-loop with a
suboptimal MPC controller implemented using SSPC. The
optimal control problem (2) to be solved at time tk is
min.
ξ,u
||ξN ||2P +
N−1∑
i=0
||ξi||2Q + ||u||2R (47a)
s.t. ξi+1 = fp(ξi, ui), i = 0, . . . , N − 1, (47b)
|ωi| ≤ 0.02, i = 1, . . . , N, (47c)
|ui| ≤ 2, i = 0, . . . , N − 1, (47d)
AfξN ≤ bf , ξ0 = x(tk) (47e)
where fp(x, u) = x + τfc(x, u), and N = 30 is the
prediction horizon. We obtain P as the solution of the
discrete time algebraic Riccati equation with the dynamics
linearized about the origin5. The terminal control invariant
set Xf = {x | Afx ≤ bf} is computed using the MPT3
toolbox [32], derivatives are computed using CASADI [33]
and the solution estimate is initialized at the origin 6.
Closed-loop simulation results are shown in Figure 2. Only
one corrector iteration per timestep is needed for stability,
however constraints are not satisfied. When ` is increased
to 2 both the state and control constraints are satisfied as
predicted by Theorem 7. Figure 3 shows the KKT residual
||F (z, x)||, which upper and lower bounds the error [31],
and the closed-loop cost function. The maximum wall clock
execution time7 for SSPC, implemented in native MATLAB
code, for the ` = 2 case was 0.0371s, compared to 1.41s
for fmincon and 0.9701s for ipopt.
VIII. CONCLUSIONS
In this paper we introduced a suboptimal MPC method
based on the SSPC algorithm. We established conditions
under which the SSPC algorithm, viewed as a dynamic
system, is LISS. We also establish sufficient conditions for
stability of the combined SSPC-plant system using small gain
theorem based arguments and sufficient conditions for con-
straint satisfaction. Numerical simulations show that stability
can be achieved with only one corrector iteration per time
step even in the presence of a large initial estimate error.
Constraint enforcement requires either more iterations or a
better initial estimate. Future work includes an investigation
of the effect of the sampling period, and the design of robust
MPC controllers tailored for implementation using SSPC.
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APPENDIX
Proof of Lemma 1: The proof is by induction. The base
case is (a + b)2 ≤ 2(a2 + b2) which holds by the Cauchy-
Shwartz inequality. Let (a + b)2
k ≤ 22k−1(a2k + b2k) hold
for all k ∈ N. Then for k + 1 we have that
(a+ b)2
k+1
= (a+ b)2
2k ≤ (2(a2 + b2))2k ,
= 22
k
(a2 + b2)2
k ≤ 22k22k−1((a2)2k + (b2)2k)
≤ 22k(a2k+1 + b2k+1).
