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Competing magnetic interactions in geometrically frustrated magnets give rise to new forms of correlated
matter, such as spin liquids and spin ices. Characterizing the magnetic structure of these states has been difficult
due to the absence of long-range order. Here, we demonstrate that the spin Seebeck effect (SSE) is a sensitive
probe of magnetic short-range order (SRO) in geometrically frustrated magnets. In low temperature (2 - 5 K)
SSE measurements on a model frustrated magnet Gd3Ga5O12, we observe modulations in the spin current on
top of a smooth background. By comparing to existing neutron diffraction data, we find that these modulations
arise from field-induced magnetic ordering that is short-range in nature. The observed SRO is anisotropic with
the direction of applied field, which is verified by theoretical calculation.
Pure spin currents carried by magnetic excitations are of
fundamental interest and may be used to transmit and store
information [1]. One method of generating a pure spin cur-
rent is through the spin Seebeck effect (SSE), where a thermal
gradient drives a current of magnons. Spin currents have been
generated in this way using both ferromagnetic (FM) [2] and
antiferromagnetic (AFM) [3, 4] magnons. It has been shown
that for correlated paramagnetic insulators, a spin current may
be generated via the SSE or paramagnetic spin pumping [5, 6].
It is presumed that this is due to short lived magnons (param-
agnons) arising as a result of correlations between spins [5, 7–
11].
Current understanding of the SSE in magnetic insulators is
based on the diffusion of thermally activated magnons [12–
15]. Such a mechanism is supported by recent experiments
studying the length scale, temperature and magnetic field de-
pendencies of SSE in ferrimagnetic insulator Yttrium Iron
Garnet (YIG) [16–18]. The diffusive magnons have finite life-
time and diffusion length. The fact that SSE can be measured
in nanometer thickness YIG films and in the picosecond time
scale [19] suggests that the SSE is sensitive to magnons in
very small volume or with very short lifetimes. These aspects
of SSE suggest that it may be used as a sensitive probe of
magnetic order in unconventional magnetic materials, such as
geometrically frustrated systems.
In this work, we use the SSE to probe the magnetic short-
range order (SRO) in a model frustrated magnet gadolinium
gallium garnet (Gd3Ga5O12, GGG). It was shown earlier that
the generation of a spin current by SSE does not need mag-
netic long-range order (LRO) [6, 20]. While this suggests that
spin correlations or SRO may play a role, a definitive demon-
stration of a connection between SRO and the SSE has been
missing. Here, we demonstrate for the first time that a spe-
cific antiferromagnetic order that is short-range in nature can
be detected by the SSE in the absence of LRO.
As is shown in Fig. 1(a), the Gd sites in GGG form a hyper-
kagome lattice, a three-dimensional kagome lattice consisting
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FIG. 1. GGG hyperkagome lattice and schematics of the SSE de-
vice. (a) Illustration of geometrical frustration of antiferromagneti-
cally coupled spins on a triangular lattice. Kagome lattice is a real-
ization of such frustration in two dimensional space. When extended
to three dimensions, corner-sharing triangles form the hyperkagome
lattice. For GGG, the two interpenetrating corner-sharing triangular
sublattices are shown in purple and orange, respectively. (b) Device
design of an on-chip heated SSE device. Upper left panel shows the
vertical structure of the fabricated device. A cross-sectional view of
the simulated temperature profile in GGG is shown in the bottom
panel.
of two interpenetrating corner-sharing triangular sublattices
[21, 22]. The exchange interaction between nearest-neighbor
Gd3+ ions are antiferromagnetic. Owing to geometrical frus-
tration on the hyperkagome lattice, GGG hosts an rich phase
diagram at low temperatures (T < 1 K) [22]. There is no mag-
netic LRO in GGG down to 25 mK, even though the Curie-
Weiss temperature is θCW ∼ −2.3 K [6, 21, 23, 24]. It has
been shown that many interesting phases arise within GGG,
including spin liquid states [21], protected spin clusters [25]
and a hidden multipolar order [26]. In our experiment, we use
the SSE to probe magnetic-field-induced SRO in GGG in the
temperature regime (2 - 5 K) where effects due to geometric
frustration starts to emerge as we approach the magnitude of
2θCW.
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FIG. 2. SSE measurement at low temperatures and modulation in the
SSE response. (a) SSE measurement results at temperatures below
5 K. Inset is the derivative of SSE voltage with respect to magnetic
field for T = 2 K data. (b) Field-dependent modulation in the SSE
response is seen after subtracting a linear background (dashed line in
Fig. 2(a)) from the SSE signal in the field range - 35 kOe < H < 35
kOe.
To accomplish this, SSE devices were patterned onto GGG
single crystals with polished surface along (111) or (001) (see
also Supplemental Material). Platinum (Pt) was used as spin
detector material. Local heating was achieved by passing an
electric current through a gold heater wire [27], electrically
isolated from the spin detector layer by a thin MgO layer. The
resulting temperature gradient is perpendicular to the sample
plane, which drives spin excitations from the GGG into the
Pt detector, where a voltage develops as a result of the inverse
spin Hall effect (ISHE). Figure 1(b) depicts the structure of the
fabricated SSE device. Using these devices, our measurement
results agree with the original SSE experiments on GGG [6]
which was carried out at a higher range of temperature (T > 5
K). Shown in Fig. 2(a) are the SSE signals measured as a func-
tion of magnetic field at different temperatures. The initial rise
of SSE response with magnetic field is due to the increase of
magnetization of GGG until almost saturation. However, we
observe an appreciable downturn in the SSE response at lower
temperatures in the high field range, as can be seen in the T =
2 K data. This downturn is presumably caused by the opening
of a Zeeman gap in the magnon spectrum, similar to the obser-
vation in ferrimagnetic insulator YIG [18, 28, 29]. To confirm
this, we performed the SSE measurement down to 200 mK,
where the SSE signal is suppressed to zero for H > 90 kOe
(see Supplementary Fig. 1).
As described above, GGG is not simply a paramagnet. It
possesses strong geometric frustration due to antiferromag-
netic and dipolar interactions on the hyperkagome lattice. If
one considers only the nearest-neighbor antiferromagnetic ex-
change interaction J, it has been shown that for a hyperk-
agome lattice a magnetic field with energy scale equal to 6 J or
about 17 kOe is required to align those spins in GGG even at
T = 0 K [30]. Our SSE experiment exhibits this behaviors in
that the maximum signal (around saturation) occurs at fields
much higher than the value inferred by a Brillouin function
for a non-interacting paramagnet at the same low temperature
(Supplementary Fig. 2). We note that (and will be discussed
later) because of the large dipolar interactions, the magnetic
moments in GGG are not fully aligned even at fields beyond
17 kOe.
Upon closer examination, the SSE signals shown in Fig.
2(a) are found not to be smooth functions of magnetic field,
but contain considerable field-dependent modulations on top
of the S-shaped curve. Inset of Fig. 2(a) shows the deriva-
tive of the SSE signal with respect to magnetic field, in which
we can clearly see the modulation in the SSE response as a
function of field. In Fig. 2(b), the modulation in SSE voltage
is plotted directly after subtracting a linear background (indi-
cated by the dashed line in Fig. 2(a)) from the SSE signal in
the field range - 35 kOe < H < 35 kOe. When the same ex-
periment is performed on a single crystal YIG sample in the
same temperature and magnetic field range, the modulation is
absent (Supplementary Fig. 3). We also rule out the possi-
bility of magnetic-field-induced thermal conductivity or heat
capacity changes as a possible source for this effect by inde-
pendently measuring these quantities as a function of applied
magnetic field (Supplementary Fig. 4).
In neutron scattering studies on GGG, it has been found
that different magnetic orders rise and fall with increasing
magnetic field at low temperature (< 400 mK) [22, 31–34].
At higher temperatures (T ∼ 3 K, as is in our measurement
range), short-range correlations are known to persist [21, 35],
though little is known about their properties under a mag-
netic field. The dynamics of thermally excited magnons in
this temperature range depends on these short-range correla-
tions, which in turn can influence the SSE signal. It is also
known from neutron scattering and bulk magnetometry mea-
surements that the field-induced magnetic orderings in GGG
have distinct anisotropies. For instance, the critical field at
which the AFM phase emerges [22, 33, 34] depends on the
direction of the field relative to the GGG crystal axis, being
different for field aligned along [100] versus along [110] crys-
tal axis [22, 36]. Such anisotropy is presumably caused by
dipolar interactions among Gd ions [37]. The Gd3+ ion in
GGG carries a relatively large magnetic moment of 7 µB lead-
ing to the dipolar interactionswith an energy scale comparable
to the nearest-neighbor exchange interaction.
To find out whether the modulations in the SSE signal are
associated with a field-induced magnetic ordering, we per-
formed the SSE measurements with magnetic field applied
along several different GGG crystal axes. The measured SSE
signals from the same device are shown in Fig. 3(a), with 0
and 45 degree corresponding to [100] and [110] crystal axes,
respectively. Figure 3(b) shows the overall magnitude of the
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FIG. 3. Anisotropic behavior of the modulation in SSE response.
(a) SSE signals measured with magnetic field applied along different
directions in the (001) plane, with φ = 0◦ being along [100] crystal
axis. (b) Magnitude of slope of the linear part of the SSE signal
satisfies cosine angular dependence. Inset shows the corresponding
measurement geometry. H is the applied in-plane magnetic field. (c)
to (f) Modulations in SSE voltage from T = 2 to 5 K. Data in red and
blue corresponds to field applied along [100] and [110] directions,
respectively. In these measurement, the SSE devices were fabricated
on the (001) surface of GGG signal crystals.
SSE signal, represented by the slope of the linear background
at low fields, as a function of the in-plane angle of the mag-
netic field. The data is fit well by a cosine function which
is expected from the geometry of the ISHE, and implies that
the linear background is isotropic and independent of the di-
rection of magnetic field. In Fig. 3(c) - (f), the modulations
in the SSE signal are presented for temperatures from 2 to 5
K. In these plots, red and blue data correspond to field ap-
plied along [100] and [110] GGG crystal axes, respectively.
For clarity, only data for the positive field range is plotted.
The magnitude of these modulations becomes smaller as tem-
perature increases. At each temperature, the magnetic-field
dependences of the modulation are clearly different between
the two field orientations. For instance, in Fig. 3(c), when
the field is applied along [100] direction, the modulation ini-
tially decreases with magnetic field and reaches a minimum at
H ∼ 8 kOe, while the minimum for field parallel to [110] di-
rection occurs at H ∼ 17 kOe. This same trend is observed at
higher temperatures up to 5 K. At T = 2 K, however, there is a
second minimum at higher field H ∼ 24.5 kOe for field along
[100] direction, which is suppressed at T > 3 K suggesting
that this may have a different origin than the modulations at
lower fields.
Magnetic ordering in GGG has been extensively studied
over the last two decades, and a summary of these results
is presented in the Supplementary Material. Upon applica-
tion of a magnetic field at low temperatures there are FM,
AFM and incommensurate AFM LRO that emerge in GGG.
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FIG. 4. Comparison between the SSE response and the intensity of
[002] AFM order, and theoretical calculation of spin configurations.
(a) and (b) Magnetic field dependencies of the modulation in SSE
signal and the intensity of [002] AFM order measured by neutron
diffraction with corresponding field applied along [100] and [110]
crystal axes, respectively. Vertical dashed lines in both (a) and (b)
indicate the same peak positions in the SSE data and neutron diffrac-
tion results. (c) and (d) Calculated spin configurations in one GGG
primitive cell at an applied field H = 17 kOe aligned along [100] and
[110] crystal axes, respectively. The magnetic field points out of the
page, and the spin orientation of Gd3+ ions is represented by an small
arrow at each Gd site. Notice that most spins are canted away from
the applied field. In (c) the net spin components in horizontal direc-
tion are zero, while the total horizontal components in (d), indicated
by large arrows on the right, form an alternating AFM pattern.
Most of the AFM orderings, including all incommensurate
ones, have a strong temperature dependence, and they are sup-
pressed at T > 400 mK [22]. However, of particular interest is
the [002] AFM order, whose intensity is observable up to 900
mK [33, 34], above which there is no published experimen-
tal data, though LRO is completely suppressed by 1.3 K (see
Supplementary Fig. 5). Shown in Fig. 4(a) ( reproduced from
Ref. [33]) are the integrated intensity of the [002] AFM peak
as a function of magnetic field with the field applied along
[100] direction. We see that the maximum position of the neu-
tron scattering data matches the field, indicated by the vertical
dashed line, where the modulation in SSE voltage shows a
4minimum. Crucially, for field applied along [110] direction,
the [002] AFM order reaches its maximum at H ∼ 16.7 kOe
as shown in Fig. 4(b) (reproduced from Ref. [34]) which
is also in good agreement with corresponding SSE measure-
ment results. Additionally, a small inflection in the SSE data
for H ‖ [110] can be seen at H ∼ 7.7 kOe, that is also present
in the neutron diffraction result. Over the entire temperature
range available, the peak positions in neutron scattering data
and the minima of our SSE modulations show little tempera-
ture dependence. Any remaining discrepancies may be due
to non-uniform crystal shape in the neutron diffraction ex-
periments where the demagnetization field is not considered.
These comparisons provide strong evidence that the modula-
tion observed in the SSE measurement is associated with the
[002] AFM order. The temperatures used in the SSE measure-
ment are much higher than that for the disappearance of LRO
peaks as measured in neutron scattering experiments [22] (see
also Supplementary Fig. 5) implying that this magnetic order
is short range in character.
In order to understand the anisotropic behaviors observed
in the SSE experiment, we have computed the spin order in
GGG in the presence of a magnetic field using a Hamiltonian
including exchange (J) and dipolar (D) interactions (see also
Supplementary Note):
H = ∑
jα ,lβ
J jα ,lβ S jα ·Slβ − gµBH∑
jα
Szjα
+D ∑
jα ,lβ
(
S jα ·Slβ − 3(S jα · rˆ jα lβ )(Slβ · rˆ jα lβ )
r3
jα lβ
),
(1)
where vectors S represent the spins at each Gd site with in-
dices j, l identifying the unit cell, and α , β indicating the
twelve Gd ions in the primitive cell, respectively. The sec-
ond term in the Hamiltonian comes from the applied mag-
netic field H, with g and µB being the g-factor of Gd ions and
Bohr magneton, respectively. The vectors rˆ denote unit vec-
tors along the direction from site jα to site lβ . An example of
the calculated spin configurations are shown in Fig. 4(c) and
(d), with H = 17 kOe applied along [100] and [110] GGG
crystal axes, respectively. In each graph, the perspective is
chosen such that the magnetic field points out of the page.
In both cases, spins at most of the Gd sites are canted away
(showing transverse components) from the applied field as a
result of the exchange and dipolar interactions. At H ∼ 17
kOe, the modulation in SSE signal is almost zero for field
along [100] ( Fig. 4(a)), while its magnitude becomes largest
for field along [110] (Fig. 4(b)),. Correspondingly, our calcu-
lation of the spin configuration shows that the magnetic order-
ing is different between the two cases. For field along [110],
we find that the canting of spins leads to a net magnetization
within each layer (Fig. 4(d)), with AFM ordering between
layers at the [002] wavevector, as is also observed in neutron
scattering measurement. In contrast, when the same field is
applied along [100] (Fig. 4(c)), no AFM order develops.
In general, the SSE is associated with two effects, the mag-
netization carried by thermally excited magnons and their dif-
fusivity. According to our calculation, the total magnetization
of GGG at H = 17 kOe, taking into account the canting of
spins, is very similar for the two field directions. This suggests
that the large isotropic ‘background’ SSE signal may originate
from excitations derived from the total magnetization. In con-
trast, the magnetic order due to the canting of spins is different
for the two field directions. This suggests that the modulations
in the SSE signal, which decreases as AFM order increases,
could be due to a decrease in the number of magnons excited
since AFM ordering may lead to a gap in the spin-wave exci-
tation spectrum [38]. The decrease in SSE could also be due
to changes in the spin-wave dispersion with the onset of AFM
order that lower the diffusivity of magnons.
In conclusion, we have demonstrated that the spin Seebeck
effect, in addition to serving as a generator of spin current for
spintronics applications, can also be used as a more general
technique to probe magnetic order in a larger class of con-
densed matter systems, such as geometrically frustrated mag-
nets studied in this work. For gadolinium gallium garnet, our
SSE measurements have revealed a field-induced, anisotropic
short-range order that persists to high temperatures (up to 5
K), which was not known previously. This new approach,
where we use SSE to probe magnetic structures in the absence
of long-range order, opens the door to exploring frustrated
quantummagnetic systems, particularly for samples with lim-
ited volume such as exfoliated materials and thin films. This
would allow us to probe collective excitations that are only
short-ranged in nature, and thus entirely hidden to the com-
munity, and serve as a guide for large-scale neutron or x-ray
scattering experiments.
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