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A New Approach for Solving Delayed Forward and
Backward Stochastic Differential Equations
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Abstract
This paper is concerned with the decoupling of delayed linear forward-backward stochastic differential
equations (D-FBSDEs), which is much more involved than the delay-free case due to the infinite dimen-
sion caused by the delay. A new approach of ‘discretization’ is proposed to obtain the explicit solution
to the D-FBSDEs. Firstly, we transform the continuous-time D-FBSDEs into the discrete-time form
by using discretization. Secondly, we derive the solution of the discrete-time D-FBSDEs by applying
backward iterative induction. Finally the explicit solution of the continuous-time D-FBSDEs is obtained
by taking the limit to the solution of discrete-time form. The proposed approach can be applied to solve
more general FBSDEs with delay, which would provide a complete solution to the stochastic LQ control
with time delay.
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1 Introduction
Forward and backward stochastic differential equations (FBSDEs) are widely used in modern society
[1, 2]. The related applications can be found in engineering, applied mathematics, finance[4, 5], also they
play an important role in stochastic control and differential games[6, 7].
The mostly motivation arises from the optimal control problems, to be specific, the control problem is
reduced to the solvability of Hamiltonian systems which is a special kind of FBSDEs [8]. The early work was
initiated in [9], through the stochastic Hamiltonian system and the maximum principle. By the stochastic
maximum principle, it can be seen that the optimal solution for the control problems depends on solving the
corresponding FBSDEs, so the study of solving the FBSDEs is worthful whether in theoretical or practical
significance.
In the literature, there are plenty of research focus on the solvability of the FBSDEs [10, 11, 12, 13, 14, 15].
In [10], the existence and uniqueness of the adapted solution were shown under the condition of the uniformly
Lipschitz continuous. [11] gave the existence and uniqueness of the solution of a FBSDE, the solution was
given under a hypothesis on the Lipschitz constant. [12] established the existence and uniqueness of the
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solution under the condition of non-Lipschitz coefficients. [13] provided the explicit relationship among the
forward and backward variables via the quasilinear partial differential equation by the four-step scheme.
[14] studied the FBSDEs without the non-degeneracy condition for the forward equation, the existence and
uniqueness of the solution was proved. [15] made a further study in this direction, and present the method
of continuation. After that, the solution of the FBSDEs has been intensively studied, more results can be
found in [16, 17, 18, 19, 20] and the references therein. Moreover, some numerical schemes were proposed in
[21, 22].
However if the FBSDEs contain time delay, the solvability becomes much more complex. And to our
best knowledge, there are few papers studying forward-backward stochastic differential equations with time
delay. [23] studied an infinite horizon system governed by the FBSDEs with delay, sufficient and necessary
maximum principles for the optimal control are derived. [24] considered stochastic optimal control problem of
the stochastic delayed system, which can be described by the delayed FBSDEs, through duality method and
backward stochastic differential equation (BSDE), the maximum principle was obtained. Due to the process
of solving the FBDSEs is more abstract and non intuitive, the addressed problem was the existence and
uniqueness of the solution, the explicit solution was not given. Recently, [25] considered the FBSDEs with
time delay, the explicit solution is given by the modified Riccati equation and two numerical schemes were
also given. [26] gave the necessary and sufficient conditions for the existence of a solution to FBSDEs by a
Riccati equation. [27] concerned the problems of linear quadratic regulation control and a class of stochastic
system with multiplicative noise and delay, a non-homogeneous relationship was established between the
state and the costate of this class of systems. Inspired by these works, we can transform the continuous-
times FBSDEs into the discrete-time form and obtain the solution of the discrete-time form, then we can
transform the solution of the discrete-time form to the continuous-time form.
In this paper, we consider the solution of the continuous-time linear D-FBSDEs. Firstly, using the
method of discretization, we transform the continuous-time D-FBSDEs into the discrete-time form, in this
situation, the solution of this discrete-time D-FBSDEs was obtained. Secondly, by taking the limit, we
reverse the solution of the discrete-time to the continuous-time, thus we obtain the explicit solution of the
continuous-time D-FBSDEs.
This paper is organized into the five parts. Section II presents the problem formulation. The main results
are described in the Section III. An application was given in Section IV, and the conclusions are provided
into Section V.
Notation: Rn denotes the family of n-dimensional vectors, the subscript ′ means the transpose, {Ω, P,F , {Ft}t≥0}
denotes a complete stochastic basis so that F0 contains all P-null elements of F . The filtration is gener-
ated by the standard one-dimension Brownian motion {w(t)}. xˆ(t|s)
.
= E[x(t)|Fs] denotes the conditional
expectation with respect to the filtration Fs. Then we introduce the following set:
C¯[−h,0) =
{
ϕ(t) : [−h, 0)→ Rm is continuous and
sup
−h≤t<0
‖ϕ(t)‖ <∞
}
,
L2F(0, T ;R
m) =
{
ϕ(t)t∈[0,T ] is an Ft − adapted stochastic
process s.t. E
∫ T
0
‖ϕ(t)‖2dt <∞
}
.
2
2 Problem Formulation
In this section, we consider the following linear D-FBSDEs:
dx(t) =
{
Ax(t) +BE[p(t)|Ft−h] + CE[q(t)|Ft−h]
}
dt
+
{
A¯x(t) + B¯E[p(t)|Ft−h] + C¯E[q(t)|Ft−h]
}
dw(t),
dp(t) = −[Dp(t) + D¯q(t) +Qx(t)]dt+ q(t)dw(t),
x(0) = x0, p(T ) = P (T )x(T ),
(2.1)
where w(t) is the one-dimensional standard Brownian motion. h > 0 is the time delay. x0 ∈ R
n is initial
values, A,B,C,D, A¯, B¯, C¯, D¯, Q, P (T ) are constant matrices with compatible dimensions.
It is noticed that linear D-FBSDEs (2.1) is of a general form and is fully coupled, and the solvability
of this D-FBSDEs has wide applications in the stochastic control problems. Due to its strong background
like physics, engineering and so on, it received considerable attention, and it has been thoroughly studied
over recent decades. In the case of delay-free, i.e., h = 0, the decouple solution of (2.1) has been given as
p(t) = P (t)x(t) where P (t) satisfies a generalized Riccati equation. However in the delay case, the solution
is much more complex.
In this paper, we will present a more intuitive method to solve this D-FBSDEs, and it can be generalized
to the more common linear control problems with time delay or multiple input delays.
3 The Method of Discretization
In this section, we will give the solution for the continuous-time D-FBSDEs by using the method of
discretization, and this will be divided into following steps: first, we will discretize the continuous-time D-
FBSDEs (2.1) to obtain its discrete-time form. Then we are going to obtain the solution of this discrete-time
D-FBSDEs. At last, we will reverse the solution to the continuous-time form to obtain the solution of the
continuous-time D-FBSDEs (2.1).
At the beginning, we will make some definitions. Giving a uniform partition: 0 = t0 < t1 < · · · < tN+1 =
T , letting tk+1 = (k + 1)δ, tk = kδ, h = δd, ∆wk = wk+1 − wk where wk is the one-dimensional standard
Brownian motion. Then defining Aˆ = I + δA, Bˆ = δB , Cˆ = δC, Dˆ = I + δD, PˆN+1 = P (T ), Qˆ = δQ. Fk
is the natural filtration generated by wk, i.e. Fk = σ{∆w0, · · · ,∆wk}. In order to simplify the symbols, we
denote the variables at time tk as xk, pk and qk. On the basis, we further define that
Ak = Aˆ+∆wkA¯,
Bk = Bˆ +∆wkB¯,
Ck = Cˆ +∆wkC¯,
Dk = Dˆ +∆wkD¯.
Then under these definitions, the discretized D-FBSDEs for (2.1) will be given.
Lemma 3.1. The discretized D-FBSDEs for (2.1) are given as follows:
xk+1 = Akxk +BkE(pk|Fk−d−1) +
1
δ
CkE(∆wkpk|Fk−d−1), (3.1)
pk−1 = E(Dkpk|Fk−1) + Qˆxk, (3.2)
pN = PˆN+1xN+1. (3.3)
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Proof. First, we will illustrate how to discretize the BSDE. Like in [28], we can rewrite BSDE as
pk − pk−1 = −δ[Dpk + D¯qk +Qxk] + qk∆wk, (3.4)
By multiplying ∆wk on both sides, we can obtain that
∆wkpk −∆wkpk−1 = −δ∆wk[Dpk + D¯qk +Qxk] + δqk,
and then taking the conditional expectation with respect to Fk−1 on both sides, we will obtain that
E(∆wkpk −∆wkpk−1|Fk−1) = −E[δ∆wk(Dpk + D¯qk +Qxk)|Fk−1] + δqk.
that is,
E[∆wkpk|Fk−1] = −E[δ∆wk(Dpk + D¯qk +Qxk)|Fk−1] + δqk.
Noting that the second term in the above equation is higher order of δ due to the fact that E[∆w2k] = δ, it
is derived by omitting this higher order term that qk =
1
δ
E(∆wkpk|Fk−1).
Then inserting qk =
1
δ
E(∆wkpk|Fk−1) in (3.4), and taking the conditional expectation with respect to
Fk−1 on both sides, we have the discretization of the BSDE given by
pk−1 = E[(I + δD +∆wkD¯)pk|Fk−1] + δQxk,
this is exactly (3.2). So we finish the discretization of BSDE.
Next we will discretize the forward stochastic differential equation (FSDE). Following the same procedure,
we rewrite FSDE in (2.1) as follows:
xk+1 − xk = δ
[
Axk +BE(pk|Fk−d−1) + CE(qk|Fk−d−1)
]
+
[
A¯xk + B¯E(pk|Fk−d−1) + C¯E(qk|Fk−d−1)
]
∆wk.
then the above equation can be rewritten as follows:
xk+1 = (I + δA+∆wkA¯)xk + (δB +∆wkB¯)E(pk|Fk−d−1)
+ (δC +∆wkC¯)E(qk|Fk−d−1).
(3.5)
Inserting qk =
1
δ
E(∆wkpk|Fk−1) into (3.5), we can rewrite the last term of the (3.5) as
(δC +∆wkC¯)E(qk|Fk−d−1) =
1
δ
(δC +∆wkC¯)E(∆wkpk|Fk−d−1).
We thus obtain the discretized FSDEs as:
xk+1 = (I + δA+∆wkA¯)xk + (δB +∆wkB¯)E(pk|Fk−d−1)
+
1
δ
(δC +∆wkC¯)E(∆wkpk|Fk−d−1)
= Akxk +BkE(pk|Fk−d−1) +
1
δ
CkE(∆wkpk|Fk−d−1).
This is exactly (3.1). So we finish the discretization of FSDE in (2.1). This completes the proof.
The second step is to solve the discrete-time D-FBSDEs (3.1)-(3.3), so the solution for the discrete-time
D-FBSDEs (3.1)-(3.3) will be shown.
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Lemma 3.2. D-FBSDEs (3.1)-(3.3) are uniquely solvable if the Riccati equations (3.9)-(3.13) admits a
solution such that the matrix Γk is invertible, and the solution for the discrete-time D-FBSDEs are given as
follows for k ≥ d:
xk = Ak−1xk−1 +Mk−1E(xk−1|Fk−d−2), (3.6)
pk−1 = Pˆkxk −
d∑
i=0
Pˆ k+ik E(xk|Fk−d+i−1), (3.7)
pN = PˆN+1xN+1, (3.8)
where Pˆk, Pˆ
k+i
k satisfies:
Pˆk = DˆPˆk+1Aˆ+ δD¯Pˆk+1A¯− DˆPˆ
k+d+1
k+1 Aˆ+ Qˆ, (3.9)
Pˆ k+ik = DˆPˆ
k+i
k+1Aˆ, (3.10)
Pˆ kk = −E[(DkPˆk+1 −
d∑
i=0
DˆPˆ k+ik+1)Mk], (3.11)
Mk−1 =
[
Bk−1(Pˆk −
d∑
i=0
Pˆ k+ik )
1
δ
Ck−1Pˆk
]
Γ−1k
[
Aˆ
δA¯
]
, (3.12)
Γk =


I − Bˆ(Pˆk −
d∑
i=0
Pˆ k+ik ) −
1
δ
CˆPk
−δB¯(Pˆk −
d∑
i=0
Pˆ k+ik ) I − C¯Pˆk

 , (3.13)
with the terminal value given by PˆN+1. PˆN+1+i = 0, Pˆ
j
N+1 = 0 for any i, j > 0. In addition, Pˆ
s
k = 0 if
s > N .
Proof. We complete the proof by using the induction method. We will start the proof at k = N first. For
k = N , using the terminal condition (3.3) and the FSDE (3.1), it yields that
xN+1 = ANxN + BNE(pN |FN−d−1) +
1
δ
CNE(∆wNpN |FN−d−1)
= ANxN + BNE(PˆN+1xN+1|FN−d−1)
+
1
δ
CNE(∆wN PˆN+1xN+1|FN−d−1).
(3.14)
Taking the conditional expectation with respect to FN−d−1 on both sides of (3.14), we have
E(xN+1|FN−d−1) = AˆE(xN |FN−d−1) + BˆPˆN+1E(xN+1|FN−d−1)
+
1
δ
CˆPˆN+1E(∆wNxN+1|FN−d−1),
which generates
(I − BˆPˆN+1)E(xN+1|FN−d−1)
= AˆE(xN |FN−d−1) +
1
δ
CˆPˆN+1E(∆wNxN+1|FN−d−1).
(3.15)
Then by multiplying ∆wN on both sides of (3.14) and taking the conditional expectation with respect to
FN−d−1, we can obtain the following relationship:
E(∆wNxN+1|FN−d−1)
= E(∆wNANxN |FN−d−1) + E
[
∆wNBNE(PˆN+1xN+1|FN−d−1)|FN−d−1
]
+
1
δ
E
[
∆wNCNE(∆wN PˆN+1xN+1|FN−d−1)|FN−d−1
]
,
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we thus have
E(∆wNxN+1|FN−d−1)
= δA¯E(xN |FN−d−1) + δB¯PˆN+1E(xN+1|FN−d−1)
+ C¯PˆN+1E(∆wNxN+1|FN−d−1),
which generates
(I − C¯PˆN+1)E(∆wNxN+1|FN−d−1)
= δA¯E(xN |FN−d−1) + δB¯PˆN+1E(xN+1|FN−d−1).
(3.16)
Then combining (3.15) and (3.16), we have
 I − BˆPˆN+1 −1δ CˆPˆN+1
−δB¯PˆN+1 I − C¯PˆN+1

[ E(xN+1|FN−d−1)
E(∆wNxN+1|FN−d−1)
]
=
[
Aˆ
δA¯
]
E(xN |FN−d−1).
This gives that [
E(xN+1|FN−d−1)
E(∆wNxN+1|FN−d−1)
]
= Γ−1N+1
[
Aˆ
δA¯
]
E(xN |FN−d−1), (3.17)
where
ΓN+1 =

 I − BˆPˆN+1 −1δ CˆPˆN+1
−δB¯PˆN+1 I − C¯PˆN+1

 .
Introducing (3.17) into (3.14), we have
xN+1 = ANxN +
[
BN PˆN+1
1
δ
CN PˆN+1
] [
E(xN+1|FN−d−1)
E(∆wNxN+1|FN−d−1)
]
= ANxN +
[
BN PˆN+1
1
δ
CN PˆN+1
]
Γ−1N+1
[
Aˆ
δA¯
]
E(xN |FN−d−1)
= ANxN +MNE(xN |FN−d−1),
(3.18)
where
MN =
[
BN PˆN+1
1
δ
CN PˆN+1
]
Γ−1N+1
[
Aˆ
δA¯
]
.
Therefore, we proved that (3.6) is true for k = N , Next we will consider BSDE (3.7) is true for k = N .
Combining the terminal condition (3.3) and (3.18) and inserting to (3.2), we have the following relation-
ship:
pN−1 = E(DNλN |FN−1) + QˆxN
= E(DN PˆN+1xN+1|FN−1) + QˆxN
= E
{
DN PˆN+1
[
ANxN +MNE(xN |FN−d−1)
]
|FN−1
}
+ QˆxN
= E(DN PˆN+1ANxN |FN−1) + QˆxN + E
[
DN PˆN+1MNE(xN |FN−d−1)|FN−1
]
= (DˆPˆN+1Aˆ+ δD¯PˆN+1A¯+ Qˆ)xN + E(DN PˆN+1MN)E(xN |FN−d−1)
.
= PˆNxN − Pˆ
N
N E(xN |FN−d−1),
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where
PˆN = DˆPˆN+1Aˆ+ δD¯PˆN+1A¯+ Qˆ,
PˆNN = −E(DN PˆN+1MN ).
Thus we have verified (3.6)-(3.7) are true for k = N . In order to complete the induction proof, we take
any s with d < s < N , and assuming that xk and pk−1 are as (3.6)-(3.7) for all k ≥ s+1, then we will show
that these conditions are also hold for the situation of k = s.
From (3.2) at s, (3.7) with k = s+ 1, and (3.6) with k = s+ 1, one has
ps−1 = E(Dsps|Fs−1) + Qˆxs
= E
{
Ds
[
Pˆs+1xs+1 −
d∑
i=0
Pˆ s+i+1s+1 E(xs+1|Fs−d+i)
]
|Fs−1
}
+ Qˆxs.
Noticing that Pˆ sk = 0 for any s > N , then through the simple calculation, we can obtain that
ps−1 = (DˆPˆs+1Aˆ+ δD¯Pˆs+1A¯− DˆPˆ
s+d+1
s+1 Aˆ+ Qˆ)xs + E
[
(DsPˆs+1
−
d∑
i=0
DPˆ s+is+1)Ms
]
E(xs|Fs−d−1)−
d∑
i=0
DˆPˆ s+i+1s+1 AˆE(xs|Fs−d+i)
= Pˆsxs −
d∑
i=0
Pˆ s+is E(xs|Fs−d+i−1),
where the coefficients are given via (3.9)-(3.11).
Similarly, from (3.1) at s, (3.7) with k = s+ 1, we have
xs+1 = Asxs +BsE(ps|Fs−d−1) +
1
δ
CsE(∆wsps|Fs−d−1),
= Asxs +BsE[Pˆs+1xs+1 −
d∑
i=0
Pˆ s+i+1s+1 E(xs+1|Fs−d+i)|Fs−d−1]
+
1
δ
CsE
{
∆ws[Pˆs+1xs+1 −
d∑
i=0
Pˆ s+i+1s+1 E(xs+1|Fs−d+i)]|Fs−d−1
}
= Asxs +Bs(Pˆs+1 −
d∑
i=0
Pˆ s+i+1s+1 )E(xs+1|Fs−d+i)
+
1
δ
CsPˆs+1E(∆wsxs+1|Fs−d+i).
Using the similar derivation to (3.14), (3.15) and (3.16) at k = N , we can obtain that


I − Bˆ(Pˆs+1 −
d∑
i=0
Pˆ s+i+1s+1 ) −
1
δ
CˆPˆs+1
−δB¯(Pˆs+1 −
d∑
i=0
Pˆ s+i+1s+1 ) I − C¯Pˆs+1


[
E(xs+1|Fs−d−1)
E(∆wsxs+1|Fs−d−1)
]
=
[
A
δA¯
]
E(xs|Fs−d−1),
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which gives that
xs+1 = Asxs +
[
Bs(Pˆs+1 −
d∑
i=0
Pˆ s+i+1s+1 )
1
δ
CsPˆs+1
]
×
[
E(xs+1|Fs−d−1)
E(∆wsxs+1|Fs−d−1)
]
= Asxs +
[
Bs(Pˆs+1 −
d∑
i=0
Pˆ s+i+1s+1 )
1
δ
CsPˆs+1
]
× Γ−1s+1
[
A
δA¯
]
E(xs|Fs−d−1)
= Asxs +MsE(xs|Fs−d−1),
where the coefficients are given by (3.12)-(3.13). Hence, (3.6)-(3.13) are true for s = k. Then the proof is
completed by the inductive approach.
Remark 3.1. It is noted that the expectation in Pˆ kk can be calculated easily, that is
Pˆ kk = −E
[
(DkPˆk+1 −
d∑
i=0
DPˆ k+ik+1)Mk
]
= −
[
α1 α2
]
,
where
α1 = (DˆPˆk+1Bˆ + δD¯Pˆk+1B¯ −
d∑
i=0
DˆPˆ k+i+1k+1 Bˆ)(Pˆk −
d∑
i=0
Pˆ k+ik ),
α2 =
1
δ
(DˆPˆk+1Cˆ + δD¯Pˆk+1C¯ −
d∑
i=0
DˆPˆ k+i+1k+1 Cˆ)Pk.
Based on Lemma 3.2, it is clearly to find that the solution to the D-FBSDEs depends on the solution to
Riccati equations (3.9)-(3.13), so we can infer that the solution to the coninuous-time D-FBSDEs also relies
on the corresponding Riccati equations.
We are now in the position to give the solution of the continuous-time D-FBSDEs. Using the definition
of Ak, Bk, Ck and Dk, then letting δ → 0, we can reverse the equation (3.6)-(3.7) to the continuous-time
form, so the main result of this paper is present in the following theorem.
Theorem 3.1. D-FBSDEs (2.1) are uniquely solvable if the Riccati equations (3.22)-(3.24) admits a solution
such that the matrix I − C¯P (t) is invertible, and the solution of the continuous-time D-FBSDEs (2.1) is
given as follows for t ≥ h:
p(t) = P (t)x(t) −
∫ h
0
P (t, t+ θ)E[x(t)|Ft+θ−h]dθ, h ≤ t ≤ T, (3.19)
q(t) = P (t)
{
A¯x(t) + B¯E[p(t)|Ft−h] + C¯E[q(t)|Ft−h]
}
, (3.20)
dx(t) =
{
Ax(t) +
[
BS(t) + CP (t)[I − C¯P (t)]−1[A¯+ B¯S(t)]
]
× E[x(t)|Ft−h]
}
dt+
{
A¯x(t) +
[
B¯S(t) + C¯P (t)[I − C¯P (t)]−1 (3.21)
× [A¯+ B¯S(t)]
]
E[x(t)|Ft−h]
}
dw(t).
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where P (t), P (t, s) satifies
−P˙ (t) = DP (t) + P (t)A+ D¯P (t)A¯+Q− P (t, t+ h), (3.22)
P (t, t) = −[I − C¯P (t)]−1
[
(S(t)B + D¯P (t)B¯)S(t)[I − C¯P (t)]
+(S(t)C + D¯P (t)C¯)P (t)[A¯ + B¯S(t)]
]
, (3.23)
P (t, s) = eD(s−t)P (s, s)eA(s−t), (3.24)
with the terminal value P (T ). P (T, T + θ) = 0 for any θ ≥ 0, S(t) = P (t)−
∫ h
0
P (t, t+ θ)dθ and the related
matrices are define as (2.1).
Proof. First, we will verify (3.19). Defining the limit of Pˆk and Pˆ
k+i
k are as P (t) and P (t, t + θ). and
considering the discrete-time form (3.7):
pk−1 = Pˆkxk −
d∑
i=0
Pˆ k+ik E(xk|Fk−d+i−1),
by taking the limit on both sides we have
p(t) = P (t)x(t)−
∫ h
0
P (t, t+ θ)E[x(t)|Ft+θ−h]dθ,
which is (3.19). The proof of the corresponding Riccati equations will be given later.
Next we will verify (3.20). Using the definition qk =
1
δ
E(∆wkpk|Fk−1) and (3.7), we can obtain that
qk =
1
δ
E(∆wkpk|Fk−1)
=
1
δ
E
{
∆wk
[
Pˆk+1xk+1 +
d−1∑
i=0
Pˆ k+1+ik+1 E(xk+1|Fk−d+i)
]
|Fk−1
}
.
Inserting (3.5), we have
qk =
1
δ
E
{
∆wk
{
Pˆk+1
[
(I + δA+∆wkA¯)xk + (δB +∆wkB¯)E(pk|Fk−d−1)
+ (δC +∆wkC¯)E(qk|Fk−d−1)
]
+
d−1∑
i=0
Pˆ k+1+ik+1 E(xk+1|Fk−d+i)
}
|Fk−1
}
.
Through the simple calculation, we thus have
qk = Pˆk+1
[
A¯xk + B¯E(pk|Fk−d−1) + C¯E(qk|Fk−d−1)
]
.
Then taking the limit on both sides, we can obtain the continuous-time form, which is (3.20).
Next we will show the process of proving (3.21). Inserting Bˆ = δB, Cˆ = δC in Γk, then defining
Sk = Pˆk −
d∑
i=0
Pˆ k+ik , we have
Γk =


I − Bˆ(Pˆk −
d∑
i=0
Pˆ k+ik ) −
1
δ
CˆPˆk
−δB¯(Pˆk −
d∑
i=0
Pˆ k+ik ) I − C¯Pˆk

 =
[
I − δBSk −CPˆk
−δB¯Sk I − C¯Pˆk
]
.
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Through the calculation, we can obtain the reverse of Γk as follows:
Γ−1k =
[
I − δBSk −CPˆk
−δB¯Sk I − C¯Pˆk
]−1
=
[
M1 M2
M3 M4
]
,
where
M1 = Φ,
M2 = ΦCPˆk(I − C¯Pˆk)
−1,
M3 = δ(I − C¯Pˆk)
−1B¯SkΦ,
M4 = (I − C¯Pˆk)
−1 + δ(I − C¯Pˆk)
−1B¯SkΦCPk(I − C¯Pˆk)
−1,
Φ = [I − δBSk − δCPˆk(I − C¯Pˆk)
−1B¯Sk]
−1.
Next, by replacing Aˆ = I + δA, Dˆ = I + δD, Bˆ = δB, Cˆ = δC in (3.6), we can obtain that (3.6) has the
following form:
xk =(I + δA+∆wk−1A¯)xk−1
+
[
Bk−1Sk
1
δ
Ck−1Pˆk
]
Γ−1k
[
I + δA
δA¯
]
E(xk|Fk−d−2)
=(I + δA+∆wk−1A¯)xk−1 +
[
(Bk−1SkM1 +
1
δ
Ck−1PˆkM3)(I + δA)
+ (Bk−1SkM2 +
1
δ
Ck−1PˆkM4)δA¯
]
E(xk|Fk−d−2),
which gives that
xk = (I + δA+∆wk−1A¯)xk−1 +
{
[Bk−1SkΦ + Ck−1Pˆk(I − C¯Pˆk)
−1B¯SkΦ](I + δA)
+ δBk−1SkΦCPˆk(I − C¯Pk)
−1A¯+ Ck−1Pˆk(I − C¯Pˆk)
−1A¯+ δCk−1Pˆk(I − C¯Pk)
−1
× B¯SkΦCPˆk(I − C¯Pˆk)
−1A¯
}
E(xk−1|Fk−d−2).
Then combining Bk = δB +∆wk−1B¯ and Ck = δC +∆wk−1C¯, we thus have
xk = (I + δA+∆wk−1A¯)xk−1 + δ
{
[BSkΦ+ CPˆk(I − C¯Pˆk)
−1B¯SkΦ](I + δA)
+ δBSkΦCPˆk(I − C¯Pˆk)
−1A¯+ CPˆk(I − C¯Pˆk)
−1A¯+ δCPˆk(I − C¯Pˆk)
−1
× B¯SkΦCPˆk(I − C¯Pˆk)
−1A¯
}
E(xk−1|Fk−d−2)
+
{
[∆wk−1B¯SkΦ +∆wk−1C¯Pˆk(I − C¯Pˆk)
−1B¯SkΦ](I + δA)
+ δ∆wk−1B¯SkΦCPˆk(I − C¯Pˆk)
−1A¯+∆wk−1C¯Pˆk(I − C¯Pˆk)
−1A¯
+ δ∆wk−1C¯Pˆk(I − C¯Pˆk)
−1B¯SkΦCPˆk(I − C¯Pˆk)
−1A¯
}
E(xk−1|Fk−d−2).
Noticing the definition we given at the beginning, i.e. δ = tk+1 − tk, thus we keep the δ which outside
the braces remain. Then let other δ → 0, we can obtain the continuous-time form as follows:
dx(t) =
{
Ax(t) +
[
BS(t) + CP (t)[I − C¯P (t)]−1[A¯+ B¯S(t)]
]
E[x(t)|Ft−h]
}
dt
+
{
A¯x(t) +
[
B¯S(t) + C¯P (t)[I − C¯P (t)]−1[A¯+ B¯S(t)]
]
E[x(t)|Ft−h]
}
dw(t).
which is same as (3.21).
We are now in the position to give the proof of the Riccati equations (3.22)-(3.24). Actually they can be
obtained by taking limit to the discrete-time form (3.9)-(3.11).
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Using the definition Aˆ = I + δA, Dˆ = I + δD, Qˆ = δQ in Pˆk, we can rewrite Pˆk as follows:
Pˆk = DˆPˆk+1Aˆ+ δD¯Pˆk+1A¯− DˆPˆ
k+d+1
k+1 Aˆ+ Qˆ
= (I + δD)Pˆk+1(I + δA) + δD¯
′Pˆk+1A¯− (I + δD)Pˆ
k+d+1
k+1 (I + δA) + δQ.
Through the simple calculation we have
Pˆk − Pˆk+1
δ
= DPˆk+1 + Pˆk+1A+ δDPˆk+1A+ D¯
′Pˆk+1A¯−
1
δ
Pˆ k+d+1k+1
−DPˆ k+d+1k+1 − Pˆ
k+d+1
k+1 A− δDPˆ
k+d+1
k+1 A+Q.
Noticing that Pˆ k+d+1k+1 included a δ, thus the above equation actually has the following form:
Pˆk − Pˆk+1
δ
= DPˆk+1 + Pˆk+1A+ δDPˆk+1A+ D¯Pˆk+1A¯− Pˆ
k+d+1
k+1 − δDPˆ
k+d+1
k+1
− δPˆ k+d+1k+1 A− δ
2DPˆ k+d+1k+1 A+Q,
then letting δ → 0 we can obtain the continuous-time form as
−P˙ (t) = DP (t) + P (t)A+ D¯P (t)A¯+Q− P (t, t+ h).
By the definition, when δ → 0,
1
δ
(Pˆk − Pˆk+1) is defined as −P˙ (t), and Pˆk becomes as P (t), so the proof
of convergence is no need to consider here. Thus we get (3.22), and using the same method, P (t, t) can be
obtained directly. Then we will illustrate how to get the continuous-time form of Pˆ k+ik .
Similarly, by the definition of Aˆ and Dˆ, we have
Pˆ k+ik = DˆPˆ
k+i
k+1Aˆ = (I + δD)Pˆ
k+i
k+1(I + δA)
= Pˆ k+ik+1 + δPˆ
k+i
k+1A+ δDPˆ
k+i
k+1 + δ
2DPˆ k+ik+1A,
thus we can obtain the following relationship:
Pˆ k+ik − Pˆ
k+i
k+1
δ
= Pˆ k+ik+1A+DPˆ
k+i
k+1 + δDPˆ
k+i
k+1A.
Noticing that Pˆ k+ik included a δ, then let δ → 0 we have
∂P (t, t+ θ)
∂θ
= DP (t, t+ θ)A,
then solving this equation we have
P (t, s) = eD(t−s)C∗eA(t−s),
let t = s we can obtain that C∗ = P (s, s), thus we have
P (t, s) = eD(s−t)P (s, s)eA(s−t).
So we prove (3.22)-(3.24).
Parallel to Lemma 3.2, it is obtained that if Riccati equations (3.22)-(3.24) have the solution such that
the matrix I − C¯P (t) is invertible, then the unique solution of D-FBSDEs (2.1) is given by (3.19)-(3.20).
The proof is now completed.
Remark 3.2. E[q(t)|Ft−h] can be calculated easily by taking expectation on both sides of (3.20), i.e.
E[q(t)|Ft−h] = P (t)A¯E[x(t)|Ft−h] + P (t)B¯E[p(t)|Ft−h]
+ P (t)C¯E[p(t)|Ft−h],
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which gives that
E[q(t)|Ft−h] = [I − C¯P (t)]
−1
{
P (t)A¯E[x(t)|Ft−h] + P (t)B¯E[p(t)|Ft−h]
}
.
Also, the matrices of the linear D-FBSDEs can also be time-varying and there are no technical difficulties
for the time-varying case. We can apply the same procedure in this paper to deal with the time-varying case.
4 Application to Optimal Control Problems with State Transmis-
sion Delay
In this section, we will apply the results to a kind of stochastic LQ problem with state transmission delay
where the system is governed by
dx(t) = [Ax(t) +Bu(t)]dt+ [A¯x(t) + B¯u(t)]dw(t),
x(0) = x0,
(4.1)
which x(t) ∈ Rn is the state, u(t) ∈ Rm is the control input, w(t) is the one-dimensional standard Brownian
motion, x0 is prescribed initial value, and A,B, A¯, B¯ are constant matrices with compatible dimensions. It
is assumed that there exists state transmission delay h from plant to controller, i.e., only x(t − s), h < s, is
available at time t to design feedback controller u(t). The associated cost function is given as follows:
JT = E
[ ∫ T
0
x′(t)Qx(t)dt +
∫ T
0
u′(t)Ru(t)dt+ x′(T )Hx(T )
]
, (4.2)
where Q,R,H are positive semi-definite matrices of compatible dimensions. The related problem is given as
follows:
The Problem is to find the causal and Ft−h-adapted optimal control u(t) to minimize (4.2) subject to
(4.1).
Following the similar arguments as in [29], we know that the problem is uniquely solvable if and only if
there exists a unique (x(t), p(t), q(t), u(t)) satisfying the following FBSDEs:

dx(t) = [Ax(t) +Bu(t)]dt+ [A¯x(t) + B¯u(t)]dw(t),
dp(t) = −[A′p(t) + A¯′q(t) +Qx(t)]dt+ q(t)dw(t),
0 = Ru(t) + E[B′p(t) + B¯′q(t)|Ft−h],
x(0) = x0,
p(T ) = Hx(T ),
(4.3)
while H is defined in (4.2) and x(T ) is the state at time T .
It is clearly to see that the core of solving the problem is to solve the D-FBSDEs (4.3), which is same
as what we considered in this paper. Thus we can obtain the following results by applying the Theorem 3.1
directly:
Corollary 4.1. The problem is uniquely solvable if the following Riccati equations admit a solution such
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that the matrix R(t) is strictly positive definite:
−P˙ (t) = A′P (t) + P (t)A+ A¯′P (t)A¯ +Q− P (t, t+ h), (4.4)
P (t, t) = M ′(t)R−1(t)M(t), (4.5)
R(t) = B¯′P (t)B¯ +R, (4.6)
M(t) = B′P (t) + B¯′P (t)A¯−
∫ h
0
B′P (t, s)ds, (4.7)
P (t, s) = eA
′(s−t)P (s, s)eA(s−t). (4.8)
In this case, the optimal controller is given by
u(t) = −R−1(t)M(t)xˆ(t|t− h), (4.9)
where xˆ(t|t− h) is calculated by
xˆ(t|t− h) =


eAhx(t− h) +
∫ t
t−h
eA(t−θ)Bu(θ)dθ, t ≥ h;
eAtx(0) +
∫ t
0
eA(t−θ)Bu(θ)dθ, t < h;
and the solution to D-FBSDEs (4.3) is given by
p(t) = P (t)x(t)−
∫ h
0
P (t, t+ θ)xˆ(t|t+ θ − h)dθ, (4.10)
q(t) = P (t)[A¯x(t) + B¯u(t)], (4.11)
where xˆ(t|s) = E[x(t)|Fs].
Proof. Through (4.3) and under the condition that R > 0, we can rewrite (4.3) as follows:

dp(t) = −[A′p(t) + A¯′q(t) +Qx(t)]dt+ q(t)dw(t),
dx(t) =
{
Ax(t)−BR−1E[B′p(t) + B¯′q(t)|Ft−h]
}
dt
+
{
A¯x(t) − B¯R−1E[B′p(t) + B¯′q(t)|Ft−h]
}
dw(t),
x(0) = x0,
p(T ) = P (T )x(T ).
(4.12)
which can be seen as the special case of (2.1). i.e. D = A′, D¯ = A¯′ and B, B¯, C, C¯ are replaced by
−BR−1B′,−B¯R−1B′,−BR−1B¯′ and −B¯R−1B¯′.
In this situation, the related Riccati equations (3.22)-(3.24) are become as (4.4)-(4.8). Then introducing
these specific matrices in Theorem 3.1, we have:
p(t) = P (t)x(t)−
∫ h
0
P (t, t+ θ)xˆ(t | t+ θ − h)dθ,
and
q(t) = P (t)
{
A¯x(t)− B¯R−1B′E[p(t)|Ft−h]− B¯R
−1B¯′E[q(t)|Ft−h]
}
,
combining the equilibrium condition in (4.3), i.e, u(t) = −R−1E[B′p(t) + B¯′q(t)|Ft−h], we have
q(t) = P (t)[A¯x(t) + B¯u(t)],
13
where P (t), P (t, s) satisfies (4.4)-(4.8). Thus we have verified (4.10) and (4.11).
Next combining p(t), q(t) and the equilibrium condition, we can obtain that
0 = Ru(t) + E[B′p(t) + B¯′q(t)|Ft−h]
= Ru(t) + E
{
B′[P (t)x(t) −
∫ h
0
P (t, t+ θ)xˆ(t|t+ θ − h)dθ]
+ B¯′P (t)[A¯x(t) + B¯u(t)]|Ft−h
}
,
then combining (4.6) and (4.7), it gives that
u(t) = −R−1(t)M(t)xˆ(t|t− h).
Thus we can obtain that the optimal controller is as (4.9). This completes the proof.
Remark 4.1. Using the method of discretizaiton, we present a different way which is more intuitive to solve
this FBSDEs. And it can be seen that solving the D-FBSDEs is useful for LQ control problems. Besides,
this method is not only for the single input delay, but can be also applied in the problem with multiple input
delay.
5 Conclusions
In this paper, we studied the solution of the continuous-time D-FBSDEs, and the solution has been
obtained by using the method of discretization. First, we transform the continuous-time D-FBSDEs into the
discrete-time form, in this situation, we can obtain the solution of this discrete-time form. Next we obtain
the solution of the continuous-time D-FBSDEs by limiting the results of discrete-time case.
It is believed that the proposed method of discretization is powerful in deriving the explicit solution for
delayed FBSDEs in particularly the general case, and thus provides complete solution to the complicated
optimal control problem for linear stochastic delayed systems.
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