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RÉSUMÉ.Nous proposons dans ce papier une méthode pour séparer le texte du graphique dans
des documents techniques. Nous considérons que le texte et le graphique représentent un signal
bidimensionnel pour lequel chaque composante a des caractéristiques différentes. L’algorithme
que nous proposons repose sur une représentation parcimonieuse du document technique pour
lequel deux dictionnaires (ensemble de vecteurs surcomplet) appropriés sont définis chacun
donnant une représentation parcimonieuse pour une composante du signal et pas pour l’autre.
Des heuristiques sont également proposées pour regrouper le t xte en chaînes de caractères.
Les résultats expérimentaux obtenus sur différents types de documents sont très prometteurs
par rapport à des approches purement géométriques.
ABSTRACT.A novel text extraction method from graphical document images is presented in this
paper. Graphical document images containing text and graphics components are considered
as two-dimensional signals by which text and graphics have diff rent morphological charac-
teristics. The proposed algorithm relies upon a sparse representation framework with two ap-
propriately chosen discriminative overcomplete dictionaries, each gives sparse representation
over one type of signal and non-sparse representation over the o her. Separation of text and
graphics components is obtained by promoting sparse represntations of input images in these
two dictionaries. Some heuristic rules are used for grouping text components into text strings
in post-processing steps. The proposed method overcomes the problem of touching between text
and graphics. Experiments show some promising results on different types of documents.
MOTS-CLÉS :Séparation texte/graphique, transformée en ondelettes, représentation parcimo-
nieuse
KEYWORDS:Text/graphic separation, wavelet transform, sparse representation
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1. Introduction
La séparation texte/graphique constitue une étape majeuredans le traitement des
documents techniques. Il s’agit de les séparer en deux couches : le graphique d’une
part et le texte d’autre part. Extraire le texte est essentiel car le texte véhicule des
concepts sémantiques sur le document qui peuvent être exploités par un humain ou
mis en évidence par un OCR. Dans ce contexte, il est importantde mettre en œuvre des
approches robustes qui permettent de traiter automatiquement tout types de documents
techniques tels que les plans architecturaux, électriques, les chèques postaux,...
Souvent ces documents contiennent au moins les deux couchestext et graphique.
La couche graphique contient toute la symbolique qui peut-être plus ou moins com-
plexe suivant l’application et cette couche se décompose elle-même en atomes comme
des lignes, des courbes, des polygones, des cercles... Le texte quant à lui est composé
de chiffres et caractères regroupés en chaînes de caractères u ilisés pour annoter le
graphique. Extraire le texte est un challenge pour différentes raisons :
- les atomes peuvent être de taille, d’orientation et d’épaisseur quelconques. Le
texte peut également être dans une fonte et orientation quelconque et différente au
sein d’un même document,
- le texte peut toucher la couche graphique. Certains types de documents sont
intrinsèquement denses et les caractères se superposent aux autres couches et sont
parfois occultés.
De nombreuses méthodes ont été proposées dans cette problématique. La plus
connue étant celle de Fletcher et Kasturi [FLE 88] qui se basesur des critères géo-
métriques définis sur les composantes connexes et reposant sur un ratio lié à la taille
des composantes connexes des caractères. L’idée sous-jacente principale est que la
distribution de la taille des composantes connexes textes est différente de celle du
graphique. L’approche de Fletcher et Kasturi a montré son efficacité et sa robus-
tesse pour des documents avec des caractères de tailles différentes et d’espacements
différents. Cependant, lorsque les caractères collent au gr phique les approches qui
s’appuient sur la taille des composantes connexes sont inefficaces et il est néces-
saire de mettre en œuvre des post-traitements. Pour ce faire, certaines approches
[GLO 92, LI 00, VEL 03] font évoluer en taille le rectangle englobant des caractères
trouvés dans la couche texte pour récupérer au voisinage de ces derniers les caractères
qui collent au graphique. Ensuite le caractère est décrochésoit en coupant aux fron-
tières du rectangle englobant [LI 00] soit en se basant sur laligne de portée des chaînes
de caractères [VEL 03] ou sur l’alignement des caractères à partir de la transformée
de Hough [GLO 92]. Des améliorations peuvent être apportéessur la recherche de
voisinage en tenant compte du diagramme de voisinage de Voronoï [WAN 01] ou sur
le point de décrochage du caractère à partir du squelette du document [CAO 01]. Dans
[TOM 02] les auteurs s’appuient également sur le squelette pour décrocher le carac-
tère mais en se basant sur des critères de Gestalt de continuité et de proximité pour
identifier les caractères qui touchent le graphique. Récemment Su et al. [SU 09] s’ap-
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puie sur une méthode de vectorisation [SON 02] pour identifier dans des documents
techniques des lignes qui touchent les caractères.
D’autres approches originales et duales consistent à soustraire du document le
graphique à partir de techniques de filtrage morphologique [LUO 97] ou géomé-
trique des composantes du document [LU 98, SON 02]. Soulignons également une
approche de suivi de courbes principales à partir d’un graphe de voisinage des pixels
avec des techniques de réécriture pour simplifier le graphe [CHE 04]. Des approches
multi-résolution ont également été proposées. La premièrepa Olivier et Dominique
[DEF 94] pour traiter du courrier postal et ensuite adapté par Tan et Ng [TAN 98].
L’idée est de faire ressurgir naturellement au niveau le plus haut de la pyramide les
groupes de mots. Cependant quand le texte et le graphique sont proches cette approche
induit de fausses détections.
Dans ce papier nous présentons un algorithme robuste pour extrair les compo-
santes texte de documents techniques utilisant une représentation parcimonieuse. La
façon d’aborder le problème est différente des approches pré entées ci-dessus qui
ont été mises au point pour des applications spécifiques et difficilement applicables
à d’autres applications. Nous abordons le problème de manière générale et ceci nous
permet de traiter des documents très denses comme ceux de la figrue 4. Ainsi, nous
considérons une image de document comme un signal bidimensionnely qui est com-
posé d’une mixture de deux signaux de même taille :yt contenant le texte etyg conte-
nant le graphique. Le problème d’extraction du texte peut maintenant être vu comme
un problème multidimensionnel de séparation aveugle de sources [JUT 91].
Pour résoudre ce problème nous utilisons l’algorithme d’analyse en composante
morphologique (MCA) proposé par Starck et al. [STA 05]. Le MCA permet une bonne
séparation de caractéristiques contenues dans une image lorsque ces caractéristiques
présentent des aspects morphologiques différents. Pour cefaire nous nous appuyons
sur une représentation parcimonieuse définie à partir de deux dictionnaires appropriés
et redondants uniquement pour chacune des caractéristiques.
Ensuite nous proposons un post-traitement pour regrouper le texte issu de la
coucheyt en chaînes de caractères. Enfin, l’approche que nous proposons e t robuste
lorsque le texte touche le graphique et la composante texte put être dans n’importe
qu’elle direction, de forme et de taille quelconque.
Le reste du papier est organisé comme suit. Des concepts sur la représentation
parcimonieuse de signaux sont donnés au paragraphe 2. Ensuite o s présentons l’al-
gorithme de décomposition et le dictionnaire sélectionné (§3). Une étape de post-
traitement est proposée pour convertir le texte extrait en chaîne de caractères au para-
graphe 4. Ensuite, les résultats expérimentaux sont donnés(§5) et nous concluons au
paragraphe 6.
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2. Représentation parcimonieuse de signaux
Cette notion de parcimonie prend racine dans le système de vision humain où le
cortex visuel a été caractérisé comme étant spatialement localisé, orienté et passe-
bande comparable à des bases de fonction de transformée en ond lette. En plus il
a une aptitude à produire une distribution parcimonieuse enréponse à des images
naturelles [OLS 96]. Cette théorie a été validée par Olshausen et Field [OLS 98] qui a
considéré le problème de codage efficace d’images naturelles. Les auteurs ont montré
que lorsqu’un dictionnaire de code est redondant (le nombred’élément du code est
beaucoup plus important que l’espace auquel il appartient)et non-orthogonal, une
stratégie de codage où il est question de maximiser l’utilisa on d’un petit nombre
d’éléments du dictionnaire revient à sélectionner seulement les codes nécessaires à
représenter une observation donnée. Selon le principe de réduction de redondance de
Barlow [BAR 89], le code parcimonieux obtenu est une représentation plus efficace
pour des traitements ultérieurs.
Le principe est donc de modéliser un vecteur d’observation par un petit nombre
de signaux élémentaires appartenant à un ensemble surcomplet de vecteurs. Cet en-
semble est souvent appelé dictionnaire redondant au sens qunous venons de définir
ci-dessus. Ainsi il existe des relations linéaires entre cetains éléments de cet ensemble
et il ne s’agit donc pas de décomposer le signal sur une base ausens propre du terme,
mais plutôt de rechercher la représentation la plus exacte possible tout en utilisant un
petit nombre d’élément du dictionnaire.
Cette idée a été formulée mathématiquement. Soit une image observéey de taille
w × h et soit le vecteurb ∈ Rn(n = wh) dans lequel les colonnes de la matrice ont
été empilées ; soit un dictionnaire redondantA ∈ Rn×K avecn ≪ K permettant une
représentation parcimonieuse deb t soitx la représentation deb dans A satisfaisant
b = Ax. Ainsi définir une représentation parcimonieusex̂ deb dansA est équivalent
à résoudre le problème d’optimisation suivant :
min
x
‖x‖0 sous condition queAx = b [1]
où ‖.‖0 est la normeℓ0 correspondant au nombre de composantes non nulle dex. L
dictionnaire redondantA qui permet une représentation parcimonieuse du signal ob-
servéb peut-être définie de différentes façons : soit à partir d’un ensemble de signaux
exemples [AHA 06] soit à partir d’un ensemble de signaux prédéfini comme la trans-
formée en ondelette, en ondelette non décimée, en curvelet,d Gabor, en Fourier, en
Fourier à fenêtre glissante,...
Du fait de la normeℓ0 ce problème (eq. (1)) est non convexe, combinatoire et en
général NP-complet [DAV 97]. Cependant des travaux récents[DON 06] ont montré
qu’en remplaçant la normeℓ0 par la normeℓ1 qui est connue pour ces propriétés de
parcimonie, l’équation 1 s’écrit alors :
min
x
‖x‖1 sous condition queAx = b. [2]
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Si la conditionb = Ax est remplacé parb = Ax + z, où z ∈ Rn est un terme
de bruit avec‖z‖2 < ε, pour tenir compte de possible petites inclusion de bruit dense
sur l’image d’entréey ou de petites erreurs dans la représentation, l’equation (2) est
modifiée comme suit :
min
x
‖x‖1 sous condition que‖Ax − b‖2 ≤ ε. [3]






‖Ax − b‖2 + λ‖x‖1, [4]
où le paramètreλ est un multiplicateur de Lagrange qui permet de régler le degré de
parcimonie dêx1 et l’erreur de représentation car ce paramètre est relié à l’erreurε.
Des algorithmes récents efficaces en temps de calcul ont été proposés pour la résolu-
tion de ce problème quadratique [CHE 98].
3. Séparation texte/graphique à partir d’une analyse en composantes
morphologiques
Il s’agit d’un algorithme permettant de résoudre de façon itérative le problème
d’optimisation présenté dans l’équation (8) ci-dessous dan le cadre d’une représenta-
tion parcimonieuse. Cet algorithme a montré son utilité pour décomposer des images
en texture et en structure lisse par morceaux ou pour des applic tions de restaura-
tion1[ELA 05, FAD 09]. En analyse de documents, cet algorithme a été utilisé par Pan
et al. [PAN 07] dans le cas de document textuel pour extraire le t xte sur un fond non
homogène.
3.1. Analyse en composantes morphologiques
Soit un signalb ∈ Rn étant une combinaison linéaire de deux autres signauxb1
et b2 tel queb = b1 + b2 où b1 et b2 représentent deux types de signaux différents.
Supposons qu’il existe deux dictionnaires redondantsA1, A2 ∈ Rn×K vérifiant les
deux conditions :
1) Pouri = 1, 2
min
xi
‖xi‖1 sous condition queAixi = bi, [5]
conduit à une représentation parcimonieusex̂i debi dansAi.
1. Traduit de Inpainting.
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2) Pouri 6= j
min
xi
‖xi‖1 sous condition queAjxi = bi, [6]
conduit à une représentation non-parcimonieusex̂i debi dansAj .
Dans ce cas, deux dictionnairesA1 et A2 sont dit discriminant dans le cadre
d’une représentation parcimonieuse pour des contenus de type différents. L’algorithme




(‖x1‖0 + ‖x2‖0) sous condition queA1x1 + A2x2 = b, [7]
qui peut être convertie en :
min
x1,x2
(‖x1‖1 + ‖x2‖1 + λ‖b − A1x1 − A2x2‖2) . [8]
La solution de l’équation (8) donnêx1 et x̂2 la représentation parcimonieuse deb1
et b2 respectivement dansA1 et A2. Ceci signifie aussi que le signal originalb a été
séparé en deux partiesA1x̂1 etA2x̂2 qui correspondent à des approximations deb1 t
b2 respectivement. L’algorithme du MCA est inspiré du Block-coordinate relaxation
(BCR) de Sardy et al. [SAR 00] qui propose une méthode numérique rapide et qui
requiert uniquement des multiplications de matrices-vecteurs avec des transformations
unitaires et leurs inverses. L’approche de BCR se base sur laméthode de rétraction de
coefficients d’ondelette de Donoho et Johnstone [DON 94].
3.2. Sélection des dictionnaires
Le succès de l’algorithme MCA est garanti si les deux conditions de minimisa-
tion établies en équations (5) et (6) sont respectées. Ainsi, la élection de deux dic-
tionnaires appropriés est essentielle. Pour des raisons decomplexité numérique,A1
et A2 doivent posséder une calculatoire rapide. En nous basant sur les travaux anté-
rieurs sur la parcimonie, il nous semble judicieux de choisir la transformée en curvelet
[CAN 02] comme dictionnaire adapté au graphique et reconnu pour capturer effica-
cement les contours d’une image et la transformée en ondelette non décimée pour le
dictionnaire dédié au texte et qu’on pourrait assimiler à des textures locales isotrope.
3.2.1. Transformée en ondelette non décimée (TOD)
Il s’agit d’une version non décimée de la transformée orthogonale en ondelette
(TOO) obtenu en ne tenant pas compte du pas de décimation dansla décomposition.
La TOD permet de compenser le manque d’invariance à la translation de la TOO.
Contrairement à la TOO, la transformée TOD peut être représent e par une matrice
avec plus de colonnes que de lignes. Le facteur de redondance(i.e. l rapport entre le
nombre de colonnes sur le nombre de lignes) est3J +1 oùJ est le nombre d’échelles.
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La TOD est censée donner une représentation parcimonieuse po r des caractéristiques
isotrope et non-parcimonieuse pour des caractéristiques fortement anisotrope. L’algo-
rithme à trous de Shensa [SHE 92] donne un moyen efficace pour implémenter la
TOD.
3.2.2. Transformée en curvelet
Soient deux fonctions continues, non-négative et réelW (r) et V (t) définies sur
deux compacts[1/2, 2] et [−1, 1] respectivement vérifiant les conditions d’admissibi-












V 2 (t − l) = 1. [9]
A chaque échellej, la curvelet mèreϕj est définie par :



























où Rθl est l’opérateur de rotation parθl = 2π2
⌊j/2⌋l radians avecl ∈ Z+ de telle






définis par le produit scalaire :




Il s’agit d’une transformation mulit-échelle, multi-directionnelle et allongée,
obéissant à la relation d’échelle parabolique (largeur = longueur2) et présentant
un comportement oscillant dans la direction perpendiculaire à leur orientation. Une
structure en curvelet peut être utilisée comme un dictionnaire redondant avec un fac-
teur de redondance16J + 1 oùJ est le nombre d’échelles. Elle est censée donner une
représentation parcimonieuse pour des caractéristiques anisotropes et des morceaux
lisses de courbes et de droites de longueurs différentes.
3.3. Extraction de la couche contenant le texte
Supposons que le document initialy est décomposé en deux images de même
taille : yt pour la composante texte etyg pour la composante graphique. L’applica-
tion de l’algorithme MCA sury utilisant la transformée non décimée et en curvelet
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(a) Image originale (b) Image texte (c) Image graphique
(d) Image binaire texte (e) Image binaire texte sans
les petites composantes
(f) Diagramme de Voronoï
en régions
Figure 1. Étapes de traitement pour extraire des chaînes de texte de l’image
comme dictionnaires surcomplet donneraỹt et ỹg comme approximation deyt et yg.
Par exemple, si on suppose quey correspond au document technique de la figure 1a
la décomposition donnera respectivement pourỹt et ỹg les images de la figure 1b et
1c. Nous pouvons constater que les deux composantes ne sont pa to alement séparées
pour deux raisons :
- il y a un recouvrement entre les deux dictionnaires. Les deux considèrent les
composantes basse fréquence du document qui se retrouvent assi bien dans la couche
texte que graphique,
- certains éléments graphiques (flèches, petits segments) pos èdent des caractéris-
tiques similaires aux composantes texte. Ces derniers peuvent apparaître dans l’image
de texte.
Pour lever une partie de ces ambiguïtés (i.e. recouvrement entre l s deux diction-
naires et similarité entre caractéristiques), nous proposns, dans la section suivante,
un post-traitement qui consiste à regrouper les caractèresextraits en chaînes de carac-
tères.
4. Regroupement des caractères extraits en chaînes de caractères
Soit l’image de texte de la figure 1b issue de la méthode présent e au paragraphe
3, cette figure est convertie en binaire dans la figure 1d par seuillage adaptative
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[GON 01]. La figure 1e est obtenue en éliminant les petites composantes connexes
à partir de la figure 1d. La taille de la fenêtre de seuillage adaptative et la taille des
petites composantes à élimiminer sont sélectionnées expérimentalement.
L’objectif est de regrouper les caractères et d’automatiser leur interprétation par
un OCR dédié. L’intérêt est aussi de récupérer dans cette couche les petites compo-
santes éliminées lors du seuillage faisant parties de la couche texte comme le ‘.’ et
le ‘:’ qui appartiennent à la cotation et également d’éliminer lebruit (i.e. les petites
composantes qui sont dans la couche texte mais qui ne correspndent à rien). Pour
ce faire, nous proposons des heuristiques qui s’appuient sur le voisinage, la distance
inter-caractères, l’orientation et le recouvrement. Nouspartons de l’hypothèse que les
caractères de la couche texte sont linéairement alignés dans les documents techniques.
Voisinage: Nous supposons qu’une chaîne de caractères contient des caractères qui
sont localement voisins. Le voisinage est déterminé à partir du diagramme de Voronoï
[HOA 09] de l’image binaire de la figure 1e et illustré sur la figure 1f. Par définition,
chaque composante connexe est délimitée par une région de Voronoï pour laquelle
tous les points sont les plus proches de cette composante connexe que des autres.
Ainsi deux composantes textes sont dites voisines si elles ont des régions adjacentes.
Distance inter-caractères: La distance inter-caractèresd(gi, gj) entre deux compo-
santes textesgi, gj dans une chaînes de caractères est définie par :
d(gi, gj) = min
p∈gi,q∈gj
d(p, q) [13]
Pour éviter des associations de caractères parfaitement alig és mais éloignés,
cette distance dépend de la hauteur des deux composantesh(gi) et h(gj) telle que
d(gi, gj) < Td max{h(gi), h(gj)}. La valeur du seuilTd est déterminée expérimenta-
lement et fixée à1.2 dans notre cas.
Orientation : Les composantes textes appartenant à la même chaîne de caractères
doivent avoir la même orientation. Comme il n’y a pas de méthode universelle pour
déterminer l’orientation d’une composante connexe nous proposons de combiner
deux approches : le rectangle minimum englobant (RME) [FRE 75] et laR-signature
[TAB 06]. Les RME sont présentés sur la figure 2a en couleur verte. Nous consta-
tons que pour certains caractères l’orientation de ce rectangle est bonne par rapport
à l’orientation de la composante connexe mais l’approche écoue pour des caractères
telles que le ‘A’, ‘r’, ‘J’, etc.
Pour ce genre de caractères qui ont un trait dominant leur orientation est déter-
minée par laR-signature qui donne un maximum dominant dans la signature.Par
exemple la figure 2b donne laR-signature du caractère ‘r’ et la position du maximum
dans laR-signature indique l’angle qui correspond à l’orientationdu ‘r’. Sur la figure
2a les rectangles englobants obtenus à partir de laR-signature sont dessinés en bleu.
Les caractères symétriques tels que le ‘A’, le ‘x’ et le ‘V’ ont uneR-signatures sy-
métrique. Leurs orientations sont déterminées par l’anglequi coupe laR-signature en
deux signatures de même longueur et pour lesquelles leur corrélation est la plus élevée.
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(a) Rectangles englobants
(b) R-signature du caractère ‘r’ (c) R-signature du caractère ‘A’
Figure 2. Détermination de l’orientation
La figure 2c montre laR-signature pour le caractère ‘A’ et les rectangles englobants
déterminés par cette orientation sont présentés sur la figure 2a en rouge. Désormais
soient[oi1, oi2, oi3] les trois orientations déterminées par les trois méthodes énoncées
ci-dessus. La différence d’orientation entre deux composantes gi,gj est définie par :
Oij = min
1≤m,n≤3
|oim − ojn|. [14]
Ainsi deux composantes textegi et gj doivent satisfaire la conditionOij ≤ To pour
prétendre appartenir à la même chaîne de caractères. La valeur deTo est déterminée
expérimentalement et fixée à0.15 radian.
Recouvrement: Deux composantes textesgi, gj d’une même chaîne de caractères
sont voisines si elles se recouvrent en fonction d’une orientation commune déterminée
par la bissectricetij correspondant à l’angle formé par les deux lignes d’orientations
déterminées par le rectangle englobant degi, gj. Soient[ai, bi] et [aj , bj ] les segments
correspondant respectivement à la projection orthogonaledegi et gj sur tij (montré
sur la figure 3). Le degré de recouvrement entre les deux composantesgi et gj est
calculé ainsi :
Lij =
max{min(bi − aj , bj − ai), 0}
min(bi − ai, bj − aj)
. [15]
Le numérateur de l’équation (15) correspond à la longueur dusegment de recou-
vrement. Ainsi deux composantes textesgi etgj doivent satisfaireLij ≥ Tl pour être
considéré appartenant à la même chaîne de caractères. La valeur deTl est déterminée
expérimentalement et fixée à0.75.
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Figure 3. Détermination de le recouvrement
5. Résultats expérimentaux
Pour montrer la robustesse de notre approche nous l’avons évalué sur la même
base d’exemples utilisés dans [TOM 02]. Cette base est composée des cinq documents
techniques présentés sur la figure 4 (la première colonne). La deuxième colonne de
cette figure montre le résultat final après binarisation des images textes obtenus par
l’algorithme MCA et puis élimination des petites composantes. Nous pouvons consta-
ter d’après ces résultats que la séparation texte/graphique utilisant l’algorithme MCA
parvient à extraire des caractères qui touchent le graphique et ceci quelques soient la
fonte, le style et l’orientation des caractères.
Nous avons procédé à une évaluation quantitative de notre méthode. La vérité ter-
rain a été réalisée à la main et nous considérons les caractères, les chiffres et tous les
caractères de ponctuation utiles à la cotation (‘.’, ‘:’, ‘x’ . . .). La mesure que nous avons
évaluée est le taux de rappel des composantes textes. Dans une optique d’interpréta-
tion/indexation automatique, nous pensons qu’il est plus important d’extraire dans la
couche texte tous les caractères même si certains correspondent à du bruit. Ainsi la
table 1 présente notre évaluation en terme de taux de rappel.L’approche est compa-
rée à la méthode [TOM 02] qui propose un post-traitement à l’approche de Fletcher
et Kasturi et basée sur des critères géométriques uniquement. Nous pouvons consta-
ter l’apport de la représentation parcimonieuse. Le taux moyen de rappel pour notre
approche sur l’ensemble de la base d’exemples est de94% et de80% pour celle de
Tombre et al. L’exemple le plus flagrant et qui montre aussi notre apport est illustré
sur l’image 5 de la figure 4 où quasi tous les caractères touchent le graphique. Ceci
explique le taux de rappel très faible de la méthode [TOM 02] pour cette image.
Image # caractère [TOM 02] Notre méthode
1 53 49 (92.4%) 53 (100%)
2 78 59 (75.6%) 62 (79.5%)
3 78 68 (87.2%) 75 (96.2%)
4 106 92 (86.8%) 104 (98.1%)
5 21 1 (4.8%) 21 (100%)
Tableau 1.Evaluation de performance en terme de taux rappel
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(a) Image 1 : Image originale (b) Image 1 : Image binaire texte
(c) Image 2 : Image originale (d) Image 2 : Image binaire texte
(e) Image 3 : Image originale (f) Image 3 : Image binaire texte
(g) Image 4 : Image originale (h) Image 4 : Image binaire texte
Figure 4. Résultats expérimentaux sur le séparation texte/graphique
Séparation texte/graphique
(i) Image 5 : Image originale (j) Image 5 : Image binaire
texte
Figure 4. Résultats expérimentaux sur le séparation texte/graphique
Les heuristiques présentées au paragraphe 4 ont été évaluées sur l s trois images
de la figure 5 (la première colonne). Les chaînes de texte groupés sont données dans
les trois images correspondant à la deuxième colonne. La plupart des chaînes de texte
contenant des caractères différents et des orientations différentes ont été regroupées
avec succès. La seule exception est la chaîne “PTT(0.60)” dans l’image 5d. La raison
de cette situation est la connexion entre les caractères ‘6’et 0 considérés comme un
seul caractère car fusionnés et l’orientation de ce caractère est différente des caractères
voisins. De plus, le caractère ’)’ est enfouit dans la couchegraphique et donc partiel-
lement retrouvé dans la couche texte. Nous pouvons aussi constater que les caractères
liés à la ponctuation de la cotation comme le ‘.’ ou ‘ :’ont été récupérés dans la chaîne
de caractères. Une évaluation quantitative de la méthode der groupement est donnée
dans la table 2.
Image
# chaînes dans la
vérité terrain
# chaînes regroupées
1 15 15 (100%)
2 13 12 (92.3%)
3 9 9
Tableau 2.Performance de regroupement des caractères extraits
6. Conclusion
Ce papier propose une méthode qui s’attaque au problème difficile d’extraction
de texte dans des documents techniques à partir d’une représentation parcimonieuse.
Deux dictionnaires redondant sont utilisés pour capturer les structures texte et gra-
phique du document. L’un est basé sur une transformée d’ondelettes non décimée et
l’autre sur la transformée en curvelets. L’algorithme d’analyse en composantes mor-
phologiques (MCA) est utilisé pour optimiser le modèle de décomposition parcimo-
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nieux. Les résultats expérimentaux ont montré la robustesse de la méthode qui a don-
née sur des exemples complexes un taux de rappel élevé. Nous av n ussi proposé
une méthode originale pour regrouper les caractères extraits qui sont alignés en chaîne
de caractères.
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(a) Image 1 : Image originale (b) Image 1 : Chaînes de caractères
(c) Image 6 : Image originale (d) Image 6 : Chaînes de caractères
(e) Image 7 : Image originale (f) Image 7 : Chaînes de caractères
Figure 5. Résultats expérimentaux sur le regroupement des chaînes decaractères
