Generalized semi-infinite optimization problems (GSIP) are considered. It is investigated how the numerical methods for standard semi-infinite programming (SIP) can be extended to GSIP. Newton methods can be extended immediately. For discretization methods the situation is more complicated. These difficulties are discussed and convergence results for a discretization-and an exchange method are derived under fairly general assumptions on GSIP. The question is answered under which conditions GSIP represents a convex problem.
Introduction
We are concerned with generalized semi-infinite optimization problems of the form: 
For the special case that the set Y = Y (x) does not depend on x, i.e. v l (x, y) = v l (y), l ∈ L, the problem GSIP is a common semi-infinite problem and will be abbreviated by SIP. If moreover Y is a finite set then GSIP reduces to a finite optimization problem. For a function f (x) the derivative will be denoted by Df (x) (row vector) and for a function h(x, y) by D x h, D y h we denote the partial derivatives w.r.t. the variables x, y. For brevity, we omit equality constraints in M and Y (x).
Generalized semi-infinite problems have recently become a topic of interest. Optimality conditions for GSIP have been developed in [5] , [6] , [10] , [12] . The structure of the feasible set has been investigated in [7] , [11] . Some numerical aspects of GSIP are discussed in [12] . Numerical algorithms for a special class of GSIP (terminal problems, y ∈ IR, r = 1) are considered in [8] . In [9] , GSIP's are studied with (in essence) functions g(x, y) = 1 2 y T Gy + a T y + y T Hx, G, H, matrices, v l (x, y) = p T l y + q l (x), p l ∈ IR r and convex functions q l , f. By duality theory such a problem is reduced to a non-convex finite optimization problem. However, a general study of numerical methods for GSIP has not yet been done. With this paper we intend to make a first step.
For applications of GSIP in robotics (maneuverability problem), optimal control (terminal problem) and approximation theory (reverse Chebyshev problem) we refer to [3] , [8] and [12] .
The paper is organized as follows. In Section 2 the notation is introduced and optimality conditions based on 'local reduction' are given for later purposes. In Section 3 it is shown that the Newton-type methods can directly be generalized from SIP to GSIP. Section 4 is concerned with discretization-and exchange methods. The difference between the situation in SIP and GSIP is discussed. Convergence results for two types of algorithms are given under fairly natural assumptions. A discussion how these assumptions can be fulfilled in practice is done. A forthcoming paper will be concerned with numerical experiments on these algorithms. We do not consider so-called 'descent methods'. Section 5 investigates convex GSIP. Sufficient conditions are given for GSIP to represent a convex problem.
Preliminaries
In this section we give some preliminaries and outline optimality conditions for GSIP based on 'local reduction'. For x ∈ M we define the set of active points
Obviously, for feasible x ∈ M, any point y ∈ Y 0 (x) is a (global) minimum of the following parametric optimization problem (the so-called lower level problem):
Let in the sequel v(x) denote the value function of Q(x).
We say that at y ∈ Y (x) the 'linear independency constraint qualification' (LICQ) is satisfied for Q(x) if the vectors
The weaker 'Mangasarian Fromovitz constraint qualification' (MFCQ) is said to hold at
Let be given x ∈ M, y ∈ Y 0 (x), i.e. y is a solution of Q(x). If at y the MFCQ is satisfied then, necessarily the following Kuhn-Tucker condition is fulfilled: There exists a multiplier
the Lagrange function. The following F. John type optimality condition holds for GSIP (cf. [10] for a short proof). 
Theorem 1 Let be given
in this case and (6) takes the form
For later purposes, we summarize second order optimality conditions for GSIP (cf. [5] , [12] for proofs and details). Standard assumptions for the so-called 'reduction ansatz' to obtain second order conditions are the following: Let at any active point y j ∈ Y 0 (x) condition (3) hold and (5) with γ j > 0 (strict complementary slackness) as well as the second order conditions,
where
In the following we put
T (a matrix with rows v l ). The implicit function theorem applied to the system
implies the existence of
By implicitly differentiating (10) w.r.t. x we find the following formula for Dy
The assumptions (3) and (9) imply that the matrices (Jacobian of (10) w.r.t. y, γ)
Moreover, these conditions imply that the set Y 0 (x) is finite, Y 0 (x) = {y 1 , . . . , y p }. Under these strong assumptions the problem GSIP can locally, in a neighborhood U(x) of x, be transformed into the following equivalent finite optimization problem (reduced problem):
Here, the functions y j (x) are the local solutions of Q(x) constructed above. By applying optimality conditions of finite optimization to the problem GSIP loc (x) we obtain the following sufficient optimality conditions for GSIP (cf. e.g. [12] ):
Let at all points in Y 0 (x) = {y 1 , . . . , y p } the above standard assumptions be satisfied. Assume that at x ∈ M the condition LICQ is fulfilled (cf. (7)), as well as the Kuhn-Tucker condition (i.e. (6) holds with µ 0 = 1) and the second order condition,
. . , p} and
Then, x is a local minimizer of GSIP.
We end up this section with short comments on the difference between SIP and GSIP. Under the standard assumptions above, for SIP the feasible set M = {x ∈ IR n | g(x, y) ≥ 0, ∀y ∈ Y } is always closed. For GSIP this need not be the case (see Example 2 and [6, Section 2], [12] ). Another phenomenon in GSIP is, that even if MFCQ is satisfied at any point y ∈ Y (x), the feasible set M of GSIP may have 're-entrant corners' at x. We refer to [10] and [12] for examples and further details. This behavior is excluded if LICQ is satisfied for Q(x) at all points y ∈ Y (x) (cf. [12, Theorem 3] ).
Newton's method for solving GSIP
A common method for solving SIP is to apply Newton's method (or a Quasi-Newton variant) to the necessary optimality conditions ( see e.g. [1] , [4] ). In [12] it is indicated that this approach can directly be generalized from SIP to GSIP. Here, we will give a proof of this assertion under the 'standard assumptions' in Section 2.
Consider x ∈ M such that at any point y j ∈ Y 0 (x), j = 1, . . . , p, the conditions (3), (9) are satisfied. Let moreover (7) and (13) 
This system consists of
In the following lemma it is proven that under our assumptions the Jacobian of the system (15) is regular at the solution. This in particular implies that the Newton method (Quasi-Newton method) applied to (15) will locally converge quadratically (super-linearly). (9) are satisfied and let (7), (13) be fulfilled. Then, the Jacobian of (15) 
Lemma 1 Let x ∈ M be given such that at any point
Proof. The Jacobian of the system (15) reads (all functions evaluated at x, µ, y j , γ j ):
and in the rows n + 1, . . . , n + p we have used the relations D y L y j = 0, v j = 0. Now, for j = 1, . . . , p, we add to the first n columns of (16) a combination Dy j of the columns corresponding to the variable y j and a combination Dγ j of the columns corresponding to the variable γ j . Then, by using (11) and (12) the matrix (16) is transformed into the following matrix without changing the determinant, 
Here, the n × n sub-matrix M 0 has the form
In view of (11) it follows that
By substituting this relation into (18) we find that M 0 equals the matrix M 0 in (14) with µ 0 = 1. In view of our assumptions (7) and (13) the matrix
is regular. Hence, by using (12), the matrix (17) and therefore also the matrix (16) is regular.
2
In practice, to obtain a 'globally convergent' Newton-type method, one has to apply a (globally convergent) method for finite problems to the locally reduced problems GSIP loc (x). For SIP such an algorithm is described in [4, Algorithm 7.4] . With the modifications indicated in Section 2 this algorithm can directly be applied to GSIP. Another possibility is to calculate an approximate solution of GSIP by a discretization method as given in the next section and to use this approximation as a starting value for the solution of the system (15) by Newton's method.
Discretization methods for GSIP
Another way for solving SIP are discretization methods (see e.g. [1] , [4] for a survey). In this section we will generalize these methods from the SIP-case to GSIP. Due to the dependence of the sets Y on x this generalization is not immediate. The difficulties in comparison with the situation for SIP are discussed.
For given compact sets
Let us introduce some assumptions. 
A1. Given the compact set
For SIP, the assumption A1 simply means that the (fixed) set Y is compact. The following assumption is also standard in SIP.
A2. The feasible set M of GSIP is compact.
This condition implies that a (global) solution of GSIP exists. Let v GSIP denote the minimal value of GSIP, v GSIP = min x∈M f (x).
Remark 2
Since the continuity assumption on Y implies that M is closed (cf. [6] ), condition A2 can also be replaced by the assumption that M is bounded. This condition can always be imposed by adding constraints |x i | ≤ κ, i = 1, . . . , n for some large κ > 0. Note, that for non-continuous mappings Y the set M need not be closed in general (cf. Example 1 below).
A discretization method is based on discretizations of the sets Y (x). In any step of such a method we have to choose discretizations Y * (x) of Y (x) such that for any x, the set Y * (x) is a finite set satisfying Y * (x) ⊂ Y (x). Then, we solve the problem
For SIP, the discretization Y * is a finite subset of the compact set Y (not depending on x) and thus, GSIP(Y * ) represents a finite optimization problem. However, for GSIP the situation is more complicated. Even under the assumption A1 and A2 the discretization Y * (x) need not be continuous in x and the feasible set M * need not be closed (i.e. a solution of GSIP(Y * ) may not exist). We give an illustrative example.
, which is not closed, and a solution of GSIP(Y * ) does not exist.
To avoid such a bad behavior we have to assume that the discretizations Y * (x) are also continuous.
A3. Let be given the compact set
Now, we are going to generalize the discretization method to GSIP.
Algorithm 1 (Conceptual discretization method)
Step
ii. Stop, if x k+1 is feasible within a fixed accuracy α > 0, i.e. g(x k+1 , y) ≥ −α, y ∈ Y (x k+1 ). Otherwise, step k + 1.
Theorem 2 Suppose that the assumptions A1, A2 are satisfied. Let the discretizations
Then, the sequence {x
has an accumulation point x and each such point is a solution of GSIP.
Proof. By assumptions A1, A2, A3 and using
respectively, are compact (cf. Remark 2) and satisfy
Consequently, a solution
and thus by continuity of f we find
We also generalize the so-called exchange method from SIP to GSIP. This method can be more efficient than a pure discretization method as given in Algorithm 1.
Algorithm 2 (Conceptual exchange method)
Step k: Given a discretization Y k (x) ⊂ Y (x) and a fixed, small value α > 0.
ii. Calculate local solutions y
To ensure the convergence of this algorithm we have to make a further assumption.
A4.
Given the compact set M 0 , the functions y Proof. We consider the case that the algorithm does not stop with a solution. As in the proof of Theorem 2, by our assumptions, a solution x k of GSIP(Y k ) exist and x k ∈ M 0 . Thus, the sequence {x k } has an accumulation point x ∈ M 0 and again we can assume
As before we find
and we only have to show that
) ≥ 0 and in view of A4 it follows using y
Consequently, by continuity of g and v (cf. Remark 1) we find
After deriving the convergence results we have to discuss how strong the assumptions A1-A4 are. We furthermore indicate how the assumption A3 can be fulfilled in practice. From the theoretical point of view, the only severe assumption is the condition in A1 that the set-valued mapping Y is continuous. This condition is not fulfilled in general (in the generic case) since in particular it excludes that by changing x a (connected) component of Y (x) may disappear (or a new component may appear). Recall that a sufficient condition for the continuity of Y is the condition A MFCQ . We give an example. 
Example 2 Consider the problem
P: min x 2 s.t. x ∈ M = {x ∈ [−2, 2] | y − x − 1 ≥ 0, y ∈ Y (x)},
Construction of
Choose a mesh size h and define the grid points
Initialize index sets, I 1 = I 2 = ∅, and proceed as follows: For i, j = −N to N do:
and goto 4 else put I 2 = I 2 ∪ {(i, j)} and goto 3.
3. For ρ, τ = −1, 0, 1 (or some other ordening) do :
, |t| minimal, with the boundary ∂Y (x). Goto 4. Next ρ, τ .
Next i, j.
Then, the desired discretization is given by Remark 3 Clearly, the 'size' of the neighborhood U(x) where the discretization Y * (x) constructed above can be used, is strongly related to the mesh size h chosen in the construction. The neighborhood U(x) should necessarily satisfy the condition
In a forthcoming paper [13] we will investigate numerically whether this construction can be implemented in practice such that the convergence of the Algorithms 1 and 2 are not affected.
For SIP, the set Y and the discretization Y * do not depend on x such that the assumptions A3 and A4 are not relevant. So, one could also try to avoid the construction in A3 by transforming GSIP into a common SIP. In [12] it has been shown that under A MFCQ the problem GSIP can be transformed to an equivalent SIP (with functionsg(x, y) which need only to be Lipschitz-continuous). However, in the general case this transformation is constructed by locally defined functions which are 'glued together' in an abstract way. Hence, this transformation is only useful if the set valued function Y satisfies certain convexity conditions. See [12, Lemma 1] for such a construction. In [13] numerical experiments will be done.
Convex GSIP
In this section we answer the question under which conditions a GSIP is a convex problem, i.e. under which conditions the feasible set of GSIP is convex and the first order condition is sufficient for optimality.
Similar to the situation in finite optimization, the following is true for SIP. 
Then, the feasible set M of GSIP is convex.
Proof. Let be given x 1 , x 2 ∈ IR n , 0 < α < 1. Put x α = αx 1 + (1 − α)x 2 . Choose y ∈ Y (x α ) arbitrarily. In view of (22), there exist y 1 ∈ Y (x 1 ), y 2 ∈ Y (x 2 ) such that y = αy 1 + (1 − α)y 2 . By convexity of −g we find g(x α , y) = g(α(x 1 , y 1 ) + (1 − α)(x 2 , y 2 )) ≥ αg(x 1 , y 1 ) + (1 − α)g(x 2 , y 2 ) ≥ 0 . Proof. The result follows by applying the implicit function theorem to the equations v l (x, y) = 0, l ∈ L 0 (x, y 1 ). ((x, y) ). Then, x is a global minimizer of GSIP.
Proof. By convexity of −g, for any x ∈ M, y j ∈ Y (x) we obtain,
Choose now the neighborhood U(x) and the functions y j = y j (x) according to Lemma 3 corresponding to the points y 1 , . . . , y p ∈ Y 0 (x). Using convexity of v l it follows
