This work presents results on solutions of the one-dimensional damped wave equation, also called telegrapher's equation, when the initial conditions are general distributions, not only functions. We make a complete deduction of its fundamental solutions, both for positive and negative times. To obtain them we use only self-similarity arguments and distributional calculus, making no use of Fourier or Laplace transforms.
Introduction
The one dimensional damped wave equation u tt + ku t = c 2 u xx for k, c > 0 has been vastly studied and related to several phenomena. These are, for example, the telegraph equation [8, 4, 9] , the persistent motion in Movement Ecology [6] , the oscillations of a string with friction [10] , and the probability density function for the price evolution of a financial asset [3] .
The equation has been considered either in the whole real line or in an interval with boundary conditions. In this paper we restrict ourselves to the case of the whole real line. The functional properties of their initial conditions u(x, 0) = f (x) and u t (x, 0) = g(x) have also to be taken into account. See [1, 2] for example. Many properties of its solutions are known, particularly of their decay on time.
The usual methods to solve these problems often include Fourier and Laplace transforms. In fact, citing [5] "although the solution has been known since a very long time ago, its derivation has remained quite obscure in the literature". Also, the case t < 0 has not always been studied in detail.
Here, we will solve the equation in the whole real line both for positive and negative times when the initial conditions are general distributions, and we will prove that this solution is unique. This result will be based on deducing first the fundamental solutions for the equations. We will do this without the use of Fourier or Laplace transforms, but only with self-similar arguments and distributional calculus. We believe that this procedure is more complete and clear than in previous literature. In addition, it will allow us not to be forced to restrict ourselves to only tempered distributions.
This initial-value problem is
for v = e k 2 t u. In the following results, the meaning of solution is always in D ′ (R × R), but we will prove that the solutions belong to the space C 1 (R, D ′ (R)) of C 1 functions on time with values on the space of distributions in x ∈ R. This gives us a stronger regularity for the solution than just the D ′ (R × R) meaning. Theorem 1.1. Let us consider the function ψ(x, t) = sgn(t) 1 2c
with α = k 4c , I 0 the modified Bessel function of first kind and parameter 0, sgn(t) the sign function, and X Ω the characteristic function of Ω. Then, ψ(x, t) belongs to C 1 (R, D ′ (R)) and solves (1.2) in the sense of distributions when f = 0 and g = δ the Dirac delta centered at x = 0. Furthermore, its timederivative is
which is not a function but a distribution.
This solution ψ will be called the fundamental solution of the problem. From ψ we are able to obtain solutions when f and g are general distributions.
This solution is unique as stated next.
. Then, the distribution v given above in Theorem 1.2 is the unique solution in C 1 (R, D ′ (R)) of problem (1.2).
These results allow us to solve also problem (1.1) uniquely as stated in the following:
. The distribution u given by
The structure of the paper is as follows. In Section 2 we deduce heuristically a possible solution to problem 1.2 for f = 0 and g = δ. In Section 3, inspired by the heuristics, we prove rigorously Theorem 1.1. Then, in Section 4 we prove Theorems 1.2 and 1.3. Finally, in Section 5 we give some properties of the semigroup that generates the solution when the initial conditions (f, g) ∈ H 1 (R) × L 2 (R) and in Section 6 we apply Remark 1.3 to a model of the price evolution of a financial asset.
While many results are thoroughly proved here, for the sake of simplicity the complete calculations of some proofs have been ommitted but can be found in the author's Bachelor Degree Thesis [7] which was advised by Joan Solà-Morales.
Heuristics
Inspired by [2] , we introduce the characteristic coordinates for the 1-D wave equation, which are ζ = ct − x and η = ct
At this point [8] uses Fourier Transforms, although it also mentions the possibility of proceeding in other ways.
We notice that for all a = 0, the function w(ζ, η) = v aζ, 1 a η also solves w ζη = k 2 16c 2 w, therefore we have a family of solutions that depends on the parameter a, the equation is invariant under the transformation (ζ, η) → aζ, 1 a η . For this reasons, we look for solutions invariant under this kind of transformations, for example we look for solutions of the form ψ(
for some f and h to be found, where we write λ = c 2 t 2 − x 2 and ξ = 2α √ λ. This way,
The solution on h is a linear combination of the modified Bessel functions of order n = 0, h(ξ) = AI 0 (ξ) + BK 0 (ξ) when λ ≥ 0. Otherwise, we extend it by 0 and we write it by
Let us now consider g(x) a function at least continuous. If we want v t (x, 0) = g(x), let us take
with A and B still to be determined. We compute
since λ = 0 when y = x ± ct. We also have that I 0 (0) = 1 and K 0 (z) → ∞ when z → 0 so for v t to exist and be bounded we impose B = 0. Therefore, it reduces to
We have lim z→0
because the interval of integration reduces only to the point x and the integrand is not only bounded but also tends to 0 as t does so. Hence, we have lim t→0 v t (x, t) = 2cAg(x) = g(x) assuming A = 1 2c and g continuous. We have just seen v(x, t) satisfies one initial condition. As for the other, let us use all we have deduced so far. I 0 (2α √ λ)g(y)dy and using the same argument, when t → 0 the integral reduces to the single point x and the integrand is bounded since I 0 (z) → 1 as z → 0 we can easily show that v(x, 0) = 0. All we have done is quite heuristic, not very rigorous. However, it has provided us a useful insight into the equation and its properties, as well as a good candidate for the real solution of the problem. Let us now go back and study the fundamental solution of the problem.
Proof of Theorem 1.1
We must prove that ψ(x, t) belongs to C 1 (R, D ′ (R)) and as a two-variables distribution, ψ(x, t) ∈ D ′ (R × R) solves (1.2) in the sense of distributions when f = 0 and g = δ the Dirac delta centered at x = 0. We first check that ψ solves the differential equation and afterwards we prove that it belongs to C 1 (R, D ′ (R)), satisfies the required initial conditions, and we compute its time-derivative.
Proof that ψ solves (1.2). First of all, let us remark that when x = ±ct we have ψ(x, t) ≡ sgn(t) 1 2c , notice there is a discontinuity in the straight lines {x = ct} and {x = −ct}, the characteristics of our equation because of the discontinuities of X [−c|t|,c|t|] (x). Hence, we can't expect our candidate to be a classical solution of the problem. However, let us see it is a solution in the sense of distributions Let L be the differential operator defined by
by definition of the adjoint of the operator, which in this case it is itself. Note that this last integral is well defined.
Below there's a picture of the situation. The rectangle represents R and the shaded area the region where ψ is not 0 (See Figure 1) .
Due to the compact support K ⊂ R of ϕ and the fact that ψ is identically zero whenever |x| > c|t|, we have that the domain of integration of the last integral in (3.1) can be reduced to two distinct open triangles inside the rectangle R, which are
Then,
Let us reason for the integral on ▽, the argument is the same for the other. The vector field ψX is continuously differentiable up to the boundary because both ψ and X are so inside the triangle. Hence, we can use the divergence theorem.
Notice also that
The vector field ϕY is continuously differentiable up to the boundary because both ψ and X are so inside the triangle. Hence, we can use the divergence theorem again to obtain
This way we can write
and the same expression holds for the integral on △. The boundary terms are integrated on
The boundaries of the triangles also contain the lines [−a, a]× a c and [−a, a]× − a c . However, the integrals on such lines are 0 because they fall outside the compact support of ψX (due to ϕ) and therefore we just integrate on ∨ and ∧ taking n the exterior normal unit vector on such sets. See Figure 1 to clarify the situation.
We will compute the integrals on ∨, the computation on ∧ is similar and can be found in [7] . In order to compute ∨ ψX · n dℓ, we divide it according to the sign of x and apply the corresponding values of n in each case. First, we parametrize the line
We now parametrize the other part of the set, the line given by σ(s) = s, s c with s ∈ [0, a]. Using the same parts integration and directional derivative strategy as before,
Consequently, we have that On the other hand, to compute ∨ ϕY · n dℓ we parametrize again one subset by
The other subset is parametrized by σ(s) = s, s c with s ∈ [0, a]. Using the same strategy as above, we have Finally, mixing all things found so far and adding the missing term,
The notation 0 + means the limit to zero going from above and 0 − is the limit to zero going from below. This distinction is crucial since we have ψ defined differently whereas t > 0 or not. In our case, we have ψ(0, 0 + ) → 1 2c and ψ(0, 0 − ) → − 1 2c . Since ϕ ∈ C ∞ 0 (R 2 ), we have 2c(ψϕ)(0, 0 + ) + 2c(ψϕ)(0, 0 − ) = 0. Let us recall now a property of our candidate to solution, which is ψ is either 1 2c or − 1 2c on the lines x = ±ct. That means ψ is constant on such lines and therefore its directional derivative is 0. We are just saying that
for all s ∈ R. Hence, the line integrals are all 0 and what remains to be seen is that
which is true provided that ψ tt − c 2 ψ xx − k 2 4 ψ = 0 in the interior of the two triangles. We just check the result for positive times. For negatives times, the minus sign does not affect at all the result. Let us once again recall what form has our candidate of solution inside the integrating region for positive times. It is
This function is infinitely differentiable in both variables in this region and for comfort let us denote λ = c 2 t 2 − x 2 . To verify it satisfies the PDE, we use the same reasoning as in the Heuristics Section 2. That is, we write ψ(
for some f and g to determine. Hence, recalling α = k 4c ,and using the relations between f and g we deduce that
.
Finally, we have to check that 0 = c 2 λ [ξ 2 g ′′ (ξ) + ξg ′ (ξ) − ξ 2 g(ξ)]. Fortunately, it is trivial since g(ξ) = 1 2c I 0 (ξ) is a multiple of the modified Bessel equation of order 0 and parameter 1, which is precisely defined as the function that solves this ODE and this finishes the proof.
We now prove the other part of Theorem 1.1, which refers to ψ belonging to C 1 (R, D ′ (R)) and the initial conditions. This result was inspired by [11] .
Proof of ψ(x, t) ∈ C 1 (R, D ′ (R)). We have to see that there exists lim h→0 ψ(·,t+h)−ψ(·,t) h = ψ t (·, t) ∈ C 0 (R, D ′ (R)) with the limits computed using the topology of the arrival space
for all ϕ ∈ D(R) and t ∈ R, and that this limit is continuous, that is
for all ϕ ∈ D(R) and t ∈ R, where the notation ψ(·, t), ϕ refers here to R ψ(x, t)ϕ(x)dx.
Here we just prove the case t = 0, the general case is done similarly and can be found in [7] . Notice ψ(x, 0) = 0 is expected from the odd symmetry of the function. Indeed, we will see that with this choice, we will have a differentiable application, in particular a continuous one. Let us first take 1 ≫ h > 0 and ϕ ∈ C ∞ 0 (R),
Then, when h → 0, the interval of the integral reduces to 0 while the integrand tends to 1 2c , it is bounded. So, the integral goes to 0 and then the quotient tends to 0 0 . Using Hopital's Rule,
after applying I 0 (0) = 1 and simplifying terms. Letting h → 0 the integral vanishes since the integrand goes to 0 and the interval collapses and so we are left with
When we do the limit with a negative h we obtain the same result, concluding that ψ t (·, 0) = δ(·) ∈ D ′ (R). To see the continuity, we want to see that lim h→0 ψ t (·, h), ϕ = ψ t (·, 0), ϕ = δ, ϕ .
Here we just present the case where h → 0 + , the other one is similar. We have
which is precisely what we obtained a few lines above, we conclude that lim h→0 ψ t (·, h), ϕ = ψ t (·, 0), ϕ = δ, ϕ .
The General Initial Value Problem
Here we will prove Theorem 1.2 and Theorem 1.3. To do so, we will use the next intermediate results.
and its time-derivative is the distribution defined by v t (t), ϕ := g, ψ t (t) * ϕ for all ϕ ∈ C ∞ 0 (R). Before the proof, let us state these rather useful Remarks.
Remark 4.2. This candidate to solution v may be understood as a resulting distribution on the x variable for each t ∈ R or also as a two dimensional distribution. We will use this double meaning in different parts of the proof. 
, a property that will be essential in the proof. 
when g is such that this expression makes sense, for example when g ∈ L 2 .
Proof of Proposition 4.1. First of all, let us see that our solution is well-defined, observe that ψ(t) is a function with compact support and continuous inside [−c|t|, c|t|]. Therefore, ψ(t) * ϕ ∈ C ∞ 0 (R) and then it makes sense to compute the action of the distribution g on ψ(t) * ϕ, so v is well-defined, it is a distribution.
Let us now interpret our candidate to solution as a two dimensional distribution. For L the same differential operator as before, we have to give some sense to L(v), φ = 0, a distribution acting on a two-variable test functions. A reasonable definition would be
because it is fully well-defined and coincides with the action of any h ∈ L 1 loc (R 2 ) against a two-variable test function. We proceed
Notice we can enter the integral inside ·, · because the duality product is indeed a linear continuous form and the integral is a limiting process based on sums that only concerns ψ(t) * L' * (φ(t)). Now, we just study
For a fixed x ∈ R, if we write φ(x − y, t) = ϕ(y, t), we have that ϕ ∈ C ∞ 0 (R 2 ) and L * (φ(x − y, t)) = L * (ϕ(y, t)) ∈ C ∞ 0 (R 2 ) so that g,
thanks to what we commented in Remark 4.3. This way, we make sure that the distribution v is a solution in the sense of distributions of the differential equation.
The first initial condition should be v(x, 0) = 0 in the sense of distributions in x. Indeed, v(0), ϕ := g, ψ(0) * ϕ = g, 0 * ϕ = 0, for all ϕ ∈ C ∞ 0 (R), so that v(0) = 0 as a distribution. Again, we will see that v t (0) = g as a consequence of v(t) ∈ C 1 (R, D ′ (R)). Thanks to Theorem 1.1, we know that ψ(t) ∈ C 1 (R, D ′ (R)) and hence we can write v t (t), ϕ := g, ψ t (t) * ϕ . This expression is well defined since ψ t is compactly supported both in the distributional and functional sense and therefore ψ t * ϕ ∈ C ∞ 0 (R). What is more, since ψ(t) ∈ C 1 (R, D ′ (R)) then v(t) ∈ C 1 (R, D ′ (R)). As a result, for the second initial condition, for t = 0 we have v t (0), ϕ = g, ψ t (0) * ϕ = g, δ * ϕ = g, ϕ so we conclude that v t (0) = g as a distribution. Proof. Firstly, it is reasonable to define w this way. Notice ψ t is compactly supported as a distribution and, as a result, ψ t * ϕ ∈ C ∞ 0 (R). Let us now recall Remark 4.5 which says that the distribution w satisfies the PDE if ψ t (t) does so. We know ψ(t) does solve the PDE and if we derive the PDE of (1.2) with respect to time we obtain that ψ t also solves it. Consequently, w satisfies the PDE in the sense of distributions. As for the initial conditions, they are easily deduced (remember that ψ t (0) = δ).
With these partial results we are now able to give a proof of Theorem 1.2.
Proof of Theorem 1.2. We divide the problem into two smaller ones, one with homogeneous first initial condition and the other with homogeneous second initial condition. We use Lemma 4.6 for the problem that has a distribution as its first initial condition and Proposition 4.1. Then, the solution for the general problem is the sum of these two partial solutions acting on the same test function.
In order to prepare the proof of uniqueness, we present the following 
Proof. Both initial conditions are satisfied easily thanks to the initial conditions that v satisfies. As for the differential equation, we need
for all φ ∈ C ∞ 0 (R 2 ). Let us remark that this time the integration is already well defined, since s ∈ C ∞ (R) and not a general distribution. Therefore, let φ ∈ C ∞ 0 (R 2 ), we can write
Fixed z ∈ R, if we write φ(z + y, t) = γ(y, t), we have that γ ∈ C ∞ 0 (R 2 ) and L * (φ(z + y, t)) = L * (γ(y, t)) ∈ C ∞ 0 (R 2 ) so that
because v is a solution in the distributional sense of problem (1.2) and so s solves the problem in the classical sense.
Now we present the proof of the uniqueness based on the use of convolutions and classical solutions.
Application 1: The Semigroup
We now study the problem (1.1) when (f, g) belong to the Hilbert Space H 1 (R) × L 2 (R). We will apply the results found above for general distributions to obtain properties of the solution in this special case.
, the solution to the initial value problem (1.1) is given by Let us consider X = H 1 (R) × L 2 (R) and the operator that for each t ≥ 0 and for each (f, g) ∈ X it gives us Γ t (f, g) = the solution and its time derivative of problem (1.1), with f, g as the initial conditions. To ease the notations, we write u(t) and u t (t) to refer to such solutions. We have the following Theorem 5.3. Let (f, g) ∈ X. Then, (1) Γ t (f, g) = (u(t), u t (t)) ∈ X.
(2) Γ t has the semigroup property.
, the semigroup acts continously.
Remark 5.4. The proof of Theorem (5.3) can be found in [7] , it relies on the fact that u(x, t) is a combination of convolutions, the L 2 estimates of u and its derivatives are obtained applying Young's Inequality properly on each convolution.
Application 2: A Financial Model
Let us assume a particle moves on the discrete set {k∆x | k ∈ Z} ⊂ R at time intervals of ∆t. Let us suppose that with probability p it repeats the same move as in the previous jump and with probability 1 − p does the contrary move. In the limiting process, when ∆x and ∆t are small, we will assume that p is near 1, representing this way some kind of inertia in the movement.
In order to deduce which laws do the movement follow, let us denote the pair (k, n) =the particle is in the position x = k∆x at time t = n∆t. Let us also define α(k, n) = P (the particle is in (k, n) and comes from (k − 1, n − 1)) , β(k, n) = P (the particle is in (k, n) and comes from (k + 1, n − 1)) .
We are interested in deducing a law for γ(k, n) = α(k, n) + β(k, n), which is the probability of the particle being in (k, n). It is well known that γ satisfies
where c = ∆x ∆t and k = lim ∆t→0 2−2p ∆t ≥ 0. Reorganizing and denoting γ = u we are left with.
u tt + ku t = c 2 u xx , which is precisely the problem we have been studying so far.
Let us now consider a financial asset, a stock share, for example, whose price resembles the motion of the described particle, i.e., it shows certain tendency to repeat the movement previously done. Then, given suitable initial conditions this equation models the probability density function of the price of the asset, a random variable. We are going to study the problem given by u tt + ku t = c 2 u xx u(0) = δ, u t (0) = −cδ ′ (6.
2)
The first initial condition u(x, 0) = δ(x) means that we are absolutely sure the particle, in this case the price of the asset, is 0 at time t = 0. The second one u t (x, 0) = −cδ ′ (x) indicates us the particle, or the price of the asset, has an initial tendency to go upwards, to increase its value. As a matter of fact, let us explain u t (x, 0). We assume an initial tendency to go upwards, that is, at time ∆t we know the particle is in ∆x, so we also have u(x, ∆t) = δ(x − ∆x). By definition, and since we are dealing with distributions, we compute its distributional derivative:
for all ϕ ∈ C ∞ 0 (R) and so we shall have u t (x, 0) = −cδ ′ (x). In order to solve problem (6.2), we can use the formula we found out for the complete problem applying the considered initial conditions. Let us remember the general solution of the problem when the initial conditions are distributions is u, ϕ := e − k 2 t f, ψ t + k 2 ψ * ϕ + g, ψ * ϕ .
In our case, we have f = δ and g = −cδ ′ and so we have the following Theorem 6.1. The solution to the asset price problem (6.2) is a probability density function and it is given by
where λ 0 = c 2 t 2 − x 2 . Remark 6.2. Let us notice that this probability density function is of a mixed type: it has a discrete part governed by the Dirac delta δ(x − ct) and a continuous part supported in the interval [−ct, ct].
