Missing data is a well-recognized problem impacting all domains. State-of-theart framework to minimize missing data bias is multiple imputation, for which the choice of an imputation model remains nontrivial. We propose a multiple imputation model based on overcomplete deep denoising autoencoders, capable of handling different data types, missingness patterns, missingness proportions and distributions. Evaluation on real life datasets shows our proposed model outperforms the state-of-the-art methods under varying conditions and improves the end of the line analytics.
Introduction
Missing data is an important issue impacting all domains [6, 18, 13] and can be a result of malfunctioning equipment, erroneous measurements, declined subject participation etc. While the underlying reasons for missing data vary, even small proportions of missing data can adversely affect the quality of learning process leading to biased inference.
Many methods have been proposed over the past decades to minimize missing data bias [19, 12, 20, 21] and can be generally divided into two categories: One that attempts to model the missing data process and use all available partial data for directly estimating model parameters. Two that attempt to fill in/impute missing values with plausible values. Imputation methods are preferred for their obvious advantage of providing users with a complete dataset which can be analyzed using user specified models.
Multiple Imputation: Various methods can be used for imputation, ranging from replacing missing values by the column average to complex imputations based on various regression models, Markov Chain Monte Carlo methods and methods from machine learning. However, all standalone methods share a common drawback, imputing a single value for one missing observation. The imputed value is then treated as the gold standard, same as the observed data in any subsequent analysis. This implicitly assumes that imputation model is perfect and fails to account for uncertainty in the imputation process, that is, the uncertainty with which the missing values can be imputed from observed data. This is overcome by replacing each missing value with several slightly different imputed values, reflecting our uncertainty about the imputation process. This approach is called multiple imputation [14, 22] and is the most widely used framework for missing data analytics.
The biggest challenge with multiple imputation is the correct specification of an imputation model [15] . It is a nontrivial task because of the varying model capabilities and underlying assumptions. Some imputation models are incapable of handling mixed data types (categorical and continuous), some have strict distributional assumptions (multivariate normality) and/or cannot handle arbitrary missing data patterns. Existing models capable of overcoming aforementioned issues are further limited by their ability to model nonlinear relationships and to preserve intervariable dependencies.
Recent advancements in models based on deep architectures have improved state-of-the-art in many fields [9] . Such models have the capability to learn latent representations and model complex associations. Inspired from these capabilities and the intrinsic ability of denoising autoencoders (DAEs) [25] to reconstruct clean data from its corrupted version, we propose a multiple imputation model using overcomplete deep denoising autoencoders. Imputation models based on DAE are capable of preserving attribute correlations, which are of a concern using traditional imputation methods and can significantly affect end of the line analytics. DAE based imputation models are ideal for multiple imputation scenario, where we simulate multiple random draws from posterior predictive distribution of the missing data, given the observed data by initializing DAE based model with a different set of random weights at each run. Details of our method are presented in Section 3. Experimental results using real life datasets show that our proposed model outperforms stateof-the-art methods under varying dataset and missingness conditions and improves end of the line analytics.
Our contributions: In summary, we make the following contributions:
1. We present the first study proposing deep denoising autoencoders as an efficient multiple imputation machines for varying dataset types: Continuous, categorical and mixed; under varying missingness conditions: Random and uniform; and missingness mechanisms: Missing completely at random and missing not at random. 2. We show that our proposed model using overcomplete representation of denoising autoencoders performs better than the state-of-the-art imputation methods, for small and large sample sizes alike, which is in contrast to the popular belief that deep architectures only provide good results on large datasets. We empirically show that overcomplete representation is preferred to undercomplete representation when dealing with small to moderate sample sizes for missing data imputation. 3. Other studies on imputing missing data using machine learning methods use complete observations for the training phase, we show that our method outperforms state-of-the-art methods even when users do not have the luxury of having complete observations for training, a common scenario in real life. 4. We show that our proposed model improves end of the line analytics by better preserving attribute correlations during imputation process and provides consistent imputations even when other models fail.
The rest of the paper is organized as following. Section 2 provides preliminary background to missing data terminology and introduces denoising autoencoders. Section 3 introduces our model with section 4 presenting empirical evaluation and the effect of imputation on end of the line analytics followed by our conclusions.
Background
Missing data is a well researched topic in statistics. Most of the early work on missing data, including definitions, multiple imputation and subsequent analysis is attributed to works of Little and Rubin [13, 14, 12, 19, 20] . From machine learning perspective, it has been shown that auto-associative neural networks are better at imputing missing data when attribute interdependencies are of concern [16], a common scenario in real life datasets. Denoising autoencoders have been recently used in completing traffic and health records data [7, 1] and collaborative filtering [11] .
Missing data
Impact of missing data depends on the underlying missing data generating mechanism. We define three missing data categories [14] with the aid of data from Table 1 , representing an income questionnaire in a survey where we denote missing data with "?".
Data is Missing completely at random (MCAR) if missingness does not depend on observed or unobserved data, example: Survey participants flip a coin to decide whether to answer questions or not. Data is Missing at random (MAR) if missingness can be explained using observed data, example: Survey participants that live in postal code 456 and 789 refuse to fill in the questionnaire. Data is Missing not at random (MNAR) if missingness depends on an unobserved attribute or on the missing attribute itself, example: Everyone who owns a six bedroom house refuses the questionnaire, bigger house is an indirect indicator for greater wealth and a better paying job, but we don't have the related data. Or, anyone who earns more than $200,000 refuses the questionnaire. When data are MAR or MCAR, it is known as ignorable missing data as observed data can be used to account for missingness. But, given the observed data, it is impossible to distinguish between MNAR and MAR [24] and sometimes, missing data can be a combination of both. In this study we attempt to recover the extremes, that is, data MCAR and MNAR.
In a multiple imputation scenario, we will create multiple copies of the dataset presented in Table  1 with '?' replaced by slightly different imputed values in each copy. Imputed values are assumed to be sampled from their posterior predictive distribution given observed data. Multiple imputation accounts for uncertainty in predicting missing data using observed data by modelling variability into the imputed values as the true values for missing data are never known. Multiple imputed datasets are then analyzed independently and the results combined to mirror the imputation uncertainty. A single statistic such as classification accuracy or root mean square error (RMSE) can be simply averaged from multiple imputationsQ
whereQ is the resulting combined statistic, n is total number of imputations andQ are individual estimates. Readers interested in more details should refer to the works of Little and Rubin [14] .
Autoencoders and Denoising autoencoders
An autoencoder takes an input x ∈ [0, 1] d and maps (encodes) it to an intermediate representation h ∈ [0, 1] d using an encoder, where d represents a different dimensional subspace. The assumption is, in the dataset, h captures the coordinates along the main factors of variation. The encoded representation is then decoded back to the original d dimensional space using a decoder. Encoder and decoder are both artificial neural networks. The two stages are represented as
where z is the decoded result and s is any nonlinear function, reconstruction error between x and z is minimized during training phase. Stacking multiple encoders and decoders result in a deep autoencoder, capable of capturing nonlinear representations and multimodal aspects of the input distribution.
Denoising autoencoders (DAE), are a natural extension to autoencoders [25] . By corrupting the input data and forcing the network to reconstruct the clean output forces the hidden layers to learn robust features. Corruption can be applied in different ways, such as randomly setting some input values to zero or using distributional additive noise. DAEs reconstruction capabilities can be explained by thinking of DAEs implicitly estimating the data distribution as the asymptotic distribution of the Markov chain that alternates between corruption and denoising [2] and from a manifold learning perspective [25] where DAE learns a robust mapping function to map noisy examples to the clean data manifold.
x 1 
Models
This section introduces our DAE based multiple imputation model and the competitors used for comparison.
Our model
We start with imitating a real life scenario, where a user only have datasets with pre-existing missing values. That is, the user does not have the luxury of access to the clean data and user does not know the underlying missing data generating mechanism. In scenarios where missingness is inherent to the datasets, training imputation models using complete data can bias the learner. But as DAEs require complete data at initialization, we initially impute missing values with their respective column average in case of continuous variables and most frequent label in case of categorical variables for initialization. Training phase is then initiated with a stochastic corruption process setting random inputs to zero, where DAE based model learns to map corrupted input to clean output.
Our approach is based on one assumption, that is, we have enough complete data to train our model, so the model learns to recover true data using stochastic corruption on inputs, and is not learning to map filled in average values as valid imputations. The results show, this assumption is readily satisfied in real life scenarios, even datasets with small sample sizes are enough for DAE based imputation model to achieve better performance compared to state-of-the-art.
Our model inputs are standardized between 0 and 1 to facilitate faster convergence for small to moderate sample sizes. We employ atypical overcomplete representation of DAEs, that is, more units in successive hidden layers during encoding phase compared to the input layer. This mapping of our input data to a higher dimensional subspace creates representations capable of adding lateral connections, aiding in data recovery, usefulness of this approach is empirically validated in supplementary material. We start with an initial n dimensional input, then at each successive hidden layer, we add Θ nodes, increasing the dimensionality to n + Θ. Our default architecture is shown in Figure 1 . For initial comparisons, we use Θ = 7. We tried different values for Θ for various datasets and decided to use 7 as it provided consistent better results. It is an arbitrary choice and can be dealt with by viewing Θ as another tuning hyperparameter.
Our model is trained with 500 epochs using an adaptive learning rate with a time decay factor of 0.99 and Nesterov's accelerated gradient [17] . The input dropout ratio to induce corruption is set to 0.5, so that in a given training batch, half of the inputs are set to zero. Tanh is used as an activation function as we find it performs better than ReLU for small to moderate sample sizes when some inputs are closer to zero. We use early stopping rule to terminate training if desired mean squared error (MSE) of 1e-06 is achieved or if simple moving average of length 5 of the error deviance does not improve.
The training-test split of 70-30 is used with all results reported on the test set.
For a model to be considered capable of multiple imputation, ideally, we want to make random draws from the posterior predictive distribution of the missing data, given the observed data. This is accomplished using DAEs based model by using multiple runs of the model with a different set of random initial weights at each run. This provides us with the variation needed for multiple imputations. Algorithm 1 explains our multiple imputation process.
Algorithm 1 Multiple imputation using DAEs
Require: k: Number of imputations needed 1:
Initialize DAE based imputation model using weights from random uniform distribution 3: Fit the imputation model to training partition using stochastic corruption 4: Reconstruct test set using the trained model 5: end for
Competitors and comparison
Predictive mean matching (PMM) [?] and random forest (RF) [4] are the current state-of-the-art models used for multiple imputation [26, 23] , PMM and RF are capable of handling mixed data types and departures from distributional assumptions. We did an initial comparison of imputations based on PMM and RF on various real life datasets and found PMM having better average imputation performance under different missingness mechanisms. Hence, PMM is used as the competitor for rest of this paper. PMM: Given some variable x with missingness and a set of complete variables z, PMM works by regressing x on z, producing regression coefficients β. Random draws are then made from posterior predictive distribution of β's, creating a new set of coefficients β * . Using β * , PMM then generates predictive values for x for all cases and then for cases where x is missing, PMM chooses a set of cases with observed x whose predicted value for x is closer to predicted values for x with missingness. Then from the chosen k close cases, it randomly selects one and uses it as an imputed value. A critical decision using PMM is specifying k (close cases) used for imputation, we tried the default recommended five and compared it with ten and found no difference. All reported PMM results use k = 5 with a ridge penalty of 1e-05 using 50 iterations.
Comparison: Imputation results are compared using sum of root mean squared error calculated per attribute on the test set, given as
where we have m attributes, n observations,t is the imputed value and t is the observed value. RM SE sum is calculated on scaled datasets to avoid disproportionate attribute contributions. RM SE sum provides us a measure of relative distance, that is, how far the dataset completed with imputed values is from the original complete dataset. For multiple imputation scenarios with k imputations, we have k values for RM SE sum per dataset. The results are then reported using average RM SE sum along with minimum and maximum values.
Experiments
We start our empirical evaluation for multiple imputation on publicly available real life datasets under varying missingness conditions. 
Inducing missingness
Initially, for each data set, we introduce missingness in four different ways, with a fixed missingness proportion of 20%, using the steps detailed below.
1. Append a uniform random vector v with n observations to the dataset with values between 0 and 1, where n is number of observations in the dataset. 2. MCAR, uniform: Set all attributes to have missing values where v i ≤ t, , i ∈ 1 : n, t is the missingness threshold, 20% in our case. 3. MCAR, random: Set randomly sampled half of the attributes to have missing values where v i ≤ t, i ∈ 1 : n.
MNAR, uniform:
Randomly sample two attributes x 1 and x 2 from the dataset and calculate their median m 1 and m 2 . Set all attributes to have missing values where v i ≤ t, i ∈ 1 : n and (x 1 ≤ m 1 or x 2 ≥ m2). 5. MNAR, random: Randomly sample two attributes x 1 and x 2 from the dataset and calculate their median m 1 and m 2 . Set randomly sampled half of the attributes to have missing values where v i ≤ t, i ∈ 1 : n and (x 1 ≤ m 1 or x 2 ≥ m2). Table 3 shows the multiple imputation results on real life datasets, comparing five imputations by DAE based multiple imputation model with five imputations by PMM, that is, each missing value is imputed five times with a slightly different value. The results show that DAE based model outperforms PMM on all cases with data MCAR and MNAR with uniform missing pattern (all variables are missing for an observation) and in most cases with random missing pattern (only some random variables are missing for an observation). DAE based model's slightly reduced performance when missingness pattern is random is attributed to the design of PMM. PMM, being a predictive model uses all available data to find associations with missing data, for observations where some information is available (random missingness), PMM is able to better leverage the information compared to when missingness is uniform.
Results
DAE based model's superior performance in the scenario using small to moderate dataset sizes with constrained dimensionality should increase when datasets are large and are of higher dimensionality, something that is a performance bottleneck for other multiple imputation models. For dataset VW, in case of data MNAR, PMM was unable to provide complete imputation due to not enough complete observations to use, DAE based model on the other hand provided consistent imputations.
Computational cost associated with the use of DAEs for imputation is at par or better than imputations based on PMM for small to moderate sized datasets. We also investigated the impact of missingness proportion on imputation performance as increasing missingness proportion is known to deteriorate imputation performance, we found similar results to Table 3 , with DAE based multiple imputation consistently outperforming PMM based multiple imputation. Also, we investigated the impact of overcomplete versus undercomplete representations using random hyperparameter search for finding the optimal value of Θ, results show that overcomplete representations are favored over undercomplete representations. Please refer to supplementary material for details.
Impact on final analysis
Main goal of imputing missing data is to provide complete datasets that can be used for analytics. While imputation accuracy provides us with a measure of how close the imputed dataset is to the complete dataset, we still do not know how well intervariable correlations are preserved, which can severely impact end of the line analytics. To check the imputation quality in relation to a dataset's overall structure and to quantify the impact of imputation on end of the line analytics, we use all imputed datasets as the input to classification/regression models based on random forest. The task is to use the target variable from all datasets and store the classification accuracy/RMSE for each dataset imputed using DAE based model and PMM. Higher values for classification accuracy and lower RMSE will signify a better preserved predictive dataset structure. We use random forest with 5 times 5 fold cross validation on all five imputed copies of datasets MNAR and calculate mean accuracy/RMSE from all five runs. We use datasets with data MNAR (uniform and random) as MNAR datasets pose greatest challenges for imputation. Results show that multiple imputation using DAE based model provides higher predictive power compared to PMM imputed data. The difference is much more significant when data are MNAR uniform compared to when data are MNAR random. Table 4 shows the results, where it is evident that datasets imputed using DAE based multiple imputation model have on average better end of the line analytics performance compared to the datasets imputed using PMM.
Conclusion
We have presented a new method for multiple imputation based on deep denoising autoencoders. We have shown that our proposed method outperforms current state-of-the-art using various real life datasets and missingness mechanisms. We have shown that our model performs well, even with small sample sizes, which is thought to be a hard task for deep architectures. In addition to not requiring a complete dataset for training, we have shown that our proposed model improves end of the line analytics. Keeping all model parameters same for DAE based model and PMM based model, we multiply imputed datasets with five imputations each. For a better visual representation, we compare the imputation results between DAE based model and PMM using mean error ratio E R , given as
where E D is imputation error of DAE based model, E P is imputation error of PMM and n is number of imputations (five in our case). E R values of less than one signify average superior performance of DAE based model over PMM, whereas values greater than one signify PMM performing better. Figure 2 shows the results, thin red line at y-intercept of 1 is drawn as a reference line to aid visual comparisons. DAE based model performs better on average compared to PMM, irrespective of missing data proportion. Results echo the findings of our main results in paper, where we observe PMM performing better compared to DAE for some cases when data are missing at random, both MCAR and MNAR. 
B -Search for optimal Θ
In the paper, we briefly mentioned the reasoning behind choosing a positive number for Θ, that is using overcomplete representations for imputation, aside from the intuition of enhanced capability for recovering data from a higher dimensional subspace, here we empirically show that positive values for Θ result in lower reconstruction error and hence are preferred over undercomplete representations.
Using random hyperparameter search [3] , with options of searching for Θ from negative to positive, that is, from decreasing the datasets dimensionality to increasing by a fixed amount, we ran the models for five rounds with a maximum number of permissible models set to 100. Table 5 shows the results of the random hyperparameter search, it is clear that optimal values for Θ are all positive, that is, all results favored the overcomplete representation compared to compressed one.
C -Some useful tips for enhanced performance
Like most deep learning methods, there are some tweaks that one can use to increase the models performance or to adapt it to their personal use. Based on our experience, we share some such tips and tricks below.
1. Initial dropout ratio plays a significant role in imputation performance. If it is too small, the model will not generalize well on test data; if it is too large, the model will have trouble converging. We suggest to use it based on proportion of initial missing data. For moderate missing data proportions (≤ 30%), using a dropout close to 0.5 should provide good results and if missing proportion is much larger, decreasing dropout might be a better idea.
2. Overcomplete representation of a DAE generally provides better imputations compared to bottleneck compressed representation. Number of hidden nodes to be added is arbitrary and should be varied from dataset to dataset to achieve better accuracy.
3. For larger datasets, more advanced activation functions such as ReLU or its variants can be used as they will outperform Tanh.
D -Classification decision boundary
DAEs, based on neural networks, output on a continuous scale based on the activation functions used. The continuous output is then implicitly categorized for categorical data. Such as a Sigmoid uses a cutoff of 0.5, with all values above 0.5 classified as 1 and 0 otherwise. In our case, we have small sample sizes with Tanh activation. Using the same stationary hard cutoff for all attributes would bias the results where there is a class imbalance and network does not converge to same stationary cutoff for all attributes. To resolve this problem, we propose a dynamic cutoff selection method per attribute based on maximizing geometric mean (G m ) of sensitivity (S n ) and specificity (S p ) over the range of imputed values by DAE.
Given, a group of categorical variables X(x 1 , ..., x n ) with missing values and their imputed values by DAE D(d 1 , ..., d n ), both with m observations, dz i ∈ min d i → max d i . We begin by dichotomizing d ij (i ∈ 1 : n, j ∈ 1 : m) as 1 if d ij ≤ dz i , 0 otherwise. Using the dichotomized d i , we then calculate S n and S p by comparing d i with x i as
S p = T N T N + F P
where T P, T N, F P, F N are true positive, true negative, false positive and false negative respectively. Using S n and S p , we then calculate G m
This process is repeated for all values of dz i until we find max G m , which is found by using a combination of golden section search and successive parabolic interpolation [5] . As G m is concave, we believe this method is appropriate to find the optimal sensitivity and specificity cutoff. G m is penalized if either one of S n or S p is too small and the other is large. It is to be noted that G m approaches maximum as S n and S p approach 1 simultaneously. Figure 3 visualizes our proposed method on four attributes of a real life dataset (DN). As an intuitive understanding, our method moves the cutoff from left to right until it finds the optimal position where G m is maximized.
Readers may wonder: Why we did not use any other metric for selecting cutoff? (a popular choice can be imputation accuracy). Imputation accuracy is a good choice when we have a balanced dataset such that the class distributions are similar, but it is a bad choice when the datasets are highly imbalanced [8] . In most real life scenarios, datasets are imbalanced, so we need to use a measure that maximizes the imputation accuracy accounting for the class imbalance. For empirical evaluation of our proposed classification decision cut-off method, we simulate multivariate binary data with varying inter-variable correlations. Simulated data is chosen over real life datasets used in main paper as real life datasets do not have enough categorical variables to provide a thorough comparison. Sample size is kept fixed at a moderate size of 1500, representative of real world scenarios, with missing proportion fixed at 20%. All datasets have 9 variables/attributes, First dataset has 4 variables with moderate to large correlations with the rest of variables, probability of success for binary distributions varies from 0.3 to 0.8, Second dataset has no correlations between variables and probability of success varies from 0.2 to 0.9, Third dataset has all subsequent variables strongly correlated with first and probability of success fixed at 0.8 for all, Fourth dataset has variables successively correlated with all prior variables (example: Variable 3 is correlated with 1 and 2, variable 5 is correlated with 1,2,3 and 4), Fifth dataset has no correlations between variables with probability of success varying from 0.1 to 0.6. Table 6 shows average imputation accuracy on five imputations with minimum and maximum accuracy calculated after using our cutoff method using DAE based model compared with PMMs output. Our method outperforms PMM for all cases, at the same time guaranteeing balanced imputations. As we have complete simulated datasets, we use them to check our cutoffs based on maximizing G m for each attribute, we do so to confirm if cutoffs are still valid for complete dataset. We found the cutoffs generated using test data with missing values were very similar to the optimal cutoffs achieved using the complete dataset. Although the described method is for binary variables, it is directly applicable to multiclass scenarios where one hot encoding is used.
