In this article, we establish some new Ostrowski type integral inequalities on time scales involving functions of two independent variables for k 2 points, which on one hand unify continuous and discrete analysis, on the other hand extend some known results in the literature. The established results can be used in the estimate of error bounds for some numerical integration formulae, and some of the results are sharp.
Introduction
Recently many authors have studied various inequalities, among which the Ostrowski type inequalities have attracted much attention in the literature. The Ostrowski inequality was originally presented in [1] (see also in [ [2] , pp. 468]) as stated in the following theorem. In recent years, various generalizations of the Ostrowski inequality including continuous and discrete versions have been established (for example, see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and the references therein). On the other hand, Hilger [15] initiated the theory of time scales as a theory capable of treating continuous and discrete analysis in a consistent way, based on which some authors have studied the Ostrowski type inequalities on time scales (see [16] [17] [18] [19] [20] [21] [22] [23] [24] ). The established Ostrowski type inequalities on time scales unify continuous and discrete analysis, and can be used to provide explicit error bounds for some known and some new numerical quadrature formulae.
In this article, we will establish some new Ostrowski type inequalities on time scales involving functions of two independent variables for k 2 points, which on one hand extend some known results in the literature, on the other hand unify continuous and discrete analysis. First we will give some preliminaries on time scales. A time scale is an arbitrary nonempty closed subset of the real numbers. If T denotes an arbitrary time scale, then on T we define the forward and backward jump operators σ ∈ (T, T) and ρ ∈ (T, T) such that σ (t) = inf{s ∈ T, s > t}, ρ(t) = sup(s ∈ T, s > t). Definition 1.2. A point t ∈ T is said to be left-dense if r(t) = t and t = inf T , rightdense if s(t) = t and t = sup T, left-scattered if r(t) <t and right-scattered if s(t) >t. Definition 1.3. The set T κ is defined to be T if T does not have a left-scattered maximum, otherwise it is T without the left-scattered maximum. Definition 1.4. A function f ∈ (T, R) is called rd-continuous if it is continuous at right-dense points and if the left-sided limits exist at left-dense points, while f is called regressive if 1 + μ(t)f(t) ≠ 0, where μ(t) = s(t) -t. C rd denotes the set of rd-continuous functions. Definition 1.5. For some t ∈ T κ , and a function f ∈ (T, R) , the delta derivative of f at t is denoted by f Δ (t) (provided it exists) with the property such that for every ε > 0 there exists a neighborhood U of t satisfying The following two theorem include some important properties for delta derivative on time scales. Theorem 1.8. If a, b, c ∈ T , a ℝ, and f, g C rd , then
where h 0 (t, s) = 1. For more details about the calculus of time scales, we refer to [25] . Throughout this article, ℝ denotes the set of real numbers and ℝ + = [0,∞), while ℤ denotes the set of integers, and N 0 denotes the set of nonnegative integers. For a function f and two integers m 0 , m 1 , we have 
for the sake of convenience, we denote the forward jump operators on T 1 , T 2 by s uniformly. 
Main results
Suppose that
The inequality (1) is sharp in the sense that the right side of (1) can not be replaced by a smaller one.
Proof. Define Then we obtain
On the other hand, we have
Combining (3) and (4) we get the desired inequality (1). In order to prove the sharpness of (1), we take k = 1,
On the other hand, Using K = 1, the right side of (1) reduces to h 2 (a, b)h 2 (c, d), which implies (2) holds for equality form, and then the sharpness of (1) 
If we take k = 1, a 1 = a, b 1 = c, then we have
If we take k = 1,
If we take k = 2, a 1 = a, a 2 = b,
If we take k = 2,
If we furthermore take x = b + a 2 , y = d + c 2 in the inequality above, then we obtain the time scale version of Simpson's inequality [26] , which is omitted here. In Theorem 2.1, if we take T 1 , T 2 for some special time scales, then we immediately obtain the following three corollaries.
Corollary 2.3 (Continuous case). Let
, and we obtain
where
Corollary 2.4 (Discrete case). Let
where K denotes the maximum value of the absolute value of the difference
As long as we notice h 2 (t, s) = (t − s)(t − s − 1) 2 for ∀t, s ℤ, we can easily get the desired result. Suppose that where K denotes the maximum value of the absolute value of the q 1 q 2 -difference
Substituting (8) into (1) 
[h 2 (y j+1 , β j+1 ) − h 2 (y j , β j+1 )]
Proof. We notice that [h 2 (y j +1 , β j+1 ) − h 2 (y j , β j+1 )],
