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En el presente trabajo de titulación se realiza una implementación de algoritmos de 
clasificación supervisada para sistemas embebidos de bajos recursos computacionales, ya que 
estos sistemas se ven limitados en el procesamiento de datos cuando se usan algoritmos de 
aprendizaje de máquina robustos, ocasionando en el sistema un alto tiempo de respuesta, 
debido a que, en el procesamiento es en donde se consume la mayor cantidad de recursos.    
Para su desarrollo, se aplicó técnicas de optimización de código para simplificar los 
procesos y el uso de recursos lógicos. Además, los mencionados algoritmos fueron evaluados 
bajo criterios de tiempo de procesamiento, tasa de error, tamaño y rendimiento. En la parte 
final como resultados relevantes, se observan las pruebas de los algoritmos de clasificación con 
cada base de datos utilizada, como también la implementación de curvas ROC y AUC. Con 
ello, se realiza una comparación de los resultados para determinar la eficiencia lograda por 













In this degree work, implementation of supervised classification algorithms is carried 
out for embedded systems with low computational resources, since these systems are limited 
in data processing when robust machine learning algorithms are used, causing the system to 
high response time because the processing is where the greatest amount of resources is 
consumed. 
For its development, code optimization techniques were applied to simplify processes 
and the use of logical resources. In addition, the aforementioned algorithms were evaluated 
under the criteria of processing time, error rate, size, and performance. In the final part, as 
relevant results, the tests of the classification algorithms are observed with each database used 
and the implementation of ROC and AUC curves. With this, a comparison of the results is 












CAPÍTULO I. ANTECEDENTES 
Introducción 
 En este capítulo, se presenta la argumentación necesaria para el desarrollo del trabajo 
de titulación. Se inicia con la descripción del problema que esta investigación debe solucionar. 
A continuación, se define objetivos generales y específicos. De la misma forma, se presenta el 
alcance y la justificación donde se expone la importancia de la realización de este trabajo. 
1.1. Problema 
 El diseño de sistemas embebidos y los problemas de optimización juegan un papel muy 
importante, y con frecuencia impactan significativamente en su rendimiento, ya que han sido 
ampliamente utilizados en numerosos campos, tales como en sistemas de control en la 
industria, recolección de información, electrodomésticos, equipos de comunicación, 
instrumentos médicos e instrumentos de inteligencia (Hongxing & Tianmiao, 2006). Por esta 
razón, los diseñadores de sistemas embebidos deben prestar especial atención en la creación de 
software óptimo para estos dispositivos (Park, Lee, & Lee, 2013). 
 Los sistemas embebidos se ven limitados en el procesamiento de datos cuando se usan 
algoritmos de aprendizaje de máquina robustos. Este es el caso de los algoritmos de 
clasificación supervisada, ocasionando en el sistema alto tiempo de respuesta, debido a que, en 
el procesamiento es en donde se consume la mayor cantidad de recursos (Park, Lee, & Lee, 
2013). 
 Los algoritmos de clasificación supervisada operan usualmente sobre la información 
suministrada por un conjunto de muestras, patrones y conjuntos de datos. Logrando así, un alto 
rendimiento de clasificación al reducir una función a partir de datos de entrenamiento (Feng, 
2012). Estos algoritmos que se están usando en los sistemas embebidos son muy complejos y 
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tienen baja velocidad de operación debido a que en su código fuente se identifican bucles 
críticos y son demasiado extensos, limitando su procesamiento (Park, Lee, & Lee, 2013). Esto 
ocasiona una carga computacional pesada, convirtiendo a las funciones de los sistemas 
embebidos en soluciones no viables, porque la característica principal de estos sistemas es que 
deben ser flexibles y adaptables (Mondkjar, 2002).  
 Por lo tanto, el presente proyecto pretende implementar algoritmos de aprendizaje 
automático en sistemas embebidos de bajos recursos computacionales con criterios de 
optimización de código para simplificar los procesos y el uso de recursos lógicos. Como 
resultado, el sistema embebido se convertirá en un dispositivo flexible, capaz de tomar sus 
propias decisiones. Además, los mencionados algoritmos evaluarán su desempeño bajo 
criterios de: tiempo de procesamiento, tiempo de respuesta, requisitos de memoria y utilización 
de espacio en disco.  
 En la actualidad los algoritmos que se están usando en los sistemas embebidos son muy 
complejos y tienen baja velocidad de operación, ocasionando alto tiempo de respuesta ya que 
en el procesamiento es en donde se consume la mayor cantidad de recursos, tanto de tiempo 
como de potencia (Park, Lee, & Lee, 2013). Esta es la razón por la cual se pretende implementar 
algoritmos de aprendizaje automático en sistemas embebidos de bajos recursos 
computacionales con criterio de optimización de código para simplificar los procesos y 








1.2.1. Objetivo General.  
 Desarrollar algoritmos de clasificación supervisada de bajo coste computacional para 
Sistemas Embebidos orientado a la optimización de recursos lógicos. 
1.2.2. Objetivos Específicos. 
• Elaborar una fundamentación teórica acerca de los algoritmos de clasificación 
supervisada usados en sistemas embebidos. 
• Realizar una comparación de algoritmos de clasificación usados en sistemas embebidos 
para determinar los idóneos a ser desarrollados. 
• Desarrollar los algoritmos de clasificación con criterios de optimización de recursos 
lógicos para ser almacenados en los sistemas embebidos. 
• Realizar las pruebas de rendimiento de los algoritmos de clasificación supervisada 













 El presente proyecto tiene como finalidad el desarrollo de algoritmos de clasificación 
supervisada de bajo coste computacional con criterios de distancias, super planos y 
probabilidad para sistemas embebidos orientados a la optimización de recursos lógicos. 
 El proyecto iniciará con la fundamentación teórica de todo lo que se refiere a algoritmos 
de clasificación supervisada para sistemas embebidos, en el cual se detallará algoritmos de 
clasificación con criterios a base de distancias, super planos y probabilidad. Describiendo su 
funcionamiento y los tipos de datos que utiliza cada uno. 
 Para la comparación de los algoritmos de clasificación supervisada para sistemas 
embebidos, se usará la matriz de confusión y grandes conjuntos de datos obtenidos de los 
repositorios IEEE DataPort y UCI Machine Learning, con lo cual se evaluará el desempeño 
de los algoritmos con respecto a su rendimiento de clasificación. Esto se llevará a cabo a partir 
de un conteo de aciertos y errores, donde se obtendrá métricas de sensibilidad, especificidad, 
precisión, valor de predicción negativa y error de clasificación. Esto se hará con el fin de 
determinar los adecuados, que puedan servir de base para el diseño y desarrollo de los 
algoritmos a ser aplicados en la optimización de recursos para sistemas embebidos.  
 Para el desarrollo de los algoritmos de clasificación supervisada para sistemas 
embebidos, la implementación se la va a realizar en base a los algoritmos que se seleccionó y 
mediante técnicas de optimización de código como optimizaciones que no modifican la 
estructura, simplificaciones algebraicas, optimizaciones en bucles. Todo esto se lo realizará 
utilizando criterios de optimización de recursos lógicos en tiempo de procesamiento, tiempo 
de respuesta, requisitos de memoria y utilización de espacio en disco. La implementación se la 
va a realizar en lenguaje de programación C++. Posteriormente se creará una librería con los 
algoritmos de clasificación supervisada desarrollados para sistemas embebidos.  
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 Finalmente, una vez terminado con el desarrollo de los algoritmos de optimización para 
sistemas embebidos se realizará las pruebas de rendimiento usando la notación Big O, la cual 
bajo métricas cuantitativas de equilibrio entre tiempo de procesamiento, memoria utilizada y 
rendimiento del sistema determinará el porcentaje de optimización.  
1.4. Justificación 
 En la actualidad con el desarrollo de la tecnología y evolución de los sistemas 
embebidos se han generado gran cantidad de datos listos para ser recolectados, procesados y 
almacenados con diversos fines tecnológicos (Becker, Mcmullen, & King, 2015). 
 El Plan Nacional de Desarrollo 2017-2021, manifiesta en uno de sus objetivos, que el 
país debe gestionar sus recursos estratégicos en el marco de una inserción internacional, 
permitiendo la innovación y desarrollo tecnológico con el fin de mejorar la calidad de servicio, 
además, que contribuya también al incremento generalizado del bienestar de sus habitantes 
(Plan Nacional de Desarrollo, 2017). El presente proyecto, pretende implementar algoritmos 
de aprendizaje automático en sistemas embebidos de bajos recursos computacionales con 
criterio de optimización de código para simplificar los procesos y recursos del sistema. Como 
resultado, el sistema se convertirá en un dispositivo flexible, capaz de tomar sus propias 
decisiones ya que un algoritmo de clasificación supervisada va mejorando a medida que 
clasifica varios tipos de datos. Con esto, se mejorará el desarrollo de aplicaciones en Sistemas 
Embebidos, ya que en la actualidad no existen algoritmos de aprendizaje automático enfocados 
a redes de sensores (Fouad, Hafez, & Farouk, 2016). 
 Con lo expuesto anteriormente, se ve la necesidad del desarrollo de algoritmos de 
clasificación supervisada con criterios de optimización de recursos enfocados a sistemas 
embebidos, ya que se vuelve una necesidad latente. Ya que estos deben adaptarse a los sistemas 
inteligentes actuales y poder superar los desafíos de análisis y clasificación de datos. 
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 Además, aporta al cumplimiento de la misión universitaria, la cual busca una 
generación que fomente y ejecute procesos de investigación, de transferencia de saberes, de 




















CAPÍTULO II. REVISIÓN BIBLIOGRÁFICA 
 En este apartado se establecerán conceptos relacionados al aprendizaje automático, desde 
conceptos generales como sistemas embebidos, fundamentos de programación, algoritmos de 
clasificación y métodos de validación. 
2.1. Sistemas embebidos 
 Los sistemas embebidos (SE), son circuitos electrónicos capaces de realizar 
operaciones de computación en tiempo real, cuyo objetivo es cumplir ciertas tareas específicas, 
como medir la temperatura y procesamiento de información (Salas Arriarán, 2015). Al 
contrario de lo que ocurre con los ordenadores de propósito general que están diseñados para 
cubrir un amplio rango de necesidades, los sistemas embebidos fueron diseñados para cubrir 
necesidades específicas (Lifelong Learning, 2011). 
 Lifelong (2011), indica que “las principales características de un sistema embebido son 
el bajo costo y bajo consumo de potencia. Además, estos sistemas emplean procesadores muy 
básicos, relativamente lentos y memorias pequeñas que minimizan los costos”. En la Figura 1, 
se puede observar los elementos básicos de un sistema embebido (SE), el cual posee una 
arquitectura semejante a la de un PC; es decir, está compuesto por una unidad de procesamiento 
CPU, memorias ROM, RAM, sistemas de control e interfaces de entrada/salida. 
 
Figura 1 Arquitectura de un sistema embebido de configuración mínima 
Fuente: (Lifelong Learning, 2011) 
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 Estos sistemas, se encuentran garantizados por la ciencia del software, ya que su 
capacidad se basa en la complejidad del programa al ejecutarse y el tiempo de procesamiento 
del mismo (Yamane, 2017). Por tanto, su característica principal es que debe tener un acceso 
de lectura y escritura lo más rápido posible; para que el microprocesador no pierda tiempo en 
tareas que no son específicamente de cálculo; ya que en la memoria es en donde se almacena 
el código de los programas que el sistema puede ejecutar, dependiendo de la aplicación a la 
que este orientado.  (Lifelong Learning, 2011). 
 
2.1.1. Aplicaciones. 
 Los SE en la última década, han formado parte de casi todos los sectores en rápido 
desarrollo (A. Sharma, 2013), por ende, Sandoval (2019) afirma que “estos sistemas se diseñan 
para trabajar en ambientes hostiles como la intemperie, procesos con presencia de agentes 
corrosivos, presiones variables o temperaturas extremas” (p. 1). En la Tabla 1, se lista las 
aplicaciones más importantes que tienen los sistemas embebidos, desde el punto de vista de 
varios autores. 
Tabla 1. Aplicaciones de los SE 
Aplicaciones de los sistemas embebidos  Autor 
Los sectores de aplicación de los SE más importantes 
son: automovilístico, aeronáutico, transporte y 
comunicaciones móviles. 
 (A. Sharma, 2013) 
Los teléfonos inteligentes están equipados con muchos 
sensores y controladores, los cuales pueden conectarse 
a los sistemas del vehículo. Esto permite crear varias 
 (Alsibai, 2015) 
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aplicaciones de monitoreo integral para el correcto 
desempeño de todos los dispositivos. 
Estos sistemas, tienen numerosas aplicaciones en 
ciencias básicas, clínicas, visuales y biomédicas. 
 (Yan & Nirenberg, 2017) 
Los SE encuentran un amplio uso en aplicaciones de 
sistemas de control de motores de automóviles, 
dispositivos biomédicos y electrodomésticos. 
 (Jayanth, 2018) 
Estos sistemas inteligentes, tienen numerosas 
aplicaciones en el sistema de atención médica, las 
cuales proporcionan soluciones para el paciente y los 
profesionales de la salud. 
 (Thakkar, 2018) 
Fuente: Autoría 
 Una vez expuesto el punto de vista de varios autores acerca de las aplicaciones de SE y 
en base a las más nombradas y relevantes de acuerdo con su impacto, se considera que los 
sectores de estudio son: medicina, sistemas móviles, sector automotriz y transporte. 
 Una de las aplicaciones de los SE que tiene más impacto está basada en la adquisición 
de datos orientados a la medicina; donde estos sistemas proporcionan numerosas soluciones 
para el paciente y los profesionales de la salud (Thakkar, 2018). Ya que los usuarios, pueden 
seleccionar diferentes funciones y aplicaciones según sus propias necesidades; como el 
monitoreo de la frecuencia cardiaca, sensores de presión de la sangre y glucómetros (Ya-lin 
Miao et al., 2006). Permitiendo así, que el equipo médico sea más eficiente al monitorear en 




 En cuanto a la industria de las telecomunicaciones, esta utiliza numerosos SE como 
conmutadores telefónicos para la red de teléfonos móviles, ayudando a garantizar redes de alta 
velocidad al incorporar rápidamente conexiones Ethernet en aplicaciones embebidas 
avanzadas (A. Sharma, 2013). Además, estos sistemas  son necesarios para el desarrollo de 
aplicaciones para diferentes tecnologías móviles como 3G, 4G / LTE, ZigBee y Z-wave 
(Nuratch, 2018), siendo todo esto posible gracias a la nueva generación de sistemas embebidos 
de bajo costo computacional y con un alto nivel de capacidad de cálculo (Selmani, 2018). 
 En la Figura 2, se presenta un ejemplo de arquitectura de un sistema Zigbee, el cual 
consta de tres nodos que utilizan un SE cada uno para la comunicación; también consta de una 
estación de control y un dispositivo móvil para la recepción de notificaciones sobre el estado y 
monitoreo de la red. 
 
Figura 2. Arquitectura de un sistema Zigbee que utiliza un SE en cada nodo para la comunicación. 
Fuente: (Lutful et al., 2019) 
 Por otra parte, en relación con el sector automotriz y de transporte, el mundo se mueve 
hacia nuevos enfoques innovadores para hacer la vida humana mucho más simple y fácil, esto 
se logra al automatizar cada tarea para proporcionar un mejor servicio vehicular a los 
consumidores (Lutful, 2019), sumado a esto, en la última década el monitoreo de vehículos ha 
ayudado con el análisis para determinar qué tipo de vehículos son los principales 
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contribuyentes de la contaminación y, por lo tanto, para así elaborar estrategias adecuadas para 
abordar tales problemas (Gupta & Rakesh, 2018).  
 La característica principal de este tipo de aplicaciones es su bajo consumo de energía y 
la capacidad de integrar a muchos sensores en cualquier momento; ya que los sistemas 
embebidos empleados como el Raspberry Pi ejecuta los algoritmos de aprendizaje automático 
para luego enviar los resultados y la predicción en vivo de la condición del vehículo al 
conductor mediante aplicaciones móviles (Srinivasan, 2018). 
2.1.2. Clasificación de sistemas embebidos. 
  Agarwal (2015), plantea que “los sistemas embebidos se clasifican en independientes, 
sistemas que operan en tiempo real, sistemas de red y móviles; los cuales tienen un 
microprocesador a pequeña escala, mediana escala y sofisticado”. Dividiendo en 2 categorías a 
los SE, basados en su rendimiento y en su microprocesador, las cuales se observa en la Figura 
3. 
 
Figura 3. Tipos de sistemas embebidos 




2.1.3. Sistemas embebidos basados en el rendimiento. 
 De acuerdo con Baek & Lee (2007), “el rendimiento de los sistemas embebidos se basa 
en sus límites físicos, ya que de estos depende su potencia al momento de procesar información 
y esta varía de acuerdo con sus compontes o técnicas de procesamiento”. Por ejemplo, los 
sistemas embebidos independientes no requieren un sistema host como una computadora, ya 
que funcionan por sí mismos. (Agarwal, 2015). Donde, su función principal es lograr un tiempo 
de operación sin errores, sin la necesidad de un nodo trabajando en segundo plano (Kohnh & 
Katzenbeisser, 2019).  
 Este tipo de SE normalmente se usan en sistemas operativos robóticos, los cuales se 
basan en la transferencia de datos (Alberri, 2018). En la Figura 4, se muestra el proceso de 
transferencia de datos en un sistema operativo robótico el cual está formado por una red de 
sistemas embebidos a los cuales están conectados un sensor ultrasónico, infrarrojo, un motor 
DC y un codificador; los cuales proporcionan información sobre el entorno y la envían a un 
servidor mediante una conexión inalámbrica. 
 
Figura 4. Diagrama de bloques que describe a los SE independientes utilizados en una comunicación de un 
sistema operativo robótico. 
Fuente: (Alberri, 2018) 
   Por otra parte, con la aparición de nuevos dispositivos médicos portátiles y no 
intrusivos, se generó un desafío importante es el análisis de datos en tiempo real, por lo que 
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estos sistemas juegan un papel muy importante al momento de salvar una vida (Surrel, 2015). 
Un sistema embebido en tiempo real se define como un sistema que siguen los plazos de tiempo 
para completar una tarea. La característica principal de estos SE, es la de maximizar el número 
de tareas en un tiempo reducido (Lin, 2016).  En la Figura 5, se presenta el esquema de un 
sistema médico de monitoreo y adquisición de datos; el cual consta de sensores y actuadores 
conectados a un sistema embebido de tiempo real, donde toda la información recolectada es 
subida a un servidor y a una página en la red; la cual maneja protocolos de Transferencia de 
Hipertexto (HTTP), protocolos de Transporte de Mensajes Cliente/Servidor (MQTT) y 
protocolos de seguridad en Servicios Web (WS). 
 
 
Figura 5. Esquema de un SE que opera datos en tiempo real para la adquisición de datos 
Fuente: (Nuratch, 2018) 
 Por otra parte, los SE en red se relacionan con las redes LAN, WAN o redes de acceso, 
y la conexión puede ser cableada o inalámbrica. Ya que el diseño de este tipo de tecnologías 
de comunicación depende de la capacidad y rendimiento de estos sistemas  (Sakurai, 2015). 
Por esto, la flexibilidad y el bajo precio, les ha permitido convertirse en la mejor solución a 
problemas de conectividad en el ámbito de las Telecomunicaciones (Saguil & Azim, 2020). 
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 De modo que, de acuerdo con Pašalić (2017), “la utilización de teléfonos móviles con 
SE integrados con plataformas de servidores virtualizados son la solución al intercambio de 
datos a gran escala en el sector de la telefonía móvil”. Estos son sistemas inteligentes que se 
utilizan como terminal de monitoreo, cuya principal función es recibir y mostrar datos a través 
del análisis preliminar y la verificación de información (Zai-ying & Liu, 2015). 
2.1.4. Sistemas embebidos basados en el microprocesador. 
            El microprocesador de un SE es de vital importancia, ya que de esto depende el 
procesamiento y tiempo de ejecución de los procesos designados que debe realizar (Luyan, 
2013), ofreciendo un gran nivel de flexibilidad y escalabilidad del diseño (Patel & Rajawat, 
2014).  Agarwal (2015), plantea que “los sistemas embebidos basados en el rendimiento se 
clasifican en sistemas a pequeña escala, mediana escala y sofisticados”. 
 Los sistemas embebidos a pequeña escala están diseñados con un solo 
microcontrolador; que incluso puede ser activado por una batería. Estos también son usados en 
aplicaciones de reconocimiento facial capaz de realizar clasificaciones de edad y género en 
imágenes faciales (Wang, 2020). Mientras, que los SE de mediana escala se construyen 
principalmente con el objetivo de priorizar la seguridad en sistemas de comunicación, usando 
solo un microcontrolador de 16 o 32 bytes (Profentzas, 2019). Además, como lo hace notar 
Upadhyay & Dhapola (2015),  estos “tipos de sistemas integrados tienen complejidades de 
hardware y software”. 
 En cuanto a los sistemas embebidos sofisticados Agarwal (2015), menciona que “estos 
tienen enormes complejidades de implementación en el hardware y software, ya que pueden 
necesitar procesadores escalables o configurables”. Además, una de sus aplicaciones más 
importantes  son las plantas fotovoltaicas, ya que estos sistemas generan grandes beneficios en 
la monitorización y gestión de la capacidad térmica y de voltaje de las plantas (Tabari, 2015). 
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2.2. Arduino y Raspberry 
 Arduino es un sistema integrado que está diseñado para controlar una variedad de 
funciones ya sea de monitoreo o control. Este es un SE de hardware abierto en el cual el 
programa se implementa mediante un entorno propio de programación que utiliza el lenguaje 
de programación C++, donde su ejecución se divide en dos partes: configuración y 
compilación  (Voudoukis, 2019). Los sistemas embebidos arduino están diseñados para 
adaptarse a tecnologías de ingeniería e informática por su fácil manejo (Fiore, 2020). En la 
Figura 6, se observa el aspecto de una placa arduino, la cual consta de pines de entrada, salida, 
comunicación, puertos USB y un puerto serial. 
 
Figura 6. Sistema embebido Arduino 
Fuente: (Arduino, 2020) 
 Estos SE tienen un hardware limitado y en algunos casos su memoria no soporta el 
tamaño de los datos o del programa a compilar, la cual varía dependiendo del  tipo de memoria 
que se utilice, ya que las placas arduino tienen diferentes tipos de memoria, acorde a su versión 
(García, 2014). En la Tabla 2, se presenta los tipos de memoria flash, RAM, EEPROM que tiene 




Tabla 2. Tipos de memoria de un arduino 
Tipo de 
memoria 
Descripción Rangos Disponibles 




Flash Esta memoria almacena el 
código del programa. 
16KB 32KB 32 KB 256 KB 
RAM Esta memoria es volátil y 
almacena los datos del 
programa 
1KB 2KB 2KB 8KB 
EEPROM 
Esta memoria es usada para 
guardar configuraciones o 
datos importantes. 
512 B 1KB 1KB 4KB 
Fuente: (García, 2014), (Arduino, 2020) 
 En cuanto al Raspberry, este es un sistema embebido que tiene una gran potencia de 
cálculo, tomando en cuenta su pequeño tamaño y fácil configuración (Halfacree, 2018). Se la 
considera como una computadora portátil, de bajo poder, potente y muy barata de adquirir. Al 
igual que, el arduino también es un SE de código abierto, proporcionando un mejor desarrollo 
de código, menos líneas y provee de una función de gestión de memoria automática (Nayyar 
& Puri, 2015). En la Figura 7, se muestra el aspecto de una placa Raspberry, la cual consta de 
puertos USB, ethernet y un microprocesador de 1,4 GHz; siendo esta, más potente que las 




Figura 7. Sistema embebido Raspberry 
Fuente: (Halfacree, 2018) 
2.3. Fundamentos de Programación 
 Joyanes (2013) plantea, que “la programación es un proceso de resolución de problemas 
y para que un procesador realice una tarea se le debe suministrar el algoritmo adecuado” (p. 
25). Por lo que el proceso de programación de un sistema embebido requiere inicialmente de 
un computador, en el cual se ejecuta una herramienta de software denominada IDE (Entorno 
de Desarrollo Integrado). Este es un conjunto de instrucciones de programa diseñadas para 
controlar  y coordinar los componentes de hardware de un computador y controlar las 
operaciones de un sistema informático, donde la eficiencia de este sistema depende del uso del 
lenguaje de programación correcto (Joyanes, 2013). 
 Por tanto, la evolución de los lenguajes de programación ha ido paralela a la idea de 
modelos de programación (Mcguire, 2009). En realidad, un modelo de programación se escribe 
en un formato específico, denominado lenguajes de programación (Joyanes, 2013). En la Tabla 
3, se presenta una descripción de los tipos de lenguajes de programación. 
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El lenguaje imperativo representa el método 
tradicional de programación. Este es un 
conjunto de instrucciones que se ejecutan una 




Los lenguajes declarativos describen el 
problema en lugar de encontrar una solución 
algorítmica; es decir, un lenguaje declarativo 
utiliza el principio del razonamiento lógico para 





El lenguaje de programación orientado a objetos 
se basa en el diseño y construcción de objetos 
que se componen a su vez de datos y 
operaciones. Este lenguaje de programación en 
primer lugar identifica los objetos del problema 
y a continuación los datos y operaciones que 





 En este sentido, una vez presentado el resumen de los tipos de lenguaje de 
programación, se considera que el “lenguaje orientado a objetos” es el indicado a analizar con 
mejor detalle en el presente trabajo ya que, como lo hace notar Joyanes (2013), es “el lenguaje 
29 
 
de programación dominante y ha sustituido a los lenguajes de programación estructurada” (p. 
31). Los lenguajes de programación orientado a objetos que más se usan en sistemas embebidos 
son C++, Python y R (Okoi, 2019). En la Tabla 4, se lista las características de los lenguajes 
de programación mencionados anteriormente. 




C++ - C++ es un lenguaje de programación híbrido que 
contiene la funcionalidad del lenguaje de 
programación C. Su programación es modular. 
- Su lenguaje de programación es flexible y 
manejable. 
- Tiene un amplio catálogo de librerías 
- Su programación es usada en SE como arduino. 
(Peter Kinz, 2017) 
Python - La sintaxis de Python es sencilla, similar a la de un 
pseudocódigo. 
- Tiene un amplio catálogo de librerías estándar, 
cuenta con decenas de módulos básicos de 
programador. 









- Su extensibilidad, es una de las características más 
importantes, esto permite la reutilización de código 
escrito en los lenguajes C y C++.  
R - La capacidad gráfica de R es muy sofisticada. 
- Es un software libre, no necesita de licencias para 
su uso. 
- La librería de R, consta de una gran cantidad de 
paquetes de programación básicos e interactivos. 
- Debido a su estructura, consume muchos recursos 
de memoria al momento de procesar. 




 Las características presentadas en la Tabla 4, indican que Python es un lenguaje de 
programación eficaz que cuenta con estructuras de datos eficientes de alto nivel enfocadas a la 
programación orientada a objetos, disponiendo de un extenso repositorio de librerías libres de 
terceros, programas, herramientas y material extra (Bahit, 2018). Por lo tanto, Python es el 
lenguaje de programación más eficiente para la programación de Algoritmos de Clasificación 
Supervisada. 
2.3.1. Variables y datos. 
 Un programa típico utiliza varios valores que cambian durante su ejecución. Esto quiere 
decir que cuando se crea un programa y un usuario introduce valores en la entrada, estos pueden 
cambiar a lo largo de la ejecución del programa. A estos valores que cambian se los denomina 
variables (Nakov, 2013). En cambio, los tipos de datos son conjuntos de valores que tienen 
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características similares y su valor en bytes va desde 0 a 255; estos pueden ser datos números 
o tipo cadena (Peter Kinz, 2017).  
 Una cadena (string) de caracteres es una sucesión de caracteres que se encuentran 
delimitados por una comilla o dobles comillas, según el tipo de lenguaje de programación 
pueden estar formados de una o varias palabras (Krishnamurthi, 2017). En cuanto a los datos 
numéricos, estos pueden representarse como tipo numérico entero o tipo numérico real (Peter 
Kinz, 2017). En la Tabla 5, se presenta los tipos de datos numéricos más usados. 
Tabla 5. Tipos de datos numéricos 
Tipo numérico Tamaño 
Entero  El tamaño de los números enteros se puede 
representar en 8, 16, 32 bits y 64 bits. 
Real (Float) Los tipos de datos reales se representan en coma o 
punto flotante y suelen requerir 4, 8, 10 y 12 bytes,  
Fuente: (Peter Kinz, 2017) 
 
2.3.2. Vectores y matrices.  
 De acuerdo con la definición de Joyanes (2013), los “vectores se denominan arrays 
unidimensionales y en ellos cada elemento se define por un índice o subíndice. Estos vectores 
son elementos de datos escritos de forma secuencial” (p. 262). El almacenamiento de datos en 
un vector se lo realiza en celdas o posiciones secuenciales. En la Figura 8, se muestra el 




Figura 8. Vector de dimensiones 1x3 (1 fila y 3 columnas) 
Fuente:(Joyanes, 2013) 
 Por el contrario, según (Joyanes, 2013), “una matriz se la puede considerar como un 
vector de vectores, es por consiguiente, un conjunto de elementos, todos del mismo tipo, en el 
cual el orden de los componentes es significativo” (p. 271). Ya que debido a que la memoria 
de un computador es lineal, una matriz debe estar linealizada para su disposición en el 
almacenamiento  (Peter Kinz, 2017). El almacenamiento de las matrices en memoria se da de 
dos formas: orden de fila mayor y orden de columna mayor (Joyanes, 2013). En la Figura 9 y 
Figura 10, se presentan las dos formas de almacenamiento en una matriz; por filas y columnas. 
 
Figura 9. Orden de fila mayor 
Fuente: (Joyanes, 2013) 
 
Figura 10. Orden de columna mayor 




2.4. Aprendizaje automático 
 El aprendizaje automático, se ha convertido en un componente clave de las soluciones 
de digitalización de la información, por su alta eficiencia y capacidad para la recolección de 
datos (Ray, 2019). Aprendizaje automático también es la capacidad de las máquinas para 
aprender; en donde se construye un sistema utilizando ciertos algoritmos, mediante los cuales 
el sistema puede tomar sus propias decisiones y proporcionar resultados inmediatos 
(Somvanshi, 2017). 
  Ahora bien; el aprendizaje automático visto desde el punto de vista de la clasificación, 
ayuda a la interconexión de diferentes dispositivos a través de internet, asegurando así el 
desarrollo generalizado de la inteligencia de los dispositivos y aplicaciones (K. Sharma & 
Nandal, 2019). Por otro lado, el aprendizaje supervisado es una técnica de construcción de 
modelos predictivos mediante la deducción de funciones a partir de datos de entrenamiento 
(Zhou, 2017). En este tipo de aprendizaje los algoritmos reciben los datos y estos son 
estudiados y analizados por el sistema; donde la categorización se realiza para que el algoritmo 
se pueda diferenciar correctamente entre los grandes conjuntos de datos (Somvanshi, 2017).  
 Por tanto, los algoritmos de clasificación supervisada operan usualmente sobre la 
información suministrada por un conjunto de datos de entrenamiento, donde estos datos se 
etiquetan con la clase o relación que representan basados en sus atributos (Fuentes Gómez, 
2013). Para después ser analizados y estudiados logrando así un alto rendimiento de 
clasificación al producir una función que pueda ser utilizada para mapear nuevos datos 
(Somvanshi, 2017),  
  Los algoritmos se construyen mediante funciones; en donde las funciones son utilizadas 
para descomponer grandes problemas en tareas simples y para implementar operaciones que 
son comúnmente utilizadas durante un programa, para de esta manera reducir la cantidad de 
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código implementado (Velásquez, 2010). Los métodos más eficaces para el diseño de 
algoritmos se basan en el análisis del proceso de programación y en la etapa de diseño (Joyanes, 
2013). El proceso de creación de algoritmos se muestra en la Figura 11, donde el proceso inicia 
en la programación del módulo, siguiendo con el entrenamiento del módulo para después 
comprobar sus funciones y depurar los errores encontrados. 
 
Figura 11. Diagrama de flujo de proceso de creación de un algoritmo. 
Fuente: (Joyanes, 2013) 
2.4.1. Algoritmos de clasificación a base de distancias. 
 Los métodos de clasificación a base de distancias utilizan una métrica que ayuda a la 
comparación de distancias entre los distintos objetos. Estas distancias se calculan en función 
de las diferentes clases;  mientras estas sean más cercanas, las muestras tomadas pertenecerán 
a la misma clase (Araujo, 2006). El algoritmo k vecinos más cercano o “k-Nearest Neighbours” 
(k-NN), es uno de los métodos no paramétricos más críticos utilizados en la recuperación de 
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datos y tareas de similitud. (Lukač & Žalik, 2015). Este algoritmo requiere el cálculo de la 
distancia más corta entre los datos de entrenamiento y el dato a clasificar, para así identificar a 
que clase pertenece (Yigit, 2013). En la Figura 12, se presenta un ejemplo de clasificación del 
algoritmo k-NN, donde se observa las clases más cercanas al dato “Candidato”, y así 
determinar a qué clase pertenece, dando como resultado que este pertenece a la clase de las 
estrellas. 
 
Figura 12. Ejemplo de k-NN 
Fuente: (Lukač & Žalik, 2015) 
 
 Para la obtención de los k vecinos más cercanos, se calcula la distancia entre el dato a 
clasificar (candidato)  x = (x1, … . . xm) y todos los datos guardados  xi = (xi1, … . . xim). 
De acuerdo con (Benítez, 2013), la distancia euclidiana utilizada viene dada por la Ec.1. 
  
𝒅𝒆(𝒙, 𝒙𝒊) = √∑ (𝒙𝒋 − 𝒙𝒊𝒋)
𝟐𝒏





2.4.2. Algoritmos de clasificación a base de probabilidad. 
 Los algoritmos de clasificación a base de probabilidad modelan un fenómeno mediante 
un conjunto de variables y las relaciones de dependencia entre ellas. Donde, a un objeto descrito 
por un conjunto de atributos se le asigna una de las clases posibles, donde la probabilidad de 
que la clase sea la correcta, se maximiza (Sucar, 2008). Así pues, el clasificador bayesiano 
parte del principio de probabilidad condicionada para estimar probabilidades de clasificación 
(Herrero, 2015), utilizando técnicas de minería de datos y aprendizaje automático. (Jahromi & 
Taheri, 2018). Este tipo de algoritmos de clasificación resuelve el problema de decisión 
utilizando una distribución probabilística (Mapayi & Tapamo, 2018). La Figura 13, muestra un 
ejemplo de una red bayesiana donde se representa la relación probabilística entre enfermedades 
y síntomas, donde dados los síntomas la red puede ser usada para predecir la presencia de 
alguna enfermedad. 
 
Figura 13. Ejemplo de una red bayesiana (Los nodos representan variables aleatorias y los arcos las relaciones 
de dependencia). 
Fuente: (Araujo, 2006) 
 Este tipo de algoritmo clasifica nuevos datos x=(x1,..xm) asignándole la clase k que 
maximiza la probabilidad condicional de la clase, dada la secuencia observada de atributos del 
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ejemplo. Como expresa (Benítez, 2013), en la Ec.2 los atributos P(k) y P(xi|k) se estiman a 
partir del conjunto de entrenamiento, utilizando las frecuencias relativas. 
𝒂𝒓𝒈𝒎𝒂𝒙 𝑷(𝒌|𝒙𝟏, … . . 𝒙𝒎) = 𝒂𝒓𝒈𝒎𝒂𝒙 
𝑷(𝒌|𝒙𝟏, … . . 𝒙𝒎)𝑷(𝒌)
𝑷(𝒌|𝒙𝟏, … . . 𝒙𝒎)
 ≈ 𝒂𝒓𝒈𝒎𝒂𝒙 𝑷(𝒌)            Ec.2 
2.4.3. Algoritmos de clasificación a base de superplanos. 
 De acuerdo con Bohra & Palivela (2016), “los algoritmos de clasificación a base de 
superplanos son utilizados para analizar patrones y clasificar conjuntos de datos, construyendo 
un hiperplano que pueda separar las diferentes clases de los datos de entrenamiento”. Para 
conseguir esto, es necesario contar con alguna función de kernel que transforme los datos de 
entrada, para posteriormente clasificarlos a partir de esas transformaciones (Araujo, 2006). Las 
máquinas de vectores de soporte o “Support Vector Machines” (SVM), son algoritmos de 
aprendizaje supervisado que pueden ser utilizados para analizar patrones y clasificar datos. La 
idea principal de como clasifica es construir un hiperplano que puede separar fácilmente los 
datos de entrenamiento dependiendo de la clase a la que pertenece (Bohra & Palivela, 2016). 
En la Figura 14, se presenta un ejemplo de hiperplano de separación con dos clases. 
 
Figura 14. Hiperplano de separación con dos clases 




 Citando a Mathai (2019), “el desempeño y alcance de un algoritmo debe ser validado 
para verificar su nivel predictivo y si su utilización es factible o no”. La estimación del 
porcentaje de acierto de un algoritmo clasificador sirve para medir la capacidad de predicción 
sobre nuevos datos que lleguen en un futuro para que los pueda clasificar. La validación se 
realiza en los parámetros de exactitud, precisión y error (Araujo, 2006). 
 Un método de validación es la matriz de confusión, la cual es una tabla que muestra la 
relación entre los valores observados y los pronosticados en un problema de clasificación 
(Ruuska, 2018). Una matriz de confusión nos permite ver, mediante una tabla de contingencia 
la distribución de los errores cometidos por un clasificador en el proceso de predicción de 
nuevos datos (Araujo, 2006).  Para el proceso de clasificación se necesita una validación para 
cualquier distribución de datos, y la matriz de confusión realiza una evaluación rigurosa de 
validez y error (Ruuska, 2018). 
 La validación cruzada, también es uno de los métodos de muestreo de datos que se 
utiliza para estimar el verdadero error de predicción de los modelos y así, poder ajustar los 
parámetros de clasificación (Berrar, 2018). Este método estima la precisión de predicción 
puntual fuera de la muestra a partir de un modelo probabilístico ajustado (Vehtari, 2017), 
basándose en la partición de la muestra en k subconjuntos del mismo tamaño y repitiendo el 
proceso de clasificación el mismo número de veces k de la partición, permitiendo así reducir el 
porcentaje de error de predicción de la muestra (Araujo, 2006). 
 Otro método de validación, son las curvas ROC, denominadas “Receiver Operating 
Characteristic Curve”, son una herramienta estadística que se utiliza para analizar la capacidad 
discriminante de una prueba al momento de clasificar (Cerda Lorca & Cifuentes, 2012). Es 
decir, una prueba, donde cuyo objetivo es clasificar a los individuos de una población basado 
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en diferentes clases. La curva que se grafica es el resultado de las medidas de sensibilidad y 
especificidad para cada valor umbral de las pruebas (Benavides, 2017). En la Figura 15, se 
observa un ejemplo de dos curvas ROC, trazadas mediante un método paramétrico y no 
paramétrico. 
 
Figura 15. Ejemplo de curva ROC 
Fuente: (Benavides, 2017) 
 El método paramétrico se enfoca en la distribución de la variable de decisión de la 
prueba (Kumar & Indrayan, 2011). Estos métodos tienen una gran capacidad discriminante 
permitiendo que las gráficas de las distribuciones no se solapen. Ya que, si estuviesen muy 
solapadas o, directamente fuesen iguales, la capacidad discriminante prácticamente sería nula 
(Benavides, 2017). Mientras, que los métodos no paramétricos para la construcción de la curva 
ROC, no hacen suposición alguna sobre la distribución de los resultados de la prueba en ambos 
grupos. Debido a esta característica este método tiene la propiedad de robustez, haciendo que 
la validación no sea exacta (Benavides, 2017). 
 Finalmente, con la implementación de las curvas ROC también se puede determinar el 
área bajo la curva, denominada AUC (Area Under the Curve),  la cual se utiliza para evaluar 
el rendimiento del algoritmo de clasificación (Khan & Ali Rana, 2019). Midiendo la 
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probabilidad de clasificar correctamente un conjunto de datos pertenecientes a diversas clases, 
en donde, mientras el área sea mayor, el modelo tiene mejor porcentaje de clasificación (Khalid 
& Abrar, 2013). De acuerdo con (Khan & Ali Rana, 2019), el cálculo del área bajo la curva 




) ∗ 𝒂𝒍𝒕𝒖𝒓𝒂            Ec.3 
2.6. Optimización de código 
 Como expresa Carrasco (2018.), “las técnicas de optimización de código mejoran el 
programa permitiendo que tengan un rendimiento mayor en tiempo de ejecución y espacio de 
memoria utilizado. Donde, las modificaciones que se realizan no deben cambiar el 
comportamiento u objetivo del código original”. Como, por ejemplo, en la optimización de 
cadenas de caracteres, estas cadenas deben ser almacenadas en la memoria Flash y no en la 
memoria RAM; ya que al momento de mostrar mensajes en la ejecución del programa, se puede 
ocasionar consumo innecesario de la memoria RAM. (García, 2014). En la Figura 16, se 
muestra la manera optimizada de consumo de memoria utilizando la función F. 
 
Figura 16. Función F en Arduino 
Fuente: (García, 2014)  
 La optimización de bucles también es necesaria, ya que habitualmente un programa 
pasa la mayor parte del tiempo en la ejecución repetitiva de una parte pequeña del código. El 
objetivo principal de estas técnicas es disminuir estos bucles y mejorar el tiempo de ejecución 
del programa. El siguiente punto es la detección de código muerto, ya que este es el código que 
nunca se utilizará y que está ralentizando la memoria del sistema donde se está corriendo el 
programa (Carrasco, 2018); Como plantea Alabwaini (2018), “el objetivo principal es eliminar 
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expresiones redundantes porque estas declaraciones inútiles afectan negativamente a la calidad 
del código”. El enfoque principal para el reconocimiento de código muerto consiste en un 
procedimiento iterativo manual, mediante el soporte de estructuras de control denominadas 
pseudocódigos, las cuales permiten identificar que clases pueden ser eliminadas por completo 



















CAPÍTULO III. DISEÑO 
 En este capítulo, se llevará a cabo la revisión y el análisis de las bases de datos con las 
cuales se van a trabajar, en donde se evaluará el desempeño de los algoritmos k-NN, SVM y 
Clasificador Bayesiano presentados en el capítulo anterior. Para así tener una mejor idea de 
cómo están clasificando, a partir de un conteo de aciertos y errores, 
3.1. Adquisición de bases de datos 
 Para el análisis de los Algoritmos de Clasificación Supervisada se hace el uso de cinco 
bases de datos, pertenecientes al muestreo realizado por SE, las cuales están aplicadas a 
diferentes áreas. Las bases de datos fueron seleccionadas del repositorio IEEE DataPort. En la 
Tabla 6, se muestra el nombre y la descripción de cada una de las bases de datos. 
Tabla 6. Bases de datos 
Nombre Descripción Autor 
BDD1 
Conjunto de datos obtenidos para la detección del 
tipo de pisada. 
(Fuentes, 2019) 
BDD2 
Conjunto de datos de posición corporal obtenidos con 




Conjunto de datos obtenidos del ambiente de un 
cultivo de rosas de invernadero. 
(Champutiz, 2019) 
BDD4 
Conjunto de datos obtenidos mediante sensores y 
actuadores de posición de presión colocados en una 
silla de ruedas, para la detección de posibles 





Conjunto de datos obtenidos mediante sensores para 




3.1.1. BDD1: Conjunto de datos del tipo de pisada. 
 Estos datos fueron obtenidos mediante sensores de presión que se encuentran colocados 
en tres zonas de cada pie. Los valores de cada sensor fueron leídos por las entradas analógicas 
de un arduino mega 2560 (Fuentes, 2019). En la Figura 17, se observa la ubicación de los 
sensores de presión para el pie izquierdo y pie derecho, los cuales están representados por 
círculos negros. 
 
Figura 17. Diseño y ubicación de los sensores de presión 
Fuente: (Fuentes, 2019) 
3.1.2. BDD2: Conjunto de datos de posición corporal con un acelerómetro. 
 Este conjunto de datos fue obtenido mediante un sistema electrónico, diseñado para 
conocer la posición del cuerpo humano mediante un acelerómetro de tres ejes para detectar 
cinco posiciones comunes: decúbito ventral, decúbito lateral derecho, decúbito lateral 
izquierdo, decúbito supino y sentado. Los datos de este sensor se adquirieron con diez personas 
diferentes (Rosero, 2018a)). En la Figura 18, se observa el diseño del sistema de posición 




Figura 18. Diseño del Sistema de Posición Corporal 
Fuente: (Rosero, 2018a) 
3.1.3. BDD3: Conjunto de datos de un cultivo de rosas de invernadero. 
 La adquisición de datos se la realizó con un robot autónomo que incorpora diferentes 
sensores, con los cuales se recopiló información sobre el cultivo de rosas en invernaderos 
como: humedad del suelo, luz, temperatura y CO2 (Champutiz, 2019). En la Figura 19, se 
observa el diseño y ubicación de los sensores de humedad, luz, temperatura y CO2. 
 
Figura 19. Diseño y ubicación de los sensores para la adquisición de datos de los cultivos de rosas de 
invernadero. 
Fuente: (Champutiz, 2019) 
3.1.4. BDD4: Conjunto de datos de sensores de una silla de ruedas.  
 Los datos fueron obtenidos mediante sensores y actuadores de posición de presión, los 
cuales están representados por círculos rojos grandes y azules en el asiento de la silla de ruedas, 
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respectivamente (Rosero, 2018). En la Figura 20, se observa que los círculos negros muestran 
sensores de ultrasonido en el respaldo, las flechas amarillas muestran el periférico de salida y 
las flechas rojas indican la entrada periférica en el convertidor analógico-digital (Rosero, 
2018). 
 
Figura 20. Diseño del sistema de sensores y actuadores de posición 
Fuente: (Rosero, 2018) 
3.1.5. BDD5: Conjunto de datos para la detección de alcohol en conductores. 
 Para la recopilación de datos, se utilizó un sensor de concentración de alcohol en el 
ambiente, un sensor que mide la temperatura de los puntos definidos en la cara del conductor 
y un sensor que permite identificar y reconocer el grosor de la pupila (Portilla, 2018). En la 
Figura 21, se observa el diseño del sistema de detección de alcohol en conductores. 
 
Figura 21. Diseño del sistema de detección de alcohol en conductores. 
Fuente: (Portilla, 2018) 
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3.2. Pseudocódigos  
 Para la implementación de los Algoritmos de Clasificación Supervisada se hace el 
análisis de sus pseudocódigos. En las Figuras 22-24, se muestra el pseudocódigo del algoritmo 
clasificador k-NN, clasificador Bayesiano y SVM, respectivamente. 
INICIO 
 Como entrada se dispone de: 
  El modelo, conteniendo M casos, uno por cada clase (xi, θi), i = 1, … , M, 
 y un nuevo caso (x, θ) que se desea clasificar 
     
 PARA cada caso del modelo (xi, θi) HACER 
  INICIO  
  Calcular la distancia a x del caso  
  Sea D, dicha distancia 
  FIN 
 Como salida, dar la clase θ, cuya distancia D, es 
 la mínima de entre todas las clases 
FIN 
 
Figura 22.Pseudocódigo del algoritmo k-NN 
Fuente: (Araujo, 2006) 
INICIO 
 Como entrada se dispone de: 
        El modelo y un conjunto de datos de entrenamiento T, donde   
                   𝐹 = (𝑓1, 𝑓2, 𝑓3, . . , 𝑓𝑛), son los valores de las variables predictoras en el  
                   conjunto de datos de prueba 
     
 PARA cada conjunto de datos HACER 
                  INICIO  
                  Leer el conjunto de datos de entrenamiento T 
       Calcular la desviación estándar y media de la variable predictora en cada clase 
       REPETIR 
                       Calcular la probabilidad de 𝑓1 usando la ecuación de densidad de gauss en 
                       cada clase 
                  Hasta que la probabilidad de todas las variables predictoras  (𝑓1, 𝑓2, 𝑓3, . . , 𝑓𝑛), 
                  hayan sido calculadas 
                  CALCULAR la probabilidad para cada clase 
       FIN 
 Como salida, se obtiene F, la cual es la mayor probabilidad 
FIN 
 
Figura 23. Pseudocódigo del algoritmo clasificador Bayesiano 




 Como entrada se dispone de: 
        El modelo y un conjunto de datos T, donde “x” & “y”, son los datos 
                   etiquetados de entrenamiento y vector de soporte α = 0 
 
 PARA cada conjunto de datos HACER 
                  INICIO  
                  Leer el conjunto de datos de entrenamiento T 
                  Calcular valores máximos y mínimos 
       REPETIR 
                       Para todos los valores (𝑥𝑖, 𝑦𝑖),  
                       Optimizar α𝑖 𝑦 α𝑗  
                  Hasta que no se cumplan cambios en α 
       FIN 
 Como salida, se obtiene el vector de soporte (α𝑖 > 0) 
FIN 
 
Figura 24. Pseudocódigo del algoritmo SVM 
Fuente: (Araujo, 2006) 
3.3. Metodología de funcionamiento 
 En la Figura 25, se observa la metodología de funcionamiento para la validación de los 
algoritmos de clasificación. Donde, el proceso inicia cargando cada una de las cinco bases de 
datos las cuales se encuentran en formato “csv", luego se procede a dividir la base de datos en 
datos de entrenamiento y datos de prueba. A continuación, se procede a cargar los datos de 
entrenamiento en los algoritmos de clasificación, para así entrenarlos. Luego usando los 
algoritmos ya entrenados cargamos los datos de prueba para poder obtener basados en las 





Figura 25. Pseudocódigo del algoritmo SVM 
 Fuente: Autoría 
  
3.4. Algoritmo k-NN 
 De acuerdo con Liang (2015), “el algoritmo k-NN se encuentra entre los diez algoritmos 
de clasificación de minería de datos más eficaces y eficientes”, pero la principal limitación del 
algoritmo k-NN es su tiempo de clasificación frente a grandes conjuntos de datos. Pero esto 
puede ser solucionado con una óptima implementación del algoritmo (Pawlovsky & 
Matsuhashi, 2017).  
 La optimización del algoritmo de clasificación k-NN empieza desde la importación de 
librerías, ya que en la opinión de (V. Sharma, 2019), las librerías necesarias para la 
implementación del algoritmo se muestran en la Figura 26, donde las librerías “scipy,spatial”, 
“sklearn” y “sklearn.model_selection”; son de uso innecesario, ya que son librerías utilizadas 
para el uso de etiquetas en metadatos y además contienen otros algoritmos de clasificación que 
no están siendo utilizados. Sin embargo, estas librerías pueden ser reemplazadas por la librería 
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“math” y “random”, ya que solo se necesita la herramienta de raíz cuadrada y números 
randómicos en la implementación del algoritmo.  
 
Figura 26. Importación de librerías algoritmo k-NN 
Fuente: (V. Sharma, 2019) 
 
Como plantea (V. Sharma, 2019), para la división de los datasets en datos de 
entrenamiento y en datos de prueba, se usa la librería “sklearn.model_selection” y 
“train_test_split”; la cuales cumplen con la función de dividir el modelo, pero ralentizan el 
procesamiento de las bases de datos porque ocuparán espacio innecesario en la memoria del 
sistema embebido. Sin embargo, esto puede optimizarse al implementar una clase que 
únicamente se encargue de la división de la base de datos y sustituya a las librerías antes 




Figura 27. División en datos de entrenamiento y datos de prueba 
Fuente: (V. Sharma, 2019) 
 
Finalmente, citando a (V. Sharma, 2019), la clasificación empieza con el llamado de la 
librería “sklearn”, la cual contiene varios algoritmos de clasificación. En este caso solamente 
se usa el algoritmo de vecinos más cercanos k-NN, pero para obtener una mayor rapidez al 
momento de procesar la información se procede a implementar solo la función del cálculo de 
distancias, la cual se aprecia en la Figura 28, con esto se evita que el algoritmo cargue con 
librerías innecesarias, optimizando así el tiempo de procesamiento. 
 
Figura 28. Función cálculo de distancias k-NN 
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Fuente: (Benítez, 2013)3.5. Clasificador Bayesiano 
 El clasificador Bayesiano supera la precisión de clasificación de otros clasificadores 
estándar bien conocidos (Rahman & Qamar, 2016), ya que este algoritmo minimiza la 
probabilidad de error al momento de clasificar (Salih, 2019). 
 El clasificador Bayesiano, según (Seif, 2017), necesita de las librerías 
“sklearn.naive_bayes” y “GaussianNB”; las cuales contienen herramientas que no se usan en 
su implementación y se las considera como código muerto.  Y esto puede ocasionar que el 
algoritmo no tenga un óptimo desempeño. De acuerdo con (Askaruly,2018), para la 
optimización de este código se procedió a la implementación solamente de la ecuación de 
probabilidad bayesiana, la cual se usará para la predicción al momento de clasificar. En la 
Figura 29, se observa la implementación de la ecuación. 
 
Figura 29. Fórmula para el cálculo de la Probabilidad Bayesiana 
Fuente: (Askaruly, 2018), (Seif, 2017) 
Citando a (V. Sharma, 2019), para la división de los datasets en datos de entrenamiento 
y en datos de prueba en el Clasificador Bayesiano, se usa la librería “sklearn.model_selection” 
y “train_test_split”. Y de acuerdo con (Askaruly, 2018), estas se pueden reemplazar con la 
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implementación una clase, que únicamente se encargue de la división de la base de datos. Esta 
implementación se presenta en la Figura 27, ya que también se la hizo en el algoritmo k-NN: 
Como plantea (Askaruly,2018), en el cálculo de la predicción se utilizó la técnica de 
optimación de bucles, separando este proceso en dos funciones. El objetivo principal de esta 
técnica es disminuir los bucles redundantes y mejorar el tiempo de ejecución del programa. 
Esto se puede observar en la Figura 30 y 31, donde se separó en una función para calcular la 
predicción y otra para calcular el porcentaje de predicción. 
 
Figura 30. Técnica de Optimización de Bucles -Función para calcular la predicción 
Fuente: (Askaruly, 2018) 
 
Figura 31. Técnica de Optimización de Bucles -Función para calcular el porcentaje de predicción 
Fuente: (Askaruly, 2018) 
 
3.6. Algoritmo SVM 
 Dai (2018), plantea que “el algoritmo SVM acorta el tiempo de clasificación cuando la 
distancia euclidiana es muy grande entre los diferentes datos”. De manera que el porcentaje de 




 Como lo hace notar (Syuriadi, 2018), en la implementación del algoritmo SVM se 
utiliza una de las librerías más robustas, como es el caso de “sklearn.svm” y “SVC”; las cuales 
permiten clasificar mediante la construcción de hiperplanos, esta función se la muestra en la 
Figura 32a.  Mientras que para la optimización del algoritmo, se procedió a la detección de 
código muerto y solo se implementa las funciones necesarias para la clasificación. Esto se 
observa en la Figura 32b. 
 
Figura 32a. Librería del algoritmo de clasificación SVM 
Fuente: (Syuriadi, 2018) 
 
Figura 32b. Función para calcular y entrenar el algoritmo SVM 
Fuente: (Syuriadi, 2018) 
Finalmente, como lo hace notar también (Thukral, 2017), así como en los casos 
anteriores (k-NN y Clasificador Bayesiano), la división de los datasets en datos de 
entrenamiento y prueba, es mucho más óptima con la implementación de una clase que con la 
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utilización de una librería de “sklearn.model_selection”. Esta implementación se muestra en la 
Figura 33. 
 
Figura 33. División en datos de entrenamiento y datos de prueba 
Fuente: (V. Sharma, 2019), (Thukral, 2017) 
 
3.7. Cálculo del porcentaje de aciertos, tamaño del algoritmo y tiempo de ejecución. 
 Luego de la división de la data set en datos de entrenamiento y prueba se procede al 
entrenamiento del algoritmo y cálculo del porcentaje de aciertos. El funcionamiento del cálculo 
de acierto se explica en la Tabla 7. 
Tabla 7.Cálculo del porcentaje de aciertos 
Secuencia 
de la clase 
Descripción 






División de la base de datos en datos de entrenamiento y prueba. El 0.3 indica 




3 Se carga los datos divididos en el algoritmo. El cual empieza a entrenar con los 
datos de entrenamiento, después empiezan a ingresar los datos de prueba, y este 
clasifica y predice su etiqueta. Y la compara con los datos de entrenamiento. 
 
4 Si la predicción fue correcta, el contador del total de aciertos aumenta en uno. 
Al finalizar la comprobación se procede a la división del total de acierto con el 
total de datos de prueba y se obtiene el porcentaje de clasificación del algoritmo. 
 
Fuente: (V. Sharma, 2019), (Askaruly, 2018) 
 
En cambio, para el cálculo del tiempo se colocó un contador al inicio y al final de la 
implementación, para después hacer la diferencia entre los dos tiempos, y obtener el tiempo de 
ejecución, el cual se muestra en la Figura 34. 
 





En cuanto a la adquisición de datos del tamaño de cada algoritmo, este valor se obtiene 
midiendo el tamaño del archivo que contiene toda la programación, en la Figura 35, se presenta 
la manera de visualización del tamaño del algoritmo k-NN implementado y de librería sin 
optimizar. 
 
Figura 35. Tamaño de algoritmos k-NN optimizado y librería 
Fuente: Autoría 
 
Finalmente, en la Figura 36 se presenta el formato de visualización de los resultados de 
porcentaje de aciertos y tiempo de ejecución, como también el número de datos de 
entrenamiento y prueba.  
 







CAPÍTULO IV. RESULTADOS 
 En este capítulo, se lleva a cabo las pruebas de los algoritmos de clasificación con cada 
base de datos, además, de la tabla resumen en la que se encuentra el total de porcentajes de 
precisión obtenidos de las pruebas realizadas. La validación consta de 10 pruebas controladas, 
en donde, para la realización de cada una se utiliza un conjunto diferente de datos de 
entrenamiento por cada uno de los algoritmos implementados y de librería. Los criterios para 
evaluar a los algoritmos de clasificación son tasa de error, rapidez, tamaño y rendimiento, en 
donde se registra el porcentaje de aciertos, tiempo de clasificación al momento de realizar cada 
iteración y tamaño de cada uno de los algoritmos. 
 Posteriormente, para determinar el rendimiento se implementó las Curvas ROC y el 
cálculo del AUC, utilizando los resultados obtenidos de las pruebas controladas, donde estos 
se ordenaron dependiendo del porcentaje de clasificación. El capítulo finaliza con las 
conclusiones y recomendaciones del presente trabajo de titulación. 
4.1. Criterios de Evaluación: Tasa de Error 
 Inicialmente, la validación empieza con la realización de 10 pruebas controladas, en 
donde, en cada iteración se obtiene el porcentaje de aciertos y errores al terminar la 
clasificación, el proceso se lo presenta en la Tabla 7. Para el porcentaje total de aciertos se 
emplea la media aritmética, aplicada en todas las iteraciones realizadas en cada validación. 
4.1.1. Tasa de Error: Algoritmos implementados.  
          En la Tabla 8, se presenta los resultados obtenidos de las cinco bases de datos utilizando 




Tabla 8. Tasa de error algoritmo k-NN 
Base de Datos Número de Datos Porcentaje de 
acierto promedio 
Tasa de Error 
BDD1 319 99.06% 0.94% 
BDD2 530 99.24% 0.76% 
BDD3 240 99.58% 0.42% 
BDD4 246 100% 0% 
BDD5 312 99.36% 0.64% 
Fuente: Autoría 
 
          En la Tabla 9, se puede ver los resultados obtenidos de las cinco bases de datos utilizando 
el algoritmo Clasificador Bayesiano.  
Tabla 9. Tasa de error algoritmo Clasificador Bayesiano 
Base de Datos Número de Datos Porcentaje de 
acierto promedio 
Tasa de Error 
BDD1 319 84.35% 15.65% 
BDD2 530 100% 0% 
BDD3 240 92.75% 7.25% 
BDD4 246 99.6% 0.4% 







 En la Tabla 10, muestra los resultados obtenidos de las cinco bases de datos utilizando 
el algoritmo SVM.  
Tabla 10.Tasa de error algoritmo SVM 
Base de Datos Número de Datos Porcentaje de 
acierto promedio 
Tasa de Error 
BDD1 319 93.18% 6.82% 
BDD2 530 97.96% 2.04% 
BDD3 240 94.57% 5.43% 
BDD4 246 97.24% 2.76% 
BDD5 312 89.92% 10.08% 
Fuente: Autoría 
 
4.4.2. Tasa de Error: Algoritmos de librería no optimizados. 
 En la Tabla 11, se puede ver los resultados obtenidos de las cinco bases de datos 
utilizando el algoritmo k-NN de librería.  
Tabla 11. Tasa de error algoritmo k-NN 
Base de Datos Número de Datos Porcentaje de 
acierto promedio 
Tasa de Error 
BDD1 319 98.82% 1.18% 
BDD2 530 94.81% 5.19% 
BDD3 240 96.87% 3.13% 
BDD4 246 96.95% 3.05% 





          En la Tabla 12, se presenta los resultados obtenidos de las cinco bases de datos utilizando 
el algoritmo Clasificador Bayesiano de librería.   
Tabla 12. Tasa de error algoritmo Clasificador Bayesiano 
Base de Datos Número de Datos Porcentaje de 
acierto promedio 
Tasa de Error 
BDD1 319 99.6% 0.4% 
BDD2 530 100% 0% 
BDD3 240 100% 0% 
BDD4 246 100% 0% 
BDD5 312 95.19% 4.81% 
 Fuente: Autoría  
 
 En la Tabla 13, se puede ver los resultados obtenidos de las cinco bases de datos 
utilizando el algoritmo SVM de librería. 
Tabla 13. Tasa de error algoritmo SVM 
Base de Datos Número de Datos Porcentaje de 
acierto promedio 
Tasa de Error 
BDD1 319 99.21% 0.79% 
BDD2 530 99.76% 0.24% 
BDD3 240 90.10% 9.9% 
BDD4 246 95.43% 4.57% 






4.5. Criterios de evaluación: Rapidez 
 En este criterio de evaluación se mide el tiempo que el algoritmo emplea para construir 
el modelo y clasificar las bases de datos. La medición del tiempo empieza desde el momento 
en el que el algoritmo empieza a cargar las librerías hasta finalizar con cada clasificación y 
mostrar el porcentaje total de aciertos. 
4.5.1. Rapidez: Algoritmos implementados. 
 En la Tabla 14, se evidencia el tiempo de ejecución en el proceso de clasificación 
realizada por los algoritmos k-NN, Clasificador Bayesiano y SVM.  
Tabla 14. Tiempo de Clasificación algoritmos implementados 
Base de Datos k-NN Clasificador 
Bayesiano 
SVM 
BDD1 46.9 ms 25.92 ms 23.12 ms 
BDD2 94.75 ms 27.92 ms 24.58 ms 
BDD3 37.9 ms 11.96 ms 9.86 ms 
BDD4 25.93 ms 16.955 ms 12.08 ms 
BDD5 46.87 ms 12.96 ms 18.06 ms 
Fuente: Autoría 
 
4.5.2. Rapidez: Algoritmos de librería no optimizados. 
 En la Tabla 15, se presenta el tiempo de ejecución en el proceso de clasificación 




Tabla 15. Tiempo de Clasificación algoritmos de librería 
Base de Datos NN Clasificador 
Bayesiano 
SVM 
BDD1 486.1 ms 10.12 ms 11.93 ms 
BDD2 1307.8 ms 8.97 ms 11.96 ms 
BDD3 383.95 ms 13.97 ms 10.97 ms 
BDD4 322.47 ms 10.97 ms 10 ms 
BDD5 428.79 ms 9.98 ms 7.97 ms 
Fuente: Autoría 
 
4.6. Curvas ROC 
 A continuación, en la Figura 37, se muestra la implementación de las curvas ROC y el 
cálculo del AUC de los algoritmos implementados y de librería sin optimizar, según los datos 
obtenidos en las pruebas de clasificación de la base de datos “BDD1”, se observa que las curvas 







Figura 37.Curvas ROC - Análisis de algoritmos Implementados y de Librería con la base de datos "BDD1" 
Fuente: Autoría 
 En la Figura 38, se muestra la implementación de las Curvas ROC y el cálculo del AUC 
de los algoritmos implementados y de librería sin optimizar, según los datos obtenidos en las 
pruebas de clasificación de la Base de Datos “BDD2”, muestra que las curvas de los algoritmos 
Clasificador Bayesiano son los mejores clasificadores de cada grupo, ya que tienen la mayor 






Figura 38. Curvas ROC - Análisis de algoritmos Implementados y de Librería con la Base de Datos "BDD2" 
Fuente: Autoría 
 En la Figura 39, se muestra la implementación de las Curvas ROC y el cálculo del AUC 
de los algoritmos implementados y de librería sin optimizar , según los datos obtenidos en las 
pruebas de clasificación de la Base de Datos “BDD3”, se observa que las curvas de los 
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algoritmos k-NN implementado y Clasificador Bayesiano sin optimizar tienen la mayor área, 









 En la Figura 40, se muestra la implementación de las Curvas ROC y el cálculo del AUC 
de los algoritmos implementados y de librería sin optimizar , según los datos obtenidos en las 
pruebas de clasificación de la Base de Datos “BDD4”, se muestra que las curvas de los 
algoritmos k-NN implementado y Clasificador Bayesiano sin optimizar tienen la mayor área, 








 En la Figura 41, se muestra la implementación de las Curvas ROC y el cálculo del AUC 
de los algoritmos implementados y de librería sin optimizar , según los datos obtenidos en las 
pruebas de clasificación de la Base de Datos “BDD5”, se observa que las curvas de los 










 En la Tabla 16-18, se evidencian los resultados obtenidos en las pruebas realizadas a 
los algoritmos implementados y de librería con la base de datos “BDD1”, la cual está 
conformada por 319 datos y 14 clases. Obteniendo como mejores clasificadores a los 
algoritmos k-NN Implementado (99.06 %) como el algoritmo de menor tamaño (5.6 KB) y a 
Clasificador Bayesiano Librería (99.6%) siendo el mejor en rapidez (10.12 ms). 
Tabla 16. Resultados de clasificación algoritmos k-NN- Base de Datos "BDD1" 





Implementado 5.6 KB 99.06% 0.94% 46.9 ms 0.990 
Librería 6.99 KB 98.82% 1.18% 486.1 ms 0.988 
    Fuente: Autoría 
Tabla 17. Resultados de clasificación algoritmos Clasificador Bayesiano- Base de Datos "BDD1" 
Clasificador 
Bayesiano 





Implementado 6.09 KB  84.35% 15.65% 25.92 ms 0.755 
Librería 7.36 KB 99.6% 0.4% 10.12 ms 0.995 
Fuente: Autoría 
Tabla 18.  Resultados de clasificación algoritmos SVM- Base de Datos "BDD1" 





Implementado 10.04 KB 93.18% 6.82% 23.12 ms 0.934 




 En la Tabla 19-21, se evidencian los resultados obtenidos en las pruebas realizadas a 
los algoritmos implementados y algoritmos de librería con la base de datos “BDD2”, la cual 
está conformada por 530 datos y 4 clases. Obteniendo como mejores clasificadores a los 
algoritmos Clasificador Bayesiano Implementado (100 %) como el algoritmo de menor 
tamaño (6.09 KB) y a Clasificador Bayesiano Librería (100%) siendo el mejor en rapidez 
(8.97 ms). 
Tabla 19. Resultados de clasificación algoritmos k-NN- Base de Datos "BDD2" 





Implementado 5.6 KB 99.24% 0.76% 94.75 0.991 
Librería 6.99 KB 94.81% 5.19% 1307.8 0.950 
Fuente: Autoría 
Tabla 20. Resultados de clasificación algoritmos Clasificador Bayesiano- Base de Datos "BDD2" 
Clasificador 
Bayesiano 





Implementado 6.09 KB  100% 0% 27.92 0.999 
Librería 7.36 KB 100% 0% 8.97 0.999 
Fuente: Autoría 
Tabla 21. Resultados de clasificación algoritmos SVM- Base de Datos "BDD2" 





Implementado 10.04 KB 97.96% 2.04% 24.58 0.979 




 En la Tabla 22-24, se evidencian los resultados obtenidos en las pruebas realizadas a 
los algoritmos implementados y algoritmos de librería con la base de datos “BDD3”, la cual 
está conformada por 240 datos y 6 clases. Obteniendo como mejores clasificadores a los 
algoritmos k-NN Implementado (99.58 %) como el algoritmo de menor tamaño (5.6 KB) y a 
Clasificador Bayesiano Librería (100%) siendo el mejor en rapidez (19.97 ms). 
Tabla 22. Resultados de clasificación algoritmos k-NN- Base de Datos "BDD3" 





Implementado 5.6 KB 99.58% 0.42% 37.9 0.995 
Librería 6.99 KB 96.87% 3.13% 383.95 0.969 
Fuente: Autoría 
Tabla 23. Resultados de clasificación algoritmos Clasificador Bayesiano- Base de Datos "BDD3" 
Clasificador 
Bayesiano 





Implementado 6.09 KB  92.75% 7.25% 11.96 0.834 
Librería 7.36 KB 100% 0% 13.97 0.999 
Fuente: Autoría 
Tabla 24. Resultados de clasificación algoritmos SVM- Base de Datos "BDD3" 





Implementado 10.04 KB 94.57% 5.43% 9.86 0.946 




 En la Tabla 25-27, se evidencian los resultados obtenidos en las pruebas realizadas a 
los algoritmos implementados y algoritmos de librería con la base de datos “BDD4”, la cual 
está conformada por 246 datos y 4 clases. Obteniendo como mejores clasificadores a los 
algoritmos k-NN Implementado (100 %) como el algoritmo de menor tamaño (5.6 KB) y a 
Clasificador Bayesiano Librería (100%) siendo el mejor en rapidez (10.97 ms). 
Tabla 25. Resultados de clasificación algoritmos k-NN- Base de Datos "BDD4" 





Implementado 5.6 KB 100% 0% 25.93 0.999 
Librería 6.99 KB 96.95% 3.05% 322.47 0.970 
Fuente: Autoría 
Tabla 26. Resultados de clasificación algoritmos Clasificador Bayesiano- Base de Datos "BDD4" 
Clasificador 
Bayesiano 





Implementado 6.09 KB  99.6% 0.4% 16.955 0.995 
Librería 7.36 KB 100% 0% 10.97 0.999 
Fuente: Autoría 
Tabla 27. Resultados de clasificación algoritmos SVM- Base de Datos "BDD4" 





Implementado 10.04 KB 97.24% 2.76% 12.08 0.972 




 En la Tabla 28-30, se evidencian los resultados obtenidos en las pruebas realizadas a 
los algoritmos implementados y algoritmos de librería con la base de datos “BDD5”, la cual 
está conformada por 312 datos y 5 clases. Obteniendo como mejores clasificadores a los 
algoritmos k-NN Implementado (99.36 %) como el algoritmo de menor tamaño (5.6 KB) y a 
Clasificador Bayesiano Implementado (99.48%) siendo el mejor en rapidez (12.96 ms). 
Tabla 28. Resultados de clasificación algoritmos k-NN- Base de Datos "BDD5" 





Implementado 5.6 KB 99.36% 0.64% 46.87 0.993 
Librería 6.99 KB 99.06% 0.4% 428.79 0.995 
Fuente: Autoría 
Tabla 29. Resultados de clasificación algoritmos Clasificador Bayesiano- Base de Datos "BDD5" 
Clasificador 
Bayesiano 





Implementado 6.09 KB  99.48% 0.52% 12.96 0.964 
Librería 7.36 KB 95.19% 4.81% 9.98 0.953 
Fuente: Autoría 
Tabla 30. Resultados de clasificación algoritmos SVM- Base de Datos "BDD5" 





Implementado 10.04 KB 89.92% 10.08% 18.06 0.903 




 Finalmente, después de realizar las pruebas necesarias y analizar cada una de las tablas 
de resultado, se observa que los algoritmos de clasificación implementados superan el 84% de 
porcentaje de aciertos al momento de clasificar, además cabe destacar que, si se analiza el 
tamaño del algoritmo, los algoritmos implementados son los que tienen menor tamaño en 
comparación con los algoritmos de librería.  
 El algoritmo k-NN implementado tiene un porcentaje mínimo de aciertos del 99% y un 
tiempo máximo de clasificación de 47 milisegundos, su implementación destaca en escenarios 
donde se requiera el procesamiento de grupos pequeños de datos, a diferencia del clasificador 
Bayesiano implementado el cual destaca  en escenarios donde se requiera el procesamiento de 
un gran número de datos ya que su porcentaje de clasificación en estas condiciones es del 100% 
y su tiempo máximo de procesamiento es de 28 milisegundos.  
 El algoritmo SVM implementado tiene un tiempo máximo de procesamiento de 25 
milisegundos superando a los dos algoritmos antes mencionados, pero su deficiencia se 
encuentra en su tamaño siendo este mayor a los demás y en su porcentaje de aciertos ya que 
este en escenarios de bases de datos pequeñas es de 89% y en escenarios donde se requiera el 
procesamiento de un gran número de datos es 97%. Comprobando así los resultados expuestos 









CAPÍTULO V. CONCLUSIONES Y RECOMENDACIONES 
5.1. Conclusiones  
• Mediante la revisión bibliográfica realizada para este proyecto, se logró determinar la 
importancia que tienen los algoritmos de clasificación implementados en SE, ya que 
estos en la actualidad se los utilizan en múltiples aplicaciones del sector médico y de 
las Telecomunicaciones, por lo que el uso del correcto algoritmo de clasificación es 
indispensable en estos dispositivos. 
• En la etapa de selección de los algoritmos de clasificación supervisada se escogió a los 
algoritmos a base de distancias (k-NN), a base de probabilidad (Clasificador Bayesiano) 
y a base de Superplanos (SVM) ya que estos cumplían con una característica 
importante, que su implementación se la podía hacer en SE de bajos recursos. 
• La utilización de un lenguaje de programación de uso libre como lo es Python facilita 
el desarrollo e implementación de software, y además al ser de fácil manejo, se 
convierte en una buena alternativa, para la creación de cualquier programa. 
• En el proceso de implementación de los algoritmos seleccionados, la principal técnica 
de optimización de código que se utilizó fue la de “Detección de código muerto”, en 
donde se eliminó código que nunca que utilizaría ya que este podría ralentizar la 
memoria del sistema, donde el programa se estuviese ejecutando.  
• El tamaño de los algoritmos implementados k-NN, Clasificador Bayesiano y SVM fue 
menor en comparación con el tamaño de los algoritmos de librería, esto fue un criterio 
fuerte a evaluar, ya que estos deben poder implementarse en SE de bajos recursos y un 
algoritmo de gran tamaño aumentaría el tiempo de procesamiento y uso de memoria de 
estos dispositivos, limitando su funcionamiento. 
• Para que el proceso de validación de los algoritmos de clasificación tenga éxito, antes 
de cargar cada base datos se procedió a dividirlas en datos de entrenamiento y datos de 
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testeo. Con esto se consiguió entrenar a los algoritmos de una mejor manera obteniendo 
excelentes resultados al momento de clasificar. 
• Las gráficas de la Curva ROC ayudaron a verificar mediante el cálculo de AUC la 
exactitud con la que los algoritmos estaban clasificando, en donde se comprobó que los 
algoritmos implementados estaban clasificando al mismo nivel que los algoritmos de 
librería, ya que los datos de AUC obtenidos no tenían mucha variación. 
• La eficiencia del algoritmo de clasificación k-NN al trabajar con bases de datos 
pequeñas como es el caso de la base de datos “BDD3” y “BDD4” es de 99.58% y 100% 
respectivamente, concluyendo que este algoritmo tiene un óptimo funcionamiento en 
aplicaciones donde se requiera el procesamiento de grupos pequeños de datos. 
• La eficiencia del algoritmo de clasificación clasificador Bayesiano al trabajar con bases 
de datos grandes como la base de datos “BDD2” es de 100%, concluyendo que este 
algoritmo tiene un óptimo funcionamiento en aplicaciones donde se requiera el 
procesamiento de grandes bases de datos. 
• Los algoritmos k-NN y clasificador Bayesiano implementados debido a su tamaño, 
estos pueden ser implementados sin problemas en un SE Arduino y Raspberry. La única 
limitación existente se presenta en el SE arduino, ya que este puede solo puede compilar 
un limitado conjunto de datos, a diferencia del SE Raspberry, el cual tiene una mayor 
capacidad.  
• El algoritmo de clasificación SVM a pesar de superar a los demás algoritmos en rapidez, 
este es ineficiente en tamaño y en porcentaje de aciertos. Ya que, al trabajar con bases 
de datos, este tiene como máximo un porcentaje de aciertos del 97%.  
• Con el desarrollo de este proyecto de investigación se logró obtener un amplio 
conocimiento sobre la correcta implementación de software en SE, ya que de esto 
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depende el óptimo procesamiento de datos de las tecnologías enfocadas a aprendizaje 






















• Es importante antes de la instalación, investigar y estudiar las herramientas del software 
a utilizar en la programación, para que de esta manera se pueda conseguir un correcto 
funcionamiento y así evitar posibles errores durante la ejecución del programa. 
• Antes de evaluar las bases de datos se debe verificar que todas se encuentren en el 
mismo formato de archivos, ya que, si no es así, podría haber problemas al momento 
de compilar cada código.  
• Es necesario que, al momento de dividir las bases de datos en datos de entrenamiento 
y datos de testeo, la mayor parte de los datos sean para el conjunto de entrenamiento, 
de esta forma podremos entrenar al sistema de una manera más exacta, mejorando así 
la precisión al momento de clasificar. 
• Es recomendable el uso de un equipo con al menos 4GB de memoria RAM, para el 
correcto desempeño del Software (Anaconda), usado en la implementación de los 
algoritmos de clasificación, ya que se realiza varios procesos de cálculo en el 
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Anexo 3. Programación SVM. 
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