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This dissertation is organized into major parts. In Part I of the dissertation, plate guided 
waves due to an acoustic emission (AE) event are analytically studied in the context of 
seismic moment tensor sources. The guided wave propagation elastodynamic equation 
corresponding to a point source applied to the plate in an arbitrary direction is modified in 
order to describe the case when the source is a seismic moment tensor of various tensor 
components. This part of the dissertation also discusses the analytical modeling of AE test 
sources such as pencil lead break, hammer hit excitation, etc.  
 In Part II of the dissertation, in situ experimental investigation and predictive modeling 
of AE from fatigue crack is discussed. The fatigue-crack growth-related AE needs to be 
separated from crack rubbing/clapping AE to understand the signals originating from the 
crack and to comprehend the situation of the crack in real-time. Novel SIF-controlled 
fatigue-crack growth experiment and vibration-induced crack rubbing/clapping experiment 
was invented for this purpose. The fatigue AE signals were recorded using piezoelectric 
wafer active sensors (PWAS). The AE source due to fatigue crack growth and 
rubbing/clapping was assumed as components of the moment tensor source discussed in 
Part-I, and the simulation was performed. The simulation results were compared with 




 Part III focuses on guided modeling of wave propagation in hollow cylinders. Normal 
mode expansion (NME) of hollow cylinder guided wave modes for a radial point source 
excitation is derived analytically. Mutually orthogonal guided wave modes in the hollow 
cylinder are used for NME, and the modal participation factors are determined analytically.  
 Part IV focuses on the experimental and analytical investigation of health monitoring 
of hollow cylinders using the passive and active health monitoring techniques discussed in 
Part III. Both passive and active structural health monitoring experiments are done on the 
TN32 dry cask storage scaled-down model. Then, the SAFE-NME method discussed in 
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Structural health monitoring (SHM) is an emerging multi-disciplinary field, which aims at 
detecting the health and integrity of structures in a real-time or on-demand manner. 
Structural health monitoring assesses the state of the structural health and, through 
appropriate data processing and interpretation, may predict the remaining life of the 
structure. SHM system can be broadly classified into two categories: (a) passive SHM and 
(b) active SHM. Passive SHM is mainly concerned with measuring various operational 
parameters and then inferring the state of the structural health from these parameters. In 
contrast, active SHM is involved with directly assessing the state of the structural health 
by trying to detect the presence and extent of structural health in attempting to detect the 
presence and extent of structural damage [1]. 
 Acoustic Emission (AE) has proved to be an efficient method for passive structural 
health monitoring. It is defined by the sudden redistribution of energy in a solid caused by 
the development of one or more localized sources, which are typically part of irreversible 
processes such as fracture, slip activity, twinning, phase transformation, delamination, etc. 
Even though the sources of acoustic emission can be caused for various reasons, all AE 
sources emit energy to its surroundings through energy such as heat, sound elastic waves, 
etc. Various AE sources emit energy as elastodynamic waves 
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with a signature of the source since each source has a different mechanism of operation. 
This gives an ample opportunity for understanding the signature of waves generated and 
the corresponding source. This is one of the main focus of this proposal. 
 In addition to the theoretical understanding of the influence of acoustic emission source 
in plate structures, this dissertation aims at understanding wave propagation in single as 
well as multi-layered cylinders. Many engineering structures consist of multiple layers. For 
example, plates with coating, painted structures, and diffusion bonded or adhesively 
bonded structure, ice or contaminant accelerated aircraft structures, laminated composites, 
etc. It is important to study wave propagation characteristics, study long distance, short 
distance inspection, and monitoring of these structures. Reproducible AE excitations are a 
commonly used approach for investigating the characteristics of AE signals for inspection 
of large structures, which are not mobile and cannot bring under laboratory environment 
for experiments. This dissertation proposal also aims at understanding the theoretical and 
experimental aspects behind reproducible AE source excitation in plates and cylinders. 
1.2 ORGANIZATION OF THE DISSERTATION 
 The dissertation proposal is organized into nine chapters. Introduction to the focus of 
the dissertation and chapter contents are discussed in chapter 1. 
 In chapter 2, the state of the art of wave propagation due to acoustic emission is 
presented. The modeling of acoustic emission source using moment tensor concept is 
explained in this chapter. 
 In chapter 3, the acoustic emission guided wave modeling in the plate using the seismic 
moment tensor approach is discussed. Theoretical formulation and simulation of 
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waveforms due to mode I and mode II instantaneous fractures happening in a plate is the 
focus of this chapter 
 Chapter 4 discusses the theoretical understanding of reproducible acoustic emission 
excitation in a plate. The frequency response of Lamb wave modes is plotted, and the 
frequency response of power carried by Lamb wave modes is also plotted. 
 Chapter 5 to Chapter 9 discuss fatigue crack AE detection and modeling. Two different 
types of fatigue crack experiments were performed in these sections, 1) Load controlled 
fatigue experiment, 2) SIF Controlled fatigue experiment. Three broad class of fatigue AE 
signals were identified and numerically modeled in this sections 1) Fatigue crack growth 
AE, 2) Fatigue crack rubbing/clapping AE, 3) Vibration induced fatigue crack 
rubbing/clapping AE 
 Chapter 10 and Chapter 11 discuss are on the wave propagation in a single layer hollow 
cylinder. State of the art and normal mode expansion of the hollow cylinder are discussed 
in this chapter. 
 Chapter 12 discusses wave propagation simulation in a hollow cylinder. A hollow 
cylindrical structure is considered as a plate, which is wrapped and joined end to end. Wave 
propagation due to a PWAS excitation is simulated in the structure by considering the 
wrapped plate assumption. 
 Chapter 13 discusses the state of the art of SAFE modeling of wave propagation in a 
hollow cylinder. 
 Chapter 14 and Chapter 15 discuss the experimental investigation of health monitoring 
of a thick hollow cylinder. Reproducible AE signal excitation is given to the hollow 
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cylinder structure, and the signals are collected at various locations using various sensors. 
The frequency spectrum of the signals are studied. Wrapped plate approximation of a 
hollow cylinder is considered, and the wave propagation simulation is done for 
reproducible AE excitation in the hollow cylinder. The predictive modeling of guided wave 
propagation in hollow cylinders due to PWAS excitation is also discussed in these chapters. 
 Chapter 16 is on the significant contributions of the present research work. Seven 




PART I: ACOUSTIC EMISSION (AE) SOURCE 





STATE OF THE ART IN AE SOURCE MODELING 
 Acoustic emission (AE) has proven to be an efficient technique for structural health 
monitoring (SHM) [1][2][3][4]. AE monitoring is a passive SHM method that has some 
potential advantages over the active SHM method [5]. However, an AE system needs to 
sense signals that are much smaller than those sensed during active SHM. Thus a 
fundamental understanding of AE source to identify the correct AE signals and separate 
them from the noise and the signals due to confounding factors (environment, temperature 
changes, friction in joints, etc.) is required [6]. 
 The sources of the AE signal may include a wide range of phenomena such as 
microcracks, friction in existing cracks, dislocations, phase transformations, etc. The AE 
wavefield generated by an AE event propagates in thin-wall structures such as plates in the 
form of guided waves [7][8]. Lamb waves are one of the most common classes of guided 
waves; they propagate in plates with free surfaces. Lamb waves were first studied and 
represented mathematically by Lamb [9]. Pochhammer [10] and Chree [11] studied the 
elastic wave propagation in infinitely long cylindrical rods. Love [12] and Rayleigh [13] 
made initial efforts for the analysis of wave propagation in hollow cylinders by using shell 
theory approximations and assuming axially symmetric motion. Exact analytical model for 
guided wave propagation in hollow cylinder was studied by Gazis [14]. He developed an 
analytical model for dispersion of guided waves in cylinders including axially symmetric, 
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non-axially symmetric and torsional wave modes. Worlton [15] first produced guided 
waves in the plate experimentally. 
 The understanding of an AE source starts with a fundamental analysis of the 
elastodynamics vector field near a crack tip [16]. Numerous studies have been done to 
solve the AE forward problem by utilizing numerical finite element method (FEM) models 
[17][18][19][20]. Several studies have considered the AE source as either a monopole or a 
dipole point source [21]. Analytical modeling of AE source has also been performed [22]. 
Many analytical models are considering the AE source as a self-equilibrating seismic 
moment tensor due to buried microcrack or dislocations [23]. However, these studies 
focused on half-space application like earthquake seismology. In a recent study of AE 
guided wave propagation in a plate [24], the AE source was modeled as Helmholtz 
excitation potentials. 
 This chapter aims at introducing the concepts of seismic moment tensor for modeling 
a non-elastic activity in an unbounded medium for wave propagation modeling. The 
fundamental theoretical background of moment tensor concept for modeling a surface 
discontinuity source as well as volume excitation source is discussed in this chapter. 
Moment tensor represents self-equilibrating stresses acting in a solid medium due to a non-
elastic activity. The displacement field due to a moment tensor component can originate 
from a point force excitation by considering the moment tensor as limiting case of self-
equilibrating pairs of point loads placed at infinitesimal distances between them. The 
analytical formulation of wave propagation in unbounded medium as well as plates due to 
point force is also discussed in this chapter. 
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2.1 ELASTIC WAVES IN A BULK MEDIUM 
2.1.1 Pressure wave 
 The pressure waves are waves that exist in the bulk medium in which the particle 
motion of the wave is parallel to the direction of wave propagation. The pressure waves 
are also called compressional, axial, dilatational, longitudinal, or simply P-waves. A 
representative figure of pressure wave propagation is presented in Figure 2.1[25]. 
 
Figure 2.1 Representative figure of pressure wave propagation 
2.1.2 Shear wave 
 In contrast to pressure waves, the particle motion in the shear wave is perpendicular to 
the wave propagation direction. The shear waves have two different polarizations, 1) 
Shear-vertical wave 2) Shear- horizontal wave. Both shear-horizontal and shear vertical 
wave particle motion is perpendicular to wave propagation direction at the same time the 
polarity of both remains orthogonal to each other. The shear waves are also known as 
transverse waves, distortional waves, or S-waves. A representative figure of the shear wave 




Figure 2.2 Representative figure of shear wave propagation 
2.1.3 Wave motion generated by a point load 
 In this section, the solutions for wave motion generated by a point load in an infinite 
medium, and in a plate, are discussed. The solution for Green function in a bulk medium 
using an integral transform technique is discussed in the first subsection, and the solution 
for guided waves in plates by using normal mode expansion is discussed in the second 
subsection. Since the excitation due to an AE event can be represented as moments, the 
displacement field due to moments will be derived from these point load solutions in the 
later chapter with the help of differential calculus. 
2.1.3.1 Wave motion generated by a point load in a bulk medium 
 In this section wave motion generated by a point load will be discussed. For a point 
load the distribution of body force is of the special form 
 ( ) ( )i if a g t x X   (2.1) 
( )x  is the three dimensional Dirac delta function, and g(t) defines the time dependence of 
the load. The load is applied at 
i ix X  and it acts in the direction of the unit vector a . 
For a steady state harmonic motion the time dependence g(t) takes the following form. 
 
0( ) exp( )g t F i t   (2.2) 
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F0 is of unit magnitude with dimensions of force. 
 Consider a linear dependence of displacement field generated by the components of the 
force a . Then we can relate the displacement components iu  to the components of force 
ka  by using a tensor Green function of rank two ikG , which is known as Greens 
displacement tensor.  
 
i ik ku G a  (2.3) 
Also we can relate the stress tensor 





ij ijk kG a
   (2.4) 
Recall the stress displacement relation 
 
,ij ijkl k lC u   (2.5) 
















Substituting eq.(2.3), (2.4) into eq.(2.5), (2.6) 
 2
0( ), ( )ijk j ik ikG G x X F
        (2.7) 
Where 
 
,( )ijk ijlm lk mG C G
   (2.8) 
For isotropic medium we have 
 (ijlm ij lm il jm im jlC           (2.9) 
 For an unbounded homogeneous medium these equations can conveniently be solved 




1 2 3, ,x x x . Application of three dimensional Fourier transform to the 
equation of motion yields 
 2
0exp( )j ijk ik iki G G i X F
         (2.10) 
Where ( )  represents the Fourier transformation. And, ( )ijk ijlm lkG C i G
    
 The term i  in  - space corresponds to 
jx

  in x- space. The expression for ijkG
  
can be substituted in eq.(2.10) and solving for 
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   
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     
     
 (2.12) 
Where  and 
L Tc cL T
k k    
Where  and L Tc c are longitudinal and transverse wave speeds respectively. Also, 
 2 2 2 2
1 2 3       (2.13) 
 An inverse Fourier transform of 
ikG  will give the Green function lkG . To obtain the 




1 2 32 2
(2 )
i x Xe













 Where ,L T  . The integral of this can be conveniently done by converting this to 
spherical coordinates ( , , )   , where the azimuthal angle   is chosen in the direction of 
x X . Hence,    and ( ) cosx X R     
Where, 2 2 2 21 1 2 2 3 3( ) ( ) ( )R x X x X x X       and 
2
1 2 3 sind d d d d d         
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  (2.17) 




,( ) [ ( ) ( )] ( )F ik T L T ik T ikG k G k R G k R G k R
      (2.18) 
Where 
exp( )









Far field expressions can be obtained by making approximations ˆ( )x X x x X    
Where x̂  is a unit vector in the direction of x . This result in 









G A x ik x X
x
    (2.20) 
 
exp( )





G A x ik x X
x
    (2.21) 
 
2 2 2 1/2
1 2 3( )x x x x x     (2.22) 
In these expressions 
  0 ˆ ˆ/ ( 2 )
L
ik i kA F x x    (2.23) 
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  0 ˆ ˆ/ (2 ) ( )
T
ik ik i kA F x x    (2.24) 
2.2 ELASTIC WAVES IN PLATES 
 The elastic waves in plates are discussed in this section. 
2.2.1 Rayleigh surface waves 
 The Rayleigh waves are also known as surface acoustic waves (SAW). The Rayleigh 
waves have the property of propagation close to the body surface. The motion amplitude 
of the Rayleigh wave decreases rapidly with the depth with an effective depth of 
penetration less than the wavelength. The wave propagation pattern of the Rayleigh wave 
is presented in Figure 2.3. The polarization of Rayleigh waves lies in a plane perpendicular 
to the surface of the body. A common approximation of the wave speed of the Rayleigh 













Where  is the Poison ratio and sc is the shear wave speed.  
 
Figure 2.3 The wave propagation pattern of the Rayleigh wave 
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2.2.2 Shear horizontal plate waves 
 The particle motion in the case of a shear-horizontal (SH) wave is shear-type, which is 
contained in the horizontal plane. A pictorial representation of the particle motion for an 
SH wave is presented in Figure 2.4. As we understand from Figure 2.4, SH waves have 
particle motion along the z-axis, whereas the wave propagation happens along the x-axis. 
A general SH wave equation with only uz particle motion is represented as follows. 
 ( )( , , ) ( ) i x tzu x y t h y e
   (2.26) 
 Here h(y) represents the standing wave across the plate thickness and ( )i x te    represents 
the wave propagating in the x-direction. The problem is a z invariant problem. The solution 
of the general equation with the traction free boundary condition yields the characteristic 
equation as follows 








    (2.28) 
Sc is the shear wave speed,  is the wavenumber and  is the angular frequency. 
 The Eq. (2.27) can be zero when either sin 0d   or when cos 0d  . The solution of 
sin 0d   corresponds to the symmetric mode of the SH waves (S-modes) and 
cos 0d  .corresponds to the antisymmetric modes of the SH waves (A-modes). The 
roots of the symmetric SH waves are  




     (2.29) 
The corresponding general solution is 
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 ( )2( , , ) cos
S i x t
zu x y t C ye
    (2.30) 
where 
2C is a constant. 
Similarly, the roots of antisymmetric SH waves are  
 ,3 ,5 ,..., (2 1) ,        0,1,...
2 2 2 2
sd n n
   
     (2.31) 
The corresponding general solution of antisymmetric SH waves are 
 ( )1( , , ) sin
A i x t
zu x y t C ye
    (2.32) 
where 1C is a constant. 
 
Figure 2.4 The particle motion for SH waves 
2.2.3 Lamb waves 
 Lamb waves are ultrasonic waves that are guided between two parallel surfaces, such 
as the upper and lower surfaces of a plate. They are also known as guided plate waves. 
Two basic types of Lamb waves are symmetric and antisymmetric Lamb waves. 
Corresponding to the solution of the Rayleigh-Lamb equation, there exist a number of 
modes corresponding to each type. The lamb waves a highly dispersive, and their speed 












Lamb equation gives the wave-speed dispersion curves. The straight crested Lamb wave 
propagation coordinate system is presented in Figure 2.5. 
 
Figure 2.5 The coordinate and geometry representation of straight crested Lamb wave 
propagating in the x-direction. The plate has a thickness of 2d. The thickness 
direction is the y coordinate axis. 
2.2.3.1 Symmetric Lamb waves 
 The symmetric Lamb wave modes are designated as S0, S1, S1,… The S0 symmetric 
Lamb wave mode resembles an axial wave at low frequencies. The Rayleigh-Lamb 











   
















    (2.35) 
 Where d is the plate half-thickness, Sc is the shear wave speed, Pc is the shear wave 







 Numerical solution of the symmetric Rayleigh-Lamb equation yield the symmetric 
eigenvalues, 0 1 2, , ...,




  yields the wave speed, which is dispersive, which is a product of 
fd ( / 2f   ), and the half-thickness d. At a given value of fd, several Lamb modes may 
exist. At low fd values, only the lowest symmetric wavenumber 
0S corresponding to S0 
Lamb mode only exists. The thickness wise displacement equation or modeshape equation 
for symmetric Lamb wave mode is presented as following,  
 
2 2 2 ( )
2 2 ( )
( , , ) [2 cos cos ( )cos cos ]
( , , ) [2 cos sin ( )cos sin ]
S S i x t
x S S P S S P S
S S i x t
x P S S P S P S
u x y t iC d y d y e
u x y t C d y d y e
 
 
        
        


   
  
 (2.36) 
 SC  is the mode amplitude, which can be determined from the mode orthogonality 
conditions. As we observe from the equation, the shape of the Lamb wave depends on the 
wavenumber  , which is frequency-dependent. So the modeshape of Lamb wave depends 
on the frequency of the wave. 
2.2.3.2 Antisymmetric Lamb waves 
 The antisymmetric Lamb wave modes are designated as A0, A1, A2… The A0 
antisymmetric Lamb wave resembles flexural waves. The Rayleigh-Lamb equation for 















 Numerical solution of the antisymmetric Rayleigh-Lamb equation yield the 
antisymmetric eigenvalues, 0 1 2, , ...,
A A A   which are the wavenumbers of the antisymmetric 
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Lamb wave mode. The relationship c


  yields the wave speed, which is dispersive, 
which is a product of fd ( / 2f   ), and the half-thickness d. At a given value of fd, 
several Lamb modes may exist. At low fd values, only the lowest antisymmetric 
wavenumber 
0A corresponding to S0 Lamb mode only exists. The thickness wise 
displacement equation or modeshape equation for antisymmetric Lamb wave mode is 
presented as following, 
 
2 2 2 ( )
2 2 ( )
( , , ) [2 sin sin ( )sin sin ]
( , , ) [2 sin cos ( )sin cos ]
A A i x t
x S S P S P S
A A i x t
x P S S P S P S
u x y t iC d y d y e
u x y t C d y d y e
 
 
       






 Where, SC  is the mode amplitude, which can be determined from the mode 
orthogonality conditions. The modeshape of Lamb wave changes with the frequency of the 
wave. 
 The phase velocity and group velocity dispersion curves of a 1mm Aluminum 2024-
T3 plate are presented in Figure 2.6. At this thickness of the aluminum plate and below 
1000 kHz, we observe that only A0, SH0, and S0 propagating modes exist. We also observe 





Figure 2.6 The dispersion curves of 1mm aluminum 20204-T3 plate a) Phase velocity 
dispersion curve b) Group velocity dispersion curve 
2.2.4 Wave motion generated by a point load in a plate 
 For a harmonic point load, the non-axisymmetric displacement field in a plate is 
formulated by Achenbach and Xu [26]. The results of the solution are discussed in this 
section. 
 
Figure 2.7 A plate with a harmonic force excitation. Excitations are given at an arbitrary 
height z0 from the origin. It can be in X1, X2 or in Z direction 
 Consider a plate, as shown in Figure 2.7. For harmonic point force, Q, acting in X1, 
direction the out-of-plane displacement field is given as 
(a) (b) 



























































 1 1(2)0 1
0
( ) ( ) ( )cos
Q S Q Ss n
z n s n z
n
u Q A z W z H k r QG


   (2.39) 
 1 1(2)0 1
0
( ) ( ) ( )cos
Q A Q AA n
z n A n z
n
u Q A z W z H k r QG


   (2.40) 
For harmonic force acting in X2 direction, the out-of-plane displacement field is given as 
 2 2(2)0 1
0
( ) ( ) ( )sin
Q S Q Ss n
z n s n z
n
u Q A z W z H k r QG


   (2.41) 
 2 2(2)0 1
0
( ) ( ) ( )sin
Q A Q AA n
z n A n z
n
u Q A z W z H k r QG


   (2.42) 
For harmonic force acting in Z direction the out-of-plane displacement field is given as 
 3 3(2)0 0
0
( ) ( ) ( )
Q S Q Ss n
z n s n z
n
u Q C z W z H k r QG


    (2.43) 
 3 3(2)0 0
0
( ) ( ) ( )
Q A Q AA n
z n A n z
n
u Q C z W z H k r QG


   (2.44) 
 Where S denotes symmetric displacement, A denotes antisymmetric displacement.
( )snA z0 , ( )
A
nA z0 , ( )
s
nC z0 and ( )
s
nC z0 are the coefficients of modal expansion which are 
functions of frequency  , shear wave speed Lc , pressure wave speed Tc  wave number nk  
half thickness h of the plate, location of the force applied z0 and magnitude of harmonic 
force applied Q.  
The thickness-wise modeshapes are given by [26] 
 1 2cos( ) cos( )
n
SV s pz s qz   (2.45) 
 3 4sin( ) sin( )
n
SW s pz s qz   (2.46) 
 1 2( ) sin( ) sin( )
n
AV z a pz a qz   (2.47) 
 3 4( ) cos( ) cos( )
n
AW z a pz a qz   (2.48) 
Where 
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 Here r denotes the radial distance from the point of application of the load to an 
arbitrary point in the plate where the displacement fields is to be measured. H represents 
Hankel function. 
2.3 AE IN ELASTIC MEDIUM 
 The fundamental concepts of AE in an elastic medium are discussed in this section. 
2.4 SEISMIC MOMENT TENSOR CONCEPT 
 In this section, we introduce the concept of seismic moment tensor following ref. [23]. 
This section explains the seismic moment tensor for an instantaneous formation of a crack 
and plastic deformation around the crack tip. 
2.4.1 Green function of elastodynamics 
 The representation for the displacement that occurs due to body forces, applied 
tractions or displacement over the surface of the elastic body is synthesized from the 
displacement produced by the simple unidirectional Dirac function, which is localized 
precisely in both space and time. The displacement field from such a unidirectional Dirac 
function is the elastodynamic Green function:  
 ( , ; , )imG x t    (2.61) 
 In eq.(2.61), ( , )   represents the space and time location of the excitation 
( - ) ( - )im x t     , the index i represents the component of the displacement that is 
measured and the index m represents the direction of the unit excitation. For an excitation 
of amplitude
ma , m=1, 2, 3, the corresponding displacement components are written as 
 ( , ) ( , ; , ),      1,2,3i m imu x t a G x t i    (2.62) 
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The general equation of motion of a solid medium is written as 
 ,ij j i if u    (2.63) 
Where ju is the displacement field,   is the density of the medium, if  is the body force 
acting and ij  is the stress field 





kl k l l ku u   (2.64) 
 , , ij j ijkl kl jc   (2.65) 
Upon substitution of strain displacement relations in to eq.(2.63) we get 




ij j ijkl k lj l kjc u u    (2.66) 
Consider the right hand side of eq.(2.66) 




ijkl k lj l kj ijkl k lj ijkl l kjc u u c u c u    (2.67) 
Interchanging k with l in the term ,
1
2




ijkl l kj ijlk k ljc u c u  (2.68) 




ijlk k lj ijkl k ljc u c u  (2.69) 
Substituting eq.(2.69) into eq.(2.67) will yield 
 , , , , ,
1 1 1 1
2 2 2 2
ijkl k lj ijkl l kj ijkl k lj ijkl k lj ijkl k ljc u c u c u c u c u     (2.70) 
Substituting eq.(2.70) in to eq.(2.66) will give 
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ij j ijkl k lj l kj ijkl k ljc u u c u     (2.71) 
Substituting eq.(2.62) in to eq.(2.71), one gets 
 , ,( )
km










Also, up on substituting eq.(2.62) in to other terms of eq.(2.63) yields 
 i m imu a G   (2.73) 
 ( - ) ( - )i if a x t     (2.74) 
Substituting eq.(2.72)-(2.74) in to eq.(2.63) we get 
 
,( ) ( - ) ( - )
                                                                       1,2,3
km
ijkl m j i i m im
l
G
c a a x t a G
x
i







 i im ma a  (2.76) 
Eq.(2.70) in (2.69) will give 
 ,( ) ( - ) ( - )
km
ijkl m j im m i m im
l
G
c a a x t a G
x










( ) ( - ) ( - )ijkl km j im im
j
c G x t G
x t





 Eq.(2.78) is the equation of motion throughout the volume V  in terms of Green 
function. We can use the initial conditions that ( , ; , )imG x t    and  are zero for  and . The 
uniqueness of G is defined by the boundary conditions at the surface . We use variety of 
different boundary conditions for different applications. 
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2.4.2 Reciprocity theorem 
 Consider a displacement field ( , ) u x t due to a body force f and boundary conditions on 
S and initial condition at time t=0. Let ( , )v v x t  be another displacement field due to body 
force g. For v the boundary condition and initial condition is different from that of u. 
T( , )u n  is the traction due to displacement u and ( , )T v n  is the traction due to displacement 
v. We write the reciprocal relation between u and v as  
 
( - )   ( , )   
                               ( - )   ( , )  
V
V
f u v dV T u n v dS
s









 This theorem is true even if the quantities ,  ,  ( , ) and u u T u n f  be evaluated at a 
different time than that of , , ( , ) and v v T v n g . Let ,  ,  ( , ) and  u u T u n f  be evaluated at time 
t1 and we choose t1=t. And let , , ( , ) and v v T v n g  be evaluated at time t2 and we chose
2 -t t . If we integrate the reciprocity theorem over the temporal range 0 to , then the 
acceleration terms reduce to terms that depend only on the initial and final values. 
 0 0
{ ( ) ( ) ( ) ( - )}   { ( ) ( - ) ( ) ( - )}  
  { ( ) (0) - (0) ( ) ( ) (0) - (0) ( )}
u t v t u t v t dt u t v t u t v t dt
t
u v u v u v u v
 
     
    

       

     
 
 (3.1) 
 If there is some time 0  before which u and v are zero throughout V (and hence
00 for u v     ), then it follows that the convolution is 
 { ( ) ( ) ( ) ( - )} 0u t v t u t v t dt  


      (3.2) 




{ ( , ) ( , - ) - ( , - ) ( , )}
                       { ( , - ) ( ( , ), ) - ( , ) ( ( , ), }
V
S
dt u x t g x t v x t f x t dV












2.4.3 Representation theorem 
 The representation of a displacement field due to an arbitrary body force f throughout 
the volume V  and boundary condition on S  will be discussed here. Suppose ui is the 
displacement field due to body force fi. We know the displacement field due to a body force 
(x- ) (t- )im      is given as ( , ) (x,t; , )i imv x t G   , which is the Green function. 
Substituting both these body forces and corresponding displacement fields into the 




( , ) ( , ) ( , ; ,0)
{ ( , ; ,0) ( ( , ), ) ( , ) ( , ; ,0)}
m i im
V
im i i ijkl j km l
S
u dt f x t G x t dV
dt G x t T u x t n u x t c n G x t dS
   














( , ) ( , ) ( , ; ,0) ( )
{ ( , ; ,0) ( ( , ), ) ( , ) ( , ; ,0)} ( )
m i im
V
im i i ijkl j km l
S
u x t dt f G t x dV
dt G t x T u n u c n G t x dS
    










 This equation explains the displacement field due to body force throughout volume V, 
traction T(u,n), and the displacement u on S. To change the observation point from   to x 
and the excitation point from x to  , we use the reciprocal theorem of Green function, 
which will give rise to the expression ( , ; ,0) ( , ; ,0)im imG t x G x t      . But, this is only 
true for a homogeneous boundary condition S , so we shall examine two different cases of 
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boundary condition  for  in S . First, we consider the Green function rigidG for the surface 
S as a rigid boundary condition. For this boundary condition,
( , ; ,0) 0 for  in ipG t x S    . This will give rise to 
 
,
( , ) ( , ) ( , ; ,0)





i ijkl j mk l
S
u x t dt f G x t dV
dt u c n G x t dS
   










 Alternatively, for a free boundary condition on  in S  we can use freeG as Green 
function, so that the traction , ( , ; ,0) 0 for  in 
rigid
ijkl j km lc n G t x S    . This will change 
eq.(3.5) to, 
 
( , ) ( , ) ( , ; ,0)







u x t dt f G x t dV
dt G x t T u n dS
   










2.4.4 Mathematical representation of a propagating crack acoustic emission source 
in a solid medium 
 In this section, a mathematical representation of a crack source is being presented. We 
can represent a source by two physical representations. First is a faulting source, which is 
an event associated with an internal surface, such as slip across a fracture plane. Second, a 
volume source, which is an event associated with an internal volume, such as a sudden 
expansion throughout a volume source region or any non-elastic activity. The upcoming 
sections will discuss the mathematical representation of both sources. 
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2.4.4.1 A representation theorem for excitation due to an internal surface 
 
Figure 2.8 A solid medium with a surface discontinuity 
 A volume V with external surface S and two internal surfaces labeled Σ+ and Σ-, which 
are opposite faces to each other, is shown in Figure 2.8. The equation of motion is satisfied 
throughout the interior of the surfaces S+ Σ++ Σ- and to this, we can apply our previous 
representation results. This will give rise to the equation of motion as 
 
,
( , ) ( , ) ( , ; ,0) ( )
{ ( , ) ( , ; ,0) ( , ; ,0) ( ( , ), )}
n p np
V
i ijpq j np q np p
u x t dt f G t x dV
dt u c G t x G t x T u d
    










 Where   is a general position within V , and   is the general position on  . The 
displacements on the Σ+ side may differ from the displacement on the Σ- side. The 
displacement discontinuity is denoted by [ ( , )]u    for  on    with square brackets refer 
to the difference ( , ) ( , )u u      for a spontaneous rupture [ ( , )]T u  =0. Here,   is 
normal to   pointing from Σ- to Σ+. This assumes   as an artificial surface that is formed 
by a spontaneous rupture and across which G , and its derivatives are continuous, so that 
G  satisfies the equation of motion inside the volume and on the surface  . In the absence 










 ,( , ) [ ( , )] ( , ; ,0)n i ijpq j np qu x t dt u c G t x d    

 
     (3.9) 
 This equation represents a spontaneous rupture without any plastic zones where the 
surface displacement is enough to determine the dynamic particle displacement 
everywhere. This gives the displacement field due to a localized discontinuity. It can be 
thought of as a point source. If a crack is growing spatially with time, the location of the 
point force changes with time. We write the displacement field equation using a 
convolution symbol *, we get, 
 ,( , ) [ ( , )] *n i ijpq j np qu x t u c G d  

   (3.10) 
 Now this will give the n component of the displacement field at (x,t) due to a varying 
point discontinuity, source at  . As the eq.(3.10) interprets the Green function for a 
displacement discontinuity, [ ( , )]iu    is the derivative of npG  with respect to q  source 
coordinate where npG  is the Green function for a point force excitation. Such a derivative 
can be thought of physically as a Green function for a single couple with an arm in the q  
direction on  at  . This explains the convolution equation in eq.(3.10) for a problem of a 
growing discontinuity as a sum of the couple excitation distributed over  . For three 
components of forces and three possible arm directions, there is a possibility of nine 
generalized couples. This is shown in Figure 2. 
 Since ,np qG  is the Green function for a couple, and ,[ ( , )] *i ijpq j np qu c G    gives the n-
component of the field at x due to this couple at , it can be interpreted [ ( , )]i ijpq ju c    as 
the strength of the couple. More interestingly [ ( , )]i ijpq ju c    has a dimension of the 
moment per unit area, which makes sense because the contribution from   has to be a 
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surface density, weighted by the infinitesimal area element d  to give a moment 
contribution. We define 
 [ ]pq i j ijpqm u c  (3.11) 
as the components of moment density tensor. The representation theorem for displacement 
at the location x  due to general displacement discontinuity [ ( , )]u    across   is, 
 ,( , ) *n pq np qu x t m G d

   (3.12) 
 This moment density tensor is for a fault plane of finite extent. In practice, we can 
assume a small dimensioned strip of fault plane   effectively as a point source. Integral of 
the moment density tensor over the area   will give a system of couples that are acting at 
the center of gravity of the area  , which we call an equivalent system of moment tensor 
acting at a point in  . Thus, for an equivalent system of distributed point sources the 
convolution can be written as 
 ,( , ) *n pq np qu x t M G  (3.13) 
Where the moment tensor components are  
 [ ]pq pq i j ijpqM m d u c d
 
      (3.14) 
2.4.4.2 Representation theorem for a volume source 
 When a crack grows, the phenomena of plastic deformation around the 
discontinuity formation also happens. This phenomenon is more common in ductile 
materials. The plastic deformation happens in a region of volume called plastic zone which 
is a volume. For analyzing plastic zone we utilize a set of imaginary cutting, straining and 
welding operations described by Eshelby [27]. 
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First, we separate the source material by cutting along a closed surface   that surrounds 
the source and removes the source volume (the “inclusion”) from its surrounding (the 
“matrix”). 
 
Figure 2.9 Separation of source material by cutting 
 We suppose that material removed is held in its original shape by the traction, the same 
value over   as the tractions imposed across   by the matrix before the cutting operation. 
 Next, we allow the source material to undergo transformational strain 
rse . rse  occurs 
without changing the stress within the inclusion, so it is named as “stress-free strain.” 
Stress-free strain can explain processes such as phase transformation, thermal expansion, 
plastic deformations, etc. 
 




Free expansion of source 
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 Then we apply extra surface traction that will restore the surface volume to its original 
shape. This will result in an additional stress field pqrs rs pqc e      throughout the 
inclusion, and additional traction applied on its surface   is pqrs rs qc e   , where q  is the 
outward normal on  . Since pq  is a static field , 0pq q  . The stress in the matrix still 
remains unchanged. It is the same as the stress before the removal of the inclusion. 
 
Figure 2.11 Restoration of source surface volume by extra surface traction 
 We put the inclusion back in the hole and weld the material across the cut. The traction 
on   is now an amount pqrs rs qc e    greater than that of 
 , leading to a traction 
discontinuity of amount pqrs rs qc e   . This traction is due to applied surface forces that are 






Figure 2.12 Putting back the inclusion in the hole 
 Next we release the applied surface forces over  . Since the traction is actually 
continuous across  , this amounts to imposing an apparent traction discontinuity of 
( )pqrs rs qc e   . Hence the elastic field produced in the matrix by the whole process is that 
due to apparent traction discontinuity across  . 
 This traction discontinuity concept due to the transformation strain 
rse  can be adopted 
for a dynamic plastic deformation source case. For each instant, it is still true that 
, 0pq q  because the stress free strain is a static concept. The displacement field 
generated by a traction discontinuity is given in the eq.(3.8). Substituting the traction 
discontinuity ( )p pqrs rs qT c e     in eq.(3.8), will give 
 ( , ) ( , ; ,0) ( )n pqrs rs q np
S
u x t d c e G x t d    


      (3.15) 
Applying Gauss theorem will give 
 ( , ) { ( , ; ,0)} ( )n pqrs rs np
V
q












 V is the volume of the inclusion or the source volume. Using 





   

, we can rewrite eq.(3.16) as 


























   (3.19) 
 This moment density tensor has dimensions of moment per unit volume. Then we can 
write 












 For an instantaneous, inelastic deformation over a volume, the activity can be 
considered as a system of couples located at a point in the volume V . The moment tensor 
associated with the system of couples can be determined by the integration of moment 
density over V . 
 pq pqrs rs
V
M c e dV   (3.21) 
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2.4.5 Moment tensor 
 
Figure 2.13 The moment tensor framework. Diagonal elements represent linear vector 
dipoles. The off diagonal elements represent the force couples with arms. 
 Moment tensor provides a general theoretical framework for modeling a non-elastic 
acoustic emission source. The physics of a crack growth event in a solid medium includes 
a surface discontinuity formation as well as a plastic deformation zone. The moment tensor 
description can be used to represent the physics of both of these phenomena. We denote a 
point source moment tensor by M and a moment tensor density by m. A moment tensor 






























with six independent components. The diagonal elements represent linear vector dipoles 
and the off diagonal elements represent the force couples with arms (moment). 
2.4.6 Moment tensor for a crack propagation problem 
 
Figure 2.14 Superposition approach for crack propagation problem 
 The acoustic emission due to crack propagation problem can be split up in to super 
position of formation of a discontinuity and generation of a plastic deformation. The 
moment tensor corresponding to these two different sources can be considered as the 
acoustic emission sources. The displacement field due to formation of an instantaneous 
discontinuity can be solved by using “representation theorem for excitation due to an 
internal surface” approach. The displacement field due to plastic zone can be found by the 













2.5 AE SENSING AND SENSORS 
2.5.1 AE sensor 
 A schematic of a typical AE sensor is presented in Figure 2.15. The major components 
of an AE sensor consist of a piezoelectric element, wear plate, damping material, and a 
case. The top electrode of the piezoelectric element is connected to the connector, and the 
bottom surface is grounded to the case of the AE sensor and bonded to the wear plate 
through an electrically conducting bond. The components of the AE sensor are secured 
inside the case. A couplant is used to bond the AE sensor to the specimen in which the AE 
measurement needs to be performed. 
 
Figure 2.15 Schematic of a typical AE sensor 
 Acoustic emission sensors respond to dynamic motion caused by an AE event. The 
transducer element in the AE sensor convert mechanical movement into an electric voltage 
signal. Commonly, the transducer element is a piezoelectric-crystal made from ceramic 
such as lead-zirconate-titanate (PZT). The transducers are sensitive to the out-of-plane 
motion of the acoustic wave signals[35]. AE sensors are generally classified into two broad 














AE sensor depend on the frequency response spectrum of the sensor. For an example, the 
frequency response spectrum of the S9225 AE sensor is presented in Figure 5.15. S9225 
AE sensor is a broadband AE sensor and we observe a broadband frequency spectrum in 
the figure. 
 
Figure 2.16 Frequency response of S9225 sensor from the manufacturer 
2.5.2 PWAS transducers 
 Piezoelectric wafer active sensors (PWAS) are inexpensive and lightweight, small, and 
unobtrusive transducers that work on the piezoelectric principle. PWAS are available in 
different geometries and dimensions. They can be permanently bonded to a structure to 
transmit and receive guided waves. The PWAS transducer couples the electrical and 
mechanical effects. The PWAS sensing mechanism is presented in Figure 2.17. PWAS 
senses the in-plane and out-of-plane wave motions through sensing the in-plane strain. The 
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  (22) 
 
Figure 2.17 PWAS sensing mechanism. PWAS senses in-plane and out-of-plane wave 
motions through sensing in-plane strain. 
 Where Ei is the electric field at PWAS, Sij is the strain at PWAS, Dk is the electric 
displacement, gikl is the piezoelectric voltage coefficient, kl is the stress on the PWAS, Tik 
is the impermittivity coefficient, sEijkl is the compliance. The method of operation of the 
PWAS transducer element depends on the polarization of the PZT (lead-zirconate-titanate) 
during the manufacturing process. In this research, the PWAS transducer of 7-mm diameter 
and 0.5-mm thickness, polarized in d31 operation mode, was used for AE sensing. Such a 
polarization enables the PWAS to sense the in-plane strain (along 1-direction) and produce 
an electric voltage in the thickness direction (along 3-direction), E3. The response of a 
PWAS during AE sensing depends on the tuning of the Lamb wave on the PWAS. The A0 
and S0 Lamb wave tuning curve for 7 mm PWAS on a 1-mm aluminum plate is shown in 
Figure 2.18. The experimental tuning curve also was plotted and is presented in Figure 
2.19. We observed a close match between the experiment and theory from the figures.  





Figure 2.18 The Lamb wave tuning of 7-mm PWAS on 1-mm aluminum plate a) A0 
mode tuning b) S0 mode tuning 
 
Figure 2.19 Experimental tuning curve obtained from pitch catch experiment 
2.6 CONCLUSION 
 Representing an excitation source as a self-equilibrating moment tensor is a commonly 
used approach in seismology. The self-equilibrating stresses due to a non-elastic excitation 
are expressed as the moment tensor in seismology. The theoretical background of seismic 
moment tensor for the formation of a crack and a plastic deformation is discussed in this 
chapter. The moment tensor is a point excitation approximation for a non-elastic activity 
(a) (b) 
A0 S0 
* - S0 
* - A0 
  
41 
in a solid body. When a crack growth happens in a solid medium, two major phenomena 
happens, separation of two surfaces and plastic deformation. The total excitation happening 
due to a crack growth event can be considered as the summation of individual excitations. 
The wave motion due to a point force excitation in a bulk medium and plate-like structure 




AE GUIDED WAVE SOURCE MODELING BY SEISMIC MOMENT TENSORS 
In this chapter, the guided waves in a plate due to an acoustic emission (AE) event are 
analytically studied in the context of seismic moment tensor sources representing the AE 
events. The moment tensor concept developed in seismology for the case of an elastic half 
space is adapted to the case of a plate with free top and bottom surfaces. The guided wave 
propagation model corresponding to a point source applied to the plate in an arbitrary 
direction is modified in order to describe the case when the source is a seismic moment 
tensor of various tensor components. This is attained by considering each moment tensor 
component and the limiting case of self-equilibrating pairs of point loads placed at 
infinitesimal distances between them.  
 The fracture mechanics perspective of Mode I, II, and III crack formation is considered 
in order to link the fracture mechanics perspective of crack formation to the theory of 
guided wave propagation. This will guide us towards achieving an understanding of the 
AE characteristics and facilitate the prediction of AE waveforms. The definition of the 
moment tensor excitation changes depending upon the fracture mechanics characteristic of 
microcrack formation. In our study, we have used the definition of the moment tensor 
components to identify their expressions corresponding separately to Mode I, Mode II or 




 In the present study, the seismic moment tensor concept is applied to the modeling of 
AE guided waves in a plate. The AE source is modeled as a self-equilibrating moment 
tensor acting at a point. The moment tensor corresponding to the formation of a micro-
crack buried in a plate is developed. Therefore, the AE source is modeled as a point-source 
moment tensor acting at the center of a microcrack. This approach is further extended to 
the modeling of a through-thickness crack which is considered to be the result of a 
multitude of infinitesimal microcracks covering the plate thickness. Therefore, the AE 
excitation due to a through-thickness crack is obtained by integrating the AE excitations 
due to infinitesimal moment tensor excitations corresponding to microcracks placed 
throughout the plate thickness.  
 The analytical formulation for guided wave propagation due to a seismic moment 
tensor is derived from the guided wave displacement field due to point load. The analytical 
formulation for the guided wave displacement field due to a harmonic point load in a plate 
was developed by Achenbach and Xu [27]. The results of ref. [27] are used as the starting 
point for our development of the guided-wave displacement field due to a harmonic 
moment tensor. Finally, the analytical expressions for the general solution of out-of-plane 
guided-wave displacement field due to a moment tensor excitation is developed. 
 We further show that different modes of fracture (Mode I, II, and III) generated 
different expressions for the seismic moment tensor components. In the present article, we 
deal with straight crested plate guided waves which correspond to a plane strain condition. 
Hence, only two fracture modes, Mode I (opening crack parallel to the plate thickness) and 
Mode II (shear crack parallel to the plate thickness) are of interest. The corresponding 
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moment tensor expressions are derived and utilized in AE guided wave simulation. The 
numerical studies predict the AE signals that would be collected by an AE sensor placed 
at a certain distance away from the AE source in four separate instances: (a1) Mode I 
microcrack; (a2) Mode I through-thickness crack; (b1) Mode II microcrack; (b2) Mode II 
through-thickness crack. 
3.2 THEORY 
 Figure 1 represents a volume V with external surface S and two internal surfaces labeled 
Σ+ and Σ-, which are the opposing faces of an internal discontinuity. The equation of 
motion is satisfied throughout the interior of the surfaces S,  Σ+, Σ-. The displacement field 
due to internal surface excitation and body force can be written as the following [24]. 
 
,
( , ) ( , ) ( , ; ,0) ( )
{ ( , ) ( , ; ,0) ( , ; ,0) ( ( , ), )}
n p npV
i ijpq j np q np p
u x t dt f G t x dV
dt u C G t x G t x T u d
    
         

   
     
 (3.1) 
 Where   is a general position within V, and   is the general position on . The body 
force acting on the bulk volume is represented by f. G represents the elastodynamic Green 
function and the traction is represented by T. ijpqC represents the stiffness of the material. 
The displacements on the Σ+ side may differ from the displacement on the Σ- side. The 
displacement discontinuity is denoted by [ ( , )]u    for  on   , with square brackets 
referring to the difference ( , ) ( , )u u     . For a spontaneous rupture, [ ( , )]T u  =0. 
The unit vector   is the normal to   pointing from Σ- to Σ+. This assumes   as an artificial 
surface, which is formed by a spontaneous rupture and across the thickness. A detailed 
description of the theory is given by Aki and Richards [24]. 
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 The function G and its derivatives are continuous, so that G satisfies the equation of 
motion inside the volume and on the surface . In absence of body force, it gives the 
representation 
 ,( , ) [ ( , )] ( , ; ,0)n i ijpq j np qu x t dt u c G t x d    

 
     (3.2) 
 This expression gives the displacement field in a bulk body due to an internal surface 
excitation. From the above expression, we can conclude that the excitation due to an 
internal surface motion can be considered as [ ( , )]i ijpq ju c   . This excitation is a second 
order tensor. It has a unit of moment per unit area and it is commonly called “moment 
density tensor”. The integral of this moment density tensor over a finite area is called 
“moment tensor”. The tensor represents a point excitation acting at the center of gravity of 
the finite area. So, the excitation due to an internal surface motion that produces wave 
propagation can be approximated by a moment tensor which is acting at a point. It 
represents the self-equilibrating stresses generated by an AE source. Moment tensor 
defines the strength of an AE source. Moment tensor has diagonal “dipole force” 
excitations and off diagonal “couple force” excitations. The components of moment tensor 
are shown in Figure 6. 
3.3 MOMENT TENSOR FOR DIFFERENT MODES OF FRACTURE 
 We have the expression for moment density tensor due to the discontinuity as 
  m upq i j ijpqC  (3.3) 
 Where, ijpqC = (  )ij pq ip jq iq jp         the stiffness matrix. ,   are the Lame 
moduli. Substituting the expression for stiffness matrix in to the moment density tensor 
equation will give the expression for moment density tensor as following: 
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  m u ( u  u )pq i i pq p q q p               (3.4) 
 In the following sub sections, the moment density tensor for different modes of fracture 
at a finite area will be discussed. 
3.3.1 Mode I fracture  
 
Figure 3.1 Mode I fracture in a body 
 Figure 3.1 above shows the Mode I crack formation in an elastic body. From the figure, 
we can observe that the crack surface   is formed in the 1-2 plane.  , the normal to  , 
which is pointing from Σ- to Σ+ is a unit vector in the direction of 3. Which means
1 2 30, 0, 1     . The displacement discontinuities in 1, 2, and 3 direction are 
represented as [u1]=0; [u2] =0; [u3] = u3|∑+ - u3|∑- respectively. Only [u3] exists in the 
displacement discontinuity because the displacement discontinuity happens in the 1-2 
plane in the direction of 3 for a pure Mode I fracture. When we substitute these 
characteristics of Mode I fracture to the equation for moment density tensor, we get the 








m 0 u 0


















 We observe that for Mode I fracture with displacement in the 3 direction, the moment 
density tensor has three diagonal components 11 3[ ]m u , 2 3[ ]m u , and 
13 3( )[ ]m u   . In the case when the displacement is in the 1 direction, then the 







( 2 ) u 0 0










        (Mode I fracture, displacement in 1 
direction) (3.6) 
3.3.2 Mode II fracture 
 
Figure 3.2 Mode II fracture in a body 
 For Mode II fracture, the characteristics of fracture can be identified as [u1] = u1|∑+ - 
u1|∑-; [u2] =0; [u3] =0. For discontinuity happening in the 1-2 plane, 1 2 30, 0, 1     . 




























 We observe that the moment density tensor for Mode II fracture has only two self-
equilibrating, off-diagonal components 13 1[ ]m u  and 31 1[ ]m u . 
3.3.3 Mode III fracture 
 
Figure 3.3 Mode III fracture in a body  
 For Mode III fracture, the characteristics of fracture can be identified as [u1] = 0; [u2] 
= u2|∑+ - u2|∑-; [u3] =0. For discontinuity happening in the 1-2 plane, 1 2 30, 0, 1     . 
















       (Mode III fracture) (3.8) 
We observe that the moment density tensor for Mode III fracture has only two self-
equilibrating, off-diagonal components 23 2[ ]m u  and 32 2[ ]m u . 
3.3.4 Moment tensor 
 If the formation of the crack surface is uniform across the finite cross section on which 
it is being formed, we can integrate the moment density tensor across the uniformly formed 
crack surface and obtain the moment tensor, M. Moment tensor is the excitation acting at 
a point equivalent to the excitation due to the formation of crack. Hence, we can write 
 Moment tensor, m M dA   (3.9) 
Σ+ 





 If the newly formed uniform increment in the crack surface is A , approximately we 
can write the moment tensor in terms of moment density tensor as 
 m M A   (3.10) 
3.4 DISPLACEMENT FIELD DUE TO MOMENT TENSOR ijM  
 
Figure 3.4 Couple force applied for generating the moment. As we limit the separation of 
the forces to zero the couple will become a concentrated moment at X 
 Suppose a couple moment is generated due to a force vector Q applied at position 
( , )    and another force vector Q applied at '( , )jX     in the opposite direction that of 
the force applied at '( , )jX    , where jX  is a small distance in the jX  direction as 
shown in Figure 3.4. 
 The displacement field at an arbitrary point x due to a point force Q at an arbitrary point 
( , )   and Q at '( , )jX     as shown in Figure 6 is denoted as iu
 and 'iu
  respectively. 
If the material is linear elastic and the displacement field has a linear relation with the force 
applied, we can write 
 (( , ), )i iu QG x
    (3.11) 
 ' (( , ), )i i ju QG X x









 The displacement field at x due to a couple with moment 
ij i jM Q X   can be written from 
Eqs (3.11) and (3.12) as following. 
 ' ( (( , ), ) (( , ), ))ij
M
i i i i ju u u Q G x G X x
           (3.13) 
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For an infinitesimally small distance
jX , we apply the limits to get 
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Using first order differential formula, Eq. (3.15) can be written as 
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 So the displacement field for a moment tensor component with forces acting in i 
direction and a separated in the j direction is given as 
 (( , ), )ijMi ij
j






  (3.17) 
3.5 GREEN FUNCTION FOR A COUPLE MOMENT TENSOR M IN A BULK MEDIUM 
 Assume we have a moment tensor acting at a specific point X in a solid medium. 
Substituting  eq.(2.60) and (2.61) for wave motion due to a point load in a bulk medium 
into eq.(3.17), the Greens’ displacement tensor due to a moment tensor in a bulk medium 
is derived as the following 
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Where ˆ ˆ ˆ( )L i i L i iq L q
q
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     (3.21) 
Similarly for transverse wave mode,  
 ,
exp( )
ˆ ˆ ˆ( ) exp( )( )
4
T T T
ik q ik T T q
ik x
G A x ik x X ik x X
x
     (3.22) 
Hence the Greens’ displacement tensor for couple moments is given as  
 , 0
exp( )
ˆ ˆ ˆ ˆ/ ( 2 ) exp( )( )
4
L L
ik q i k L L q
ik x




      For longitudinal mode 
 , 0
exp( )
ˆ ˆ ˆ ˆ/ (2 ) ( ) exp( )( )
4
T T
ik q ik i k T T q
ik x




      For transverse mode 
3.6 OUT-OF-PLANE DISPLACEMENT FIELD DUE TO MOMENT TENSOR COMPONENTS IN A 
PLATE 
 This section describes the theoretical equations for the out-of-plane displacement fields 
in a plate due to different components of moment tensor. Since we are focusing on Mode I 
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and Mode II fracture, the moment tensor components related to these fracture modes are 
derived here. The displacement field due to a point load excitation is converted to 
displacement fields due to moments by using the limiting process explained in the previous 
section.  
 By using the limiting process , and the displacement field expressions for a plate in 
section 2.2.4 we can write the symmetric and antisymmetric displacement field due to a 
dipole M11 in the moment tensor as, 
 11 1 (2)11 11 0 1
01 1
( ) ( ) ( )cos
M S Q S s n
z z n s n
n








  (3.23) 
 11 1 (2)11 11 0 1
01 1
( ) ( ) ( )cos
M A Q A A n
z z n A n
n








  (3.24) 
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  (3.26) 
 Following the same procedure, the out-of-plane displacement field due to different 
components of moment tensor can be derived as follows 
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Due to M31, 
 31 3 (2)31 31 1
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 31 3 (2)31 31 1
01
( ) ( ) cos
M A Q A A m
z z m A n n
n








  (3.34) 
3.7 OUT-OF-PLANE DISPLACEMENT FIELD DUE TO A MODE I MICROCRACK 
 For a Mode I fracture the theoretical moment tensor is composed of three diagonal 
dipoles as shown in Eq.(3.5). Suppose a sudden microcrack is formed in a structure causing 
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acoustic emission. Let us assume the microcrack formed is Mode I fracture in nature. The 
moment tensor excitation due to the sudden formation of a Mode I microcrack can be 


















 Where A  is the area of the microcrack. From Eq.(3.5), if the strength of dipole M11 is 
considered to be unity, the unit moment tensor for a Mode I microcrack excitation can be 
















 The total symmetric displacement field due to simultaneous action of three force 
dipoles will be the sum of displacement field due to individual force dipoles. For a unit 
moment tensor excitation as shown in Eq. (3.36), we can write the symmetric part of out-
of-plane displacement field zu as 
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Similarly the antisymmetric part of out-of-plane displacement field displacement field zu  
due to a unit moment tensor is give as follows 
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3.8 OUT-OF-PLANE DISPLACEMENT FIELD DUE TO A MODE II MICROCRACK 
 For Mode II fracture, the theoretical moment tensor consists of two off diagonal couple 
moments as shown in Eq. (3.7). The excitation for Mode II  microcrack will be due to M13 




























 Hence, the symmetric part of out of plane displacement field due to a unit Mode II 
moment tensor excitation can be written as, 
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Similarly, the antisymmetric part of displacement field is written as,  
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 Representing the excitation for wave propagation due to a sudden formation of 
dislocation by an equivalent moment tensor is a widely used methodology in seismology. 
The same approach can be implemented in the case of acoustic emission due to microcrack 
formation in metallic structures. The crack formation in solid structures generates AE 
events. The effect of AE events is to create waves that can be sensed at a distance. In thin-
walled structures, the AE waves travel in the form of multi-modal guided waves. This 
chapter has shown how the formation these multi-modal AE guided waves can be predicted 
by using the moment tensor concept. The mechanism of microcrack formation has 
influence on the type of excitation and the generated wave fields due to AE events. If the 
microcrack is a Mode I, the excitation will be equivalent to three independent force dipole 
excitations, M11, M22, and M33, concentrated at the center of gravity of the microcrack. If 
the microcrack is Mode II the equivalent moment tensor will have components  M31 and 
M13. For a Mode III microcrack, M23 and M32 moment tensor components will construct 




LAMBWAVE POWER AND DISPLACEMENT RESPONSES DUE TO AE TEST 
SOURCES  
4.1 INTRODUCTION 
Acoustic Emission is a passive detection method for structural health monitoring. It has 
been widely studied and successfully demonstrated by many researchers. For simulating 
AE signals in a solid medium, reproducible acoustic emission sources such as pencil lead 
break and impact hammer tests are used. A pencil lead break test consists of breaking a 0.5 
mm (alternatively 0.3 mm) diameter pencil lead approximately 3 mm (+/- 0.5 mm) from 
its tip by pressing it against the surface of the piece. This generates an intense acoustic 
signal, quite similar to a natural AE source that the sensor detects as a strong burst. Impact 
hammer excitation utilizes a hammer for taping the solid medium to generate AE waves in 
the structure. Both reproducible AE sources are like a point force acting in out of plane 
direction on a structure. A schematic of the reproducible AE source excitation in a plate is 
shown in Figure 4.1. This chapter aims at the theoretical modeling of reproducible AE 
source excitation in a plate. Normal mode expansion of Lamb wave modes is used for 
modeling the AE source excitation.  
 The AE wavefield generated by a reproducible AE source excitation propagates in thin-
wall structures such as plates in the form of multi-modal guided waves. Guided waves are 
elastic waves that are guided and travel between two parallel free surfaces. 
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Lamb waves are one of the most important classes of guided waves, which propagate 
between the free surfaces of a plate. Lamb waves were first studied and presented 
mathematically by Lamb[10]. Pochhammer [11] and Chree [12] studied the elastic wave 
propagation in infinitely long cylindrical rods. Love [13] and Rayleigh [14] made initial 
efforts for the analysis of wave propagation in hollow cylinders by using shell theory 
approximations and assuming axially symmetric motion. An exact analytical model for 
guided wave propagation in the hollow cylinder was studied by Gazis [15]. He developed 
an analytical model for dispersion of guided waves in cylinders including axially 
symmetric, non-axially symmetric and torsional wave modes. Worlton [16] first observed 
guided waves in plates experimentally.  
 An excitation due to a reproducible AE source is modeled as a point force acting in the 
out-of-plane direction, as shown in Figure 4.1. The analysis for wave propagation due to 
the reproducible AE source is done by assuming z-invariant condition for 2D straight 
crested waves. Further, the analysis of wave propagation is extended to circular crested 2D 
wave propagation as well. Considering the orthogonality of Lamb wave modes in the 
power flow of Lamb wave modes, normal mode expansion (NME) coefficients are 
determined from the complex reciprocity relation. The closed-form expression for NME 
coefficients is used to determine power flow and waveforms through the plate. 
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4.2 ANALYTICAL MODELING OF AE TEST SOURCES IN A PLATE 
 
Figure 4.1 Excitation due to reproducible AE source 
 Figure 4.1 shows the excitation due to a reproducible AE source on a thin plate. For 
two elastodynamic states of the plate, complex reciprocity relation can be given as, 
 2 1 1 2 2 1 1 2( )v T v T v F v F          4.1 
 Subscripts 1 and 2 denote two wave-mode solutions. The notations v  and T   represents 
the velocity and stresses of the wave fields. F  represents the body force acting on control 
volume under consideration. Expansion of Eq. (4.1) using the del operator will give the 
following, 
 2 1 1 2 2 1 1 2 2 1 1 2ˆ ˆ( ) ( )v T v T x v T v T y v F v F
x y
 
           
 
 4.2 
 Multiplying Eq. (4.2) by dy   and integrating with respect to the plate thickness from 
y d    to y d   , we get, 
 2 1 1 2 2 1 1 2 2 1 1 2ˆ ˆ( ) ( ) ( )v T v T xdy v T v T ydy v F v F dy
x y
 
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 4.4 
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 4.5 
 We let the elastodynamic state ‘1’ represent the field due to the excitation source. 
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 Here ( )ma x  is the modal participation factor or normal mode expansion coefficient, 
which corresponds to the excitation. This needs to be determined. The summation contains 
all wave modes that significantly contribute to the total wave field. Since 
1v  and 1T  
represent a single mode component, the same set of amplitude coefficient is used for 
particle velocity and stress field. The normal mode expansion coefficient 
ma  is a function 
of x. The wave mode amplitude consolidation for different modes changes with the nature 
of the excitation source. 
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 The integral form –d to +d is in the plate thickness, y-direction. Isolating y independent 
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Recall the orthogonality relation in general form, 
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 Due to the orthogonality condition of the Lamb wave modes, Pmn=0 [29] for m n , in 
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 Eq. (4.12) is a partial differential equation. This equation can be solved to get the 
spatially dependent normal mode expansion coefficient ( )na x . The excitation for the 
generation of wave modes can be assumed either as a traction or body force. Here we are 
considering the excitation on the control volume as a hammer hit AE excitation. Since the 
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nature of the excitation is like external force acting at a point, we consider the disturbance 
as external traction. We assume there is no body-force acting in the control volume. Hence 
Eq. (4.12) becomes, 
 1 1 ˆ4 ( ) ( ( ) ( ) )
n n
d
i x i x
nn n n n
d
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 4.13 
 Considering the Lamb wave propagating in a rectangular plate, the Lamb velocity 
vector is given as, 
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Executing dot product, we get, 
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Simplifying again, we get, 
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 . Assuming the excitation is happening with an area [x1 x2], 
a closed-form expression for normal mode expansion coefficient at an arbitrary location x 
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 In the present case, the excitation is a localized hammer hit, acting at a point. It acts as 
a point force perpendicular to the plate. Assuming the location of the excitation is 
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 Assuming the location of hammer hit as the origin and, waveform measurement 
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4.3 CIRCULAR CRESTED PROPAGATION OF GUIDED WAVES DUE TO OUT OF PLANE AE 
TEST SOURCE EXCITATION 
 
Figure 4.2 Excitation Fz acting on a plate due to AE test source and the stresses field 
generated 
 Consider the circular crested Lamb waves propagating in a plate due to an AE source 
excitation. The complex reciprocity relation for circular crested Lamb waves can be written 
from Eq. (4.1) as the following ref. [30], Eq. (5.91), page 136, i.e.,. 
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 Assume that solution “1” is generated by force 1F , whereas solution “2” is a free 
solution with
2 0F  .  
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Integrating Eq. (4.23) with respect to z, we get, 
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 Representing solution “1” as the sum of orthogonal Lamb wave modes, we get the 
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  4.28 
Substituting Eq. (4.27) and (4.28) into Eq. (4.24), we get, 
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Also substituting Eq. (4.25) and (4.26) into Eq. (4.29), we get, 
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 Due to the orthogonality of circular crested Lamb wave modes, the z  integration inside 
the Eq. (4.30) will be non-zero only when m n  and corresponding to a propagating mode 
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Figure 4.3 Coordinate system and location of AE source 
 Assuming the excitation due to the AE test source as body force acting in z  direction 
at a point on the surface of the plate, where 0,r z d  , as shown in Figure 4.3, we 
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Applying zero stress boundary condition of the plate, we get, 
(0, 0, 0) 
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 Rearranging the equation to get the closed-form expression for ( )na r , we get the 
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4.4 NORMAL MODE EXPANSION COEFFICIENTS FOR AE TEST EXCITATIONS 
 For the out of plane point source excitation applied, the normal mode expansion 
coefficient for various modes is obtained and plotted up to 2000 kHz for an AISI type 304 
stainless steel plate of 2 mm thickness.  
4.4.1 Dispersion curves 
 The number of guided wave modes in a plate due to a specific excitation depends on 
the frequency and half-thickness product ( )fd . For the propagating wave modes, only the 
real part of the wavenumber has been considered. The phase velocity and group velocity 
dispersion curves for the Lamb waves are plotted in Figure 4.4. Both symmetric and 
antisymmetric Lamb wave modes are presented here. 
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(a)  (b)  
Figure 4.4 Dispersion curved for propagating Lamb wave modes: (a) phase velocity; (b) 
group velocity. Please note: S signifies symmetric Lamb wave modes, A 
signifies antisymmetric Lamb wave modes 
 The normal mode expansion coefficient for S0 mode for in-plane displacement xU   is 
calculated and is shown in Figure 4.5. For the in-plane component of S0 mode, the normal 
mode expansion coefficient at low frequencies is found to be a constant value. With an 
increase in frequency, the coefficient slightly increases to 900 kHz and then suddenly 
decreases after that. After the sudden decrease, the coefficient suddenly increases and 
reaches a peak value, and then it decreases. At very low frequencies, the curve is 




Figure 4.5 Normal mode expansion coefficient for in-plane motion ( xU ) of S0 mode 
 
Figure 4.6 Normal mode expansion coefficient for in-plane motion ( yU ) of S0 mode 









































































 Figure 4.6 represents the normal mode expansion coefficient for yU  motion of S0 
mode. The yU  motion coefficient is very low at low frequencies compared to the peak 
value of the curve, as well as the NME coefficient of xU  motion. The amplitude increases 
with an increase in frequency and reaches a peak value at a certain frequency and then 
decreases. The frequency value corresponding to the peak in the curve depends on the 
thickness of the plate. Comparing Figure 4.5 and Figure 4.6, we observe that at low 
frequencies, the frequency response of xU  motion is very high compared to yU  , and the 
xU  motion has approximately a constant value. As the frequency increases, yU  amplitude 
increases and becomes comparable to the amplitude of xU . This explains that at low 
frequencies, S0 mode behaves like a non-dispersive axial wave with major motion in xU  
direction, and as the frequency increases, the relative magnitude of yU  motion component 
becomes comparable to xU  motion.  
 



































Figure 4.7 Normal mode expansion coefficient for in plane motion ( xU ) of A0 mode 
 Figure 4.7 shows the normal mode expansion coefficient for in-plane ( xU ) A0 mode 
for a harmonic point load. The coefficient is very high at very low frequencies, and the 
amplitude of the coefficient decreases with an increase in frequency.  
 Figure 4.8 shows the normal mode expansion coefficient for yU  motion of A0 mode. 
Also, for A0 mode yU  motion, the NME coefficient possesses a higher value at low  
 
Figure 4.8 Normal mode expansion coefficient for out of plane motion (Uy) of A0 mode 
frequencies, and with an increase in frequency, it decreases. Comparing Figure 4.7 and 
Figure 4.8, we conclude that the amplitude of A0 mode yU  motion is very high at low 
frequencies compared to xU  motion for this specific out of plane excitation. In addition, 
yU  motion A0 mode amplitude is very high compared to S0 amplitudes at low frequencies 

































in the plot. This means for reproducible AE excitation considered in the present case; the 
waveforms will be dominated by A0 mode at these low frequencies. 
 
Figure 4.9 Normal mode expansion coefficient for in-plane motion ( xU ) of A1 mode 
 Figure 4.9 shows the normal mode expansion coefficient of xU  motion of A1 mode. 
The cut off frequency for A1 mode is around 800 kHz. The coefficient appears to be a 
high-value near the cut off frequencies, and it decreases with an increase in frequency.  
 Figure 4.10 shows the normal mode expansion coefficient of yU  motion of A1 mode. 
Similar to xU  motion, the yU  motion coefficient is also a high value near cut off frequency 




Figure 4.10 Normal mode expansion coefficient for in plane motion (Uy) of A1 mode 
4.5 POWER FLOW DUE TO AE TEST SOURCE EXCITATION 
4.5.1 Lamb wave power flow due to AE test source excitation 
 The expression for time-averaged power carried by the Lamb wave, which is generated 
due to the excitation following Eq. (4.10) is given as 
 1 1 1 1
1
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4
A
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Using the normal mode expansion for mode m we can write, 
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 Representing the time-averaged power carried by the normal wave mode m as Pmm, we 





m mma x PP    4.42 
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 Substituting the expression for the normal mode expansion coefficient ( )ma x  into Eq. 










   4.43 
4.5.2 Power input due to AE test source 
 Due to hammer hit excitation, the power from the hammer is converted into power 
carried by the wave. The power due to hammer excitation at a point is the multiplication 
of the load multiplied by the average particle velocity.  
 
1 ˆ( ) ( )
2
P F V   4.44 






P p t dt
T
   4.45 
 The time-averaged product of two harmonic variables is one-half the product of one 
variable multiplied by conjugate of the other. Hence we can write the time-harmonic power 
input as, 
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4
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 Due to the excitation, both forward propagating and backward propagating waves 
happen from the source. Due to symmetry, we can assume that the power carried by the 
forward propagating wave will be half of the total power supplied. Hence, the portion of 
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4.5.3 Flexural wave power flow due to AE test source excitation 
 In order to compare the power flow of Lamb waves with that of flexural waves, the 
power flow expression for flexural waves in a beam is calculated. The power input due to 
input traction can be obtained as the dot product of traction and velocity. 
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 Here yt  is the harmonic external traction acting in out of plane direction at the origin 
and ŵ  is the amplitude of the harmonic flexural wave as explained in Giurgiutiu (2008), 
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 Assuming the traction is acting at a point and considering the location of application as 
the origin, we may express the input power as follows, 
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in yP it w  4.53 
 Due to symmetry, the power flow will be equally distributed among forward 
propagating and backward propagating wave, hence we can express the time-averaged 






in yP it w  4.54 
 The expression for time-averaged power carried by the flexural wave is discussed in 
Giurgiutiu (2008). The time-averaged power carried by the flexural wave is given as, 
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 Substituting the components in the equation, we get the expression for time-averaged 
power carried by the flexural wave in a beam as below, 













. Here m is the mass per unit length of the beam, E is the Young’s 
modulus of the beam, I is the moment of inertia of the cross-section of the beam and ŵ  is 
a frequency-dependent unknown amplitude of the harmonic flexural wave. Since all the 




 Due to conservation of energy, we can equate
Forward propagatingin
P P . Thus, we get the 
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Taking logarithm on both sides of Eq. (4.58), 
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2 1









 From Eq. (4.59) we can understand that a plot between    log  vs logP   will have 
a slope of (-1/2) 
4.5.4 Numerical calculations 
 The input power given into the control volume by using force acting at a point receives 
and distributes among various Lamb wave modes. Each mode will receive the input power 
in different proportions at different frequencies. Figure 4.11, Figure 4.12, and Figure 4.14 
represent the variation of power received by S0, A0, and A1 modes respectively at various 
frequencies. 
 Figure 4.11 represents the power carried by out of plane S0 mode displacement at 
various frequencies. The power carried by out of plane S0 displacement is very low at low 
frequencies and increases with an increase in frequency. For the present case of AISI steel 
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plate of thickness 2 mm, the peak power carried by S0 mode occurs at around 1200 kHz. 
After that, the power flow curve decreases with an increase in frequency.  
 
Figure 4.11 Variation of S0 mode wave power with frequency 
 The power carried by out of plane displacement A0 mode is shown in Figure 4.12. The 
power carried by A0 mode for out of plane displacement is highly asymptotic at low 
frequencies. It has a high value at low frequencies, and it decreases with an increase in 
frequency similar to normal mode expansion curve of xU  and yU  motion of A0 mode. The 
power flow in the logarithmic scale is represented in Figure 4.13. The logarithmic power 
flow curve is a straight line at lower frequencies, and it becomes curved at higher 




Figure 4.12 Variation of A0 mode wave power with frequency 
 Figure 4.13 shows the logarithm of power carried by the A0 mode curve. The slope of 
the curve is calculated and is given below. 




Figure 4.13 Variation of A0 mode wave power with frequency in log scale 
 The slope of the initial portion of the curve matches exactly with the slope of the 
logarithm of power expression for the flexural wave given in Eq. (4.59), which is 
approximately -0.5. This verifies the flexural wave approximation of Lamb wave for low 
frequencies and verifies the numerically obtained curve.  
 Figure 4.14 represents the power carried by A1 mode out of plane motion with 
frequency.  At cut off frequency near 800 kHz, the power carried by A1 mode shows a 
higher value, and A1 mode power decreases with an increase in frequency. At higher 















































Figure 4.14 Variation of A1 mode wave power with frequency 
 Power carried by the individual Lamb wave mode was numerically obtained by using 
Eq. (4.43). Only A0, S0, and A1 were considered for calculating the total power. The total 
power obtained for various frequencies is shown in Figure 4.15. 
 The input power supplied into the control volume by using the point force was 
calculated by using Eq. (4.47). A plot of the input power supplied by force at various 
frequencies was obtained and shown in Figure 4.16. Power input and power carried by the 





Figure 4.15 Power carried by lamb wave at various frequencies 
 
Figure 4.16 Power input in to control volume at various frequencies 

































































 Reproducible AE source experimental methodologies are a very convenient method for 
recreating the environment of acoustic wave fields due to an AE excitation. Often times, it 
is not feasible to create real AE events in real structures like nuclear-spent fuel storage 
structures, bridges, concrete structures, etc. If a sample specimen is available, it is possible 
to study real AE events in a laboratory environment. However, this is not the case with real 
structures. This chapter has portrayed the Lamb wave mode frequency dependency of 
reproducible AE source excitation in an AISI steel plate of 2 mm thick. The normal mode 
expansion (NME) method is used for obtaining the frequency response of an out of plane 
excitation in a plate. NME coefficient frequency dependency is plotted for S0 A0 and A1 
mode xU  and yU  displacement. The frequency dependency of time-averaged power flow, 
which is polarized in the out-of-plane direction, has plotted for S0, A0, and A1 mode. For 
A0 mode, the frequency response of numerically obtained power flow is observed to vary 
as 1/  , where   is the frequency. This dependency is confirmed in this chapter through 
the energy equilibrium principle of flexural waves. Almost the same slope is obtained for 
flexural wave and A0 wave at low frequencies. A comparison of power input and power 





PART II: IN SITU EXPERIMENTAL INVESTIGATION 






EVOLUTION OF AE SIGNATURES DURING FATIGUE CRACK GROWTH IN 
THIN METALLIC PLATES 
In this chapter, a high cycle fatigue acoustic emission (AE) experiment has been discussed. 
The experiment was performed to record the AE signals during a 13 mm, load-controlled 
fatigue crack growth in a 1-mm aluminum 2024 T3 specimen. The crack growth was 
measured, and the AE signals were recorded simultaneously using the piezoelectric wafer 
active sensor (PWAS) and Mistras AE system. Time-domain, as well as the frequency-
domain of the signals, were studied. We observed an evolution in the AE signal signature 
recorded with crack advancement. The crack surface morphology of fatigue cracked 
specimen under similar fatigue loading was studied using microscopic analysis. We 
observed a gradual variation in the crack surface morphology with crack advancement. The 
stress intensity factor (SIF) at the crack tips and crack growth rate also changes with crack 
advancement in a load controlled fatigue experiment. The AE signal signature evolution 
was plotted with experimentally obtained crack growth rate. We hypothesize that the 
evolution in the AE signal signature is due to the excursion in crack tip SIF, crack growth 




5.1 EXPERIMENTAL METHODS 
5.1.1 Specimen preparation 
 An AE experimental specimen was designed for capturing AE during crack growth in 
thin metallic plates. Aluminum 2024-T3, a commonly used aircraft material, was chosen 
for preparing the test specimens. From a large plate of aluminum 2024-T3, coupons of 103 
mm width, 305 mm length and 1 mm thickness were machined using the shear metal cutting 
machine. Specimens were sufficiently wide enough to allow a long crack to form in the 
specimen. A pre-crack of 7 mm tip-to-tip length was generated in the specimen through 
fatigue crack growth. After AE sensor instrumentation on the specimen, the crack was 
grown an additional 13 mm (until the crack length reaches 20 mm tip to tip), simultaneously 
capturing the AE signals. The wide geometry of the specimen was desired for this work so 
that the acoustic waves generated would travel a longer distance to the edges. This, in turn, 
means the signals die out after reflection from the boundaries due to geometric spreading 
and material damping before reaching the sensors. The properties of Al 2024-T3 were 
modulus of elasticity 73 GPa, density2767 kg/m3, and Poisson’s ratio 0.33 .  
5.1.2 High cycle fatigue experiments for fatigue crack initiation 
 To generate a fatigue crack, we drilled a 1 mm hole at the geometric center of the 
specimen. This caused stress concentration and crack initiation at the edge of the hole over 
the fatigue loading cycle. A hydraulic MTS machine was used to apply fatigue loading on 




varied sinusoidally between a maximum and minimum load, maintaining R-ratio between 
the maximum and minimum load of 0.1. An initial high cycle fatigue  
 
Figure 5.1 The specimen with hole mounted on the MTS machine. Cyclic fatigue loading 
was applied to generate cracking from the hole 
crack-initiation experiment was conducted to obtain the optimum loading conditions. Thus, 
for obtaining the high cycle-fatigue crack initiation, the specimen was loaded at various 
cyclic load levels between 16kN-1.6kN and 12 kN-1.2kN. At low fatigue loads, the crack 
initiation occupies a significant portion of the fatigue life of the specimen, whereas, with 
higher loading amplitudes, the crack initiation is accomplished in a fraction of the fatigue 
life [31], [32]. This was demonstrated from the crack initiation experiment to obtain the 
optimum load values for the high cycle fatigue crack initiation. Some of the selected 
fatigue-crack growth experiments for various specimens are listed in Table 5-1. At higher 
fatigue cyclic loads between 16kN-1.6kN and 15kN-1.5kN, the crack initiated in less than 




initiate at a higher fatigue cycle. At a fatigue load of 13.85-1.38 kN, the crack was initiated 
at 434 kcycles. Below the load 13.75kN-1.375kN, the crack initiation was not obtained 
even after 1.3 million cycles. Thus, the fatigue load of 13.85kN-1.38kN was chosen for the 
AE experiment. 
 The load vs. cycles to failure curve describes the relationship between cyclic load 
amplitude and the number of cycles to crack initiation. A load vs. cycles to failure curve 
for the crack initiation for the Al 2024-T3 specimen is shown in Figure 5.2. When the load 
during fatigue experiment was decreased, the number of cycles for fatigue crack initiation 
was observed increasing, becoming more and more asymptotic to the x-axis, at lower loads. 
 We have used specimen 8 in Table 5-1 for performing the fatigue experiment with 
capturing AE signals. The maximum and minimum fatigue loads were 13.85 kN and 1.38 
kN. The frequency of loading was 10 Hz. A crack initiated at approximately 434,000 cycles 
(i.e., after 12 hours run time). A 7 mm tip-to-tip crack developed from 434,000 to 472,000 
cycles. After the crack initiation and development of the crack up to 7 mm, AE sensors 





Figure 5.2 The fatigue load vs. cycles to failure plot obtained from a series of experiments 
for obtaining high cycle fatigue crack initiation. Approximately at 13.85 kN 
maximum load, R=0.1 fatigue cycle, the curve was found saturated. A small 
decrement in the load below this load did not cause crack initiation even after 
1.3 million kcycles 
Table 5-1 Fatigue crack initiation at various load levels 
Specimen # Force values (kN) 
Loading  
Freq. (Hz) 
Crack initiation cycle 
(kcycles) 
1 Fmax=16, Fmin=1.6 10 148 
2 Fmax=15, Fmin=1.5 10 190 
3 Fmax=14.25, Fmin=1.425 10 280 
4 Fmax=14.2, Fmin=1.42 10 300 
5 Fmax=14.1, Fmin=1.41 10 310 
6 Fmax=14.05, Fmin=1.405 10 322 
7 Fmax=14, Fmin=1.4 10 410 
8 Fmax=13.85, Fmin=1.38 10 434 
9 Fmax=13.75, Fmin=1.375 10 
No crack initiated 
(1340kc) 
10 Fmax=12, Fmin=1.2 10 
No crack initiated 
(1393kc) 

















5.1.3 Sensor instrumentation for AE recording 
 Two PWAS sensors and two S9225 sensors were bonded to the aluminum specimen. 
Clay boundaries were provided on the specimen to avoid reflection of AE signals from the 
specimen boundaries. PWAS sensors were bonded at a distance of 6 mm and 25 mm from 
the crack in a linear configuration. S9225 sensors were also bonded to the specimen at 6 
mm and 25 mm from the crack in the opposite direction to the PWAS sensors. The 
specimen bonded with sensors is presented in Figure 5.3 and Figure 5.4. PWAS sensors 
were bonded using M-Bond AE-15 adhesive. This adhesive is appropriate for bonding 
PWAS because it is resilient to the dis-bonding of PWAS during long durations of cyclic 
loading.  M-Bond AE-15 is an epoxy system with two components: a resin and a curing 
agent. The resin and curing agent were mixed in a specific proportion. After mixing, the 
mixture was stirred for 5 minutes. This mixture was used to bond PWAS to the specimen. 
Then the PWAS was bonded to the specimen using the mixture. The PWAS was cured for 
3 hours at 1400F as recommended by the epoxy manufacturer. The capacitance of the 
PWAS was measured before bonding and after bonding to make sure that the PWAS, as 
well as the bonding of the PWAS to the specimen, was defect-free. The two S9225 sensors 
were bonded to the specimen using hot glue. A drop of hot glue was applied to the specimen 
using a hot gun, and the sensors were placed on the drop with the application of thumb 
pressure. The thumb pressure was continued to apply until the hot glue was cured. 
5.1.4 Experimental set-up 
 After installing the sensors, the fatigue loading was continued to grow the crack and 





Figure 5.3 AE test specimen bonded with two PWAS and two S9225 specimen. Clay 
boundaries were provided on the specimen to avoid reflection of AE signals 
from the specimen boundaries. 
transducers were mounted on the MTS machine (Figure 5.3). After the crack initiation and 
installation of sensors, the fatigue loading was continued to vary between 13.85 kN and 
1.38 kN with a loading rate of 2 Hz with simultaneous capture of the AE signal. The 
experimental set-up for capturing the AE signal from a fatigue-crack growth event is 
presented in Figure 5.4. The bond quality assurance of PWAS sensors was performed 
periodically by electromechanical impedance spectroscopy (EMIS). AE signals during 
crack growth events were captured by using PWAS and S9225 sensors. The sensors were 
connected to the acoustic preamplifier. The acoustic preamplifier is a bandpass filter, which 
can filter out signals between 30 kHz to 700 kHz. Provided with 20/40/60 dB gain (can 








sensor. In the present experiment, 40 dB gain was selected and chosen to operate with 
single-ended. The preamplifier was connected to the MISTRAS AE system. A sampling 
frequency of 10 MHz was chosen to capture any high-frequency AE signals. The timing 
parameters set for the MISTRAS system were peak definition time (PDT) = 200µs, hit 
definition time (HDT) = 800 µs, and hit lockout time (HLT) = 1000 µs. 
 
Figure 5.4 Experimental setup for capturing AE signals during fatigue crack event 
5.1.5 Electro-mechanical impedance spectroscopy (EMIS) sensor integrity check 
 Continuous fatigue loading can cause the damage of PWAS or disbonding of the PWAS 
from the specimen. This would cause the capturing of false AE signals. To monitor the 
condition of PWAS during the fatigue experiment, we have used EMIS inspection 
periodically during cyclic fatigue loading. The results of the EMIS measurements are 
presented in Figure 5.5. No considerable change in EMIS measurements was observed for 
Test specimen mounted 
on MTS machine 
Acoustic preamplifier 













PWAS 1 and PWAS 2. This confirmed that no false AE signals were recorded by PWAS 
during the fatigue crack growth event. 
 
Figure 5.5 EMIS measurement of 20 kcycles of fatigue-crack-growth experiment. A) EMIS 
measurement of PWAS 1 B) EMIS measurement of PWAS 2. Very similar 
trends of EMIS spectrograms were observed during 20 kcycles. This confirmed 
that the PWAS bonding was in a good condition during fatigue-crack-growth 
experiment. 
5.1.6 Crack-tip stress intensity factor (SIF) of the specimen 
 During a fatigue fracture activity, the SIF at the crack tip is an important governing 
factor. An increase in K at the crack tip causes an increase in net section stress ahead of the 
crack. 
  For an infinite plate under applied far-field stress inf with a crack length 2a the SIF is 
defined as 
 inf infK a    (5.1) 




 In fracture mechanics, fracture and fatigue problems encountered have been 
characterized using the SIF, K. The importance of SIF, K, in fracture mechanics is that it 
governs the state of stress at the tip of a crack in elastic solid. For an infinite plate, the 
distribution of normal stress yy ahead of the crack tip according to the stress field 
approximation in fracture mechanics is given as, 
 inf/ 2yy K r    (5.2) 
 where Kinf is the SIF for the crack in an infinite plate, and r is the distance ahead of the 
crack tip. 
 
Figure 5.6 (a) The stress-strain diagram of finite and infinite plates (b) The distribution of 
normal stress ahead of the crack tip 
 Eq. (5.1) and (5.2) are defined for an infinite plate. The finite geometry of specimens 
affects the SIF at the crack tips. A representative figure showing the effect of the finite 
dimension of the specimen on the SIF and stresses is presented in Figure 5.6 [33]. To 















factors, commonly denoted as F(a/W) are employed [34], [35]. These factors are also 
known as dimensionless shape factor, geometry correction factor, correction to the SIF, 
and finite-width-correction-factor (FWCF). This correction factor is a strong function of 
(a/W) and necessary to determine the value of K at the crack tip in a finite-width specimen. 
The SIF solution for the finite middle tension (M (T)) specimen is given as 
 inf inf ( / )F a WK a    (5.3) 
 where F(a/W) is the FWCF, a is the half crack length, and W is the half-width of the 
finite plate. FCWS represents the increase in the relative magnitude of K, relative to that in 
an infinite plate. For the finite center cracked specimen similar to the specimen used for 
the present experiment, two well-known FWCF’s are given by Irwin [36] and Fedderson 























  (5.5) 
5.2 RESULTS AND DISCUSSION 
 The growth in fatigue crack length with the progression in the fatigue cycle is presented 
in Figure 5.7. The fatigue crack was observed to grow non-linearly with fatigue cycles. We 
observe that the crack advancement rate increases with an increase in crack length. Curve 
fitting of the crack length data was obtained, and a good fit of the data was obtained with 
a third-order polynomial. The fitted curve with the equation of the fitted curve is presented 





Figure 5.7 Variation of crack length with increment in the number of kcycles 
 The crack growth rate was obtained from the fitted polynomial in Figure 5.7. The 
differentiation of the fitted polynomial was performed to obtain the crack growth rate. The 
crack growth was plotted and is presented in Figure 5.8. We observe a continuous 
increment in the crack growth rate with crack advancement. The crack growth rate was 
increased from 0.37 mm/kilocycles (kcycles) to 1 mm/kcycles as the crack length changed 






Figure 5.8 Crack growth rate at various kcycles 
 
Figure 5.9 Specimen applied with far field stress of σ. The width of the specimen is w, and 
the length of the crack on the specimen is 2a. The SIF at the crack tips can be 








 The SIF at the crack tips of the specimen was calculated from the Fedderson [37] finite 
width correction factor. For a center cracked specimen similar to the present specimen 
(schematic representation in Figure 5.9), Fedderson finite width correction factor 













   (5.6) 
 where σ is the far-field stress (134 MPa), a is the crack length, and w is the width 
of the plate (103 mm). From the equation, the SIF depends on the crack length, the far-
field stress, and the width of the specimen. The fitted data of the crack length 
progression, the far-field stress, and specimen width were used in Eq. (5.6) to calculate 
the theoretical SIF. The variation of SIF with the number of kcycles is presented in Figure 
5.10. From the figure, we observe with increments in the number of fatigue cycles 
leading to crack length advancement, the SIF at the crack tips increases non-linearly. 
 It was also observed from Figure 5.8 that the crack growth rate increases non-
linearly with the number of fatigue cycles leading to crack length advancement. 






  (5.7) 
 where a is the crack length, N is the number of fatigue cycles, ∆K is the SIF 
excursion during fatigue loading, and C and m are arbitrary constants. Since the SIF 




growth rate also increases theoretically according to Eq. (5.7). This was observed during 
the experiment, as presented in Figure 5.8. 
 
Figure 5.10 Variation of theoretical SIF and crack growth rate with number of kcycles a) 
Theoratical SIF vs. kcycles b) Theoratical crack growth rate vs. kcycles. The 
paris law constats for calculating the theoratical crack growth rate was obtained 









Figure 5.11 Crack growth rate vs. AE signal evolution 
 The evolution of most frequently appearing AE signals with the progression of cyclic 
loading is presented in Figure 5.11. Figure 5.11 represents the AE signal evolution vs. crack 
growth rate. From the most frequently appearing AE signal signatures observed, the plots 
are divided into 3 zones: zone 1, zone 2, and a transition zone from zone 1 to zone 2. The 
AE signals recorded from 473-476 kcycles is considered as zone 1. The AE signal 
signatures during these cycles were found to be very similar. The signals had two peaks in 
the frequency spectrum, approximately 50 kHz and 450 kHz. The signal signature is named 











 For the cycles from 476 kcycles to 484 kcycles, the AE signal signatures obtained were 
presented in the transition zone. The crack growth rate during these cycles increased from 
0.47 mm/kcycles to 0.71 mm/kcycles. Two types of most frequently appearing AE signals 
signatures were observed during these cycles. Both signatures are presented in Figure 5.11. 
One signature was found similar to the AE signal signature 1 we observed for fatigue crack 
growth cycles at zone 1. A new signal signature, signature 2 was observed for cycles from 
476 -478 kcycles. The signal signatures are approximately similar in the time domain, but 
there are differences in signature in the frequency domain. This signature has major 
frequency content at low frequencies, and the frequency content after approximately 300 
kHz is negligible. The crack grew from 8.4 mm to 9.4 mm during these 2 kcycles. The 
crack growth rate at the beginning of these cycles was approximately 0.47 mm/kcycles.  
 For cycles between 482-484 kcycles, two different types of signatures were also 
observed. The first signature was again similar to the signature 1 of cycles in zone 1. The 
second signature was similar to the new signature, signature 2, observed during 476 -478 
kcycles. The crack grew from 11.7 mm to 13.1 mm during this 2 kcycles. The crack growth 
rate calculated corresponding to the end of the cycles was 0.71 mm/kcycles  
 For fatigue loading cycles from 484 kcycles to 492 kcycles, only a single signal 
signature was observed. This signature is the signature 2 observed during the transition 
zone. As mentioned previously, this signature has a major frequency content at low 
frequencies, and the frequency content after approximately 300 kHz is negligible.  
 Carefully observing the AE signal signatures reveals that, between 472-476 kcycles, 




kcycles to 484 kcycles, two different AE signal signatures were observed, signature 1 and 
signature 2. This region is considered a transition zone. After 484 kcycles, we observe only 
one AE signal signature, signature 2. The AE signal signatures are plotted along with the 
crack growth rate curve and theoretically calculated SIF curve. With the increment in SIF 
and crack growth rate, we observe an evolution in the AE signal signature. We observe a 
gradual change in the AE signal signature observed during 472-476 kcycles to signature 
observed during 484 - 492 kcycles. A transition zone for signal signature between 476 
kcycles to 484 kcycles was observed. Even though the fatigue loading applied during the 
experiment was consistent, the SIF at the crack tips increases when the crack grows. This 
causes an increase in the fatigue crack growth rate. We hypothesize that this increment in 
the crack tip SIF and crack growth rate could be the reason for the AE signal signature 
change as the fatigue crack progresses. 
5.2.1 Signal source identification analysis 
 The origin of AE signals observed in the previous section has been identified in this 
section. One of the AE signal signatures observed during 472-473 kcycles and its 
corresponding signal at S9225 1 sensor has been presented in Figure 5.12a. The time of 
arrival and amplitudes of the signal at the sensors are presented in Table 5-2. The signal 
was not recorded by PWAS 2 due to the decay of the signal due to geometric spreading 
and material damping. The time of arrival of the AE signal at PWAS 1 and S9225 1 are 
approximately the same. So, the signal is originating from a source approximately 






Figure 5.12 The signal signature observed in 472-473, and 473-474 kcycles 
Table 5-2 Time of arrivals and amplitudes of an AE signal signature observed during 472-
473 kcycles arriving PWAS and S9225 sensors 
PWAS 1 S9225 1 PWAS 2 Source 
Hit # TOA 
(µs) 
Amp (dB) Hit # TOA 
(µs) 
Amp (dB) Hit # TOA 
(µs) 
Amp (dB)  
83 679 58 11 681 37 0 0 0 Crack 
 
 The signal source identification of signature 1 observed during cycles from 473 kcycles 
to 474 kcycles has been presented in Figure 5.12b. The time of arrivals and amplitudes of 
the signals are presented in Table 5-3. The time of arrival at PWAS 1 and S9225 1 sensors 











1. Also, the amplitude of the signal at PWAS 2 is smaller than PWAS 1 due to geometric 
spreading. This confirms that the signal has originated from the crack. 
Table 5-3 Time of arrivals and amplitudes of AE signal signature observed during 473-474 
kcycles arriving PWAS and S9225 sensors 
PWAS 1 S9225 1 PWAS 2 Source 
Hit # TOA (µs) Amp (dB) Hit # TOA (µs) Amp (dB) Hit # TOA (µs) Amp (dB)  
110 772 60 75 775 39 30 784 48 Crack 
 
 
Figure 5.13 The signal signature observed in 476-478 and 484-486 kcycles 
 Similarly, for the signature 2 observed during the transition zone, the signals at various 
sensors are presented in Figure 5.13a. The time of arrival and amplitudes of the AE signals 
at various sensors are presented in Table 5-4. For the signature 2 signal at the transition 
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and amplitudes are presented in Table 5-5. From the time of arrival and amplitudes, it is 
clear that the signals are originating from the crack. 
Table 5-4 Time of arrivals and amplitudes of AE signal signature observed during 476-478 
kcycles arriving PWAS and S9225 sensors 
PWAS 1 S9225 1 PWAS 2 Source 
Hit # TOA (µs) Amp (dB) Hit # TOA (µs) Amp (dB) Hit # TOA (µs) Amp (dB)  
482 801 60 183 803 37 21 809 51 Crack 
 
Table 5-5 Time of arrivals and amplitudes of AE signal signature observed during 484-486 
kcycles arriving PWAS and S9225 sensors 
PWAS 1 S9225 1 PWAS 2 Source 
Hit # TOA (µs) Amp (dB) Hit # TOA (µs) Amp (dB) Hit # TOA (µs) Amp (dB)  
56 17 62 50 18 39 7 27 52 Crack 
5.2.2 S9225 signature 
 The comparison of signal signatures at S9225 and PWAS sensor is presented in Figure 
5.14. The frequency spectrum at PWAS sensor and S9225 sensor shows differences. S9225 
shows weak response between frequencies 100-200 kHz and 300-500 kHz compared to 
PWAS. The frequency response of S9225 sensor from the manufacturer is presented in 
Figure 5.15. We observed a weak response in the calibration chart of S9225 sensor between 
100-200 kHz. This is the reason for the variation in AE signal signature response between 
100-200 kHz. According to the calibration chart, the S9225 sensor has a strong response 
between 300-500 kHz. However, the signal received by PWAS at this frequency has a 




in plane and out of plane motion. At this frequency range, the signal may have a strong in-
plane component. PWAS was able to pick up this in-plane component, whereas S9225 may 
not be responsive to this in-plane motion. 
 
Figure 5.14 The correspondence of signal signatures between PWSA and S9225 sensors 
PWAS 1 
S9225 1 
PWAS 1 S9225 1 





Figure 5.15 Frequency response of S9225 sensor from the manufacturer 
5.2.3 AE signal signature evolution hypothesis 
 The AE signal signature or the frequency content of the AE signal depends on the 
source of the AE signal. The signal source characteristic can influence the in-plane/ out of 
plane displacement contribution of AE signals. Since AE signals in thin metallic plates 
travel as Lamb waves, the modal contribution of symmetric and antisymmetric modes 
strongly depends on the AE source characteristic [22], [39], [40]. For example, an AE 
source acting symmetrically to the thickness of the plate produces stronger S0 Lamb wave 
mode and a source excitation antisymmetric to the thickness of the plate produces stronger 
A0 Lamb wave mode. S0 and A0 Lamb wave modes have a different response at different 
frequencies due to the PWAS tuning effect. Therefore, the AE source characteristic can 
cause variation in the frequency spectrum of the signals, when sensed using PWAS. In the 
case of fatigue crack growth-related AE signals, the AE source is the sudden formation of 
crack surface. The crack surface texture formed during the fatigue crack growth is an 




fracturing activity has happened during a fatigue crack growth activity. We have analyzed 
the fatigue crack faying surface topology to identify if there is any change in the fatigue 
crack faying surface when the crack progressed. 
 
Figure 5.16 The crack faying surface topology of fatigue specimen 
 The crack surface topology of fatigue specimen with similar fatigue loading is 
presented in Figure 5.16. The surface topology on one side of the hole was observed as 
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concave and on the other side as convex. The curvature of the convex/concave surface was 
observed to be varying as the crack progresses. The curvature change is observed as a 
gradual change as presented in Figure 5.16. As the crack length increases, even though the 
load applied is the same, the SIF increases at the crack tips. The variation in SIF causes the 
change in the crack faying surface topology of the crack. This changes the AE signal source 
characteristic. This could be the reason for the gradual variation in the AE signal signature. 
This hypothesis implies two presumptions. For the case of a fatigue crack growth, 
maintaining the SIF at the crack tips may be able to maintain uniformity in the crack faying 
surface topology. Maintaining a uniform SIF and thus obtaining uniformity in the crack 
faying surface topology may be able to produce more uniformity in the AE signal signature 
even when the crack grows. 
5.3 SUMMARY, CONCLUSIONS AND FUTURE WORK 
5.3.1 Summary 
 In this research, we have used PWAS sensors for recording the AE signals during a 
high-cycle fatigue crack growth (~20 mm crack growth over 492 kcycles). Continuous 
recording of AE signals was achieved with sensor quality check performed in parallel (for 
the crack growth from ~7mm-20 mm over 20 kcycles). The recorded signals were post-
processed to study AE signal signatures. AE signal signature evolution with fatigue crack 




5.3.2 Conclusions  
 For high-cycle fatigue crack growth, the AE signal signature changes with crack length. 
The change is described by the frequency content of the AE signals. The crack-tip stress 
intensity factor (SIF) theory predicts that SIF increases with crack length, even if the range 
of the applied fatigue load remains the same. Paris’ law predicts that the crack growth rate 
increases when crack-tip SIF increases. This was also observed during the experiment. The 
morphology of the crack faying surfaces, as observed through microscopic investigation, 
presented a gradual profile change as the crack length increased. We hypothesize that the 
evolution of the AE signal signature is related to the excursion in SIF value, crack growth 
rate, and crack faying surface morphology. 
 It was found experimentally that the crack growth rate increases with crack 
advancement. This observation is in agreement with Fedderson’s [37] prediction of SIF 
increase with crack length combined with SIF influence on crack-growth rate described by 
Paris et al. [38], which indicates that crack growth rate increases with a certain power of 
SIF excursion as indicated by Eq.(5.6). Since the SIF increases with crack length, the crack 
growth rate also increases according to Eq. (5.6). This was also observed during the 
experiment.  
5.3.3 Future work 
 The broader application of these findings is towards relating the crack length with the 
AE signal signature. More AE experiments need to be conducted to verify the consistency 
of our observations that AE signatures change as the fatigue specimen approaches its crack-




relationship between SIF values and AE signal signatures. New experiments in which the 
SIF value is controlled through adjusting the fatigue load as the crack increases could cast 
light on this issue. Such fatigue experiments are more difficult to perform than constant-
load fatigue experiments; nonetheless, we intend to perform them in the future in order to 





STRESS INTENSITY FACTOR CONTROLLED HIGH CYCLE FATIGUE 
EXPERIMENT AND AE SIGNALS 
In the previous chapter, we performed load-controlled high cycle fatigue (HCF) 
experiment. In the load-controlled high cycle fatigue experiment, during the fatigue crack 
growth, the same fatigue load applied was the. We have observed from the theoretical 
formulations that the SIF at the crack tips increases as the crack length increases in the case 
of a load-controlled experiment. The variation in SIF causes an increase in crack growth 
rate and variation in crack-faying surfaces. The recorded AE signals also showed an 
evolution from one signature to another when the crack length was increased. In this 
chapter, a controlled AE experiment was performed by maintaining SIF at the crack tips 
approximately the same. This was done by reducing the fatigue-load when the crack length 
was increased based on the SIF empirical relation for a center cracked specimen. A high-
cycle-fatigue crack growth experiment was achieved through a controlled experiment, and 
the AE signals were recorded using the AE instrumentation. The recorded AE signals were 




6.1 EXPERIMENTAL SET-UP 
6.1.1 Specimen preparation 
 An AE experimental specimen was designed for capturing AE during crack growth in 
thin metallic plates. From a large plate of aluminum 2024-T3, coupons of 103 mm width, 
305 mm length and 1 mm thickness were machined using the shear metal cutting machine. 
Specimens were sufficiently wide enough to allow a long crack to form in the specimen. A 
pre-crack of 4 mm tip to tip length was generated in the specimen through fatigue crack 
growth. After AE sensor instrumentation was installed on the specimen, the crack was 
grown an additional 5.4 mm (until the crack length reached 9.4 mm tip to tip), 
simultaneously capturing the AE signals. The wide geometry of the specimen was desired 
for this work so that the acoustic waves generated would travel a longer distance to the 
edges. This hypothesis, in turn, means the signals die out after reflection from the clay 
boundaries due to geometric spreading and material damping before reaching the sensors. 
The properties of Al 2024-T3 were modulus of elasticity 73 GPa, density 2767 kg/m3, and 
Poisson’s ratio 0.33.  
6.1.2 Sensor instrumentation for AE recording 
 Two PWAS sensors and two S9225 sensors were bonded to the aluminum specimen. 
Clay boundaries were provided on the specimen to avoid reflection of AE signals from the 
specimen boundaries. PWAS sensors were bonded at a distance of 6 mm and 25 mm from 
the crack in a linear configuration. S9225 sensors were also bonded to the specimen at 6 




specimen bonded with sensors is presented in Figure 5.3 and Figure 5.4. PWAS sensors 
were bonded using M-Bond AE-15 adhesive. This adhesive is appropriate for bonding 
PWAS because it is resilient to the dis-bonding of PWAS during long durations of cyclic 
loading.  M-Bond AE-15 is an epoxy system with two components: a resin, and a curing 
agent. The resin and curing agent were mixed in a specific proportion and stirred for 5 
minutes. PWAS was bonded to the specimen using the mixture and cured for 3 hours at 
1400F as recommended by the epoxy manufacturer. The capacitance of the PWAS was  
 
Figure 6.1 AE test specimen bonded with two PWAS and two S9225 specimen. Clay 
boundaries were provided on the specimen to avoid reflection of AE signals 
from the specimen boundaries. 
measured before bonding and after bonding to make sure that the PWAS, as well as the 
bonding of the PWAS to the specimen, was defect-free. The two S9225 sensors were 








using a hot gun, and the sensors were placed on the drop with the application of thumb 
pressure. The thumb pressure was continuously applied until the hot glue was cured.  
 
Figure 6.2 Experimental setup for capturing AE signals during fatigue crack event 
6.1.3 Experimental setup 
 After installing the sensors, the fatigue loading was continued to grow the crack and 
capture AE signals simultaneously. The test specimen installed with PWAS and S9225 
transducers was mounted on the MTS machine (Figure 5.3). After the crack initiation and 
installation of sensors, the fatigue loading was continued to vary between 13.85 kN and 
1.38 kN with a loading rate of 2 Hz with simultaneous capture of the AE signal. The 
experimental setup for capturing the AE signal from a fatigue crack growth event is 
presented in Figure 5.4. The bond quality assurance of PWAS sensors was performed 
periodically by electromechanical impedance spectroscopy (EMIS). AE signals during 
Test specimen mounted 
on MTS machine 
Acoustic preamplifier 













crack growth events were captured by using PWAS and S9225 sensors. The sensors were 
connected to the acoustic preamplifier. The acoustic preamplifier is a bandpass filter, which 
can filter out signals between 30 kHz to 700 kHz. Provided with 20/40/60 dB gain (can be 
select using a switch), this preamplifier operates with either a single-ended or differential 
sensor. In the present experiment, 40 dB gain was selected. The preamplifier was connected 
to the MISTRAS AE system. A sampling frequency of 10 MHz was chosen to capture any 
high-frequency AE signals. The timing parameters set for the Mistras system were peak 
definition time (PDT)= 200µs, hit definition time (HDT)= 800 µs, and hit lockout time 
(HLT)= 1000 µs. 
6.1.4 Electro-mechanical impedance spectroscopy (EMIS) sensor integrity check 
 Continuous fatigue loading can cause the damage of PWAS or dis-bonding of the 
PWAS from the specimen. This would cause the capturing of false AE signals. To monitor 
the condition of PWAS during the fatigue experiment, we have used EMIS inspection 
periodically during cyclic fatigue loading. The results of EMIS measurements are 
presented in Figure 6.3. No considerable change in EMIS measurements was observed for 
PWAS 1 and PWAS 2. This confirmed that no false AE signals were recorded by PWAS 





Figure 6.3 EMIS measurement of 172 kcycles of the fatigue-crack-growth experiment. A) 
EMIS measurement of PWAS 1 B) EMIS measurement of PWAS 2. Very 
similar trends of EMIS spectrograms were observed during 172 kcycles. This 
confirmed that the PWAS bonding was in good condition during the fatigue-
crack-growth experiment. 
6.2 RESULTS AND DISCUSSION 
6.2.1 SIF controlled vs. load-controlled experiment 
 The stress intensity factor at the crack tips varies with an increase in crack length, as 
explained in chapter 5. We have also observed that the AE signal signature varies with the 
increase in crack growth rate and stress intensity factor. Eq. (5.8) interprets that the crack 
growth rate is proportional to the power of the excursion in the stress intensity factor (SIF) 
during the loading cycle. For performing a controlled AE experiment by controlling the 
crack growth rate, the stress intensity factor at the crack tips was controlled when the crack 
grew in the present experiment. The stress intensity factor corresponding to a load of 13.85 
kN and a crack length of 2 mm tip to tip according to Eq. 5.7 was calculated as 238 




MPa√mm. The excursion in SIF (∆K) corresponding to the excursion in the load between 
maximum-load and minimum-load (R=0.1) was calculated as 214 MPa√mm. When the 
crack grows under constant load, the peak SIF, as well as the excursion in the SIF, increases 
according to Eq. (5.5). For maintaining the SIF and crack growth rate approximately 
constant, when the crack grew, a new load was calculated to maintain the excursion in the 
SIF as 214 MPa√mm. A block diagram of constant SIF procedure is shown in Figure 6.4. 
 
Figure 6.4 Block diagram for the SIF controlled fatigue experiment loading protocol. When 
the crack length increases 1 mm, the new recalculated load was applied for 
fatigue crack growth 
 Crack length vs. load plot was obtained using the protocol in Figure 6.4 and is presented 
in Figure 6.5. For maintaining the SIF and crack growth rate at a constant value, 
theoretically, one needs to reduce the load as the fatigue crack grows.  
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Figure 6.5 Load prediction for constant SIF crack growth experiment 
 The experimental investigation was also performed to compare load controlled, and 
SIF controlled fatigue experiments. For the load controlled experiment, a constant load of 
13.85 kN was applied, and the crack grew to 20 mm. Load vs. kcycles for the load 
controlled experiment is presented in Figure 6.6a. When the load remained constant the 
crack length was observed to grow non-linearly. The theoretical SIF at the crack tip was 
calculated, which was increased non-linearly with kcycles. The crack growth rate 






Figure 6.6 Load controlled experiment 
 A fatigue experiment was also performed by maintaining approximately the same crack 
growth rate. During this experiment, a manual adjustment of the fatigue loading was 
performed to achieve approximately a constant fatigue crack growth rate. The load level 
for constant SIF theory was taken as an initial guess, and a manual adjustment of the 
loading was done from the initial guess to maintain a crack growth rate of 1 mm over 10 
kcycles. The experiment was performed in three stages to grow the crack from 5 mm to 20 
mm. The results of the fatigue crack growth from 14-20 mm are presented in Figure 6.7. 
The load was reduced from 7.4 kN to 6.3 kN during this experiment. The crack growth was 
observed as approximately linear, as presented in Figure 6.7a. The post-calculated SIF 
curve is presented in Figure 6.7b and was observed to be approximately constant. The crack 
growth rate was calculated from the experimentally obtained crack length values, and 
throughout the crack growth, it was observed to be approximately constant (0.1 
mm/kcycles). 
Load-Controlled Experiment 





Figure 6.7 SIF controlled experiment  
 A comparison of theoretically predicted load values for controlling the crack growth 
rate and experimentally obtained values has been presented in Figure 6.8. We observe the 
theory slightly under-predicted the load values, but the trend of the load decrement in 
experiment and theory was observed to be similar. 
 
Figure 6.8 Experiment vs. theoretical comparison of loads for constant crack-growth 
fatigue experiment 
 In the present experiment for AE capture, the fatigue loading was taken according to 
the constant SIF theory load values, which was less than the experimentally obtained loads 
SIF-Controlled 
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for maintaining approximately similar fatigue crack growth rate. This loading was chosen 
because of the following reasons. It will reduce the crack growth rate gradually so that the 
AE signals obtained will consist of signals captured during crack growth incidents below 
certain crack growth rates, progressively reducing as the crack grows. This extended the 
application limit of this high cycle experiment limit to a range of crack growth rates ranging 
from 0.1 mm/kcycles, slowly degraded to the situation with negligible crack growth. 
Hence, this experimental procedure can effectively represent a high cycle fatigue 
experiment. 
6.2.2 SIF controlled experiment AE capture 
 
Figure 6.9 Fatigue crack growth during the experiment 
 Fatigue cyclic loading was performed at a frequency of 10 Hz. When the crack 
initiation occurred, the specimen was taken out of the MTS machine, and AE sensors were 
installed. Then, the fatigue crack growth experiment was continued at a frequency of 2 Hz 
by capturing the AE signals. The fatigue loading was decreased when the crack length was 















progressed to control the stress intensity factor (SIF) at the crack tips and thus to control 
the crack growth rate. The history of crack growth measured during the fatigue experiment 
is presented in Figure 6.9. The crack initiation happened at 322 kcycles. As the crack 
progressed, the fatigue loading was reduced to control the SIF at the crack tips and thus the 
crack growth rate.  
 In this experiment, the fatigue loading was taken according to the constant SIF theory 
load values, which was less than the experimentally obtained load for maintaining 
approximately similar fatigue crack growth rate. This loading was chosen because of the 
following reasons. This will reduce the crack growth rate gradually so that the AE signals 
obtained will consist of signals captured during crack growth incidents below certain crack 
growth rates, progressively reducing as the crack grows. In this experiment the crack 
growth rate was reduced from 0.1 mm/kcycles during 188 additional kcycles. Towards the 
end of the cycles (188 additional kcycles) the crack length was stagnant. Eddy current crack 
length measurement was performed before at 172 kcycles and 188 kcycles. There was no 
crack growth observed from the eddy current measurements. AE signals were still recorded 
during these cycles. This would provide the AE signals due to crack rubbing/clapping. 
Because of these reasons, the load level decrement during the experiment was reduced 






Figure 6.10 The specimen bonded with PWAS and S9225 sensors 
 











Figure 6.12 The crack growth rate calculated from the fatigue crack fitted curve 
 The AE hits received at PWAS 1, and PWAS 2 during various cycles have been 
presented in Figure 6.13, Figure 6.14, Figure 6.15, and Figure 6.16. In Figure 6.13, AE hits 
up to 16 kcycles has been presented. Several more AE hits were observed at PWAS 1 than 
at PWAS 2. Because of the geometric spreading of the AE signals, when the AE signals 
travel from PWAS 1 to PWAS 2, a drop in signal amplitude happens. When the signals 
reach PWAS 2, the signal amplitude becomes lower than the threshold set for the AE signal 
recording. So, only strong AE signals reaching the PWAS 2 above the threshold were 
captured by PWAS 2. As a thumb rule, approximately 10 dB drop in amplitude was 
observed when the signal travel from PWAS 1 to PWAS 2. In Figure 6.14, AE hits from 
16 kcycles to 36 kcycles are presented. The hits at PWAS 1 and the corresponding hits at 
PWAS 2 are presented. In Figure 6.15 and Figure 6.16, the AE hits during selected fatigue 





Figure 6.13 AE hits observed during fatigue cycles up to 16 kcycles 
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Figure 6.15 AE hits observed during selected fatigue cycles from36-80 kcycles 





















 A large number of AE hits were observed after 48 kcycles. The reason for a large 
number of AE signals was hypothesized as due to the formation of a favorable faying 
surface for rubbing/clapping during the crack growth during 44-48 kcycles. The two 
surfaces in two sides of the crack rub and clap each other when the cyclic loading happens 
and continuously produce AE signals after a favorable crack faying surface was formed. 
The majority of the crack growth happened below 48 kcycles. During 48-188 kcycles, very 
little crack growth compared to the cycles up to 48 k was observed, but a very large number 
of AE hits compared to the early cycles was observed during the later cycles. This 
observation asserts the following implications. First, the crack growth and the number of 
AE hits observed may not be proportional to each other during a fatigue crack growth 
experiment. Because, the AE hits may be due to rubbing and clapping of the crack faying 
surfaces, which essentially doesn’t cause any crack growth. If this implication is correct, 
secondly, there is a possibility of the existence of AE signal signatures originating due to 
the crack growth event, and crack rubbing/clapping event. If so, the crack growth AE 
signature is very valuable to understand the crack growth during the fatigue experiment. 
Also, the crack rubbing/clapping signature is valuable to understand the existence of the 
crack, which can potentially occur due to a fatigue loading in the cracked structure or due 
to strong vibrations on the structure.  
 Because of the above reasons, it is very important to distinguish the AE signals 
recorded during the fatigue crack growth incident. Several statistical features of the AE 
signals such as amplitude, energy, duration, counts, rise time, etc. were frequently used for 
automated signal classifications [41]–[43]. However, most of these features are strongly 




not affected [44]. So, in this research, we have used the frequency content for classifying 
the signals. AE signals travel as Lamb waves in thin metallic structures. Time-frequency 
domain separation of the signal also was performed to study the Lamb wave nature of the 
AE signals. 
 
Figure 6.17 AE signal evolution with fatigue crack growth 
 The summary of AE signals received plotted with crack growth rate is presented in 
Figure 6.17. Based on the frequency spectrum observed, AE signals have been classified 
























Figure 6.18 AE signal evolution with post-calculated stress intensity factor (SIF) 
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 The signature T1 was observed to have a broadband frequency spectrum as we observe 
in Figure 6.17, whereas the signature T2 was observed to have a valley between 200 to 400 
kHz and two peaks before and after the valley (50-150 kHz and 400-500 kHz). The strength 
of the peak between 400-500 kHz was observed to have variations as we observe from the 
figure.  
 Signature T1 was more frequent before 44 kcycles. After 44 kcycles, T2 was observed 
to be more frequent. It is hypothesized that after 44 kcycles, a favorable crack faying 
surface for generation of rubbing/clapping AE signal was formed, and this produced AE 
signals due to rubbing/clapping even in the absence of crack growth.  
 The evolution of T1 and T2 with post calculated theoretical SIF has been presented in 
Figure 6.18. We observe that theoretically, the SIF at the crack tips was maintained 
constant. 
 The wavelet transform of the AE signals at PWAS 2 (25 mm from the crack) was 
performed to identify the Lamb wave mode content of the AE signals. The wavelet 
transform has been presented in Figure 6.19. We observe, for the T1 signature, the ratio 
between S0 and A0 maintains a specific ratio. Also, the S0 content amplitude is stronger 
than the A0 content amplitude. Whereas for the T2 signature, A0 content was observed to 
be stronger. Since T1 was observed during the fatigue crack growth, T1 is the signature 
related to crack growth. Signature T2 more frequently appeared after certain cycles. Hence 
T2 is due to crack rubbing/clapping. The major difference between the crack growth AE 
and crack rubbing/clapping AE is, crack growth-related AE has stronger S0 content, and 




6.3 SUMMARY CONCLUSIONS AND FUTURE WORK 
6.3.1 Summary 
 During a constant load experiment, when the crack growth happens, the stress intensity 
factor (SIF) at the crack tips increases. The SIF at the crack tips and the crack growth rates 
are related. When the SIF at the crack tips increases, the crack growth rate also increases. 
We have observed an increase in crack growth rate when the crack length increases in 
constant load experiments. An experimental design was proposed from the above finding, 
in which the SIF at the crack tip was controlled by reducing the load as the crack length 
increases. The load levels at various crack lengths for maintaining the crack tip SIF were 
calculated from the Fedderson SIF formula. An experiment was performed by considering 
the load levels at various crack lengths for constant SIF as the initial guess for obtaining 
constant crack-growth-rate. Slight adjustments from the calculated load were performed to 
obtain approximately the same crack growth rate (1mm/kcycles). The experimentally 
obtained values were higher than theoretically calculated values. A SIF controlled fatigue 
crack growth experiment with AE capture was performed to study the AE signals. The load 
levels for the experiment were chosen as the theoretically calculated load levels, even 
though the experimentally obtained load values for a constant crack growth rate were 
slightly higher. The reason for choosing the load levels was to get a continuously degrading 
crack-growth-rate and to study the AE signals during the crack growth rate from 1 
mm/kcycles to crack growth rate tending to zero. Also, through this experimental design, 
we expected a no crack growth situation after many fatigue cycles, and a study of crack 




additional fatigue cycles after fatigue crack initiation, no crack growth was observed during 
a 16 kcycle period, and AE signals were still observed. Crack rubbing/clapping AE signals 
were achieved from the AE signals during the fatigue cycles from 172-188 kcycles. 
6.3.2 Conclusions 
 From the experimental load design of the fatigue experiment, a constantly decaying 
fatigue crack growth rate was achieved, and the AE signals were recorded during the 
fatigue experiment. Two broad classes of AE signal signatures were identified based on 
the analysis. The signal signature classes were named as T1 and T2. T1 had a broadband 
characteristic in the frequency domain, whereas T2 had a valley at around 300 kHz. Class 
T1 signature was frequently appearing during the active crack growth situation. No T1 was 
observed when crack was not growing. Because of these reasons, the T1 signature is 
thought to be the fatigue crack growth AE signature. A mode separation study was 
performed on the signals using Choi-William transform. For the T1 signature, strong S0 
Lamb wave mode content was observed along with A0 mode content. However, the T2 
signature had strong A0 mode content. The T2 signature was recorded even when the crack 
stopped growing. Because of this reason, the T2 signature is thought to be the signature 





AE FROM VIBRATION OF CRACKED SHEET-METAL SAMPLES 
Fatigue cracking in sheet metal structures is a common problem during practical 
applications. It can cause a disastrous failure in the running condition of the structure if it 
is not addressed in time. A crack can potentially produce acoustic emission (AE) signals 
during the crack growth event as well as during the rubbing/clapping of faying surfaces. 
All AE signals from the crack provide useful information regarding the condition of the 
cracked structure. AE signals due to crack faying surface rubbing/clapping need to be 
identified and separated from AE signals due to other sources. This paper discusses the 
study of the AE signals generated due to rubbing/clapping of crack faying surfaces. The 
initial fatigue crack was generated in a sheet metal sample through fatigue loading. The 
sample was then vibrated at various frequencies using a shaker, and AE signals were 
generated by vibration induced rubbing/clapping of crack faying surfaces. AE signal 
signature due to vibration induced rubbing/clapping was identified and studied. AE signal 
due to rubbing/clapping of a sheet metal sample while undergoing an axial static load is 
also discussed in this paper. The sheet metal sample with fatigue crack was axially loaded 
using a test cell manufactured in-house for loading sheet metal samples. The samples were 
vibrated to excite AE signals, and the influence of static load on crack rubbing/clapping 




motion generated a large number of AE signals. A comparison among these AE signals 
was performed by using the Pearson correlation of the signals. The first novelty of this 
research is experimental design and fabrication of an experimental setup for detecting 
vibration induced rubbing and clapping in fatigue cracked metallic structures. The second 
novelty of this research is the development of a novel correlation coefficient-based 
approach for comparing a large number of AE signal. 
7.1 INTRODUCTION AND STATE OF THE ART 
 For mechanical components that are frequently subjected to variable loading, fatigue 
cracking is a common problem. Acoustic emission (AE) technique is widely used for 
damage detection and source localization of fatigue crack growth in metallic structures. 
The vibration of mechanical components can induce rubbing and clapping of crack faying 
surfaces and thus can potentially cause an acoustic emission source. This paper aims at the 
study of acoustic emission signals due to rubbing and clapping of crack faying surfaces of 
fatigue load generated cracks in sheet metal samples. The piezoelectric wafer active sensors 
(PWAS) were used for recording the AE signals in this research. 
 Various AE sensors have been used for the detection of AE signals. Fiber optic sensors 
such as fiber Bragg grating (FBG) AE sensors have high sensitivity and small size. 
However, the performance of the FBG sensor is affected by the directional sensitivity of 
the sensor [45]–[47]. Various types of resonant, as well as wideband sensors, are available 
these days for AE detection and source localization [48]–[50]. The conventional PWAS 
sensors are commonly used these days for the detection of AE signals. PWAS sensors have 




 The sources of the AE signals may include a wide range of phenomena such as micro-
cracks, friction in existing cracks, dislocations, phase transformations, etc. Many 
researchers studied AE due to various kinds of sources. Acoustic emission due to rubbing 
in a rotor-bearing and source localization was performed by Wang et al. [53]. Acoustic 
emission in composite materials was also studied for progressive damage in a polymer-
based composite [54]. Clustering of AE signals obtained from failure on carbon fiber 
reinforced plastic (CFRP) specimens was also studied [55]. Acoustic emission during 
various fracture activities was studied to relate the fracture and AE signals [56]. McBride 
et al. [57] investigated the relationship between acoustic emission amplitude and size of 
intermetallic inclusions at the fracture face. Barile et al. [58] used the acoustic emission 
technique to monitor delamination in a unidirectional CFRP subjected to mode I loading. 
They concluded that it is possible to follow delamination effects in CFRP through proper 
monitoring of variations of the AE features.  
 Acoustic emission during a fatigue crack growth event attracted many researchers. The 
detection of fatigue crack growth can prevent catastrophic failure of structures. Many 
researchers have studied the AE due to fatigue crack growth as well as wave scattering 
from fatigue cracks [59]–[64]. Zhang et al. [65] studied the acoustic emission signatures of 
fatigue damages in an idealized bevel gear spline and identified two different AE signal 
signatures for plastic deformation and crack jump. Bhuiyan et al. [9], [48], [49] studied the 
AE signal signatures recorded by PWAS sensors during a fatigue crack growth experiment 
in thin metallic plates. Roberts and Talebzadeh [59] discussed the correlation between 




 Various signal processing methodologies and clustering techniques have been used to 
differentiate AE signal activities [66]. Correlation between crack characteristics and AE 
signal features also have been analyzed using various techniques [67]–[70]. 
 Even though AE due to various phenomena were reported, no research work was 
reported on AE due to rubbing and clapping of fatigue crack faying surfaces. It is a problem 
of practical interest because it is important to distinguish between AE due to crack rubbing 
and crack growth during fatigue crack growth events.  
 The organization of this paper is as follows. In this work, rubbing/clapping of a fatigue 
load generated crack on a sheet metal sample was induced through the vibration of the 
sample. First, AE signals were generated and studied on an unconstrained sheet metal 
sample with a fatigue crack. AE signals were generated by vibrating the specimen at 35 Hz 
and 180 Hz vibration frequencies, and the correlation of signals and comparison of signals 
were performed. Then, AE signal study was performed for the case of a specimen mounted 
on a test cell test set up for providing an axial load on the specimen. AE signals were 
studied for the specimen in the test cell with and without application of the load. Correlation 
analysis of the AE signals and comparison of AE signal signatures were performed. Finally, 




7.2 EXPERIMENT AND METHODS 
7.2.1 Specimen preparation 
 An in-situ AE experimental specimen was designed for capturing AE due to rubbing 
and clapping of the crack faying surfaces. Aluminum- 2024 T3, a commonly used aircraft 
material, was chosen for manufacturing the test specimens.  
 From a large plate of aluminum- 2024 T3, coupons of 103 mm width, 305 mm length 
and 1 mm thickness were machined by using the shear metal cutting machine. Such wide 
specimens were manufactured to generate a long crack in the specimen. A crack of 20 mm 
tip to tip length was planned to be generated in the specimen. The wider geometry of the 
specimen will cause the acoustic waves generating from the crack to travel more distance 
to the edges. This will cause the signals to die out after reflection from the boundaries due 
to geometric spreading and material damping before reaching the sensors. The material 
properties of the specimen material were 73 GPa modulus of elasticity, 2767 kg/m3density, 
and 0.33 Poisson’s ratio.  
 The first step in the experiment was the generation of a fatigue crack on the specimen. 
A 1 mm hole was drilled at the geometric center of the specimen for initiating a fatigue 
crack. It would cause stress concentration at the edge of the hole, and over the fatigue 
loading cycle, the crack initiation would happen from the hole. A hydraulic MTS machine 
was used to apply fatigue loading on the specimen. The specimen was mounted on the 





Figure 7.1 Experimental set up for fatigue crack generation on sheet metal sample. The 
specimen was mounted in an MTS machine and fatigue loading was applied to 
generate and grow the crack 20 mm tip to tip. 
holds the specimen edges very tightly. For the 20 mm pre-crack generation, axial tensile 
loading was varied sinusoidally between the maximum and minimum load, maintaining a 
ratio between the maximum and minimum load of R= 0.1. The maximum and minimum 
fatigue loading was chosen from 22 kN to 2.2 kN. This loading corresponds to ~60% to 
6% of the yield strength of the material. The frequency of sinusoidal loading applied was 
4 Hz. A crack was initiated due to the loading from the sides of the hole approximately at 






Figure 7.2 The Lamb wave tuning of 7-mm PWAS on 1-mm aluminum plate a) A0 mode 
tuning b) S0 mode tuning 
 After finishing the first step, the specimen with 20 mm tip to tip crack on it was 
obtained. Four circular PWAS sensors of 7 mm diameter and 0.5 mm thickness were 
bonded on the specimen close to the crack. M-Bond 200 adhesive was used for bonding 
PWAS to the specimen. The adhesive condition was verified by measuring the capacitance 
of the PWAS bonded to the specimen. The Lamb wave tuning curve [1] for 7 mm PWAS 
on 1 mm aluminum plate is shown in Figure 7.2. 
 One PWAS was bonded very close to the crack, at a distance of 6 mm from the crack. 
This PWAS was bonded such a close distance so that it can pick up even the weak AE 
signals originating from the crack. If the PWAS is at a farther distance, the AE signals may 
lose their strength due to geometric spreading as well as material damping and the signals 
may not be picked up by the sensors. For studying the propagation of AE signals, three 
other PWAS transducers were also bonded to the specimen. One PWAS was bonded at 25 
mm from the crack and another at a distance of 50 mm from the crack in the same direction 






measure the AE signal decay due to geometric spreading as well as material damping.. 
Another PWAS was bonded on the opposite direction to the PWAS bonded at 6 mm 
distance from the crack, at a distance of 25 mm from the crack. This PWAS was bonded 
for localizing the source of the AE signal. The time of arrival, as well as the amplitude of 
AE signals at this PWAS and other PWAS, can prove that the signals are originating from 
the crack. To attach the vibration applicator of the shaker to the specimen (vibration 
applicator connects the shaker to the specimen to apply the vibration excitation to the 
specimen and details are presented in Figure 7.3), a 4 mm hole was drilled at the geometric 
center of the specimen. 
 The specimen was attached to the vibration applicator using hexagonal nuts, flat steel 
washers, fiber washers, and elastomer grommets. The fiber washers and elastomer 
grommets are important to prevent any AE signals originating from the vibration applicator 
to specimen attachment.  
 To ensure that the vibration applicator is not producing false AE signals, a pristine 
specimen was tested initially. The experiment confirmed that no AE signals are originating 
from the attachment of the vibration applicator.  
7.2.2 The vibration of unconstrained specimen experimental setup 
 The cracked specimen was vibrated to induce rubbing of the crack faying surfaces and 
generate AE signals. Simultaneous recording of an AE signal was obtained through PWAS 
and MISTRAS AE system. Numerous AE signals were captured by the sensors. Four 
identical MISTRAS 2/4/6 preamplifiers with a built-in band-pass filter (30- 700 kHz) were 




preamplifier operates with either a single-ended or differential sensor. In the present 
experiment, 40 dB gain was selected. The preamplifier was connected to the MISTRAS 
AE system. A sampling frequency of 1 MHz was chosen to capture any high-frequency 
AE signals. The timing parameters set for the MISTRAS system were PDT=200 µs, HDT= 
800 µs, and HLT= 1000 µs.  
 
Figure 7.3 PWAS installed to the plate for capturing AE signals due to rubbing of crack 
faying surfaces. PWAS 2 is closest to the crack, at a distance of 6 mm from the 
crack. PWAS 1 and PWAS 3 are at a distance of 25 mm from the crack. PWAS 
4 is at a distance of 50 mm. 
PWAS 1 PWAS 2 
6 mm 25 mm 25 mm 
PWAS 3 
















Figure 7.4 Details of the specimen attachment to the vibration applicator. The specimen 
was attached to the vibration applicator using elastomer grommet, fiber 
washers, steel washers and hexagonal nuts on top and bottom side of the 
specimen. The elastomer grommet and fiber washers prevent any AE signals 
which can originate from the specimen attachment to the vibration applicator. 
a) Specimen attached to the shaker b) The grommet washers and hexagonal 
nuts arrangement for attaching the specimen to the vibration applicator c) 











 The plate specimen with grown fatigue crack mounted on a vibration exciter is 
presented in Figure 7.3. The entire experimental set-up for inducing the crack 
rubbing/clapping and recording the AE signals due to rubbing/clapping of crack surfaces 
is presented in Figure 7.5. Continuous sinusoidal excitation was applied from 10-200 Hz 
to study the AE signal strength at various frequencies. This frequency range was chosen 
because of the occurrence of the fundamental resonance frequencies of the specimen at this 
range (Table 7-1), which can actively vibrate the specimen. Strong AE signal amplitude 
was observed at certain frequencies of vibration of the specimen (Figure 7.20). So, AE 
signal excitation was applied at 35 Hz (to represent the lower band of the frequency range) 
and 180 Hz (to represent the higher band of the frequency range) frequency of excitations 
to study the AE signal signatures. For the generation of continuous vibration, a function 
generator is used. For obtaining sufficient power for excitation, the signal is amplified 
using a power amplifier. The amplified sinusoidal signals are fed to a vibration exciter. 





Figure 7.5 Experimental set up for capturing vibration-induced crack rubbing/clapping AE 
signals. Continuous sinusoidal signals were generated by a function generator. 
Sufficient power for exciting the shaker was obtained by using the power 
amplifier. The AE signals generated by vibrating the specimen using the shaker 
are fed to the MISTRAS AE system by passing through the acoustic 
preamplifier. 
 The shaker vibrates the plate in an out-of-plane direction. The vibration of the plate 
induces rubbing and clapping of crack faying surfaces. The faying surfaces of the crack 
have sharp edges. During rubbing and clapping of the faying surfaces, these sharp edges 
hit each other and act as a source for AE generation. The generated AE signals travel 
Function B&K power amplifier 
Shaker attached with 
sheet metal sample 
Acoustic preamplifier 
MISTRAS AE system 
PWAS 4 PWAS 1 PWAS 2 
6 mm 25 mm 25 mm 
PWAS 3 
Distance from 







through the plate as elastic waves guided between two plate surfaces. AE hits were 
measured by the PWAS installed close to the crack. At resonances of the sheet metal 
specimen, the possibility of crack rubbing, as well as the energy with which the crack 
faying surfaces hit each other are higher. Hence, the threshold of AE signals was set 
relatively high, which makes it suitable for AE signal collection and analysis. AE hits at 
35 Hz and 180 Hz resonance vibration frequencies of the specimen were captured and 
analyzed. 
 In some cases, the cracked specimen may be subjected to external loading. In such 
cases, the crack would be in an open position. Still, the crack rubbing at the crack tips may 
induce AE signals. AE signal characteristics in such circumstances need to be studied. A 
test cell test setup for simultaneously providing axial load and vibrating the specimen was 
manufactured in-house. In Figure 7.6, a schematic of the setup of the test cell and its 
important features for mounting AE test specimen and providing axial load is presented. 
The test cell can arrest two edges of the specimen securely and load the specimen axially 
through spring loading. The specimen was connected to the spring through a turnbuckle as 
presented in Figure 7.6. By using the loading bars, the turnbuckle was turned. Turning the 
turnbuckle caused extension of the springs and provided the corresponding load to the 
specimen. The load can be calculated from the spring deflection and the spring constant of 
the spring. The spring deflection was measured from a knob provided at the spring plate 
by monitoring its displacement through a measuring scale. After loading the specimen to a 
specific load, vibration motion was given to the specimen through the shaker attached to 
it. The test cell test set up with AE instrumentation is presented in Figure 7.7. The AE 




using a PWAS located 6 mm away from the crack. The signals were fed to the acoustic 
preamplifier with a built-in bandpass filter (30- 700 kHz) and then fed to the MISTRAS 
AE instrument. Recorded AE signals were post-processed and analyzed. 
7.2.3 The vibration of constrained specimen experimental setup 
 
Figure 7.6 Test cell test set up manufactured for simultaneously providing axial loading to 
the specimen and inducing the vibration excitation for crack rubbing/clapping 
AE generation in the specimen 
1. Specimen 
2. Specimen retainer 
3. Specimen slider with rollers 
4. Loading plate 
5. Turnbuckle 









7. Extension springs 
8. Retaining wall with counter forts 
9. Platform 






Figure 7.7 AE measurement test setup in the test cell. Vibration motion is applied to the 
specimen in the test cell through a shaker. AE signals collected through PWAS 
bonded to the specimen was passed through pre-Correlation of AE Signals 
Specimen in 
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7.2.3.1 Pearson correlation coefficient (PCC) of two signals 
 During vibration-induced crack rubbing and clapping of crack faying surfaces, a large 
number of AE signals would be generated due to rubbing of sharp peaks and valleys of 
crack faying surfaces. It is a large amount of data, and an effective method for comparison 
of AE signals need to be developed. In this work, we have implemented the Pearson 
correlation coefficient (PCC) method for the comparison of two different AE signals. The 
Pearson correlation coefficient between two continuous variables is the test statistics that 
measure the statistical relationship or association between two continuous variables. Since 
it is based on the method of covariance, it is known as the best method of measuring the 
association between variables of interest. It gives information about the magnitude of the 
association, or correlation, as well as the direction of the relationship. 
 A particular signal is chosen as the base signal, and all other signals are correlated to 
the base signal to obtain the correlation coefficient value. It is recommended to choose the 
strongest signal (highest amplitude signal) among the AE signals as the base signal to have 
a good SNR (signal to noise ratio) for the base signal. The strongest among a random set 
of AE signals collected at a particular frequency of excitation is taken as the base signal 
for calculating PCC. 
 For two time-domain/frequency-domain AE signals, cross-correlation of the signals 
was performed to adjust the time delay between the signals. Again, the signals were 
normalized before performing correlation. The correlation coefficient is calculated using 
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where, Ai=time domain signal A, Bi=time domain signal B, A  = mean of signal A, B = 
mean of signal B, A = standard deviation of signal A, and B = standard deviation of 
signal B.  
 
Figure 7.8 Procedure for obtaining the Pearson correlation coefficient of two time domain 
signals. 
Signal A Signal B 
Do cross correlation of normalized signal 
A and B to get cross correlation value 
Shift signal B in time domain to by 
auto correlation value 
Normalize signal A and B 








Two separate correlation coefficients were calculated using the time domain as well as 
frequency domain data. 2D scatter plots of time-domain PCC vs. frequency domain PCC 
were constructed. A detailed flow chart of obtaining the correlation coefficient is presented 
in Figure 7.8 and Figure 7.9. 
 
Figure 7.9 Procedure for obtaining the Pearson correlation coefficient of frequency spectra 
of two time-domain signals. 
 
Normalize signal A and B 








7.3 RESULTS AND DISCUSSION 
7.3.1 The vibration of the unconstrained specimen 
7.3.1.1 FEM analysis of the specimen 
 For understanding the resonance frequencies of the specimen attached to the shaker 
during vibration excitation, a finite element (FE) analysis of the specimen was performed. 
The geometry of the cracked specimen was modeled using the ANSYS 17 software. 
ANSYS mesh tool was used to mesh the geometry. Shell 63 element was chosen as the 
element type. The material properties of the element were chosen as the material properties 
of aluminum 2024-T3 (73 GPa modulus of elasticity, 2767 kg/m3 density, and 0.33 poisons 
ratio). A fixed boundary condition was given at the support hole by arresting all 6 degrees 
of freedom of the nodes (Figure 7.10). 
 A table with theoretically predicted (FEM modal analysis) and experimentally 
measured values (using an accelerometer) of the resonance frequencies of the specimen is 
presented in Table 7-1. We observe that the introduction of crack to the structure reduces 






Figure 7.10 The specimen and boundary conditions applied for performing FE modal 
analysis of specimen attached to shaker. Fixed boundary conditions were 
applied at the support hole corresponding to the vibration shaker support. 
Table 7-1 Theoretically predicted and experimentally measured values of the resonance 
frequencies of the specimen. 
 







1 30.3 28.2 - 
2 38.1 37.8 35 
3 95.6 93.1 94 
4 112.3 112.3 109 
5 193.5 188.4 180 
7.3.1.2 Mode shapes and crack faying surface motions at specimen resonances 
 The crack specimen vibration during shaker excitation causes the crack faying surfaces 
to rub and clap each other. The vibration motion of the specimen is a frequency-dependent 
15 mm crack (tip-to-tip length) 

















phenomenon. At different frequencies, the mode shapes of the specimen are different. This 
influences the crack rubbing and clapping nature of the surfaces. A study of the mode 
shapes and crack faying surface motions of the specimen was performed using the FE 
analysis. The mode shapes and crack faying surface motions of the first five plate vibration 
modes have been presented in Figure 7.11 to Figure 7.15. We observe that the crack faying 
surface topology depends on the frequency and plate mode shape because the topology is 
dependent on the local vibration of the specimen near the crack, which is dependent on the 
frequency of vibration and mode shapes.  
 Different resonance frequencies and modeshapes have variations in the mechanism of 
crack rubbing. In some resonance frequencies, throughout the crack length, the crack 
surfaces move in the same direction. For mode one, two, and five, the crack surfaces move 
in the same direction throughout the crack length. Figure 7.11, Figure 7.12, and Figure 7.15 
picturizes the corresponding crack surface motions. Whereas in some other frequencies, 
half the crack length moves in one polarity and the other half in the opposite polarity. In 
the case of mode three and four, the one side of the crack moves in the upward direction 
when the other direction moves downward. Figure 7.13 and Figure 7.14 shows the crack 
surface motions of mode 3 and mode 4. The mechanism of crack surface motions and the 
strength of crack surface motions can influence the strength of AE signals generated. The 
strength of AE signals at various resonance frequencies is discussed in section 7.3.1.4. In 
this section, it was demonstrated that even though the crack surfaces actively vibrate at 
various frequencies, certain frequencies could produce active rubbing/clapping of the crack 
surfaces. We observed that the active AE frequencies are close to the specimen resonance 




rubbing/clapping of surfaces. Some resonance frequencies are capable of producing strong 
rubbing/clapping, and in such cases, the AE signals produced are stronger. From section 
7.3.1.4, we observe that the first 2 modes, mode 1 and mode 2 produce stronger AE signals 
than modes 3,4 and 5. 
 
Figure 7.11 The modeshapes and crack faying surface motion of specimen at mode 1 
resonance frequency 
Cracked 28.2 Hz Pristine: 29.8 Hz 
Crack topology for mode 1 





Figure 7.12 The modeshapes and crack faying surface motion of specimen at mode 2 
resonance frequency 
 
Figure 7.13 The modeshapes and crack faying surface motion of specimen at mode 3 
resonance frequency 
Mode 2 resonance 
Cracked 37.8 Hz Pristine:38.8 Hz Crack topology for mode 2 
Mode 3 resonance 
Cracked 93.1 Hz Pristine: 92.0 Hz Crack topology for mode 3 
1- down 
2- more down 






Figure 7.14 The modeshapes and crack faying surface motion of specimen at mode 4 
resonance frequency 
 
Figure 7.15 The modeshapes and crack faying surface motion of specimen at mode 5 
resonance frequency 
Mode 4 resonance 
Cracked 112.3 Hz Pristine: 112.9 Hz 
Crack topology for mode 4 
1- more up 
2- up 
3- down 
4- more down 
Mode 5 resonance 
Cracked 188.4 Hz Pristine: 188.4 Hz 




7.3.1.3 Harmonic analysis of the vibration of unconstrained specimen 
 Harmonic analysis of the specimen was performed to get the frequency response and 
mode shapes of the specimen at various frequencies. A schematic of the specimen with 
boundary conditions is presented in Figure 7.16. A harmonic excitation is given at the 
support hole. The frequency response of the specimen at the edges in the out-of-plane 
direction was plotted up to 50 Hz frequency of excitation. For the pristine specimen, 2 
resonances, 25.5 and 38.5 Hz, were observed. For the cracked plate, the first resonance 
frequency was slightly reduced to 23.5 Hz, whereas the second resonance frequency 
remained the same compared to the pristine specimen. The frequency response and mode 
shapes of the specimen are presented in Figure 7.17 and Figure 7.18, respectively. 
 
Figure 7.16 The specimen and boundary conditions applied for performing FE harmonic 
analysis of specimen attached to the shaker. Harmonic excitation boundary 










15 mm crack (tip-to-tip length) 







Figure 7.17 The modeshapes of the pristine specimen at resonances from harmonic analysis 
 














































Figure 7.19 The crack topologies of the specimen at resonances from harmonic analysis 
 The crack-faying surface topology during the first two-resonance frequency was 
extracted from the harmonic analysis and is presented in Figure 7.19. The crack faying 
topology from harmonic analysis was observed to be the same as the modal analysis results. 
7.3.1.4 AE hits at various plate resonances 
 The rubbing and clapping of crack faying surfaces can be induced by vibrating the 
specimen at any frequency of vibration. A frequency sweep experiment was performed for 
determining at which frequency the specimen needs to be vibrated. In the frequency sweep 
experiment, AE signals were recorded while gradually changing the frequency of vibration 
of the vibration exciter from 10 Hz to 200 Hz (according to the resonance frequencies 
observed from FE analysis). The AE hit amplitudes in dB scale versus the frequency of 
Cracked plate  
first resonance-  
23.5 Hz 
Cracked plate second 




(Similar to  




excitation from the sweep experiment is presented in Figure 7.20. We observe the variation 
in AE hit amplitudes with frequency. At certain frequencies, strong AE hit amplitudes were 
observed. Strong AE hits are generated at resonance frequencies of the specimen. When 
the specimen undergoes resonances at the resonance frequencies, there will be intense 
rubbing/clapping of crack faying surfaces, which behaves as the source for strong AE 
signals. In this work, we choose 35 Hz for representing the lower end of the frequency 
range and 180 Hz for representing the higher end of the frequency range for the generation 
of vibration-induced AE signal generation. 
 
Figure 7.20 The AE hit amplitude at various frequencies of vibration of the specimen. High 
strength AE is observed at certain frequencies. 
7.3.1.5 AE source localization 
 A confirmation that AE signals were originating from the crack was performed by AE 
source localization using multiple PWAS sensors. The time of arrival at various PWAS, as 
well as the amplitude of the AE signals, were analyzed for the confirmation. Four PWAS 
receivers were installed on the specimen numbered PWAS 1, PWAS 2, PWAS 3, and 






1 and PWAS 3 are at a distance of 25 mm from the crack. PWAS 4 is located at a distance 
of 50 mm from the crack. The specimen was vibrated at a frequency 35 Hz for the source 
localization analysis. The PWAS sensors were triggered independently. A particular AE 
event originating from the crack and reaching various PWAS receivers was identified from 
the time of arrivals obtained from the AE system and is presented in Figure 7.21. Since 
PWAS 2 is the closest to the crack, the highest amplitude of 41 mV was observed at PWAS 
2. Due to geometric spreading, the signal reaching PWAS 3, which is at a distance 25 mm 
from the crack, had only a 12 mV amplitude. PWAS 1 and 3 were at a similar distance 
from the crack, but the signal reaching PWAS 1 was 8 mV amplitude, less than the signal 
amplitude at PWAS 3. The AE signals traveling from crack to PWAS 1 undergo scattering 
at the vibration exciter attached to the specimen. Because of the scattering of AE signals at 
the vibration exciter, a lower amplitude of AE signal was observed at PWAS 1 in 
comparison with PWAS 3 even though the sensors are at the same distance from the crack. 
The relative time of arrival and amplitudes of AE signals obtained from the MISTRAS AE 
system is presented in Table 7-2. The observed relative amplitude of AE signals at various 
PWAS, time of arrival, and sequence of arrival are possible only if the origin of the AE 






Figure 7.21 AE signal captured by various PWAS due to crack faying surface motion at 35 
Hz resonance of specimen. The decay in the amplitude of the AE signal due to 
geometric spreading can be observed. (a) AE signal recorded at PWAS 1 (b) 
AE signal recorded at PWAS 2 (c) AE signal recorded at PWAS 3 (d) 
Locations of PWAS sensors 
 
 
PWAS 1 PWAS 2 
6 mm 25 mm 25 mm 
PWAS 3 
Distance from crack 
Vibration applicator 
(d) Locations of PWAS 
Peak amplitude: 8 
(a) PWAS 1 
 
Peak amplitude: 41 mV 
(b) PWAS 2 
  
Peak amplitude: 12 mV 






Table 7-2 Time of arrival and sequence of arrival of AE signals at various PWAS. PWAS 
2 is the closest to the crack. Hence, AE signals first arrive at PWAS 2. PWAS 
1 and PWAS 3 are equidistant from the crack. Hence AE signals arrive 
approximately at the same time at PWAS 1 and PWAS 3. This analysis 
confirms that AE signals are originating from the crack. 
 Time of arrival (TOA), µs 
(Relative) 
Sequence of arrival Amplitude (Amp), 
dB 
PWAS 1 82 3 27 
PWAS 2 66 1 41 
PWAS 3 78 2 31 
 AE source localizations of 5 more sample AE hits are presented in Table 7-3. From the 
time of arrival and amplitudes of the signals, it is evident that the signals are originating 
from the crack. 
Table 7-3 Source localization of five sample AE hits 














925 42 920 53 931 48 Crack 
440 38 426 49 437 45 Crack 
929 36 924 48 934 43 Crack 
444 36 433 48 444 42 Crack 
908 36 902 48 910 41 Crack 
7.3.1.6 AE signal signature at 35 Hz resonance 
 As we have observed in Figure 7.20 and discussed in section 7.3.1.4, certain 
frequencies of specimen vibration are appropriate for the generation of strong AE signals. 




Vibration excitation was given to the specimen at 35 Hz by using a shaker, and the vibration 
induces the crack faying surface rubbing and clapping. The induced rubbing and clapping 
of the crack faying surfaces cause the excitation and propagation of AE signals in the 
specimen. The AE signals were recorded using PWAS sensors and the MISTRAS AE 
system. The signals recorded using PWAS 2 (6 mm from the crack) and the correlation of 
AE signals are presented in Figure 7.22. The AE signal signature is observed to be 
wideband. Peaks in the frequency spectrum were observed at 40 kHz, 100 kHz. At the 
frequency spectrum between 300- 400 kHz, a peak in the frequency spectrum was also 
observed by gradual increment and decrement. Correlation of AE signals was performed 
using the method mentioned in section 7.2.3.1, to identify the similarity of AE signals. The 
correlation values (time correlation and frequency correlation) were plotted to obtain the 
2D correlation plot in Figure 7.22a. AE signal correlation values form a single cluster in 
the correlation plot. This correlation analysis proves that there is some similarity between 
the AE signals. The differences in signals are due to the uncertainty in AE source 
characteristics at the crack faying surfaces corresponding to various events. The single 
cluster formation of the correlation plot of AE signals implies that, even though there is 
uncertainty in the AE source characteristic which generates the AE signals, the source 





Figure 7.22 AE signals correlations and sample signals measured due to rubbing and 
clapping of crack faying surfaces of the specimen at 35 Hz vibration. All 
signals were recorded at PWAS 2 (6 mm from the crack) a) correlation of 
signals, b) sample signal 1, c) sample signal 2. 
7.3.1.7 AE signal signature at 180 Hz resonance 
 To study the effect of the frequency of vibration of the specimen on the AE signal, 
another frequency of vibration of the specimen was also considered. The AE signals were 
recorded using the MISTRAS AE system. AE signals received by PWAS when the plate 
is vibrated at 180 Hz frequency are presented in Figure 7.23. We observe that the frequency 
spectrum of the AE signals is wideband frequency spectra. At 180 Hz a peak frequency 








spectrum between 300- 400 kHz was observed. Correlation of AE signals recorded was 
also performed and presented in Figure 7.23. All AE signals were observed to form a single 
cluster. 
 
Figure 7.23 AE signals correlations and sample signals measured due to rubbing and 
clapping of crack faying surfaces of the specimen at 180 Hz vibration a) 
correlation of signals, b) sample signal 1, c) sample signal 2. 
 The crack faying surfaces formed during the fatigue experiment are very rough in 
texture with sharp peaks and valleys. The vibration of the specimen causes the sharp peaks 
and valleys of crack faying surfaces to hit each other and generate AE signals. Hence, the 
AE signal generation source can be considered as a point force excitation source or a point 







different frequencies, the source characteristic or the mechanism of ultrasonic AE signal 
generation may remain the same since it is a point source excitation. Hence, theoretically, 
it is much less likely that the AE signal signature may differ at different vibration exciter 
frequencies. A comparison of the AE signal signature at 35 Hz vibration and 180 Hz 
vibration and correlation of signals recorded are presented in Figure 7.24. Clear similarities 
in the AE signals and signal frequency spectrum were observed in the figure. The AE signal 
rise time, as well as the duration of the signal, was observed as approximately the same. 
Frequency spectrums of both signals were found to be broadband nature, and very similar 
peaks and valleys were observed. The correlation plot of the expended data set containing 
the signals from both 35 Hz and 180 Hz data sets was observed to merge to form a single 






Figure 7.24 Comparison of AE signals at 35 Hz and 180 Hz vibration of the specimen. 
Signals at these frequencies were found similar a) Typical AE signal signature 
at 35 Hz, b) Typical AE signal signature at 180 Hz c) Correlation of the signals 








7.3.2 The vibration of the constrained specimen in test cell 
7.3.2.1 FEM analysis of the specimen in test cell 
 For understanding the resonance frequencies of the specimen in the test cell during 
shaker vibration excitation, finite element (FE) analysis of specimen with test cell and 
shaker boundary conditions was performed. The geometry of the cracked specimen was 
modeled using the ANSYS 17 software. ANSYS mesh tool was used to mesh the geometry. 
Shell 63 element was chosen as the element type. The material properties of the element 
were chosen as the material properties of aluminum 2024-T3 (73 GPa modulus of 
elasticity, 2767 kg/m3density, and 0.33 poisons ratio). A fixed boundary condition was 
given at the fixed edge of the specimen in the test cell and a pinned boundary condition 
was given at the other edge. The fixed boundary condition was applied by arresting all 6 
degrees of freedom of the nodes (Figure 7.25) 
 A table with FE modal analysis predicted values of the resonance frequencies of the 
specimen is presented in Table 7-1. We observe that the introduction of crack to the 





Figure 7.25 The specimen and boundary conditions applied for performing FE modal 
analysis of specimen in the test cell. Fixed boundary conditions were applied 
at one edge of the specimen and pinned boundary condition was applied at the 
other. 
Table 7-4 FEM predicted values of the resonance frequencies of the specimen. 
 
FEM Simulation 
  No crack (Hz) Crack (Hz) 
1 131.5 130.9 
2 214.6 214.6 
3 362.7 362.6 
4 491.5 491.4 











15 mm crack (tip-to-tip length) 
1-mm center hole 
4 mm hole at 
center 








7.3.2.2 Mode shapes and crack faying surface motions at specimen resonances 
 The first five mode shapes and crack faying surface motions of the specimen in test cell 
are presented in Figure 7.26 to Figure 7.30. We observe that the crack faying surface 
motion is not as active as in the case of a free specimen. 
 
Figure 7.26 The modeshapes and crack faying surface motion of specimen in test cell at 
mode 1 resonance frequency 
Pristine 131.5 Hz Cracked130.9 Hz 
Mode 1 resonance 





Figure 7.27 The modeshapes and crack faying surface motion of specimen in test cell at 
mode 2 resonance frequency 
 
Figure 7.28 The modeshapes and crack faying surface motion of specimen in test cell at 
mode 3 resonance frequency 
Pristine 214.6 Hz Cracked 214.6 Hz 
Mode 2 resonance 
Crack topology for mode 2 
Pristine: 362.7 Hz Cracked:362.6 Hz 
Mode 3 resonance 





Figure 7.29 The modeshapes and crack faying surface motion of specimen in test cell at 
mode 4 resonance frequency 
 
 
Figure 7.30 The modeshapes and crack faying surface motion of specimen in test cell at 
mode 4 resonance frequency 
Pristine:  491.5 Hz Cracked: 491.4 Hz 
Mode 4 resonance 
Crack topology for mode 4 
Pristine: 672.3 Hz Cracked: 670.3 Hz 
Mode 5 resonance 





7.3.2.3 The specimen in the test cell without loading 
 The specimen was mounted in the test cell with the vibration exciter attachment. No 
loading was applied through the test cell initially, and shaker vibration was applied. This 
experiment was performed to study the influence of a different boundary condition than 
the unconstrained condition of the specimen on the AE signal generated during crack 
rubbing and clapping. 
 
Figure 7.31 AE signals correlations and sample signals measured due to rubbing and 
clapping of crack faying surfaces of a specimen mounted in the test cell a) 
correlation of signals, b) sample signal 1, c) sample signal 2. 
 In Figure 7.31, we see the AE signal signature obtained from the crack rubbing of the 
specimen mounted in the test cell without any loading. Correlation of AE signals was 







correlation of 100 AE signals captured. Figure 7.31b shows the strongest signal among the 
100 signals. This signal is chosen as the base signal for correlation. Figure 7.31c represents 
another random signal. We observe very close similarities between the two signals both in 
the time domain and in the frequency domain. Both signals are wideband in characteristic 
with a peak in the frequency spectrum at approximately 40 kHz, 100 kHz and a gradual 
increment and decrement between 300 kHz to 400 kHz. Correlation of AE signals 
performed shows that the signals are moderately correlated in the time domain and 
frequency domain. This difference in AE signal signature is due to the randomness in the 
signal source characteristics as explained in section 7.3.1.6. Even though there is a 
difference in the boundary condition of the specimen, the mechanism of rubbing of crack 
faying surfaces remains the same. The AE signals, as well as the frequency spectrum of 
the AE signals, should be comparable to the signals obtained from an unconstrained 
boundary condition specimen case. Comparison of Figure 7.22, Figure 7.23 and Figure 
7.24 conclude the hypothesis that the signals are similar. 
7.3.2.4 The specimen in the test cell with loading 
 An axial load of 5 kN is applied to the specimen by loading the specimen by turning 
the turnbuckle and applying the spring load. Four springs are arranged parallel to each other 
as presented in Figure 7.7. The effective spring constant of the springs is 437 N/mm. The 
spring loading is provided by turning the turnbuckle between the specimen and the spring. 
The turnbuckle was turned so that the spring deforms 11.5 mm, providing 5 kN load to the 
specimen. The extension of the spring monitors the effective load through a needle attached 




by the vibration exciter. A higher voltage of excitation was required to produce AE signals 
compared to specimen mounted in the test cell without any load. The AE signals recorded 
were presented in Figure 7.32. The signals were found comparable to the AE signals 
obtained with the no-load case as well as the AE signal generated due to the unconstrained 
specimen vibration case. The signal is observed as wideband in frequency spectra with a 
higher amplitude at low-frequency range. Signals had a peak in the frequency spectrum at 
approximately 40 kHz, 100 kHz, and a gradual increment and decrement between 300 kHz 
to 400 kHz. The signal correlation is found stronger compared with the test case of no-
load. The reason for such a strong correlation is hypothesized as follows. When the 
specimen is in a loaded condition, the crack will be in an open position. The vibration 
exciter causes relative motion of crack faying surfaces, but the rubbing between the two 
surfaces takes place only at the crack tips since all the other location of the crack is in the 
open position. Hence the point source excitation will be happening only at the crack tips, 
and the excitation will be more consistent compared to the excitation when the crack is in 





Figure 7.32 AE signals correlations and sample signals measured due to rubbing and 
clapping of crack faying surfaces of the specimen under 5kN axial load 
mounted in the test cell a) correlation of signals, b) sample signal 1, c) sample 
signal 2. 
7.3.3 Comparison of fatigue crack growth AE and vibration AE 
 The signals obtained from vibration AE were compared with AE signals recorded 
during fatigue crack growth reported in previous research [48]. The signal signature 
recorded using the loaded specimen was observed to be very similar to the ‘group A’ AE 
signal signature observed during fatigue crack growth experiment. ‘Group A’ AE signal 
signature was observed during 84% of the maximum load level during fatigue crack growth 
experiment. A comparison of ‘group A’ AE signal signature and loaded specimen AE 







at 40 kHz, 100 kHz, and a gradual increment and decrement in the frequency spectrum 
from 300-400 kHz is very similar in both signals. We can hypothesize from the signal 
signature similarity that the ‘group A’ signal signature observed during fatigue crack 
growth may be due to crack rubbing and clapping in a loaded condition. 
 
Figure 7.33 Comparison of 'group A' AE signal signature observed during fatigue crack 
growth and rubbing/clapping AE of the loaded specimen (a) ‘Group A’ AE 
signal signature (b) AE signal signature recorded on the loaded specimen 
7.4 SUMMARY CONCLUSIONS AND FUTURE WORK 
7.4.1 Summary 
 The AE signals due to rubbing and clapping of crack faying surfaces were studied in 
this work. First, crack rubbing/clapping AE signals were generated in an unconstrained 
specimen. Crack rubbing AE signals were recorded for an unconstrained specimen at 35 
Hz and 180 Hz vibration and a statistical correlation was performed to compare the signals. 
The similarity in the AE signals recorded was studied from the correlation analysis, and it 
was concluded that all the AE signals recorded were similar within a tolerance limit. 





the mechanism of crack rubbing and clapping AE signal generation is the same, AE signal 
signatures at various vibration excitation frequencies are observed as similar. Vibration-
induced AE signals due to crack rubbing and clapping on the specimen with both ends 
fixed boundary conditions and under the influence of axial loading were measured 
experimentally. AE signal signatures in both cases were found similar to the AE signal 
signature due to crack rubbing/clapping in the unconstrained specimen. AE signal 
signatures recorded during vibration experiments were compared with fatigue crack growth 
AE signal signature to distinguish crack rubbing/clapping AE. 
7.4.2 Conclusions 
 AE signals are generated by rubbing and clapping of sharp peaks and valleys of the 
crack faying surfaces. The AE signal generation source is ideally a point interaction 
between the peaks and valleys, which is similar to a force acting at a small finite area at 
the crack faying surfaces. Hence, the source characteristics for AE signal generation is 
approximately the same under the various frequencies of vibration of the specimen, 
boundary conditions as well as loading conditions. Therefore, the overall characteristics of 
AE signals originating from crack due to rubbing/ clapping would be within a tolerance 
limit. A slight variation in AE signal source characteristics is expected due to the 
randomness of the events. This randomness in the AE event source is reflected in the slight 
signal signature difference of AE signals. AE signal correlation analysis was performed to 
quantify this variation. Time-domain correlation vs. frequency domain correlation showed 
that AE signals originating due to crack rubbing and clapping have small variation due to 




of AE signals implies that the difference in AE source characteristics is within a certain 
tolerance limit. The AE signal signature recorded during the vibration of the specimen in 
loaded condition was found very similar to ‘group A’ AE signal signature observed during 
fatigue crack growth experiment. 
7.4.3 Future work 
 AE signal signature due to crack rubbing and clapping is studied in detail in this work. 
This work can be extended to understand the difference in AE signal signatures due to a 
crack-rubbing event when the crack is grown at a different length than the present work. In 
addition, the source localization can be performed using the triangulation technique by 





NUMERICAL MODELING OF AE SIGNALS IN THIN SHEET METALS USING 
MOMENT TENSOR CONCEPT 
In this chapter, acoustic emission source modeling was performed by using the moment 
tensor concept in thin metallic plates. The AE signal flow from the generation of the AE 
signal to storage in the DAQ was studied. The transformation happening to the signal at 
each component of the flow diagram is discussed. During the experiment, PWAS 
transducers were used for recording the AE signals. A theoretical study of PWAS tuning 
of AE signals during signal sensing was performed. PWAS response on Lamb wave 
sensing for various moment tensor component excitations was derived. The S0 and A0 
Lamb wave mode tunings were obtained for M11, M12, M21, and M22 moment tensor 
component excitations and were plotted. 
8.1 AE SIGNAL FLOW DIAGRAM 
 The AE signal flow diagram from the initiation at the source to the digitization at the 
DAQ is presented in Figure 8.1. The sudden dynamic disturbance at the AE source location 
causes the generation of AE waves. In thin metallic plates, the AE waves travel as Lamb 
waves. The AE waves reach the PWAS transducer. The strain field at the PWAS causes 
the PWAS to generate the response in the form of voltage. The voltage sensed by the 
PWAS reaches the pre-amplifier. After signal amplification at the pre-amplifier, the signal 




Figure 8.1 AE signal flow diagram from initiation to digitization at the DAQ 
 The block diagram of the signal transformations happening during the signal 
acquisition process is explained in Figure 8.2. When the AE signal passes through each 
element of the AE signal acquisition system, a transformation according to the frequency 
response of the element happens. Due to an AE source such as fatigue crack growth as well 
as fatigue crack rubbing/clapping, the generation of AE waves happens in the structure 
according to the structural transfer function of the AE source on the structure. For thin-
walled structures such as thin metallic structures, the AE waves travel as Lamb waves. 
When the AE waves reach the PWAS sensor, the Lamb waves are modified by the PWAS 
transfer function or PWAS tuning. The PWAS tuning depends on the Lamb wave mode. A 
signal amplifier was used between the DAQ and the PWAS. The signal amplifier used in 
the present experiment was MISTRAS 2/4/6 pre-amplifier, which is a bandpass filter from 
30-700 kHz. The DAQ system used has a bandwidth of 0-2MHz. When the signal passes 
through each element, a modification happens according to the transfer function/ 
bandwidth of the element. 








Figure 8.2 Block diagram of AE signal flow 
8.2 PWAS TRANSFER FUNCTION 
 In section 8.1, we have discussed the transformations happening in the AE signal during 
each stage in the signal flow path. The signal amplifier and DAQ have a specific bandwidth 
to transfer the signal. The signal reception by PWAS depends on the tuning of the PWAS 
transducer on the metallic plate. The tuning of the Lamb waves by the PWAS depends on 
the Lamb wave mode. A closed-form expression for PWAS sensing of Lamb waves is 
derived in this section. The PWAS senses the in-plane strain caused by the AE waveform 
and converts it into an equivalent voltage. A schematic of the sensing of Lamb waves by a 
PWAS sensor is presented in Figure 8.3. 
AE wave 
generation  





















Figure 8.3 Schematic of Lamb wave sensing of PWAS 
PWAS sensing equation is given as follows 
 Electric field at PWAS, Ti ikl kl ik kE g D      (8.1) 
 Strain at PWAS, 
D
ij ijkl kl kij kS s g D    (8.2) 
where 
 Electric displacement       Piezoelectric voltage coefficient













Considering 1D PWAS sensing assumption, we get, 
 1 11 1 31 3
ES s g D    (8.3) 
 3 31 1 33 3
TE g D      (8.4) 
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     (8.9) 
Rearranging, 
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Substituting cC into Eq. (8.10), we get 
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32 2











































  (8.13) 
The external capacitance is usually very small compared to the capacitance of the PWAS, 











   (8.14) 
 This voltage is due to the strain at an infinitesimal area dA. The total voltage sensed by 
the PWAS can be obtained by integrating the voltage over the area dA. Thus we get the 











    (8.15) 
8.3 AE SOURCE REPRESENTATION USING THE MOMENT TENSOR 
 The AE source representation using moment tensor describes the AE source as self-
equilibrating stresses acting during the AE phenomena. The theoretical derivation of AE 
  
192 
signals due to moment tensor excitations is described in this section. Assuming 1D 
waveguides, only four moment-tensor components, M11, M12, M21, M22, are required for the 
definition of the AE excitation. 
8.4 WAVEFIELD DUE TO M11 DIPOLE EXCITATION 
 A through-thickness M11 dipole excitation was considered, as shown in Figure 8.4. The 
displacement field due to M11 dipole excitation was derived in the following sections. The 
PWAS response due to the AE wavefield was derived from the derivation procedure in 
section 8.2. 
 
Figure 8.4 Through thickness M11 excitation 
8.5 IN-PLANE LINE FORCE EXCITATION – NME 
 
Figure 8.5 The through-thickness line force excitation in the x-direction 
 The wavefield, due to a moment excitation, can be derived from the wavefield due to 
force excitation. For obtaining the M11 moment tensor excitation field, a through-thickness 
excitation, as presented in Figure 8.5, is considered. The limiting process of the through-
























moment and the wavefield due to the force to a wavefield due to a moment. The separation 
required for obtaining the moment M11 in Figure 8.4 from Figure 8.5 is in the x-direction.  
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(y) is the velocity mode shapes. 
Recall the complex reciprocity relation 
 2 1 1 2 2 1 1 2( )v T v T v F v F           (8.18) 
 where ‘~’ represents the complex conjugate. Substituting Eq. (8.16) and (8.17) into 
Eq.(8.18), we get 
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Simplifying 
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For a 2D wavefield, we have the expression for velocity mode shapes as  
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 ( ) [ ( ) ( )]
n n
n x yv y v y v y   (8.21) 
 F1 is the external force excitation. For a through-thickness dynamic force excitation 
acting as shown in Figure 8.5, F1 can be expressed as follows 
 1 [ ( ) 0]xF F x   (8.22) 
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 Substituting the normal mode expansion coefficient in Eq. (8.16), we get the expression 
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8.6 LINE MOMENT (M11) EXCITATION FIELD 
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 Two force excitations separated by an infinitesimal distance and the limiting process 
of that distance that goes to zero creates a dipole moment excitation, as shown in Figure 
8.6a. The limiting process of the separation turns the excitation to a moment excitation. 
The through-thickness M11 moment excitation is presented in Figure 8.6b. The wavefield 
due to through-thickness moment excitation can be obtained from the displacement field 
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 Following the limiting process in Eq. (8.25), the velocity field due to M11 line source 
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 The strain field is sensed by the PWAS and converted to the equivalent voltage by the 
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Performing the integration and substituting the limits follows 
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 Rearranging the terms we get a closed-form expression for the voltage sensed by the 
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 Using the expression in Eq.(8.34), the PWAS tuning curve for M11 moment excitation 
was plotted for S0 and A0 mode, as shown in Figure 8.7. For an M11 excitation, a strong 
S0 mode content was observed and no A0 mode response was observed.  
 
Figure 8.7 Lamb wave strain response due to M11 excitation on 1-mm thick aluminum 
specimen received with 7 mm PWAS receiver 
8.7 WAVEFIELD DUE TO M22 DIPOLE EXCITATION 
 
Figure 8.8 M22 dipole excitation schematic 
 A schematic of the M22 dipole excitation is shown in Figure 8.8. The M22 dipole 
moment excitation was constructed by two forces acting in the opposite direction in the 
out-of-plane direction separated by an infinitesimally small distance. For obtaining the 
displacement field due to M22 dipole, the wavefield due to the dynamic force acting in the 
















8.8 OUT-OF-PLANE LINE FORCE EXCITATION- NME 
 A through-thickness dynamic force acting in an out-of-plane direction is presented in 
Figure 8.9. The force acting is assumed as a harmonic force. The displacement field 
generated due to the out-of-plane harmonic force is derived in this section.  
 
Figure 8.9 The through-thickness line force excitation in the out-of-plane direction 
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 Elastodynamic field due to excitation. 
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(y) are the velocity mode 
shapes. 
Recall the complex reciprocity relation 













On substituting Eq. (8.35) and Eq. (8.36) into Eq. (8.37), we get 
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Simplifying 
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For 1D waveguide, the velocity mode shapes are given as  
 ( ) [ ( ) ( )]n n nv y v y v y    (8.40) 
For an out-of-plane through-thickness force excitation, the force vector is given as 
 [0 ( )]yF F x   (8.41) 
 On substituting Eq. (8.40) and Eq. (8.41) into Eq. (8.39) and simplifying, we get the 
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 Substituting the expression for the normal mode expansion coefficient in Eq. (8.42) 
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8.9 LINE MOMENT (M22) EXCITATION FIELD 
 
Figure 8.10 Through thickness M22 moment excitation 
 Two force excitations in the out-of-plane direction separated by a small distance creates 
a dipole moment excitation, as shown in Figure 8.10a. The limiting process of the 
separation turns the excitation into a moment excitation. The through-thickness M11 
moment excitation is presented in Figure 8.10b. The wavefield due to moment excitation 
can be obtained from the displacement field due to force excitation from the limiting 

















G x G x X G x
u x lim Q X
X X
     
  
 
   
    
   
  
  (8.44) 
 Following the limiting process in Eq.(8.44), from the velocity field due to out-of-plane 
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 The strain field is sensed by the PWAS and converted to the equivalent voltage by the 
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 Substituting Eq. (8.47) in Eq. (8.48) and simplifying, we get a closed-form expression 
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 The A0 and S0 Lamb wave tuning for reception using a PWAS transducer during an 
M22 excitation is plotted and is presented in Figure 8.11. We observe a stronger A0 




Figure 8.11 Lamb wave strain response due to M22 excitation on 1-mm thick aluminum 
specimen received with 7 mm PWAS receiver 
8.10 WAVEFIELD DUE TO M12 MOMENT TENSOR EXCITATION 
 
Figure 8.12 The through-thickness M12 moment excitation 
 Two force excitations separated by an infinitesimal distance creates a couple-moment 
excitation as shown in Figure 8.12a. The limiting process of the separation turns the 
excitation to a moment excitation and the wavefield to the wavefield due to the moment. 
The through-thickness M11 moment excitation is presented in Figure 8.12b. The wavefield 
due to moment excitation can be obtained from the displacement field due to force 
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 Following the limiting process in Eq.(8.50), from the velocity field due to out-of-plane 
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The displacement field can be obtained from the velocity field as follows 
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 The strain field is sensed by the PWAS and converted to the equivalent voltage by the 
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 Substituting Eq. (8.53) in Eq. (8.54) and simplifying, we get a closed-form expression 
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 The PWAS Lamb wave response due to M12 moment excitation is plotted using the 
expression in Eq.(8.55) and is presented in Figure 8.13. We observe a strong A0 mode 
response due to the excitation and no S0 wave mode generation was observed. 
 
Figure 8.13 Lamb wave strain response due to M12 excitation on 1-mm thick aluminum 
specimen received with 7 mm PWAS receiver 
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Figure 8.14 The through-thickness M12 moment excitation 
 Two force excitations separated by an infinitesimal distance creates a couple-moment 
excitation as shown in Figure 8.14a. The limiting process of the separation turns the 
excitation to a moment excitation and the wavefield to the wavefield due to the moment. 
The through-thickness M11 moment excitation is presented in Figure 8.14b. The wavefield 
due to moment excitation can be obtained from the displacement field due to force 

















G x G x X G x
u x lim Q X
X X
     
  
 
   
    
   
  
  (8.56) 
 Following the limiting process in Eq.(8.56), from the velocity field due to out-of-plane 
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 The strain field is sensed by the PWAS and converted to the equivalent voltage by the 
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 Substituting Eq. (8.59) in Eq. (8.60) and simplifying, we get a closed-form expression 
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Figure 8.15 Lamb wave strain response due to M21 excitation on 1-mm thick aluminum 





8.12 SUMMARY AND CONCLUSIONS 
 The signal transformation happening when the AE signals travel through various 
components of the signal acquisition system was studied. An expression for PWAS sensing 
of AE signals was derived. For a 2D waveguide, various components of moment tensor 
excitations were considered for excitations and Lamb wave tuning in the case of various 
components was plotted. 
 Lamb wave tuning in the case of M11, M12, M21, and M22 moment tensor components 
was achieved from the theoretical derivations. The M11 moment tensor component excites 
strong S0 mode, and no A0 mode was excited theoretically. M12 and M21 moment tensor 
components excite strong A0 mode, and no S0 mode was produced theoretically. Finally, 
M22 moment tensor component excitation excites strong A0 mode component, and very 





NUMERICAL PREDICTION OF AE SIGNALS IN THIN SHEET METALS  
USING MOMENT TENSOR CONCEPT 
The concept of moment tensor was primarily used in bulk bodies for seismic wave 
prediction applications. In this chapter, the application of the moment tensor concept was 
applied in thin metallic plates for predictive modeling of fatigue crack growth AE signals. 
AE signals due to fatigue crack growth events were recorded during a fatigue crack growth 
experiment using a PWAS transducer. The moment tensor concept was used for simulation 
of fatigue crack growth AE signals. A good match of experiment and simulation was 
observed. 
9.1 PREDICTIVE MODELING OF FATIGUE CRACK GROWTH AE 
 The fatigue crack growth experiment was performed, as presented in Chapter 8 of this 
dissertation, to record AE signals. The experimental setup used for the fatigue crack growth 
experiment is presented in Figure 9.1. Fatigue loading was applied to the specimen with a 
hole to generate a pre-crack. The PWAS and S9225 sensors were installed on the specimen 
after the pre-crack generation. Then, the specimen was mounted on the MTS machine and 
fatigue loading was applied to grow the crack. Simultaneous capture of AE signals were 





Figure 9.1Experimental setup for recording fatigue crack growth AE 
 Predictive modeling of AE signals due to a fatigue crack growth event was performed 
by using the moment tensor approach. A large number of AE signals were recorded during 
the fatigue crack growth experiment. Based on the analysis of AE signals during fatigue 
crack growth, AE signals due to fatigue crack growth and crack rubbing/clapping were 
differentiated in chapter 8. In this section, the predictive modeling of AE signals due to the 
fatigue-crack-growth process was numerically modeled. The schematic of the AE source 
modeling approach for fatigue crack growth event is presented in Figure 9.2. Figure 9.2a 
shows the fatigue specimen with a pre-crack and the fatigue loading applied to the 
specimen. A schematic of the zoom-in of the fatigue crack tip is presented in Figure 9.2b. 
During the fatigue crack growth, the crack propagation was observed to happen in the z-
direction (creating a fracture surface in y-z direction). Therefore, the normal to the fracture 
surface is the x-direction. The fatigue loading applied during the experiment was also in 
the x-direction, as we observe from Figure 9.2a. A fracture in which the loading and normal 
to the fracture plane are in the same direction is called a Mode-I fracture. So a fatigue crack 
Test specimen 











growth event in the present experimental setup is considered as a Mode-I fracture process 
from the definitions of fracture mechanics. A detailed description of a Mode-I fracture 
happening in a structure and its mathematical modeling is presented in section 3.3.3 in this 
dissertation. The mathematical representation of a Mode-I fracture AE source in a structure 
from section 3.3.3 is given as follows 
 Eq. (9.1) is for a Mode-I fracture happening in a bulk medium. The edge view of the 
fatigue fracture process is presented in Figure 9.2c. Assuming a 1D waveguide, and 
considering the Lamb wave is decoupled from the shear horizontal waves, one can reduce 
the 3rd order moment tensor for a bulk medium to a 2nd order moment tensor as following. 
 Therefore, M11 and M22 moment tensor components only exists for a Mode-I fracture 
process in a 1D waveguide and a combined excitation of both moment tensor components 






Figure 9.2 Schematic of the AE source modeling methodology a) Fatigue crack specimen 
schematic with loading b) Schematic of zoom-in of the crack tip c) Edge view 
of the fatigue crack tip with the schematic of moment tensor excitation 
corresponding to Mode-I fracture. 
 


































Figure 9.4 AE signal received during fatigue crack growth event.  
 The group-velocity dispersion curve of 1 mm aluminum plate is presented in Figure 
9.3. The S0 and A0 Lamb wave modes travel at different velocities with S0 Lamb wave 
mode at a higher velocity than A0 mode. The AE signal experimentally received during a 
fatigue crack growth event is presented in Figure 9.4. The group-velocity dispersion curve 
of 1 mm aluminum is superimposed in time-frequency plot of the AE signal in Figure 9.4. 
From the time domain as well as the time-frequency domain representation superimposed 
with group-velocity dispersion curve of the AE signal, we observe a fast traveling S0 mode 
and slow traveling A0 mode in the experimentally observed AE signal. This observation 
proves that the AE signals from fatigue crack events travel as Lamb waves. 
 The moment-tensor source definition in Eq. (9.2) for Mode-I fatigue crack growth was 
used for simulation of fatigue crack growth AE. For the time domain excitation, a wide-
band erf excitation source from the literature [21] was assumed. The mathematical 









Figure 9.5 Predictive simulation of AE signal flow chart 
 The flow chart for predictive simulation of AE signal propagation is presented in Figure 
9.5. First, the Fourier transform of the erf function excitation function was performed. Then 
the structural transfer function of the Mode-I fracture formation was calculated. A Mode-I 
fracture has combined excitation of M11 and M22 moment tensor components according to 
Eq. (9.2). Then, the structural transfer function for a Mode-I fracture was multiplied with 
the erf function excitation function in the frequency domain to obtain the frequency domain 
of the signal at the receiver. Finally, the inverse Fourier transform of the frequency domain 
of the signal at the receiver was performed to obtain the AE signal prediction at the receiver 
PWAS. 
Fourier transform of 
the excitation signal 
 
Calculate the structural 
transfer function 
  
Multiply excitation with 
structural transfer function 
  





 The structural transfer function for a Mode-I excitation is a combined effect of the 
structural transfer function of M11 and M22 as stated in the previous paragraph. Recall the 
tuning of M11 and M22 excitation on the PWAS response, as presented in section 13.6 and 
13.9. For unit M11 dipole excitation, the structural transfer function including the PWAS 
tuning from Eq. 13.34 is as following, 
 For unit M22 dipole excitation, the structural transfer function including the PWAS 
tuning from Eq. 13.49 is as following, 
 The PWAS tunings for M11 and M22 AE sources from Eq. (9.4) and Eq. (9.5) are 
presented in Figure 9.6. For an M11 excitation, a strong S0 mode amplitude was observed 
and no A0 mode response was observed whereas, in the case of an M22 excitation, we 
observe a stronger A0 amplitude and a relatively small S0 amplitude.  
 
Figure 9.6 Lamb wave strain response due to M11 and M22 excitation on 1-mm thick 
aluminum specimen received with 7 mm PWAS receiver a) Strain response of 









 For Mode-I fracture, a combined effect of M11 and M22 tuning happens since the source 
representation presented in Eq. (9.2) contains both moment tensor components. Therefore, 
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 We observed a specific ratio of S0 and A0 mode in the experimental results observed 
in Figure 9.4. The ratio of S0 and A0 mode when a simulation is performed depends on the 
following two parameters, 
1. Relative contribution of the strength of moment tensor components M11, M22 
2. The time-domain excitation of the erf function (precisely the rise time ) 
 The two parameters are adjusted by trial and error to obtain the best similarity between 
the experiment and simulation. The contribution of M11 and M22 were adjusted for 
obtaining the optimum contribution of S0 and A0 mode AE signal received during fatigue 
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  (9.7) 
Simultaneously, the erf function excitation was also adjusted to have a rise time of s, 





Figure 9.7 Adjusted erf function excitation used for predictive modeling 
 Using the moment tensor excitation as in Eq. (9.7), and the erf function excitation in 
Figure 9.7, the simulation of fatigue crack growth AE signal was performed and presented 
in Figure 9.8. We observe the fast traveling S0 mode and relatively slow traveling A0 mode 
in the simulation. The frequency spectrum S0 and A0 mode is also shown in Figure 9.8b. 
 










 A comparison of simulation results with the experiment is shown in Figure 9.9. A good 
match of experiment and simulation was observed. In the simulation, fast traveling S0 
mode arrives earlier than the A0 mode similar to the experimental observation. The time-
frequency representation of the numerical simulation and experiment was performed using 
Choi-William transform. The S0 and A0 mode in Choi-William transform of the 
experiment is found to match very closely with the simulation. 
 
Figure 9.9 Comparison of simulation and experiment a) Time-domain of simulation b) 
Time-frequency representation of simulation c) Time-domain of experimental 














9.2 SIMULATION OF PWAS RESPONSE DUE TO RUBBING/CLAPPING OF THE CRACK 
DURING FATIGUE TESTING 
 During the fatigue experiment, AE signals were generated even when a fatigue crack 
growth was not observed. AE signals could also generate when the crack faying surfaces 
rub and clap each other and act as an AE source. In Chapter 6, the stress intensity factor 
controlled high cycle fatigue experiment was explained. During the additional fatigue 
cycles from 172-188 kcycles after the crack initiation, fatigue crack growth was not 
observed as we understand from the eddy current inspection in Figure 9.10. Even though 
many AE signals were recorded during the fatigue cycles, no fatigue crack growth was 
observed. 
 
Figure 9.10 The eddy current measurements at 172 kcycles (a) and 188 kcycles (b) of 








































 The predictive modeling of fatigue crack rubbing/clapping was performed based on the 
physics of AE source excitation. The modeling methodology for fatigue crack 
rubbing/clapping is presented in Figure 9.11. When the crack faying surfaces come close 
to each other, the peaks and valleys of the surfaces rub/clap. Detailing of the rubbing of the 
peaks and valleys of the crack faying surfaces is shown in Figure 9.11c. When one pair of 
valley and peak rub each other, an equal and opposite force acts on the peak and valley. 
This couple force acts as the excitation source for producing the AE signal. The couple-
forces are in the x-direction (or 1-direction), and the separation is in the y-direction (or 2-
direction). So, the force couple can be considered as a moment M12. Therefore, the 
modeling of the AE source was performed by using M12 excitation source. 
 
Figure 9.11 Fatigue crack rubbing/clapping AE signal source modeling methodology 
 The schematic of the moment excitation acting on a 1D waveguide specimen is 

























Lamb wave propagation in a thin plate of thickness 2d. The thickness of the specimen, 2d, 
considered for the simulation, is 1 mm. At a distance of 25 mm from the AE-source 
location, a PWAS of 7 mm diameter was considered as a receiver. 
 
Figure 9.12 Fatigue crack rubbing/clapping AE source moment tensor representation 
 Typical crack rubbing/clapping AE signals received during the fatigue experiment are 
presented in Figure 9.13. Five example AE signals are presented. The low-frequency part 
of the signals arriving late remains approximately the same for all signals. However, the 






































Side view model considering  







Figure 9.13 Crack rubbing/clapping AE signal examples 
 Assuming an erf function excitation as presented in Eq.(9.3), numerical simulation of 
the AE signal at the receiver was performed by using the predictive simulation flow chart 
in Figure 9.5. For an M12 excitation, the structural transfer function was derived in Chapter 
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Example 1 Example 2 





 Based on the equation derived, the Lamb wave tuning of PWAS on a 1 mm thick 
aluminum plate due to M12 moment excitation was plotted. The strain response due to 
through-thickness M12 excitation is presented in Figure 9.14. We observe a strong A0 mode 
presence due to an M12 moment excitation, and no S0 mode was excited. 
 
Figure 9.14 Lamb wave strain response due to M12 excitation on 1-mm thick aluminum 
specimen received with 7 mm PWAS receiver 
 Adjusting the erf-function rise-time, the crack rubbing/capping AE signal examples 
received during the cyclic fatigue loading were reproduced. Figure 9.15 presents the AE 
signal example 1 and the numerical simulation. A rise time of 0.5 s was used to obtain 
the AE signal simulation similar to the AE signal example 1. Figure 9.16, Figure 9.17, 
Figure 9.18 and Figure 9.19 present the AE signals example 2, 3, 4, and 5 respectively and 
their simulations. For example 2, a rise time of 2.5 s, for example-signal 3, a rise time of 
5 s, for example signal 4, a rise time of 10 s and for example signal 5, a rise time of 15 







Figure 9.15 Fatigue crack rubbing/clapping AE simulation example 1 a) Time-domain erf 
function excitation b) Frequency domain erf function c) Experimental 
observation d) Theoretical prediction 
 
Figure 9.16 Fatigue crack rubbing/clapping AE simulation example 2 a) Time-domain erf 
function excitation b) Frequency domain erf function c) Experimental 











Figure 9.17 Fatigue crack rubbing/clapping AE simulation example 3 a) Time-domain erf 
function excitation b) Frequency domain erf function c) Experimental 
observation d) Theoretical prediction 
 
Figure 9.18 Fatigue crack rubbing/clapping AE simulation example 4 a) Time-domain erf 
function excitation b) Frequency domain erf function c) Experimental 











Figure 9.19 Fatigue crack rubbing/clapping AE simulation example 5 a) Time-domain erf 
function excitation b) Frequency domain erf function c) Experimental 
observation d) Theoretical prediction 
9.3 SIMULATION OF PWAS RESPONSE DUE TO CRACK RUBBING DURING VIBRATION 
TESTING 
 If an external vibration excites a pre-existing crack in a metallic structure, rubbing of 
crack faying surfaces occurs, and it acts as a potential source of acoustic emission. 
Vibration induced crack rubbing/clapping AE detection is an effective approach for health 
monitoring to detect the presence of a crack in a metallic structure. Therefore, 
understanding the physics of the crack rubbing/clapping AE and predictive modeling is 
very important. The predictive modeling of vibration-induced crack rubbing is discussed 
in this section. 
 The experimental setup for detecting AE due to vibration-induced crack 







thick aluminum specimen using a shaker. A sinusoidal excitation was generated using a 
function generator and amplified using a power amplifier. The amplified signal was fed to 
a shaker to vibrate the specimen. The vibration induces the crack-faying surfaces to rub 
each other and generate AE signals. The generated AE signals are recorded by using a 
PWAS transducer and amplified using an acoustic pre-amplifier and digitized using a 
MISTRAS AE instrument.  
 
Figure 9.20 Vibration induced crack rubbing/clapping Experimental setup 
 The AE source modeling methodology is explained in Figure 9.20 and Figure 9.21. In 


















the crack surface moves up due to the shaker motion, the other side provides retardation 
due to the inertia. This causes an action-reaction pair of forces at the two crack faying 
surfaces. The force directions in both faying surfaces are acting in opposite directions, 
separated by an infinitesimal distance, in-effect producing a moment excitation. The 
schematic of the specimen and the 1-D waveguide modeling methodology of the AE 
excitation are presented in Figure 9.21a and Figure 9.21b respectively. From Figure 9.21b, 
the force couple acting is in the y-direction (or 2- direction) and the infinitesimal separation 
is in the x-direction (or 1-direction). Therefore, the excitation is considered as an M21 
moment excitation.  
 An erf function excitation, as in Eq. (9.3) was considered as the AE source excitation. 
Numerical simulation was performed by adjusting the rise time of the AE excitation. The 
numerical simulation was performed by using the steps in the flow chart in Figure 9.5. The 
structural transfer function used for the simulation is considered as the structural transfer 
function for an M21 excitation derived in section 13.11 in this dissertation. The structural 
transfer function for M21 excitation is as following. 
 Using Eq.(9.9), the M21 excitation Lamb wave tuning of 7 mm PWAS in a 1 mm 
aluminum plate was numerically calculated and plotted. The tuning of S0 and A0 Lamb 
wave modes due to M21 excitation is presented in Figure 9.22. We observe a strong A0 





Figure 9.21 Vibration induced crack rubbing/clapping AE source modeling methodology 
 
Figure 9.22 Lamb wave strain response due to M21 excitation on 1-mm thick aluminum 
specimen received with 7 mm PWAS receiver 
 The experimentally observed vibration AE signal is presented in Figure 9.23c. The rise 
time of the erf function excitation was adjusted to match the experiment and simulation. A 
Fatigue crack 
Vibration test-cell specimen 

























rise time of 5s was considered in the simulation to get a good match of the numerical 
simulation with the experiment. The AE source time domain excitation considered is 
presented in Figure 9.23a and the frequency domain of the excitation is presented in Figure 
9.23b. The AE signal prediction is presented in Figure 9.23d and a good match of the 
simulation with the experimental results was observed. The numerical prediction in Figure 
9.22 predicts pure A0 mode generation due to a through-thickness M21 excitation. In the 
experimental observation, we observe only A0 mode from Figure 9.23c. This observation 
confirms the validity of the AE source modeling methodology using M21 moment tensor 
excitation. 
 
Figure 9.23 Vibration induced crack rubbing/clapping AE simulation example a) Time-
domain erf function excitation b) Frequency domain erf function c) 






9.4 SUMMARY CONCLUSION AND FUTURE WORK 
9.4.1 Summary 
 AE signal simulation for a fatigue crack event was achieved by using the concept of 
moment tensor in thin metallic plates. The 3rd order generalized moment tensor was 
reduced to 2nd order moment tensor for the case of a 1D waveguide. AE source definition 
for fatigue-crack-growth, fatigue-crack rubbing/clapping, and vibration-induced crack-
rubbing/clapping was performed using the moment tensor source definition. Mode-I AE-
source moment tensor definition was considered for a fatigue-crack-growth AE event, and 
M12 moment-tensor excitation was considered for crack-rubbing/clapping AE during 
fatigue experimentation. Vibration-induced crack-rubbing/clapping simulation was 
performed by considering M21 moment-tensor excitation. Optimization of the moment 
tensor components and time domain of the moment tensor source excitation was performed 
in the simulation to match the experimental observation of the AE signal. A good match of 
the experimental observation and numerical prediction was observed.  
9.4.2 Conclusions 
 The concept of moment tensor was primarily used in bulk bodies for seismic wave 
prediction applications. In this research, the application of the moment tensor concept was 
successfully adapted to thin metallic plates for predictive modeling of fatigue crack growth 
AE signals. M11 and M22 moment tensor components were used for modeling of Mode-I 
fracture in thin metallic plates. An approximate M22/M11 ratio of 0.035 was found to give 




signal. An optimum AE source rise time of 2s was used in the simulation. Predictive 
modeling of crack rubbing/clapping AE during fatigue crack growth was performed using 
M12 moment tensor excitation. The rise time of the AE signal was adjusted from 0.5s to 
15s to get a good match of simulation and experimental observations. The vibration-
induced crack-rubbing AE was recorded using a PWAS transducer. The simulation of the 
PWAS-recorded AE signal was performed by considering the AE signal source as a M21 
moment tensor. The concept of moment tensor was able to predict the AE signals 
emanating due to fatigue crack growth, fatigue crack rubbing/clapping, and vibration-
induced crack rubbing/clapping. 
9.4.3 Future work 
 For a fatigue crack growth AE signal simulation, the ratio of S0 and A0 mode when a 
simulation is performed depends on the following two parameters, 
1. Contribution of the strength of moment tensor components M11, M22 
2. The time domain excitation of the erf function (precisely the rise time ) 
 In the present work, the relative contribution of moment tensor components and the 
rise time of the erf function excitation was found by trial and error method. An 
improvement in the solution procedure will be proposed in the future by using an 
optimization algorithm.  
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GUIDED WAVES IN HOLLOW CYLINDERS- STATE OF THE ART 
Ultrasonic guided waves are widely used in plates, rods and hollow cylinders. It is a very 
convenient method for inspecting hollow cylinders since it is possible to inspect a long 
distances from a single transmitter. In hollow cylinders, the guided waves travel as axial 
modes and circumferential modes. The relative participation factor of each wave mode 
towards the total waveform will depend on the boundary condition created by the 
excitation. Based on the boundary condition, material properties and geometric properties 
of the hollow cylinder, the wave behavior can be described by solving the governing wave 
equation with the appropriate boundary condition.  
 Flexural guided waves in pipes have been understood for decades. Gazis studied the 
exact analytical model for guided wave propagation in the hollow cylinder [15]. He showed 
that there exists an infinite number of normal modes, including axisymmetric modes and 
non-axisymmetric modes in an elastic hollow cylinder. Each mode has its own 
characteristics such as phase velocity, group velocity, etc. He obtained the general solution 
of harmonic waves propagating in an infinitely long hollow cylinder. Normal mode 
expansion (NME) of hollow cylinder modes for a force excitation was first studied by Ditri 
et al.[71]. He derived a closed-form solution for normal mode expansion coefficients for 
hollow cylinder modes due to a force excitation. The excitation and propagation of non-
axisymmetric longitudinal waves by using NME with different sources are studied by 
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Li et al [72]. The angular profile due to such excitation is obtained by constructive and 
destructive interference of amplitude factors of every excited mode. Sun et al. [73] studied 
flexural torsional wave mechanics and focusing by NME.  
 For generation of axisymmetric modes, different kinds of methods are widely used. 
Many use a comb transducer as well as dry coupleed normal beam transducer for generation 
of axisymmetric guided wave generation in hollow cylinders [74] [75]. A transducer array 
made of a series of normal beam transducers was also used for axisymmetric guided wave 
generation [76]. When only a portion of a cylinder might be accessible for source loading, 
non-axisymmetric guided waves will be generated. In such circumstances, the acoustic 
field is more complicated and energy distribution of the wave propagation needs to be 
known in order to evaluate the guided wave inspection ability and to perform frequency 
and angle tuning [72].  
Semi-analytical finite element method (SAFE) is used for guided wave calculations in 
hollow cylinders [77] [78] [79]. Long range calculations can be done with no problems of 
calculation time and memory with SAFE method since it does not require discretization in 
the wave propagation direction. 
 In this chapter, we present the state of the art in guided wave modeling of a hollow 
cylinders. The family guided wave modes, which can be present in a hollow cylinder and 
its dispersion curves, are discussed in brief in the beginning of the chapter. The normal 
mode expansion of the hollow cylinder for an out of plane AE hammer hit excitation is 
derived analytically in the next part of the chapter. Mutually orthogonal axisymmetric and 
non-axisymmetric modes in a hollow cylinder are used for normal mode expansion and the 
modal participation factors are determined analytically. In the later part of this chapter, a 
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closed form expression for power carried by various Lamb wave modes in a hollow 
cylinder is obtained.  
10.1 GUIDED WAVE MODES IN THE HOLLOW CYLINDERS 
 When considering the particle motion directions in a hollow cylinder, the guided wave 
propagation in the axial direction may involve longitudinal waves and axial waves. The 
longitudinal waves have particle motion predominantly in r  and/or z  direction and 
torsional waves have particle motion in the   direction. According to the energy 
distribution in the circumferential direction, the guided waves contain axisymmetric modes 
and non-axisymmetric modes (also known as flexural modes). For convenience, the 
longitudinal mode group will be expresses as L(m, n) and the torsional mode group as T(m, 
n). Here the integer m  denotes the circumferential order of the mode and integer n  
represents the group order of a mode. An axisymmetric mode has the circumferential 
number 0m  . For a 6” schedule 40 pipe, the dispersion curve obtained from SAFE based 
software “GUIGUW” is shown in Figure 10.1. 
 As the curvature of the cylinder increases, the axisymmetric mode dispersion curve 
approximates to an S0 mode dispersion curve for a similar thickness plate and non-
axisymmetric modes approximate to the A0 mode dispersion curve for a similar thickness 
plate. Hence, similar thickness plate approximation is appropriate for large curvature 




Figure 10.1 Dispersion curve of six- inch schedule 40 pipe including all longitudinal 
modes, including axisymmetric modes L(0,n) (n=1,2,3,...) and non-
axisymmetric modes L(m,n) (m=1,2,3,... n=1,2,3,...) 
10.2 MOTIVATION- LARGE CYLINDRICAL STRUCTURE  HEALTH MONITORING 
 


















 The motivation of this chapter for guided wave propagation in hollow cylinders is the 
analysis of hollow cylindrical structure for structural health monitoring. The hollow 
cylinder under consideration is a multi-layered cylindrical structures. It has a 1-inch thick 
innermost cylinder surrounded by an 8.5-inch cylinder both made of steel. The 8.5-inch 
cylinder is covered with the neutron shield. The hollow cylinder has 4 trunnions attached 
to the structure, two at the top and two at the bottom respectively. The curvature of the 
cylinders is very large, with outer diameter for the inner cylinder as 70.75 inches and outer 
cylinder as 87.75 inches. Inside the multilayered cylinder, there are rectangular shaped 
baskets to hold the fuel rods. The hollow cylinder is covered with a hemispherical-shaped 
lid.  
 To analyze the health monitoring of the hollow cylindrical structure under 
consideration, it is important to understand the fundamentals of wave propagation in 
hollow cylinders. 
10.3 NORMAL MODE EXPANSION OF HOLLOW CYLINDER 
 We discuss the normal mode expansion of orthogonal modes in hollow cylinders in this 
chapter. The geometry and loading of the single layered hollow cylinder under 
consideration for the problem set up is shown in Figure 10.3. The excitation given into the 
system is considered as an out of plane point force excitation as in Figure 10.3.  
Recall the complex reciprocity theorem in elastodynamics, 
 2 1 1 2 2 1 1 2( )v T v T v F v F           (10.1) 
 The aim is to find out the amplitudes of elastodynamic modes generated due to an 
excitation, which is described as a body force. We let the elastodynamic state ‘1’ represent 
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Figure 10.3 Schematic of problem set up 
 Here, m represents the mode number and N represents the circumferential order of that 
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Eq. (10.1) can be expanded as the following form 




              

 (10.4) 
 Integrating both sides through the cross sectional area perpendicular to the propagation 
direction of the wave, as in Figure 10.4 will yield 
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 Applying Gauss divergence theorem to the left hand side of this expression will change 
this expression to a boundary integral over the inner boundary at ‘r=a’ and outer boundary 
‘r=b’. The boundaries are shown in Figure 10.4. 
 
1 2 1 1 2 2 2 1 1 2
2 1 1 2 2 1 1 2
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 Here, 1n  represents the unit normal vector perpendicular to inner boundary at ‘r=a’, 
and 2n represents the unit normal vector perpendicular to outer boundary ‘r=b’. 
Rearranging the left hand side of the expression will give, 
 
2 1 1 1 1 2 2 2 2 1 1 2 2
2 1 1 2 2 1 1 2
ˆ ˆ ˆ ˆ ˆ( ( ) ( )) ( ( ) ( ))
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           






 For free guided wave modes of elastodynamic state 2, the external tractions 1 2n̂ T and 
2 2n̂ T will be zero. The excitation either can be given in the governing equations as traction 
1T , or it can be applied as body force 1F . Here we give the excitation as a body force. Thus 
the external tractions at the inner and outer boundaries given in state 1, 1 1n̂ T and 2 1n̂ T  are 
assumed as zero. So equation (10.7) is reduced to  
 2 1 1 2 2 1 1 2ˆ( ) ) ( )z
A A
v T v T e dA v F v F dA
z

        
 
 (10.8) 
Rearranging the equation will give 
 2 1 1 2 2 1 1 2ˆ( ) ) ( )z
A A
v T v T e dA v F v F dA
z

        
  
 (10.9) 
 Substituting the two elastodynamic states 1 and 2 in equation (10.2) and (10.3) in to 
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 Considering the excitation as a harmonic body force acting locally at a point in the 
radial direction as shown in Figure 10.3, we can write the excitation as follows. We assume 
‘ 0z  ’ at excitation location. 
 1 1 1 1 0[   ] [ ( ) ( ) ( 0) 0 0]
r z rF F F F F r b z           (10.11) 
For free guided waves of state 2, the body forces acting will be zero. 
 2 2 2 2[   ] [0 0 0]
r zF F F F   (10.12) 
Also the velocity field for state 2 can be written as  
 2 [ ( , ) ( , ) ( , )]
ni zMr M Mz
n n nv V r V r V r e
     (10.13) 
Substituting equations (10.11), (10.12) and (10.13) into equation (10.10) will give 
0 0
0
ˆ( ( , ) ( ) ( , ) ( ) ( , ) ( , ) ) )
( ( ( , ) ( , ) ( , )) ( ( ) ( ) ( 0) 0 0)
n n
n
i z i zM N N N N M
n m m m m n z
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i zMr M Mz r
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   
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    

 
   (10.16) 
 It will be proved in the next chapter that the normal modes of the cylinder are 
“orthogonal” to each other in the same way as normal modes in the isotropic layer. “ ,n m
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” represents the mode number of two mode under consideration and “N, M” represents the 
circumferential order of the same two modes under consideration. From the orthogonality 
of normal modes, for all cases where “ n m  and N M  ”,  
 ˆ( ( , ) ( , ) ( , ) ( , )) ) 0MN M N N Mnm n m m n z
A
P V r T r V r T r n dA          (10.17) 
10.4 NORMAL MODE EXPANSION COEFFICIENTS AND POWER FLOW IN HOLLOW 
CYLINDER 
10.4.1 Normal mode expansion coefficient of Lamb wave modes 
 From the orthogonality relation, the only term that survives in the double summation 
is for N=M and m=n. Hence we have  
 ˆ( ) 4M N N M MMn m m n z nn
A
V T V T n dA P       (10.18) 
Hence we can write equation (10.16) as 
 0( )( 4 ) ( , ) ( 0)
n ni z i zM MM r Mr
n nn ne a z P F V b z e
z
   

   

 (10.19) 
Simplifying and integrating, 
 0( ( )( 4 )) ( , ) ( 0)
n ni z i zM MM r Mr
n nn ne a z P F V b z e dz
         (10.20) 
 0
0 0
( ( )( 4 )) ( , ) ( 0)n n
z z
i z i zM MM r Mr
n nn ne a z P F V b z e dz
          (10.21) 
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 For modes propagating in the negative z-coordinate direction, a similar expression for 
normal mode expansion coefficients can be obtained by making the following changes 
 0 0 and ( , ) ( , )
Mr Mr
n n n nV b V b      (10.24) 
 Hence, for the backward propagating modes, the normal mode expansion coefficients 













   (10.25) 
 Considering the forward propagating wave, the displacement field for the state 2 which 
has a harmonic point force excitation can be written as, 
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 Here, ,  and r z  represent the cylindrical coordinates. For the displacement field in the 
direction of r at the outer surface of the cylinder (at r b ), harmonic amplitude coefficients 
at a particular z  location can be written as following 
 0










  (10.27) 
10.4.2 Power carried by Lamb wave modes  
 Time harmonic power carried by a guided wave with a mode number of m  and a 
circumferential order of N can be obtained from equation (10.2) as following 
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 By the orthogonality of modes, we can further simplify the equation for harmonic 
power flow as below 
 
1
( ( ) ( ))( 4 )
4
N N NN
m m mmP a z a z P    (10.30) 
 
2( ( ))N NNm mmP a z P  (10.31) 
10.5 CONCLUSION 
 Ultrasonic guided waves in a hollow cylinder and the normal mode expansion are 
studied in this chapter. The state of the art of normal mode expansion in a hollow cylinders 
is presented. The normal mode expansion coefficients for an out-of-plane, harmonic in time 
domain, point excitation are derived using normal mode expansion technique. The closed 





GUIDED WAVE MODELING IN A HOLLOW CYLINDER BY USING  
NORMAL MODE EXPANSION 
This chapter aims at guided wave modeling of wave propagation in a hollow cylinder and 
numerical simulation. The first part of the chapter discusses the numerical proof of the 
orthogonality of normal modes in a hollow cylinder. For numerical evaluation, a hollow 
cylinder structure shown in Figure 11.1 is used. The mode shapes and stresses are extracted 
for the specific geometry of a hollow cylinder from Disperse TM  software. These mode 
shapes and stresses are used to calculate the power flow numerically to prove the 
orthogonality of normal modes. The normal mode expansion coefficient, as well as the 
power flow of various guided wave modes in a hollow cylinder geometry, is plotted in the 
next section of this chapter.  
 The waveforms due to a unit AE hammer hit excitation, and tone burst excitation are 
simulated by using the normal mode expansion method for a hollow cylinder geometry in 
the next section. A schematic of the excitation and geometry, which is analyzed, is shown 
in Figure 11.1. An excitation perpendicular to the surface of the hollow cylinder (or which 
is acting in the radial direction) is given at a frequency. . The propagation of a wave 
happening in the z-direction is analyzed. The waves emanating from the source are 
captured by a sensor at a distance of d  and at a circumferential angle   from the source. 
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 The next section of this chapter discusses the comparison of guided wave mode 
simulation in a hollow cylinder geometry by using the hollow cylinder guided wave 
concept as well as a similar thickness plate. It is found that the wave propagation for a large 
hollow cylinder can be approximated to a similar thickness plate since the curvature effects 
are negligible.  
11.1 ORTHOGONALITY OF NORMAL MODES IN A HOLLOW CYLINDER 
 The numerical proof of the orthogonality of normal modes in a hollow cylinder is 
presented in this section. A hollow cylinder geometry, as in Figure 11.1 is considered for 
the present numerical evaluation.  
 







 The orthogonal relation between wave modes of a hollow cylinder is given in terms of 
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 Here n, m represents the mode under consideration and N, M represents the 
circumferential order. 
 For the first mode M
nV  under consideration, we write the velocity and stresses as 
following 
    M M M Mn rn n znV V V V  (11.2) 
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 For the second mode N
mV  under consideration, we write the velocity and stresses as 
following 
    N N N Nm rm m zmV V V V  (11.4) 
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 Substituting the velocities and stresses in equations (11.3) to (11.5) in equation (11.1) 
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This can be further simplified to  
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The area under consideration for MN
nmP is given in the following figure 
 
Figure 11.2 Area for integrating 
MN
nmP  
The infinitesimally small area perpendicular to the power flow direction z is given as 
 dA rd dr  (11.8) 
Hence equation (11.7) becomes 
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 The closed-form expressions for velocity fields and stresses in a hollow cylinder are 
written in a general form as following [80]. 
 ( )( ) iM i kz tr rV V r e e
   (11.11) 
 ( )( ) iM i kz tV V r e e  
  (11.12) 
 ( )( ) iM i kz tz zV V r e e
   (11.13) 
 ( )( ) iM i kz trz rzT T r e e
   (11.14) 
 ( )( ) iM i kz tz zT T r e e
 
 
  (11.15) 
 ( )( ) iM i kz tzz zzT T r e e
   (11.16) 
M represents circumferential order. 
 For the first state under consideration we can write the corresponding velocity fields 
and stresses in equation (11.10) as given below 
 ( )( )M M iM i kz trn rnV V r e e
     (11.17) 
 ( )( )M M iM i kz tn nV V r e e
 
 
    (11.18) 
 ( )( )M M iM i kz tzn znV V r e e
     (11.19) 
 ( )( )M M iM i kz trzn rznT T r e e
     (11.20) 
 ( )( )M M iM i kz tzn znT T r e e
 
 
    (11.21) 
 ( )( )M M iM i kz tzzn zznT T r e e
     (11.22) 
Similarly for the second state under consideration, the velocity and stresses are given as 
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 ( )( )N N iN i kz trm rmV V r e e
   (11.23) 
 ( )( )N N iN i kz tm mV V r e e
 
 
  (11.24) 
 ( )( )N N iN i kz tzm zmV V r e e
   (11.25) 
 ( )( )N N iN i kz trzm rzmT T r e e
   (11.26) 
 ( )( )N N iN i kz tzm zmT T r e e
 
 
  (11.27) 
 ( )( )N N iN i kz tzzm zzmT T r e e
   (11.28) 
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 The   dependency is separated out into ( )i N Me   as we observe in Eq. (11.29). 
Integrating  dependency from 0 to 2  will give 
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 When N M (Note that, N and M represents circumferential order)  
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11.1.1 Numerical proof of orthogonality 
 For the hollow cylinder geometry, a numerical study of orthogonality is presented here. 
The hollow cylinder is 34.4” in radius and 1” in thickness. The radial direction mode shapes 
and stresses at 150 kHz are extracted from DisperseTM software and the orthogonality 
relation in equation (11.34) is substituted numerically. The power flow values for different 
combinations of modes are calculated and are given below. 
Table 11-1 Orthogonality proof for a hollow cylinder 
150 kHz 
    
 
M 1 2 3 
n 
 
L(0,1) L(0,2) L(1,1) 
1 L(0,1) 2.115911 -8.95E-18 0 
2 L(0,2) -8.95E-18 2.120191 0.00E+00 
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3 L(1,1) 0 0.00E+00 2.116317 
 
 Here in L (M, n), M represents the circumferential order and n represents nth mode of 
Mth circumferential order. 
 It is evident from the table that orthogonality is verified for mode shapes of the 
cylindrical structure. Hence for two axial modes in a hollow cylinder ,M Nn mV V  
 0 unless  and MNnmP n m M N    (11.35) 
11.2 NORMAL MODE EXPANSION OF A HOLLOW CYLINDER 
11.2.1 Frequency response functions for a hollow cylinder 
 The normal mode expansion formulation equations for a hollow cylinder given above 
are used to plot the frequency response of ‘Normal Mode Expansion (NME) coefficients’, 
‘ rU  displacement’ and ‘power carried by the wave’ for L (0, 1), L (1, 1) and L (1, 2). 
Recall, L (0, 1) represents axisymmetric mode of mode number 1, L (1, 1) represents non-
axisymmetric mode of circumferential order 1 and mode number 1 and L (1, 2) represents 
mode number 2 of non-axisymmetric mode of circumferential order 1. Here the calculation 
of frequency response functions is done numerically. The values of thickness-wise modes 
and stresses which are to be used in Eq. (5.22), (5.26) and (5.30) for obtaining frequency 
responses are obtained from DisperseTM software package. Numerically calculated 




Figure 11.3 Frequency response of radial displacement, Ur for L (0, 1) 
 For L (0, 1) mode of geometry as big as the hollow cylinder, the normal mode 
expansion coefficient for Ur increases with an increase in frequency until reaching a peak 
value. After the peak value, the coefficient decreases with increasing frequency. The power 
carried by L (0, 1) mode is calculated from the equation (5.30). The frequency response 
plot of the power flow for L (0, 1) mode is also plotted and is presented in Figure 11.4. As 
we observe, the power flow also follows the trend.  




















































Figure 11.4 Frequency response of power carried by L (0, 1) 
 The trends of L (0, 1) are found to be similar to the frequency response trend of an S0 
guided wave mode in a plate. We can observe a peak value of all three frequency responses 
at 104 kHz for this specific structure.  
 Frequency response for L (1, 1) mode is also plotted by using the equations. L (1, 1) is 
flexural in nature at low frequencies. The plot obtained is given below. 









































Figure 11.5 Frequency response of radial displacement, Ur for L (1, 1) 
 For L (1, 1) mode the normal mode expansion coefficient for Ur displacement is high 
at low frequencies and it decreases logarithmically with an increase in frequency. This 
indirectly implies, if the excitation given is a pulse excitation having a wideband frequency 
characteristic, L (1, 1) mode will be dominated by low frequency for a radial direction 
excitation. Recall the trend we obtained for A0 mode in chapter 4. A0 mode was also 
dominant by low frequencies when we observe the out of plane displacement response.  
11.2.2 Power carried by a hollow cylinder guided wave modes 
 The power flow of L(1, 1) mode is also calculated from the Eq. (5.30) and is shown in 
Figure 11.6. The power carried by the wave first decreases with an increase in frequency 
and then slightly increases with an increase in frequency. 




















































Figure 11.6 Frequency response of power carried by L (1, 1) 
 For L(1, 2) the frequency response plots obtained are shown below. For the hollow 
cylinder geometry, the cut off frequency of L (1, 2) mode to be visible is around 92 kHz. 
The frequency response function for radial displacement Ur is plotted and is shown in 
Figure 11.7. Near 92 kHz the frequency response has a high value and with an increase in 
frequency it decreases drastically. The power flow is also calculated numerically and is 
shown in Figure 11.8. The power flow curve also follows the same trend as A0 mode 
displacement. 








































Figure 11.7 Frequency response of radial displacement, Ur for L (1, 2) 
 Figure 11.7 represents the normal mode expansion coefficient for L (1, 2) mode of 
guided waves in a hollow cylinder. Here 1 represents the circumferential order of the mode, 
and 2 represents the mode number. For this hollow cylinder geometry, the L (1, 2) mode 
will not be present at low frequencies as low as below 92 kHz. As we observe from Figure 
11.7.  




















































Figure 11.8 Frequency response of power carried by L (1, 2) 
 For L (1, 2) all the three frequency responses decrease from a higher value to a lower 
value with an increase in frequency. The slope of the curve is very steep near to cut off 
frequency.  
11.2.3 Predictive modeling of guided waves in the hollow cylinder 
 A schematic of the hollow cylinder for analysis is shown in Figure 11.9. We will be 
analyzing the hollow cylinder for health monitoring. The hollow cylinder is shown in 
Figure 11.9. As we can observe, an excitation is given at location ‘A’, and the waveforms 
are collected at ‘B’ using the sensors. We will be analyzing the hollow cylinder for two 
types of excitations. First, for a Hanning tone burst of central frequency 50 kHz and next 
for a Hanning pulse. 









































Figure 11.9 Schematic of excitation and sensor placement on the hollow cylinder 
11.2.3.1 Modeling of Hanning Tone burst excitation in a hollow cylinder 
 A Hanning tone burst excitation is given at location ‘A’ in Figure 11.9. The waves 
travel from the excitation location due to the excitation. The waveform due to the excitation 
is predicted at sensor location ‘B.’ The sensor is assumed to be at a distance of 4064 mm 








Figure 11.10 Absolute value of Hanning tone burst FFT 
 The axisymmetric L (0, 1) mode predicted due to the tone burst excitation is shown in 
Figure 11.11.  
Prediction of L (0, 1) mode 
 
Figure 11.11 L (0, 1) mode received at location B due to Hanning tone burst 

































 Nonaxisymmetric L (1, 1) mode is also predicted, and the waveform obtained is shown 
in Figure 11.12. Recall equation (11.11) for the general expression of wave propagation 
through a hollow cylinder. A non-axisymmetric mode of order M will have a   dependency 
governed by iMe  . Hence, the angular dependency of the amplitude of L (1, 1) will be 
governed by ie  . 
Prediction of L (1, 1) mode 
 
Figure 11.12 L (0, 2) mode received at location B due to Hanning tone burst 
11.2.3.2 Predictive modeling of Hanning pulse excitation in a hollow cylinder  
 A Hanning pulse excitation is given at location ‘A’ and the signals are simulated for 
the radial displacement at location ‘B’. The pulse excitation applied and the frequency 
content of the excitation are shown in Figure 11.13 and Figure 11.14. 






















Figure 11.13 Hanning pulse excitation given at location A 
 
Figure 11.14 Absolute value of FFT of Hanning pulse 
 We can observe that the major frequency content of the excitation will be in the low-
frequency range. The predicted waveforms for L (0, 1) and L (1, 1) are shown in Figure 
11.15. 





























Figure 11.15 L (1, 1) mode received at location B due to Hanning pulse 
11.2.4 Comparison of predictive modeling of a hollow cylinder to similar thickness 
plate 
 The simulation for waveforms of a hollow cylinder is compared with a steel plate of a 
similar thickness. The hollow cylinder is 1 inch in thickness. The thickness of the plate is 
also assumed to be 1 inch. Plate analysis is done using straight crested Lamb wave theory 
and its normal mode expansion equations. First, the group velocities and phase velocities 
are compared for the hollow cylinder and the plate. A comparison of both is given in the 
below-given table. 
  






















Table 11-2 Group velocities and phase velocities of the hollow cylinder and plate 








 The group velocities and phase velocities showed close match for both hollow cylinder 
and plate. This is because of the large inner radius to thickness ratio of the hollow cylinder. 
We can observe a variation in group velocities and phase velocities of the hollow cylinder 
and plate at very low frequencies, but these frequencies are very low for SHM applications. 
Next, the frequency response function for Ur displacement field for the hollow cylinder 
and Uy displacement field of plate (out-of-plane displacement field) are plotted. The 
functions are plotted for first two basic modes of a hollow cylinder and a plate. The plots 
are shown below. 
  




































































































































Table 11-3 Frequency response functions 






 We can observe from the above table that the functions are closely matching for a 
hollow cylinder and steel plate. The waveforms are also plotted for a hollow cylinder and 
a plate. For a hollow cylinder simulation, the angular coordinate is assumed to be ‘0’. As 
we can observe from the table below that the waveform simulations also look about the 
same.  
  










































































































































































































Table 11-4 L (0, 1), S0 waveform simulation 
 The Hollow cylinder geometry 
simulation for Ur 
1” plate simulation for Uy 
L(0,1)/S0 
 
For Hanning tone burst 
 
For Hanning tone burst 
 
For Hanning pulse 
 
For Hanning pulse 
 
 The L (0, 1) mode for a hollow cylinder and S0 mode for a similar thickness plate are 
presented in Table 11-4. L (1, 1) mode for hollow cylinder and A0 mode for similar 
thickness plate are presented in Table 11-5. We observe the L (0, 1) mode is closely 
comparable to S0 mode, and L ( 1, 1) mode is closely comparable to A0 mode.  
  


















































































Table 11-5 L (1, 1)/ A0 waveform simulations 
 The Hollow cylinder geometry 
simulation for Ur 
1” plate simulation for Uy 
L(1,1)/A0 
 
For Hanning tone burst 
 
For Hanning tone burst  
 
For Hanning pulse 
 
For Hanning pulse 
11.2.5 Variation of L (1, 1) with   
 L (1, 1) is non axisymmetric in nature [72] for a hollow cylinder. The amplitude of this 
mode varies with   coordinate. For z direction propagation of waves in a hollow cylinder, 
the maximum amplitude of L (1, 1) happens at 0  and 180  . Here   represents the 
relative amplitude of the sensor from the receiver. The amplitude becomes a minimum at
90 ,  270  . A polar plot of variation of amplitude of L (1, 1) with angle for a long 
cylindrical structure with the same dimensions as the hollow cylinder is obtained from 
simulation as shown in Figure 11.16.  



















































































Figure 11.16 Variation of amplitude of L (1, 1) with angle 
11.3 CONCLUSION 
 Ultrasonic guided waves in a hollow cylinder and the normal mode expansion are 
studied in this chapter. Orthogonality of the hollow cylinder modes is proved numerically. 
As a case study normal mode expansion of a hollow cylinder geometry is done. For a pulse 
excitation and Hanning tone burst excitation, the fundamental hollow cylinder wave modes 
L (0, 1) and L (1, 1) are predicted at a certain distance from the excitation. The hollow 
cylinder under consideration has low curvature. The dispersion curves of L (0, 1) and L (1, 
1) are found to be approximately the same as S0 and A0 modes. Hence, the behavior of L 
(0, 1) mode is expected to be the same as S0 mode and that of L (1, 1) mode as A0. The 
predicted waveforms are also found to be similar. L (1, 1) mode theoretically has an angular 





WRAPPED PLATE APPROXIMATION TO CYLINDER GUIDED WAVES 
For getting a solution for hollow cylinder guided wave propagation, the hollow cylinder is 
considered as a wrapped plate. For an excitation happening on the cylinder, the wave 
propagation is considered according to the theory of plate guided waves and the particle 
motion obtained from which is used for wave propagation around the cylinder. 
Constructive and destructive interference of guided waves happens when they meet after 
traveling around the cylinder.  
12.1 PWAS EXCITATION ON A CYLINDER 
 For a PWAS bonded to a cylinder, wrapped plate approximation of guided wave 
propagation is assumed. For guided wave propagation in plates, the closed-form relation 
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  (12.1) 
Where  is the frequency-dependent wave number of each Lamb wave mode and the 
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 Here a  is the half length of PWAS size; d  is plate half thickness.   and   are Lame’s 
constants of the structural material;   is the material density. The wave number   of a 















  (12.3) 
 Where +1 exponent corresponds to symmetric Lamb wave modes and -1 exponent 
corresponds to antisymmetric Lamb wave modes. 
 At a particular radial distance from the PWAS in the cylinder, the particle displacement 
is obtained from the expression in Eq. (12.1). For each time step increment, the 
displacement field obtained throughout the cylinder is plotted using MATLAB surf plot 
and each plot is combined to obtain the wave propagation animation. The MATLAB code 
used for obtaining the simulation is shown in the appendix. 
12.1.1 Case study 
 For a cylindrical structure of 2 inch thickness and 12 inch diameter, the wrapped 
cylinder solution for PWAS excitation is considered for obtaining the propagation of waves 




Lamb wave modes as well in the waveform. So, S1 and A1 modes are considered in the 
present simulation in addition to S0 and A0 fundamental modes. The excitation applied 
was a pulse excitation using a PWAS, as presented in Figure 12.1. The time domain and 
the frequency domain of the excitation are presented in Figure 12.1. The 3D propagation 
simulation was performed, and the results are presented in Figure 12.2. As we observe from 
the figure, the wave propagation starts at the PWAS and travel in all directions surrounding 
the PWAS. The wave travels around the cylinder circumferentially and simultaneously 
propagate in the longitudinal direction. Thus the wrapped plate approximation model can 
predict the combined effect of circumferential propagation and longitudinal propagation of 
the hollow cylinder guided wave. 
(a) (b)  





(a) (b)  
(c) (d)  
(e) (f)  
(g) (h)  




12.2 SIMULATION OF IMPACT GENERATED AE EXCITATION ON A CYLINDER 
 For a hammer impact excitation happening in the radial direction of a cylinder, wrapped 
plate approximation for simulation of wave propagation in the cylinder is done. The out of 
plane displacement field of wave propagation in a plate is calculated from normal mode 
expansion of orthogonal modes which is described in chapter 4 of this dissertation. Since 
the excitation happening is an out of plane point force and is an axisymmetric excitation, 
the wave propagation in the solid medium will also be axisymmetric circular crested in 
nature. The circular crested normal mode expansion coefficient for an out-of-plane 
excitation can be obtained from Eq.4.22 as follows, 
 (1)0
( )
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 Hence for the thm  propagating wave mode, the out-of-plane direction normal mode 
expansion coefficient is obtained from eq.4.6 as following 
 ( ) ( )n n nU a x u y   (12.5) 
 Where U  represents the particle displacement, and ( )nu y represents the thickness wise 
mode shapes.  
 The total wave form can be represented as the sum of individual wave modes as 
following. 
 ( ) ( )n n
n




12.2.1 Case study 
 For a cylindrical structure of 2-inch thickness and 12-inch diameter, the wrapped 
cylinder approximation for wave propagation is considered. The simulation of wave 
propagation is done by using the expression in eq.(12.4). Since the thickness of the cylinder 
is 2 inch and the excitation is a pulse excitation possessing a wide band frequency content, 
the influence of higher order modes other than S0 and A0 modes also will be existing. So, 
A1 mode was also considered for obtaining the total waveform simulation. The time 
domain of AE excitation given is presented in Figure 12.3. The 3D simulation and the 
waveform plot at the receiver location, which is at ( 00.2 , 45z m   ) from the excitation 
location is presented in Figure 12.4. 
 (a) (b)  






Figure 12.4 Wave propagation simulation using wrapped plate approximation for a 
cylinder for an AE excitation 
12.3 CONCLUSION 
 In this chapter, the wrapped plate approximation simulation of wave propagation in a 
hollow cylinder is proposed. The approximation can provide considerable accuracy for 
hollow cylinders with large curvature. Wave propagation simulation for a hollow cylinder 
of 2-inch thickness and 12-inch diameter is done as a case study. First, the simulation in a 
hollow cylinder was performed for pulse excitation using a PWAS. Waveform and 3D 
animation were generated. Then for an impact-hammer hit excitation happening on a 
hollow cylinder was considered and waveform and 3D animation of wave propagation 
were generated. This chapter demonstrates that the wrapped plate approximation for guided 
wave propagation in a hollow cylinder can provide a simplified solution for a localized 
excitation. 
 




SAFE MODELING OF GUIDED WAVES IN MULTILAYER PLATES AND 
CYLINDERS 
13.1 STATE OF THE ART 
Many engineering structures consists of multiple layers. For example, plates with coating, 
painted structures, and diffusion bonded or adhesively bonded structures, ice or 
contaminant accelerated aircraft structures, laminated composites, etc. all have multiple 
layers. It is important to study wave propagation characteristics as well as long distance 
inspection and monitoring of these structures.  
 For wave propagation in layered plate structures, when a layer thickness is much larger 
than the selected wavelength, a half space model can be used to approximate the thick 
layer. Interface guided wave modes may exist at the interface between two thick materials. 
When one of the layers is much thicker than the other layers, guided wave modes exist 
within the thin layer and upper region of the thick layer [72]. 
 Traditionally, two types of boundary condition assembly methods are used for solving 
the multi-layered structure problem. One method is the global matrix method and the other 
is the transfer matrix method. In the global matrix method, a single global matrix is 
constructed for N layers of the structure. The transfer matrix method was introduced in 
[81] and [82]. The basic idea of the transfer matrix method is eliminating all unknowns 
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introduced by intermediate layers; as a result, the solution for all layers is expressed in 
terms of external boundary conditions. Numerical implementation of transfer matrix 
method is much faster compared to global matrix method. 
 This chapter focuses on the semi analytical finite element (SAFE) method. The SAFE 
method discretizes the cross section of the waveguide (plate, rod, or cylinder) with finite 
elements and uses analytical formulation along the wave propagation direction [83]. In the 
SAFE finite elements over the waveguide cross-section are coupled to harmonic functions 
along the wave propagation direction to describe the wave displacement field. The 
application of a variational scheme, leads the governing wave equation to be defined by a 
system of algebraic equations having the frequency and wavenumber as unknowns. Guided 
wave solutions are then obtained by using standard routines for eigenvalue problems [84]. 
 Early works of the SAFE method were done by Nelson, Dong et al. [85]. They 
successfully formulated the SAFE wave equations for elastic layered orthotropic cylinders 
and plates by means of mono dimensional cross- section interpolation. Aalami later on 
introduced a bi-dimensional discretization. He formulated the SAFE wave equation for a 
square rod and demonstrated that the SAFE method was applicable to waveguides of 
arbitrary cross- section.  
 Afterwards, the SAFE method has been effectively used to model guided wave 
propagation in anisotropic composite cylinders [86], laminated composite plates [87], 
wedges [88], rails [83], functionally graded cylinders [89], piezoelectric plates [90], 
laminated piezoelectric cylinders [91], and channel beams [92]. The SAFE approach for 
accounting viscoelastic materials is also developed [93][84].  
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 This chapter aims at SAFE modeling of guided waves in plates. The state of the art of 
modeling of guided waves in plates is explained in detail in this chapter.  
13.2 SAFE MODELING OF GUIDED WAVES IN PLATES 
 SAFE adopts harmonic domain ( )i kx te  , to describe the wave behavior in the wave 
propagation direction, where x is the wave propagation direction, k represents the wave 
number,   is the radial frequency and t is the time. Finite element discretization of the 
SAFE method takes place at the cross section of the wave guide. For a one dimensional 
discretization and three node line element employment, the shape function of a line element 






















  (13.1) 
 Where   is the variable in the local coordinate system for the element. Global local 
connectivity of the coordinate system is done by using the global coordinate of the nodes 
and shape finctions. 
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  (13.2) 
 Hence, we write the particle displacements in terms of shape functions and nodal 
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 U denotes the nodal displacements. The corresponding strain and stress tensors can 
then be calculated from the following 
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Substituting (13.3) in to (13.6) results, 
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, yN  and ,zN  denote the derivative of the shape functions with respect to the 
corresponding coordinate system. 
From the principle of virtual work, 
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 Here u  and  are virtual displacements and virtual strain, respectively. ( )et  
represents the external traction vector that can also be represented as nodal external traction 
( )eT .   represents the surface of the element and V represents the volume of the element.  
 ( ) ( ) ( )( )e e i kx tt N T e     (13.12) 
Hence eq.(13.11) becomes 
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Integrating eq.(13.13) as a function of  , this further simplifies as 
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 The parameters for each element can be calculated numerically. Adopting conventional 
finite element assembly methodology, we get the eigenvalue problem in global coordinate 
system as following 
 2 2
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 and Q̂ TQ . Hence eq.(13.21) can be rewritten as a first order 
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 For elastic materials, the matrices A and B are 6 6N N , where N represents the number 
of elements. The total 6N  eigenvalues for wave number k and eigenvectors for mode 
shapes can be solved at each frequency from eq.(13.22). 
13.3 CONCLUSION 
 The state of the art of SAFE modeling for multi modal guided wave propagation is 
discussed in this chapter. For SAFE modeling of guided wave propagation, finite element 
modeling is done in the thickness direction or perpendicular to the wave propagation 
direction and analytical modeling is adopted for wave propagation direction. For a guided 
wave problem, the thickness wise problem is a plane stress problem and the wave 
propagation direction problem is a plane strain problem. The number of eigenvalues and 
eigenvectors in the solution depends on the number of elements chosen and the type of 
element. Numerical computation is used for calculating stiffness matrices of each element 












HEALTH MONITORING OF A THICK HOLLOW CYLINDER 
This chapter discusses the health monitoring of thick hollow cylinder geometry. The 
National Center for Physical Acoustics at the University of Mississippi has manufactured 
a thick hollow cylinder for health monitoring inspection. To identify the most relevant 
nondestructive evaluation parameters, which will be critically useful while doing 
experiments on the hollow cylinder, a series of experiments have been conducted on the 
hollow cylinder. This report discusses the data analysis of the experiments conducted on 
the hollow cylinder model and the conclusions based on those experiments. The data 
collected have been analyzed to make guidelines for doing experiments on the hollow 
cylinder. The signal processing of experimentally collected signals in this report is 
categorized into two sections. The first section will discuss the passive sensing of signals 
on the hollow cylinder due to acoustic emission. Reproducible Acoustic Emission sources 
such as pencil lead break and impact hammer hit excitations are used for producing AE 
signals on the hollow cylinder. The second section will discuss the active health monitoring 
of the hollow cylinder model. In this section, excitation is given in to the structure using a 
Piezo Electric Wafer Active Sensor (PWAS) transducer and the elastodynamic waves 
generated due to that are sensed at another location. This section also discusses the 
numerical simulation of elastodynamic waves in the hollow cylinder due to a pulse 




14.1 THE HOLLOW CYLINDER GEOMETRY 
 
Figure 14.1 The hollow cylinder geometry with dimensions 
 Figure 14.1 represents the hollow cylinder geometry. It has a height of approximately 
29” and a diameter of 15.89”. Its main component is a cylindrical wall of thickness 1.89” 
attached with two trunnions on top and two at the bottom. The trunnions are connected to 
the cylinder by press fit, which provides a discontinuity for wave propagation. The effect 
of press-fit joints on wave propagation will be discussed in the ‘Comparison of effect of 






for carrying the spent fuel rods is inserted into the hollow cylinder through basket guides 
attached to the inside of the cylinder. Basket guides are attached inside the cylinder by 
bolted and adhesive joints.   
 
Figure 14.2 Key locations for sensor placement and excitation on the exterior of the shell 
 

















 Excitation is given at various locations in the hollow cylinder by using reproducible 
AE sources such as hammer hit and pencil lead break and through active excitation using 
PWAS. The key locations for excitations and sensor positions are shown in the figures 
below. 
14.2 PASSIVE SENSING ON THE HOLLOW CYLINDER MODEL 
 This section will discuss the passive sensing of AE signals on the hollow cylinder 
model. This section is further divided into two sections. The first section will discuss the 
comparison of waveforms at different sensor locations due to excitation at a particular 
location. This section will give a picture of the effect of wave propagation paths on the 
waveforms. The next section will discuss the effect of AE excitation at various locations 
on waveforms arriving at a particular location. This section particularly aims at discussing 
the effect of various joints on the hollow cylinder scaled-down model in wave propagation.  
14.2.1 Comparison of waveforms at different sensors 
 Reproducible AE source excitations are given at different locations of the hollow 
cylinder. AE sensors are placed at flat faces near the trunnions. The response due to various 
excitations are collected using the sensors at each location, and they are compared. First, 
the excitation is given at location BG1, which is inside the basket guides by using a hammer 





Figure 14.4 Waveforms at various sensors due to hammer impact excitation at BG1 
 Figure 14.4 shows the normalized waveforms received at R15α sensors near trunnions 
T1, T2 T3 and T4 due to a hammer hit at BG1.  The wave reflection from the boundaries 
of the basket guides and shell edges are different for different paths toward various sensors, 
and it is making the waveforms biased upon first look. It is difficult to compare the 
waveforms immediately and come to a conclusion to notify the difference of sensor 
locations. So logarithmic FFT of the signals are taken up to 500 kHz for comparing various 
sensors. 
Waveform received at T1 Waveform received at T2 





Figure 14.5 FFT at various sensors due to hammer impact excitation at BG1 
Figure 14.5 shows the logarithm base 10 of FFT of signals received at T1, T2, T3, and T4. 
From Figure 14.5, we can understand that the overall trend of the frequency spectrum at 
various sensors is the same. T1 and T2 are the nearby sensors, and T3 and T4 are the 
farthest sensors from BG1. Waveforms reach the sensors through different paths. Still, the 
frequency spectrum looks almost the same. Three major frequency peaks are observed at 
30 kHz, 50 kHz, and 150 kHz. R15α is a resonant type sensor having a resonance frequency 
of 150 kHz. We observe a resonant peak at 150 kHz. The other two peaks at 30 kHz and 
50 kHz are due to the major frequency content of hammer hit excitation in that region. It 
can be concluded from this experiment that for this particular structure, the wave 
The frequency spectrum of  
the waveform at T1 
The frequency spectrum of  
the waveform at T2 
The frequency spectrum of  
the waveform at T3 
The frequency spectrum of  




propagation path has a minor effect on the frequency spectrum of waveform collected using 
R15α sensor. Hence this feature will be very useful while comparing the frequency 
spectrum of the damaged specimen. The frequency spectrum could change due to the 
presence of any damage in the structure. The study of the frequency spectrum of the direct 
flow of waveforms on the cylindrical structure was performed. Excitations were produced 
on the surface of the shell. The waveforms at various sensors due to excitation at S1 
location are shown in the following figure. 
 
Figure 14.6 Waveforms at various sensors due to hammer impact excitation at S1 
Waveform received at T1 Waveform received at T2 




 Again, it is difficult to compare the waveforms and reach a conclusion. Logarithmic 
FFT of the waveforms is taken and presented in Figure 14.7. 
 
Figure 14.7 FFT of waveforms at various sensors due to hammer impact excitation at S1 
 From Figure 14.7 we can conclude that the frequency signature due to an excitation on 
the surface of the shell is also similar at various sensors. 
The frequency spectrum of  
the waveform at T1 
The frequency spectrum of  
the waveform at T2 
The frequency spectrum of  
the waveform at T3 
The frequency spectrum of  




14.2.2 Comparison of the effect of different types of joints in the hollow cylinder in 
wave propagation 
 A broad class of wave propagation paths for the waveforms to reach the sensors in the 
hollow cylinder scaled-down model is roughly identified as three. One is starting from the 
inside of the basket guides traveling through the adhesive and bolted joints reaching the 
shell and finally reaching the sensors (path 1). Another path is due to excitation in the 
trunnions traveling through the press-fit joints, entering the cylindrical shell, and reaching 
 
Figure 14.8 Frequency spectrum of waveforms received at R15α at face near T1 through 
various wave propagation paths 
Due to excitation at BG1 (path 1) Due to excitation at S1 (path 3) 




the sensors (path 2). The third path is due to excitation in the surface of the cylindrical 
shell, reaching the sensors propagating through the shell (path 3). For the first two paths,  
since there is a presence of joint due to adhesive or press-fit, damping of the waveforms is 
expected. This section aims at a study of the effect of path 1, path 2, and path 3 on the 
waveforms reaching the sensors.  
 Figure 14.8 compared the frequency spectrum of the waveform received at the R15α 
sensor at the flat face near trunnion 1 through path 1, path 2, and path 3, respectively, due 
to hammer hit excitations at BG1, T1, and S1 respectively. From the frequency spectrum, 
it can be observed that the major change happens at higher frequencies. For excitation at 
the S1 case, where the waves travel without any interference of joints, two frequency peaks 
between 200 to 300 kHz are visible. This peak shows some variation in the case of path 1, 
in which the waves travel through adhesive joints and bolted joints. The same peak has 
even more changed in the case of path 2, in which the waves travel through the press fit. 
We may note the point here that the press-fit joint shows a higher magnitude of distortion 
in the higher frequency range than adhesive joints. The distortions in the lower frequency 
for frequency spectrum are lower in comparison to higher frequencies. So we may note the 
second point with the presence of the joints show distortions in the frequency spectrum, 
mainly in higher frequency.  
 One of the common characteristics of the hammer-hit excitation is, it has a higher 
frequency excitation content in a lower frequency range. This characteristic provides a 
higher frequency response in the low-frequency range. To get a higher excitation in a 




source. The R15α sensor is a resonant type sensor, which is having a resonance frequency 
of 150 kHz. It hardly picks up higher frequency excitations. Instead, the WSα AE sensor 
has a wide band frequency response, responding to frequencies even at 600 to 800 kHz 
range. So, the WSα with pencil lead break excitation will be a good exciter sensor 
combination to get the information in the higher frequency range. 
 
Figure 14.9 Waveforms received at WSα at face near T1 through various wave propagation 
paths 
 Figure 14.9 shows the waveforms received at the WSα sensor through path 2 and path 
3. Again, it is difficult to compare the waveforms to note the difference in paths. So 
logarithmic FFT is taken for the waveforms. 
 Figure 14.10 compares the frequency spectrum of the waveform received at the WSα 
sensor. At higher frequencies over a wide range, we can observe the change in peaks and 
valleys  





Figure 14.10 Frequency spectrum of waveforms received at WSα at face near T1 through 
various wave propagation paths 
of the frequency response due to differences in path. It is difficult to distinguish the most 
sensitive frequency. But, the overall frequency spectrum is distorted for two paths. In this 
situation, a point to be noted is, for the R15α sensor, there were fewer high-frequency 
peaks, and it was very easy to compare a peak for two paths. So, R15α is found to be more 
useful for frequency spectrum comparison at higher frequencies.  
14.3 ACTIVE HEALTH MONITORING OF THE HOLLOW CYLINDER MODEL 
 Excitations are given on the hollow cylinder using a PWAS transducers.  This section 
discusses the signal processing analysis of active excitations on the hollow cylinder. This 
section is subdivided into three sub-sections. The first subsection will discuss the frequency 
response analysis of the hollow cylinder. A frequency sweep excitation from 30 kHz to 
500 kHz is given on the hollow cylinder using a PWAS transducer for analyzing the 
frequency response of the hollow cylinder. The next section is on time-frequency analysis 
of elastodynamic waves on the hollow cylinder. This section aims at distinguishing the 




wave propagation modes on the hollow cylinder due to a tone burst excitation. The last 
subsection is on numerical simulation of waveforms in the hollow cylinder for PWAS 
excitations. 
14.3.1 Frequency response analysis of the hollow cylinder 
 In order to get the frequency response of the hollow cylinder model, chirp excitations 
are given using PWAS transducers. The frequency range of the chirp was chosen to be 
from 30 kHz to 500 kHz. The hollow cylinder is excited at different locations using the 
PWAS. The response signal is collected at a face near trunnion 1, and the FFT of the signal 
is taken to get the frequency response. The frequency responses of waves traveling through 
path 1, path 2, and path 3 are processed. 
 
Figure 14.11 Frequency response of the hollow cylinder measured at PWAS glued to face 
near Trunnion 1 (TF1) 
 The chirp excitation is given at PWAS in the S1 location. A corresponding response 




response. The maximum frequency response is observed at approximately 320 to 380 kHz. 
A relatively high magnitude of the frequency response is observed from frequencies 150 
kHz to 400 kHz. A drastic change in frequency response was observed at 400 kHz.  
 
Figure 14.12 Frequency response measured at PWAS glued to Trunnion 1 (T1) 
 The waves travel from the cylinder through the press-fit joint to the trunnion. This is 
identical to the path 2 discussed in the previous section. A change in the frequency response 
is expected at a sensor placed at the trunnion since the waves are traveling through the 
joint. The frequency response calculated after doing FFT of the waveform reaching the 
PWAS at trunnion 1 is shown in Figure 14.12. The peaks and valleys of Figure 14.12 
remain the same as that of Figure 14.11. Even though a change in the amplitude of the 
frequency response is observed. The amplitude of the frequency response is found to 
reduce due to the effect of the press-fit joint.  
 The basket is inserted into the hollow cylinder, and the lid is screwed to the hollow 




at S1 using chirp. The frequency response is presented in Figure 14.13. The highest peak 
is found to remain the same, but the responses at other frequencies are found to change 
considerably compared to the case where the basket is removed. A considerable change in 
frequency response is observed at frequencies above 320 kHz.  
 
Figure 14.13 Frequency response measured at TF1 after inserting basket 
14.3.2 Time-frequency analysis of signals 
 To separate various guided wave modes involved in the hollow cylinder due to PWAS 
excitation, the time-frequency analysis of sensed signals is also done. Excitation is given 
at SG5 location, and the response is collected at the face near trunnion 1. 
 The excitation given is 3-count tone burst at 380 kHz. The signal received at the PWAS 





Figure 14.14 Key locations for sensor placement and excitation on the exterior of the shell 
 
Figure 14.15 Signal received at TF1 of the hollow cylinder without lid due to excitation at 
SG5 
 The wavelet transform of the signal received at the TF1 location is taken and is shown 













Figure 14.16 Contour plot of the wavelet transform of signals collected at TF1 
 Figure 14.16 shows the contour plot of the wavelet transform of the signal received at 
the PWAS at the face near trunnion. A jet plot of the received signal is also plotted and 
presented in Figure 14.17. 
 
Figure 14.17 Jet plot of the wavelet transform of signals collected at TF1 
 Figure 14.17 shows the time-frequency jet plot of sensed signals overlapped with a 
time-frequency plot of S0 and A0 modes. Time-frequency plots of S0 and A0 modes are 








group velocity dispersion curve of S0 and A0 modes. The shortest distance from the SG5 
transmitter to the TF1 receiver was 0.499 m. Since the excitation was given at a high 
frequency of 380 kHz, the response will be mostly Rayleigh waves. The wave packet 
corresponding to Rayleigh wave speed is identified in Figure 14.17. Some waveforms with 
relatively low amplitudes are identified before the arrival of Rayleigh waves. They are 
higher-order modes traveling with higher speed than Rayleigh wave speed.  
 The transmitter PWAS is excited after inserting the fuel basket and closing the hollow 
cylinder with the lid on. The hollow cylinder after closing with the lid on is shown in Figure 
14.18.  
 
Figure 14.18 The hollow cylinder model after inserting the fuel basket and closing with lid 








Figure 14.19 Signal received at TF1 of the hollow cylinder with lid on due to excitation at 
SG5 
 
Figure 14.20 Jet plot of the wavelet transform of signals collected at TF1 
 Time-frequency analysis of the signal received at the PWAS receiver at TF1 for the 








traveling around the hollow cylinder signal magnitude is found higher than without the lid 
case (Figure 14.14). This is due to the presence of an additional path for wave propagation 
through the lid.  
14.3.3 Numerical simulation of wave propagation in the hollow cylinder  
 The numerical simulation of the waveforms in the hollow cylinder is also done using 
the Integral Transform Technique. The close form expression for wave propagation in a 
two-dimensional plate is derived [1].  The expression is used for simulating the wave 
propagation in the hollow cylinder. The excitation is given in the hollow cylinder model 
using the PWAS as a pulse excitation. The temporal profile and frequency content of the 
excitation is shown in the figure below. 
(a) (b)  
Figure 14.21 Excitation given in to the cylinder using PWAS: (a) temporal dependence; 
(b) frequency spectrum 
 A 3D simulation of wave propagation in the hollow cylinder due to the excitation is 
performed. The 3D simulation pattern and the waveforms of various Lamb wave modes at 
200 mm axial distance and angular position of 45 degrees from the PWAS location are 





Figure 14.22 Simulation of A0 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.23 Simulation of S0 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.24 Simulation of S0+A0 mode in the hollow cylinder due to pulse excitation 
using a PWAS.  
3D simulation Signal A0 
3D simulation Signal S0 





Figure 14.25 Simulation of A1 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.26 Simulation of S1 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.27 Simulation of S1+A1 mode in the hollow cylinder due to pulse excitation 
using a PWAS.  
3D simulation Signal 
A1 
3D simulation Signal 
S1 






Figure 14.28 Simulation of S0+A0+S1+A1 mode in the hollow cylinder due to pulse 
excitation using a PWAS.  
 Each figure contains various independent Lamb wave modes or a combination of 
various Lamb wave modes. One can observe from the simulations that the magnitude of 
S1 and A1 modes are low compared to S0 and A0 modes. Even though it is not negligible, 
adding S1 and A1 did not have much impact on the waveform compared to S0 and A0 
alone. Since the amplitudes of modes are higher than S1 and A1 will be further less than 
the magnitude of S1 and A1, it is intuitive to neglect those modes for the time being. In the 
wavelet transform of experimental signals presented in Figure 14.17, the wave traveling 
around the hollow cylinder was discussed.  The numerical simulation also predicts a later 
part after the first arrival signal, which represents the waves traveling around the hollow 
cylinder and reaching the sensor.  
14.4 SIMULATION OF OUT OF PLANE IMPACT EXCITATION 
 The hammer impact excitation in the hollow cylinder is also simulated using the normal 
mode expansion method. The hammer impact is given at the SG5 location. A 3D  
simulation of wave propagation and prediction of the waveform at 200 mm axial distance 





from the excitation location at an angular position of 45 degrees from the excitation is 
plotted and are presented in Figure 14.32 to Figure 14.35. 
 For an out of plane pulse force excitation happening on the hollow cylinder, the 
numerical simulations are done using the normal mode expansion technique. The time 
profile and frequency profile of the excitation is shown in Figure 14.30a and Figure 14.30b. 
 
Figure 14.29 Hammer impact excitation happening at SG5 location 
 












 In most practical cases of ultrasonic nondestructive evaluation, frequencies as low as 
below approximately 30 kHz are not considered. Usually, such low frequencies are filtered 
out by using high pass filters. During the experiments, a high pass filter that filter out 
frequencies below 30 kHz is used. For the simulation, we have incorporated a cut off 
frequency of 30 kHz so that the receiving sensor is supposed to receive frequencies higher 
than 30 kHz. The receiver transfer function considered for the present simulation is shown 
in Figure 14.31a. 
 
Figure 14.31 (a) Receiver transfer function considered for the sensor (b) Effective 
excitation frequency after considering the influence of filter in the sensor 
 The frequency content of the excitation, which will be captured by the receiving sensor 
after passing through the frequency filter is plotted in the following figure. Since the filter 
removes the lower frequencies of less than 30 kHz, the effective excitation frequency 
content is shown in Figure 14.31b.  
 The 3D simulation and contribution of various modes to the signal at a PWAS receiver 
at 200 mm axial distance and 45 degrees angular position from the exciter is shown in the 






Figure 14.32 Simulation of A0 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.33 Simulation of S0 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
3D simulation Signal A0 
FFT of the signal 
3D simulation S0 






Figure 14.34 Simulation of A1 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.35 Simulation of S0+A0+A1 mode in the hollow cylinder due to pulse excitation 
using a PWAS.  
3D simulation Signal A1 
FFT of the signal 
3D simulation Signal 
S0+A0+A1 




 The amplitude of the S0 mode is found slightly higher than the amplitude of the A0 
mode. Similar to the PWAS pulse excitation, the contribution of the A1 mode is much 
lower compared to A0 and S0 modes. When combining all modes, the contribution of the 
A1 mode is found to have a much lower impact on the total signal. 
 To find out the frequency content of the A0 mode received at the sensor, FFT of the 
A0 wave received at the sensor is taken and is presented. This will correspond to the 
multiplication of excitation frequency to the frequency response of the A0 mode.  
 We can observe two peaks at 50 kHz and 150 kHz, respectively. The excitation 
frequency peak and frequency response peaks of A0 mode in combination give rise to these 
peaks.  
 For the simulation of a wider frequency band excitation, a pulse excitation of 5-
microsecond duration is considered. The excitation and frequency content are shown in 
Figure 14.36. 
 







Figure 14.37 (a) Receiver transfer function considered for the sensor (b) Effective 
excitation frequency after considering the influence of filter in the sensor 
 During the AE experiments, a pre-amplifier with bandpass filtering from 30 kHz to 700 
kHz was used. The effective frequency content of the excitation with the filter is plotted in 
Figure 14.37. The filter modifies the signal according to its bandwidth. 
 The numerical simulation results by using normal mode expansion technique are shown 
in the figures below (Figure 14.38 to Figure 14.41) 
 









Figure 14.39 Simulation of S0 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.40 Simulation of A1 mode in the hollow cylinder due to pulse excitation using a 
PWAS.  
 
Figure 14.41 Simulation of S0+A0+A1 mode in the hollow cylinder due to pulse excitation 
using a PWAS.  
3D simulation Signal S0 
3D simulation Signal A1 




 As we observe the amplitude of S0 and A0 modes are found to be almost similar. But 
for the higher-order A1 mode the contribution of amplitude towards the total waveform is 
very low compared to S0 and A0 for this thick structure.  
14.5 CONCLUSION 
 Passive and active sensing of signals on the hollow cylinder is done by using various 
AE sensors such as R15α and WSα sensors and PWAS. R15α AE sensors were placed at 
different locations to study the effect of the sensor location on the signal. The frequency 
spectrums of the sensed signals are investigated and are found to be similar. The hollow 
cylinder model has two main joints to join the basket guides and trunnions to the cylinder. 
The study of the effect of the joints on the wave propagation in the hollow cylinder was 
also studied. For that, three main paths for wave propagation in the hollow cylinder model 
are identified, two including joints and one excluding joints. The effect of the joints is 
mainly observed in the higher frequency range. Distortions in the frequency spectrum of 
the signal are observed at higher frequencies, and the most sensitive frequency for joints is 
observed. Active excitations are also done on the hollow cylinder by using the PWAS. The 
frequency sweep excitation is applied on the hollow cylinder using a PWAS to find the 
most sensitive frequency of the hollow cylinder. The hollow cylinder is found to be very 
sensitive to frequencies from 320 to 380 kHz. Time-frequency analysis of signals is done 
by using wavelet transform to distinguish between various wave propagation modes in the 
sensed signal,. Rayleigh waves, higher-order Lamb wave modes, reflections, and wave 
traveling around the hollow cylinder are attempted to be distinguished from the time-




is done for a pulse excitation using the PWAS. Simulation for individual S0, A0, S1 and 
A1 modes and simulation combining all the modes are also done, and the waveform at a 
specific location on the hollow cylinder are plotted. Numerical simulation for wave 
propagation due to an out of plane hammer impact excitation is also simulated by using 





EXCITATION AND PROPAGATION OF GUIDED WAVES IN MULTILAYER 
HOLLOW CYLINDERS USING PWAS TRANSDUCERS 
In this chapter, the excitation and propagation of guided waves in multilayer hollow 
cylinders with piezoelectric wafer active sensor (PWAS) transducers were modeled with 
the normal mode expansion (NME) method using the semi-analytical finite element 
(SAFE) formulation. The theoretical development of SAFE for hollow cylindrical 
structures was introduced and used to obtain guided-wave mode shapes and dispersion 
curves of multilayer hollow cylinders. The SAFE discretization was applied across the 
thickness. The layers present in the cylinder were modeled by grouping the elements in the 
region corresponding to the respective layers. Each finite element region was given the 
property of the layer that it represented. The number of elements in a layer was determined 
through convergence studies. The PWAS excitation effect, introduced using the ideal-
bonding assumption, was represented by a line-force acting on the PWAS boundary. The 
SAFE-NME solution obtained in the wavenumber domain was resolved in the physical 
domain through inverse Fourier transform and residue theorem. Experimental validation 
of theoretical prediction was performed by comparison with scanning laser Doppler 
vibrometer (SLDV) measurements from a ‘6-inch schedule-40’ pipe of 11 mm thickness 
installed with a 7-mm square PWAS transducer for wave excitation. Numerical prediction 
of the guided wave propagation emanating from the PWAS was first performed and 
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wavefront visualization was obtained. An SLDV area scan of the guided waves generated 
by the PWAS was then performed and compared with numerical predictions. A good match 
between experiment and prediction was observed. 
15.1 INTRODUCTION 
Multi-layer cylindrical structures are used in a wide variety of applications such as 
nuclear-spent fuel storages, pressure vessels, gas pipelines, etc. The structural safety of 
such multi-layer structures needs to be inspected periodically to prevent any catastrophic 
failure. The aging of the structures may initiate slow structural degradation processes such 
as corrosion, microcrack formation, material transformations, delamination, etc. leading to 
complete failure. Guided wave SHM is a solution to detect the structural integrity at the 
early stage [80]. Understanding the guided wave propagation in multilayer hollow 
cylindrical structures is a problem of practical interest to use it for nondestructive 
evaluation (NDE).  
Theoretical development of guided wave propagation in hollow cylinders was well 
studied in the past century. Flexural guided waves in pipes have been understood for 
decades. Gazis studied the exact-analytical model for guided wave propagation in the 
hollow cylinder [15]. It was shown that there exists an infinite number of normal modes, 
including axisymmetric modes and non-axisymmetric modes, in an elastic hollow cylinder. 
Each mode has its characteristics, such as phase velocity, group velocity, etc. Gazis also 
obtained the general solution of harmonic waves propagating in an infinitely long hollow 
cylinder. Normal mode expansion (NME) of hollow cylinder modes for a force excitation 
was first studied by Ditri et al. [71]. A closed-form solution for normal mode expansion 
coefficients for hollow cylinder modes due to a force excitation was derived in this paper. 
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The excitation and propagation of non-axisymmetric longitudinal waves by using NME 
with different sources are studied by Li et al. [72]. The angular profile due to such 
excitation is obtained by constructive and destructive interference of amplitude factors of 
every excited mode. Sun et al. [73] studied flexural torsional wave mechanics and focusing 
on a hollow cylinder.  
Various methods and transducers have been used for selective excitation and 
propagation of axisymmetric and non-axisymmetric guided wave modes in hollow 
cylinders. Many use a comb transducer as well as dry coupled normal beam transducer for 
the generation of axisymmetric guided wave generation in hollow cylinders [74] [76]. A 
transducer array made of a series of normal beam transducers can also be used for 
axisymmetric guided wave generation [75]. When only a portion of the cylinder might be 
accessible for source loading, non-axisymmetric guided waves are generated. In such 
circumstances, the acoustic field is more complicated, and the energy distribution of the 
wave propagation needs to be known to evaluate the guided wave inspection ability and to 
perform frequency and angle tuning [71].  
Several studies used finite element analysis to study the guided wave propagation in 
hollow cylindrical structures. Li et al. [94] modeled the guided wave propagation in a 
pressure vessel using finite element analysis and validated with the experimental 
investigation. The excitation source was a piezoelectric transducer in their studies. Sause 
et al. [95] studied the acoustic emission (AE) source modeling and guided wave 
propagation simulation in metallic as well as composite pressure vessels by using FEA. 
They have modeled the AE source using buried dipole excitation using the finite element 
method to simulate the propagation of AE signals in pressure vessels. The disadvantages 
  
319 
of finite element analysis are the requirement of a robust computation facility and the cost 
of computational time. Many studies were also focused on the improvements in the 
elements used during finite element discretization to improve the convergence and to 
reduce the computational time [96], [97]. 
Semi-analytical finite element method (SAFE) has been used for guided wave 
calculations in hollow cylinders [77]. Long-range calculations can be done with little 
computational time and memory with the SAFE method since it does not require 
discretization in the wave propagation direction. Early works of the SAFE method were 
done by Nelson et al. [85]. They successfully formulated SAFE wave equations for elastic 
layered orthotropic cylinders and plates through mono-dimensional cross-section 
interpolation. Afterward, the SAFE method has been effectively used to model guided 
wave propagation in anisotropic composite cylinders [86], laminated composite plates [87], 
wedges [88], rails [83], functionally graded cylinders [89], piezoelectric plates [90], 
laminated piezoelectric cylinders [91], and channel beams [92]. SAFE approach for 
accounting viscoelastic materials is also developed [93] [84].  
Another “semi-analytical” approach found in the literature is the one in which a local 
FEM model is used for wave excitation, whereas a global analytical model is used for wave 
propagation. Ref. [98] describes such a method in which the PWAS is analyzed as a 
piezoelectric body affixed to the plate. Under electric excitation, the PWAS generates 
interaction forces at the junction with the plate; these junction forces excite the guided 
waves traveling on the plate. An FEM-like discretization using Chebyshev-Lobatto 
interpolation functions and grid points is successfully used for local analysis. Good 
simulation of the wavefront generated through a tone-burst excitation is obtained and 
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compared very favorably with experiments. Another semi-analytical local-global approach 
is described in ref. [6], [99] under the name “hybrid-global local” approach. In these 
references, the local FEM model is used to simulate the wave-damage interaction and to 
model the scattering of guided waves from the damage; subsequently, the scattered waves 
are allowed to propagate analytically through the rest of the plate until they reach the 
sensing locations [6], [99]. 
Even though many studies discussed guided wave excitation and propagation in hollow 
cylinders using various transducers, the analytical modeling of active structural health 
monitoring using finite-size PWAS transducers in hollow cylindrical structures was not 
well explored as in plate-like structures [1], [100]–[103] to the best knowledge of the 
authors. The novelty of the present research work is the analytical predictive modeling of 
finite size piezo transducer for excitation and propagation of guided waves in hollow 
cylindrical structures. The analytical modeling was performed by using the SAFE 
approach. The SAFE approach for theoretical modeling of guided wave propagation due 
to a finite size PWAS excitation in hollow cylinders and experimental validation was not 
reported anywhere in the literature. A closed-form expression for finite width PWAS 
excitation on a multi-layer hollow cylinder was derived using the SAFE approach, which 
is another important novelty of this research. An ideal bonding condition (also known as 
the pin-force model) of PWAS to the hollow cylinder was assumed in which all the load 
transfer is assumed to take place over an infinitesimal region at the PWAS ends [1], [103]. 
In this chapter, the theoretical and experimental study of excitation and propagation of 
guided waves in multilayer hollow cylinders through PWAS transducers by using the 
SAFE approach is discussed. Normal mode expansion was performed to predict the guided 
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wave propagation in hollow cylinders, and the predicted result was compared with the 
experimental measurements. This paper is divided into the following sections. Section 15.2 
discusses SAFE theoretical development for guided wave propagation. In section 15.2.1, 
the numerical calculation of dispersion curves for specific multilayer geometry is 
explained. Section 15.2.2 is on SAFE-NME for guided wave propagation in multilayer 
hollow cylinders due to a PWAS excitation, and section 15.2.3 is on numerical prediction 
based on the theoretical development. Section 15.3 discusses a simplified approach, 
wrapped plate approximation for guided wave propagation due to ideal bonded PWAS 
excitation [1] on hollow cylinders and its comparison with the analytical model discussed 
in section 15.2. In section 15.4 theoretical predictions are compared with SLDV 
experimental results. Later a discussion on the convergence of circumferential modes in 
the analytical formulation is provided. The chapter ends with a summary and suggested 
scope of future work. 
15.2 SAFE SOLUTION FOR GUIDED WAVES IN A MULTILAYER HOLLOW CYLINDER 
This section explains the SAFE solution methodology for modeling guided wave 
propagation in hollow cylinders. 
15.2.1.1 Dispersion curves 
The eigenvalue problem in Eq. (13.22) is solved for the eigenvalues and eigenvectors 
to get dispersion curves and mode shapes. A scaled-down ‘TN32 multilayer cylinder’ 
configuration, as shown in Figure 15.1, was considered for the solution. TN 32 cylindrical 
casks are used for the safe storage of nuclear-spent fuel rods. Multiple metallic layers are 
provided for the structure for the safe storage of the spent fuel rods. For ensuring the safety 
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of the cask and the nuclear-spent fuels, regular non-destructive testing is a convenient 
methodology. The development of a reliable guided wave structural health monitoring is a 
good solution for non-destructive testing of multi-layer hollow cylinders similar to TN32 
casks. For the analytical investigation of the theoretical formulations derived in the 
previous sections, a scaled-down TN32 model was considered. The radius and thicknesses 
of the multilayer cylinder in Figure 15.1 which are considered for simulation are presented 
in Table 15-1 and Table 15-2. Material properties considered for the layers are given in 
Table 15-3. The inner layer was considered of AISI type 304 stainless steel and the outer 
layer was of AISI 4130 steel. 
 
Figure 15.1. SAFE model for wave propagation in multilayer hollow cylindrical structures. 
Table 15-1. Radius of multilayer cylinder in Figure 15.1. 
 














Table 15-2. Thickness of multilayer cylinder in Figure 15.1. 
Layer thicknesses (in mm) 
T1 (Inner layer) 0.5 
T2 (Outer layer 5 
 
Table 15-3. Material properties of layers in the multilayer cylinder. 
Material Modulus of 
elasticity (GPa) 
Poisson’s ratio Density 
(kg/m3) 
AISI type 304 stainless steel 
(Inner layer) 
193 0.29 8000 
AISI 4130 steel (Outer layer) 205 0.29 7850 
15.2.1.2  Convergence study 
The convergence study of the multi-layer cylindrical structure was performed to find 
the optimum number of elements required for performing the SAFE analysis. The 
axisymmetric guided wave modes up to 500 kHz were studied by varying the number of 
elements (Ne) gradually from 6 to 22. The dispersion curves when Ne was taken as 6, 10, 
16, and 22 are presented in Figure 15.2. As the number of elements increased from 6 to 10, 
a drastic change in the phase velocity dispersion curve at higher frequency (~500 kHz) was 
observed. When the number of elements was changed from 10 to 16, and 22 very little 
change in the dispersion curve was observed. Hence 10 elements were considered as 




Figure 15.2. The convergence of the dispersion curve of the multilayer cylinder with the 
increase in the number of elements (Ne) used for SAFE calculation. The 
dispersion curves were calculated when the number of elements in the 
thickness direction was increased from Ne =6 to 22. The figure represents the 
overlapped dispersion curves when Ne=6, 10, 16, 22. 
15.2.1.3 Axisymmetric and non-axisymmetric mode dispersion curves 
 The guided waves in hollow cylindrical structures can travel in the circumferential and 
axial direction. For an omnidirectional excitation similar to a PWAS excitation, both 
circumferential and axial hollow cylinder guided wave modes are generated. In this 
research, the guided wave propagation in the axial direction in cylindrical structures is 
discussed.  
The axial propagation of guided waves in hollow cylinders consists of longitudinal and 
torsional modes. The longitudinal wave modes have dominant particle motion in the r  and 
z  coordinates, whereas torsional wave modes have dominant particle motion in the   
















coordinate. Generally, the letter L in L(m,n) represents the longitudinal family of modes, 
and the letter T in T(m,n) represents the torsional family of modes. The letter m represents 
the group order of a mode. The letter n  represents the circumferential wavenumber. ‘ 0n 
’ represents the axisymmetric hollow cylinder mode and ‘ 1n   ’ represents a non-
axisymmetric hollow cylinder mode. 
Given the dimensions and material properties of the multilayer cylinder considered, 
dispersion curves of the multilayer cylinder are generated by solving Eq. (13.22) and are 
presented in Figure 15.3. The dispersion curves are generated for L (1, n), L (2, n), and 
T(1, n) modes. The circumferential variation of axisymmetric and non-axisymmetric 
hollow cylinder modes are presented in Figure 15.4. Axisymmetric modes have zero 
circumferential nodes and non-axisymmetric modes have twice non-axisymmetric nodes 
as the order of axisymmetry. For example, non-axisymmetric mode of order one has two 
circumferential nodes as we observe from Figure 15.4. From Figure 15.3, one can observe 
that the cutoff frequency of modes in a particular family increases with the circumferential 
wave number. Therefore, the modes of higher circumferential order appear only at higher 
frequencies. At higher frequencies, all axisymmetric, as well as non-axisymmetric 




Figure 15.3. Dispersion curves of the multilayer cylinder generated using the SAFE 
approach. The dispersion curves are generated for L (1, n), L (2, n) and T (1, 
n) family. 
 
Figure 15.4. Circumferential variation of axisymmetric and non-axisymmetric hollow 
cylinder modes with variation in circumferential wave number n .  
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15.2.2 Complete analytical solution of guided wave propagation  
A novel SAFE-NME model for PWAS excitation and propagation of guided waves in 
a multilayer hollow cylinder is developed in this section. The model discussed in this 
section considers axisymmetric and non-axisymmetric hollow cylinder guided wave 
modes. The normal mode expansion (NME) setup of the analytical model for finite-size 
PWAS excitation on a multilayer hollow cylinder is presented in Figure 15.5. According 
to the coordinate system defined, the excitation is non-axisymmetric in nature with respect 
to angular coordinates; hence, the guided wave propagation will also be non-axisymmetric 
in nature. So, the non-axisymmetric hollow cylinder guided wave modes are also required 
to predict the resulting wave motion accurately for a PWAS excitation. Thus, the analytical 
modeling and numerical calculation of PWAS excitation are complicated. Many numbers 
of hollow cylinder modes need to be considered for obtaining the convergence of the 
solution. The solution can provide an accurate solution, but the slow convergence of the 
numerical calculation is a disadvantage for a finite size transducer excitation. 
The displacement field solution for a non-homogeneous condition where loading 0F   
can be obtained by using the normal mode expansion method. The displacement field is 
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,m nU is the normal mode expansion coefficient of mode m  and circumferential order
n , given as [104].
 
Figure 15.5. The normal mode expansion (NME) setup of the analytical model for finite-
size PWAS excitation on a multilayer hollow cylinder. External traction force 
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  (15.2) 
And ,m nΦ  is the modeshape vector. Here P is the excitation. 
 To obtain the displacement field in the physical domain from the displacement field in 
the wavenumber domain in Eq.(15.1), we take inverse Fourier transform with respect to 
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z 1-D element for cross 
section discretization 
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 The excitation due to an ideally bonded PWAS is expressed as the traction acting at the 
edges of a rectangular PWAS of width a  as represented in Figure 15.5. The traction acting 
is non- axisymmetric. The PWAS excitation is considered to act over angular coordinate 
from / 2p  to / 2p  as represented in the figure. We neglect torsional waves as well as 
corresponding excitations for the time being since the torsional waves have predominant 
in-plane tangential displacement. 
 For a rectangular ideally bonded PWAS excitation [1], [103], the forcing functions z
are represented as a line force as following 
 0[ ( ) ( )] ( / 2)z r a r a           (15.4) 
 Where   represents the Dirac delta function and  represents the rectangular 
function. Both functions together mathematically represents the longitudinal line force 
excitation given by the PWAS in Figure 15.5. These line forces are coupled with the 
relevant surface nodes of the thickness-wise FEM discretization, i.e., with the nodes which 
are part of the plate surface on which the PWAS is attached. Only some local nodes are 
affected, i.e., those around the PWAS periphery. 
















 is the Fourier transform in polar coordinates of square pulse 
function from / 2p  to / 2p . The integral in Eq. (15.3) could be singular at points 
corresponding to real roots of the hollow cylinder guided wave equation or roots of shear 
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horizontal waves or both after substituting z . The excitation z will correspond to 
excitation for propagating longitudinal hollow cylinder guided wave. Excitation for 
longitudinal guided wave propagation due to PWAS, or the component P in Eq. (15.3) by 
considering the line forces are coupled with the relevant surface nodes of the thickness-
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  (15.7) 
Hence, we write, 
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Substituting Eq. (15.9) into Eq. (15.3) we get, 
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 Applying residue theorem for integrating Eq. (15.10), we get the expression for 
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15.2.3 Simulation of complete analytical solution 
The analytical solution derived in Eq. (15.11) is used for simulation of guided wave 
propagation due to a PWAS excitation in the scaled down TN32 multilayer hollow cylinder 
discussed in section 2.1.1. The simulation method used is presented in the flow chart in 
Figure 15.6. First, the Fourier transform of the excitation signal, P1, was performed. Then, 
the structural transfer function ( , )z G was calculated by using Eq. (15.11). Then, the 
excitation signal was multiplied with the structural transfer function in the frequency 
domain to obtain the frequency domain of the signal at the sensing location. Finally, the 
inverse Fourier transform of the multiplication result was performed to obtain the time 
domain signal. 
For numerical simulation, 60 kHz Hanning windowed 3-count tone burst excitation is 
assumed to be applied by using a PWAS in the longitudinal direction. A longitudinal 
excitation excites only longitudinal modes and torsional modes. The relative amplitude 
factors for L (1, n) and L (2, n) families for different circumferential orders, n, are plotted 
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by using the structural transfer function equation ( , )z G  discussed in Figure 15.6 and are 
presented in Figure 15.7. Coefficients are obtained for the axisymmetric circumferential 
 
Figure 15.6. The flow chart of the simulation method used for predictive modeling of 
guided wave propagation in hollow cylinder 
 order mode (n=0) and the first 64 non-axisymmetric circumferential order modes 
(0<n≤64). The axisymmetric mode has the highest amplitude. With variation in the order 
of non-axisymmetry, the change in the amplitude factor can be clearly understood from the 
figure for the specific dimension of the PWAS. The number of modes needs to be 
considered for the prediction of the accurate solution depends on the amplitude factor and 
the excitation frequency. Figure 15.8a represents the frequency spectrum of the 60-kHz 3-
count tone burst. The limit of the major frequency content of the excitation signal is marked 
in green lines. The phase velocity dispersion curves of L (1, n) and L(2,n) mode 
superimposed with the excitation frequency limit is presented in Figure 15.8b and Figure 
Perform Fourier transform 
of excitation  
Calculation of the amplitude factor of the modes from Eq. (15.11) 
Multiplication of the excitation with the structural 
transfer function 
 




15.8c. One can neglect the modes, which have cutoff frequency outside the excitation 
frequency limits, without losing considerable accuracy to the prediction because of their 
negligible contribution in the final solution. Hence from Figure 15.8, we can conclude that 
for L (1, n) family, first 16 circumferential order modes, and for L (2, n) family, the first 
seven circumferential order modes need to be considered for the predictive modeling for 
the present excitation frequency. The numerical prediction in this section was performed 
accordingly. 
 
Figure 15.7. Relative amplitude factors of axisymmetric (circumferential order n=0) and 
non-axisymmetric (circumferential order n>0) wave modes (a) For L (1, n) 
family of modes and (b) For L (2, n) family of modes. 
The out of plane displacement waveform was predicted for L (1, n) and L (2, n) family 
of modes and are presented in Figure 15.9. Only L (1, n) and L(2, n) family of modes are 
considered for the simulation since the torsional modes have predominant radial 
displacements. L (2, n) family of mode has higher wave speed compared to L (1, n) mode. 
Hence, they arrive earlier than L (1, n) mode. After the arrival of L (2, n) and L (1, n) mode, 
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plot. The amplitude of the L (2, n) mode is much less compared to L (1, n) mode at the 
present frequency. 
 
Figure 15.8. The selection of the number of circumferential order to be considered for 
normal mode expansion. a) 60 kHz 3-count tone burst frequency spectrum. The 
excitation frequency major frequency content limits are marked by green lines 
b) L (1, n) family of mode and excitation frequency limit c) L (2, n) family of 
mode and the excitation frequency limit. The contribution of modes having a 
cut-off frequency outside the frequency limit is negligible in the normal mode 
expansion. 
































































Figure 15.9. Normalized out of plane displacement at a distance of 170 mm and 0 degree 
circumferential variation from PWAS excitation location. 
15.3 WRAPPED PLATE APPROXIMATION FOR GUIDED WAVE PROPAGATION IN 
CYLINDERS 
In the previous section, the complete solution of guided propagation in multilayered 
hollow cylinders due to a finite size PWAS was analyzed. A multilayered hollow cylinder 
can be assumed to be a plate which is wrapped around to form the geometry like in Figure 
15.10. Assuming the cylinder as a wrapped plate, one may think of the guided wave 
propagation in the hollow cylinder as plate guided waves propagating in a curved geometry 
whose edges are finely welded together. This simplified approach is used for modeling 
guided wave propagation for the present hollow cylinder geometry. The simplified 
approach has many advantages and disadvantages compared to the complete solution. First, 
the simplified approach is very easy to understand, model and visualize, because the plate 
guided wave equations are very simple and well developed for metallic as well as 
composite structures. The complete solution of finite size PWAS excitation on the hollow 
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every engineer. The simplified approach is an approximation, but it used Lamb waves and 
SH waves which are more familiar to many engineers. Our study shows that the two 
concepts are equivalent to the low-order modes; it also builds a bridge of understanding 
between the complicated cylinder guided waves and the simpler plate guided waves. 
Second, many researchers have explored the theory of guided wave propagation in various 
plate structures very well [90], [93], [105]. The simplified approach concept allows 
utilizing these theoretical developments to hollow cylinders. One disadvantage of the 
simplified approach is the dependence of the convergence of the simplified approach to the 
complete solution on the curvature of the cylindrical structure. The solution may not be 
accurate for high curvature structures. 
 
Figure 15.10. Wrapping a multilayer plate to form a cylinder. This concept is used for 
modeling Guided wave propagation is in multilayer cylinder This concept 
considers plate guided wave modes numerically manipulated to predict 
cylinder guided wave modes due to a PWAS excitation. 
 For a PWAS bonded to a cylinder, wrapped plate approximation of guided wave 
propagation was assumed and the simulation was performed. For guided wave propagation 




Figure 15.11. SAFE model for wave propagation in plate structures. 
 SAFE adopts harmonic domain formulation ( )i x te    to describe the wave behavior in 
the wave propagation direction x  with   representing the wavenumber,   the angular 
frequency, and t  is the time. The finite element discretization of the SAFE method takes 
place in the thickness direction of the waveguide (Figure 15.11). A governing equation for 
the wave motion of each element can be obtained through the virtual work principle, as 




dV dV      u u ε σ   (15.12) 
For a one-dimensional discretization and adopting the conventional finite element 
assembly methodology, we obtain the eigenvalue problem in the global coordinate system 
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, A  and B  
are 2M . At each frequency , one obtains 2M  eigenvalues m  and corresponding 2M  
left eigenvectors ˆ
L
mV  (1 2M dimension) and 2M  right eigenvectors 
ˆ R
mV ( 2 1M   
dimension). 
15.3.1 PWAS excitation using NME in a multilayer plate 
The displacement field solution for a non-homogeneous condition where loading 0F  
can be obtained by using the normal mode expansion method. The displacement field will 







U U Φ   (15.16) 
Where 
mΦ is the mode shape vector  and mU is the normal mode expansion coefficient 
given as [104] 
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For obtaining the displacement field in the physical domain from the displacement field 
in the wavenumber domain in Eq. (15.16), we take inverse Fourier transform with respect 
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Figure 15.12. Traction acting on the surface of the plate due to PWAS excitation. 
Following ref. [106], one can derive the closed-form expression for a PWAS excitation 
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Here, excitation for Lamb wave propagation due to PWAS, or the component P in Eq. 








  (15.20) 
, where,  
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Hence, we write, 
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15.3.2 Simulation of wrapped plate guided wave propagation 
The phase velocity dispersion curve of a 5.5 mm multilayered plate with layer 
dimensions and material properties as given in  
Table 15-2 and  
Table 15-3 are obtained by solving Eq. (15.15) numerically. Six quadratic elements 
were considered for calculating dispersion curve and mode shapes from SAFE. The phase 
velocity dispersion curve obtained from SAFE is presented in Figure 15.13a and the group 












































Figure 15.13. (a) Phase velocity dispersion curve of 0.5mm-5 mm multilayered steel plate 
(b) Group velocity dispersion curve. 
For simplifying the simulation method, a wrapped plate assumption was adopted for the 
multi-layered cylinder. Simulation of plate guided wave propagation was performed by 
using Eq. (15.19) for a PWAS excitation. The excitation was assumed to be at 60 kHz. A 
3D wave propagation simulation figure as well as out of plane displacement at sensor 
location (160 mm z distance and 0-degree angular distance) were plotted and are presented  
 
Figure 15.14. Wrapped plate approximation simulation of multilayered cylinder for 60 kHz 
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displacement at a z location of 160 mm and angular location of 0 degrees from 
the transmitter 
in Figure 15.14. Because of the higher wave speed of S0 mode, the S0 mode arrives earlier 
compared to A0 mode. For the out of plane displacement, the S0 mode had a relatively low 
amplitude compared to A0 mode. After the arrival of S0 and A0 mode, the guided wave, 
which is wrapping around the hollow cylinder, reaches the sensing location as a third wave 
packet. The wrapped guided wave mode is equivalent to the hollow cylinder 
circumferential Lamb type (CLT) waves. 
15.3.3 Comparison of the complete analytical model and wrapped plate model 
 A comparison of the complete analytical model and wrapped plate approximation 
model was performed by comparing the out of plane velocity at 160 mm z distance and 0-
degree angular distance from the excitation source. The predictions are presented in Figure 
15.15. 
The L (2, n) family of modes in the complete analytical model corresponds to S0 mode in 
a wrapped plate approximation model, whereas L (1, n) mode in the complete analytical 
model corresponds to A0-mode in the wrapped plate approximation model. The complete 
analytical model considers only longitudinal guided waves. Traveling around the hollow 
cylinder of the longitudinal modes are visible after the arrival of L (1, n) mode in the 
analytical model. Due to circumferential excitation of the PWAS, circumferential Lamb 
type waves are generated. The wrapped plate approximation model considers the 
circumferential Lamb type waves by default; hence, we observe a higher amplitude third 
wave packet after the arrival of A0 mode. On the other hand, the circumferential Lamb 
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type wave packet is missing in the complete analytical model, because the present solution 
considers only longitudinal hollow cylinder guided wave modes. 
 
Figure 15.15. Comparison of the complete analytical model and wrapped plate 
approximation prediction a) Complete analytical model b) Wrapped plate 
approximation model. 
15.4 EXPERIMENTAL VALIDATION OF ANALYTICAL SOLUTION 
Experimental validation of theoretical developments was performed on a ‘6-inch 
schedule 40’ pipe. The pipe was made of T304 steel material (Modulus of elasticity: 193 
GPa, Poisson’s ratio: 0.29, Density: 8000 kg/m3). The inner radius of the pipe was 77.9 
L mode 
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mm and the wall thickness of the pipe was 11 mm. A Hanning windowed 3-count tone 
burst at 90 kHz central frequency excitation was applied using a square PWAS (APC 850: 
7 mm×7 mm dimension and 0.2 mm thickness). The instrumentation used and experimental 
set up for measurement is provided in  
Figure 15.16a and  
Figure 15.16b. A 14-volt peak to peak 90 kHz 3 count tone burst excitation was 
generated using an Agilent 33120A function generator. The signal generated was amplified 
to 140 V peak to peak using an HSA 4014 power amplifier. The out of plane velocity 
component of the ultrasonic guided wave propagation is sensed by the OFV-505 laser head 
and processed by the scanning laser Doppler vibrometer (SLDV) system. The measurement 
of the out of plane velocity was conducted through SLDV scans in different directions and 
the measurement was post-processed. Thus, the hybrid PWAS-SLDV system was used for 
the measurements. Under the electrical excitation, the PWAS undergoes expansion and 
contraction and generates guided waves in the hollow cylinder. The generated guided 
waves travel by out-spreading in the area of the hollow cylinder and undergo geometric 
spreading causing exponential decrement in the amplitude, undergo dispersion and are 
received by the SLDV finally. 
In order to validate the simulation, the proposed SAFE approach in section 2.2 was used 
to perform the simulation of the time response of guided wave propagation in the ‘6-inch 
schedule 40’ The SAFE method was used to obtain the dispersion curves and mode shapes 
of the pipe using the material properties and geometry. Then the SAFE approach was used 
for predictive modeling of guided wave propagation in the pipe and compared with the 
experimental observation. A very good match of experiment and simulation was observed. 
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 The Eq. (13.22), which was presented in Chapter 13 of this dissertation was solved 
numerically for the dimensions and material properties of the pipe to obtain the dispersion 
curves. The dispersion curves of L (1, n) and L (2, n) family of modes are presented in 
Figure 15.17. It can be noted that the dispersive nature of L (1, n) and L (2, n) family of 
modes change depending on the circumferential order, n of the mode. L (2, 1) is not very 
dispersive at the frequency below 250 kHz. But, as the circumferential order increases, the 
modes in L(2, n) family becomes highly dispersive. Variations in the dispersive nature of 
L(1, n) mode was also observed with increment in the circumferential order. Theoretical 
prediction of the elastic wave propagation was obtained by using the Eq. (15.11). A 
comparison of experimental measurements with theoretical predictions is presented in 
Figure 15.18. Figure 15.18a represents the theoretical prediction of the wave propagation 
animation plot at an instant, and Figure 15.18b represents the waveform at 150 mm distance 
from PWAS. Figure 15.18c and Figure 15.18d represent the corresponding experimental 
predictions. The theoretical predictions match very closely with the experimental 
measurements, as we observe from Figure 15.18c and Figure 15.18d. The L (2, n) family 
of mode travel at a higher speed compared to L (1, n) mode. The out of plane component 
of the L (2, n) mode is very low compared to the L (1, n) mode at the present frequency 




Figure 15.16. Instrumentation used for measurement of out of plane velocity measurement 


























Figure 15.17. Dispersion curve of ‘6-inch schedule 40’ pipe using the SAFE approach. The 
dispersion curves are generated for L (1, n) and L (2, n). 
 
Figure 15.18. Comparison of experimental with SAFE-NME predictions. a) Simulation of 
longitudinal guided wave propagation in ‘6-inch schedule 40’ pipe due to 
PWAS excitation b) Out of plane velocity predictions at a distance of 150 mm 
from PWAS c) SLDV measurement of guided wave propagation in ‘6-inch 
schedule 40’ pipe. d) Out of plane velocity measurements at a distance of 150 
mm from PWAS using SLDV. 
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15.4.1 Factors affecting the convergence of complete analytical model simulation 
15.4.1.1 Excitation frequency 
One of the major deciding factors for convergence of analytical model simulation is the 
frequency of excitation. Certain non-axisymmetric modes do not exist, or the contribution 
may be poor, depending on the tone burst central frequency due to the cut off frequency of 
that particular mode. Hence the significance of that particular mode will be poor in normal 
mode expansion. 
15.4.1.2 Normal mode expansion coefficient 
Another important deciding factor for convergence of analytical model prediction is the 
relative amplitude factors of the various circumferential order modes. If the relative 
amplitude factor of a higher-order non-axisymmetric mode is very low compared to 
axisymmetric as well as the first few non-axisymmetric modes, those modes do not 
contribute considerably to the predictions. The relative amplitude factor for the multi-layer 
cylinder considered in section 2.1.1 is presented in Figure 15.7. The coefficients post ‘n> 
40’ are smaller compared to ‘n< 40’. We also observe some nonaxisymmetric modes are 
not excited or have zero amplitude (mode-rejection). The trend of nonaxisymmetric mode 
amplitude and the mode-rejection depend on the dimension of the PWAS. 
15.5 SUMMARY, CONCLUSIONS, AND FUTURE WORK 
15.5.1 Summary 
Guided wave propagation in multilayered hollow cylinders, for a localized excitation, 
such as PWAS excitation, consists of axisymmetric and non-axisymmetric hollow cylinder 
guided wave modes. In this research, the SAFE approach is used for obtaining 
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axisymmetric as well as non-axisymmetric guided waves in a multilayer hollow cylinder. 
Non-axisymmetric hollow cylinder modes possess a higher number of circumferential 
nodes with an increase in the order of non-axisymmetry, which helps to predict the guided 
wave propagation due to a non-axisymmetric excitation. The theoretical equation of finite 
size PWAS excitation on a multilayer hollow cylinder was developed using the novel 
SAFE-normal mode expansion method. The complete analytical model developed was 
used for predictive modeling of guided wave propagation in a multilayer hollow cylinder. 
Predictive modeling of guided wave propagation in the multilayer hollow cylinder was also 
performed by using a novel wrapped plate approximation method. A comparison of the 
complete analytical model for hollow cylinder guided wave propagation and the wrapped 
plate approximation was performed, and a good match was observed for the dimension of 
the multilayer hollow cylinder under consideration. Experimental validation of the 
theoretical development was also achieved in this paper. A ‘6-inch schedule-40’ pipe was 
excited with a PWAS, and the guided wave propagation area scan was performed by using 
SLDV. Complete analytical model guided wave prediction due to PWAS excitation was 
compared with experimental observation, and a close match of prediction and experiment 
was observed. 
15.5.2 Conclusions 
The present complete analytical model developed for predictive guided wave 
propagation due to a finite size PWAS transducer excitation showed a good match 
compared to the experimental measurements. Finite-size PWAS excitation excites 
axisymmetric as well as nonaxisymmetric hollow cylinder guided wave modes. Many 
nonaxisymmetric guided wave modes need to be included in the solution in the case of 
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such a finite-size transducer excitation source for accurate prediction of guided wave 
modes. The contribution of nonaxisymmetric guided wave modes in the complete solution 
in each mode-family depends on the finite-size of the transducer. The simplified Lamb 
wave approximation of hollow cylinder guided wave propagation proposed in the present 
research is a good method for wave propagation prediction in low curvature multi-layered 
cylinder to avoid complexity due to non-axisymmetric hollow cylinder mode.  
15.5.3 Future work 
An immediate extension of this work would be a complete solution of PWAS excitation 
hollow cylinders by adding the circumferential Lamb type (CLT) mode in the simulation. 
The present manuscript did not discuss the improvements in the method which can be 
obtained by improvements in the SAFE meshing methodology to make the computation 






MAJOR CONTRIBUTIONS OF THIS DISSERTATION 
This chapter discusses the major contributions of this dissertation. Seven important 
novelties discussed in the dissertation are discussed in this chapter. 
16.1 UNIFIED THE MODELING OF ACOUSTIC EMISSION AND GUIDED WAVE METHODS FOR 
STRUCTURAL HEALTH MONITORING AND NON-DESTRUCTIVE EVALUATION 
 The AE research field is well developed in many aspects. The AE waves and guided 
waves were considered as two different fields of research. The relation between AE waves 
and guided waves in thin metallic plates was not well explored, especially in the case of 
the real damage process. One major contribution of this research is the unification of the 
two fields, especially in the case of AE due to a damaging process. 
16.2 NOVEL MODELING METHOD OF AE 
 A novel modeling methodology for AE was proposed for thin metallic plates using the 
moment tensor concept and guided wave theory. A good match of experiment and theory 
proved the validity of the theory. The novel modeling method was used for modeling AE 
due to fatigue crack growth event, fatigue crack rubbing/clapping, and vibration-induced 
fatigue crack rubbing. Analytical, as well as numerical modeling, was performed and 




16.3 THE MOMENT TENSOR CONCEPT 
 The moment tensor concept was used in seismology for modeling seismic events. The 
extension of the moment tensor concept for thin metallic plates and guided wave theory is 
one of the major contributions of this research. The definition of moment tensor for various 
fracture modes was derived. Through this definition, standardization of the fatigue AE 
fracture process source definition was performed. The novel moment tensor concept for 
thin metallic plates is capable of finding a moment tensor excitation model for any kind of 
fracture process. 
16.4 NOVEL SIF CONTROLLED EXPERIMENT 
 Many researchers investigated the fatigue crack growth and AE associated with the 
fracture event. Many studies interpreted all AE during the fatigue crack growth as AE 
happening due to a growth event. No clear distinction between fatigue crack growth event 
and a fatigue crack rubbing/clapping event was identified. Here, in this dissertation, a novel 
experimental methodology was proposed to determine the fatigue crack rubbing/clapping 
AE signals. The proposed “SIF-Controlled AE Experiment” uses the reality of the 
dependence of fatigue crack length and stress-intensity factor at the crack tips for 
performing a controlled experiment. This controlled experiment proposes to reduce the 
fatigue crack growth gradually through load adjustments and to result in crack tip SIF 
control. When the crack growth becomes stagnant, the AE due to fatigue-crack-




16.5 THREE AE SIGNAL FAMILIES 
 Three broad classes of fatigue crack AE signals were identified in this research. 1) AE 
due to a fatigue crack growth event 2) AE due to fatigue crack rubbing/clapping event 3) 
AE due to vibration-induced fatigue crack rubbing/clapping. The features of each class of 
signals were identified. The dissertation proposes a scientific methodology based on guided 
wave theory to distinguish between fatigue crack-growth related AE and non-crack-growth 
related AE. 
16.6 FINITE-SIZE EXCITATION OF GUIDED WAVES IN HOLLOW CYLINDERS 
 An extensive study of modeling and experimental investigation of guided wave 
propagation in hollow cylinders was performed in this dissertation. A novel SAFE-NME 
theoretical development for predictive modeling of wave propagation due to a PWAS 
excitation in the hollow cylinder was developed. A perfect match of experimental results 
and the theoretical prediction was observed. 
16.7 PLATE-WRAPPING APPROXIMATION TO HOLLOW-CYLINDER GUIDED WAVES 
 The hollow cylinder guided wave mode family includes an infinite number of 
axisymmetric and non-axisymmetric modes. An easy and novel approach was proposed in 
this research for predictive modeling of hollow cylinder guided waves. The hollow cylinder 
was considered as a plate which is wrapped end to end. The proposed simple methodology 
showed a good match with the solution using hollow cylinder guided wave modes for the 
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