Purpose: A new method for magnetic resonance (MR) imaging water-fat separation using a convolutional neural network (ConvNet) and deep learning (DL) is presented. Feasibility of the method with complex and magnitude images is demonstrated with a series of patient studies and accuracy of predicted quantitative values is analyzed.
INTRODUCTION
Water-fat separation is a post-processing technique typically applied to multiple-echo magnetic resonance (MR) images to identify fat, provide images with fat suppression and quantify the amount and/or type of fat or lipids in specific tissues (1) (2) (3) (4) . This is most commonly accomplished with analytical multi-parameter modeling of the MR signal and individual pixel fitting. Multivariate modeling typically includes not only water and fat signals, but frequency offsets from main field inhomogeneities and T 2 * relaxation. Additionally, multi-peak fat spectrum models (5) can be utilized for improved fitting (6) . Complex or magnitude MR data are fit to these multi-parametric models with least squares or other advanced optimization techniques.
These advanced models have led to a robust measurement of the proton fat density fat fraction (PDFF) for applications in the liver (7), bone marrow (8) and fat depots (9) as well as R 2 * measurement without the effect of off-resonance (10) . In contrast to early work (4, 11) , the process of water-fat separation has become somewhat complicated due to the specifics of the analytic model and optimization methods (12) .
State-of-the-art chemical-shift signal models (12) include corrections for magnetic field inhomogeneities and T 2 *, but it is well known that there are other confounding factors (13) (14) (15) .
For example, T 1 recovery is rarely used in water-fat separation algorithms (16, 17) . Additionally, use of bipolar gradients when acquiring multiple echoes in a single repetition often complicates the reconstruction due to gradient delays and eddy currents (18) . While analytical modeling improves the chemical-shift signal model representation, the additional variables can reduce the reconstruction speed and stability. Convolutional neural networks (ConvNets) (19, 20) detect features or patterns in input data and combine these features for classification. Therefore, ConvNets offer a completely different post processing workflow via machine learning when compared to conventional water-fat separation model-based methods (4, 21, 22) . Machine learning is a type of artificial intelligence that provides computers with the ability to learn a task without being explicitly programmed. It focuses on the development of computer programs that can change when exposed to new data. In this work, the task will be MR water-fat separation and the data will be a series of gradient-echo cardiovascular MR studies.
In this proof-of-concept study, we tested the feasibility of an end-to-end machine learning solution for water-fat separation in MR imaging. A U-Net ConvNet was trained using complex or magnitude-only gradient-echo cardiovascular images and conventional model-based water-fat reconstructions. Accuracy of quantitative values and image signal-to-noise were analyzed comparing input data (magnitude-only and complex) and the number input echoes.
Additionally, the effects of a bipolar gradient acquisition and image fold-over artifacts on the machine learning approach and a conventional reconstruction were studied.
METHODS

Patient Population
This retrospective study used complex raw data from a database of prospective research cardiovascular studies. Some studies were part of prior publications (23) (24) (25) (26) . All subjects had signed an institutional review board (IRB) approved, Health Insurance Portability and Accountability Act compliant consent form prior to study initiation. Use for this study was approved by the local IRB by exemption. The database contained relevant studies from 66 subjects: 17 subjects without a cardiovascular history or complaints (normal controls), 13 acute myocardial infarction (MI) subjects at 3 days after infarction and 34 chronic MI subjects (>2 years after infarction). Additionally, there were 26 repeat sessions with the acute MI patients in the subacute phase of infarction. In total, 90 imaging session were included. The database consisted of 1204 acquisitions. On average, there were 13.5±3.0 acquisitions per subject. In this paper, the term acquisition is used to describe a single twelve gradient-echo acquisition which yields 12 images at increasing echo times.
Imaging Protocol
All MR examinations were performed using one of two clinical 1.5 T imagers (Magnetom Avanto, Siemens Healthcare, Erlangen, Germany) with the subject in the supine position and standard ("tune-up") magnetic field shim. Images were acquired during suspended respiration at end-expiration with ECG gating and the standard 16 channel body phased array coil. yielded an image matrix of 384x384. Coil combination was performed using locally relevant array correlation statistics (27) . Coil combination yielded 12 complex images at consecutive echo times. The magnitude and real/imaginary images were saved to disk as and used as input for conventional and deep learning water-fat separation.
Water-Fat Image Separation Conventional Method
Conventional water fat separation was performed via a multi-point fat-water separation with R 2 * using a graph cut field map estimation algorithm (12, 21) with the ISMRM water-fat Toolbox (28) . Conventional processing of the bipolar acquisition was done separately using the even and odd echo images and results then averaged, producing water, fat, R 2 * and offresonance images for each acquisition.
The signal model of the gradient-echo acquisition at the nth echo time was:
where ρ ௐ and ρ ி are the water-and fat-only signals, ܴ ଶ * = ଵ ் మ * , ∆f is the off-resonance, ,ߙ ܽ݊d f ி, are the amplitudes and frequencies for the multiple spectral peaks of fat relative to water (5) and ‫ܧܶ‬ is the nth echo time.
All acquisitions were evaluated visually for artifacts and interesting cases for exclusion from the ConvNet training data. 120 images were identified with artifacts and excluded from training. Six imaging sessions, one normal, three chronic and two acute MI patients consisting of 80 acquisitions were also held out for method evaluation and not used in the training process.
The images were used for ConvNet prediction and subsequent quantitative analysis of waterand fat-only images, R 2 * and off-resonance. 1000 acquisitions were then available for training (900 fitting and 100 validation).
Deep Learning
A U-Net (29) convolutional neural network was used for deep learning water-fat separation ( Figure 1 ). Using all available data, the input to the training algorithm was 24 real and imaginary images from 12 echo times used as 24 channels of the ConvNet. Also investigated was the use of magnitude only inputs. Additionally, single echo acquisitions were simulated using only the first opposed-phase echo (TE=2.4 ms). The output of the ConvNet was four images (water only, fat only, R 2 * and off-resonance) for complex input ( Figure 1 ). For magnitude-only input, two ConvNets were used with the outputs of four images Similar to Figure   1 ) or two images (water only, fat only) (Supporting Figure S1 ). Individual input and output images were normalized by subtracting means and dividing by standard deviations estimated from the first 200 studies of the database. Output images were transformed back to units of Hz for R 2 * and off-resonance and arbitrary units (a.u.) for water and fat images using the training means and standard deviations. A U-Net architecture was originally designed for fast and precise segmentation of images, but provides an architecture with multiresolution capability (29) . The U-Net is defined by contraction (downsampling) followed by expansion (upsampling)
as well as direct cross merging of features from the contraction path. Light blue blocks in 
RESULTS
The U-Net ConvNet architecture learned the water-fat separation problem quickly (Supporting Figure S2) In this proof-of-concept study, the quality of multiple echo DL water and fat only images was similar to the quality of a conventional method across several cardiovascular imaging planes. Additionally, correlation of quantitative predicted values was excellent; demonstrating that the deep learning approach is well suited to the water-fat separation problem. The U-Net architecture uses a multi resolution approach similar to other water fat separation approaches which use lower resolution phase and T 2 * information for water-fat separation (33) . Additionally, the U-net architecture has found success in cardiac MR segmentation (34) . Also, ConvNets have been used for interpretation of pathological specimens (35) and medical images (36) . images. Although image resolution is equivalent between conventional and DL methods, the DL method consistently had higher signal-to-noise. . Water-fat separation using single-echo complex and magnitude-only inputs for the same patients in Figure 2 and 3. Image quality is not equivalent to 12 echo inputs, but overall separation is good and fat deposition (red arrows) is well depicted.
