ABSTRACT Smart search plays an important role in all walks of life, for example, according to business needs, accurate search of required knowledge from massive resources is an important way to enhance industrial intelligence. Smoothing of the language model is essential for obtaining high-quality search results because it helps to reduce mismatching and overfitting problems caused by data sparseness. Traditional smoothing methods lexically focus on the global corpus and locally cluster documents information without semantic analysis, which leads to deficiency of the semantic correlations between query statements and documents. In this paper, we propose an entity-based language model smoothing approach for smart search that uses semantic correlation and takes entities as bridges to build the entity semantic language model using a knowledge base. In this approach, entities in the documents are linked to an external knowledge base, such as Wikipedia. Then, the entity semantic language model is generated by using soft-fused and hardfused methods. A two-level merging strategy is also presented to smooth the language model according to whether a given word is semantically relevant to the document or not, which integrates the Dir-smoothing and JM-smoothing methods. Experimental results show that the smoothed language model more closely approximates the word probability distribution under the document semantic theme and more accurately estimates the relevance between query and document. INDEX TERMS Language model smoothing, entity, knowledge base, semantic relevance.
I. INTRODUCTION
With the development of user interest recognition, content semantic understanding, and intelligent information filtering, smart search becomes more and more important and is widely used in all walks of life. The language model is one of the most efficient models for smart search due to its simplicity and effectiveness [1] - [3] . With the language model of a document, the probability of a user's query can be estimated for ranking documents. Maximum likelihood is a straightforward solution for computing language models [4] . However, due to restrictions on document length, language models estimated by maximum likelihood are usually inadequate and incomplete. For example, the maximum likelihood method may assign zero probability to unseen words, which is known as the zero-problem, and maximum-likelihood-based language models are estimated only according to frequencies of terms, thereby omitting morphology and semantics. Recently, language model smoothing was proposed to ensure the quality of language model estimation, which has a significant impact on the retrieval performance [5] . Because of the mismatching and overfitting problems caused by data sparseness and the instability of document quality and information sources, we need an efficient smoothing method that is able to accurately and stably estimate language models for information search.
To address the problem of language model smoothing, multiple approaches have been proposed in previous work, including global smoothing, local smoothing and graph structure smoothing. Global smoothing is mainly based on global information from the whole corpus [6] - [8] ; the document language model and the corpus language model are fused together via interpolation or backoff. Local smoothing uses local information and enhances the language model by adding document-related information [9] - [13] . For example, the document-related information can come from user queries, anchor texts or similar documents, which are obtained using cluster-based techniques. Graph structure smoothing explores the use of information beyond the frequency to estimate the language model [2] - [4] , [14] .
However, in a language model for information retrieval, the correlation between a query and a document finally reduces to the correlation between a single word and a document. It is essential for the word probability to accurately reflect the correlation between a word and a document theme. Traditional approaches mostly focus on frequency and correlations among words, instead of obtaining the probability distribution under the semantic theme of the document, which greatly affects the retrieval accuracy.
Language model smoothing must also be reliable and stable. The user's searching intention and the document sources are varied; even for the same document, different users' search intentions may be different. If only the frequency information at the word hierarchy is considered, it is possible that the user's actual requirements will be omitted from the smoothed language model. Given a length-limited document, most traditional smoothing methods use similar documents to smooth the language model; however, due to differences in corpus information, it is difficult to find highly similar documents. Furthermore, the quality of identified similar documents cannot be guaranteed, and these similar documents also differ according to the expansion strategy. To satisfy various retrieval requirements, the smoothing method should take full account of document-related semantic information. Moreover, smoothing methods should be robust to provide stable smoothing effects in different retrieval environments. Thus, it is crucial to develop smart smoothing strategies for complex information retrieval tasks.
In this paper, we propose an entity-based language model smoothing approach for information retrieval that uses semantic correlation and takes entities as bridges to build the entity semantic language model through the knowledge base. Entities in the documents are linked to an external knowledge base, such as Wikipedia, and then the entity semantic language model is generated by using soft-fused and hardfused methods. In addition, a two-level merging strategy is presented to smooth the language model according to whether a given word is semantically relevant to the document or not, which integrates the Dir-smoothing and JM-smoothing methods. Our main contributions are as follows:
• We propose an entity-based language model smoothing approach for information retrieval that is based on the concept in document semantics that the estimated word probability of a smoothed language model can accurately reflect the semantic correlation between word and document theme. In our approach, entities in documents are linked to an external knowledge base, such as Wikipedia, which are used as bridges to measure the correlations between terms and document semantic themes. Then, the entity semantic language model (ESLM) is generated by using soft-fused and hard-fused methods. Finally, the global background information in the corpus and the document theme semantic information in ESLM are combined to smooth the original language model.
• We propose a two-level merging strategy to smooth the language model based on whether a given word is semantically relevant to the document or not. This strategy integrates the Dir-smoothing and JM-smoothing methods. As analyzed previously, in two-level smoothing, Dir-smoothing can reconcile smooth weights according to the length of the document; thus, Dir plays the estimation role. JM-smoothing uses a fixed smoothing weight, so it is more suitable for playing the query modeling role. We incorporate document semantic information and, finally, combine ESLM and the corpus language model with the above two roles to obtain a perfect smoothing effect. It is of primary importance that an accurate and comprehensive language model be able to distinguish between document-related words and document-unrelated words. Thus, in our model, the probabilistic information of words is computed by two different sources of information separately: ESLM and the corpus language model. The corpus language model is a document-independent language model that is based on the global statistics and provides a priori information about each word. As a complement, ELSM specifically considers document-related words to smooth the document language model in the context of the document theme, rather than in the context of the general global corpus, which lacks a specific theme. We conjecture that entities and their relationships can represent the document theme. Moreover, together with background information of these entities, the entities and their relationships constitute the background knowledge of the document topic. Compared with the corpus language model, ESLM is more likely to reflect the probability distribution of words under the document topic, especially the probability distribution of the words related to the document. We conduct an experiment on the ClueWeb09B dataset with TREC web tasks from 2009 to 2012. Experimental results show that the retrieval accuracy of our best smoothing method outperforms Jelinek-Mercer smoothing, Dirichlet smoothing and Two-Stage smoothing by up to 10.24%, 4.47% and 4.35% on average, respectively.
The remainder of the paper is organized as follows. In Section II, we survey the related work. Section III discusses the motivation and Section IV introduces our smoothing method. Section V presents our experimental results on the TREC dataset to evaluate the performance of our smoothing method. Finally, Section VI concludes the paper with a discussion of future work.
II. RELATED WORK
Because the language model has important applications in the field of information retrieval, the research on language model smoothing has received extensive attention since Ponte and Croft applied the language model to information retrieval [5] ; since then, many good and effective methods have been put forward. In the early stages of this research, the proposed approaches mainly used simple global information to smooth the language model [1] , [6] - [8] . Later, researchers gradually began to introduce document-related information into the smoothing method [9] - [13] , [15] . In recent years, researchers have begun to explore in depth smoothing methods based on graph structure [2] - [4] , [14] . We discuss these language model smoothing approaches in the following.
1) GLOBAL SMOOTHING
Methods of this kind first use all the documents in the corpus to generate the global corpus language model, and then use the corpus language model as a supplement to the original document model to solve the zero-problem [16] , [17] . According to the different combination modes, this class can be further divided into two subclasses. One is interpolation, which includes Jelinek-Mercer smoothing [6] , Dirichlet smoothing [7] , [18] , Absolute Discounting [8] and TwoStage smoothing [1] . These methods combine the original document language model and corpus model using a certain weights. The weights can be statically invariant, vary according to the length of the document or rely on other rules. The other class is backoff. The main idea is to use maximum likelihood estimation for words that appear with high frequency in the document and to back off to the corpus language model with a certain discount ratio for low-frequency words in the document, including unseen words. One of the most wellknown backoff methods is Katz smoothing [19] . In summary, the differences between these smoothing methods lie in the computation of the weights between documents and corpora.
2) LOCAL SMOOTHING
Obviously, the global corpus information is documentindependent; it doesn't take into account the characteristics of the document itself. The the local smoothing strategy is to smooth the language model by introducing document-related information. The main feature of local smoothing methods is to increase the document's coverage of the relevant words by adding information related to the document. One approach is to utilize implicit local information via cluster-based methods, which extend the smooth document language model using similar documents in the corpus [20] . The other is to use explicit document-related information. There are three main ways to obtain explicit relevant information. The first is to extend the document by collecting anchor text that points to the document [21] - [23] . Anchor text is a high-level of evaluation and summary of the web page and is considered to be related to the semantic topic of the page. The second is based on the user query log and click history over web pages; queries are added to the corresponding clicked pages [24] - [26] . This makes the document more relevant to the user query statement. The last way is to use the social annotations that are written or marked by the user while browsing the web page [27] - [29] . A social annotation can be a summary or description of the document from a user's point of view. Different information expansion strategies have different application scenarios.
3) GRAPH STRUCTURE SMOOTHING
In the first two strategies, when smoothing the language model, each word is considered separately, without considering the relationship between words. Recently, a growing number of studies have begun to consider the use of information beyond the frequency to calculate the probabilities of words [3] , [4] , [30] . They are based on the assumption that the probability of a word is related not only to its frequency in the document but also to its relationship with other words in the document. Reference [3] builds the word graph according to the co-occurrence relations among words in the document and uses the PageRank algorithm to calculate the importance of words to estimate the probabilities of words in the language model. Similarly to [3] , reference [30] takes advantage of lexical information in WordNet to build the word graph. Reference [4] proposes a general unified optimization framework for smoothing language models on graph structures.
III. MOTIVATION
When a user submits for an information query, the information search engine first retrieves the Index that was built based on the Document Corpus. Then, it outputs an unprocessed collection of documents to be sorted. Next, the Smoothing Module smooths the raw documents. Finally, the Language Model based Ranking Module ranks the raw document set according to the smoothed language models and the query statement. The overview of language model smoothing for information retrieval is shown in Figure 1 . The corpus language model is a document-independent language model that is based on the global statistics and provides a priori information about each word. The Smoothing Module can estimate the probabilities of document-unrelated words and prevent overfitting when estimating the probabilities of seen words. However, existing smoothing methods lexically focus on the global corpus and locally cluster document information without semantic analysis; this approach has the following inherent design deficiencies:
• Inadequate ability to distinguish document-related words. A disadvantage of the global-corpus-based smoothing strategy is that the probabilities of unseen words are the same for all documents. For example, consider two documents that describe Microsoft and Google Corporation, neither of which contain the word ''Bill Gates''. If they are smoothed using only the global corpus information, the probabilities of ''Bill Gates'' in the two smoothed language models are almost the same.
FIGURE 1.
Overview of language model smoothing for information retrieval.
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However, this is clearly not the desired result. The reason for this is that the information in the global corpus is document-independent and does not take into account the characteristics of the document itself. Therefore, it essential to obtain more comprehensive coverage of the document-related words by collecting the relevant background knowledge of each document through the entities in the document. Distinguishing relevant unseen words from irrelevant unseen words and reinforcing the importance weighting of key terms in the document are necessary.
• Low-quality and unstable information source. The existing local smoothing strategy is unstable. For example, some documents may not be related to any query or anchor text. Since user annotation information has high randomness, its reliability cannot be guaranteed. Moreover, pseudo-related-document-based smoothing information is not necessary related to the document and is also affected by the quality of the other documents in the corpora. This is because there is no high-quality, reliable source of document-related information. Therefore, a simple and reliable method for obtaining document-related information is needed. Collecting entity-related information from the knowledge base is convenient and universal, and the reliability of the information sources can be guaranteed since the knowledge base is refined and summarized carefully.
• Non-semantically related smoothing goals and meanings. Graph-based smoothing methods uses the relationships between words or documents to compute a probability value for each word. However, this method of calculation does not have a clear practical meaning. For example, [3] first uses the co-occurrence relationships between words to construct word maps, and then uses PageRank to compute the probabilities of words. The probability value of a word represents its importance in the co-occurrence relationship, but does not necessarily reflect its importance in the document or its correlation with the document. Because these smoothing methods do not directly take the correlations between words and documents as their smooth target, the probabilities of the smoothed language model do not necessarily reflect the correlations between words and the document. In this paper, the entities in the document and the relationships between them constitute the semantic topic of the document. The entities are the bridges for introducing semantic information into the knowledge base to measure the correlations between the words and the document topic.
IV. DESIGN A. OVERVIEW OF ENTITY-BASED LANGUAGE MODEL SMOOTHING
To remedy the defects mentioned above, this paper proposes an entity-based language model smoothing approach for information retrieval that uses semantic correlations and takes entities as bridges to build the entity semantic language model through the knowledge base. In this approach, entities in the documents are linked to an external knowledge base, such as Wikipedia. Then, the entity semantic language model is generated by using soft-fused and hard-fused methods. Moreover, a two-level merging strategy is presented to smooth the language model according to whether a given word is semantically relevant to the document or not. The framework of entity-based language model smoothing is shown in Figure 2 . The framework integrates 3 models: the original document language model, ELSM and corpus language model. The original document language model is obtained by extracting word frequency information from the document. ELSM is generated by the Wikipedia documents to which the linked entities in the document point. The corpus language model consists of document information in the global corpus. ELSM is the kernel of the proposed method. It introduces document information that is relevant to the theme and makes the language model more closely approximate the real probability distribution of words under the document topic. Finally, we use the two-level smoothing method proposed in [1] to combine the two important smooth information sources, namely, the Wikipedia library and document corpus, to smooth the original document. 
B. ENTITY LINKING
Given a document, it is necessary to identify the entities and find the corresponding information in the external knowledge base. This consists of two sub-steps: named entity recognition and named entity linking. Named entity recognition helps find and classify named entities in the text into pre-defined categories such as the names of persons, organizations, locations, expressions of times, quantities, monetary values, and percentages. Then, named entity linking is performed to determine the identities of the classified entities in the external knowledge base, so that we can obtain rich entityrelated information based on these identities. Named entity linking can alleviate the vocabulary gap problem, for example, by treating ''America'' and ''US'' as the same entity, and solve polysemy, for example, by identifying whether the word ''apple'' means a fruit or a company. By named entity recognition and linking, we can obtain rich background knowledge of these words accurately from the knowledge base.
As shown in Figure 2 , we choose Wikipedia as the external knowledge base, which is one of the largest repositories of knowledge on the Internet. Wikipedia is a free online encyclopedia, in which each article is a comprehensive exposition of a single topic. Its open style of editing gives it an excellent quality [31] . Previous studies have shown that entities and their corresponding information in Wikipedia can improve the performance of an information retrieval system from many aspects [31] - [35] . In our approach, we use Wikipedia as the target for entity linking and treat each article in Wikipedia as an entity.
C. ENTITY SEMANTIC LANGUAGE MODEL
Web document involves many entities, and these entities and their relationships constitute the topic of the document. Understanding the background knowledge of entities is prerequisite for understanding the document semantic topic and further improving the quality of information retrieval [36] . Considering that words related to the document are often associated with entities in the document, it is conjectured that there is a semantic correlation between the entity information in the knowledge base and the document topic. Based on this semantic correlation, the entity can be used as a bridge to build the language model. For a given document, we can use entity linking tools to identify the entities in the document and link them to Wikipedia. An Entity linking tool identifies a sequence of words in the document and assigns a unique entity ID and a confidence level that ranges from 0 to 1. Each unique entity ID corresponds to a single Wikipedia home page. The confidence level is the possibility that the marked word sequence refers to the entity that correspond to the unique entity ID in the context of this document. Sometimes, a word sequence can be linked to multiple possible entities; in this paper, we only keep the entity with the highest probability.
In this section, we propose an entity semantic language model (ESLM) for information retrieval that uses semantic correlation and takes entities as bridges to build the background knowledge language model through the knowledge base. Entities in the documents are linked to the external knowledge base, which is Wikipedia in this paper. Then, the entity semantic language model is generated by using soft-fused and hard-fused methods. Since Entity linking is not perfect and the results may be unreliable, for generating the ESLM, two different strategies are proposed to cope with this uncertainty. We propose a hard-fused method, which uses only the entity information with high confidence and ignores the frequency information of entities, and a softfused method, which uses confidence as the entity weight and considers substantial frequency information of the entities.
1) HARD-FUSED METHOD
The hard-fused method only considers the entity whose confidence level is greater than a certain threshold and ignores the number of entities that appear in the document. Entity linking may not be sufficiently accurate to avoid mistakes. Removing low-confidence entities can prevent inaccurate background knowledge from being obtained. The hard-fused method does not take into account the number of entities in the document and treats all background knowledge equally. Moreover, different word sequences can be linked to the same entity, which also increases the number of entities in the document, e.g., ''the United Nations'' and ''U.N.''.
The maximum likelihood estimator of word w with respect to document x is defined as P MLE :
where V represents all the words in the vocabulary and c(w, x) is the number of times that word w appears in document x. The probability of word w in the ESLM generated by the hard-fused method with respect to document d is defined as P HF−ESLM :
where Wiki(e) represents the home page document of entity e in Wikipedia; threshold τ is a free parameter that controls the selection of entities in document d, which ranges from 0 to 1; E_SET (d) τ represents the set of identified unique entities in the document d with confidence level greater than or equal to τ , that is, each entity appears in E_SET (d) τ at most once; and |E_SET (d) τ | represents the number of entities contained in E_SET (d) τ . When τ becomes small, HF-ELSM contains more words related to the document d, but the risk of HF-ELSM containing unrelated words increases; This result is reversed when τ becomes large.
2) SOFT-FUSED METHOD
Another interesting method for building an entity semantic language model is the soft-fused method. This method takes into account the confidence level that is generated by Entity linking. The importance of different entities for the document are different and information associated with important entities should be more relevant to the document topic. Entity linking takes into account the compatibility between the entity and the context of the document, and the confidence level of entity linking is calculated based on this compatibility: when an entity is very relevant to the document topic, it is expected to appear in the document and will be assigned a greater degree of confidence. We use the number of entities and the confidence level of Entity linking to estimate the importance of entities to the document, instead of directly calculating their importance. Finally, we carry out the weighted fusion of the entity home page VOLUME 6, 2018 according to the importance of entities to the document. The soft-fused entity semantic language model is defined as P SF−ESLM :
where M (d) represents the collection of all entity mentions in the document d, where an entity mention is a sequence of words or an entity surface name that is used to refer to an entity; e(m) represents the entity to which m refers; and p(m) indicates the confidence level of the identification of m as e(m), which is calculated by Entity linking. Compared with HF-ESLM, SF-ESLM has no free parameter threshold τ and can integrate more entity information. However, it has higher dependence on the quality of Entity linking.
D. TWO-LEVEL MERGING BASED SMOOTHING
In this section we discuss how ESLM is used to smooth the document language model. The corpus language model, as the global information, lacks analysis of the semantic topic of the document. ESLM makes up for this deficiency. Therefore, we combine the two models for smoothing. C. Zhai and J. Lafferty performed extensive experiments to compare several classical smoothing methods in detail [1] , and they obtained a clear ranking order in terms of 3 evaluation measures on title queries: Dirichlet prior is better than absolute discounting, which is better than Jelinek-Mercer. However, they obtained a different ranking order on long queries: Jelinek-Mercer is better than Dirichlet and Absolute Discounting by all 3 evaluation measures on average. To better understand the factors that led to this result, they performed another experiment to explore the effects of the length and verbosity of the query on the smoothing methods. The experimental results showed that the smoothing performance is much more correlated with the verbosity of the query than with the length of the query.
The Smoothing Module should be responsible for two tasks: solving the insufficient sample problem to explain the unseen words in the document, and interpreting the ordinary or noisy words in the query. Accordingly, the Smoothing Module should also play two roles: the estimation role of improving the estimation accuracy of words in the language model, and the query modeling role of interpreting the common or non-informative words in the query. According to previous research, Dirichlet prior is more suitable for the estimation role, whereas Jelinek-Mercer performs best on long, verbose queries and poorly on title queries, which indicates that it is more suitable for the query modeling role. Intuitively, this is very reasonable. Dirichlet prior adjusts the parameters for calculating the probability according to the length of the document, which is very helpful for the estimation role. However, Jelinek-Mercer uses a fixed smoothing parameter for all documents, which is essential for the query modeling role. The Two-Stage smoothing model is designed to play the above two roles [1] :
where λ and µ are two free parameters, P(w|C) represents the probability of word w in the whole corpus language model, and P(w|U ) denotes the probability of word w in the user language model. According to Equation 4 , the Two-Stage smoothing method first uses the corpus language model to smooth the document language model according to the Dirichlet prior, thereby playing the estimation role. Then, it uses the user background language model to smooth the document language model for a second time according to Jelinek-Mercer, thereby playing the query modeling role. However, there is no way to directly estimate the user language model. In [1] , they conjecture that the user language model is consistent with the corpus language model and that the user language model can be replaced by the corpus language model; with this substitution, Equation 4 becomes
In Two-Stage smoothing, the corpus language model itself plays the roles of estimation and query modeling. We hold that an accurate and comprehensive language model should be able to distinguish between document-related words and document-unrelated words and their probabilistic information is provided by two different sources of information separately: ESLM and the corpus language model. The corpus language model is a document-independent language model that is based on the global statistics and provides a priori information about each word. It has two advantages: it is used to estimate the probabilities of document-unrelated words, and prevents overfitting when estimating the probabilities of document-related words. As a complement to the corpus language model, ESLM is used specifically for documentrelated words to smooth the document language model, in the context of the document theme, rather than the context of the general global corpus, which has no specific theme. The probabilities in ESLM can correctly reflect the correlations between words and the topic of the document. It is also believed that the entities in the document and their relationships represent the theme of the document, and constitute the background knowledge of the topic of the document together with the background information of these entities in the knowledge base. ESLM is more likely to reflect the probability distribution of words under the document topic, especially the probability distribution of the unseen words that are related to the document.
Since ESLM and the corpus language model contain different instances of smoothing information, two-level smoothing tries to fuse these two information instances on the basis of Two-Stage smoothing. The first corpus language model plays as the estimation role in evaluating document topics in Two-Stage smoothing. However, we argue that the language model that is used in the estimation role should be related to the topic of the document. The characteristics of Dirichlet prior can help it well play the estimation role. The second corpus language model can make good use of the Jelinek-Mercer feature to play the query modeling role to interpret document-unrelated words. Therefore, we use ESLM instead of the corpus language model in the estimation role to obtain our first two-level smoothing method as P TL1 (w|d):
where P ESLM (w|d) can be P HF−ESLM (w|d) or P SF−ESLM (w|d), and λ and µ are two free parameters as previously introduced. If µ is set to 0 in Equation 6, P TL1 reduces to the standard Jelinek-Mercer smoothing. Setting λ = 0 results in Dirichlet prior smoothing with ESLM. Moreover, we utilized another combination approach to obtain our second two-level smoothing method: replacing the second corpus language model in the query modeling role with ESLM. In this way, ESLM is considered as an extension of the original document. The probability of a word is made up of two parts, which are joined together by Jelinek-Mercer. The first part is the original Dirichlet prior. It can adjust the weights of the different models according to the length of the document, and it can well avoid overfitting and estimate the probabilities of document-unrelated words. The second part is ESLM, which is added as a supplement to the Dirichlet prior smoothed language model as P TL2 (w|d):
V. EXPERIMENT
In this section, we experimentally evaluate the effectiveness of our smoothing method on the TREC data set. The experimental results show that our method can effectively improve the information retrieval performance, compared with other existing smoothing methods.
A. EXPERIMENTAL SETUP
We perform experiments on 500 thousand web pages in the ClueWeb09B dataset on TREC. The ClueWeb09B dataset contains the 50 million English-language pages of the ClueWeb09 dataset, which consists of approximately 1 billion web pages in ten languages, which were collected in January and February 2009. This dataset is widely used to test the performance of new information retrieval methods [32] , [34] , [35] , [37] and is also the standard test collection for many tracks of the TREC conference. The TREC conference provides 200 query statements for this data set and their corresponding document relevance judgments. Another great benefit of using the ClueWeb09B dataset is the availability of high-quality entity linking results for each document in the dataset FACC1, which was produced by Google. This allows us to easily access each document's set of corresponding entity home pages in Wikipedia, by using the public Freebase and Wikipedia APIs. We first use the open-source tool python-readability to extract the title and body of the document and then use the open-source search engine framework whoosh to index data sets. Next, we process the document using the porter stemmer and the stop-word remover.
To evaluate the performance of our model, we consider three basic smoothing models for comparison experiments:
• JM-LM: The Jelinek-Mercer smoothing method [6] is defined in Equation 8 and is denoted as JM-LM:
It contains a free parameter to control the ratio of the corpus language model and the document language model.
• Dir-LM: The Dirichlet prior smoothing method [7] , which is generally accepted as the best smoothing method, is defined in Equation 9 and denoted as Dir-LM:
Unlike JM-LM, it automatically adjusts the ratio between the corpus language model and the document language model based on the length of the document. It gives higher weight to the probability that was obtained by the document language model when the document is longer.
• TS-LM: The Two-Stage smoothing method [1] is the most similar to our model and is denoted as TS-LM. However, our model takes into account the background information of entities in the knowledge base and can better estimate the correlations between words and document themes. We start from the assumption that smoothing should play the two roles of estimation and query modeling and propose the entity-based two-level smoothing framework. We propose two different entity semantic language model building methods to evaluate document background information. These two methods are combined with the previous two-level smoothing framework to produce four different smoothing strategies as follow:
• HF1-LM: We combine HF-ESLM with the TL1 smoothing method to obtain Equation 10 and denote the smoothed language model as HF1-LM:
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• SF1-LM: We combine SF-ESLM with the TL1 smoothing method to obtain Equation 11 and denote the smoothed language model as SF1-LM:
• HF2-LM: We combine HF-ESLM with the TL2 smoothing method to obtain Equation 12 and denote the smoothed language model as HF2-LM:
• SF2-LM: We combine SF-ESLM with the TL2 smoothing method to obtain Equation 13 and denote the smoothed language model as SF2-LM:
According to the formula, when λ is 0, the first two models degenerate into the Dir-LM smoothing method based on the entity semantic language model and the latter two models degenerate into the original Dir-LM method. When µ is 0, the first two models degenerate into an ordinary JM-LM smoothing method and the latter two models degenerate into the JM-LM smoothing method based on the entity semantic language model. In the next section, we test the performances of our four models from different perspectives. We use the simplest retrieval model to calculate the final score of the document. Assuming that the prior probabilities of all documents are the same, the score of each document is accumulated based on the query word's logarithmic probabilities in the smoothed document language model as
Finally, we employ the three commonly used evaluation indicators on the TREC dataset: mean average precision (MAP), normalized discounted cumulative gain (nDCG) and expected reciprocal rank (ERR). We compare the results of these indicators at different reporting depths. The grid search method is used to find the optimal values of the free parameters. The threshold τ of HF-ESLM and parameter λ are chosen from {0, 0.1, 0.2, . . . , 0.8, 0.9}. The value of the free parameter µ is set to each one in {100, 300, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250, 2500, 2750, 3000, 4000}. To avoid overfitting, 20-fold cross-validation is used to evaluate the effect of each set of parameters. That is, queries are randomly divided into 20 groups, and in each round, the grid search method is used to optimize 19 sets of groups, and the performance on the remaining set of query statements is used as an estimate of the performance of the free parameters. Table 1 shows the best performances of the seven models on the ClueWeb09B dataset. The best result under each indicator is shown in bold. We list the results of each indicator at two different reporting depths. The number to the right of @ symbol indicates the reporting depth. For example, MAP@100 represents the MAP value of the first 100 documents in the sorted result. The results indicate that Dir-LM outperforms the JM-LM method on six metrics, as in many previous experiments. TS also outperforms JM-LM and its performance is comparable to that of Dir-LM. This is very reasonable because TS-LM was designed to combine the advantages of JM-LM and Dir-LM. Moreover, it has greater flexibility. However, as we analyzed earlier, because TS-LM considers only document-independent corpus information, it does not achieve optimal performance. According to Table 1 , the four methods proposed in this paper perform better than or as well as to the first three methods on almost all 6 indicators. This result confirms the effectiveness of introducing background information of entities from Wikipedia and the stability of our methods.
B. PERFORMANCE ON KEYWORDS AND VERBOSE QUERIES
To more clearly analyze of the role of ESLM in the proposed smoothing framework, we further compared the performance differences of the model under keyword queries and verbose queries. Fortunately, each query provided by TREC comes with a ''description'' section, which contains the detailed description of the information needs of the corresponding keyword query statement. The experimental results are shown in Table 2 . TS-LM and Dir-LM have similar performances on keyword queries, and outperform JM-LM. However, on redundant query statements, the performance gap between JM and the other methods is very small, and sometimes JM-LM outperforms them on some indicators. The differences in performance between Dir-LM and JM-LM on keyword queries and redundant query statements again highlights the importance of the two roles of estimation and query modeling in smoothing. As a result, our model performs well on both keyword and verbose statements. HF2-LM, which was proposed in this paper, achieved the best performance in almost every respect. Overall, HF2-LM and SF2-LM outperform HF1-LM and SF1-LM, which suggests that ESLM is better suited to be added to the original document language model as extension information. Because the overall performance of SF-ESLM is worse than that of HF-ESLM and the entity linking results provided by FACC1 are of high quality, we think that the entity's background information from Wikipedia can provide the correlation information between words and documents, without the need to consider the occurrence frequencies of entities in the document.
We evaluate the document sort of the query statements in TREC and the results of query 77 and query 88 are selected in Table 3 . The numbers in Table 3 represent the true scores of the document, and the higher the score, the more relevant the document is. This experiment also demonstrates that the entity semantic language model can provide semantic information that words can't offer, and the strongly related documents are placed in front of the result list using proposed model.
C. PARAMETRIC SENSITIVITY
This section will study the influence of free parameters on model performance. We use nDCG@10 as the performance measure and compare the performance changes of TS-LM, HF1-LM, SF1-LM, HF2-LM and SF2-LM when the free parameters λ, µ and τ change. In each run, we select only one parameter to observe, while the other parameter is set to the optimal value. Figure 3 shows how the model varies with parameter λ. TS-LM reaches its maximum when λ is small; then, TS-LM gradually decrease as λ increases. This indicates that the second corpus models in the TS-LM formula do not contribute much to the smoothing performance and that the corpus model alone is not capable of playing the roles of estimation and query modeling. HF1-LM and SF1-LM reach their peaks when λ approaches 0.4. HF2-LM and SF2-LM achieve their maximum values when λ is equal to approximately 0.5. This indicates that the introduction of ESLM into TS-LM can greatly improve its smoothing effect and that ESLM accounts for a large proportion of the smoothing model. When λ approaches 1, the performances of all models dropped sharply because of the loss of the original document information. However, the performance of HF2-LM is still much better than those of other models. This clearly shows that the HF-ESLM is closer to the subject of the document than the corpus language model or SF-ESLM, and can more accurately evaluate the correlations between the words and the document.
In Figure 4 , HF2-LM is always in the lead when µ takes various values. This emphasizes the robustness of the Hard-fused method. All models achieve their maximum values when µ equals approximately 200. This is related to the average length of the documents in the corpus. We use python-readability as the web page text content extractor, and it removes most of the tag and script content, leaving only a small amount of text information. With the increase of µ, the SF1-LM method decreases the most, even more than the TS method. This again emphasizes that in our proposed four schemes, SF-ESLM performs worse than HF-ESLM, and TL1 performs worse than TL2. Figure 5 shows the impact of the free parameter τ on HF1-LM and HF2-LM. When τ is relatively small, HF1-LM and HF2-LM contain all of the linked entities, and their performances are somewhat moderate with high robustness because they contain a wealth of entity information. When τ is large, they contain only the information of very high-confidence entities. This phenomenon may be attributed to the consideration of the compatibility between entity document context information when performing entity linking.
VI. CONCLUSIONS
In this paper, we try to find a smoothing method to measure the correlations between words and document themes. Based on the analysis and summary of existing smoothing methods, we conclude that a good language model should correctly reflect the semantic relevance of words to the document theme. Such a model performs two tasks: interpreting the document-related words, and interpreting the documentindependent words. An entity-based language model smoothing approach is proposed for information retrieval, which uses semantic correlation and takes entities as bridges for building the entity semantic language model through a knowledge base. In this approach, entities in the documents are linked to an external knowledge base, such as Wikipedia. Then, the entity semantic language model is generated by using soft-fused and hard-fused methods. A two-level merging strategy is also presented to smooth the language model according to whether a given word is semantically relevant to the document or not, which integrates the Dir-smoothing and JM-smoothing methods. We implemented experiments on the ClueWeb09B dataset to compare our models with other effective smoothing methods. The experimental results show that the retrieval performance of HF2-LM relative to baselines is improved by an average of 10.18% on 6 indicators. In the future, we'll explore ways to better construct ESLM, and improve the performance of ESLM in the smoothing query language model. 
