We show that the generalised Stieltjes constants () n x  may be represented by infinite series involving logarithmic terms. In particular we have
 may be analytically continued to the whole s plane except for a simple pole at . For example, Hasse (1898 Hasse ( -1979 showed that [26] (1.2) It may be noted from (1.1) that ( ,1) ( ) ss  = .
We easily see from (1. 2) that The Stieltjes constants n  (or Euler-Mascheroni constants) are the coefficients of the Laurent expansion of the Riemann zeta function about .
(2.3)
Since it is clear that . An elementary proof of 0 ( ) ( ) xx  =− was recently given by the author in [21] (this formula was first obtained by Berndt [2] in 1972).
We note from (2.1) that (2.4) In the particular case 0 m = we have the familiar formula for the digamma function As we shall see later, this may be directly confirmed by integrating (3.14) .
The vanishing of the integral in (2.19) tells us that the function () n x  must assume both positive and negative values in the interval [1, 2] (and it is well known that this is indeed the case with the digamma function (  must have at least one real zero in the interval [1, 2] .
We note from (2.10) that
In view of this equality, we see that for 1 n  () n x  must have at least two real zeros in the interval [1, 2] . Furthermore, there must exist at least one [1, 2] 
Using ( 
We also have similar expressions for 0 p q     , namely
The values of () n u  are also known [20] in the case where u is a rational number.
An infinite series for the generalised Stieltjes constants () n x
 It is well known that the Stieltjes constants n  may be represented by the limit Osler [34) ] has provided an interesting derivation of the above formula using partial sums of the Riemann zeta function.
In 1972 Berndt [2] showed that
3) was recently given by the author [19] . 
Dilcher [24] also showed by a different method that We shall find that the following lemma is exceedingly useful. 
In particular, note that the single logarithmic term 1 log ( ) n Nx + + has been replaced by a finite sum together with a residual term that vanishes as N → . This form assumes importance in various applications encountered in this paper.
Proof
It is easily seen that 11 1 
 
This proves Lemma 3.1. Whilst this derivation superficially involve integration, it should be noted that it is purely algebraic in character (i.e. it is a finite telescoping sum).
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The above identities may be represented in a slightly different manner as follows. 
and using Lemma 3.1
where we have now started the summation at 1 k = .
Therefore, as N → we obtain
. This limit appears to be obvious but a separate evaluation is outlined below.
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We have 1 11 
st  is the incomplete gamma function.
With 0 m = we have 
As a check on our algebra, let us consider the simplest case, namely 0  . We have using (3.15) With 0 x = in (3.24) we obtain with (1) Hence, we obtain the familiar result ( 1 ) They noted that 20 and and, assuming that is real and greater than 1, the above two equations may be subtracted to give (3.26)
The well-known limit (1.3) may be immediately derived from the above.
Equation ( 
 
which is equivalent to (3.10).
In fact, serendipitously, through a private communication received from Jacques Gélinas in January 2019, I found out that (3.10) had already been discovered by Jensen [29] in 1897.
We now bring this Section to a close by presenting a very short and direct (albeit heuristic) proof of (3.9).
We consider the integral (ii) Kanemitsu et al. [40] showed in 2004 that (see also [38] We then obtain the difference 
and we also note that this is equivalent to where  is the von Mangoldt function [28] such that ( ) log kp = when k is a power of a prime number p and ( ) 0 k = otherwise.
We may therefore employ (3.6) in Lemma 3.1 Based on some complex math by Matsuoka [33] , Coffey [14] proved that The n  constants were considered by Sitaramachandrarao [35] in 1986 and by Lehmer [32] in 1988 where they are defined as We also see that ( 
and formal differentiation gives us (boldly assuming that the operation is valid) The latter integral may be easily obtained by parametric differentiation.
Therefore we have and in particular we have log( ) y u k =+ Similar exercises could be undertaken in respect of the known limit formulae for the Glaisher-Kinkelin constants [12] (albeit involving more complexity).  is an integer and, for convenience, we specify the initial conditions (1) (1) 0 kk gg  == .
Some relations involving the derivatives of the Hurwitz zeta function
We have in particular using (2.1) Referring to (2.7) we see that 11 0 log( ) log( 1) () 1 n n x n x n x n   = ++  − = −  ++   and hence we have
Another integration gives us (5.3) should be multiplied by x (this formula was also incorrectly quoted in [30] ). The corrected formula is displayed below.
(5.11) 
We may approach Proposition 5.1 in a slightly different direction as set out below.
We note from (1.1) that 
 
We next assume that we may change the order of summation and integration The case 0 k = is easily checked using Lerch's formula (2.17).
Some connections with Dilcher's generalised gamma functions
Dilcher [24] defined generalised gamma functions by Dilcher [24] showed that (6.1) ( ) 
