Abstract. Let G be a simple, undirected graph. Positive semidefinite (PSD) zero forcing on G is based on the following 1 color-change rule: Let W 1 , W 2 , . . . , W k be the sets of vertices of the k connected components in G − B (where B is a set of blue 2 vertices). If w ∈ W i is the only white neighbor of some b ∈ B in the graph G[B ∪W i ], then we change w to blue. A minimum positive 3 semidefinite zero forcing set (PSDZFS) is a set of blue vertices that colors the entire graph blue and has minimum cardinality. The 4 PSD propagation time of a PSDZFS B of graph G is the minimum number of iterations that it takes to color the entire graph 5 blue, starting with B blue, such that at each iteration as many vertices are colored blue as allowed by the color-change rule. The 6 minimum and maximum PSD propagation times are taken over all minimum PSD zero forcing sets of the graph. It is conjectured 7 that every propagation time between the minimum and maximum propagation time is attainable by some minimum PSDZFS (this 8 is not the case for the standard color-change rule). Tools are developed that aid in the computation of PSD propagation time.
is the set of vertices w such that w ∈ W ti , for some i ∈ {1, 2, . . . , m}, and w is the only white neighbor of that Z + (G) = 3 and PT + (G) = 3 e.g. using B = {a, f, g}. However {a, b, c, f } has a propagation time of 4.
63
As in [9] we will define a set of forces instead of the more often used chronological list of forces since when (for the set of forces F) is T = {T b | b ∈ B}. An optimal forcing tree cover is a forcing tree cover from a set of 69 forces of a minimum PSDZFS [8] .
70
Example 1.5. In this example we illustrate some of the previous definitions. e, g → f }. We also have pt + (G) = 2, e.g. using {a, c, g}, and PT + (G) = 3.
74
The following observation allows us to concentrate, for the most part, on connected graphs.
75
Observation 1.6. If G is disconnected with connected components C 1 , C 2 , . . . , C k , then 76 pt(G) = max{pt(C i )}, PT(G) = max{PT(C i )}, pt + (G) = max{pt + (C i )} and PT + (G) = max{PT + (C i )}.
77
Let G be a graph with vertex set V (G) and edge set E(G). If U ⊆ V (G) then the complement of U is 
85
The complete graph on n vertices is denoted K n and is the graph where N [v] = V (G) for every vertex v in 86 G. A graph is bipartite on n + m vertices if V (G) can be partitioned into two sets of cardinality n and m such 87 that edges only occur between the two sets and not within the two sets. A bipartite graph G = (V + W, E),
88
|V | = n, |W | = m, is complete bipartite, denoted K n,m , if edge vw exists for every v ∈ V and w ∈ W . A star 89 on n + 1 vertices is a complete bipartite graph of the form K 1,n .
90
Definition 1.7. Let G be a graph and B a PSDZFS with pt + (G, B) = t. We will call the t + 1-tuple
91
(|B
+ |, |B
+ |, . . . , |B
+ |) the forcing list sequence of B and will denote it by FLS(G, B).
92
In Example 1.5 FLS(G, B) = (3, 1, 2, 1).
93
Remark 1.8. pt + (G, B) is equal to one less than the length of FLS(G, B) so minimizing or maximizing 94 one will minimize or maximize the other. Also, the sum of the elements in FLS(G, B) is |G|.
95
Definition 1.9. Let G be a graph and U, V ⊆ V (G) and v ∈ V (G). Define the distance from a set U to a Figure 1 .4 has universal full forcing. In Figure 1 .5 we have a graph
108
where B 1 = {1, 6} has full forcing but B 2 = {6, 9} does not since 6 cannot force its neighbors at the first time 
121
However, since a standard zero forcing set is also a PSDZFS, if Z + (G) = Z(G) we can say pt + (G) ≤ pt(G). 
The following is clear from Definitions 1.2, 1.3 and because the worst we can do is force exactly one vertex 123 blue at each time step. Also, the only way for a graph to have PSD propagation time 0 is if it is a set of isolated 124 vertices.
125
Observation 1.16. Let G be a graph with at least one edge. Then
Furthermore, if B is a PSDZFS such that at least k vertices are forced at each time step then
2. Propagation Time Interval.
129
Definition 2.1. The PSD propagation time interval of G is defined as 
150
Corollary 2.5.
153
It has been established that a cycle C n has Z + (C n ) = 2 [2].
154
Observation 2.7. If C n is a cycle on n vertices then C n has universal full forcing
155
Proposition 2.8. Let C n be the cycle on n vertices, then
Proof. Since C n has universal full forcing then by Remark 1.13 we have to minimize and maximize dist(B, B)
159
to find pt + (C n ) and PT + (C n ), respectively. If we label our vertices
To fill the propagation time interval we let B i = {v 1 , v i } for i = 2, 3, . . . , d.
162
The ability to swap one vertex into and one vertex out of a PSDZFS and not change the PSD propagation 163 time by more than 1 is a valuable tool for establishing full PDS propagation time intervals. The proof of Lemma 164 2.10 is based on arguments in [10] . We state the result related to Lemma 2.10 as Lemma 2.9.
165
Lemma 2.9.
[10] Let G be a graph and B be a PSDZFS of G with v ∈ B such that v → w at the first time
166
step. Then B = (B\{v}) ∪ w is also a PSDZFS for G.
167
Lemma 2.10. Let G be a graph and B be a PSDZFS with v ∈ B such that v → w at the first time step.
168
Define B := (B\{v}) ∪ w. Then w → v at the first time step and pt force using B . Now B has been forced blue so the rest of the graph can be forced.
176
Since w → v at the first time step we clearly have our upper bound. The way to achieve the lower bound 
180
Definition 2.11. Let G be a graph with PSDZFS B and B be another PSDZFS with the same cardinality. 
B max is a minimum PSDZFS such that PT + (G) = pt + (G, B max ) and we can migrate from B min to B max then
190
G has a full PSD propagation time interval.
191
Corollary 2.13 gives us a method to establish full propagation time for unicyclic graphs and provides
192
alternate proofs for trees and cycles.
Proposition 2.14. Let G be a unicyclic graph. Then G has a full propagation time interval.
194
Proof. Let G be a unicyclic graph with cycle C n and label the cycle vertices r 1 , r 2 , . . . , r n . Let T i be a 195 rooted tree with root r i so G = C n ∪ T 1 ∪ · · · ∪ T n . Observe that Z + (G) = 2 and that minimum PSDZF sets are
196
of the form {v i , v j } with v i ∈ V (T i ) and v j ∈ V (T j ), i = j. Now we will show that we can migrate from {v i , v j }
197
to {v i , v k }. First we observe that if v j = r j then v j will force each of its neighbors at the first time step. Using 198 this idea iteratively we can migrate from {v i , v j } to {v i , r j }. Similarly, we can migrate from {v i , r j } to {r i , r j }.
199
Notice that r j can force its cycle neighbors, which will allow us to migrate from {r i , r j } to {r i , r k }. Now we can 
225
Corollary 2.19. If G is a graph and u is a duplicate vertex in G then
If the PSD propagation time interval is full for G, it is also full for G − {u}.
229
Remark 2.20. Let G be a nontrivial graph. Add a vertex u to G that is duplicate to some vertex v ∈ V (G) Proof. By Proposition 2.17
Note that B := B ∪ {u} is a minimum PSDZFS for G and that
+ for all t. Now we will
239
show the other containment.
240
First notice that B 
262
Theorem 2.24. If G = K n is a graph with a universal vertex u, then u is in every efficient PSDZFS.
263
Proof. Let B be an efficient PSDZFS for G , that is pt
no more forcing occurs then Z + (G ) = n − 1 and G is a K n . Since we are assuming G = K n we know B since v is isolated in G − B and u is blue. In other words,
+ for all j ≥ 2. In particular, this is true for j = pt + (G ),
is not complete.
270
Theorem 2.24 confirms that a star K 1,n , n > 1, has a unique efficient PSD zero forcing set. We should also the middle vertex of P 3 is universal but is not in any minimum zero forcing set, let alone an efficient one.
274
Theorem 2.25. Let G be a graph with no isolated vertices and add a universal vertex u to get G . Then:
2. If B is a PSDZFS for G then B = B ∪ {u} is a PSDZFS for G and pt + (G, B) = pt + (G , B ). 
6. If the PSD propagation time interval is full for G it is also full for G .
282
Proof. Let G be a graph with no isolated vertices and add universal vertex u to get G . By can be achieved by simply finding a minimum PSDZFS for G and adding u to it. Now, let B be a PSDZFS
then u must be the only vertex forced at the first time step. Let's say v ∈ B forces u.
287
Once u is forced we can remove it without affecting future forces, again by Remark 2.23. This means B is 288 a PSDZFS for G = G − u. If this is the case then we can change v from blue to white and still have a
289
PSDZFS for G since v will be be isolated when we remove the blue vertices. Thus B \{v} is a PSDZFS for G 
299
This means that adding the universal vertex u to G adds at most one to PT + (G). Thus pt + (G) = pt + (G ),
, and if the PSD propagation time interval is full for G, it is also full for G . 
311
Here we study some well known graph families. For most of these families we determine the minimum and Proof. Let G = W n , then by [11], Z + (G) = 3. Also notice that the hub of the wheel is a universal vertex. In 317 particular, adding a universal vertex to C n−1 gives W n . By Theorem 2.25, pt + (C n−1 ) = pt + (W n ). Therefore,
318
by Proposition 2.8, pt + (W n ) = (n − 1) − 2 4 = n − 3 4 .
319
Let B consist of three consecutive cycle vertices. Observe that we force the hub at the first time step, and at 320 every other step we force at most two vertices, thus pt
321 corresponding propagation times are bound above by n − 3 2 . Therefore PT + (G) = n − 2 2 .
323
The PSD propagation time interval is full by Theorem 2.25.
324
We define K n1,n2,...,n k to be the complete multipartite graph on
n i vertices where we partition the 325 vertices into sets V n1 , V n2 , . . . , V n k such that:
• for 1 ≤ i < j ≤ k, v ∈ V ni and w ∈ V nj means vw ∈ E(G).
329
If k = 2 we say G is complete bipartite.
330
Proposition 3.2. If n 1 ≥ n 2 ≥ · · · ≥ n k , k ≥ 2, n 1 ≥ 2, and G = K n1,n2,...,n k then pt + (G) = 1 and
propagation time interval is full.
333
Proof. Let G be as hypothesized. Then Z + (G) = n 2 + n 3 + · · · + n k by [11] . Clearly G is not a set of 334 isolated vertices so pt + (G) ≥ 1. As in the definition, we denote the vertex partition sets by V n1 , V n2 , . . . , V n k .
335
Note that if 
337
Now let B be a minimum PSDZFS. Suppose first that there are distinct i, j, k such that V ni − B, V nj − B
338
and V n k − B have at least one element. Then G − B is connected so we apply standard zero forcing. However,
339
this tells us that every vertex of B has at least two white neighbors so no forcing occurs and B is not a minimum
340
PSD zero forcing set.
341
So if B is a minimum PSDZFS at most two vertex partition sets, say V ni and V nj , initially have white has at least two white neighbors so B is not a minimum PSDZFS.
344
Thus the only possibilities are: V ni ⊆ B, V nj ⊆ B, |V ni − B| = 1 or |V nj − B| = 1. In the former two cases 345 pt + (G, B) = 1. In the latter cases we only have one connected component at the first iteration of our algorithm 346 so we apply standard zero forcing. Without loss of generality assume |V ni − B| = 1, then V nj has one blue 347 vertex initially and that blue vertex has one white neighbor in V ni so that is the only force we perform. Now,
348
at the second iteration when we remove the blue vertices all of the remaining white vertices are isolated thus 349 pt + (G, B) = 2.
350
Obviously the PSD propagation time interval is full. concentrates on the PSD propagation times and PSD zero forcing numbers of some Cartesian products. has two of them. Clearly, B max has maximized the length of FLS(G, B max ) so PT + (G) = pt + (G, B max ) = s.
368
Finally, we can achieve all other integers in the PSD propagation time interval by letting B i = {v i1 , v i2 } for deletions and/or edge contractions. The Hadwiger number, h(G), is the largest r such that K r is a minor of G.
373
Theorem 3.4.
Proof. Let G be as in the theorem. Note that H = P 3 P 3 is a minor of G. Label the vertices of H 
386
The c-cube Q c , c ≥ 1, is defined as repeated Cartesian products of K 2 . In particular,
The c-cube is also known as the cth hypercube. 
395
Of course we can always find pt + and PT + by identifying all possible minimum PSDZF sets and their 396 corresponding propagation times. We do this for the cartesian products K s P t , s ≥ 3 and t ≥ 2, and K 3 K 3 .
397
Lemma 3.9. Let G = K s P t , s ≥ 3 and t ≥ 2, where K 
406
If a ≤ i and i + 1 ≤ b then we can find a path, P v , from v to v ji that has no vertices of C. We can also find a 407 path, P w , from v j(i+1) to w that contains no vertices of C. Then the path consisting of P v , P w and the edge 408 between v ji and v j(i+1) is a path from v to w that contains no vertices of C. Since v and w were arbitrary C
409
is not a cut set. We can use a similar argument if we assume C is spread out between more copies of K s , or 410 nonadjacent copies of K s .
411
Lemma 3.10. Let G = K s P t , s ≥ 3 and t ≥ 2, where K Proof. Let G = K s P t as above. Note that Z + (G) = s by [11] and observe that if B is one of the above 418 three sets then B is a minimum PSDZFS. Also note that the result is obvious for s = 2. Now we suppose that 419 s ≥ 3, t ≥ 3 and that B is a vertex subset of G, |B| = 2, and B is not one of (1), (2) or (3).
420
This means that B is not a cut set so we apply standard zero forcing at the first time step. We will argue 421 that no forcing occurs. Clearly B is not contained in one copy of K s and if B is contained in three or more
Therefore each vertex in B has at least two white neighbors 423 within the copy of K s that it is contained in so no forcing occurs.
424
Now we suppose that B is contained in two copies of K s , say K 
Case 1:
Since B is not an almost end set |B 1 | ≤ s − 2 so every vertex in B 1 is adjacent to at least two white vertices
s . Further, we note that |B 2 | ≤ s − 1 so each vertex in B 2 is adjacent to one white vertex in K
s .
431
However, since t ≥ 3 each vertex in B 2 is also adjacent to a white vertex in K (3) s so no forcing occurs.
432
Case 2: 1 < i < t − 1
433
Then |B 1 | ≤ s − 1. Then every vertex in B 1 has at least one white neighbor in B 1 and one white neighbor 434 not in B 1 so no vertices in B 1 do no forcing. A similar argument can be made for B 2 so no forcing occurs.
435
Therefore, B must be one of the above three forms.
436
Proposition 3.11. If G = K s P t , s ≥ 3 and t ≥ 2, then pt + (G) = t − 1 2 and PT + (G) = t. Further,
437
438
Proof. Let G = K s P t and B be the set of vertices of the the t 2 th copy of K s . Then B exhibits full 439 forcing and minimizes dist(B, B) so by Remark 1.13 pt + (G) = pt + (G, B) = t − 1 2 .
440
Note that the first two types of minimum PSDZF sets in Lemma 3.10 all force at least s vertices at each up to symmetry there are only 5 minimum PSDZF sets, as analyzed below. Let B be a minimum PSDZFS.
449
Subcase 1: One of the remaining K 3 's has two blue vertices (see Figure 3 .2a).
452
Up to symmetry these are all the same PSDZFS and pt + (G, B) = 2.
454
Subcase 2: Each remaining K 3 has one blue vertex.
455
If they are in the same position (e.g. both the top vertex) then B is not a PSDZFS. If they are in 456 different positions then, up to symmetry, they are all the same and pt + (G, B) = 2 (see Figure 3 .2b).
458
Case 2: Two K 3 's have two blue vertices. 
470
The minimum and maximum propagation times for various graph families are summarized in Table 3 .1,
471
which also includes the PSD zero forcing number and information about whether the PSD propagation time 472 interval is full.
473
Notice that Proposition 3.8 is only a partial result in the sense that it does not establish PT + (C 4 K 3 ).
474
Using the mathematical computer software SAGE [14] we were able write a brute force algorithm to calculate 475 the PSD zero forcing number of a given graph and determine whether the PSD propagation time interval is full 476 for a given graph. The URL in [5] has instructions on how to access the software in SAGE and a link to the 477 actual code with comments (psd prop time interval.py). This software was used to obtain the next two results.
478
Proposition 3.13. Let G = C 4 K 3 , then PT + (G) = 3 and G has a full PSD propagation time interval.
479
Proposition 3.14. If |G| ≤ 10 then G has a full PSD propagation time interval.
480
Conjecture 3.15. The PSD propagation time interval is full for all graphs.
482 Table 3 .1: Summary of Graph Family Results 4. Graphs with extreme propagation time.
483
Extreme propagation time was studied in [9] . In this section we investigate extreme minimum and maximum 
509
Proof. ⇐ This direction is shown by applying Corollary 2.6.
510
⇒ Assume T is a tree and PT + (T ) = |T | − 2. Clearly T is not a path else PT + (T ) = |T | − 1. We also know 511 that Z + (T ) = 1 so in order to get PT + (T ) = |T | − 2, there is a single time step such that we force 2 vertices.
512
As soon as a degree k vertex is blue it will force k − 1 vertices. This means exactly one vertex has degree 3 and 513 one of its neighbors has degree 1, thus T = S(k, l, 1).
514
Proposition 4.5. If T is a tree, pt + (T ) = |T | − 2 if and only if T = P 3 or T = P 4 .
515
Proof. If T = P 3 or P 4 we observe that pt + (T ) = |T | − 2. Now assume T is a tree, so Z + (T ) = 1, and 516 pt + (T ) = |T | − 2. Then we can force two vertices at only one time step of the PSD zero forcing algorithm. By 517 Remark 1.13, all the vertices must be degree two or less, so T is a path. This in turn limits us to P 3 or P 4 . forcing.
531
A graph G is a graph of two parallel paths if there exist two independent induced paths that cover all the 532 vertices of G and such that any edges between the two paths can be drawn as straight lines that do not cross 533 [12] . A simple path is not considered to be such a graph and two disjoint paths not connected is considered to 534 be such a path. Let G be a graph of two parallel paths P 1 and P 2 . If v ∈ V (G) then path(v) is the parallel path 535 that contains vertex v and path(v) denotes the parallel path that does not contain v. By first(P i ) and last(P i )
536
we mean the first and last vertex of path
similarly. A zigzag graph is a special graph of two parallel paths and is found in [9], Definition 3.6.
539
A graph G on two parallel P 1 and P 2 is a zigzag graph if it satisfies the following conditions:
There exists a path Q = (z 1 , z 2 , . . . , z l ) that alternates between two paths P 1 and P 2 such that:
541
(a) z 2i−1 ∈ V (P i ) and z 2i ∈ V (P 2 ) for i = 1, 2, . . . , l + 1 2 ;
542
(b) z j ≺ z j+2 for j = 1, 2, . . . , l − 2.
543
2. Every edge of G is an edge of P 1 , P 2 , or Q or is of the form 544 z j w where 1 < j < l, w ∈ path(z j ), and z j−1 ≺ w ≺ z j+1 .
545
The number l in Q is called the zigzag order.
546
An example of a zigzag graph is shown in Figure 4 .4. 1. deg(first(P 1 )) > 1 or deg(first(P 2 )) > 1 (both paths cannot begin with a degree one vertex)
Proof. Let G be connected, |G| = n, contain a cycle with PT + (G) = n − 2. Then we note that Z + (G) = 2
553
and there exists some PSDZFS such exactly one vertex is forced at each time. By Corollary 4.7 our two maximal 554 oriented forcing trees from B are directed paths and we are performing standard zero forcing; we call these 555 forcing paths.
556
To show that G is a zigzag we follow the analysis from Theorem 3.7 of [9] . Let B be a minimum PSDZFS such 557 that exactly one force is performed at each time step. Relabel the vertices of G as V (G) = {−1, 0, 1, 2, . . . , n−2}, 558 B = {−1, 0}, 0 → 1 and vertex t is forced at time t. Then G is a graph on two parallel paths P 1 and P 2 , which G is a zigzag graph.
564
Now we show that conditions (1) - (3) 
572
Corollary 4.9. If G is a graph with PT + (G) = |G| − 2 then G is one of the following graphs:
573
• P n−1∪ P 1
574
• S(k, l, 1)
575
• A zigzag graph such that 
583
Then if G has any appended trees we have a cut vertex that is in a minimum PSDZFS. However, Remark 1.14 584 says that if we have a cut vertex in our PSDZFS we force multiple vertices at the first time step. Since exactly 585 one vertex is forced at each time step G can have no appended trees. For similar reasons G cannot have any 586 minimum PSDZF sets that are a cut set. This means that the zigzag order of G is 3, so G is a cycle, and in 587 particular G = C 3 .
588
Corollary 4.11. If G is a graph with pt + (G) = |G| − 2 then G is a P 3 , P 4 , C 3 or P 2∪ P 1 . Furthermore,
589
each of these graphs has a full PSD propagation time interval. 
631
The following definition is from [9] . Suppose H 1 = (V 1 , E 1 ) and H 2 = (V 2 , E 2 ) are graphs of the same 632 order and µ : V 1 → V 2 is a bijection. Define the matching graph (H 1 , H 2 , µ) to be the graph constructed as the 633 disjoint union of H 1 , H 2 and the perfect matching between V 1 and V 2 defined by µ. From the same paper we 634 also have the following theorem about standard zero forcing.
635
Theorem 4.19.
[9] Let G = (V, E) be a graph. Then any two of the following conditions imply the third.
Proof. First assume H is disconnected with vertices {1, 2, . . . , n} and let G = (H, K n , µ) be a matching 
+ = µ(l) and B
+ = µ(V (C k )). Therefore B is a PSDZFS and Z + (G) = n − 1.
656
If H is connected we contract all of the vertices of H into one vertex and we will have created a K n+1 657 minor, so n ≤ Z + (G). If we choose our initial blue set of vertices to be V (K n ), we will force the graph in one 658 time step, thus Z + (G) = n and pt + (G) = 1.
