We determine the derived representation type of Nakayama algebras and prove that a derived tame Nakayama algebra without simple projective module is gentle or derived equivalent to some skewedgentle algebra, and as a consequence, we determine its singularity category.
Introduction
Let k be an algebraically closed field of arbitrary characteristic, let A be a finite dimensional k-algebra and let D b (A-mod) be the bounded derived category of the category of finitely generated modules A-mod. One of the main problems in the representation theory of algebras is a classification of indecomposable finitely generated modules. The dichotomy theorem of Drozd [18] divides all finite dimensional algebras according to their representation type into tame and wild. In the case of tame algebras a classification of indecomposable modules is relatively easy, in the sense that for each dimension d they admit a parametrization of d-dimensional indecomposable modules by a finite number of 1-parameter families. The situation is much more complicated for wild algebras. This singles out the problem of establishing the representation type of a given algebra.
During the last years there has been an active study of derived categories. In particular, a notion of derived representation type was introduced for finite dimensional algebras [21] . The tame-wild dichotomy for derived categories over finite dimensional algebras was established in [5] (see also [19, 3] ). The structure of the derived category is known for a few classes of finite dimensional algebras (see e.g. [7, 8, 14, 24, 26] ).
In this paper, we are interested in the case when A is derived-tame. The derived representation type is well-known for tree algebras [10, 20] , for blowing-up of tree algebras [15] , for algebras with radical square zero [5, 4] , and for nodal algebras [14] .
Recall that A is said to be a Nakayama algebra if every left and right indecomposable projective A-module has a unique composition series. It is well-known (see e.g. [1, Thm. V.3.2] and [32] ) that A is a connected basic Nakayama algebra with n non-isomorphic simple modules if and only if A is isomorphic to a bound quiver algebra kQ/I, where kQ is the path algebra of a quiver Q, which is of one of the following two types: L n : 1 a 1 / / 2 a 2 / / · · · a n−1 / / n , C n : 0 a 0 / / 1 a 1 / / · · · a n−2 / / n − 1 a n−1 i i , and I is an admissible ideal of kQ. In this case, there is a minimal set of paths in Q generating the ideal I, which will be denoted by R A . A path a i a i+1 · · · a i+m−1 ∈ R A is called a minimal m-relation. We will asume also that Q 0 = {1, 2, . . . , n − 1, n} in the case of Q = L n , and Q 0 = Z/(n) in the case of Q = C n . Following [17] we call a Nakayama algebra kQ/I a line algebra in case of Q = L n , and a cycle algebra in case of Q = C n .
We introduce a class D of Nakayama algebras as follows.
Definition 1.1. A finite dimensional, basic and connected Nakayama algebra A = kQ/I belongs to D if the following conditions are satisfied:
(C1) The ideal I is generated by a set of paths of length two or three.
We call a minimal 3-relation isolated if it does not satisfy the condition (C2).
Recall that, if A is an algebra of finite global dimension, then its Euler quadratic form is defined on the Grothendieck group of A by 
Remark.
1. In the case of line algebras, Theorem 1.2 follows from [10, 20] . 2. Derived equivalence classification of Nakayama algebras is known for the case of line algebras [10, 20] , and for the case of gentle cycle algebras [9] . 3. The piecewise heredity of truncated line algebras have been studied in [27] .
Following [11, 25, 34] , the singularity category D sg (A) of A is the Verdier quotient of D b (A-mod) with respect to the full triangulated subcategory consisting of perfect complexes (see [38] or e.g. [29] for the construction of the quotient category). As a corollary of Theorem 1.3 and [30, 16] , we determine the singularity category of a derived tame cycle algebra (cf. [17] 
denotes the triangulated orbit category in the sense of [31] .
An immediate consequence of Corollary 1.4 is the following result. The structure of this article is as follows. In Section 2, we review some preliminary results about derived categories and derived representation type classification of finite dimensional k-algebras. Moreover, we also recall the definitions of gentle and skewed-gentle algebras as initially provided in [2] and [23] , respectively. In Section 3, we prove Theorems 1.2 and 1.3, and Corollary 1.4.
Preliminaries
2.1. Derived representation type. Let A be an associative finite dimensional k-algebra. We denote by A-mod the category of left finitely generated A-modules, by D(A) its derived category, and by D b (A-mod) the derived category of bounded complexes whose terms are in A-mod. It is well-known that D b (A-mod) can be identified with the homotopy category K −,b (A-pro) of bounded above complexes of finitely generated projective A-modules with bounded homologies. Recall that every object in K −,b (A-pro) is homotopy equivalent to a minimal one (see e.g. [28] and [22] ), i.e., to a complex C • = (C n , d n ) such that Im d n ⊆ rad C n−1 for all n. If C • and C ′ • are two minimal complexes, then they are isomorphic in D(A) if and only if they are isomorphic as complexes. Moreover, any morphism f : C • → C ′ • in D(A) can be presented by a morphism of complexes, and f is an isomorphism if and only if the latter one is. For convenience, we write composition of morphisms from left to right.
Let A 1 , A 2 , . . . , A t be all pairwise non-isomorphic indecomposable projective A-modules (all of them are direct summands of A). If P is a finitely generated projective A-module, then P decomposes uniquely as
where for all 1 ≤ i ≤ t, p i is a non-negative integer. Denote by r(P ) the vector (p 1 , p 2 , . . . , p t ). Let P • = (P n , d n ) be a bounded complex whose terms are finitely generated projective A-modules. The sequence (. . . , r(P n ), r(P n−1 ), . . . ) (it has only finitely many nonzero entries) is called the vector rank r • (P • ) of P • .
The following definition provides a version of derived tameness and wildness from [5] for finite dimensional algebras. Definition 2.1.
(i) We call a rational family of bounded minimal complexes over A a bounded complex (P • , d • ) of finitely generated projec-
for a nonzero polynomial f (t), and Im d n ⊆ JP n−1 , where J = rad A. For a rational family (P
projective A-modules of this vector rank, except finitely many isomorphism classes, are isomorphic to P • (m, λ) for some P • ∈ P and some inN and λ ∈ k. The set P is called a parameterizing set of A-complexes.
where Σ is the free k-algebra in 2 variables, such that Im d n ⊆ JP n−1 and, for any finite dimensional Σ-modules L, L ′ :
Note that, according to Definition 2.1, every derived discrete (in particular, derived finite) algebra [39] is derived tame (with the empty set P). On the other hand, it is proved in [5] that every finite dimensional algebra over an algebraically closed field is either derived tame or derived wild.
Quivers with relations.
A quiver Q is a tuple (Q 0 , Q 1 , s, t) consisting of a set Q 0 of vertices, a set Q 1 of arrows, and maps s, t : Q 1 → Q 0 which specify the starting and ending vertices for each arrow a ∈ Q 1 . Given two vertices i and j we define Q 1 [i, j] as the set of all arrows from i to j. A path p in Q of length ℓ(p) = n ≥ 1 is a sequence of arrows a 1 , . . . , a n such that s(a i+1 ) = t(a i ) for 1 ≤ i < n. In this situation, we set s(p) = s(a 1 ) and t(p) = t(a n ). Note that we write paths from left to right for convenience. On the other hand, the concatenation pp ′ of two paths p, p ′ in Q is defined in the natural way whenever s(p ′ ) = t(p). Every vertex i ∈ Q 0 determines a path e i (of length 0) with s(e i ) = i and t(e i ) = i. A quiver Q determines the path algebra kQ, which has a k-basis consisting of all the paths in Q, and the multiplication is given by the path-concatenation provided that exists, or zero otherwise. The algebra kQ is finite-dimensional precisely when Q does not contain an oriented cycle. An ideal I ⊆ kQ is called admissible if I ⊆ rad 2 (kQ) where rad(kQ) is the radical of the algebra kQ. It is wellknown that if k is algebraically closed, any finite-dimensional k-algebra is Morita equivalent to a quotient kQ/I where I is an admissible ideal. By a slight abuse of notation, we identify paths in the quiver Q with their cosets in kQ/I.
We denote by R m
A (resp., R ≥m A , resp., R ≤m A ) the set of minimal relations in R A of length m (resp., greater or equal that m, resp., less or equal that m).
For a vertex i ∈ Q 0 such that a i−1 a i = 0, let e = j∈Q 0 \{i} e j and we denote by A(i) the full subalgebra eAe of the algebra A. Then we can assume that
Gentle algebras.
Let Q be a quiver and let I be an admissible ideal in the path algebra kQ.
Definition 2.2. The pair (Q, I) is said to be special biserial [12, 37] if the following conditions hold. A k-algebra A is called gentle [2] , if it is Morita-equivalent to a factor algebra kQ/I, where the par (Q, I) is gentle.
The next theorem follows from [35] (see also [7] ). Theorem 2.4. Any gentle algebra is derived tame.
2.4. Skewed-gentle algebras. Let Q be a quiver with a fixed distinguished set of vertices, which we denote by Sp, and R a set of relations for Q. We call the elements of Sp special vertices, and the remaining vertices are called ordinary.
For a triple (Q, Sp, R), we consider the pair (
Let (Q, Sp, R) be a skewed-gentle triple. We associate to each vertex i ∈ Q 0 a set, which we will denote by Q 0 (i) in the following way. If i ∈ Sp, then Q 0 (i) = {i}, and if i ∈ Sp, then Q 0 (i) = {i − , i + }. The quiver with relations (Q sg , R sg ) is defined in the following way: s(a) ), β ∈ Q 0 (t(a))},
where λ β = −1 if β = i − for some i ∈ Q 0 , and λ β = 1 otherwise. Note that the relations in R sg are zero-relations or commutative relations. We denote by a − (resp., a + ) the arrows of the form (i − , a, j) or (i, a, j − ) (resp., (i + , a, j) or (i, a, j + )).
Definition 2.6. A k-algebra A is called skewed-gentle [23] , if it is Moritaequivalent to a factor algebra kQ sg / R sg , where the triple (Q, Sp, R) is skewed-gentle.
The next theorem follows from [23] (see also [8] ).
Theorem 2.7. Any skewed-gentle algebra is derived tame.
2.5.
Derived equivalence and derived tameness. We recall that if for finite dimensional k-algebras A and B, the derived categories D b (A-mod) and D b (B-mod) are equivalent as triangulated categories, then A and B are said to be derived equivalent. By a fundamental result due to Rickard [36] , this happens exactly when there exists a complex T • in K b (A-pro) (called a tilting complex ) with the following properties: We recall the following result from [21] . We now define a special class of cycle truncated k-algebras as follows. Let n > 0, r ≥ 2 and set C(n, r) = kQ/I, where Q = C n and I is generated by the set {a i a i+1 · · · a i+r−1 | i ∈ Q 0 }. Note that a similar class of line algebras has been investigated in [27] . Proof. If r = 2, A is a gentle algebra, then is derived tame by Theorem 2.4. Assume next that r ≥ 3. It was proved in [3, Cor. 2.5] that if A is self-injective then A is either derived discrete (see [39] ) or derived wild. Since the algebras A = C(n, r) are all self-injective and not derived discrete by [39] , the statement follows.
Note that Lemma 3.2 was also proved in [40, Prop. 3.1] by using cleaving functors. Proof. Without loss of generality, we can assume that a 0 a 1 a 2 is an isolated 3-relation. Note that this means that n > 1.
We consider first a particular case, and then the general case.
(a) Assume first that R
It is easy to check that the complex T • is tilting and the endomorphism algebra End D b (A-mod) (T • ) is isomorphic to the algebra B = kQ B /I B which can be obtained from A as follows: the quiver Q B is obtained from Q by replacing the subquiver 0 a 0 / / 1 a 1 / / 2 a 2 / / 3 for the subquiver of the form
3 and I B is the ideal of kQ B generated by the set R B obtained from R A by replacing the relation a 0 a 1 a 2 for the relations a n−1 b, bc and ba 2 , and keeping the remaining elements of R A . Since B is an algebra with radical square zero and Q B is neither of Dynkin nor of Euclidean type, it follows from [5, Thm. 3.1] that B is derived wild and hence A is derived wild by Theorem 2.8. (b) Because of (a) it remains to prove the result in the case that there exists i ∈ Q 0 \{1, 2} such that a i−1 a i / ∈ R A and n > 2. Let B = A(i).
It is easy to see that b, c, d, f ∈ (Q B ) 1 in any of these cases. We prove that ba 1 c is an isolated 3-relation in the algebra B. For this, we need to show that ba 1 c ∈ R B and dba 1 , a 1 cf / ∈ R B . Since a 0 a 1 a 2 ∈ R A , then ba 1 c ∈ I B . If i = 0, then ba 1 = a 0 a 1 , and thus ba 1 / ∈ I B . If i = 0, then ba 1 = a n−1 a 0 a 1 and a n−1 a 0 / ∈ I A and since a 0 a 1 a 2 is an isolated 3-relation, ba 1 / ∈ I B . In a similar way we can show that a 1 c / ∈ I B . Therefore, ba 1 c ∈ R B . Suppose that dba 1 ∈ R B . If i = 0, then d = a n−2 and b = a n−1 a 0 . Since dba 1 ∈ R B , we have a n−2 a n−1 a 0 a 1 ∈ I A and db = a n−2 a n−1 a 0 , ba 1 = a n−1 a 0 a 1 / ∈ I A , which implies a n−2 a n−1 a 0 a 1 ∈ R A and which contradicts the condition (C1). The case i = n − 1 is analogous. If i / ∈ {n − 1, 0}, then d = a n−1 and b = a 0 . Since dba 1 ∈ R B , we have a n−1 a 0 a 1 ∈ I A and a n−1 a 0 = db, a 0 a 1 = ba 1 / ∈ I A , and thus a n−1 a 0 a 1 ∈ R A , which is a contradiction for a 0 a 1 a 2 is an isolated 3-relation. Therefore dba 1 / ∈ R B . In the similar way we can show that a 1 cf / ∈ R B . Since ba 1 c ∈ R B and dba 1 , a 1 cf / ∈ R B , we have that ba 1 c is isolated 3-relation in the algebra B. The result now follows by induction on n because of Lemma 3.1 and if n = 2, then we are clearly in the case (a). Proof. If a i−1 a i a i+1 ∈ R A for all i ∈ Q 0 , then A = C(n, 3) is a cycle truncated algebra, where n is the number of vertices of Q. In particular, this happens provided that n < 4. Hence A is derived wild in these cases by Lemma 3.2. Therefore we can assume without loss of generality that n ≥ 4, a 1 a 2 a 3 , a 2 a 3 a 4 , a 3 a 4 a 5 ∈ R A and that a 0 a 1 a 2 / ∈ R A . Let B = A(5) and
It is easy to see that b, c, d, f ∈ (Q B ) 1 in any of these cases. We show next that ba 2 a 3 is an isolated 3-relation in the algebra B, i.e., ba 2 a 3 ∈ R B and dba 2 , a 2 a 3 c / ∈ R B . To do this, we consider the cases n = 4, 5 and n > 5.
Case n = 4: Since a 1 a 2 a 3 ∈ R A , it follows that ba 2 a 3 ∈ I B and a 1 a 2 , a 2 a 3 / ∈ I A . On the other hand, since a 0 a 1 a 2 / ∈ R A and a 0 a 1 , a 1 a 2 ∈ I A , it follows that a 0 a 1 a 2 / ∈ I A and thus ba 2 / ∈ I B . Since ba 2 a 3 ∈ I B and ba 2 , a 2 a 3 / ∈ I B , we obtain that ba 2 a 3 ∈ R B , and since a 3 g ∈ R B , it follows that dba 2 , a 2 a 3 c / ∈ R B .
Case n = 5: Since a 1 a 2 a 3 ∈ R A and a 1 , a 2 , a 3 ∈ (Q B ) 1 , we have that a 1 a 2 a 3 ∈ R B . Suppose that dba 2 ∈ R B . Then a 4 a 0 a 1 a 2 ∈ I A and a 4 a 0 a 1 / ∈ I A . If a 0 a 1 a 2 / ∈ I A , then a 4 a 0 a 1 a 2 ∈ R A , which contradicts the condition (C1). Therefore a 0 a 1 ∈ I A for a 0 a 1 a 2 / ∈ R A , which is a contradiction with db / ∈ R B . Hence dba 2 / ∈ R B . Since a 3 a 4 a 0 ∈ R A , it follows that a 3 g ∈ R B and thus a 2 a 3 c / ∈ R B .
Case n > 5: Since a 1 a 2 a 3 ∈ R A and a 1 , a 2 , a 3 ∈ (Q B ) 1 , we obtain that a 1 a 2 a 3 ∈ R B , and since a 0 a 1 a 2 / ∈ R A and a 0 , a 1 , a 2 ∈ (Q B ) 1 , it follows that dba 2 / ∈ R B . On the other hand, since a 3 g ∈ R B , we have that a 2 a 3 c = a 2 a 3 g / ∈ R B .
Since in all these cases ba 2 a 3 ∈ R B and dba 2 , a 2 a 3 c / ∈ R B , we obtain that ba 2 a 3 is an isolated 3-relation in the algebra B, and thus B is derived wild by Lemma 3.3. Therefore A is derived wild by Lemma 3.1.
Lemma 3.5. Let A = kQ/I be a derived tame cycle algebra. Then the ideal I can be generated by relations of length two or three.
Proof. Suppose that there exists a cycle derived tame algebra A = kQ/I with some minimal relation ρ = a 0 a 1 · · · a m−1 ∈ R A of length l(ρ) = m ≥ 4. We can assume that such A has a minimal number n of vertices.
Case n ≤ 2: Since there exists ρ ∈ R A with l(ρ) ≥ 3, it follows by [6] that A is derived wild, which contradicts the derived tameness of A.
Case n = 3: Let B = A(1). Since l(ρ) = m ≥ 4, we have a minimal relation of length greater that two in R B . Hence B is derived wild by [6] and therefore A is derived wild by Lemma 3.1, which is again a contradiction.
Case m > 4: Because of the previous cases we can assume that n > 3. Let B = A(1). Since l(ρ) = m > 4, we have a minimal relation of length greater that three in R B . By [6] if follows that B is derived tame, which is a contradiction with the minimality of n.
From now we assume that ρ = a 0 a 1 a 2 a 3 , i.e., m = 4 and that R A = R ≤4
A . Case n ≥ 4: Suppose that a i−1 a i / ∈ I for some i ∈ Q 0 \ {0, 1, · · · , 4}. Let B = A(i). Since ρ ∈ R B and since B is derived tame by Lemma 3.1, we obtain a contradiction with the minimality of n. Hence we can assume that a i−1 a i ∈ I for all i ∈ Q 0 \ {0, 1, · · · , 4}. Let a n−1 a 0 / ∈ I and B = A(n − 1). It follows from the minimality of n that ga 1 a 2 a 3 / ∈ R B . Hence either a n−1 a 0 a 1 ∈ R A or a n−1 a 0 a 1 a 2 ∈ R A . Similarly, if a 3 a 4 / ∈ I then either a 2 a 3 a 4 ∈ R A or a 1 a 2 a 3 a 4 ∈ R A . Note that a n−1 a 0 = a 3 a 4 = a 3 a 0 for when n = 4. We next consider all the possibilities.
(a) If a n−1 a 0 , a 3 a 4 ∈ I, then R ≥3 A = {a 0 a 1 a 2 a 3 }. If B = A(2), then R ≥3 B = {a 0 ga 3 } and hence a 0 ga 3 is an isolated 3-relation in B. (b) If a n−1 a 0 ∈ I and a 3 a 4 / ∈ I, then either R ≥3 A = {a 0 a 1 a 2 a 3 , a 1 a 2 a 3 a 4 } or R ≥3 A = {a 0 a 1 a 2 a 3 , a 2 a 3 a 4 }. Let B = A(1) (resp., B = A(3)) in the first case (resp., second case). Then R ≥3 B = {ga 2 a 3 } (resp., R ≥3 B = {a 0 a 1 g}) and hence ga 2 a 3 (resp., a 0 a 1 g) is an isolated 3-relation in B. (c) If a n−1 a 0 / ∈ I and a 3 a 4 ∈ I, then we can argue as in the situation (b). (d) Assume that a n−1 a 0 , a 3 a 4 / ∈ I. We have the following cases:
A ⊇ {a n−1 a 0 a 1 a 2 , a 0 a 1 a 2 a 3 , a 1 a 2 a 3 a 4 };
A ⊇ {a n−1 a 0 a 1 , a 0 a 1 a 2 a 3 , a 1 a 2 a 3 a 4 };
A ⊇ {a n−1 a 0 a 1 a 2 , a 0 a 1 a 2 a 3 , a 2 a 3 a 4 };
A ⊇ {a n−1 a 0 a 1 , a 0 a 1 a 2 a 3 , a 2 a 3 a 4 }. In all the cases (d.i)-(d.iv), let B = A (2) . It follows that R ≥3 B ⊇ {a n−1 a 0 g, a 0 ga 3 , ga 3 a 4 } and hence we have three consecutive minimal 3-relations in B. Note that in all of these cases R B ⊆ R ≤3 B , i.e., B satisfies the condition (C1) in Definition 1.1.
In the situations (a)-(c), B is derived wild by Lemma 3.3, whereas in the situation (d), B is derived wild by Lemma 3.4. Hence A is derived wild by Lemma 3.1, which is again a contradiction.
The class D. Let
Then we can assume that A ω = kQ A ω /I A ω , where the quiver Q A ω is obtained from Q A by replacing for each i ∈ Ω the subquiver i − 1 a i−1 / / i a i / / i + 1 by the quiver of the form i − 1 b i−1 / / i + 1 , and I A ω is the ideal of kQ A ω generated by the set R A ω obtained from R A by replacing for each i ∈ Ω the pair of relations a i−2 a i−1 a i , a i−1 a i a i+1 for a i−2 b i−1 , b i−1 a i+1 . It is easy to check that the algebra A ω is gentle (see Subsection 2.3) and thus (Q A ω , Sp, R A ω ) is a skewed-gentle triple (see Subsection 2.4). Then we denote by A Ω the corresponding skewed-gentle algebra
Example 3.6. Let A = kQ A /I B be the algebra such that
and I A is the ideal of kQ A generated by the set R A = {a 0 a 1 a 2 , a 1 a 2 a 0 }.
Then Ω = {2} and A ω = kQ A ω /I A ω is the algebra such that
and I A ω is the ideal of kQ A ω generated by the set
, is a skewed-gentle triple with Sp = {0}, and thus A Ω = kQ A Ω /I A Ω is the algebra such that
where the dotted lines are identified, and I A Ω is the ideal of kQ A Ω generated by the set
and I A is the ideal of kQ A generated by the set R A = {a 0 a 1 a 2 , a 1 a 2 a 3 , a 3 a 0 }. Then Ω = {2} and A ω = kQ A ω /I A ω is the algebra such that
and I A ω is the ideal of kQ A ω generated by the set R A ω = {a 0 b 1 , b 1 a 3 , a 3 a 0 }. Then (Q A ω , Sp, R A ω ) is a skewed-gentle triple with Sp = {3}, and thus A Ω = kQ A Ω /I A Ω is the algebra such that
where the dotted lines are identified and I A Ω is the ideal of kQ A Ω generated by the set
and I A is the ideal of kQ A generated by the set R A = {a 0 a 1 a 2 , a 1 a 2 a 3 , a 3 a 4 a 5 , a 4 a 5 a 0 }. Then Ω = {2, 5} and A ω = kQ A ω /I A ω is the algebra such that
Then (Q A ω , Sp, R A ω ) is a skewed-gentle triple with Sp = {0, 3}, and thus A Ω = kQ A Ω /I A Ω is the algebra such that
Let A be an algebra which belongs to the class D and which is not gentle. Then A is derived equivalent to the skewed-gentle algebra A Ω .
Proof. Define a complex T • = ⊕ i∈Q 0 T i of A-modules as follows. Let T i : 0 → A i → 0 (in degree 0) for i + 1 ∈ Q 0 \ Ω and T i : 0 → A i → A i+1 → 0 (in degrees 1 and 0) for i + 1 ∈ Ω. It is easy to check that the complex T • is tilting and the endomorphism algebra End D b (A-mod) (T • ) is isomorphic to A Ω .
Proof of Theorem 1.2.
Proof. If A is a line algebra then in this situation Theorem 1.2 follows from [10, Thm 1.1] (see also [20] ). Thus we can assume that A is a cycle algebra. The implication (⇒) follows from Lemma 3.5, Lemma 3.3 and Lemma 3.4, whereas the implication (⇐) follows from Proposition 3.9, Theorem 2.7, Theorem 2.8 and Theorem 2.4.
Proof of Theorem 1.3.
Proof. (⇒). Since A is a derived tame cycle algebra, it follows from Theorem 1.2 that A belongs to the class D. If I is generated by relations of length two then A is gentle, and for otherwise the statement follows from Proposition 3.9. (⇐). If A is gentle, then the statement follows from Theorem 2.4. If A is derived equivalent to some skewed-gentle algebra then the statement follows from Theorem 2.7 and Theorem 2.8.
3.5.
Proof of Corollary 1.4. Following [30] , for a cycle algebra A = kQ/I, we denote by C(A) the set of equivalence classes (with respect to cyclic permutation) of repetition-free cyclic paths w 1 · · · w n in Q such that w i w i+1 ∈ I for all i, where we set n + 1 = 1. Moreover, we write l(c) for the length of a cycle c ∈ C(A), i.e. l(w 1 · · · w n ) = n. Since A is derived equivalent to the skewed-gentle algebra A Ω by Proposition 3.9, it follows from [16] that D sg (A) ∼ = D sg (A Ω ) ∼ = D sg (A ω ). Hence we obtain by [30] that
Since |C(A ω )| = 1 and l(c) = |R A | for c ∈ C(A ω ). This finishes the proof of Corollary 1.4 .
