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SOME PROPERTIES OF THE FREE STABLE DISTRIBUTIONS
TAKAHIRO HASEBE, THOMAS SIMON, AND MIN WANG
Abstract. We investigate certain analytical properties of the free α−stable densities on the line. We
prove that they are all classically infinitely divisible when α ≤ 1, and that they belong to the extended
Thorin class when α ≤ 3/4. The Le´vy measure is explicitly computed for α = 1, showing that the free
1-stable random variables are not Thorin except in the drifted Cauchy case. In the symmetric case we
show that the free stable densities are not infinitely divisible when α > 1. In the one-sided case we prove,
refining unimodality, that the densities are whale-shaped that is their successive derivatives vanish exactly
once. Finally, we derive a collection of results connected to the fine structure of the one-sided free stable
densities, including a detailed analysis of the Kanter random variable, complete asymptotic expansions
at zero, a new identity for the Beta-Gamma algebra, and several intrinsic properties of whale-shaped
densities.
1. Introduction
In this paper, we investigate certain properties of free stable densities on the line. The latter are the
solutions f to the following convolution equation
(1) aX1 + bX2
d
= cX + d
where X1,X2 are free independent copies of a random variable X with density f , a, b are arbitrary
positive real numbers, c is a positive real number depending on a, b, and d is a real number. As in the
classical framework, it turns out that there exist solutions to (1) only if c = (aα + bα)1/α for some fixed
α ∈ (0, 2]. We will be mostly concerned with free strictly stable densities, which correspond to the case
d = 0. In this framework the Voiculescu transform of f writes, up to multiplicative normalization,
(2) φα,ρ(z) = −eipiαρz−α+1, =(z) > 0,
with ρ ∈ [0, 1] if α ∈ (0, 1] and ρ ∈ [1−1/α, 1/α] if α ∈ [1, 2]. We refer e.g. to [43] for some background on
the free additive convolution, to [11] for the original solution to the equation (1), and to the introduction
of [29] for the above parametrization (α, ρ), which mimics that of the strict classical framework. Let
us also recall that free stable laws appear as limit distributions of spectra of large random matrices
with possibly unbounded variance - see [10, 18], and that their domains of attraction have been fully
characterized in [12, 13]. In the following, we will denote by Xα,ρ the random variable whose Voiculescu
transform is given by (2), and set fα,ρ for its density. The analogy with the classical case extends to the
fact, observed in Corollary 1.3 of [29], that with our parametrization one has
P[Xα,ρ ≥ 0] = ρ.
The explicit form of the Voiculescu transform also shows that Xα,ρ
d
= −Xα,1−ρ. In this paper, some
focus will put on the one-sided case and we will use the shorter notations Xα,1 = Xα and fα,1 = fα.
Throughout, the random variable Xα,ρ will be mostly handled as a classical random variable via its
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usual Fourier, Laplace and Mellin transforms, except for a few situations where the free independence
is discussed.
Several analytical properties of free stable densities have been derived in the Appendix to [13], where
it was shown in particular that they can be expressed in closed form via the inverse of certain trigono-
metric functions. It is also a consequence of Proposition 5.12 in [13] that save for α = 1, every free
α−stable density is, as in the classical framework, an affine transformation of some fα,ρ. The density
fα,ρ turns out to be a truly explicit function in three specific situations only, which is again reminiscent
of the classical case:
• f2,1/2(x) =
√
4− x2
2pi
for x ∈ [−2, 2], (semi-circular density),
• f1/2(x) =
√
4x− 1
2pix2
for x ≥ 1/4, (inverse Beta density),
• f1,ρ(x) = sin(piρ)
pi(x2 + 2 cos(piρ)x+ 1)
for x ∈ R, (standard Cauchy density with drift).
The study of fα,ρ was carried on further in [27, 29] where, among other results, several factorizations
and series representations were obtained. Our purpose in this paper is to deduce from these results
several new and non-trivial properties. Our first findings deal with the infinite divisibility of Xα,ρ.
Since this random variable is freely infinitely divisible (FID), it is a natural question whether it is also
classically infinitely divisible (ID).
Theorem 1. One has
(a) For every α ∈ (0, 1] and ρ ∈ [0, 1], the random variable Xα,ρ is ID.
(b) For every α ∈ (1, 2], the random variable Xα,1/2 is not ID.
Above, the non ID character of X2,1/2 is plain from the compactness of its support. Observe also
that by continuity of the law of Xα,ρ in (α, ρ) and closedness in law of the ID property - see e.g.
Lemma 7.8 in [48], for every α ∈ (1, 2) there exists some (α) > 0 such that Xα,ρ is not ID for all
ρ ∈ [1/2− (α), 1/2 + ε(α)]. We believe that one can take ε(α) = 1/α− 1/2, that is our above result is
optimal with respect to the ID property. Unfortunately, we found no evidence for this fact as yet - see
Remark 3 for possible approaches.
As it will turn out in the proof, for α ≤ 1 the ID random variables Xα,ρ have no Gaussian component.
A natural question is then the structure of their Le´vy measure. We will say that the law of a positive ID
random variable is a generalized Gamma convolution (GGC) if its Le´vy measure has a density ϕ such
that xϕ(x) is a completely monotonic (CM) function on (0,+∞). There exists an extensive literature on
such positive distributions, starting from the seventies with the works of O. Thorin. The denomination
comes from the fact that up to translation, these laws are those of the random integrals∫ ∞
0
a(t) dΓt
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where a(t) is a suitable deterministic function and {Γt, t ≥ 0} is the Gamma subordinator. We refer
to [14] for a comprehensive monograph with an accent on the Pick functions representation and to the
more recent survey [31] for the above Wiener-Gamma integral representation, among other topics. See
also Chapters 8 and 9 in [49] for their relationship with Stieltjes functions. In Chapter 7 of [14], this
notion is extended to distributions on the real line. Following (7.1.5) therein, we will say that the law
of a real ID random variable is an extended GGC if its Le´vy measure has a density ϕ such that xϕ(x)
and xϕ(−x) are CM as a function of x on (0,+∞). In order to simplify our presentation, we will also
use the notation GGC for extended GGC.
Theorem 2. For every α ∈ (0, 3/4] and ρ ∈ [0, 1], the law of Xα,ρ is a GGC.
Contrary to the above, we think that this result is not optimal and that the random variable Xα,ρ has
a GGC law at least for every α ∈ (0, 4/5] and ρ ∈ [0, 1] - see Conjecture 1. During our proof, we will
show that for every α, ρ < 1 the GGC character of Xα,ρ is a consequence of that of Xα. Unfortunately
this simpler question, which is connected to the hyperbolically completely monotonic (HCM) character
of negative powers of the classical positive stable distribution, is rather involved. Moreover, we will see
in Corollary 1 that the law of Xα is not a GGC for α close enough to 1.
Our next result deals with the case α = 1. According to the Appendix of [13], the Voiculescu transform
writes here, up to affine transformation,
φρ(z) = − 2
pi
(ρpii + (1− 2ρ) log z), =(z) > 0,
for some ρ ∈ [0, 1]. By (2), this means that a free 1-stable distribution is up to translation the law of
the free independent sum
Ca,b
d
= aX1,1/2 + bT,
for a ≥ 0, b ∈ R, where T has Voiculescu transform − log z and will be called henceforth the exceptional
free 1-stable random variable. For example, φ1/2 is the Voiculescu transform of X1,1/2, whereas φ0 is
that of 2
pi
(T + log(pi/2)) and φ1 that of − 2pi (T + log(pi/2)). The density of Ca,b can be retrieved from
Proposition A.1.3 of [13], in an implicit way. In this paper, taking advantage of a factorization due to
Zolotarev for the exceptional classical 1-stable random variable, we obtain the following explicit result.
Theorem 3. The random variable Ca,b is ID without Gaussian component and with Le´vy measure
1
x2
(
a
pi
1{x6=0} + |b|
(
1− |b
−1x| e−2|b−1x|
1− e−|b−1x|
)
1{bx<0}
)
dx,
where the second term is assumed to be zero if b = 0.
This computation implies - see Remark 7 - that the random variable Ca,b is self-decomposable (SD)
and has CM jumps, but that its law is not a GGC except for b = 0. A key-tool for the proof is an
identity connecting T and the free Gumbel distribution - see Proposition 2, providing an analogue of
Zolotarev’s factorization in the free setting, and which is interesting in its own right.
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Figure 1. The free positive 1/2-
stable density (WS).
Figure 2. The free symmetric 1-
stable density (BS).
Our last main result concerns the shape of the densities fα,ρ. It was shown in the Appendix to [13]
that the latter are analytic on the interior of their support, and strictly unimodal i.e. they have a
unique local maximum. These basic properties mimic those of the classical stable densities displayed in
the monograph [58]. A refinement of strict unimodality was recently investigated in [36, 51], where it
is shown that the classical stable densities are bell-shaped (BS), that is their n−th derivative vanishes
exactly n times on the interior of their support, as is the case for the standard Gaussian density. The
free strictly 1-stable density f1,ρ is BS, but it is visually clear that this property is not fulfilled neither
by f2,1/2 nor by f1/2. Let us introduce the following alternative refinement of strict unimodality.
Definition. A smooth non-negative function on R is said to be whale-shaped if its support is a closed
half-line, if it vanishes at both ends of its support, and if
]{x ∈ Supp f, f (n)(x) = 0} = 1
for every n ≥ 1.
The denomination comes from the visual aspect of such functions - see Figure 1 and compare with
the visual aspect of a bell-shaped density given in Figure 2. We will denote by WS the whale-shaped
property and set WS+ (resp. WS−) for those whale-shaped functions whose support is a positive half-
line [x0,+∞) for some x0 ∈ R, resp. a negative half-line (−∞, x0]. Observe that if f ∈ WS+, then
x 7→ f(−x) belongs to WS−. It is easy to see that if f ∈WS+ has support [x0,+∞), then f is positive
on (x0,+∞), f (n)(+∞) = 0 and (−1)n−1f (n)(x0+) > 0 for every n ≥ 1. In particular, the class WBS0
introduced in the main definition of [51] corresponds to those WS+ functions whose support is (0,+∞).
Observe finally that the sequence of vanishing places of the successive derivatives of a function in WS+
increases, by Rolle’s theorem. Other, less immediate, interesting properties of WS functions will be
established in Section 3.8.
Theorem 4. One has
(a) For every α ∈ (0, 1), the density fα is WS+
(b) For every α ∈ (0, 3/4] and ρ ∈ (0, 1), the density fα,ρ is BS
(c) The density of T is WS−
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(d) For a 6= 0 and for b = 0 or ab−1 ∈ piZ, the density of Ca,b is BS.
This result leaves open the question of the exact shape of the density for all α > 1. Observe that the
limiting case α = 2 is rather peculiar since it can be elementally shown that its even derivatives never
vanish, whereas its odd derivatives vanish only once and at zero. But since the BS property is not closed
under pointwise limits, it might be true that fα,ρ is BS whenever its support is R. On the other hand,
in spite of Theorem 4 (c) we think that for α ∈ (1, 2) the visually whale-shaped density fα,1/α, whose
support is a negative half-line, is not in WS−. Indeed, we will see in Proposition 15 that otherwise it
would be ID, and we know that this is not true at least for α close enough to 2.
Our four theorems are proved in Section 2. In the last section, we derive further results related to the
analysis of the one-sided free stable densities. First, we analyze in more detail the Kanter random variable
Kα, which plays an important role in the proof of all four theorems. The range α < 1/5 is particularly
investigated, and two conjectures made in [32] and [17] are answered in the negative. A curious Airy-type
function is displayed in the case α = 1/5. We also derive the full asymptotic expansion of the densities
of Xα, Xα,1−1/α and 1 − T at the left end of their support, completing the series representation at
infinity (1.16) in [29]. We then provide some explicit finite factorizations of Xα and Kα with α rational
in terms of the Beta random variable, and an identity in law for random discriminants on the unit circle
is briefly discussed. These factorizations motivate a new identity for the Beta-Gamma algebra, which
is derived thanks to a formula of Thomae on the generalized hypergeometric function. Stochastic and
convex orderings are obtained for certain negative powers of Xα, where the free Gumbel law and the
exceptional free 1-stable law appear naturally at the limit. We show that some generalizations of the
semi-circular random variable X2,1/2 provide a family of examples solving the so-called van Dantzig’s
problem. Finally, we display some striking properties of whale-shaped functions and densities.
2. Proofs of the main results
2.1. Preliminaries. The proofs of all four theorems rely on the following result by Haagerup and Mo¨ller
[27] who, using a general property of the S−transform, have computed the fractional moments of Xα.
They obtain
E[Xsα] =
Γ(1− s/α)
Γ(2− (1/α− 1)s)Γ(1− s)
=
(
1
1 + (1− 1/α)s)
)
×
(
Γ(1− s/α)
Γ(1− s)Γ(1− (1/α− 1)s)
)
for s < α. Identifying the two factors, we get the following multiplicative identity in law
(3) Xα
d
= U1−1/α × Kα,
where U is uniform on (0, 1) and Kα is the so-called Kanter random variable. The latter appears in the
following factorization due to Kanter - see Corollary 4.1 in [33]:
(4) Zα
d
= L1−1/α × Kα,
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where L has unit exponential distribution and Zα is a classical positive α−stable random variable with
Laplace transform E[e−λZα ] = e−λα and fractional moments
E[Zsα] =
Γ(1− s/α)
Γ(1− s)
for s < α. Observe that the random variable Kα has fractional moments
(5) E[Ksα] =
Γ(1− s/α)
Γ(1− (1/α− 1)s)Γ(1− s)
for s < α, and in particular a support [a−1α ,+∞) which is bounded away from zero, with
aα = α
−1(1− α)1− 1α = lim
n→+∞
E[K−nα ]1/n,
by Stirling’s formula. The density of Kα is explicit for α = 1/2, with
K 1
2
d
=
1
4 cos2(piU/2)
d
=
1
4B 1
2
, 1
2
and where, here and throughout, Ba,b stands for a standard β(a, b) random variable with density
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1
on (0, 1). Plugging this in (3) yields easily
X 1
2
d
=
1
4B 1
2
, 3
2
and we retrieve the aforementioned closed expression of f1/2. Several analytical properties of the density
of Kα have been obtained in [32, 50]. In particular, Corollary 3.2 in [32] shows that it is CM, a fact
which we will use repeatedly in the sequel.
Remark 1. (a) Specifying Haagerup and Mo¨ller’s result to the negative integers yields
E[X−nα ] =
1
nα−1 + 1
(
nα−1 + 1
n
)
, n ≥ 0.
The latter is a so-called Fuss-Catalan sequence, and it falls within the scope of more general positive-
definite sequences studied in [38, 39]. With the notations of these papers, one has Xα
d
= W−11/α,1. This
implies that fα can be written explicitly, albeit in complicated form, for α = 1/3 and α = 2/3 - see
(40) and (41) in [39]. It is also interesting to mention that X−11
2
has Marchenko-Pastur (or free Poisson)
distribution, with density
1
2pi
√
4− x
x
on (0, 4]. More generally, Proposition A.4.3 in [13] - see also (8) in [39] - shows that X−11
n
is distributed for
each n ≥ 2 as the (n−1)-th free multiplicative convolution power of the Marchenko-Pastur distribution.
(b) The negative integer moments of Kα are given by the simple binomial formula
E[K−nα ] =
(
nα−1
n
)
, n ≥ 0.
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This shows that the law of K−1α is of the type studied in [40], more precisely it is ν(1/α, 0) with the
notations therein. By Gauss’s multiplication formula - see e.g. Theorem 1.5.2 in [1] - and Mellin
inversion, this also implies the identity
K−11
3
d
= K−22
3
d
= 27 B 1
3
, 2
3
(1−B 1
3
, 2
3
)
in terms of a single random variable B 1
3
, 2
3
. In particular, the density of Kα can be written in closed form
for α = 1/3 and α = 2/3 as a two-to-one transform of the density of B 1
3
, 2
3
- see also Theorems 5.1 and
5.2 in [40]. As seen above, K−11
2
d
= 4B 1
2
, 1
2
is arc-sine distributed, with density
1
pi
√
x(4− x)
on (0, 4]. It is well-known that this is the distribution of the rescaled free independent sum of two
Bernoulli random variables with parameter 1/2. It turns out that in general, K−11
n
is distributed for
each n ≥ 2 as the (n − 1)-th free multiplicative convolution power of a free Bernoulli process at time
n/(n− 1) - see (6.9) in [40].
(c) The random variable Kα can be expressed as the following explicit deterministic transformation
of a single uniform variable U on (0, 1) :
(6) Kα
d
=
sin(piαU) sin
1−α
α (pi(1− α)U)
sin
1
α (piU)
·
This is Kanter’s original observation - see Section 4 in [33], and it will play an important role in the
proof of Theorem 3. Notice that the deterministic transformation involved in (6) appears in the implicit
expression of the densities fα, which is given in the second part of Proposition A.I.4 in [13] - see also
(11) in [39] for the case when α is the reciprocal of an integer. There does not seem to exist any
computational explanation of this fact. We refer to equation (1) in [20], and also to Propositions 1 and
2 therein for further results on this transformation.
2.2. Proof of Theorem 1.
2.2.1. The case α ≤ 1. We begin with the one-sided situation ρ = 1. Setting bα = a−1α we deduce from
(3) and the multiplicative convolution formula that, for any x > 0,
fα(x+ bα) =
α
1− α
∫ 1+ x
bα
1
y−
2−α
1−αfKα(y
−1(x+ bα)) dy
=
αb
1
1−α
α
1− α
∫ 1
0
x
(bα + tx)
2−α
1−α
fKα
(
bα +
bα(1− t)x
bα + tx
)
dt.
On the one hand, for every t ∈ (0, 1), the function
x 7→ (1− t)x
bα + tx
is a Bernstein function - see [49]. On the other hand, by the aforementioned Corollary 3.2 in [32], the
function z 7→ fKα(bα + z) is CM. Hence, by e.g. Theorem 3.7 in [49], the function
x 7→ fKα
(
bα +
bα(1− t)x
bα + tx
)
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is CM, and so is
x 7→ (bα + tx)−
2−α
1−αfKα
(
bα +
bα(1− t)x
bα + tx
)
as the product of two CM functions. Integrating in t shows that x 7→ x−1fα(x + bα) is CM on (0,∞)
and it is easy to see from Bernstein’s theorem that this implies the independent factorization
Xα
d
= bα + Γ2 × Yα
for some positive random variable Yα where, here and throughout, Γt stands for a standard Γ(t) random
variable with density
xt−1e−x
Γ(t)
on (0,+∞). By Kristiansen’s theorem [35], this shows that Xα is ID.
To handle the two-sided situation ρ ∈ (0, 1), we appeal to the following identity in law which was
observed in [29] - see (2.8) therein:
(7) Xα,ρ
d
= X1,ρ × Xα.
Since X1,ρ has a drifted Cauchy law and since the underlying Cauchy process {X(1,ρ)t , t ≥ 0} is self-similar
with index one, the latter identity transforms into
(8) Xα,ρ
d
= X
(1,ρ)
Xα
which is a Bochner’s subordination identity. By e.g. Theorem 30.1 in [48], this finally shows that Xα,ρ
is ID for every α ∈ (0, 1] and ρ ∈ [0, 1].

Remark 2. (a) The above proof shows that
s 7→ E[(Xα − bα)
s]
Γ(2 + s)
is the Mellin transform of some positive random variable. On the other hand, it seems difficult to find
a closed formula for the Mellin transform E[(Xα − bα)s], except in the case α = 1/2 where
E[(X 1
2
− b 1
2
)s] =
21−2s
pi
Γ(3/2 + s) Γ(1/2− s), s ∈ (−3/2, 1/2).
When α is the reciprocal of an integer, there is an expression in terms of the terminating value of
a generalized hypergeometric function - see Remark 15 (c), but we are not sure whether this always
transforms into a ratio of products of Gamma functions, as is the case for Xα.
(b) We believe that Xα − bα is a Γ3/2−mixture for every α ∈ (0, 1), that is
s 7→ E[(Xα − bα)
s]
Γ(3/2 + s)
is the Mellin transform of some positive random variable. This more stringent property is actually true
for α ≤ 3/4, as a consequence of the above proof and Theorem 2 - see Remark 10 (b).
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2.2.2. The case α > 1 and ρ = 1/2. We first derive a closed expression for the Fourier transform of Xα,ρ,
which has independent interest. It was already obtained as Theorem 1.8 in [29] in a slightly different
manner. Our proof is much simpler and so we include it here. Introduce the so-called Wright function
φ(a, b, z) =
∑
n≥0
zn
Γ(b+ an)n!
with a > −1, b ∈ R and z ∈ C. This function was thoroughly studied in the original articles [54, 55, 56]
for various purposes, and is referenced in Formula 18.1(27) in the encyclopedia [24]. It will play a role
in other parts of the present paper.
Lemma 1. One has
E[eitXα,ρ ] = φ(α− 1, 2,−(it)αe−ipiαρ sgn(t)), t ∈ R.
Proof. The case α = 1 is an easy and classic computation, since X1,ρ has a drifted Cauchy distribution
and φ(0, 2, z) = ez. When α 6= 1, we first observe that since Xα,ρ d= −Xα,1−ρ, it is enough to consider
the case t > 0. Combining e.g. Theorem 14.19 in [48] and Corollary 1.5 in [29] yields
e−(ix)
αe−ipiαρ =
∫ ∞
0
t e−t E[eixt1−1/αXα,ρ ] dt = x
2α
1−α
∫ ∞
0
t e−tx
α
1−α E[eit1−1/αXα,ρ ] dt
for all x > 0. On the other hand, a straightforward computation implies
x
2α
1−α
∫ ∞
0
t e−tx
α
1−α
φ(α− 1, 2,−(it1−1/α)αe−ipiαρ) dt = e−(ix)αe−ipiαρ , x > 0.
The result follows then by uniqueness of the Laplace transform.

We can now finish the proof of the case α > 1, ρ = 1/2, where the above lemma reads
E[eitXα,1/2 ] = φ(α− 1, 2,−|t|α), t ∈ R.
Applying Theorem 1 in [54] and some trigonometry, we obtain the asymptotic behaviour
φ(α− 1, 2,−tα) ∼ κα t−3/2 ecos(pi/α)α(α−1)1/α−1 t cos(3pi/2α + sin(pi/α)α(α− 1)1/α−1 t)
as t → +∞, for some κα > 0. This implies that t 7→ E[eitXα,1/2 ] vanishes (an infinite number of times)
on R, and hence cannot be the characteristic function of an ID distribution - see e.g. Lemma 7.5 in [48].

Remark 3. (a) It was recently shown in Theorem 1 of [7] that for any a, β > 0, the function φ(a, β,−z)
has only positive zeroes on C. Combined with Lemma 1, this entails that the function t 7→ E[eitXα,ρ ]
never vanishes on R for α > 1 and ρ 6= 1/2, so that the above simple argument cannot be applied.
Nevertheless, we conjecture that Xα,ρ is not ID for all α > 1 and ρ ∈ [1− 1/α, 1/α].
(b) When ρ = 1/α, Lemma 1 also gives the moment generating function
E[eλXα,1/α ] = φ(α− 1, 2, λα) =
∏
n≥1
(
1 +
λα
λα,n
)
, λ ≥ 0,
where 0 < λα,1 < λα,2 . . . are the positive zeroes of φ(α−1, 2,−z). Above, the product representation is
a consequence of the Hadamard factorization for the entire function φ(α− 1, 2, z) which is of order < 1
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- see again Theorem 1 in [54], whereas the simplicity of the zeroes follows from the Laguerre theorem
on the separation of zeroes for φ(α− 1, 2, z), which has genus 0.
Consider now the random variable
Yα = b
−1/α
1/α − Xα,1/α = α(α− 1)1/α−1 − Xα,1/α,
whose support is (0,∞) by Proposition A.1.2 in [13], and whose infinite divisibility amounts to that of
Xα,1/α. Its log-Laplace transform reads
− logE[e−λYα ] = α(α− 1)1/α−1λ −
∑
n≥1
log
(
1 +
λα
λα,n
)
(9)
=
∫ ∞
0
(1− e−λαx)
(
(α− 1)1/α−1x−1/α
Γ(1− 1/α) −
∑
n≥1
e−λα,nx
)
dx
x
where in the second equality we have used Frullani’s identity repeatedly and the well-known formula
(1) p.viii in [49]. Putting everything together shows that Xα,1/α is ID if and only if the function on the
right-hand side is Bernstein. Unfortunately, this property seems difficult to check at first sight. Observe
by Corollary 3.7 (iii) in [49] that this function is not Bernstein if the function
x 7→ (α− 1)
1/α−1x−1/α
Γ(1− 1/α) −
∑
n≥1
e−λα,nx
takes negative values on (0,∞), but this property seems also difficult to study. A lengthy asymptotic
analysis which will not be included here, shows that it converges at zero to some positive constant.
(c) Rewriting equation (9) as
λ1/α = b1/α
(∑
n≥1
log
(
1 +
λ
λα,n
)
− logE[e−λ1/αYα ]
)
,
we obtain the factorization
Z1/α
d
= b1/α
(∑
n≥1
Exp(λα,n) + Z
(1/α)
Yα
)
where {Z(1/α)t , t ≥ 0} is the (1/α)−stable subordinator and all quantities on the right-hand side are
independent. This identity is similar to that of the Lemma in [51], except that the parameters λα,n of
the exponential random variables are not explicit.
2.3. Proof of Theorem 2.
2.3.1. The case ρ = 1. Here, we need to show that the law of Xα is a true GGC. To do so, we first
observe that by (3) and some rearrangements, one has
(10) E[e−λXα ] =
αλ
α
1−α
1− α
∫ ∞
λ
E[e−xKα ]x
1
α−1 dx, λ ≥ 0.
A combination of Theorem 6.1.1 and Properties (iv) and (xi) p.68 in [14] imply then that it is enough
to show that the law of Kα itself is a GGC. Alternatively, one can use the main result of [15], since it is
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easily seen that U1−1/α has a GGC distribution. To analyze the law of Kα, we use the identity in law
(11) Kα
d
= K
1
α
−1
1−α ,
a consequence of (5) which shows that both random variables have the same fractional moments. Plug-
ging (11) again into (4) implies that the Laplace transform of K1−α is the survival function of the power
transformation Z
−α
1−α
α . In other words, one has
(12) E[e−xK1−α ] = P[L ≥ xK1−α] = P[Z−
α
1−α
α ≥ x], x ≥ 0.
Setting Fα(x) for the function defined in (12), we next observe that since Kα has a CM density and
support [bα,+∞), this function Fα has by Theorem 9.5 in [49] an analytic extension on C \ (−∞, 0]
which is given by
(13) Fα(z) = exp−
[
b1−αz +
∫ ∞
0
z
t+ z
θα(t)
t
dt
]
for some measurable function θα : (0,∞)→ [0, 1] such that
∫ 1
0
θα(t)t
−1 dt <∞. See also Theorem 51.12
in [48]. Applying now Theorem 8.2 (v) in [49], we see that the GGC property of K1−α is equivalent to
the non-decreasing character of θα on (0,∞), and the following proposition allows us to conclude the
proof of the case ρ = 1.
Proposition 1. The function θα has a continuous version on (0,∞), which is non-decreasing for every
α ∈ [1/4, 1).
Proof. The analysis of θα depends, classically, on the behaviour of Fα near the cut. Assume for a moment
that θα is continuous. For every r > 0 and δ ∈ (0, 1), we have, after some simple rearrangements,
Fα(re
ipi(1−δ))
Fα(reipi(δ−1))
= exp−2i
[
sin(piδ)b1−αr +
∫ ∞
0
sin(pi(1− δ)) θα(rt)
1 + 2 cos(pi(1− δ))t+ t2 dt
]
= exp− [2i sin(piδ)b1−αr + 2ipiE [θα(r(X1,1−δ)+)]]
→ exp−2ipiθα(r)
as δ → 0 since X1,1−δ → 1 in law as δ → 0 and θα is bounded continuous. On the other hand, it follows
from the third expression of Fα in (12) and the first formula of Corollary 1 p.71 in [58], after a change
of variable, that
Fα(x) = 1 +
1
2ipi
∫ ∞
0
e−t
(
e−e
ipiαtαx1−α − e−e−ipiαtαx1−α
) dt
t
, x > 0.
The analytic continuations of Fα near the cut are then expressed, changing the variable backwards, as
Fα(re
ipi) = 1 +
1
2ipi
∫ ∞
0
e−ru
(
eru
α − eruαe−2ipiα
) du
u
and
Fα(re
−ipi) = 1 +
1
2ipi
∫ ∞
0
e−ru
(
eru
αe2ipiα − eruα
) du
u
= Fα(reipi).
Therefore, we obtain
Fα(re
ipi)
Fα(re−ipi)
= e−2ipiηα(r)
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for every r > 0, with the notation
ηα(r) =
1
pi
arg[Fα(re
−ipi)].
Since
=(Fα(re−ipi)) = 1
2pi
∫ ∞
0
e−ru<
(
eru
α − eruαe2ipiα
) du
u
> 0
for every r > 0, the function ηα takes its values in [0, 1] and is clearly continuous. By construction, the
functions t−1ηα(t) and t−1θα(t) have the same Stieltjes transform, and it follows by uniqueness that θα
has a continuous version, which is ηα.
It remains to study the monotonous character of ηα on (0,∞). A first observation is that, expanding
the exponentials inside the brackets and using the complement formula for the Gamma function, the
following absolutely convergent series representation holds:
(14) Fα(re
−ipi) =
∑
n≥0
zneipinα
n!Γ(1− nα) = φ(−α, 1, ze
ipiα)
with z = r1−α. In particular, the function
r 7→ rα−1= (Fα(re−ipi)) = 1
pi
∑
n≥1
Γ(nα)
n!
r(n−1)(1−α)
is absolutely monotonous on (0,∞), and the non-decreasing character of θα will hence be established as
soon as r 7→ rα−1<(Fα(re−ipi)) is non-increasing on (0,∞). We use the representation
<(Fα(re−ipi)) = 1 + 1
2pi
∫ ∞
0
e−r
1−1/αu=(euαe2ipiα) du
u
and divide this last part of the proof into three parts.
• The case α ∈ [1/2, 1). If α = 1/2, we simply have <(F1/2(re−ipi)) ≡ 1. If α > 1/2 we rewrite,
using again the first part of Corollary 1 p.71 in [58],
<(Fα(re−ipi)) = 1
2
+
1
2
(
1− 1
pi
∫ ∞
0
e−r
1−1/αu=(e−uαe−ipiρα) du
u
)
=
1
2
(
1 + P[Zα,ρ ≤ r1−1/α]
)
where ρ = 2−1/α ∈ (0, 1) and Zα,ρ is as in Lemma 1 a real α−stable random variable with positiv-
ity parameter ρ. Thus, <(Fα(re−ipi)) decreases (from 1 to 1/2α) on (0,∞) and rα−1<(Fα(re−ipi))
also decreases on (0,∞), as required.
• The case α ∈ [1/3, 1/2). Setting ρ = 1/α − 2 ∈ (0, 1] and using the same notation as in the
previous case, we rewrite
<(Fα(re−ipi)) = 1 + 1
2pi
∫ ∞
0
e−r
1−1/αu=(e−uαe−ipiρα) du
u
= 1 +
1
2
P[Zα,ρ ≥ r1−1/α]
= 1 +
ρ
2
P[W−αα,ρ ≤ r1−α]
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where Wα,ρ
d
= Zα,ρ |Zα,ρ > 0 is the cut-off random variable defined in Chapter 3 of [58]. Observe
that here, the function r 7→ <(Fα(re−ipi)) increases. Setting hα,ρ for the density function of W−αα,ρ
on (0,∞), we get after a change of variable
rα−1<(Fα(re−ipi)) = rα−1 + ρ
2
∫ 1
0
hα,ρ(r
1−αx) dx,
and it is hence sufficient to prove that the function hα,ρ is non-increasing on (0,∞). Using the
expression for the Mellin transform of Wα,ρ given at the bottom of p.186 in [58] together with
the complement and multiplication formulæ for the Gamma function, we obtain
E[W−αsα,ρ ] =
Γ(1 + s)
Γ(1 + αρs)
× Γ(1− αs)
Γ(1− αρs)
=
2s
1 + s
× Γ(3/2 + s/2)
Γ(3/2)
× Γ(1 + s/2)
Γ(1 + αρs)
× Γ(1− αs)
Γ(1− αρs)
for every s ∈ (−1, 1/α). Identifying the factors and using αρ < 1/2, this implies the identity in
law
W−αα,ρ
d
= 2U × √Γ3/2 × ( Zρ
Z2αρ
)αρ
where all factors on the right hand side are assumed independent. Hence, W−αα,ρ admits U as a
multiplicative factor and by Khintchine’s theorem, its density is non-increasing on (0,∞).
• The case α ∈ [1/4, 1/3). Contrary to the above, the argument is here entirely analytic. We
consider
Gα(r) = <(Fα(r αα−1 e−ipi)) = 1 + 1
2pi
∫ ∞
0
e−ru=(euαe2ipiα) du
u
= 1 +
1
2pi
∫ ∞
0
ecos(2piα)u
α−ru sin(sin(2piα)uα)
du
u
= 1 +
1
2piα
∫ ∞
0
gα,r(t) sin(t) dt
where
t 7→ gα,r(t) = t−1ecot(2piα)t−r(sin(2piα))−1/αt1/α
decreases on (0,+∞). For every k ≥ 0 we have∫ 2(k+1)pi
2kpi
gα,r(t) sin(t) dt =
∫ pi
0
(g(t+ 2kpi)− g(t+ (2k + 1)pi)) sin(t) dt > 0,
so that Gα(r) > 1 for every r > 0. We next compute
(rαGα(r))
′ = αrα−1(Gα(r) +
r
α
G′α(r))
> αrα−1
(
1− r
2piα
∫ ∞
0
ecos(2piα)u
α−ru sin(sin(2piα)uα)du
)
=
rα
2pi
∫ ∞
0
e−ru
(
2piα− ecos(2piα)uα sin(sin(2piα)uα)) du > 0,
since 2piα > 1 ≥ ecos(2piα)uα sin(sin(2piα)uα) for every u > 0. Changing the variable backwards,
this finally shows that r 7→ rα−1<(Fα(re−ipi)) decreases on (0,∞).

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Remark 4. (a) The above argument shows that the survival function x 7→ P[Z−
α
1−α
α ≥ x] is HCM for
every α ≥ 1/4, with the terminology of [14]. A consequence of Corollary 2 is that this is not true anymore
for α < 1/5, and we believe - see Conjecture 1 - that the right domain of validity of this property is
α ∈ [1/5, 1). The more stringent property that Z−
α
1−α
α is a HCM random variable for α ≤ 1/2 was
conjectured in [16] and some partial results were obtained in [16, 17]. In [25], it is claimed that this
latter property holds true if and only if α ∈ [1/3, 1/2].
(b) The analytical proof for the case α ∈ [1/4, 1/3) conveys to the case α ∈ [1/3, 1/2). Nevertheless, it
is informative to mention the probabilistic interpretation of <(Fα(re−ipi)) for α ∈ [1/3, 1/2). Simulations
show that this function oscillates for α < 1/3. See also Section 4.2 for a striking similarity between the
cases α = 1/3 and α = 1/5.
(c) We do not know if the representation (13) holds for the Laplace transform of Xα. Since the latter
is a Γ2−mixture we obtain, similarly as above,
E[e−xXα ] = e−b1−αx
∫ ∞
0
να(dt)
(x+ t)2
for some positive measure να on [0,+∞). This representation would suffice if we could show that the
generalized Stieltjes functions on the right-hand side is the product of two standard Stieltjes functions,
applying Theorem 6.17 in [49] as in the proof of Theorem 9.5 therein. However, this is not true in
general, for example when να is the sum of two Dirac masses. Observe that in the other direction, the
product of two Stieltjes functions is a generalized Stieltjes function of order 2 - see Theorem 7 in [34].
With the notation of [34], we believe that the exact Stieltjes order of E[e−xXα ] is actually 3/2, which
however does not seem of any particular help for (13). Alternatively, because of (10) one would like to
prove that if f has representation (13), then so has x 7→ ∫∞
x
f(y)dy. This is true in the GGC case by
Property xi) p.68 in [14], but we were not able to prove this in general.
2.3.2. The case ρ < 1. The case ρ = 0 follows from Xα,0
d
= −Xα. For ρ ∈ (0, 1) we appeal to (8), the
previous case, and the Huff-Zolotarev subordination formula which is given e.g. in Theorem 30.1 of [48].
Since the law of Xα is a GGC for α ≤ 3/4, its Laplace transform reads
E[e−λXα ] = exp−
[
bαλ +
∫ ∞
0
(1− e−λx) kα(x) dx
x
]
for some CM function kα. Formula (30.8) in [48] and the closed expression of the density of X1,ρ imply
that the Le´vy measure να,ρ of Xα,ρ has density
ψα,ρ(x) = bαψ1,ρ(x) +
sin(piρ)
pi
∫ ∞
0
kα(u)
x2 + 2 cos(piρ)xu+ u2
du
=
sin(piρ)
pi|x|
(
bα
|x| +
∫ ∞
0
kα(|x|u)
1 + 2 cos(piρ) sgn(x)u+ u2
du
)
over R∗, where the closed expression for ψ1,ρ can be deduced e.g. from Theorem 14.10 and Lemma 14.11
in [48]. Both functions xψα,ρ(x) and xψα,ρ(−x) are hence CM on (0,∞).

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Remark 5. Since bα > 0 and the ID random variable X1,ρ has no Gaussian component, the Huff-
Zolotarev subordination formula shows that Xα,ρ does not have a Gaussian component either, and that
for ρ ∈ (0, 1) its Le´vy measure is such that∫
|x|≤1
|x| να,ρ(dx) = +∞.
With the terminology of [48] - see Definition 11.9 therein, this means that the Le´vy process associated
with Xα,ρ is of type C. This contrasts with the classical α−stable Le´vy process which is of type B for
α < 1. When ρ = 1 and α ≤ 3/4, the GGC property shows that the Le´vy process corresponding to Xα
is of type B. We believe that this is true for all α ∈ (0, 1), but this cannot be deduced from the sole
Γ2−mixture property established in Theorem 1.
2.4. Proof of Theorem 3. It is well-known and easy to see from the Voiculescu transform
φ1,1/2(z) = −i
that the free independent sum of X1,1/2 with any random variable is also a classical independent sum.
Hence, the ID character of Ca,b follows from that of T, which is a consequence of Theorem 1 and the
convergence in law
(15)
(1− α)1−α −Xα
1− α
d−→ T as α ↑ 1,
the latter being easily obtained in comparing the two Voiculescu transforms. This concludes the first
part of the theorem. Moreover, it is clear that neither X1,1/2 nor T, whose support is a half-line by
Proposition A.1.3 in [13], have a Gaussian component, and this property conveys hence to Ca,b. Finally,
since the Le´vy measure of X1,1/2 is
1
pix2
1{x 6=0}
as seen in the above proof, we are reduced to show by independence and scaling that the Le´vy measure
of T has density
1
x2
(
1 − |x| e
−2|x|
1− e−|x|
)
1{x<0}.
This last computation will be done in two steps. Consider the random variable
W =
sin(piU)
piU
epiU cot(piU)
and the exceptional 1-stable random variable S characterized by
E[esS] = ss, s > 0.
Proposition 2. One has the identities
S
d
= log L + log W and T
d
= log U + log W.
Proof. We begin with the first identity. Using (4), we decompose
(16)
(1− α)1−α − Zα
1− α
d
= Kα ×
(
1− L1− 1α
1− α
)
+
(
(1− α)1−α −Kα
1− α
)
.
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On the one hand, a comparison of the two moment generating functions yields
(1− α)1−α − Zα
1− α
d−→ S as α ↑ 1.
On the other hand, the right-hand side of (16) is a deterministic transformation, depending on α, of
(L,U) independent. It is easy to see from (6) that
Kα ×
(
1− L1− 1α
1− α
)
a.s.−→ log L as α ↑ 1.
To study the second term, we use the elementary expansions
sin(piαU) = sin(piU) + (α− 1)piU cos(piU) + O((1− α)3)
sin
1−α
α (pi(1− α)U) = 1 + (1− α) log sin(piU(1− α)) + O((1− α)2 log2(1− α))
sin
1
α (piU) = sin(piU)(1 + (1− α) log sin(piU)) + O((1− α)2)
(1− α)1−α = 1 + (1− α) log(1− α) + O((1− α)2 log2(1− α))
which, combined with (6), yield the almost sure asymptotics
(1− α)1−α −Kα
1− α = log
(
sin(piU)
piU
epiU cot(piU)
)
+ O((1− α) log2(1− α)).
Putting everything together completes the proof of the first identity. The second one is derived exactly
in the same way, using (3) and (15).

Remark 6. (a) The first identity in Proposition 2 is actually the consequence of an integral trans-
formation due to Zolotarev - see (2.2.19) with β = 1 in [58]. We have offered a separate proof which
is perhaps clearer, and which enhances the similarities between the free and the classical case echoing
those between (3) and (4). Observe in particular the identity
(17) S
d
= T + log Γ2
reminiscent of Corollary 1.5 in [29], and which is a consequence of Proposition 2 and the standard
identities
(18) Lβ
d
= Uβ × Γβ2
valid for every β ∈ R∗ and their limit as β → 0, which is
(19) log L
d
= log U + log Γ2.
(b) It is interesting to look at these standard identities (18) and (19) in the context of extreme value
distributions. Indeed, the three classical extreme distributions are Fre´chet Lβ for β < 0, Weibull −Lβ
for β > 0 and Gumbel − log L for β → 0, whereas the free counterparts are Uβ for β < 0, −Uβ for
β > 0 and − log U for β → 0 according to the classification of [9].
(c) Recently Vargas and Voiculescu have introduced Boolean extreme value distributions [52]. The
result is the Dagum distribution, which is indexed by β > 0 and has density function
x1/β−1
β(1 + x1/β)2
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on (0,∞). Hence, the Dagum distribution is the law of
(U−1 − 1)β d=
(
L
L
)β
which is the independent quotient of two Fre´chet distributions, and an example of the generalized Beta
distribution of the second kind (GB2). On the other hand, by Proposition 4.12 (b) in [2], the Boolean
α−stable distribution has for α ≤ 1 the law of the independent quotient
Zα,ρ
Zα
and it is interesting to notice that by Zolotarev’s duality - see (3.3.16) in [58] - and scaling, the positive
part of this random variable is distributed as(
Zαρ
Zαρ
)ρ
d−→
(
L
L
) 1
α
as ρ→ 0.
Finding an interpretation about why such quotients appear in those two Boolean cases is left to future
work.
(d) The second identity in Proposition 2 can be rewritten as
eT
d
= U × W.
In [3], it is pointed out that the law of eT is the Dykema-Haagerup distribution, which appears as the
eigenvalue distribution of A∗NAN as N → ∞, where AN is an N × N upper-triangular random matrix
with independent complex Gaussian entries - see [23].
(e) It follows from Euler’s product and summation formulæ for the sine and the cotangent that
log W is a decreasing concave deterministic transformation of U. This implies easily that log W has an
increasing density on its support which is (−∞, 1]. In particular, log W is unimodal. Besides, since the
densities of log U and log L are clearly log-concave on the interior of their support, applying Theorem
52.3 in [48] we retrieve the known facts that S and T are unimodal random variables.
Our second step is to compute the Mellin transform of W.
Proposition 3. One has
E[Ws] =
ss
Γ(1 + s)
= exp
[
s −
∫ ∞
0
(1− e−sx)
(
1− x
ex − 1
)
dx
x2
]
for all s > 0.
Proof. The first equality follows from
ss = E[esS] = E[Ls]E[Ws] = Γ(1 + s)E[Ws], s > 0,
a consequence of the first identity in Proposition 2. To get the second one, we proceed as in the proof
of Lemma 14.11 of [48] and start from Frullani’s identity
log s =
∫ ∞
0
e−x − e−sx
x
dx
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which transforms, dividing the integral at 1 and making an integration by parts, into
s log s =
∫ ∞
0
(e−sx − 1 + sx1{x≤1}) dx
x2
− s
(∫ ∞
0
(e−x − 1 + x1{x≤1}) dx
x2
)
.
On the other hand, it is well-known - see e.g. Proposition 4 (a) in [57] - that
log Γ(1 + s) = −γs +
∫ ∞
0
(e−sx − 1 + sx) dx
x(ex − 1)
where γ = −Γ′(1) is Euler’s constant. Combining the two formulæ yields
logE[Ws] = cs +
∫ ∞
0
(e−sx − 1 + sx1{x≤1})
(
1− x
ex − 1
)
dx
x2
= c˜s −
∫ ∞
0
(1− e−sx)
(
1− x
ex − 1
)
dx
x2
where c, c˜ are two constants to be determined. But it is clear that c˜ is the right end of the support of
log W which we know, by Remark 6 (c), to be one. Alternatively, one can use Binet’s formula
γ =
∫ ∞
0
(
e−x
1− e−x −
e−x
x
)
dx,
which is 1.7.2(22) in [24] for z = 1, and rearrange the different integrals, to retrieve c˜ = 1. This completes
the proof.

We can now finish the proof of Theorem 3. Putting together Propositions 2 and 3, we get
logE[esT] = logE[Us] + logE[Ws] = − log(1 + s) + logE[Ws]
= s −
∫ ∞
0
(1− e−sx)
(
1− x e
−2x
1− e−x
)
dx
x2
where the third equality follows from rearranging Frullani’s identity and the second equality in Propo-
sition 3. All of this shows that the ID random variable T has support (−∞, 1] - in accordance with
Proposition A.1.3 in [13], and that its Le´vy measure has density
1
x2
(
1 − |x| e
−2|x|
1− e−|x|
)
1{x<0}
as required.

Remark 7. (a) The first equality in Proposition 3 shows that W has the distribution ν0 studied in
Theorem 6.1 of [38]. This distribution also appears in Sakuma and Yoshida’s limit theorem - see [47].
Finally, combining this equality and the second identity in Proposition 2 implies
E[esT] =
ss
Γ(2 + s)
for all s > 0, which was previously obtained in [3] by other methods, and will be used henceforth.
(b) It is easy to see that the function
x 7→ 1
x
− 1
ex − 1
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decreases from 1/2 to zero on (0,∞). By Corollary 15.11 in [48], this shows that log W is SD. A further
computation yields
(20)
1
x2
(
1 − x
ex − 1
)
=
∫ ∞
0
e−ux(u− [u]) du, x > 0.
This implies that log W has CM jumps and that, by Theorem 3, so does T whose Le´vy measure has
density
e−|x|
|x| +
1
x2
(
1 − |x|
e|x| − 1
)
=
∫ ∞
0
e−u|x|(u− [u− 1]+) du, x < 0.
By Theorem 51.12 in [48], the latter computation also implies that the law of the positive random
variable 1 − log W is a mixture of exponentials (ME) viz. it has a CM density, which improves on
Remark 6 (d) and will be used henceforth. Reasoning as in Corollary 3.2 in [32] finally implies that the
law of
1
W
− 1
e
is an ME as well.
(c) Making an integration by parts in (20) yields
1
x
(
1 − x
ex − 1
)
=
∫ ∞
0
e−ux
(
du−
∑
n≥1
δn(du)
)
where δ stands for the Dirac mass. By (7.1.5) in [14], this implies that the law of log W is not a GGC,
and the same is true for T because
1
x
(
1 − x e
−2x
1− e−x
)
=
∫ ∞
0
e−ux
(
du−
∑
n≥2
δn(du)
)
.
By (15) and Theorem 7.1.1 in [14], this yields the following negative counterpart to Theorem 2.
Corollary 1. There exists α0 < 1 such that for every α ∈ (α0, 1), the law of Xα is not a GGC.
This also implies that there is a function δ : (α0, 1)→ [0, 1) such that Xα,ρ is not a GGC for α ∈ (α0, 1)
and ρ ∈ [δ(α), 1]. Observe on the other hand that it does not seem possible to apply our methods to Xα,ρ
with a fixed ρ ∈ (0, 1). Indeed, as in the classical case, the possible limit laws of affine transformations
of Xα,ρ with ρ ∈ (0, 1) fixed and α→ 1 are given only in terms of X1,ρ, whose law is a GGC.
2.5. Proof of Theorem 4.
2.5.1. The one-sided case. By (3) and Corollary 3.2 in [32], we have the independent factorisation
Xα
d
= bα U
−1/β(1 + X)
where 1/β = 1/α − 1 and X has a CM density on (0,∞). We will now show the WS property for all
positive random variables of the type
Y = U−1/β(1 + X) − 1
with β > 0 and X having a CM density on (0,∞). Setting f, g for the respective densities of Y,X, the
multiplicative convolution formula shows that
f(x) =
β
(x+ 1)β+1
∫ x
0
(y + 1)β g(y) dy =
β
(1 + 1/x)β+1
∫ 1
0
(y + 1/x)β g(xy) dy
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for every x > 0. In particular, one has f(0+) = f(+∞) = 0. Moreover, the first equality and an
induction on n imply that f is smooth with
(21) (x+ 1)f (n+1)(x) = βg(n)(x) − (β + n+ 1)f (n)(x)
for every n ≥ 0. Hence, we also have f (n)(+∞) = 0 for all n ≥ 0 and a successive application of Rolle’s
theorem yields
#{x ∈ (0,∞) | f (n)(x) = 0} ≥ 1
for every n ≥ 1. Fix now n ≥ 1 and suppose that there exist 0 < x(1)n < x(2)n <∞ such that
f (n)(x(1)n ) = f
(n)(x(2)n ) = 0.
By (21) and the complete monotonicity of g, we have
(−1)nf (n+1)(x(i)n ) > 0
for i = 1, 2. An immediate analysis based on the intermediate value theorem shows then that there must
exist x
(3)
n ∈ (x(1)n , x(2)n ) with
f (n)(x(3)n ) = 0 and (−1)nf (n+1)(x(3)n ) ≤ 0,
which is impossible again by (21) and the complete monotonicity of g. All in all, we have proved that
#{x ∈ (0,∞) | f (n)(x) = 0} = 1
for all n ≥ 1, which is the WS property.

2.5.2. The two-sided case. We know by Proposition A.1.4 in [13] that fα,ρ is an analytic integrable
function on R, and by Theorem 1.7 in [29] that it converges to zero at ±∞, decreases near +∞ and
increases near −∞. Moreover, we have shown in Theorem 2 that if α ≤ 3/4, it is the density of an ID
distribution on R with Le´vy measure ϕα,ρ(x) dx such that xϕα,ρ(x) and xϕα,ρ(−x) are CM on (0,∞).
We are hence in position to apply Corollary 1.2 in [36], which shows that fα,ρ is BS.

2.5.3. The exceptional 1-stable case. We use the second identity in Proposition 2, which rewrites
1 − T d= (1 − log W) + L.
We have seen in Remark 7 (b) that the random variable 1 − log W has a CM density on (0,+∞), in
other words that it belongs to the class ME∗ with the notations of [51]. Applying the Proposition in
[51] with n = 1 shows that 1−T has a WBS0 density, with the notation of the main definition in [51].
As mentioned in the introduction, this means that the density of T is WS−.

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2.5.4. The two-sided 1-stable case with b = 0 or ab−1 ∈ piZ. We may suppose a > 0 by symmetry. If
b = 0 the statement is clear since it is elementally shown that the Cauchy density
1
pi(1 + x2)
is BS - see also Corollary 1.3 in [36]. If b 6= 0, we may suppose b < 0 by symmetry. By independence,
we have
logE[e−iξCa,b ] = −a|ξ| + logE[ei|b|ξT], ξ ∈ R.
A further computation using Lemma 14.11 in [48] and Remark 7 (b) yields
logE[e−iξCa,b ] = c1 + c2iξ +
∫
R
(
1
iξ + s
−
(
1
s
− iξ
s2
)
1R\(−1,1)(s)
)
ϕa,b(s) ds
for some c1, c2 ∈ R and
ϕa,b(s) =
a
pi
s + (|b|s− [|b|s− 1]+) 1{s≥0}.
This function satisfies (1.1) and (1.2) in [36] and is such that sϕa,b(s) ≥ 0. Moreover, for ab−1 ∈ piZ the
function ϕa,b(s)−k changes its sign only once for every k ∈ Z. Finally, we know from Propositions A.1.3
and A.2.1 in [13] that the density of Ca,b is smooth, converges to zero at ±∞, decreases near +∞ and
increases near −∞. We can hence apply Theorem 1.1 in [36] and conclude the proof.

Remark 8. (a) If the random variable 1− log W had a PF∞ density as L does, then the BS character
of f1,1/2 and the additive total positivity arguments used in [36, 51] would show that Ca,b has a BS
density on R for a 6= 0. But 1− log W cannot have a PF∞ density, since its law is not a GGC - see e.g.
Example 3.2.2 in [14].
(b) If ab−1 6∈ piZ, the function ϕa,b(s) − k changes its sign at least three times for every negative
integer k, so that we cannot use Theorem 1.1 in [36]. It is not clear to the authors whether the density
of Ca,b is always BS for a 6= 0, and the case ab−1 ∈ piZ might be more the exception than the rule.
3. Further results
3.1. Some properties of the function θα. In this paragraph we consider further aspects of the
function
(22) θα(r) =
1
pi
arg[Fα(re
−ipi)],
whose non-decreasing character amounts to the GGC property for the law of K1−α. We first prove the
following asymptotic result.
Proposition 4. For every α ∈ [1/5, 1), one has
lim
r→+∞
<(Fα(re−ipi)) = 1
2α
·
For every α ∈ (0, 1/5), one has
lim inf
r→+∞
<(Fα(re−ipi)) = −∞ and lim sup
r→+∞
<(Fα(re−ipi)) = +∞.
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The second part of this proposition has an immediate corollary, which answers in the negative an
open problem stated in [32] - see Conjecture 3.1 therein.
Corollary 2. The function θα is not monotonous on (0,∞) for α < 1/5. In particular, the law of Kα
is not a GGC for α > 4/5.
Proof of Proposition 4. We have seen during the proof of Proposition 1 that <(F1/2(re−ipi)) ≡ 1 and
that
<(Fα(re−ipi)) → 1
2α
as r → +∞ for all α ∈ (1/2, 1). We next consider the case α ∈ [1/5, 1/2) introducing, as above, the
function
Gα(r) = <(Fα(r αα−1 e−ipi)) = 1 + 1
2pi
=
(∫ ∞
0
e−ru+u
αe2ipiα du
u
)
.
Setting θ = 5
6
(1− 2α) ∈ (0, 1/2], we have 2α + αθ ∈ [1/2, 1) and by Cauchy’s theorem, we can rewrite
Gα(r) = 1 +
θ
2
+
1
2pi
=
(∫ ∞
0
e−rue
ipiθ+uαeipi(2α+αθ) du
u
)
.
The latter converges to
1 +
θ
2
+
1
2pi
=
(∫ ∞
0
eu
αeipi(2α+αθ) du
u
)
= 1 +
θ
2
+
1
2piα
=
(∫ ∞
0
e−ue
−ipi(1−2α−αθ) du
u
)
as r → 0. The evaluation of the oscillating integral on the right-hand side is given e.g. in Formula
1.6(36) p.13 in [24], and we finally obtain
lim
r→0
Gα(r) = 1 +
θ
2
+
1
2α
(1− 2α− αθ) = 1
2α
·
We finally consider the case α ∈ (0, 1/5), which is much more technical and requires several steps.
Setting θ = 2α/(1− α) ∈ (0, 1/2), we have 2α + αθ = θ and the same argument as above implies
Gα(r) = 1 +
θ
2
+
1
2pi
=
(∫ ∞
0
e(−rt+t
α)eipiθ dt
t
)
.
Hence, we are reduced to show that
lim inf
r→0
Hα(r) = −∞ and lim sup
x→0
Hα(r) = +∞
with the notations fr(t) = sin(piθ)(−rt+ tα) and
Hα(r) = =
(∫ ∞
0
e(−rt+t
α)eipiθ dt
t
)
=
∫ ∞
0
ecot(piθ)fr(t) sin(fr(t))
dt
t
·
Let us begin with the liminf. Setting
rk = α
(
(1− α) sin(piθ)
2kpi
)1/α−1
and mk =
(
2kpi
(1− α) sin(piθ)
)1/α
,
it is clear that the function frk(t) increases on (0,mk) and decreases on (mk,+∞), and that its global
maximum equals frk(mk) = 2kpi. This yields∫ ∞
mk
ecot(piθ)frk(t) sin(frk(t))
dt
t
< 0 for every k ≥ 1.
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Considering now the unique ak ∈ (0,mk) such that frk(ak) = pi, we have limk→∞ ak = (pi/ sin(piθ))1/α,
so that ∫ ak
0
ecot(piθ)frk(t) sin(frk(t))
dt
t
→
∫ (pi/ sin(piθ))1/α
0
ecos(piθ)t
α
sin(tα sin(piθ))
dt
t
< ∞
as k → +∞. Hence it suffices to show that Ak → −∞ as k → +∞, with
Ak =
∫ mk
ak
ecot(piθ)frk(t) sin(frk(t))
dt
t
=
1
sin(piθ)
∫ 2kpi
pi
ecot(piθ)u
−rkϕk(u) + α(ϕk(u))α sin(u) du,
where the second equality comes from a change of variable, having set ϕk(u) for the inverse function of
frk on [pi, 2kpi] and written
ϕ′k(u) =
1
f ′rk(ϕk(u))
=
1
sin(piθ)(−rk + α(ϕk(u))α−1) > 0.
We next define pk(u) := e
− cot(piθ)u(−rkϕk(u) + α(ϕk(u))α) and prove its strict unimodality on [pi, 2kpi],
computing
p′k(u) = e
− cot(piθ)uϕ
′
k(u)
ϕk(u)
(−rkt+ α2tα − cos(piθ)(−rkt+ αtα)2)
with t = ϕk(u). The strict unimodality of pk(u) on (pi, 2kpi) amounts to the fact that
qk(t) = −rkt+ α2tα − cos(piθ)(−rkt+ αtα)2
has at most one zero point on [ak,mk]. It is clear by construction that there exists ck ∈ (0,mk) such
that gk(t) = −rkt + αtα increases on (0, ck) and decreases on (ck,mk), and for all t ∈ (ck,mk) we have
qk(t) = tg
′
k(t)−cos(piθ)(−rkt+αtα)2 < 0. On the other hand, the function gk(t) is increasing and concave
on [0, ck), so that its inverse function ψk(v) is increasing and convex on [0, gk(ck)). Now since
qk(t) = 0 ⇔ cos(piθ)v2 − αv + (1− α)rkψk(v) = 0,
we see that there are at most two solutions of qk(t) = 0 on [0, ck), one of them being zero, and hence at
most one solution on [ak,mk), as required. We now denote by zk the unique mode of pk(u) on [ak,mk]
and, setting lk = inf{l ≥ 1, zk ≤ 2lpi}, decompose
Ak =
1
sin(piθ)
(∫ 2lkpi
pi
p−1k (u) sin(u) du +
∫ 2kpi
2lkpi
p−1k (u) sin(u) du
)
.
Since zk → tan(piθ) viz. lk → l∞ < +∞ as k → ∞, it is easy to see that the first term in the
decomposition is bounded, and we are finally reduced to show that
Bk =
∫ 2kpi
2lkpi
p−1k (u) sin(u) du → −∞ as k → +∞.
Since p−1k (u) increases on [2lkpi, 2kpi], we have
Bk =
k−1∑
j=lk
(∫ (2j+1)pi
2jpi
(p−1k (u)− p−1k (u+ pi)) sin(u) du
)
for every k ≥ 1 and since pk(u)→ αsin(piθ)ue− cot(piθ)u pointwise as k → +∞, Fatou’s lemma implies
lim sup
k→+∞
Bk ≤ sin(piθ)
α
∞∑
j=l∞
∫ (2j+1)pi
2jpi
(
ecot(piθ)u
u
− e
cot(piθ)(u+pi)
u+ pi
)
sin(u) du.
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Using the inequality
1 + epi cotpiθ
2u
≤ e
pi cotpiθ
u+ pi
which holds for u ≥ pi(epi cotpiθ+1)
epi cotpiθ−1 , we deduce that for j∞ large enough, one has
lim sup
k→+∞
Bk ≤ pi sin(piθ)
α
∞∑
j=j∞
1− epi cotpiθ
2
∫ (2j+1)pi
2jpi
ecot(piθ)u
u
sin(u) du
≤ −(e
pi cotpiθ − 1)pi sin(piθ)
4α
∞∑
j=j∞
∫ 2jpi+5pi/6
2jpi+pi/6
1
u
du = −∞.
All of this shows that
lim inf
r→0
Hα(r) = −∞.
The argument for the limsup follows exactly along the same lines, considering the subsequence
r˜k = α
(
(1− α) sin(piθ)
(2k + 1)pi
)1/α−1
.

Remark 9. (a) In the case α ∈ [1/3, 1/2) we have seen in the proof of Proposition 1 that
<(Fα(re−ipi)) = 1 + ρ
2
P[Z−αα,ρ ≤ r1−α]
with ρ = 1/α − 2, which does converge to 1/(2α) as r → +∞. In the case α ∈ [1/4, 1/3), the proof of
Proposition 1 shows that
lim
r→0
Gα(r) = 1 +
1
2piα
∫ ∞
0
ecos(2piα)u sin(sin(2piα)u)
du
u
=
1
2α
again by Formula 1.6(36) in [24]. The above contour argument is hence only necessary for α ∈ [1/5, 1/4).
(b) As mentioned in Remark 4 (a), the above proof shows that x 7→ P[Z−
α
1−α
α ≥ x] is not HCM for
every α < 1/5. By Theorem 6.3.5 in [14], this implies that Z
− α
1−α
α is not HCM for α < 1/5 either. This
shows that Conjecture 1.2 in [16] is not true in general.
We believe that θa is non-decreasing for α ∈ [1/5, 1), which is equivalent to the following
Conjecture 1. The law of Kα is a GGC if and only if α ≤ 4/5.
The above Corollary 2 shows the only if part, and in the proof of Theorem 2 we have shown the if
part for α ≤ 3/4. However, it seems that our methods fail to handle the remaining case α ∈ (3/4, 4/5],
because some simulations show that rα−1Gα(r
α−1
α ) = rα−1<(Fα(re−ipi)) is not monotonous anymore, at
least for α close enough to 1/5 - see Figure 3. Observe from (14) that the problem can be reformulated
in terms of the monotonicity of the ratio of two power series, the non-decreasing character of θα being
equivalent to that of
G˜α : x 7−→ =(Fα(xe
−ipi))
<(Fα(xe−ipi)) =
∑
n≥0
sin(npiα)
n!Γ(1− nα) x
n
∑
n≥0
cos(npiα)
n!Γ(1− nα) x
n
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Figure 3. x−1G1/5(x−5) Figure 4. G˜1/5(x)
on (0,∞). A necessary condition for G˜α to be non-decreasing is that its denominator does not vanish
on (0,∞), which is false for α < 1/5 by Proposition 4 and true for α ≥ 1/4 by the proof of Theorem
2. But the case α ∈ [1/5, 1/4) still eludes us. Let us mention that monotonicity properties of ratios of
power series are studied in the literature on special functions - see e.g. Chapter 3.1 in [6]. For example,
one could be tempted to apply Theorem 4.3 in [30] since x 7→ tan(xpiα) is locally increasing. However,
we could not find any clue in this literature for our problem, and it is not easy to understand why the
value α = 1/5 should be critical for the monotonicity of the above ratio. See Figure 4 for a convincing
simulation. Let us finally mention [42] for an operator-theoretic approach to the above power series.
We finally turn to the behaviour of Fα(re
−ipi) at infinity, which implies that of θα(r).
Proposition 5. One has
Fα(re
−ipi) ∼ i cαe
b1−αr
√
r
as r → +∞,
with cα =
α
1
2(α−1)√
2pi(1−α) . In particular, one has θα(r)→ 1/2 as r → +∞.
Proof. From (14), we can write
Fα(re
−ipi) = φ(−α, 1, r1−αeipiα), r > 0.
We now use the asymptotic expansion for large z ∈ C and a ∈ (−1, 0) of the Wright function φ(a, b, z),
which has been obtained in [56]. Applying therein Theorem 1 for α ≤ 1/3 resp. Theorem 5 for α > 1/3
and taking the first term in (1.3) implies the required asymptotic for Fα(re
−ipi), since we have here
A0 =
1√
2piα
and Y = b1−αre−ipi
in the notation of [56], the first equality being a consequence of Stirling’s formula. From (22), we then
readily deduce that θα(r)→ 1/2 as r → +∞.

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Remark 10. (a) Taking the first two terms in the series representation (14) yields at once the asymptotic
behaviour of θα(r) at zero, which is
θα(r) ∼ r
1−α
Γ(α)Γ(1− α)2 ·
On the other hand, the complete asymptotic expansion (1.3) in [56] has only purely imaginary terms in
our framework, so that we cannot deduce from it the asymptotics of θα(r) − 1/2 at infinity. It follows
from Proposition 1 that θα(r) ∈ [0, 1/2) for α ≥ 1/4, and from Proposition 4 that θα(r) − 1/2 crosses
zero an infinite number of times for α < 1/5, as r 7→ +∞. For α ∈ [1/5, 1/4), we are currently unable
to prove that θα(r) ∈ [0, 1/2) for every r > 0, which would be a first step to show that it increases from
0 to 1/2. Recall that the latter is equivalent to the fact that the denominator of the above G˜α does not
vanish on (0,∞).
(b) If α ≤ 3/4, it follows from (13), Theorem 8.2 and Remark 8.3 in [49], and the above proposition,
that the Thorin mass of the GGC random variable Kα equals 1/2. Hence, Kα − bα is a Γ1/2−mixture
by Theorem 4.1.1. in [14], which is a refinement of Corollary 3.2 in [32]. Since this property amounts
to the CM character of x 7→ √x fKα(bα + x), a perusal of the proof of Theorem 1 shows that Xα − bα
is a Γ3/2−mixture as soon as α ≤ 3/4. We believe that this is true for every α ∈ (0, 1).
3.2. An Airy-type function. In this paragraph, we discuss a curious connection between the two
cases α = 1/3 and α = 1/5 in the analysis of the function
Gα(r) = 1 +
1
2pi
=
(∫ ∞
0
e−ru+u
αe2ipiα du
u
)
.
The latter was important during the proofs of Theorem 2 and Proposition 4. For α = 1/3, a contour
integration as in Proposition 4 with θ = −1/2 implies, making the change of variable s = (3r)−1/3,
G 1
3
(r) =
3
4
+
3
2pi
∫ ∞
0
sin(u3/3 + us)
du
u
=
3
4
+
3
2pi
(∫ ∞
0
sin(u3/3)
du
u
+
∫ ∞
0
(∫ s
0
cos(u3/3 + uz) dz
)
du
)
= 1 +
3
2pi
∫ s
0
(∫ ∞
0
cos(u3/3 + uz) du
)
dz
= 1 +
3
2
∫ s
0
Ai(z) dz
where Ai stands for the classic Airy function - see e.g. Paragraph 7.3.7 in [24]. In particular, we retrieve
the fact that
r 7→ (3r) 13G 1
3
(r) =
1
s
+
3
2
∫ 1
0
Ai(sz) dz
increases, by the well-known decreasing character of Ai on (0,∞). For α = 1/5, the contour integration
of Proposition 4 with θ = 1/2 yields, with the change of variable s = (5r)−1/5,
G 1
5
(r) = 1 +
5
2
∫ s
0
(∫ ∞
0
cos(u5/5− uz) du
)
dz
= 1 +
5
2
∫ s
0
Ai(5)(−z) dz
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Figure 5. Ai(5)(−x)
where we have defined, for every integer k ≥ 3, the semi-converging integral
Ai(k)(x) =
1
pi
∫ ∞
0
cos(uk/k + ux) du, x ∈ R.
We did not find any reference on the above Airy-type functions in the literature, which are solution to
some linear ODE of higher order. Observe that similarly as above, one has
(5r)
1
5G 1
5
(r) =
1
s
+
5
2
∫ 1
0
Ai(5)(−sz) dz
but here we cannot deduce any conclusion on the monotonicity of r
1
5G 1
5
(r) because of the negative sign
in the Airy-type function. The simulation displayed in Figure 5 shows indeed that Ai(5)(−x) exhibits on
(0,∞) exactly the same damped oscillating behaviour as Ai(−x). It could be interesting for our purposes
to perform a rigorous study of the functions Ai(k), as in the case k = 3 with the Bessel functions. We
leave this analysis for future research.
3.3. Asymptotic expansions for the free extreme stable densities. In this paragraph we derive
the full asymptotic expansion at zero of the density fYα of the random variable
Yα =
{
Xα − bα if α ∈ (0, 1),
Xα,1−1/α + b
−1/α
1/α
d
= b
−1/α
1/α −Xα,1/α if α ∈ (1, 2],
and Y1 = 1−T. We will use the standard notation of Definition C.1.1 in [1] for asymptotic expansions.
Our expansions complete the estimates of Proposition A.1.2 in [13] and the series representations of
Theorem 1.7 in [29], from which one can only infer that the random variable Yα is positive. They can
also be viewed as free analogues of Linnik’s expansions (14.35) in [48] - see also Theorem 2.5.3 in [58] -
for the classical extreme stable distributions. Observe that in the classical case, the expansion for α > 1
is deduced from that of the case α ∈ [1/2, 1) by the Zolotarev’s duality which is discussed in Section 2.3
of [58]. Even though the very same duality relationship holds in the free case - see Proposition A.3.1 in
[13] and Corollary 1.4 in [29], for Yα this duality only yields
fY1/α(x) =
1
α
(b−αα − x)−1/α−1fYα((b−αα − x)1/α − bα)
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for every α ∈ [1/2, 1), and does not seem particularly helpful to connect explicitly the two expansions
at zero. When α 6= 1, our method hinges on Wright’s original papers [54] for the case α > 1 and [56] for
the case α < 1. It is remarkable that the two expansions turn out to have the same parametrization.
Proposition 6. For every α ∈ (0, 1) ∪ (1, 2], one has
fYα(x) ∼
∞∑
n=0
an(α)x
n+1/2 as x→ 0,
with
an(α) =
(
2
α
)n+1/2
(−1)n
pi |α− 1|(n+3/2)/α (2n+ 1)! ×
d2n
dv2n
(
(1− v)−22F1
[
α + 1 1
3
; v
]−n−1/2)
v=0
.
Proof. We begin with the case α > 1, writing down first fYα with the help of Bromwich’s integral
formula
fYα(x) =
1
2pii
∫ 1+i∞
1−i∞
ezxLα(z) dz,
where
Lα(z) = E[e−zYα ] = e−α(α−1)
1
α−1z × E[ezXα,1/α ]
is well-defined and analytic on the open right half-plane. Combining next Theorem 1.8 in [29] and
Theorem 2 in [54], we obtain
Lα(z) = e−α(α−1)
1
α−1 z × φ(α− 1, 2, zα) = O(|z|−3/2)
uniformly on the right half-plane. Making a change of variable and applying Cauchy’s theorem, we
deduce
fYα(x) =
1
2piix
∫ x+i∞
x−i∞
ezLα(zx−1) dz = 1
2piix
∫ 1+i∞
1−i∞
ezLα(zx−1) dz.
Using now the full asymptotic expansion of Theorem 2 in [54], we get
fYα(x) ∼
∞∑
n=0
an(α)x
n+1/2 as x→ 0,
where
an(α) =
(−1)n an
(α− 1)(n+3/2)/α
(
1
2pii
∫ 1+i∞
1−i∞
ezz−3/2−n dz
)
=
(−1)n an
(α− 1)(n+3/2)/αΓ(n+ 3/2)
and an is defined at the beginning of p.258 in [54] for ρ = α − 1 and β = 2. Above, the interchanging
of the contour integral and the expansion is easily justified - alternatively one can use the generalized
Watson’s lemma which is mentioned at the top of p.615 in [1], whereas the second equality follows from
Hankel’s formula - see e.g. Exercise 1.22 in [1]. To conclude the proof of the case α > 1, it remains to
evaluate the coefficients an(α), which is done in observing that the function in (1.21) of [54] is here√
2F1
[
α + 1 1
3
; v
]
,
and making some simplifications.
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We now consider the case α < 1. The argument is analogous but it depends on the expansions of [56]
which, the author says, cannot be simply deduced from those of [54]. We again write
fYα(x) =
1
2pii
∫ 1+i∞
1−i∞
ezxLα(z) dz,
where
Lα(z) = eα(1−α)
1
α−1z × E[e−zXα ] = eα(1−α)
1
α−1 z × φ(α− 1, 2,−zα) = O(|z|−3/2)
uniformly in the open right half-plane, the second equality following from Theorem 1.8 in [29] and the
estimate from the Lemma p.39 in [56]. Reasoning as above, we get
fYα(x) =
1
2piix
∫ 1+i∞
1−i∞
ezLα(zx−1) dz ∼
∞∑
n=0
an(α)x
n+1/2 as x→ 0,
where
an(α) =
an
(α(1− α) 1α−1)n+3/2 Γ(n+ 3/2)
and an is defined at the bottom of p.38 in [56] for σ = 1− α and β = 2. After some simplifications, we
also obtain the required expression for an(α).

Remark 11. (a) It does not seem that a simple closed formula can be obtained for the coefficients
an(α) in general. We can compute
a0(α) =
√
2
α
× 1
pi|α− 1|3/(2α) and a1(α) = −
√
2
α
×
(
2α2 − 23α + 47
36pi α |α− 1|5/(2α)
)
.
Observe that a1(α) is always negative. We believe that in general, one has
an(α) =
√
2
α
× Q2n(α)
pi αn |α− 1|(2n+3)/(2α)
for some Q2n ∈ Q2n[X]. This would again mimic the classical situation, save for the fact that here the
polynomial Q2n does not seem to have symmetric coefficients - see Remark 2 p.101 in [58].
(b) For α = 2, the involved hypergeometric function becomes the standard geometric series and we
simply get
an(2) =
(−1)n
pi (2n+ 1)!
× d
2n
dv2n
(
(1− v)n−3/2)
v=0
=
−1
pi (2n− 1) 16n
(
2n
n
)
,
which is always negative except for n = 0. Of course, this can be retrieved via the binomial theorem for
the explicit density
fY2(x) =
√
x
pi
√
1− x
4
·
(c) For α = 1/2, the involved hypergeometric function simplifies with the help of Exercise 3.39 in [1],
and we get
an(1/2) =
(−1)n4n+2
2pi (2n+ 1)!
× d
2n
dv2n
(
(1 +
√
1− v)2n+1(1− v)−2)
v=0
=
(−1)n(n+ 1) 4n+2
pi
,
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whose signs alternate. This again can be retrieved via the binomial theorem for the explicit density
fY1/2(x) =
16
√
x
pi(1 + 4x)2
·
(d) As already observed in Remark 1 (a), the densities of Y1/3 and Y2/3 can be written in closed
form with the help of formulæ (40) and (41) in [39]. In principle, a full asymptotic expansion can
also be derived from these expressions, but the task seems too painful. Notice that here, the involved
hypergeometric functions do not seem to simplify.
(e) The above proof shows that the following functions
λ 7→ e−α(α−1)
1
α−1 λ φ(α− 1, 2, λα) resp. λ 7→ eα(1−α)
1
α−1 λ φ(α− 1, 2,−λα)
on (0,∞), which are obtained in removing Wright’s exponential term at infinity, are CM functions for
α ∈ (1, 2] resp. for α ∈ (0, 1).
(f) For α > 1, we can also compute the Mellin transform of Yα, starting from the formula
E[Y−sα ] =
1
Γ(s)
∫ ∞
0
E[e−λYα ]λs−1 dλ
which is valid for every s > 0 with possible infinite terms on both sides. This becomes here
E[Y−sα ] =
b−sα
Γ(s)
∑
n≥0
Γ(s+ αn)
n! Γ(2 + (α− 1)n) b
−αn
α
with the notation bα = α(α− 1) 1α−1 and has, by Stirling’s formula, an analytic extension for −α < s <
3/2. Formally, this rewrites
E[Ysα] =
b−sα
Γ(s)
1Ψ1
[
(−s, α)
(2, α− 1)
∣∣∣∣ b−αα ] , −3/2 < s < α,
where rΨs is the generalized hypergeometric function originally studied in [26, 55], which is sometimes
coined as a generalized Wright function, and which should not be confused with the rψs hypergeometric
series defined in (10.9.4) of [1]. For α = 2, Gauss’s multiplication and summation formulæ for the
Gamma and the hypergeometric function - see Theorems 1.5.1 and 2.2.2 in [1], respectively - transform
this expression into
E[Y−s2 ] = 2s 2F1
[−s/2 (1− s)/2
2
; 1
]
=
4s+1√
pi
× Γ(3/2 + s)
Γ(3 + s)
,
in accordance with Y2
d
= 4B3/2,3/2.
We now complete the picture and derive the asymptotic expansion of Y1 = 1−T. To state our result,
we need to introduce the Stirling series {cn, n ≥ 0} appearing in the expansion( e
x
)x√ x
2pi
Γ(x) ∼
∑
n≥0
cnx
−n as x→ +∞,
which is given e.g. in Exercise 23 p.267 of [19] - see also Lemma 1 in [26] . One has c0 = 1, c1 = 1/12, c2 =
1/288 and c3 = −139/51840. In general, cn is a rational number and the corresponding sequences of
numerators and denominators are referenced under A00163 and A00164 in the online version of [45].
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Proposition 7. One has
fY1(x) ∼
∞∑
n=0
an(1)x
n+1/2 as x→ 0,
with
an(1) =
(−1)n22n+1/2 n! (c0 + · · ·+ cn)
pi (2n+ 1)!
·
Proof. Applying Remark 7 (a), we first compute the Laplace transform
E[e−zY1 ] =
1
z(1 + z)
(z
e
)z 1
Γ(z)
for every z in the open right half-plane. Comparing next (2.15) and (2.21) in [41], we get the expansion
E[e−zY1 ] ∼ 1√
2piz(1 + z)
∑
n≥0
(−1)ncn z−n
∼ 1√
2piz3
(∑
n≥0
(−1)nz−n
)(∑
n≥0
(−1)ncn z−n
)
∼ 1√
2piz3
∑
n≥0
(−1)n(c0 + · · ·+ cn) z−n.
uniformly in the open right half-plane. Reasoning as in Proposition 6, we finally obtain
fY1(x) ∼
∞∑
n=0
an(1)x
n+1/2 as x→ 0,
with
an(1) =
(−1)n(c0 + · · ·+ cn)√
2pi Γ(n+ 3/2)
=
(−1)n22n+1/2 n! (c0 + · · ·+ cn)
pi (2n+ 1)!
·

Remark 12. It is easy to see from (15) that
(1− α)−1Yα d−→ Y1 as α ↑ 1,
and it is natural to infer from this and Proposition 6 that
an(1) =
(−1)n 2n+1/2
pi (2n+ 1)!
× d
2n
dv2n
(
(1− v)−22F1
[
2 1
3
; v
]−n−1/2)
v=0
=
(−1)n
pi (2n+ 1)!
× d
2n
dv2n
(
v2n+1
(1− v)2(−v − log(1− v))n+1/2
)
v=0
,
except that we cannot interchange a priori the asymptotic expansion at zero and the convergence in
law. We have checked the correspondence for n = 0 and n = 1, with
a0(1) =
√
2
pi
and a1(1) = −13
√
2
18pi
to be compared with Remark 11 (a). We believe that this formula is true for every n ≥ 1. Observe that
this is equivalent to the following expression of the Stirling series:
cn = bn − bn−1, n ≥ 1,
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with
bn =
1
22n+1/2 n!
× d
2n
dv2n
(
v2n+1
(1− v)2(−v − log(1− v))n+1/2
)
v=0
,
which is different from the combinatorial expression given in Exercise 23 p.267 of [19], and which we
could not locate in the literature.
3.4. Product representations for Kα and Xα with α rational. In the classical framework, the
following independent factorization of the positive stable random variable was observed in [53]:
(23) Z−11
n
d
= nn × Γ 1
n
× Γ 2
n
× · · · × Γn−1
n
, n ≥ 2.
A further finite factorization of Zα for α rational has been obtained in Formula (2.4) of [50], and reads
as follows.
(24) Z−pp
n
d
=
nn
pp(n− p)n−p L
n−p ×
p−1∏
j=0
qj+1−1∏
i=qj+1
B i
n
, i−j
n−p− in
 × p−1∏
j=1
B qj
n
, j
p
− qj
n
for every n > p ≥ 1, where we have set q0 = 0, qp = n and qj = sup{i ≥ 1, ip < jn} for all j = 1, . . . p−1.
We refer to the paragraph before Theorem 1 in [50] for more detail on this notation.
For K p
n
and X p
n
we can obtain a finite factorization in terms of Beta random variables only, as a
simple consequence of (24). These factorizations are actually consequences of the more general Theorem
2.3 in [39] and Theorem 3.1 in [40]. We omit the proof.
Proposition 8. With the above notation, for every n > p ≥ 1 one has
K−pp
n
d
=
nn
pp(n− p)n−p
p−1∏
j=0
qj+1−1∏
i=qj+1
B i
n
, i−j
n−p− in
 × p−1∏
j=1
B qj
n
, j
p
− qj
n
and
X−pp
n
d
=
nn
pp(n− p)n−p
p−1∏
j=0
qj+1−1∏
i=qj+1
B i
n
, i−j+1
n−p − in
 × p−1∏
j=1
B qj
n
, j
p
− qj
n
.
Remark 13. (a) For p = 1, the above factorizations simplify into
K−11
n
d
=
nn
(n− 1)n−1 × B 1n , 1n(n−1) × B 2n , 2n(n−1) × · · · × Bn−1n , 1n
and
X−11
n
d
=
nn
(n− 1)n−1 × B 1n , n+1n(n−1) × B 2n , n+2n(n−1) × · · · × Bn−1n , 2n−1n(n−1) .
By the main result of [15], they hence directly show that the law of K 1
n
resp. X 1
n
is a GGC. These Beta
factorizations should also be compared to the free factorizations for K−11
n
and X−11
n
mentioned in Remark
1 (a) and (b).
(b) In Lemma 2 of [17], an infinite factorization of Z−1α has also been derived in terms of Beta random
variables with the help of Malmsten’s formula for the Gamma function. Using this result, Corollary 1.5
in [29] and the factorization
Γβ2
d
= Γ(β + 2) ×
∏
n≥0
(
n+ 2 + β
n+ 2
)
Bn+2
β
,1
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for every β > 0, which is obtained similarly as Lemma 3 in [17], one could be tempted to derive an
infinite factorization of X−1α in terms of Beta random variables for the values α ∈ (0, 1) corresponding
to the GGC property. If we try to do as in Proposition 8, this amounts to find factorizations of the type
Bα+nα,1−α
d
= Bα(n+2)
1−α ,1
× Ban,bn
for some an, bn > 0. However, it can be shown that such a factorization is never possible. The existence
of a suitable multiplicative factorization of Xα which would characterize its GGC property is an open
question.
In the following proposition we briefly mention a connection between K 1
n
,X 1
n
and two random Van-
dermonde determinants, which is similar to the observations made in Section 2 of [57]. We use the
notation
V(z1, . . . , zn) =
∏
1≤i<j≤n
(zj − zi)
for the Vandermonde determinant of n complex numbers z1, . . . , zn. Let us also consider the random
variable
Rn =
(
U1 ×U22 × · · · ×Unn
) 1
n(n+1) ,
where (U1, . . . ,Un) is a sample of size n of the uniform random variable on (0, 1).
Proposition 9. For every n ≥ 2, let (Θ1, . . . ,Θn) resp. (Θ˜1, . . . , Θ˜n) be a sample of size n of the
uniform random variable on the unit circle resp. the uniform random variable on the circle of independent
random radius Rn−1. One has the identities |V(Θ1, . . . ,Θn)|
2 d= K−11
2
× K−11
3
× · · · × K−11
n
|V(Θ˜1, . . . , Θ˜n)|2 d= X−11
2
× X−11
3
× · · · × X−11
n
.
Proof. To obtain the first identity, we appeal to the trigonometric version of Selberg’s integral formula
- see e.g. Remark 8.7.1 in [1], which yields
E[|V(Θ1, . . . ,Θn)|2s] = Γ(1 + ns)
Γ(1 + s)n
=
n∏
k=2
(
Γ(1 + ks)
Γ(1 + (k − 1)s)Γ(1 + s)
)
=
n∏
k=2
E[K−s1
k
]
for every s ≥ 0, where the third equality follows at once from (4) and (5). The result follows then by
Mellin inversion. The second identity is a consequence of the first one, the fact that |V(rz1, . . . , rzn)|2 =
rn(n−1)|V(z1, . . . , zn)|2 for every r > 0 and z1, . . . , zn ∈ C, and (3).

Remark 14. (a) If (N1, . . . ,Nn) is a sample of size n of the standard Gaussian random variable, the
Dyson-Mehta’s integral formula - see e.g. Corollary 8.2.3 in [1] - implies at once the identity
V(N1, . . . ,Nn)2 d= Z−11
2
× Z−11
3
× · · · × Z−11
n
,
which is given in Proposition 3 of [57]. Observe in passing that the case n = 2 amounts to the standard
χ2−identity N21 d= 2Γ 1
2
. By (23), V(N1, . . . ,Nn)2 is distributed as a finite independent product of
Gamma random variables and is hence ID - see Example 5.6.3 in [14]. Moreover, Theorem 1.3 in [16]
and Theorem 5.1.1 in [14] imply that |V(N1, . . . ,Nn)| is also ID for every n = 4p or n = 4p + 1. Since
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|V(N1, . . . ,Nn)| is clearly not ID for n = 2 - see e.g. 4.5.IV in [14], one may wonder if this negative
property does not hold true for every n = 4p+2 or n = 4p+3. The infinite divisibility of V(N1, . . . ,Nn)
on the line seems also an open question. The logarithmic infinite divisibility of |V(N1, . . . ,Nn)|, which
is easily established with explicit Le´vy-Khintchine exponent, is discussed in Section 3 of [57].
(b) Setting Vn(a, b) for the Vandermonde determinant of n independent copies of Ba,b, a combination
of the true Selberg’s integral formula - see e.g. Theorems 8.1.1 in [1] - and Gauss’s multiplication formula
implies easily that Vn(a, b)2 d= Vn(b, a)2 has a law of the type G(N,N) studied in Section 6 of [22], with
N = 3n(n− 1)/2. More precisely, one has
(25) E[Vn(a, b)2s] = (a1)s · · · (aN)s
(b1)s · · · (bN)s
for every s ≥ 0, with explicit parameters ai, bi depending on a and b. For n = 2 and b ≥ a this yields
the curious factorization
V2(a, b)2 d= Bb,a × B 1
2
,a+b
2
× Ba, b−a
2
.
However, it does not seem that such simple Beta factorizations always exist for n ≥ 3. See (6) in [57] for
a related identity, and also [44] for another point of view on (25), where s is interpreted as a parameter
of a so-called Barnes Beta distribution.
(c) Another consequence of Proposition 9 and Remark 13 (a) is the cyclic identity
|V(Θ1, . . . ,Θn)|2 d= nn B 1
n
,n−1
n
× B 2
n
,n−2
n
× · · · × Bn−1
n
, 1
n
.
Let us finally mention the convergence in law
|V(Θ1, . . . ,Θn)| 2n d−→ eγ L
where γ = −Γ′(1) is Euler’s constant, a simple consequence of Remark 8.7.1 in [1].
3.5. An identity for the Beta-Gamma algebra. In this paragraph we prove a general identity in
law which applies to the case n = 3 in the factorizations of Proposition 8, and which can be viewed as a
further instance of the so-called Beta-Gamma algebra - see [22] and the references therein. We use the
standard notation for the size-bias X(t) of real order t of a positive random variable X, that is
E[f(X(t))] =
E[X tf(X)]
E[X t]
for every f bounded measurable, as soon as E[X t] <∞.
Proposition 10. For every a, b, c, d > 0 with a < c+ d, one has
1
Ba,bBc,d
− 1 d= Γb+d
Γc
×
(
1
1−Bb,dBc+d−a,a+b
)(b+d)
.
Proof. A direct computation using Euler’s integral formula for the generalized hypergeometric functions
- see e.g. (2.2.2) in [1] - yields
E
[(
1
Ba,bBc,d
− 1
)s]
= E[B−sa,b] E[B
−s
c,d] 3F2
[ −s a− s c− s
a+ b− s c+ d− s ; 1
]
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where we have supposed −b − d < s < min(a, c), so that the right-hand side is finite. We next appeal
to Thomae’s formula:
3F2
[
a1 a2 a3
b1 b2
; 1
]
=
Γ(b1)Γ(b2)Γ(c1)
Γ(a1)Γ(c1 + a2)Γ(c1 + a3)
3F2
[
b1 − a1 b2 − a1 c1
c1 + a2 c1 + a3
; 1
]
with c1 = b1 + b2 − a1 − a2 − a3, which is (1) in Chapter 3.2 of [5], and which holds true whenever all
involved parameters are positive. Setting a1 = a− s, we deduce that for every s ∈ (−b− d, 0) one has
E
[(
1
Ba,bBc,d
− 1
)s]
=
Γ(b+ d+ s)Γ(c− s)Γ(a+ b)Γ(c+ d)
Γ(b+ d)Γ(c)Γ(a)Γ(b+ c+ d)
3F2
[
b c+ d− a b+ d+ s
b+ d b+ c+ d
; 1
]
,
and the formula extends by analyticity to s ∈ (−b − d, a). Using again Euler’s formula, the right-hand
side transforms into
E[Γsb+d]E[Γ−sc ]
Γ(b+ d)Γ(c+ d)
Γ(a)Γ(b)Γ(d)Γ(c+ d− a)
∫ 1
0
∫ 1
0
tc+d−a−1(1− t)a+b−1ub−1(1− u)d−1(1− ut)−b−d−sdtdu
and we finally recognize
E
[(
1
Ba,bBc,d
− 1
)s]
= E[Γsb+d]E[Γ−sc ]
Γ(a+ b)Γ(c+ d)
Γ(a)Γ(b+ c+ d)
E
[
(1−Bb,dBc+d−a,a+b)−b−d−s
]
for every s ∈ (−b− d, a), which implies the required identity in law.

Remark 15. (a) Under the symmetric assumption c < a+ b, we obtain the identity
1
Ba,bBc,d
− 1 d= Γb+d
Γa
×
(
1
1−Bd,bBa+b−c,c+d
)(b+d)
.
If both assumptions a < c + d and c < a + b hold, we deduce, identifying the factors and remembering
Γ
(t)
s
d
= Γt+s, the identity
Γb+c+d (1−Bb,dBc+d−a,a+b) d= Γa+b+d (1−Bd,bBa+b−c,c+d)
which we could not locate in the literature on the Beta-Gamma algebra, and which boils down to the
elementary Γc+d
d
= Γa+d ×Bc+d,a−c when b = 0. Observe on the other hand that by Proposition 4.2 (b)
in [22], this identity is equivalent to Bb,dΓa+b−c + Γc+d
d
= Bd,bΓc+d−a + Γa+b, which is easily obtained in
comparing the two Laplace transforms with the help of Euler’s formula (2.2.7) in [1].
(b) Combining Propositions 8 and 10 yields the two identities
X 1
3
− b 1
3
d
=
4
27
×
Γ 3
2
Γ 1
3
×
(
1
1−B 5
6
, 2
3
B 1
3
, 3
2
)( 3
2
)
and
K 1
3
− b 1
3
d
=
4
27
×
Γ 1
2
Γ 2
3
×
(
1
1−B 1
6
, 1
3
B 2
3
, 1
2
)( 1
2
)
.
Observe that these represent X 1
3
− b 1
3
resp. K 1
3
− b 1
3
as an explicit Γ 3
2
−mixture resp. Γ 1
2
−mixture, in
accordance with Remark 10 (b).
(c) Iterating Euler’s integral formula (2.2.2) in [1] yields the general representation
E
[(
1
Ba1,b1 . . . Ban,bn
− 1
)s]
= E[B−sa1,b1 ] · · · E[B−san,bn ] n+1Fn
[ −s a1 − s . . . an − s
a1 + b1 − s . . . an + bn − s ; 1
]
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for −(b1 + . . . + bn) < s < min{a1, . . . , an}. It would be interesting to know if there exists some
hypergeometric transformation changing the right-hand side into
K Γ(b1 + · · ·+ bn + s)Γ(max{a1, . . . , an} − s) n+1Fn
[
c1 . . . cn b1 + · · ·+ bn + s
c1 + d1 . . . cn + dn
; 1
]
for some parameters ci, di > 0 and an integration constant K. This would imply the identity
(26)
1
Ba1,b1 . . . Ban,bn
− 1 d= Γb1+···+bn
Γmax{a1,...,an}
×
(
1
1−Bc1,d1 . . . Bcn,dn
)(b1+···+bn)
,
which would generalize that of Proposition 10. Observe that in the framework of Proposition 8 we
always have b1 + · · ·+ bn = 3/2 resp. 1/2 for the left-hand side of (26) corresponding to Xp p
n+1
− 1 resp.
Kp p
n+1
− 1. Unfortunately, for n ≥ 3 we are not aware of any such hypergeometric transformation.
3.6. Stochastic orderings. In this paragraph we come back to certain random variables appearing
in the proof of Theorem 3. We establish some comparison results for the rescaled random variables
Vα = aαXα with support in [1,+∞), in the spirit of those in [50]. For two positive random variables
X, Y we write X≤stY if P[X ≥ x] ≤ P[Y ≥ x] for every x ≥ 0, and
X ≺st Y
if X≤stY and there is no such c > 1 such that cX≤stY. The relationship ≺st can be viewed as an optimal
stochastic order.
Proposition 11. For every 0 < β < α < 1 one has
1
e
× U×W ≺st V
−α
1−α
α ≺st V
−β
1−β
β ≺st U.
Proof. The argument is analogous to that of (1.3) in [50] and relies on (3.6) therein which, in our
notation, yields
(aαKα)
−α
1−α ≤st (aβKβ)
−β
1−β
whence, by (3) and direct integration,
V
−α
1−α
α ≤st V
−β
1−β
β
for every 0 < β < α < 1. Moreover, it is easy to see by Haagerup-Mo¨ller’s evaluation of E[Xsα] and
Stirling’s formula that
E[V
−sβ
1−β
β ] →
1
1 + s
as β → 0 and E[V
−sα
1−α
α ] → s
s
esΓ(2 + s)
as α→ 1
for every s > 0. By Proposition 3, we obtain
1
e
× U×W ≤st V
−α
1−α
α ≤st V
−β
1−β
β ≤st U.
To conclude the proof, by the definition of ≺st it is enough to observe that P[W ≤ e] = 1, a consequence
of Remark 6 (d).

SOME PROPERTIES OF THE FREE STABLE DISTRIBUTIONS 37
Remark 16. (a) Multiplying all factors by an independent Γ2 random variable and using the second
identity in Proposition 2 and (17), we immediately retrieve Theorem A in [50].
(b) Proposition 2 implies the limits in law(
α
α− 1
)
log Vα
d−→ log U as α→ 0 and
(
α
α− 1
)
log Vα
d−→ T − 1 as α→ 1,
to be compared with that of (15). This shows that distributions of the free Gumbel random variable
− log U and that of the drifted exceptional 1-free stable random variable T − 1 can be viewed as “log
free stable” distributions.
(c) Specifying Proposition 11 to α = 1/2 yields
1
e
× U×W ≺st B 1
2
, 3
2
≺st U,
whose second ordering can be observed via a single intersection property of the densities - see e.g.
Lemma 1.9 (a) in [21]. We believe the above stochastic orderings between non-explicit densities are a
consequence of such a single intersection property.
Our next result deals with the classical convex ordering. For two real random variables X, Y , we say
that Y dominates X for the convex order and write
X ≺cx Y
if E[ϕ(X)] ≤ E[ϕ(Y )] for every convex function such that the expectations exist.
Proposition 12. For every 0 < β < α < 1, one has
U ≺cx (1− β)X
−β
1−β
β ≺cx (1− α)X
−α
1−α
α ≺cx U × W.
We omit the proof, which is analogous to that of (1.4) in [50] and a consequence of (3.7) therein. By
Kellerer’s theorem, this result implies that for every t ∈ (0, 1), the law of (1 − t)X
−t
1−t
t is the marginal
distribution at time t of a martingale {Mt, t ∈ [0, 1]} starting at U and ending at U×W. It would be
interesting to have a constructive explanation of this curious martingale connecting free extreme and
free stable distributions.
3.7. The power semicircle distribution and van Dantzig’s problem. In this paragraph we con-
sider the power semicircle distribution with density
hα(x) =
Γ(α + 1)√
piΓ(α + 1/2)
(1− x2)α−1/21(−1,1)(x),
where α > −1/2 is the index parameter. Up to affine transformation, this law can be viewed as an
extension of the arcsine, uniform and semicircle distributions which correspond to α = 0, α = 1/2 and
α = 1 respectively. It was recently studied in [4] as a non ID factor of the standard Gaussian distribution,
see also the references therein for other aspects of this distribution.
The characteristic function is computed in Formula (4.7.5) of [1] in terms of the Bessel function of
the first kind Jα: one has
hˆα(t) =
Γ(α + 1)
(t/2)α
Jα(t), t > 0.
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By the Hadamard factorization - see (4.14.4) in [1], we obtain
hˆα(z) =
∏
n≥1
(
1− z
2
j2α,n
)
, z ∈ C,
where 0 < jα,1 < jα,2 < . . . are the positive zeroes of Jα and the product is absolutely convergent on
every compact set of C.
Let now {Xn, n ≥ 1} be an infinite sample of the Laplace distribution with density e−|x|/2 on R and
characteristic function
E[eitX1 ] =
1
1 + t2
·
By (4.14.3) in [1] and Kolmogorov’s one-series theorem, the random series
Σα =
∑
n≥1
Xn
jα,n
is a.s. convergent. Its characteristic function is
E[eitΣα ] =
∏
n≥1
(
1 +
t2
j2α,n
)−1
=
1
hˆα(it)
·
With the terminology of [37], this means that the pair(
hˆα(t),
1
hˆα(it)
)
of characteristic functions is a van Dantzig pair. The case α = 1/2 corresponds to the well-known pair(
sin t
t
,
t
sinh t
)
which is one of the starting examples of [37] and, from the point of view of the Hadamard factorization,
amounts to Euler’s product formula for the sine - recall from (4.6.3) in [1] that j1/2,n = npi. The case
α = 0 is also explicitly mentioned in [37] as an example pertaining to Theorem 5 therein - observe
that this theorem covers actually the whole range α ∈ (−1/2, 1/2). In general, one has hˆα ∈ D1 for all
α > −1/2 with the notation of [37], and our pairs can hence be viewed as further explicit examples
of van Dantzig pairs corresponding to D1. The case α = 1 is particularly worth mentioning because it
shows that the semicircle characteristic function belongs to a van Dantzig pair, as does the Gaussian
characteristic function.
Remark 17. (a) The random variable Σα is ID as a convolution of Laplace distributions, and is not
Gaussian. Hence, by the corollary p.117 in [37], we retrieve the fact that X2,1/2 is not ID. Unfortunately,
this method does not seem to give any insight on the non ID character of Xα,ρ for α ∈ (1, 2) and ρ 6= 1/2.
(b) Following the notation of [37], the characteristic function
gˆα(t) =
hˆα(t)
hˆα(it)
=
Jα(t)
Iα(t)
,
where Iα is the modified Bessel function of the first kind, is self-reciprocal. In other words, one has
gˆα(t)gˆα(it) = 1.
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Observe that again, the distribution corresponding to gˆα(t) is not ID.
3.8. Further properties of whale-shaped functions. In this paragraph we prove five analytical
properties of WS functions and densities. Those five easy pieces apply all to the densities fα, and have
an independent interest. We restrict the study to the class WS+, the corresponding properties for WS−
being deduced at once.
Proposition 13. Let f be a WS+ density with unique mode M. Then f is perfectly skew to the right,
that is
f(M + x) > f(M − x) for every x > 0.
Proof. Let x0 be the left-extremity of Supp f and M = x1 < x2 < x3 be the vanishing places of the three
first derivatives of f. Suppose first M − x0 > x2 −M. Taylor’s formula with integral remainder implies
f(M + x) − f(M − x) =
∫ x
0
(x− t) (f ′′(M + t)− f ′′(M − t)) dt.
On the one-hand, we have f ′′(M + t) − f ′′(M − t) > 0 for all t > x2 −M since f ′′(M − t) ≤ 0 for all
t ≥ 0 and f ′′(M + t) > 0 for all t > x2 −M. On the other hand, writing
f ′′(M + t) − f ′′(M − t) =
∫ t
0
(f (3)(M + s) + f (3)(M − s)) ds,
which is valid for all t < M − x0, we also have f ′′(M + t) − f ′′(M − t) > 0 for all t ≤ x2 −M since
f (3)(u) > 0 for all u < x3, by the WS+ property. Putting everything together shows f(M+x) > f(M−x)
for all x > 0. Supposing next M −x0 ≤ x2−M, the proof is analogous and easier; we just need to delete
the corresponding arguments for t > x2 −M .

Remark 18. If we denote by Mα,ρ the unique mode of fα,ρ, the function
x 7→ fα,ρ(Mα,ρ + x) − fα,ρ(Mα,ρ − x)
has constant and possibly zero sign on (0,∞) for ρ = 0, 1/2, 1 and for α = 1, as seen from the above
proposition, the explicit drifted Cauchy case and the symmetric case. One might wonder if this property
of perfect skewness remains true in general. The perfect skewness of classical stable densities is a
challenging open problem, which had been stated in the introduction to [28].
Proposition 14. Let f be a WS+ density and M,m, µ be its respective mode, median and mean. Then
f satisfies the strict mean-median-mode inequality
M < m < µ.
Proof. We use the same notation of the proof of the previous proposition. First, the latter clearly implies
M < m. To obtain the two strict inequalities together, let us now consider the function
g(x) = f(m+ x) − f(m− x)
on [0,m− x0]. If m < x2, then the WS+ property implies f (2)(m+ x) > f (2)(m) > f (2)(m− x) for every
x ∈ (0,m− x0], so that g is strictly convex on (0,m− x0]. Since g(0) = 0, g′(0) < 0 and g(m− x0) > 0,
this shows that g vanishes only once on (0,m−x0] and from below, and hence also on the whole (0,∞).
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If m ≥ x2, then g is negative on (0,m−M ] and strictly convex on [m−M,m−x0] and we arrive at the
same conclusion. We are hence in position to apply Lemma 1.9 (a) and (a strict, easily proved version
of) Theorem 1.14 in [21], which implies the strict mean-median-mode inequality for f.

Remark 19. (a) It is well-known and can be seen e.g. from Theorem 1.7 in [29] that Xα has infinite
mean. Hence, in this framework the above result only reads M < m < ∞, and it is readily obtained
from the previous proposition. This mode-median inequality is also conjectured to hold true for classical
positive stable densities. See Proposition 5 and Remark 11 (b) in [50] for partial results.
(b) In the relevant case α ∈ (1, 2) it is natural to conjecture that the strict mean-median-mode
inequality holds, in one or the other direction, for both free and classical stable densities. Observe that
the three parameters clearly coincide for ρ = 1/2, whereas for ρ = 1/α, easy computations show that the
mean is zero and the mode and median are positive, so that it is enough to prove m < M. In general,
this problem is believed to be challenging and beyond the scope of the present paper. We refer to [8]
for a series of results on this interesting question, which however do not apply to non-explicit densities.
Proposition 15. Let f be a WS density on (0,+∞) and X be the corresponding random variable. Then
X is a Γ2−mixture. In particular, it is ID.
Proof. As in Theorem 1, we need to show that g(x) = x−1f(x) is a CM function, in other words that
(−1)ng(n)(x) > 0 on (0,∞). By Leibniz’s formula, we first compute
g(n)(x) = n!
n∑
p=0
(−1)pf (n−p)(x)
(n− p)!xp+1 ·
This implies, after some simple rearrangements,
(27) h′n(x) = (−1)nxnf (n+1)(x),
where hn(x) = (−1)nxn+1g(n)(x) has the same sign as (−1)ng(n)(x). By the WS property, we see that
hn(x) = n!
n∑
p=0
(−1)n−pf (n−p)(x)
(n− p)! x
n−p
is positive on [xn,∞) since (−1)if (i)(x) > 0 when x ∈ (xi,∞) for all i ≥ 0. Moreover, it follows from
(27) and the whale-shape that h′n(x) > 0 for x ∈ (0, xn+1]. It is hence enough to show that hn(0+) = 0
in order to conclude the proof, because (0,∞) = (0, xn+1] ∪ [xn,∞). But the whale-shape shows again
that
0 ≤ (−1)i−1xif (i)(x) ≤ 2 (−1)i−1xi−1(f (i−1)(x)− f (i−1)(x/2))
for all x ∈ (0, x1] and an induction on i, starting from f(0+) = 0, implies (xif (i))(0+) = 0 for all i ≥ 0,
so that hn(0+) = 0 as well.

Remark 20. (a) The WS property is not satisfied by all densities of Γ2−mixtures vanishing at zero. A
simulation shows for example that the derivative of the density
f(x) = x(ta2e−ax + (1− t)e−x)
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vanishes three times for a = 20 and t = 4/5. This contrasts with the densities of Γ1−mixtures, which
are characterized by their complete monotonicity - see e.g. Proposition 51.8 in [48].
(b) For a given smooth density f on (0,∞) and n ≥ 0, let us introduce the following property: one
has f ∈ BSn if {
]{x > 0, f (i)(x) = 0} = i for i ≤ n,
]{x > 0, f (i)(x) = 0} = n for i > n.
For n ≥ 1, this property was introduced in [51] under the less natural denomination WBSn−1 - see the
definition therein. Clearly, one has BS0 = CM and BS1 = WS for densities on (0,∞). Since the density
of Γt has m−th derivative
(−1)m
(
m∑
p=0
(
m
p
)
(1− t)p x−p
)
xt−1e−x
Γ(t)
on (0,∞), it is an easy exercise using Rolle’s theorem and Descartes’ rule of signs to show that Γt ∈ BSn
for t ∈ (n, n+ 1]. In this respect, the class BSn can be thought of as an extension of the densities of Γt
for t ∈ (n, n + 1]. Moreover, we have just seen that the set of densities of Γn+1−mixtures contains the
class BSn for n = 0, 1. We actually believe that this is true for all n ≥ 0. On the other hand, the class
BSn does not seem to share any interesting property related to perfect skewness, mean-median-mode
inequality or infinite divisibility for n ≥ 2.
(c) The above proposition entails that Theorem 1 is a consequence of Theorem 4. On the other hand,
as we saw above, the proof of Theorem 1 also shows that Xα is a Γ3/2−mixture for α ≤ 3/4, which is
not a consequence of the whale-shape.
We next study the stability of the WS property under exponential tilting. Within ID densities on R,
this transformation amounts to the multiplication of the Le´vy measure by e−c|x|, allowing one for models
with finite positive moments and analogous small jumps. This is a particular instance of the general
tempering transformation, where the exponential perturbation is replaced by a CM function, and we
refer to [46] for a thorough study on tempered stable densities. If we restrict to ID densities on a positive
half-line, it is seen from the Le´vy-Khintchine formula that exponential tilting amounts to multiplying
the density by the same e−cx and renormalizing. In particular, the set of densities of Γt−mixtures with
t ∈ (0, 2] is also stable under exponential tilting.
Proposition 16. If f ∈WS+, then e−xf ∈WS+.
Proof. It is enough to consider the case Supp f = (0,∞). Set g(x) = e−xf(x). Considering hn(x) =
(−1)nexg(n)(x) for each n ≥ 0, we have hn+1 = hn − h′n and an easy induction starting from h0 = f
implies
(−1)p−1h(p)n+1(0+) > 0 and h(p)n+1(+∞) = 0
for all n, p ≥ 0. We will now show that h(p)n+1 vanishes once on (0,∞) for all n, p ≥ 0, and that the
sequence {xp,n+1, p ≥ 0} defined by h(p)n+1(xp,n+1) = 0 is increasing. This is sufficient for our purpose, in
taking p = 0.
Consider first the case n = 0, with h
(p)
1 = f
(p)−f (p+1). It is clear that (−1)ph(p)1 (x) > 0 for x ∈ [xp+1,∞)
and that (−1)ph(p+1)1 (x) > 0 for x ∈ (0, xp+1]. Since (−1)ph(p)1 (0+) < 0, this implies that h(p)1 vanishes
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once on (0,∞) for all p ≥ 0, and Rolle’s theorem entails that the sequence {xp,1, p ≥ 0} defined by
h
(p)
1 (xp,1) = 0 is increasing.
The induction step is obtained analogously from h
(p)
n+2 = h
(p)
n+1 − h(p+1)n+1 , since (−1)ph(p)n+2(0+) < 0
and, by the induction hypothesis, (−1)ph(p)n+2(x) > 0 for x ∈ [xp+1,n+1,∞) and (−1)ph(p+1)n+2 (x) > 0 for
x ∈ (0, xp+1,n+1]. 
Remark 21. (a) The above proposition implies that e−xfα, the “tilted free positive stable density”, is
WS+ and ID. It would be interesting to know if it is also FID.
(b) The class WS+ is not stable under the general tempering transformation introduced in [46]. For
example, the random variable obtained from Γ2 in multiplying its Le´vy measure by te
−x is easily seen
to be (1/2)Γ2t, whose density belongs to WS+ only for t ∈ (1/2, 1].
Proposition 17. Let f ∈ WS+ and {xn, n ≥ 0} be the vanishing places of {f (n), n ≥ 0}. Then f is
analytic on (x0,∞) and xn →∞.
Proof. Again we may suppose x0 = 0. If f is a density, then Proposition 15 implies that f = xg where
g is CM and hence analytic on (0,∞), so that f is analytic on (0,∞) as well. If f is not a density, then
Proposition 16 shows that g = e−cxf is a WS+ density on (0,∞) for some normalizing c > 0, and f
inherits the analyticity of g on (0,∞).
The second property is an easy consequence of the first one. Let x∞ be the increasing limit of
{xn, n ≥ 0} and suppose x∞ < ∞. By the whale-shape, we would then have (−1)nf (n)(x) > 0 for
x > x∞, so that f would be CM on (x∞,∞), and hence also on (0,∞) by Bernstein’s theorem and
analytic continuation, a contradiction since f(0+) = 0.

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