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Abstract: A variety of third-order ODE solvers which have a 
minimum configuration (i.e. minimum work per step) have 
been numerically tested and the results compared. They include 
implicit and explicit processes, and share the property that a 
Jacobian matrix must be evaluated at least once during the 
integration. Some of these processes have not been previously 
described in the literature. 
Keywords: Stiff equations, Rosenbrock method, multi-Jacobian (a) The Single Jacobian Method (SJM) [4,8]. 
method, occasional Jacobian method, single Jacobian method. This has the form 
1. Introduction 
i=2,3 ,..,, 0. 
If we choose 
A,, =A,,(h.Jn) 
We wish to solve the n th order system of equa- k, =h.f(yn), 
tions 
Y’ =f(r)3 Y(O) =yo (1.1) 
by single-step methods. We will consider both 
implicit methods, which are suitable for stiff equa- 
tions [8], and explicit methods. These methods all 
require the evaluation of the Jacobian matrix 
J = 3f(YW)/~Y (1.2) 
The best known explicit single-step method is the 
Rung-Kutta method, which does not require 
Jacobians. They have the general form 
Yn+l =_vr7+ ? %+,,,k,, (1.3) 
I=1 
k, = h,f(XL 
= ii a,,,(k,J,,)‘, m>O (1.5) 
I-O 
so that A,, is a matrix polynomial, and a function 
of the Jacobian matrix evaluated at x = x,,, then 
we have an explicit SJM. If we choose 
h=h./():i;<Q,), 
i=2,3 ,...,u 
where y, =y(x,) and x,,, =x, + h,. It is well 
known that these methods are expensive with re- 
A comparison of some ODE solvers which 
require Jacobian evaluations 
gard to the number of function evaluations per 
step. A method of order p requires u stages, where 
u >p. The motivation behind developing explicit 
methods which require a Jacobian evaluation, is to 
reduce the number of function evaluations, so that 
in systems in which function evaluations are more 
expensive than Jacobian evaluations, some ef- 
ficiency gains can be obtained. For large systems, 
this tradeoff is unlikely to be successful. For the 
implicit methods, Jacobian evaluations, matrix 
factorizations and backsubstitutions are required 
because of the structure of the methods. The meth- 
ods to be considered are the following. 
Y n+l =Y, + i A,+,.ik,, (l-4) 
i- 1 
m,q>O (1.6) 
so that A/, is a matrix rational polynomial, then we 
have an implicit SJM. 
In (1.5) and (1.6), CX,~~ and b are scalars. In 
(1.6), matrix * vector products can be eliminated 
by the use of partial fraction expansions [8]. 
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(b) The Occasional Jacobian Method (OJM) 
[4,9]. If in (1.5) and (1.6) we have 
A,,=A,,(h,,J,_,), r=O, 1,2 ,... (1.7) 
where Jn_r is the Jacobian evaluated at x,_,, where 
x,_, = x, - p,h,,, r=o, 1,2 ,...) (1.8) 
then we may devise an algorithm which evaluates 
the Jacobian at x = x, (say) and uses this Jacobian 
at x2=x, + h,, x,=x,+ h,, etc. Thus we may 
economize on Jacobian evaluations. The penalty is 
a possible increase in the number of function 
evaluations per step (see Section 2). 
(c) The Multi-Jacobian Method (MJM) [12]. If 
we evaluate the Jacobian at every step, and use the 
previously evaluated Jacobians to establish con- 
sistency, then we can reduce the number of func- 
tion evaluations per step. The penalty is increased 
storage requirements. We will consider only meth- 
ods which have one stage. Only explicit MJMs 
were described in [ 121. However implicit formulas 
are possible, and one is given in this paper. For the 
explicit MJM, the general form is 
Y,+, =A+ ?~+i.,k,, (1.9) 
i-o 
k, = k/AA 
I 
k=hnJn+I-, c a,,$-,, 
j-l 
i= 1,2 ,..., w 
and for the implicit MJM, 
~~+l=~~+h,~a,,+,.,k,. 
i-o 
(1.10) 
B,_,=[I-h,_,bJ,_,,], m>,O, 
k, = B,-‘~(Y,), 
(1.11) 
, 
j- 1 
i= 1,2 ,...) w- 1. 
We will use the triplet (p, u, w) to describe these 
methods, where p is the order, u the number of 
stages (i.e. function evaluations per step), and w is 
either the number of matrix * vector products (for 
the explicit methods) or backsubstitutions (for the 
implicit methods) per step. The triplet thus gives a 
measure of the amount of work per step for a 
particular process. The classical Runge-Kutta 
methods are described by (p, u), since w = 0 for 
them. If a method uses a reference formula of 
order pREF for the purposes of estimation of local 
truncation error, then pREF( p, u, w) will be used 
to describe the method. We will use ~a,,( p, u) to 
describe the Fehlberg formulas [9]. They will also 
be referred to as the RKF method. Consistency is 
established using the techniques of [3,4,9.12]. which 
use the results of [l]. The stability of the methods 
is valid only for J,, = A = constant, diagonizable 
matrix (i.e. the well-known linear stability analy- 
sis). In particular, we seek implicit methods which 
are L( cY)-stable [8]. 
2. Minimum configurations 
For a method of order p, we wish to know the 
minimum possible function evaluations 0, and ma- 
trix * vector products w (for the explicit methods) 
and backsubstitutions w (for the implicit methods). 
The resultant (p, u, w) process is the minimum 
configuration. We will also refer to a process as 
having local order p if it has order p when J,, = A = 
constant matrix, and order <p in general. 
Theorem 2.1 [4,8]. (a) No third-order SJM with one 
stage exists, (b) No fifth-order SJM with two stages 
exists. 
Theorem 2.2. For an explicit SJM or MJM it is 
necessary that u + w 2 p, where p is local order. 
Proof. The elementary differentials [ 1,4] 
J/L/,=(,,,f> , m= 1,2,...,(p- 1) 
“8 
can arise either from a function evaluation or an 
explicit matrix * vector product. The result fol- 
lows trivially from this. 0 
Theorem 2.3 [S]. For an L-stable implicit SJM it is 
necessary that w > p, where p is the local order. 
Theorem 2.4. For an L-stable implicit MJM or 
OJM it is necessary that w 2 p, where p is the local 
order. 
Proof. Same as for Theorem 2.3. 0 
Theorem 2.5. The minimum configuration f r an 
OJM is z the minimum configuration f r an SJM of 
the same order. 
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Proof. The OJM reduces to the SJM when I*, = 0 
(see (1.8)). Since the algorithm will require this 
situation occasionally, the result follows. q 
Hence some minimum configurations are: 
explicit SJM : (2, 1, I>, (3, 2, l), (4.22); 
explicit OJM : (2, 1, I>, (3,2, l), (4, 2, 2); 
explicit MJM: (2, 1, l), (3, 1, 2), (4, 1, 3); 
implicit SJM: (2, 1,2), (332, 3), (4,234); 
implicit OJM: (2, 1,2), (3,2, 3), (4, 2,4); 
implicit MJM: (2, 1,2), (3, 1, 3), (4, 1,4). 
These minimum configurations are lower bounds, 
and attainability of these bounds has not been 
proven. However several minimum configuration 
processes have been derived in Section 3, and in 
[5,6,8]. In particular we have been unable to find a 
(4, 2, 2) explicit OJM and a (4, 2, 4) implicit OJM. 
Some explicit methods described in [5] are: 
SJM : 1(2, 1, 0, 3(2,1, l), 
4(3,2,2), 2(4,2,2); 
OJM : l(2, 1, I), 2(3,2, 1); 
MJM: 2(3, 1,2), 2(4, 1, 3)
all of which are minimum configurations. Some 
implicit methods described in [6] are: 
SJM : 2(4,2,5), local order 5 ; 
OJM : 2(3, 2, 3); 
MJM: 2(3, 1, 3) 
all of which are minimum configurations. In this 
paper we will consider only third-order methods. 
The OJMs described in [4,9] were devoid of the 
parameter pr in the leading error term, in order to 
inhibit the need for frequent Jacobian revaluation. 
Subsequent testing [2] has indicated that this sav- 
ing is not great, and counterbalanced by the need 
to do extra computational work per step. Hence, 
in this paper, we test minimum configuration OJMs 
to see if any improvement over the SJMs is possi- 
ble. 
3. Some processes 
In this section the notation y,‘“’ refers to a 
solution at x = x,, of order p. 
3.1. Explicit methods 
3.1.1. 2(3, 2, 1) SJM 
k, =f(yA 
k, =f( YH + fh,k, + $h:J,k,), 
Y (3) =y, + h&k, +$k,), II+1 
Y (*) = y, + h,( k, + :h,J,,k,). n+ I 
3.1.2. 2(3, 2, 1) OJM 
This is the same as the SJM, except that J, is 
replaced by Jn_r. The algorithm, as implemented, 
requires the evaluation of the Jacobian after a 
user-specified number of steps. If on the first step 
with a new Jacobian (~1, = 0) the error tolerance is 
not satisfied, then the step size is adjusted accord- 
ingly. When pF1, * 0 and the error tolerance is not 
satisfied, the Jacobian is re-evaluated and the error 
checked again. If the error tolerance is still not 
satisfied, then the step size is adjusted. 
3.1.3. 2(3, 1, 2) MJM 
~11 =(x,-xX,-,)/h,, 
u, = (3~1+ 1)/(+1)7 
~2 = -V(%), 
a3 = PA3PI + 11, 
k, =f(yn), 
k, = b,hn)J,k 
k,=J,d&,)ko+ bMn)k,]~ 
Y (3) =y,+h,(k,+k,+k,), II+1 
Y (*) =y,+h,[k,+ 1/(2u,)k,]. II+1 
The process is started with a single step by Eulers 
method, with minimum allowable step size. 
y, =y,+h k MIN 0’ 
3.2. Implicit methods 
3.2.1. 2(3, 2, 3) SJM 
B=[I-h,bJ,,], 
k, =f(yn). 
k, =f( yn + h.(2B-‘k, - 4,‘3B-‘k,)), 
Y (3) n+i =yn+h,(u,B-‘k, +u,B-‘k, 
+B-‘(u,B-‘k, + 3/4k,)), 
216 J.D. Day, D. N.P. Murrhy / ODE solvers requiring Jacobian evaluarions 
Y (*) = y, + a‘pk, + a,Pk,) n+ I 
where 
b = 0.435 866 521 508 459, 
a, = 1/(6b2) + 2, 
a2 = -3 - l/(36*), 
a3 = 1 + 1/(6b*), 
a4 = - 1/(2b) + 2, 
a5 = - 1 + 1/(2b). 
3.2.2. 2(3, 2, 3) OJM 
This is the same as the SJM, except that 
B= [I-h,bJ,_,]. (3.1) 
The Jacobian re-evaluation policy is described in 
Section 3.1.2. The matrix is factorized at every 
step. It is a straightforward matter to device a 
scheme in which the matrix need only be factorized 
every time the Jacobian is re-evaluated. Such a 
scheme would require 
B = [ 1 - h,_,bJ,_,]. (3.2) 
However, as it happens (3.1) performs poorly on 
nonlinear equations (see Section 5) and (3.2) was 
not investigated. 
3.2.3. 2(3, 1, 3) MJM 
B,= [Z-h&], 
B”_, = [I--h,_,mr,-,I, 
CL = h,- I/h,, 
d=f(YA 
k, = B,- ‘d, 
k, = B”_‘k,, 
k, = f$--,,(k, + a,k,), 
Y ;‘,‘, = y, + h,(a,k, + a,k, + a$,), 
y,‘:‘, =Y, + h,,(a,k, + a$,), 
where 
b = 0.435 866 521 508 459, 
a5 = 2 - l/(26), 
a6 = 1/(2b) - 1, 
a4 = - l/(66) - (1/(6b*) - l/b 4 1)/p, 
a, = [(IL - 1)/(6bL) 
+ (l/@b*) - l/b + l)/‘~]/ao 
a3 = l/(26) - I - (1 + p)a,a, - pa,, 
a 2 = 1 -a, - a‘$ - aj. 
3.3. Error control 
The error tolerance used was mixed relative and 
absolute (i.e.) 
TOL = c~m_]Y,] + ‘ABS (3.3) 
with &REL = &ABs = ERROR. The reason for this is 
to avoid (when testing) the possibility of failure 
when &ABS = 0 and y, = 0. We prefer to have &nEL 
* 0 to accommodate problems of scale in the 
solution. If y, is large, then a relative error crite- 
rion is appropriate. In all.the methods described 
above, the estimate of local truncation error was 
computed from 
%I+, = IIY,‘:‘, -Y,‘:‘,II, (3.4) 
and the step size from 
h n+l = 0.9 h,(TOL/e,+,)“3. (3.5) 
In general, the algorithms were based strongly on 
the RKF45 program described in [ 1 I]. 
4. Numerical testing 
The following test equations were used: 
Y; = -ay,, 
Y;=(b-c-u)Y,-by,+cy,, 
(A) Y;= (b+c-a)Y, -cy2-by,, 
Y,(O) = 1, Y, (0) = 2, Y,(O) = 2, 
0 <X < 10. 
The solution is 
Y, = w-4--ax), 
y2 = exp( - bx )(cos cx + sin cx ) + exp( - ax ) , 
y3 = exd-bx)( COSCX-sincx)+exp(-ax), 
and the eigenvalues of the Jacobian are 
A, = -a, A,= -b+ic, A, = -b - ic. 
The values of a, b and c which were used: 
(Al) a= 1, b= 1, c= 1, 
(A2) a= 1, b = 0, c= 1, 
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(A3) u= 1, b= 1, c = 0, 
(A4) a= 1, b= -1. c=O, 
(‘45) a= 1, b = 10, c= 1, 
(A6) u= 1, b= 102, c= 1, 
(A7) a=1 , b= 103, c= 1, 
(A81 u= 1, b= 104, c= 1, 
(A9) a= 1, b= 1, c= 10, 
(AlO) a= 1, b= 1, c= 102, 
(All) a=l, b=l, c = 103, 
(A12) a=l, b=l, c = 104. 
Comments. (a) A2 is a stability test for imagin- 
ary eigenvalues of small size. 
(b) A3 is a stability test for real negative eigen- 
values of small size. 
(c) A4 is a stability test for real positive eigen- 
values of small size. 
(d) Al, A5-A8 test the effect of increasing the 
real part of an eigenvalue (i.e. increasing stiffness). 
(e) Al, A9-A12 test the effect of increasing the 
imaginary part of an eigenvalue. 
y; = a - ay;, 
(B) y;=(a+b)-(a-b)y;--by; 
+2by,(yz -y,)t 
Y,(O) = 0, y2(0)=0, o<xg 10. 
The solution is 
y, = tanh ax, 
y2 = tanh ax + tanh bx, 
and the eigenvalues of the Jacobian are 
X, = -2a tanh ax, A, = - 2b tanh bx. 
The values of a and b which were used: 
(Bl) u= 1, b= 1, 
032) a= 1, b= 10, 
(B3) a= 1, b = 102, 
(B4) u= 1, b = lo’, 
(B5) u= 1, b= 104. 
Comments. This is a test for stiffness of a non- 
linear system with real eigenvalues. 
Y; =y2, 
(C) 
y;= -a”y,, 
Y; = byzy3r 
~4 = (by, - ~1~47 
y,(O)=05 Y2(0)=& y3(0)= 1, y4(0)= 1, 
0 <x ( 10. 
The solution is 
y, = sin ax, 
y2 = a cos ax, 
y3 = exp( b sin ax), 
y, = exp( b sin ax - cx) , 
and the eigenvalues of the Jacobian are 
X, = ia, A,= -ia, 
X3 = ab cos ax, A, = ab cos ax - c. 
The values of a, b and c which were used: 
(Cl) u= 1, b= 1, c= 0, 
(C2) u= 1, b= 1, c= 1, 
(C3) u= 1, b= 1, c=lO, 
(C4) a= 1, b= 1, c = 102, 
(C5) a= 1, b= 1, c = 103, 
(C6) a=1 , b=l, c= 104, 
(C-7) a= 1, b=lO, c=l. 
Comments. (a) Cl and C7 test for stability when 
an eigenvalue is real and oscillating in sign. 
(b) C2-C6 test for stiffness in combination with 
an eigenvalue which oscillates in sign. 
Y; =y2, 
(Dl Y; = -Y, - skdy,) - 3y3, 
Y; =y4, 
Y4 = -4Y3 
where 
+1, y>o, 
sgn(Y)= _1 y<. 
i ’ 
y,(o) = 0, Yz(O) = 3, y3(0) = 0, Y4(0) = 2, 
o<x,< 10. 
The solution is 
Y, = -sgn(YN - cos x) + sin x + sin 2x, 
Yz = - sgn( Y, ) sin x + cos x + 2 cos 2x, 
y, = sin 2x, 
y, = 2 cos 2x, 
and the eigenvalues of the Jacobian are 
X, = 2i, X2 = -2i, h, = i, X4= -i. 
Comments. This is a test for discontinuity in the 
first derivative. 
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The principal shortcomings of these test equa- 
tions are that they are artificial, and not strongly 
nonlinear. In fact only B and D are nonlinear, 
since C can be decoupled into a pair of linear 
nonautonomous systems. However they have the 
feature that analytical solutions are available, and 
these can be used to find the global error of the 
computed solution. The calculated solution, y,, 
was compared at every step with the analytical 
solution, y(x,,), to obtain the global error, taken as 
the mmimumofly, -~(x,,)l/l~(x,)l orly, -y(x,,N 
That is, the global error is taken as the global 
relative error or the global absolute error, 
whichever gives the most flattering result. 
The OJMs were implemented in such a way 
that the Jacobian was re-evaluated after three steps, 
notwithstanding the requirements of the algo- 
rithm. This is because the results for nonlinear 
equations indicate that in general there is a limit 
(of this order) to the number of steps that will be 
taken before the algorithm requires the re-evalua- 
tion of a Jacobian. Some results for an algorithm 
which does not have this feature are given in [5,6]. 
We prefer to use this device, otherwise the OJM 
will take more steps to achieve the same global 
accuracy, and any efficiency gains in Jacobian 
evaluations are balanced by the extra work. The 
programs were implemented in single precision on 
a VAX 1 l/780 (7 significant figures) and the 
results are in [7]. 
5. Conclusions 
(1) Equation A. The methods performed as ex- 
pected, with all methods, in general, requiring 
approximately the same number of steps on the 
non-stiff equations (Al through A4) to obtain a 
particular global accuracy. The onset of even the 
mildest stiffness caused problems for the explicit 
methods. This was apparent for A5, and strikingly 
bad for A6, A7 and A8. None of the methods 
comfortably handled high speed oscillations (equa- 
tions A9 through A12). This is not surprising, 
since the algorithms will force the step size to be 
small in order to track the solution, which is 
changing rapidly. Thus the A-stable methods offer 
no advantage over the explicit methods, in spite of 
their superior stability, and all these classes of 
methods appear to be inappropriate for this class 
of problem. 
(2) Equation B. The SJMs performed as ex- 
pected with the explicit method deteriorating 
rapidly in performance as stiffness increases, and 
the implicit method comfortably handling all 
equations. The OJM required more steps than the 
SJM and a Jacobian evaluation approximately once 
in every two steps. This is likely to be caused by 
the parameter /.L, (=x, -x,-,)/h,) which ap- 
pears in the truncation error term and is due to the 
use of a Jacobian evaluated at x,_,, in order to 
obtain a solution at x, + , . This is a characteristic 
of the method, and it does not seem likely that 
improvements can be obtained. The MJMs 
required more steps than the SJMs. This may be 
due to a stability problem, and in fact the perfor- 
mance of the implicit MJM on the very stiff 
system (B5) was strikingly inferior. It seems likely 
that the linear stability analysis is not suitable for 
the MJM when integrating nonlinear equations, 
and some results on this are needed before further 
development. 
(3) Equation C. The combination of stiffness 
and nonlinear oscillation (C3 through C6) caused 
all methods to take more steps than were necessary 
to satisfy the error tolerance, although all implicit 
methods handled these equations equally well. The 
explicit methods handled Cl, C2 equally well, but 
naturally failed on the stiff equations. The implicit 
methods required approximately the same member 
of steps as the explicit methods for these two test 
equations. However, the OJMs did not show any 
great saving in Jacobian evaluations, thus rein- 
forcing the conclusions for B. All methods handled 
the high speed nonlinear oscillation (C7) equally 
well, with the exception of the implicit MJM, 
which required many more steps. 
(4) Equation D. All methods performed equally 
well. 
(5) General. Overall the best performers were 
the SJMs. In [7] we have included a comparison 
with a second order (explicit) Runge-Kutta-Fehl- 
berg (RKF) method. Although this method is only 
second order (with a third-order reference for- 
mula) it has very small constants in leading trun- 
cation error term, and is thus ‘almost’ third order. 
It requires 3 function evaluations per step, which 
is the minimum configuration for a third-order 
method, and hence is the most appropriate of the 
Fehlberg formulas for comparison with these for- 
mulas. In general the implicit and explicit SJMs 
required approximately the same number of steps 
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(on non-stiff equations) as the RKF to complete 
an integration with the same global accuracy. The 
relative efficiency of SJMs and RKFs on non-stiff 
equations thuy depends on the relative costs of 
function and Jacobian evaluations, matrix factori- 
zations, backsubstitutions and matrix * vector 
products. For stiff equations of course, the implicit 
methods are superior. The OJMs have a character- 
istic problem with accuracy, and it is difficult to 
imagine how this could be overcome. The MJMs 
require the development of a more appropriate 
stability analysis. 
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