Abstract：The automation design of microwave integrated circuits (M WIC) has long been viewed as a fundamental challenge for artificial intelligence owing to its larger solution space and structural complexity than Go. Here, we developed a novel artificial agent, termed Relational Induction Neural Network, that can lead to an automotive design of M WIC and avoid brute-force computing to examine every possible solution, which is a significant breakthrough in the field of electronics. Through the experiments on microwave transmission line circuit, filter circuit and antenna circuit design tasks, strongly competitive results are obtained respectively.
Introduction
Microwave integrated circuits are sparked by the collis ion of human wisdom, experience and intuition.
Engineers use computer-aided design tools to analyze and solve MWIC problems and then try to find the best solution [1] [2] [3] . This process is extremely tedious, boring and inefficient. Limited by human physiological structure, engineers can hardly find the optimal solution of large-scale MWIC. How to make engineers break through these bottlenecks is very useful.
At present, all the researchers abstract MWIC parameters artificially, and then optimize these parameters with machine learning technology [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . However, this approach has two serious drawbacks: first, it is a time-consuming and laborious work, and the abstracted parameters may not be accurate enough to represent some important features of the circuits; second, it will greatly limit the imagination and exploration space of an agent, resulting in who is often difficult to exceed the human level.
In recent years, the field of artificial intelligence 20, 21 (AI) has enjoyed many successes in data mining 22 , computer vision 23 , natural language processing 24 and other fields of application. As a sub-field of AI, reinforcement learning [25] [26] [27] (RL) based on deep neural networks has gradually shifted from pure academic research to application, such as classic video-games 28 , board games 29 , neural machine translation 30 and drug design 31 . However, it remains empty on how to combine AI with MWIC design. Due to the complex 2 / 14 structure and a huge solution space of MWIC design, traditional RL algorithms need to rely on mass data to learn the des ign decision-making process, which make them difficult to converge quickly in time.
Therefore, we create an architecture termed RINN (Relational Induction Neural Network) whose structure efficiently learn the rules of MWIC data, achieving the goal of designing arbitrary complex MWIC. More specifically, the MWIC shape is defined as a set of parameterized mesh, and when each mesh changes, the simulation result is calculated by standard CAE packages such as ADS or Ansys EM. Then, the clustering algorithm of RINN is used to cluster the changes of these simulation results.
The main contributions of this paper are summarized as follows. First, to our knowledge, this is the first work that tries to explore MWIC design by training agents using deep RL methods without relying on human experience, fulfilling the gap in this respect. Second, clustering algorithm is used to reduce the solution space of MWIC design, which has much more powerful unsupervised learning ability and ensures that the RINN architecture has better stability and faster convergence speed. Third, several comprehensive studies, which are conducted on different aspects of an automotive design on microwave transmission line circuit, filter circuit and antenna circuit, have been successfully demonstrated that how to: 1) train RINN as an agent for designing MWIC; 2) integrate between MWIC design and machine learning. This method can also be used to train agents in other fields such as mechanics, pointing out a direction for future automated design. 
Results

RINN architecture
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The RINN architecture (summarized in Fig.1 ) for MWIC design includes two parts: the clustering algorithm ( Fig.1b ) and the deep RL neural network model ( Fig.1d ). In this architecture, the clustering algorithm is used to cluster the design actions of meshed MWIC, i.e. many design actions of MWIC are clustered into several typical action clusters, where it plays a role of an experienced MWIC engineer to design the parameterized MWIC model; whereas the deep RL neural network model predicts the design action of the current MWIC model based the clustering algorithm results. The deep RL neural network model is addressed with the Asynchronous Advantage Actor-Critic (A3C) algorithm 32 that relies on learning both a policy and value function. Typical action clusters are used as the policy networks output action to predict the design actions of current integrated circuit models, and then the design actions are evaluated by value networks to find out the optimal policy so that the algorithm proposed in this paper can achieve the technical efficiency of automatic design. These details can also be found in the Methods. To investigate the capacity of the RINN to perform MWIC design, we considered four design tasks, more precisely, four filters were designed whose center frequencies are 9.3GHz, 11.5GHz, 7.55GHz and 6.95GHz respectively, but the length and width of the fourth filter were limited to 5mm*5mm. The specific design tasks are as shown in Table 1 . The specific design scheme was as follows: we first designed a parallel coupled Chebyshev bandpass filter as shown in Fig.2a , whose substrate was gallium arsenide material, dielectric constant was 12.9, conductor was made of gold, the resonator was made of half-wavelength resonator with open circuit at both ends, and the input-output coupling was made of tap line. Furthermore, the shape of the filter was divided by meshes (see Methods) as shown in Fig.2e . We then
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obtained the training datasets of clustering algorithm from the differential S parameter matrix. The differential S parameter matrix was the difference between the original S parameter matrix without actions and the S parameter matrix by performing actions of 0.05 mm, 0.1 mm and 0.15 mm on the mesh vertices shown in Fig.2e . Finally, we clustered the training set and utilized the subsequent cluster assignments as typical action clusters of MWIC design. Fig.2 shows the visualization results of clustering. By analyzing the results based on the filter theory, we find that the design actions of the filters are abstracted into four clusters: the resonant frequency increases ( Fig.2g ), the resonant frequency decreases (Fig.2h ), the coupling ratio increases ( Fig. 2i ) and the coupling ratio decreases (Fig.2j ). Further analysis of the results from the electromagnetic field distribution of the filter, the surface current density distribution ( Fig.2b) shows that the coupling signal is primarily concentrated at the middle of the resonators, the electric field ( Hopefully, we found that agents actually have learned behaviors similar to engineers' through observing the behavior of agents designing filters. To reduce the passband return loss and increase insertion loss of the filter, the agent of the first task learned to gradually adjust the coupling coefficient between resonators at the current frequency, whose designed process was shown in Fig.3 (a-c). The agents of the second task and the third task firstly learned to adjust the length of the resonators to achieve the goal of moving the center frequency, and then adjust the coupling coefficient between resonators to reduce the passband return loss and increase insertion loss, whose designed process were shown in Fig.3 (d-i). To further verify whether the agent really learned to achieve the design target by adjusting the resonant frequency and coupling coefficient of the resonators, when the dimension is limited, the forth task was designed in this paper.
Although the design central frequency of Task 3 and Task 4 11 dB S S11(initial curve) S11(Step = 2) S11(Step = 4) S11(Step = 6) S11(Step = 8) S11(Step = 10) S11(Step = 12) S11(Step = 14) S11(Step = 16) ) (GHz 0.0 S11(initial curve) S11(Step = 2) S11(Step = 4) S11(Step = 6) S11(Step = 8) S11(Step = 10) S11(Step = 11) ) (GHz ) (GHz f k S11(initial curve) S11(Step = 2) S11(Step = 4) S11(Step = 6) S11(Step = 8) S11(Step = 10) S11 ( Figure 3 | Filter design process based on RINN architecture . a-c, An optimized filter model for the first task and its return loss (S11) and insertion loss (S21) change process separately. d-f, An optimized filter model for the second task and its return loss (S11) and insertion loss (S21) change process separately. g-i, An optimized filter model for the third task and its return loss (S11) and insertion loss (S21) change process separately. j-l, An optimized filter model for the forth task and its return loss (S11) and insertion loss (S21) change process separately. m, Learning curves of the four tasks. The learning speed of the agent was related to the complexity of the design task. The more complex the design task, the slower the learning speed of the agent. 11 dB S S11(step = 0) S11(step = 2) S11(step = 4) S11(step = 6) S11(step = 8) S S11(step = 0) S11(step = 2) S11(step = 4) S11(step = 6) S11(step = 8) S11(step = 10) S11(step = 12) values of S11 at the central frequency were less than -20 dB and the gains were greater than 3.5 dB. The designed antenna is shown in Fig.4a : with side feed, the substrate is gallium arsenide material with a dielectric constant of 12.9 and gold for conductor. The clustering visualization results of the antenna are shown in Fig.4 (f-j) , and the clustering method was the same as that of the filter. According to the theory of antenna (see Methods) and the distribution of electromagnetic field in Fig.4 (b-d) , the key factors affecting the performance of antenna are radiation patch and feed line, whereas our proposed method also divides radiation patchesand feeders into two types separately.
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As depicted in Fig.5 , the agents trained by RINN successfully captured the main features of the antenna without any human knowledge and learned to perform a long series of correct actions in designing the antenna that succinctly express the causal relationships that give rise to their observations . The agents have successfully designed three antenna models with different frequencies based on the policy they have learned. From the process of designing the antenna, it could be seen that the radiation patch mainly affects the central frequency and the feeder mainly affects the input impedance. These coincided with the theory of rectangular patch antenna and the distribution of electromagnetic field. It further proved the scalability and interpretability of RINN. We compared RINN with a professional engineer by performing two experiments: first, a six-order filter whose reflection loss was less than -15dB and the insertion loss was greater than -1dB under the central frequency of 9.1GHz and the bandwidth of 1.2GHz; second, a six-patch antenna whose gain was greater than 3dB at a central frequency of 7.35 GHz. From the comparison (see Fig. 6 ) between the MWIC models designed by human engineers and those designed by RINN, we can see that the models designed by human
engineers are regular and their number of parameters are limited. The model designed by RINN is irregular, with more parameters and higher degree of freedom, and its shape is more like that formed by nature.
Indeed, the RINN agent is capable of learning to abstract the key parameters which affects the circuit performance and master a diverse array of design tasks. Consquently, the RINN agent, receiving only the meshed filter matrixes and S parameter matrixes as inputs, was able to achieve a level comparable to that of a professional engineer.
Discussion
This paper illustrates a state-of-the-art machine learning techniques, which has the ability of induction and summarization, and can train agents to design microwave integrated circuit models completely independent of human engineers' experience. Besides, it can handle complex visual input while learning high-dimensional environmental information. The most distinct innovative aspect of the approach proposed herein includes that we integrate the clustering algorithm (induction of the relationship between the various parts of MWIC) and the reinforcement learning neural network (learning and designing MWIC) into a simple workflow. The workflow includes meshed shape and calculating the effect of each mesh change on the circuit performance. Clustering algorithm is designed to cluster these mesh changes, and reinforcement learning neural network is framed to train and understand them. In addition, as a theoretical verification, this architecture is conceived to design filters and antennas, and encouraging results are obtained. We find that the architecture can quickly reason about MWIC design steps and has good generalization. Moreover, the integrated circuit model designed with this architecture is interpretable, which is very helpful to engineers. This architecture can not only reveal the des ign methods, but also provide ideas for engineers to study the theory of MWIC.
The architecture proposed in this paper forms a closed loop process of end-to-end training in the stage of design, simulation and optimization of MWIC models. More importantly, the training process will not be affected by the mesh number of the model increasing or decreasing. For example, when the mesh number increases, we can judge the cluster of the new mesh by the trained clustering algorithm. Owing to our method can run on general mesh, it therefore has good scalability. In the future work, we plan to extend this method to the field of mechanical wave and mechanics, which will make it more universal.
Method
Meshed model
A meshed model is built by dividing the shape of MWIC, that is, through a series of vertices composed of curved surface or plane to describe the shape of the circuit. Extended Data Fig.1 is a four-vertex planar mesh. Four actions can be performed on the vertices. The specific changes are shown in Extended Data Fig.1(a-d) . , the loss function is as follows:
where H is entropy and β is a regularization coefficient of entropy. The entropy of policy π is added to the loss function to encourage exploration and prevent the model from falling into local optimum.
is defined as an Advantage function:
where t R is a cumulative reward defined as:
The ratio of voltage to current at any point on a transmission line is called its impedance at that point, but the microwave impedance can not be measured directly which can only be measured indirectly by means of input impedance and Voltage Standing Wave Ratio. The S parameter is a network parameter based on the relation between incident wave and reflected wave. It is used to describe the N-port Microwave network. S parameters are used to study the performance of transmission lines. The transmission line can be equivalent to a two-port device, so the S parameter matrix is interpreted based on the two-port network. Extended Data Fig.3 shows the S parameter matrix of the two port network, where S11 (S11=b1/a1= Reflected power / incident power) indicates the input reflection coefficient usually termed the return loss and S21(S21=b2/a1 = Output power / input power) indicates the forward transmission gain coefficient commonly referred to as insertion loss. Therefore, the RINN architecture realizes the MWIC design using S parameters.
Symmetrical transmission lines have the same characteristics as S11 and S22, S21 and S12. Finally, S11
and S21 are used to study the performance of transmission lines.
Extended Data Fig.4a is a transmission line model whose meshed model as shown Extended Data Fig.4b .
Then the differential S parameter matrix was S0 minus S, where S0 was original S parameter matrix without actions and the S1 was the S parameter matrix by moving 0.12mm at each point according to the top and bottom. Finally, we cluster differential S parameter matrices and the result is shown in Extended Data Fig.5 . From Extended Data Fig.5 , we can see that the clustering algorithm clearly divides the model into 4 typical categories according to its length and width (excluding the action cluster that has little effect i.e. Extended Data Fig.5a ). The length mainly affects the frequency variation, and the width mainly affects the characteristic impedance. Fig.4b. d , Obtained Curve of S11 by performing actions according to the arrow of Extended Data Fig.4b . e, Differential Smith Charts which are the difference between the original Smith Charts without actions and the Smith Charts by performing actions. f, Differential S11 curves which are the difference between the original S11 curve without actions and the S11 curve by performing actions. 
Theory of filters
The filter schematic of Fig.2a is shown in Extended Data Fig.6 , which includes Source (S), Load (L), Resonator 1 (R1), Resonator 2 (R2). The coupling coefficient between S and R1 is M0, between R1 and R2 is M1, and between R2 and L is M2. Only when the coupling coefficients M0, M1 and M2 satisfy a certain proportion, the filter can run with reasonably good performance. Besides, the length of the resonators also affect the performance of the filter, that is, the resonance frequency of the filter increases or decreases when R1 and R2 increase or decrease simultaneously. The filter in Fig.2a is symmetrical, so M0 = M2, R1 = R2.
According to the filter theory, there are four key factors affecting the filter: resonant frequency increases, resonant frequency decreases, coupling ratio increases and coupling ratio decreases. From the design process of the agents, we can see that these four factors were adjusted when the tasks were gradually up to the standard, which verified the inductivity and learnability of the proposed architecture. For example, from the surface current density distribution of Fig.2b , it is known that the coupling signal of the filter is mainly concentrated at the middle of the resonators, whereas the agent can reduce the distance between the two resonators by doing the action of Fig.2i , that is, increasing the coupling coefficient between the two resonators. Deep RL algorithm to filterdesign 14 / 14 In order to verify the efficiency of the RINN, we train the meshed filter shown in Fig.5e only with deep reinforcement learning algorithm. The deep reinforcement learning neural network structure is the same as that of the deep RL neural network modelof the RINN, but the only difference is the output of the policy network whose number of actions depends on the number of vertices in the meshed filter.
Antenna theory
The performance of the antenna is related to location of the feed line, geometry and size. Extended Data Fig.7a is the structure of the antenna. The length of the radiation patch is L , the width is W , the thickness of the dielectric substrate is h , and the working wavelength is  . If radiation patches, dielectric substrates and grounding boards are regarded as a low impedance transmission line with a length of 
