This paper presents the multi-robot eXploration tool (MRXT) [Freely available at http://arvc.umh.es/mrxt], a new mobile robotics simulation tool whose aim is to experiment and understand some well-known multi-robot exploration algorithms. The application is designed to test and compare different multi-robot exploration algorithms as well as SLAM techniques. The application includes a wide range of exploration algorithms that differ in their level of coordination and integration with the SLAM algorithm. The tool is focused on describing the exploration problem in a simple manner so that it is useful for educational or research purposes. In comparison with other simulation tools, MRXT is the first application completely focused on the exploration problem, so it can be easily employed to understand interactively many of the issues regarding this general problem in mobile robotics. Furthermore, the paper describes some examples using the tool.
Introduction
In mobile robotics, the task of exploring the environment creating a useful map for navigation is essential. Creating a map usually can be separated into two different problems. First, the problem of commanding the robots to places of interest in order to perform observations and gather information about the environment. Second, the problem of building a map of the environment given the odometry and observations. The former is usually denoted exploration, whereas the latter is referred to as simultaneous localization and mapping (SLAM). Solving the SLAM problem implies the skill of incrementally building the map of the environment while simultaneously using this map to compute the robot's absolute location.
The process of exploration consists of the progressive coverage of the target area by a robot or a team of mobile robots while they gather the necessary information to create a map of the unknown target area. In this sense, exploration aims mainly at deciding the trajectories that allow us to collect this information while the SLAM algorithm creates the map. The problem is not simple at all. Since the area to cover is unknown, there exists no closed form solution to the problem, and all the solutions are based on heuristics that try to optimize one of the parameters involved in the exploration. Consequently, some techniques look at reducing the navigational costs [1, 2] , and others direct the robot to the zones of maximum predicted information gain [3, 25] . More complexity appears when coordination mechanisms between the robots are considered. Another important concept is that of integrated exploration. Most classic exploration algorithms consider the maps and the robot pose as known without uncertainty. However, in real applications this is not true. Typically, the SLAM algorithm is able to estimate the map and robot pose with an associated uncertainty. For this reason we analyse algorithms that try to integrate the path planning with the SLAM in order to compute trajectories that allow the creation of a high quality map. In this sense, some actions such as closing a loop or returning to past poses may reduce the uncertainty of the robot pose and the uncertainty of the map. For example, [4] considered the uncertainty of the full state of a landmark-based EKF SLAM adding up the area of the robot position covariance and the area of the covariance for each individual landmark. They suggested a path planning technique that attempts to minimize the predicted uncertainty with the next measurements.
Exploration algorithms found in the literature are difficult to compare, since algorithms are usually tested in different scenarios under dissimilar conditions [5, 27, 6, 7] . Consequently, in order to determine the best algorithms for a given scenario, it is necessary to test the set of techniques under the same conditions. Existing general simulation tools do not provide an easy way to compare and understand the variety of available exploration algorithms. In this paper, we present a new multi-robot simulation tool called MRXT (multi-robot eXploration tool). MRXT has been specifically designed with the purpose of understanding and comparing the different exploration techniques.
With all these considerations in mind, we decided to include in the application a good representation of these different kinds of exploration techniques. In this sense, multiple combinations of multi-robot exploration and SLAM algorithms with multiple parameters can be tested with this tool. Furthermore, MRXT includes different reconfigurable scenarios as well as multiple adjustable parameters regarding the robots and its sensors. Therefore, the main contribution of this paper is to present this new tool for simulation and testing of exploration algorithms, this tool, MRXT, being the first software application completely focused on the experimentation with the problem of the autonomous multi-robot exploration and mapping of unknown environments. The paper is organized as follows. Firstly, the state of the art in robot simulation is reviewed in Section 2. Section 3 presents the application and describes all the different possibilities that MRXT offers. In Section 4, the exploration algorithms included in MRXT are explained in depth. Section 5, shows an example of how the application can be used, for instance in mobile robotics courses. Finally, the main conclusions are reported in Section 6.
Related Work
There exist many robotics simulation applications; however, most of them are for general purposes. Following, some of these applications are described.
Stage [8] is a 2D robotics simulator for indoor environments, which runs over Unix. Stage can simulate a team of mobile robots moving in and sensing a two-dimensional bitmap environment. It includes various sensor models like sonar, laser range finders, odometry and cameras with colour blob detection. Stage presents a standard interface with a robot control software called Player that is compatible with several commercial robotic platforms. Very few or no changes are required to move between simulation and hardware using Stage and Player. Many controllers designed for Stage have also been demonstrated to work on real robots. MobileSim 1 is an example of simulator based on Stage for the robots from Adept MobileRobots.
Gazebo [9] is similar to Stage but in a 3D world. Like Stage is able to simulate a team of mobile robots, their sensors and objects. It also includes an accurate simulation of rigidbody physics, generating a good sensor feedback and interactions between objects. It also uses the standard Player interface.
USARSim [10] is the acronym for Unified System for Automation and Robot Simulation. It is a high-fidelity simulation of robots and environments based on the Unreal Tournament game engine. It is intended as a general purpose research tool with applications ranging from human computer interfaces to behaviour generation for groups of heterogeneous robots. [11] is a Windowsbased environment for the creation of robotic applications. RDS includes a lightweight asynchronous servicesoriented runtime. Its 3D physics-based visual simulation environment allows the creation of applications without hardware.
Microsoft Robotics Developer Studio (RDS)
Webots [12] is a development environment used to model, program and simulate mobile robots. With Webots the user can design complex robotic setups, with one or several, similar or different robots, in a shared environment. The properties of each object, such as shape, colour, texture, mass, friction, etc., are chosen by the user. A large choice of simulated sensors and actuators is available to equip each robot. The robot controllers can be programmed with the built-in IDE or with third-party development environments. The robot's behaviour can be tested in physically realistic worlds. The controller programs can optionally be transferred to commercially available real robots.
SimRobot [13] is a robot simulator that is able to simulate arbitrary user-defined robots in three-dimensional space. It includes a physical model which is based on rigid body dynamics. To allow an extensive flexibility in building accurate models, a variety of different generic bodies, sensors, and actuators has been implemented. Furthermore, the simulator follows a user-oriented approach by including several mechanisms for visualization, direct actuator manipulation, and interaction with the simulated world. To allow a more detailed simulation, algorithms for simulating image disturbances as well as for actuator parameter optimization are included. Some other simulators are not so general and open and are more focused on experimenting with a clear problem in mobile robotics. For instance, [14] introduces a robotic simulator focused on the problem of path planning. In the same way, MRXT is the first simulator centred in the topic of exploration and mapping of unknown environments with teams of mobile robots.
Description
The tool presented in this paper was implemented in C++ and runs under Linux. In contrast to other architectures and simulators, this application has been designed in order to require a small amount of time to learn its usage. Since everything can be configured in simple menus and dialogue windows in a unique user interface, it is very easy to use. These facts make this application suited for educational courses on mobile robotics.
Main window
Basically, the application consists of a main screen that includes two different windows (presented in Figure 1 ). The left window represents the virtual environment where the robots evolve. The right window presents the map as it is being built by the SLAM algorithm, given all the information gathered so far. On the leftmost window the robots move as commanded by the selected exploration algorithm. The different obstacles (black lines), landmarks (green squares) as well as the team of mobile robots are displayed on it. Multiple environments are available and, as has been said before, they can be easily modified and loaded for simulation. Different virtual environments can be loaded and edited. 
Virtual environments
Each environment consists of a planar surface with multiple walls that can be freely positioned in the simulated environment. Walls are detected as obstacles by the laser range finder. In the same way, 3D visual landmarks can be positioned for each simulated environment with associated unique descriptors. These landmarks are detected by the onboard stereo camera. The robots are represented inside the virtual environment using their 'true' positions and orientations. These poses are used to simulate the measurements obtained by the onboard camera and laser sensor. Figure 2 shows the dialogue window that allows to customize the properties of the robots. In order to simplify the comparison between techniques, only the case of a homogeneous team of differentially driven robots has been considered. All robots are equipped with a stereo camera, a laser range finder and odometry. The shape of the robots as well as the stereo camera, the laser and the odometry parameters can be configured in this window. As the robots move, they obtain observations on the visual landmarks, (represented as green squares in Figure 1 ). These observa-tions are formed by a distance measurement and a visual descriptor. The stereo camera is employed by the visual SLAM. The model used consists of a 3D landmark detector. The range and precision of the detected landmarks change accordingly with standard stereo camera parameters [16] . Both camera measurements and odometry are corrupted by a Gaussian noise that can be configured using the dialogue in Figure 2 . The odometry model used is described in [18] . We assume that the robots are not able to measure their relative positions or orientations in their workspace. In addition, communication is not restricted by any bandwidth or range and considered lossless. 
Robot settings

Analyzing and exporting results
Once a scenario has been completely set up by means of selecting a simulation environment, configuring the robot properties and selecting and configuring a SLAM technique and an exploration algorithm, the simulator is ready. The initial position of the robots can be manually configured or randomly positioned in the simulation environment. The simulation tool bar allows to start and stop the simulation. During the simulation, the main window shows the robots moving in the simulated environment and the map creation process. At the end of each experiment the application returns the time expended by the team of robots in exploring the environment as well as the error of the generated maps. The estimated trajectories and maps as well as the ground truth can be exported to Matlab/Octave files for further analysis and evaluation. 
SLAM settings
The team of robots make use of a centralized multi-robot landmark-based SLAM technique in order to simultaneously create a map of the environment and localize the robots in it. In this sense, two SLAM algorithms namely the EKF-SLAM [17] and the FastSLAM [16] are included in the application with different configurable parameters. This centralized SLAM is responsible for the creation of a map of visual landmarks with their position and covariance. In this sense, as a result, the SLAM algorithm provides the exploration algorithm with the position of each robot with respect to the frame of this map, along with its uncertainty. The dialogue window to control the parameters of the SLAM is shown in Figure 3 . The available configurations are:
• Selecting an EKF-based SLAM algorithm (Section 4.1.1).
• Selecting a FastSLAM particle filter-based algorithm (Section 4.1.2).
Both algorithms have dissimilar capabilities regarding filtering out noise in odometry and measurements or their tolerance to false data associations [16] . For these reasons we included a large number of different settings that allow to test the exploration algorithms under very different conditions. These settings include:
• The number of particles used by the FastSLAM approach [16] .
• The Mahalanobis distance used during the data association process [16] .
• The Euclidean distance when using the visual descriptor during the SLAM process [16] . 
Analyzing and exporting results
Grid-map building
Going back to the main window shown in Figure 1 , the right part shows the map that is being created jointly by the team of mobile robots as the simulation advances. As can be seen on it, the map of visual landmarks appears placed on top of an occupancy grid map. This grid map is constructed using the laser readings by means of a ray-tracing technique with the laser scan, given the robot position supplied by the visual SLAM technique. Although the SLAM results will be evaluated mainly with the landmark-based technique, the grid map is still necessary for the navigation planner, as will be explained in the next section. As the exploration advances, each visual landmark is represented by a green ellipse proportional to its uncertainty (as can be observed in Figure 1 on the right window).
Exploration settings
Regarding the navigation techniques for exploration, seven exploration algorithms can be selected in order to plan trajectories to cooperatively cover the entire environment. These different techniques will be explained in the Appendix. An example of the different parameters that can be adjusted for one of these algorithms is shown in Figure 4 . 
Algorithms
As was mentioned in the last section, MRXT includes multiple exploration as well as SLAM algorithms. This section explains all the currently available algorithms.
Regarding exploration algorithms, Table 1 classifies the exploration techniques included in this application. As it was said, the group of techniques included in the application covers all the main approaches to the problem. In this sense, the algorithms selected differ in the level of multi-robot coordination and integration with the SLAM algorithm.
While the exploration techniques conduct the robots to cover the area to explore, a SLAM technique is responsible for creating a map of the environment from the acquired data and provide the localization of the robots. Two SLAM techniques are included in this first version of MRXT:
• Multi-robot landmark-based FastSLAM [17] .
These techniques build a visual landmark-based map from the simulated input of a stereo camera. As we said, since this kind of map does not provide the occupancy information required by the exploration algorithm for navigation, a secondary occupancy grid map is built using the laser range finder readings.
In the Appendix, we describe shortly the seven exploration techniques and the SLAM algorithms included in the application.
The exploration techniques currently implemented are compared in Table 1 .
Multi-robot Landmark-based SLAM Algorithms
EKF-SLAM
The multi-robot landmark-based EKF-SLAM included in the application is similar to the one presented in [19] , but extending the state in order to incorporate the pose of multiple robots. In this sense, the state contains the pose of all the robots as well as the landmark positionŝ
, where x r i k is the estimated pose of the ith robot in the time step k, x m j is statex k|k−1 with its covariance matrix P k|k−1 is predicted according to the motion model f (x k−1|k−1 ) of the robots, the input u k−1 and assuming static landmarks:
where F k−1 is the Jacobian of the motion model and Q k−1 its noise.
Later, the sensor reading z k is incorporated in the update stage. Given the predicted observation h(x k|k−1 ) and innovation vectorỹ k with covariance S k is evaluated. Then, the Kalman gain K k is calculated and the statex k|k and its covariance P k|k is updated:
where H k is the Jacobian of the observation model. This way, the uncertainty regarding the poses of the robots is reduced as well as the landmark positions.
The data association can be done by nearest neighbour approach in the physical or descriptor space. New landmarks are also added in this stage. The frequency of integration of new readings is a parameter in the application.
In this way, the state of the Kalman filter gives us the position of all the robots as well as the positions of all the landmarks that have been detected until that moment.
FastSLAM
FastSLAM is a probabilistic approach to the full SLAM problem. In MRXT, a multi-robot version of FastSLAM [17] is included. In contrast to the EKF that only computes the map and the current robot pose, FastSLAM tries to find the full path for each robot x r 1:k = [x r 1 1:k , x r 2 1:k , · · · , x r R 1:k ] as well as the map x m = [x m 1 , x m 2 , · · · , x m M ] that best matches the observations. In this sense, the SLAM problem can be stated as:
being u 1:k the control input and z 1:k the observations. As we can see, FastSLAM splits up the problem into two simple problems: finding the best path, and finding the map that best matches the observations for that given path.
The way to approach the first problem is by means of analysing a set of possible solutions using a particle filter. It consists of sequential sampling, importance and resampling. The sampling phase proposes new robot poses for each particle according to the motion model of 
Analysing and exporting results
Once a scenario has been completely set up by means of selecting a simulation environment, configuring the robot properties and selecting and configuring a SLAM technique and an exploration algorithm, the simulator is ready. The initial position of the robots can be manually configured or randomly positioned in the simulation environment. The simulation tool bar allows to start and stop the simulation. During the simulation, the main window shows the robots moving in the simulated environment and the map creation process. At the end of each experiment the application returns the time expended by the team of robots in exploring the environment as well as the error of the generated maps. The estimated trajectories and maps as well as the ground truth can be exported to Matlab/ Octave files for further analysis and evaluation.
Algorithms
Regarding exploration algorithms, Table 1 classifies the exploration techniques included in this application. As was said, the group of techniques included in the application covers all the main approaches to the problem. In this sense, the algorithms selected differ in the level of multi-robot coordination and integration with the SLAM algorithm. While the exploration techniques conduct the robots to cover the area to explore, a SLAM technique is responsible for creating a map of the environment from the acquired data and provide the localization of the robots. Two SLAM techniques are included in this first version of MRXT:
• Multi-robot landmark-based EKF-SLAM [15] ,
• Multi-robot landmark-based FastSLAM [16] .
In the Appendix, we describe shortly the seven exploration techniques and the SLAM algorithms included in the application. The exploration techniques currently implemented are compared in Table 1 .
Multi-robot Landmark-based SLAM Algorithms
EKF-SLAM
The multi-robot landmark-based EKF-SLAM included in the application is similar to the one presented in [17] , but extending the state in order to incorporate the pose of multiple robots. In this sense, the state contains the pose of all the robots as well as the landmark positions
, where x k r i is the estimated pose of the ith robot in the time step k, x m j is the position of the j th landmark, R is the number of robots and M is the number of landmarks in the map.
The EKF integrates the new readings following two stages. First, a prediction stage is carried out, where a new state x k |k −1 with its covariance matrix P k |k −1 is predicted according to the motion model f (x k −1|k −1 ) of the robots, the input u k −1 and assuming static landmarks: 
where F k −1 is the Jacobian of the motion model and Q k −1 its noise.
Later, the sensor reading z k is incorporated in the update stage. Given the predicted observation h (x k |k −1 ) and innovation vector ỹ k with covariance S k is evaluated. Then, the Kalman gain K k is calculated and the state x k |k and its covariance P k |k is updated:
FastSLAM
FastSLAM is a probabilistic approach to the full SLAM problem. In MRXT, a multi-robot version of FastSLAM [16] is included. In contrast to the EKF which only computes the map and the current robot pose, FastSLAM tries to find the full path for each robot 
being u 1:k the control input and z 1:k the observations. As we can see, FastSLAM splits the problem into two simple problems: finding the best path, and finding the map that best matches the observations for that given path.
The way to approach the first problem is by means of analysing a set of possible solutions using a particle filter. It consists of sequential sampling, importance and resampling. The sampling phase proposes new robot poses for each particle according to the motion model of the robots. A weight is given to each particle according to the observation model. A resampling stage is used to filter the most unlikely particles in order to have an appropriate set of particles that is a good representation for the likelihood of the poses of the robots.
The solution to the second problem considers the inclusion of all the observations for each path in a map. This way, there is a map for each possible path in the particle filter. Each individual landmark is simply updated with a Lalman filter for each landmark in the map:
where the term w refers to the particle number.
The positions of the robots and the map corresponding to the most probable particle are considered to be the solution for each sample time.
Grid Mapping
As stated before, the exploration algorithms need to not only landmark and robot positions, but also occupancy information. Consequently, given the poses of the robots according to the SLAM algorithm an occupancy grid map is created with the laser data. Each cell in the gridmap represents the estimated probability of being occupied. The data structure used for the map consists of two counters for each cell, one of them representing the number of times that cell has been scanned by the laser, and the other representing the total number of times that the scan was a hit. Therefore, the occupancy probability is the number of hits divided by the total number of times the cell has been scanned. The way to update the map is to use ray tracing for each beam of the laser scan and to perform a clearing operation for each cell that is intersected by the beam, and a marking operation at the cells at the end of the beam.
The clearing operation increases the total counter and the marking operation increases both counters, so we end up with a model that is very good for filtering noise in the scans. However, this has a main drawback. When closing large loops the SLAM may fail, and in these cases it is very difficult for the cells that have been scanned in the past to converge to the new readings since the total counter has a high value. Consequently, the map would not be coherent in the proximities of the robot and therefore the path planning would also fail. For this reason, we have implemented the clearing and marking operations in a different way. The total counter saturates at a threshold value and the clearing and marking operation begin working only over the hit counter. The algorithm 4.2 shows how the new clearing and marking operations work. This implementation has two main advantages. First, we can find an appropriate threshold value to make it easy to converge in these cases while still having good noise filtering. Second, we have a limit in the counters, and thus less memory is needed to save the now bounded counters. 13: end if 14: end if the other hand, we have a limit in the counters, thus, less memory is needed to save the now bounded counters.
Simulations
As we have shown, this tool offers multiple possibilities for experimentation in exploration and mapping of unknown environments with teams of multiple mobile robots. Therefore, it can be very useful in the academic field, for instance in basic mobile robotics courses.
As an example, next we show how the tool has been used in order to determine the best algorithm to explore and create a map for the scenario shown in figure 5 for different team sizes and using the EKF-SLAM. This scenario has dimensions of 38 × 26m and about 200 landmarks were positioned on the walls in the simulated environment. The speed for the robots was limited to a linear speed of 0.35m/s and an angular speed of 0.25rad/s. The SLAM update frequency was set to 2Hz.
The experiments were repeated for the seven exploration algorithms and for groups from one to five robots. Several runs are repeated at each scenario with the same number of robots (50 runs in each case). Two main experiments where performed:
a) The initial positions of the robots are random but always in a grouped configuration. In this case, initially the robots form a group and they are placed within a radius of 2 meters.
b) The initial positions of the robots are randomly spreaded over the whole environment.
The exploration results regarding exploration time and map quality were obtained and are presented in Figure 6 and Figure 7 . Exploration time is defined as the time in seconds needed by the robot or group of robots to explore the whole environment. Exploration is achieved when no
As we have shown, this tool offers multiple possibilities for experimentation in exploration and mapping of unknown environments with teams of multiple mobile robots.
Therefore, it can be very useful in the academic field, for instance in basic mobile robotics courses.
As an example, next we show how the tool has been used in order to determine the best algorithm to explore and create a map for the scenario shown in figure 5 for different team sizes and using the EKF-SLAM. This scenario has dimensions of 38 × 26m and about 200 landmarks were positioned on the walls in the simulated environment. The speed for the robots was limited to a linear speed of 0.35m/ s and an angular speed of 0.25rad/s. The SLAM update frequency was set to 2Hz.
The experiments were repeated for the seven exploration algorithms and for groups from one to five robots. Several runs are repeated at each scenario with the same number of robots (50 runs in each case). Two main experiments were performed: a. The initial positions of the robots are random but always in a grouped configuration. In this case, initially the robots form a group and they are placed within a radius of 2 metres.
b. The initial positions of the robots are randomly spread over the whole environment.
The exploration results regarding exploration time and map quality were obtained and are presented in Figure 6 and Figure 7 . Exploration time is defined as the time in seconds needed by the robot or group of robots to explore the whole environment. Exploration is achieved when no new frontier cells are found. A frontier cell is defined as that cell in an occupancy grid that is found to be empty and lies next to an unexplored cell. [18] . new frontier cells are found. A frontier cell is defined as that cell in an occupancy grid that is found to be empty and lies next to an unexplored cell [22] . Figure 6(a) shows the average exploration time for each algorithm and number of robots when the robots start from a grouped configuration. From that graphic we can see that the Nearest Frontier approach is the best in
The results are similar to that observed in Figure 6 . Also, the Nearest Frontier approach performs well in this scenario. It is worth noting that in the case of a single robot, the results are exactly the same as the presented in Figure,  6 . As the number of robots increases, the exploration time is lower, compared to the same data in Figure 6 . This result is a direct consequence of the robots being Figure 6 (a) shows the average exploration time for each algorithm and number of robots when the robots start from a grouped configuration. From that graphic we can see that the nearest frontier approach is the best in this scenario in terms of exploration time. As we can see, the narrow corridors of the test scenario make the coordination factor not to be critical. When a robot arrives to a bifurcation already visited by another robot, all techniques are prone to make the second robot choose a different path to the one chosen by the previous robot since that path has a higher cost. A simple technique like the nearest frontier approach just based on costs works correctly here, and thus it obtains the best exploration time results. To sum up, when we compare the results in terms of time in this scenario, the techniques that look for optimizing other parameters require a higher amount of time to finish the exploration task. Figure 6 (b) shows the average error in the map of visual landmarks created by the EKF-SLAM. In that figure, it can be seen that the hybrid coordinated integrated algorithm as well as the integrated approach are the best regarding the quality of the created map. These results were expected since these are the only two techniques that integrate the SLAM uncertainty with path planning.
Another interesting property that can be observed from the graphics is that, since the exploration always begins with the robots grouped in the initial state, the exploration time in relation with the number of robots converges. In this sense, and depending on the environment to explore, there is a point where adding more robots to the team does not improve the results significantly.
(a) (b) Figure 6 . Figure 6 (a) presents the exploration time for the different approaches when the robots start in a grouped fashion. Figure 6(b) shows the error in the Visual landmarks map.
(a) (b) Figure 7 . Figure 7 (a) presents the exploration time for the different approaches when the robots start totally spreaded over the whole environment. Figure 7(b) shows the error in the Visual landmarks map.
The inclusion of grid-based SLAM techniques in addition to the current feature-based SLAM is also an objective.
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Appendix: Exploration Algorithms
A.1. Nearest Frontier Approach
Based on Yamauchi's technique [24] , this approach selects the shortest path to the nearest frontier. A frontier is defined as a free cell contiguous to an unknown cell in the grid map. This way, frontier cells are good target points in order to continue with the coverage of the environment. Therefore, the target cell selected by this technique t NF is:
frontier might have. Furthermore, it does not include coordination mechanisms. Consequently, two robots in nearby positions using this technique may select the same frontier.
Therefore, this technique was implemented as follows. Firstly, the frontier cells are identified and clustered in chains by neighbourhood. The clusters that are too small are removed. Removing small clusters is a common practice in real and simulated scenarios when performing exploration tasks. The main idea is that we need a condition to tell the robots to stop exploration. Since sensors are noisy, it is common to have some small exploration frontiers that will not disappear because of noise in the sensors and the errors in the estimated pose. Thus, removing small clusters is a usual technique in this field [25] .
Next, the cells in the centres of the cluster chains compose the new subset of candidate destinations F. Afterwards, Dijkstra's algorithm [26] is used in order to find the nearest Figure 7 (a) shows the average exploration time for each algorithm and number of robots, for the case when the team starts to totally spread over the whole environment. The results are similar to that observed in Figure 6 . The nearest frontier approach also performs well in this scenario. It is worth noting that in the case of a single robot, the results are exactly the same as those presented in Figure 6 . As the number of robots increases, the exploration time is lower, compared to the same data in Figure 6 . This result is a direct consequence of the robots being initially spread over the whole environment, and thus being more coordinated. Figure 7 (b) shows the average error in the map created with an initial spread of the robots. In that figure, it can be seen that the results are slightly better, as a consequence of the starting robot positions. The hybrid coordinated integrated algorithm as well as the integrated approach are the best regarding the quality of the created map, since they integrate the SLAM uncertainty with path planning.
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Therefore, this technique was implemented as follows. Firstly, the frontier cells are identified and clustered in chains by neighbourhood. The clusters that are too small 
Conclusions and Future Works
In this article an application to simulate multi-robot exploration and mapping of unknown environments has been presented. This tool is documented and freely available to be downloaded in the MRXT website 2 . MRXT allows the user to experiment with the different exploration algorithms in multiple virtual environments while changing the different parameters of the exploration and SLAM as well as the robot properties. MRXT is the first application to be completely focused on the common problem of exploration in mobile robotics, making it appropriate for educational purposes. An example of usage of the application has been shown in the paper.
As future works, we plan to make the simulator compatible with other robotics software development environments like ROS [19] in order to make easier the development of new exploration algorithms for MRXT. The inclusion of grid-based SLAM techniques in addition to the current feature-based SLAM is also an objective.
Appendix: Exploration Algorithms
Nearest Frontier Approach
Based on Yamauchi's technique [20] , this approach selects the shortest path to the nearest frontier. A frontier is defined as a free cell contiguous to an unknown cell in the grid map. This way, frontier cells are good target points in order to continue with the coverage of the environment. Therefore, the target cell selected by this technique t NF is:
where L (a) represents the length of the shortest path to reach the cell a ≡ (a i ,a j ), and being F the subset of frontier cells. This way, this technique only takes into account the cost of reaching a frontier cell; however, it does not consider the utility that visiting a specific frontier might have. Furthermore, it does not include coordination mechanisms. Consequently, two robots in nearby positions using this technique may select the same frontier.
Therefore, this technique was implemented as follows. Firstly, the frontier cells are identified and clustered in chains by neighbourhood. The clusters that are too small are removed. Removing small clusters is a common practice in real and simulated scenarios when performing exploration tasks. The main idea is that we need a condition to tell the robots to stop exploration. Since sensors are noisy, it is common to have some small exploration frontiers that will not disappear because of noise in the sensors and the errors in the estimated pose. Thus, removing small clusters is a usual technique in this field [21] .
Next, the cells in the centres of the cluster chains compose the new subset of candidate destinations F . Afterwards, Dijkstra's algorithm [22] is used in order to find the nearest frontier as well as the shortest path. Replanning takes place when a robot reaches the target, when the path is found to be obstructed by an obstacle, or after a fixed period of time.
Cost-Utility Approach
The utility of reaching a given frontier cell can be measured as the expected information gain. Inspired by González-Baños and Latombe's approach [23] , this algorithm uses a cost-utility function in order to decide the next destination from the subset of frontier cells. Each frontier cell a is assigned a benefit B cu (a) that is evaluated according to the equation:
where U (a) is the utility function, C(a) is the cost function. The constant λ cu sets the relative importance between both factors. Utility and cost functions are calculated as follows:
Unex(a,R s ) is a function that counts the number of unexplored cells in the range of the sensor from cell d, being R s the maximum range of the sensor expressed in cell units.
Consequently, the target cell t cu is chosen as the one that maximizes the benefit:
Candidate destinations are determined again as the set of cells in the centre of the clusters of frontier cells, and Dijkstra's algorithm is used to get the cost of each candidate. This method does not consider any coordination mechanism between the robots.
Behaviour-Based Approach
The behaviour-based method combines reactive behaviours in order to control the exploration. Specifically, this approach is inspired by Lau's technique [24] who used three behaviours: go to frontiers, avoid obstacles and avoid other robots. In this sense, a global force field was built as the linear combination of the force field associated to each behaviour. That approach was extended in [26] in order to consider returning to previously explored areas for SLAM integration by means of a go to precise pose behaviour and in order to consider utility by means of a go to unexplored areas behaviour. In addition, a Gaussian potential field model was also introduced in order to make the system more easy to adjust and to detect local minima situations (when the different behaviours compensate each other). Local minima are avoided using a recovery mode that plans a path to the nearest frontier. In this sense, all five behaviours as well as the follow recovery path behaviour are included in the behaviour-based approach included in MRXT. Consequently, the potential associated to each behaviour is modelled as a sum of Gaussians:
where N i is the subset of cells involved in each behaviour (for instance, frontier cells for go to frontiers or occupied cells for avoid obstacles), and A i and σ i are the amplitude and width parameters that are adjusted experimentally. Finally, the global potential field is composed as follows:
where the binary terms μ i are used by a finite state automata in order to enable or disable individual behaviours. Then, the robot motion is controlled following the opposite direction of the gradient of the global potential field, this is − ∇ P(x → ). In order to unify the techniques, the same low level control laws used in the low level planner of the previous deliberative techniques are applied.
In this method, coordination is achieved by dispersing the robots over the environment according to the avoid other robots behaviour.
Coordinated Approach
Based on the Burgard et al.'s technique presented in [25] , this method introduces coordination in the nearest frontier approach. In this sense, the frontier cell selected as the goal is chosen accordingly to a function of the cost and the distance to the targets already selected by other robots:
where C(a) is the cost function, λ C is a constant to adjust the relative importance between cost and coordination, and f (a,r) is a function that depends on the distance to the targets assigned to the other robots that is evaluated as follows: (18) being d(a,t r c ) the distance between the cell a and the goal t r c assigned to the robot r, and d l a design parameter that models a radius of influence.
Consequently, the objective is to find the frontier cell a that maximizes Equation 17 ( )
As for the other deliberative methods, candidate destinations are determined as the set of cells in the centre of the clusters of frontier cells. Dijkstra's algorithm is used again in order to get the cost of each candidate cell. Equation (19) is used to select the goal and the path is obtained by backtracking. The same low level planner is used in order to make the robot follow that path.
Market-based Approach
This approach inspired in the Zlot et al.'s technique [27] is based on a market economy model. Using a similar benefit function than the cost-utility model, the robots negotiate their goals applying the next rules:
• A global goal list is maintained by the robots.
• Each robot computes a profit for each goal according to Equation (11) .
• For each frontier in auction all the robots make a bid with its current profit for it.
• When a robot wins an auction the frontier is added to its goal list and removed from the global goal list.
• When a cell that was added to the goal list of a robot is on auction and is won by other robot, it is removed from that previous list.
• When a cell that was added to the goal list of a robot is later found to be not profitable enough it is removed from the list.
Candidate frontier cells are determined in the same way as the other techniques. Dijkstra's algorithm is used to get the cost of each candidate, and the shortest secure path is obtained by backtracking. The same low level planner is used in order to make the robot follow that path.
Integrated Approach
The integrated approach is based on the method presented by Makarenko et al. [28] . It consists of integrating the SLAM algorithm in the goal choice by means of including a localizability term in the benefit function:
Loc .
i I I B a U a C a a (20) As for the cost-utility approach, utility U (a) and cost C(a) are evaluated with Equation (12) and Equation (13) . Furthermore, the function Loc(a) adds the localizability term of the robot at the candidate destination a. λ I 1 and λ I 2 are constants that adjust the relative importance of these three factors.
The localizability term Loc(a) is evaluated by means of an information filter that predicts the uncertainty of the robot pose with the measurements that would be acquired from that position and normalized by the current uncertainty of the robot. Finally, the target cell is chosen as the frontier cell that maximizes the benefit function:
As for the other deliberative methods, candidate destinations are determined as the set of cells in the centre of the clusters of frontier cells, and Dijkstra's algorithm is used also to get the cost of each candidate. Equation (21) chooses the goal and the path is obtained by backtracking. The same low level controller is used in order to make the robot follow that path.
Hybrid Integrated Coordinated Approach
Based on Juliá et al.'s approach exposed in [29] , this algorithm consists of a hybrid exploration planning architecture. Six reactive behaviours integrate the low level planning. These behaviours are the same behaviours included in the behaviour-based technique. This method reduces the influence of the reactive low level planner to a limited area in the surroundings of the robot, and only to those cells that are visible from the position of the robot (expected safe zone concept). This way it allows a low level reactive navigation free of local minima.
In addition, this low level planner is combined with a high level planner. The high level planner works by means of subdividing the environment using a tree as it is explained in [29] . This tree T nodes,edges consists of nodes N i (c i ,ρ i ,R i ,γ i ) and edges E l ,m (d l ,m ,N l ,N m ). Each node N i represents a position c i in the environment, the total cost to reach that node ρ i , a region of cells associated R i , and the number of other robots γ i in that region R i . And the edges E l ,m represent the straight line path connecting the respective nodes N l and N m requiring to travel a distance d l ,m .
In order to evaluate the tree a different benefit B(N l ) is given to each leaf node N l : ( ) ( ) r = 2 ICells , l l l R B N (22) where ICells(R l ) is a function that counts the number of interest cells within the region R l . If the robot is well localized the interest cells are the unexplored cells, if the robot has a poor localization the interest cells are past precise pose cells within that region. Then, the next recursive function V (N b ) gives each branch node N b a value:
being j the subset of nodes for which there exists an edge E b, j connecting node N b with node N j and being b < j, or in other words, each N j is a direct child node of N b .
Since Equation (23) does not take into account the possible presence of other robots in the current area of the root node, the nodes that are far away from the other robots in the current area and close to the current agent increase their values as follows: 
where c 0 r is the position of the robot r, and f denotes the subset of first level nodes. A node is considered as a first level node, if there exists and edge E 0,b that connects the root node N 0 with the node N f . Finally, the best first level node N g is decided as the node that maximizes the corrected values:
The final decision is made depending on the localization state and the type of the best first level node. When the localization is good and the best node is a branch, the robot simply goes to the cell c g associated to that node. However, if the best node is a leaf, a reactive exploration navigation is enabled using a combination of the go to frontiers, go to unexplored zones, avoid obstacles and avoid other robots behaviours. When the localization is poor but the best node is a branch, the robot also navigates to the cell c g associated to that node. However, if it is a leaf the robot enables a reactive active localization by means of activating the go to precise poses and avoid obstacles behaviours.
