Abstract-This paper provides a comprehensive analysis of nonbinary low-density parity check (LDPC) codes built out of protographs. We consider both random and constrained edgeweight labeling, and refer to the former as the unconstrained nonbinary protograph-based LDPC codes (U-NBPB codes) and to the latter as the constrained nonbinary protograph-based LDPC codes (C-NBPB codes). Equipped with combinatorial definitions extended to the nonbinary domain, ensemble enumerators of codewords, trapping sets, stopping sets, and pseudocodewords are calculated. The exact enumerators are presented in the finitelength regime, and the corresponding growth rates are calculated in the asymptotic regime. An EXIT chart tool for computing the iterative decoding thresholds of protograph-based LDPC codes is presented, followed by several examples of finite-length U-NBPB and C-NBPB codes with high performance. Throughout this paper, we provide accompanying examples, which demonstrate the advantage of nonbinary protograph-based LDPC codes over their binary counterparts and over random constructions. The results presented in this paper advance the analytical toolbox of nonbinary graph-based codes.
LDPC codes can outperform binary LDPC codes in certain cases. As shown in [28] , non-binary LDPC codes perform better than binary LDPC codes on binary channels and can be seamlessly merged with high-order modulation techniques for multiple input, multiple output channels. Typically, this improved error rate performance for higher field orders comes at the cost of increasing complexity of the decoding algorithm, see e.g., [48] and [56] . With these early promising results, with new methods for reducing implementation cost, and with the emergence of a range of applications that use non-binary coding schemes, such as optical communication channels [19] and dense data storage [25] , the interest in non-binary LDPC codes is being actively renewed.
Generalizing from the binary to the non-binary domain of LDPC codes is often non-trivial, and sometimes even surprising. For example, [44] showed that non-binary LDPC codes with variable degree set to 2 perform quite well, while it is well-known that in the binary setting such codes have rather poor performance. Codeword and pseudocodeword weight distributions of certain regular graph-based non-binary codes were recently studied, both in terms of binary weights [4] , [5] and symbol weights [31] , [32] , [59] .
The works of [12] , [30] , [53] , and [61] have put forth finitelength designs of non-binary LDPC codes with outstanding performance. In a parallel thread, works such as [11] and [56] , among others, have explored various aspects of decoding of non-binary LDPC codes. Codes with efficient encoding and decoding were proposed in [60] . The error-floor performance of non-binary LDPC codes was recently investigated in [41] and [43] , and non-codeword objects that cause the decoding error under iterative decoding were studied in [42] and [46] . Minimum distance properties of non-binary LDPC codes were recently explored in [34] .
Despite the on-going surge of interest in non-binary LDPC codes, many questions regarding structured codes remain to be answered. Notable recent results on this topic include the analysis and design of so-called cluster-based LDPC codes, for which bounds on the minimum distance and asymptotic thresholds were derived in [16] and [49] . Hybrid LDPC codes that built upon both binary and non-binary constructions were recently proposed in [47] .
In this work we focus our attention on the characterization of non-binary LDPC codes built out of protographs. In particular, we consider novel non-binary code constructions that are based on repeating the nodes and permuting the edges as in the binary case [2] , but that are also equipped with the added freedom of choosing the non-binary edge weights (i.e., edge scaling). We refer to the resulting codes as nonbinary protograph-based (NBPB) codes. One can generalize the construction of binary protograph-based LDPC codes by replacing the copy-permute operations with either copy-scalepermute operations 1 or with scale-copy-permute operations. We consider both approaches. The former construction is less restrictive: copies of an edge can receive different non-zero weights, whereas in the latter construction all copies of an edge receive the same weight. We refer to the non-binary LDPC codes obtained from an underlying protograph based on the copy-scale-permute operations as the unconstrained NBPB (U-NBPB) codes, and the non-binary codes obtained from an underlying protograph based on the scale-copy-permute operations as the constrained NBPB (C-NBPB) codes. We note that C-NBPB codes constitute the first graph-cover style non-binary code construction.
The goal of this paper is multifold: (1) to suitably generalize existing definitions and techniques from the binary to the nonbinary domain, (2) to offer novel structured constructions of non-binary codes using guided edge weight assignment on the sequence of replicated protographs, (3) to provide ensemble performance evaluation of the resulting NBPB codes through the explicit computation of codeword enumerator and key noncodeword enumerators, (4) to offer new non-binary EXIT chart evaluation tool for NBPB codes, and (5) to offer explicit nonbinary code designs based on NBPB constructions with excellent finite-length and asymptotic performance. Collectively, these results serve to advance the available toolbox of nonbinary graph-based codes.
In the first part of the paper, we focus our attention on the ensemble enumerators. (Codeword) weight enumerators for specific codes are an important tool in evaluating the performance under maximum-likelihood (ML) decoders. As noted by Gallager [26] , it is very difficult to calculate the weight enumerator for a specific code. Given this fact, Gallager calculated the average weight enumerators for ensembles of codes, from which the average performance under ML decoders can be obtained. In particular, as the blocklength goes to infinity, the asymptotic weight enumerators allow us to infer the minimum distance properties of code ensembles and the minimum signal-to-noise-ratio required for the average probability of error to approach zero under the ML decoding (i.e., the ML threshold) [17] . When designing a code, members of a ensemble whose average minimum distance grows linearly with its blocklength are preferable. In the sequel, we extend this analysis and consider ensemble enumerators in terms of certain non-codewords that are relevant in describing code performance under iterative decoding.
The rest of the paper is organized as follows. In Section II we introduce U-NBPB and C-NBPB codes. In Section III, we present codeword weight enumerators of U-NBPB codes along with illustrative examples. Counterpart enumerators of C-NBPB codes are presented in Section IV. In Section V, we extend the enumeration technique to trapping sets, stopping sets, and pseudocodewords. Iterative decoding thresholds of NBPB codes are derived in Section VI using a new EXIT chart analysis, suitably developed for non-binary protographs. Finite-length examples of U-NBPB and C-NBPB codes with excellent performance are discussed in Section VII. Section VIII concludes the paper and proposes questions for future investigation.
II. U-NBPB AND C-NBPB CODES
There is a considerable freedom in choosing the edge weights in constructing protograph-based non-binary LDPC codes. We will first consider the case where the edges are weighted independently of each other. We refer to resulting codes as unconstrained non-binary protograph-based (U-NBPB) codes. We then consider the constructions wherein the edge weights are assigned in bundles, and refer to resulting codes as constrained non-binary protograph-based (C-NBPB) codes. Both methods provide natural extensions of binary protograph-based code designs that are described by copy-permute operations, cf. [2] , however, the U-NBPB construction is a series of copy-scale-permute operations whereas the C-NBPB construction is a series of scale-copypermute operations. Let us first recall the definition of a protograph [55] which can be any Tanner graph, typically one with a relatively small number of nodes. In the definition above, n v is the total number of variable nodes, n c is the total number of check nodes, and |E| is the cardinality of the edge set E. Parallel edges between variable nodes and check nodes are permitted. We first provide the definition of a U-NBPB code. Let = {π 1 , π 2 , . . . , π |E| } be a set of permutations where π i , i ∈ {1, 2, . . . , |E|} denotes the edge permutation associated with N copies of edge i and let S N = {s 1 , s 2 , . . . , s N|E| } be a set of non-zero edge weights where s k , k ∈ {1, 2, . . . , N|E|}, denotes the edge weight associated with edge k in the daughter graph. 
Definition 1: A protograph G = (V, C, E) consists of the set V

Definition 2 (Copying of a Protograph): Given the protograph G = (V, C, E), daughter graph G N = (V N
,
Definition 3 (U-NBPB Code): Given the mother protograph G = (V, C, E), a (G, N, S N , ) U-NBPB code is constructed from the daughter graph G N = (V N , C N , E N ) by permuting the edges according to the set of permutations , followed by scaling each edge in G N according to the set S N .
It is clear that the weights of edges in the resulting graph correspond to the nonzero elements of the associated paritycheck matrix. We also note that the copy-permute operations are commonly referred to as lifting.
The U-NBPB code construction is illustrated in Fig. 1 (a) based on the mother protograph with n v = 3, n c = 2 and N = 3. The U-NBPB ensemble is defined as follows.
Definition 4 (U-NBPB Code Ensemble): The (G, N, q) U-NBPB ensemble is the collection of all (G, N, S N , )
U-NBPB codes where the set of permutations assigned to different ensemble members spans the collection of all possible sets of permutations and the set S N assigned to different ensemble members spans the collection of all possible sets of non-zero edge weights from GF(q).
Another way of constructing a non-binary code based on a protograph is to first fix the non-binary edge weights of the protograph and then apply copy-and-permute operations to that protograph without altering the edge weights in the resulting graph. We now define the scaled protograph G q constructed based on scaling the mother protograph G. Let S = s 1 ,s 2 ,. . . ,s |E| be a set of non-zero weights with one-to-one association with the edges in G, namely s i ∈ S is associated with e i ∈ E, and s i = 0 ∈ GF(q).
Definition 5: Given the mother protograph G = (V, C, E) and the set S, the scaled protograph G q = (V, C, E, S) with the variable node set V , check node set C, edge set E, and weight set S is constructed by scaling the edges of the protograph G with their corresponding edge weights in the set S.
A C-NBPB code is then constructed by a copy-and-permute procedure (while keeping the edge weights fixed) applied to the scaled protograph G q . Here, the terminology 'constrained' refers to choosing weights for the scaled mother protograph and keeping them fixed during the subsequent copy-andpermute steps.
As in Definition 2, a scaled daughter graph G N q = (V N , C N , E N , S N ) can be constructed based on a given scaled mother protograph G q as follows. The elements of E i , E i = {e i,1 , . . . , e i,N }, each have the same weight s i ∈ S (which is the weight of the edge e i ∈ E).
A C-NBPB code is then defined as follows. Recall that = {π 1 , π 2 , . . . , π |E| } is a set of permutations where π i , i ∈ {1, 2, . . . , |E|}, denotes the edge permutation associated with N copies of edge i .
Definition 6 (C-NBPB Code): Given the scaled mother
by permuting the edges according to the set of permutations .
An example of a C-NBPB code construction is shown in Fig. 1(b) based on the scaled mother protograph with n v = 3, n c = 2 and N = 3. The definition of the C-NBPB code ensemble then follows in the usual sense. It is worth noting that the C-NBPB construction is a natural extension of the graph cover construction originally proposed in a study of pseudocodewords of a given code [33] . In contrast, here we use the graph-cover idea to construct a structured larger code based on the original smaller code. For more on graph covers of graph-based codes, please see [57] .
It is clear that when the field size q = 2, both U-NBPB and C-NBPB constructions naturally reduce to the binary case, previously analyzed in the literature [2] .
Lastly, we specify satisfied and unsatisfied check nodes. Let G q = (V, C, E, S) denote a bipartite graph describing a q-ary LDPC code, with the usual notation of V denoting the set of variable nodes, C denoting the set of check nodes, and the set E describing the edges between the nodes in V and C. For notational convenience recall that we use G q to also denote a scaled protograph; we tacitly assume that parallel edges are not permitted in the graph describing a code but that they may be permitted in the protograph as we will later discuss in Section VII. Let u i , u i ∈ GF(q), denote the value associated with variable node v i ∈ V . The weight of each edge e i, j in E connecting the variable node v i and the check node c j is given by s i, j ∈ S and is a non-zero element of GF(q).
For the graph G q , we say that the check node c j of degree
, where s i, j is the weight given to the edge connecting the check node c j and the variable node v i (with value u i ). If m i=1 s i, j u i = 0 ∈ GF(q) we say that the check node c j is unsatisfied.
Codeword weight enumerators are known to be useful for bounding the performance under the maximum likelihood (ML) decoding, whereas the enumerators of certain noncodeword objects are of interest when evaluating the performance under iterative decoding. In the sequel, we will study several enumerators of interest.
III. U-NBPB WEIGHT ENUMERATORS
The section is composed of three parts. We first provide the exact weight enumerator of a code induced by one check node (Subsection III-A). We then discuss non-asymptotic ensemble weight enumerators (Subsection III-B) and the asymptotic ensemble weight enumerators (Subsection III-C). Some of the presented results build upon [2] , and generalize these known results to the non-binary set-up. Throughout the section, illustrative examples accompany the derivations.
A. Weight Enumerator of a Check Node and of Its Replicas
Let us begin building the enumerator result by first considering a check node c with degree m in the mother protograph G. We first establish the necessary notation.
It is convenient to view this check node c as an (m, m − 1) single parity check linear block code C over GF(q). Let K = q (m−1) denote the number of codewords in C. Further, let M C be the K × m matrix with the codewords of C as its rows (whose entries are by construction in GF(q)), and let M C b be the K × m binary matrix obtained by converting all non-zero entries of M C to 1. Note that by construction, some rows of M C b may be the same. Let M C b be the set of all rows x of
Following the proposed construction of U-NBPB codes, we consider the N copies of node c in the daughter graph, and call the resulting (Nm, N(m − 1)) linear block code C N . It is convenient to denote by n k the number of occurrences of the k th codeword among these N copies of c, and to collect them into the vector n, where n = [n 1 , n 2 , . . . , n K ]. Lastly, let A C N (w) denote the weight vector enumerator of C N that, for a given weight vector w = [w 1 , w 2 , . . . , w m ], outputs the number of codewords of C N having weight vector w. Here, the entry w i denotes the number of occurrences of a non-zero value in position i , 1 ≤ i ≤ m, taken over all N copies of the underlying code C.
With the above, the main result of this subsection is provided in the following theorem that characterizes the weight enumerator of the code C N . This code is described by the daughter graph G N that consists of N copies of the single check node c according to Definition 2. Throughout the analysis
denotes the multinomial coefficient, where x i 's are nonnegative integers summing to N.
where C N; n 1 , n 2 , . . . , n K r is the multinomial coefficient specified in (1) , and {n} is the set of integer-vector solutions to w = n · M C b,r , with n 1 , n 2 , . . . , n K r ≥ 0, and
Proof: The weight vector enumerators {A C N (w)} may be found as the coefficients of an appropriately chosen multidimensional generating function, as we now describe. The weight generating function of the code C induced by the check node c is
m , where the W i 's are indeterminate bookkeeping variables. From [26] , for Z/qZ, the weight generating function of the code C induced by a single check node c of degree m, is given by
It can be shown that this expression also holds for GF(q). This generating function can also be written as A C (W ) = m w=0 m w g(q, w)W w . For our problem, the number g(q, w) represents exactly the number of repeated elements with weight w in M C b . Thus,
m , where x k is the k-th element of M C b,r and |x k | is its weight (that is, the sum of its entries). The generating function for N copies of this check node in the daughter graph is then
Applying the multinomial theorem to (3) yields,
Then, (4) can be written as
where {n} is the set of integer solutions to w = n ·M C b,r , under the constraints n 1 , n 2 , . . . , n K r ≥ 0 and K r k=1 n k = N, and where
To see the last step, note that the product in (4) can be manipulated as follows
Also, if w = n·M C b,r has more than one solution for n, the term W
m will appear as a common factor in all of the terms that are associated with these solutions. This observation explains the presence of the second summation in (5) . The generating function of {A C N (w)} can also be written as
Finally, comparing (7) and (5) leads to (2) .
Note that if we choose to use M C b (which has repeated elements), the procedure for computing the weight enumerator polynomial can be obtained using techniques from the proof above, although the computations would be more involved by virtue of having repeated elements. In this case, we have
where {n} is now the set of integer-vector solutions to 
where {k} is the set of integer-vector solutions to w = k·M C b,r , with k 1 , k 2 , . . . , k 5 ≥ 0 and
If
where l = k 5 /2 and k 5 is even. If
where l = (k 5 − 1)/2 and k 5 is odd. Based on this exact combinatorial count on the per-node basis, in the next section we derive the exact weight enumerator of the U-NBPB ensemble.
B. Weight Enumerator of the U-NBPB Ensemble
Before stating the enumerator result, we first define the nonbinary uniform interleaver. 
. The notion of Uniform Codeword Selector (UCS) was introduced in [20] in the context of the concatenation of nonbinary product codes. This definition is equivalent to the notion of non-binary uniform interleaver in this paper.
With the protograph-based set-up, it is convenient to view the resulting code as a serial concatenation of certain component codes (cf. [8] ). Suppose C 1 and C 2 are two serially concatenated block codes over GF(q) that are connected by a length-L non-binary uniform interleaver over GF(q) where L is the blocklength of the code C 1 . For the given codes C 1 and C 2 , let SCC = SCC(C 1 , C 2 ) be the resulting ensemble over all possible interleavers. 
codewords of C 2 with probability
. Averaged over the resulting SCC ensemble, there are A
codewords of Hamming weight d corresponding to the SCC encoder inputs of weight f and to the C 2 -encoder inputs of weight w. Summing these codewords over all w, (12) follows.
Based on Lemma 1 we derive the exact weight enumerator over the entire U-NBPB ensemble as follows.
Recall that there are n v variable nodes and n c check nodes in the mother protograph G, and that m j denotes the degree of the check node c j . Let t i denote the degree of the variable node v i . Recall from Definition 4 that the U-NBPB ensemble consists of all codes obtained by permuting the edges of the daughter graph G N according to all possible sets of permutations , followed by scaling the edges by all possible sets of edge weights S N .
Consider a check node c j with degree m j . Let Note that the set of the entries in vector d j comprises a subset of the elements of the vector
and this subset is obtained from the edge connections in the mother protograph G (see Fig. 2 
for illustration).
It is convenient to specify Kronecker Delta κ x,y as κ x,y = 1 if x = y, and 0 if x = y.
If x and y are vectors, we interpret Kronecker Delta having value 1 only if x and y agree in all components.
Theorem 2: The weight vector enumerator of the U-NBPB code averaged over the entire ensemble is
where A Proof: Consider N copies of each node in the protograph as a constituent code. These constituent codes are then interconnected through non-binary uniform interleavers each of size N. The N copies of each variable node v i ∈ G can be treated as a constituent code with one input of weight d i and
The N copies of each check node c j ∈ G can be treated as a constituent code with m j input weights w j = [w j,1 , w j,2 , . . . , w j,m j ] and no output. 
that is applied to the variable nodes according to the protograph constraints.
Then, the result of Lemma 1 is applied to individual concatenations to obtain the average protograph weight vector enumerator as,
Here, the summation is over all weights w m,u , where w m,u is the weight along the u th edge of variable node v m . Note that w j,l = w i,k if the l th edge of check node c j is the k th edge of variable node v i . Recall that the vector
is the weight vector of the check node c j whose element 
The average number of codewords of symbol weight d in the ensemble, denoted by A d , equals the sum of
Let us now consider the case where some of the symbols in a codeword are not transmitted, i.e., the associated nodes are punctured. For a protograph with punctured nodes, let V t be the set of transmitted variable nodes and let V p be the set of punctured variable nodes, (8) , so the total number of bits is 96. 
C. Asymptotic Ensemble Weight Enumerators
Given that the formulas in the previous subsection involve the number of copies N, we define the normalized logarithmic asymptotic weight (the growth rate) to be
for a given δ > 0 (which is independent of N). Note that n = n v · N, so the growth rate in terms of n can be expressed as
for a givenδ, wherer
Let δ i = d i /N, and take the limit as N → ∞. Using lim sup N→∞ ln
under the constraint
is the asymptotic weight vector enumerator associated with the check node c j , defined as
where ω = w/N, and
be the relative proportion of occurrences of each codeword of constituent check node code C in a sequence of N codewords, where p k = n k /N and n k is the number of occurrences of the k th codeword. We then let the type class of P ω , T (P ω ), be the set of all length-N sequences of codewords in C, each containing n k occurrences of the k th codeword in C,
under the constraint that {P ω } is the set of solutions to
Example 4: Continuing with the protographs discussed in Example 2, we compute the asymptotic symbol weight enumerators for the three protographs for q = 8, as shown in Fig 7. As we can see, in the asymptotic case, the punctured 
type 1 protograph and the punctured type 2 protograph both have on average fewer low symbol weight codewords than the (2, 4)-regular protograph. This result is in agreement with the finite-length calculation (and will be later shown to be also consistent with the threshold calculations).
Note that the ensemble of all rate-R, q-ary ("random") linear codes (whose parity-check matrix entries are i.i.d. uniform) has the weight enumerator A C (w) = (q − 1) w n w exp{−n(1 − R) ln(q)} and the asymptotic weight enumerator [26] 
which corresponds to the asymptotic Gilbert-Varshamov bound for the non-binary case. In Fig. 7 , we plot the GilbertVarshamov bound for q = 8. Similar to the binary protograph case studied in [2] , the asymptotic symbol weight enumerators converge to the Gilbert-Varshamov bound asδ gets larger.
Here, again, of the three candidate protographs, the punctured type 2 protograph offers the growth rate closest to the GilbertVarshamov bound. Example 5: In this example, we provide the asymptotic weight enumerator for the (3, 6)-regular protograph (presented in Fig. 8 ) over GF(q), as shown in Fig. 9 . We also note that our result for GF (2) is in agreement with [2] . From the figure, we can see that as q increases, there are fewer low weight codewords. In addition, as q increases, the growth rate of high weight codewords increases. We use ν min to denote the second zero crossing ofr (δ) (the first zero crossing is r (0) = 0). The second zero crossing, if it exists, is called the typical relative minimum distance. Fig. 10 shows how the typical relative minimum distance ν min changes with varying q. Consistent with [18] , while the Gilbert -Varshamov bound grows monotonically with q, ν min is Typical minimum distance of (3, 6)-regular protograph for different q.
in fact non-monotonic. In this example, for the considered values of q, ν min attains its maximum value for q = 64 and 128.
We briefly remark that the weight enumerators for the binary image of U-NBPB codes can be obtained by introducing the so-called frequency weight enumerators, which will be discussed shortly in Section IV. We revisit this point in Remarks 1 and 2 in Section IV.
IV. ENUMERATORS OF C-NBPB CODES
Building upon the computational machinery developed in the previous section for U-NBPB codes, in this section we derive the corresponding codeword weight enumerators for the C-NBPB codes. As before, we first consider the weight enumerator of a single check node (Section IV-A), followed by the code weight enumerator (Section IV-B) and the asymptotic analysis (Section IV-C). We compare unconstrained and constrained NBPB constructions complexity-wise via an example in Section IV-D.
A. Weight Enumerator of a Check Node and of Its Replicas
Consider a degree-m check node c in the scaled protograph G q defined over GF(q), with neighboring variable nodes given by the vector v = (v 1 , v 2 , . . . v m ) and weights on the incident edges given by the vector s = (s 1 , s 2 , . . . s m ) , where s i 's are non-zero elements of GF(q) for i = 1, 2, . . . , m. Since the edge weights are a priori chosen by construction, we view the node c with specified s as an (m, m − 1) single parity check, linear code C over GF(q).
Recall the notation from the previous section: we again let K = q (m−1) be the total number of codewords in C. Further, we also let M C be the K × m matrix with the codewords of C as its rows.
Consider a codeword x ∈ C, interpreted as an 1 × m vector. Let the mapping ϕ(x) be defined as the symbol indicator,
where x i, = 1, if the i -th component of x is equal to a nonbinary symbol with index , otherwise x i, = 0, for ranging over all (q − 1) non-zero symbols in GF(q). We collect the indicators ϕ(x)'s for all x's as rows of a K × m(q − 1) binary matrix. This matrix is referred to as M C b . We now consider the N copies of the check node c in G N q . Let the resulting (Nm, N(m − 1)) linear block code be denoted as C N .
We represent a codeword Theorem 3: The frequency weight matrix enumerator
where C (N; n 1 , n 2 , . . . , n K ) is the multinomial coefficient given by (1) and {n} is the set of integer-vector solutions to d = n·M C b . Here, n 1 , n 2 , . . . , n K ≥ 0, and K k=1 n k = N, and n k is the number of occurrences of the k th codeword among these N copies of c.
Proof: The proof is based on constructing a multidimensional generating function {A C N (d)} and extracting appropriate coefficients from this generating function using the multinomial theorem. The function itself is derived from the generating function of the underlying code C (induced by the check node c, and associated scale collection s), N times. Since the proof uses known techniques previously discussed in the proof of Theorem 1, details are omitted for brevity.
Note the contrast between the results in Theorem 1 for U-NBPB codes and Theorem 3 for C-NBPB codes. The former treats edge weights as random whereas the latter treats edge weights as fixed.
B. Weight Enumerator of the C-NBPB Ensemble
To obtain the weight enumerator of the C-NBPB ensemble we need the following definition of the frequency uniform interleaver. The frequency uniform interleaver decouples the frequency weight enumeration of component codes. Note that the symbol interleaver, given in Definition 5 and based on Hamming weight, does not represent a frequency uniform interleaver since now the edge weights are a priori fixed. Recall When q = 2, the frequency uniform interleaver is the same as the binary uniform interleaver.
Definition 9 (Frequency Uniform Interleaver): A length-N frequency uniform interleaver is a probabilistic device that maps each input of length N with entries as non-zero symbols of GF(q) and with the frequency weight vector
[d 1 , d 2 , . . . , d q−1 ] (each d t
denotes the number of occurrences of the t-th symbol in the input) into the C(N; d
Suppose, as usual, that the scaled protograph G q has n v variable nodes and n c check nodes. As in the U-NBPB case, let m j denote the degree of the check node c j . Let Proof: Consider a concatenation of two codes, one induced by n v variable nodes and another induced by n c check nodes (in the protograph G q ), inter-connected by |E| frequency uniform interleavers, each of length N. Node v i ∈ G q can be treated as a constituent code with one input of frequency weight row vector ∂ i and with t i outputs of frequency weight vectors [w i,1 , w i,2 , . . . , w i,t i ] . The input-output frequency weight enumerator of node v i is then
where
, and (vector) Kronecker Delta κ x,y is defined in (13) . The N copies of each check node c j ∈ G q can be treated as a constituent code with m j input frequency weight vectors w j = [w j 1 , w j 2 , . . . , w j m j ] and no output. 
that is applied to the variable nodes according to the protograph constraints. (See also Fig. 15 for illustration.)
Then, applying Lemma 1 to individual concatenations yields the average protograph frequency weight matrix enumerator as,
Here, the summation is over all frequency weight vectors 
as desired. Note that the result in (27) is not merely a consequence of the weight enumerator previously computed for the U-NBPB codes: the former assumes fixed edge weights while the latter considers all possible non-zero weights in the edge permutations, thus incurring different combinatorial terms (in the denominator) in the expression for the weight enumerator.
We note that an element z in GF(q) can be expressed as a binary vector (z 0 , · · · , z r−1 ) ∈ {0, 1} r , when q = 2 r . Such a binary vector is called the binary image of z. To compute the average weight enumerator of a C-NBPB code that is based on a protograph with punctured nodes, one can partition the set of nodes in the same way as previously Fig. 11 .
Weight enumerator for the binary image of various C-NBPB ensembles and for the random edge weight assignment. discussed for the U-NBPB case (in the paragraph following Theorem 2). Continuing on with the binary image representation, our goal will be to choose edge weights so that the minimum distance of the binary image of the code is improved. An approach to improve the minimum distance is to maximize the minimum distance of the binary image of each check node, see e.g., [36] , [44] . We will use this approach later in the paper when we discuss the design of finite-length NBPB codes. For now, we provide an example of some weight enumerators.
Example 6: Let us consider the binary image of the (2, 4)-regular code in Fig. 3(a) , now defined as a C-NBPB code over GF (16) and with N = 4. We evaluate the C-NBPB ensemble enumerators for different choices of edge weights, by considering two randomly chosen assignments described by the edge vectors (α 6 , α 7 , α 9 , α 10 ) and (α 1 , α 2 , α 7 , α 14 ) (read top to bottom in the panel) for α a primitive element over GF (16) , and a root of x 4 +x +1. We also evaluate the ensemble enumerator for (α 0 , α 3 , α 7 , α 11 ), an edge weight choice that was proposed in [44] as a good choice for edge weights. Indeed, Fig. 11 shows that the code described with edge weights as proposed in [44] has fewer low weight codewords than the two randomly chosen edge weight assignments for the C-NBPB construction. We also plot the ensemble enumerator under randomly assigned edge weights in Fig. 11 . As we can see, with a good edge weight assignment, the C-NBPB ensemble has fewer low weight codewords than the random ensemble.
C. Asymptotic Ensemble Weight Enumerators
Equipped with the new weight enumerator, for the Galois field size q = 2 r and for the binary image of the code, the asymptotic growth rate can now be derived in the usual sense, either in terms of the number of protograph copies, N,
for a given δ > 0, or in terms of the codeword bit length n (where n = r · n v · N),
for a givenδ > 0, wherer
and, with N tending to infinity,
under the constraint {δ i, :
is the multi-dimensional entropy function. The term a C ∞ j (δ j ) stands for the asymptotic frequency weight matrix enumerator of the check node c j , and it is computed as a
The growth rate in terms of the symbol Hamming weight follows in the usual sense.
As an illustration, we calculated the asymptotic C-NBPB weight enumerators with the same protograph and edge assignment parameters as in Example 6. Simulation results showed that r B (δ) of C-NBPB protographs with good edge weight assignment and randomly chosen edge weight assignments are approximately the same.
D. Comparison of Computational Complexity of U-NBPB and C-NBPB Enumerators
Lastly, we compare the computational complexity of computing the enumerators induced by a simple linear code described by a single check node for the U-NBPB and the C-NBPB cases.
Assume that a single-parity check code is defined over GF(q) via a degree-m check node c. We consider the enumerators of the induced U-NBPB and C-NBPB ensembles in both the finite-length and the asymptotic regime. In particular, for the finite-length case, we assume that the single-parity check code is repeated N times. 
possible choices for n. Clearly for q > 2, the total number of possible choices for n is considerably larger in the C-NBPB case than in the U-NBPB case, which makes the overall enumeration much more involved.
For the asymptotic case, with fixed δ, we need to find the vector of length
This is a search in an m(q − 1)-dimensional space. Obviously, since the dimension of the search space is much higher than in the U-NBPB case, the overall computational complexity is also much higher.
The following numerical example illustrates the comparison of the computational complexity for the U-NBPB and the C-NBPB enumerators. In the asymptotic case, for the U-NBPB code, the search for the vector δ is over a 3-dimensional space whereas the search for the C-NBPB code, for the vector δ is over a 9-dimensional space. The larger dimension of the search space in the C-NBPB case leads to a higher overall computational complexity.
V. PSEUDOCODEWORD, TRAPPING SET, AND STOPPING SET ENUMERATORS In this section we discuss how the weight enumeration techniques from the previous section can be extended to enumerate certain graphical objects of interest such as trapping sets, stopping sets, and pseudocodewords. We start off with the definitions of non-binary trapping sets, stopping sets and pseudocodewords (Subsection V-A) followed by trapping set enumerators of the U-NBPB and C-NBPB code ensembles (Subsection V-B), stopping set enumerators (Subsection V-C) and the pseudocodeword analysis of the U-NBPB codes (Subsection V-D).
A. Non-Binary Quantities of Interest
Consider G q = (V, C, E, S) as the Tanner graph of an LDPC code defined over GF(q), with V and C denoting the variable node set, and the check node set, respectively, and E and S denoting the edge set and the associated weights, respectively. Also, let |V | = n. Note that in the definition of non-binary trapping sets, the number b of unsatisfied checks depends on the input values and the edge weights. That is, two subgraphs with the same topology corresponding to the same sets U , may result in different b's, depending on the choice of the symbol values associated with a variable nodes and depending on the choice of the non-zero weights assigned to the edges of the subgraph. We remark that, in the binary case, the value of b is uniquely determined from the topology alone since all edge weights are equal to 1 and all of the a variable nodes have value 1. Interestingly, in the non-binary case however, the topology alone is not sufficient to specify the parameters of the trapping set. In contrast to trapping sets, the definition of stopping sets only depends on the topology of the subgraph and therefore is the same as in the binary case.
Definition 11 (Stopping Set in GF(q)): For the graph G q = (V, C, E, S), an (a, b) stopping set S a,b is a subgraph of G q induced by a variable nodes in V , such that there are b check nodes in the induced subgraph, and such that in this subgraph every check node has at least two neighboring variable nodes.
We now turn our attention to pseudocodewords. The definition of pseudocodeword matrix was first introduced in [32] and later defined in the context of linear programming decoding in [22] . For M a positive integer, a degree-M cover of G q is a Tanner graph G (M) q that results from replicating M times each node of G q , followed by introducing edges in a way that the local adjacency and the edge weights are preserved among the replicated nodes (cf. [33] for the binary case).
As an illustration, the resulting graph in Fig. 1(b) can be viewed as a construction of a degree-3 cover of the original protograph in Fig. 1(b) . Here, permutation matrix We let C denote the code generated by G q . We
q . Analogously to the codeword weight enumerator where one is concerned with the number of non-zero symbols per codeword (and not with their exact location), when enumerating the pseudocodewords one keeps track of the frequency of occurrence of each non-zero symbol in each variable of the underlying graph. This observation provides motivation for the following definition of the pseudocodeword matrix.
Suppose that the distinct elements of GF(q) form the set {0, 1, α, α 2 , . . . , α q−2 } for α a primitive element of GF(q). 
Definition 12 (Pseudocodewords in GF(q)): Following the notation in [51], we let P = P(ĉ M
)
The number of 0 elements then follows from subtracting the total count of non-zero elements of GF(q) from M. Matrix P is called the degree-M pseudocodeword matrix. As a shorthand, P is then referred to as the pseudocodeword.
Matrix P can be viewed as a concatenation of column vectors, each of length (q − 1), that indicate the number (or frequency, when these vectors are normalized) of times each symbol occurs in a particular variable node. We call these (q − 1)-dimensional vectors pseudosymbols.
B. Ensemble Trapping Set Enumerators
In this section we consider the trapping set enumerators of the U-NBPB and C-NBPB ensembles, starting with the former.
1) Trapping Set Enumerators for a U-NBPB Ensemble: Let us consider a T a,b trapping set in the Tanner graph corresponding to the U-NBPB code (G, N, S N , ) over GF(q).
In the spirit of the approach in [2] , first we set the values of these a variable nodes in T a,b to (arbitrary) non-zero elements of GF(q) and set the values of all remaining variable nodes to the zero element of GF(q), so that b neighboring check nodes are unsatisfied. We then attach additional b variable nodes, one to each of these b check nodes in the graphG. The attached nodes are connected via new edges of weight 1 each, and have a non-zero value uniquely chosen to force all check nodes to be satisfied. This operation can then be interpreted as suitably adding degree-1 variable nodes to all check nodes in the underlying protograph G. Let this set of nodes be F and call the new graph G . We can then obtain the trapping set enumerator of the U-NBPB ensemble specified by G from the weight enumerator of the U-NBPB ensemble specified by G .
In particular, the T a,b trapping set enumerator A
(t )
a,b is computed as We use C N j instead of C N j in (33) to indicate that the weight vector enumerators in (33) are obtained from the check nodes in G . These weight vector enumerators can be evaluated using (2) .
As in Section III-C, we define the normalized logarithmic asymptotic trapping set enumeratorr (t ) (α,β), as
for givenα > 0 andβ > 0 (which are independent of n). The derivation of an expression for (34) from (33) uses the same steps used in derivingr (δ), and yields
under the constraints {δ i :v i ∈V } δ i = α, and
The asymptotic weight vector enumerator, a c j (δ j ), can be evaluated using (21) . Fig. 12 . Note wheñ β = 0, by our definition, the curve corresponds to the asymptotic symbol weight enumerator of the (3, 6)-regular protograph. In the figure, whenα is fixed,r (t ) (α,β) increases with increasingβ. This result is consistent with the trapping set enumerator for binary protograph-based LDPC codes reported in [2] . Example 9: In this example, we consider the (3, 6)-regular protograph code ensemble for different q's with fixed β = 0.0002. The asymptotic enumeration results are shown in Fig. 13 . In the figure, we can see that whenβ = 0.0002, there always exists the second zero-crossing, i.e., there exist 
Example 8: Let us consider the (3, 6)-regular protograph code ensemble over GF(16). The asymptotic trapping set enumerators are plotted for differentβ in
the typical relativer (t ) (α, 0.0002) smallest trapping sets for different q's. Also, whenα is fixed,r (t ) (α, 0.0002) decreases as q increases. This indicates that forβ = 0.0002 (and more generally), codes over larger q have fewer trapping sets. 2) Trapping Set Enumerators for a C-NBPB Ensemble:
As in the U-NBPB case, let us enlarge the original scaled protograph G q by additional degree-1 variable nodes to obtain a new scaled protograph G q . Let us again denote by F the set of additional degree-1 variable nodes in the resulting graph. As in the trapping set analysis of U-NBPB codes, it suffices now to consider the weight enumerator of the C-NBPB ensemble specified by G q when calculating the trapping set enumerator of the C-NBPB ensemble specified by G q .
Let V be the set of variable nodes in G q . Based on the results in Section IV, it follows that the trapping set enumerator A
under the constraints {d i, :v i ∈V } d i, = a and
Note that here A C N j refers to the check node weight vector enumerators for the check nodes in G q . These weight vector enumerators are readily evaluated using (23) . The growth rate r (t ) (α, β) can now be computed in a similar way as in Section IV-C.
C. Ensemble Stopping Set Enumerators
We first recall that, in contrast to trapping sets, the definition of stopping sets is purely topological, that is we seek structure S a,b with a variable nodes and b check nodes such that each check node has more than one connection to the subset of variable nodes. This constraint, in particular, does not depend on edge scaling. As a result, the problem of enumerating nonbinary stopping sets can be simply recast as the problem of enumerating binary stopping sets. These in turn are enumerated via a weight enumerator of a suitably enlarged graph as in [2] . Let us define A
(s)
a,b as the average number of S a,b stopping sets of a given ensemble. Similar to the analysis in Section III-C, we define the normalized logarithmic asymptotic stopping set enumeratorr (s) (α,β), as
for givenα > 0 andβ > 0 (which are independent of n). Example 10: Let us consider the (3, 6)-regular protograph in Fig. 8 again. In Fig. 14,r (s) (α, ·α) is evaluated for several values of . For the (3, 6)-regular protograph, each variable node is connected to three check nodes and each check node is connected to six variable nodes. Thus forα variable nodes, there are 3α edges connected to these variable nodes and 3α 6 ≤ β ≤ 3α 2 , i.e. 0.5 ≤ ≤ 1.5. From Fig. 14 , we can see that for fixedα, there tends to be more stopping sets with larger .
D. Ensemble U-NBPB Pseudocodeword Enumerators
In this section, we present pseudocodeword enumerators for the graph covers of U-NBPB codes. Pseudocodeword enumerators were first studied in [3] and [21] , for the case of protograph-based generalized LDPC codes and binary unstructured regular LDPC codes, respectively. Note that the binary pseudocodeword enumerating techniques were previously studied in [2] . The extension of these enumerators to the non-binary case, which we study in this section, is not straightforward due to the presence of non-binary weights both in the random and in the constrained edge weight labeling cases.
Let us consider a single variable node v i in the protograph G having n v variable nodes. LetG be the graph corresponding to the (G, N, S N , ) U-NBPB code:G is obtained by copying N times the graph G, followed by edge scaling and permutation, according to the set S N over GF(q) and the set of permutations . As before, the result of replicating node v i N times can be viewed as a single constituent code.
We now investigate the degree-M cover ofG. One computes the distributions of the pseudocodewords for the constituent code induced by node v i . Each column vector of length (q −1),
Note that each entry in the vector P k , 1 ≤ k ≤ N, is an integer between 0 and M. Let M denote the total number of distinct non-zero pseudosymbols, where
The number M of possible distinct non-zero pseudosym-
has (q − 1) entries. Considering the count of '0' elements, we have q non-negative integers that sum to M. Thus M + 1 is just the number of possible partitions of M into q partitions.
Here, for each , the values f k, can be further scaled as
k=0 f k, = 1; such scaling will not alter the results in this section.
It is helpful to express these pseudosymbol vectors via a distribution: let d i, denote the total number of occurrences of each distinct pseudosymbol f in pseudocodeword P so that [24] . A representative evaluation of d 2 eff (P(ĉ M ), c 0 ) with respect to the all zeros codeword c 0 for the AWGN channel and the q-ary constellation is:
where for α a primitive element of GF(q), α k−1 ∈ GF(q), 1 ≤ k ≤ q − 1 is mapped to the constellation point Z k that itself may be one-or two-dimensional. Note that Z 0 is the constellation point corresponding to the symbol 0 ∈ G F(q) in the codeword c 0 . The constellation can also be normalized to unit energy. The d 2 eff parameter in (40) is also consistent with the definitions in [32] and [52] for q-ary PSK with Z k = exp{ j 2πk q }. Now, let us consider a particular check node c j in G of degree m j . P c j represents the set of pseudocodewords of degree-M cover of the check node c j . Analogous to the definition of ∂ i for variable node v i , we define distribution row vector enumerator is given by
where the sum is over all realizable pseudocodeword weight count configurations each described by the vector n = [n 1 n 2 . . . n K ], and where K represents the total number of pseudocodewords of the check node c j . Thus, {n} is the set of integer solutions to d j = n · M P c j with Combining the constraints for the check nodes and for the variable nodes, and viewing them as concatenated codes, the formula for the ensemble average is given by The generating function of the code C induced by the M-fold cover of a check node c is
, where the W i, j 's are indeterminate bookkeeping variables,
, and m is the degree of c. The generating function for the N copies of this check node in the resulting graph is then
Since all edge labels are i.i.d. then
where M P c now includes distinct pseudocodewords of all M P c s k 's. Note that in going from M P c s k 's to M P c , h(x) accounts for the normalized frequency of occurrence of x in the underlying graph cover ranging over all s.
Applying the multinomial theorem, we can writē
, and {n} is the set of integer solutions to d j = n · M P c j with n 1 , n 2 , . . . , n K > 0 and K k=1 n k = N. Lastly, the average pseudoweight enumerator can be computed as
where the sum ranges over all matrices d whose pseudocodeword weight is the channel dependent parameter d 2 eff (see (40) ). For example, under the channel-dependent constraints provided by the AWGN channel and the minimum energy q-ary The constellation in (47) can be normalized to unit energy constellation by simply dividing this expression by the average energy of the constellation.
Remark 2: We quickly remark that the expression in (42) for degree-1 cover (M = 1) also provides the frequency weight matrix enumerator for U-NBPB codes, see also Remark 1. This enumerator can also be used to obtain binary Hamming weight enumerators for the binary image of U-NBPB codes. Remark 3: We also note that the pseudocodeword enumeration viz. the M-th cover of a C-NBPB code ensemble (with, say, the N-fold copy operation) is similar to the derivation of pseudocodewords of U-NBPB code ensemble (with N × M copy operation) but now no averaging over scales is required. Details are omitted for brevity.
The enumeration methods are illustrated with representative examples.
Example 11: Consider the (3, 2) NB protograph code shown in Fig. 16 over GF (3) . Suppose that the base protograph is replicated N = 2 times. We seek to compute the ensemble pseudoweight enumerator for the resulting U-NBPB code for the graph cover degree M = 2. The number of distinct nonzero pseudocodeword symbols is 5, i.e. M = 5, and the set of all pseudosymbols is
For either check node c 1 or c 2 (both being degree-2 check nodes), the codewords are {00, 12, 21}, or {00, 11, 22} depending on the assigned non-zero scales. In the degree-2 cover of such a check, there are 4 sets: two sets with pseudocodewords
and two other sets with pseudocodewords
for j = 1, 2. The matrix M P c j is obtained by averaging these two sets. The set of pseudocodewords to be considered in the construction of matrix M P c j , is . Pseudo-codeword PAM distance spectrum for protograph in Fig. 16 . Fig. 18 . An RA protograph. . To obtain cover-2 pseudocodewords of c 1 , A Fig. 17 .
The matrix M P c j is then
M P c j = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 0P 2 c 1 ([∂ 1 , ∂ 2 ]), we solve [n 1 , n 2 , . . . , n 10 ]M P c 1 = [∂ 1 , ∂ 2 ]. A similar com- putation is required for cover-2 pseudocodewords of c 2 , A P 2 c 2 ([∂ 1 , ∂ 3 ]). Then,
we obtain non-zero vector enumerators
Example 12: We consider a rate-1 2 repeat accumulate code over GF (4) . The protograph of this code includes one check node with degree 5 (call it c 1 ) and two variable nodes, one with degree 3, and one with degree 2, as shown in Fig. 18 . Suppose that this protograph is copied N = 3 times. We compute the pseudoweight enumerator for the graph cover degree M = 2 of the resulting code. For this code, the set of Fig. 19 . Pseudo-codeword PAM distance spectrum for the protograph shown in Fig. 18 . 
all pseudosymbols is
can be computed using (42) for all choices of (∂ 1 , ∂ 2 ) (details are omitted). The distribution using PAM is shown in Fig. 19 .
For a finite cover degree M, we now compute the asymptotic ensemble pseudoweight enumerator, as the number of replications N of the original protograph tends to infinity. We define the normalized logarithmic asymptotic weight (the growth rate) to be
for a given δ > 0 (which is independent of N). Note that n = n v · N so the growth rate in terms of n is then expressed as
for a givenδ > 0 (which is independent of n),
. After some computations, it follows that
Under the normalized version of channel-dependent constraints for the AWGN channel with q-ary PAM, δ is
In (50)
is the asymptotic vector pseudoweight enumerator of the check node c j . This enumerator is computed as
under the constraint that {P δ j } is the set of solutions to
and K k=1 p k = 1. We now briefly comment on the computational complexity of evaluating the pseudoweight enumerators for the U-NBPB case. The complexity of evaluating the pseudoweight enumerators in the finite-length regime is dominated by the complexity of evaluating (41), which is the pseudoweight vector enumerator associated with N copies of a single check node of degree m j . In order to calculate (41), one computes
choices for n. Here, the value of the parameter K , i.e., the total number of pseudocodewords of the check node c j , increases with the value of the parameter M which itself depends on the
to the computational complexity of codeword weight enumerators, the computational complexity of pseudocodeword enumerators is much larger due to the additional parameter M (degree-M cover).
For the asymptotic case, we need to find the length-M m j vector δ j that maximizesā
. This is a search in an M m j -dimensional space.
Example 13: Let us consider the check node c 1 defined in Example 11, now interpreted as a single-parity check code over GF(3) with a degree-2 check node, m 1 = 2. Suppose that the base protograph is copied N = 2 times. We seek to compute the pseudoweight enumerator for the graph cover degree M = 2 of the resulting code.
As we saw in Example 11, K = 10 and, as a result, the dimension of the matrix M P c 1 is 10 × 10. Therefore, in the finite-length pseudoweight enumeration, there are 2+9 9 = 55 possible choices for n. In the asymptotic case, the search for vector δ 1 is over a 10-dimensional space since M m 1 = 5 × 2 = 10.
VI. ITERATIVE THRESHOLDS VIA EXIT CHARTS
FOR NON-BINARY PROTOGRAPHS In this section we present a novel EXIT chart-based method for computing thresholds of non-binary protographbased codes with random edge weights. In particular, the method is designed to efficiently evaluate thresholds of U-NBPB codes and generalizes the EXIT-chart methodology previously developed for binary protograph-based codes in [35] and for unstructured non-binary LDPC codes in [6] . We call the proposed technique non-binary PEXIT (NB-PEXIT). Using the NB-PEXIT method, we then offer new non-binary protograph-based codes with capacity-approaching performance for field order as large as q = 256. We first revisit the basic concepts underlying the EXIT chart approach in Section VI-A. We then formulate the NB-PEXIT scheme in Section VI-B, and provide threshold evaluations of various codes and modulation schemes in Section VI-C.
A. Preliminaries and Previous Work
The well-known EXIT chart method [9] for computing the decoding threshold of a graph-based code is based on iteratively evaluating the mutual information (MI) between an edge message and an associated transmitted bit. On the variable node side, we denote the extrinsic MI between the output message of a variable node and the associated transmitted bit as
, where I Av denotes the a priori MI between the input message of the variable node and the transmitted bit, I ch is the MI between the channel output and the transmitted bit, and d v is the variable node degree. On the check node side, we denote the extrinsic MI between the output message of a check node and the transmitted bit as I Ec (I Ac , d c ) , where I Ac denotes the a priori MI between the input message of the check node and the associated transmitted bit. Here, d c is the check node degree. EXIT chart analysis utilizes the above two functions to examine whether the MI between the edge message and the correct value associated with this transmitted bit approaches 1 by iterative computing. The value 1 of the MI implies that the transmitted bit is decoded correctly by iterative decoding. Since the output message of a variable node is the input message of a check node and vice versa, it follows that I Therefore J (σ ) represents the capacity of a binary-input Gaussian noise channel with the parameter σ and is given in [9] :
Given the AWGN channel with BPSK modulation, the variable node EXIT function for a degree-d v variable node is
where σ c = 8R
, R is the code rate and
is the bit signal-to-noise ratio (SNR). The check node EXIT function for a degree-d c check node can be approximated by the duality property ( [10] ):
For the irregular LDPC code ensemble with degree distributions λ(x) and ρ(x), the average EXIT functions are
and
where λ i and ρ i are the fractions (using the edge perspective) of degree-i variable nodes and check nodes, respectively. For non-binary LDPC (NB-LDPC) code over GF(q), Bennatan and Burshtein proved in [6] the message symmetry and permutation invariance properties given the assumption of uniform random weights and uniform random coset vectors. 3 With the support of these two properties, they modeled message distribution as follows.
1) Check-To-Variable Message Distribution: Given the assumption that the edge weight is chosen uniformly over (q−1) non-zero symbols of GF(q) and given the message symmetry and permutation invariance, the distribution of check-tovariable (c-to-v) messages is formulated as a Gaussian random vector of size (q − 1) with mean μ and covariance matrix given by,
where i, j = σ 2 if i = j and σ 2 /2 otherwise. Note that this distribution is parameterized by σ only.
2) Variable-To-Check Message Distribution:
Since the initial message may not be well approximated by a Gaussian random variable, the distribution of variable-to-check (v-to-c) messages is expressed as the superposition of two random vectors: the one representing initial messages from the channel, and another one representing c-to-v messages. The first component depends on the modulation scheme and channel parameter, and the second component is Gaussian with the parameters given in (58) and (59) .
The MI between the transmitted symbol S and the random vector W of messages is computed as in [6] , (60) under uniformly distributed transmitted symbols S and edge weights. Here W i is the i -th entry in W . The MI function between c-to-v messages and transmitted symbols is denoted by J (σ ), where σ is the parameter of the multivariate Gaussian distribution (see (58) , and (59)). The MI function between v-to-c messages and transmitted symbols is denoted by J R (σ c , σ ), where σ 2 c is the variance of the channel output. Unlike in the simpler binary case, a closed form expression is not available for the non-binary MI functions. Monte Carlo method is thus used to suitably approximate these MI functions.
B. NB-PEXIT Formulation
The original PEXIT chart analysis [35] is used to evaluate the performance of protograph LDPC code ensembles in the binary case. By evaluating the MI between the a posteriori estimation at each variable node and the transmitted codeword bit, PEXIT analysis characterizes the protograph code ensembles by an asymptotic iterative decoding threshold, which is measured as SNR. With the work [6] and the assumption of uniformly distributed edge labels, we generalize the PEXIT analysis to the non-binary setup while encompassing different modulations for our U-NBPB codes. For check (variable) node i , we let N(i ) denote the set of its neighboring variable (check) nodes. In our non-binary PEXIT (NB-PEXIT) chart analysis there are three components of each iteration:
• V-to-C update: Given the transpose of the adjacency matrix B of a protograph (with check nodes indexed by rows and variable nodes indexed by columns), the MI between the v-to-c message from variable node j to check node i and the transmitted symbol v j is formulated as:
Here,
where X is a Gaussian random vector with the parameter σ v−to−c in (58) and (59) (58) and (59): where
The evaluation process ends when either I AP ( j ) = 1 for all variable nodes, or the algorithm reaches the maximum number of iterations. The MI propagation on a bipartite graph is illustrated in Fig. 20 .
C. Threshold Evaluation
In this section we present the threshold evaluation results of different NB protographs using their binary images over AWGN, and considering PSK and PAM modulations. The maximum number of iterations is 1000. The value of I AP typically converges to a constant lower than 1 in 100 iterations, if the decoder fails to produce the correct estimate of the transmitted codeword. We compute the SNR threshold with up to two decimal places. First, we present the result for the binary case to demonstrate the consistency with existing works that use complementary methods for computing the SNR threshold. We then describe the underlying variables governing the proposed NB-PEXIT tool, and present several illustrative examples.
1) Binary Case:
We focus on the RA codes and ARA codes [1] and several popular regular codes to evaluate the consistency of the NB-PEXIT analysis in the binary case. Tables I and II illustrate the SNR thresholds of the AR3A family and AR4A family over the AWGN channel with BPSK modulation, respectively. Table III (2) . . .
. . . (2) . . .
Therefore, for an unpunctured variable node, the distribution of v-to-c messages W in (63) is a (q − 1)-dimensional vector Gaussian random vector with mean μ W and covariance W Fig. 21 . Bit SNR threshold of the binary image of candidate protograph in Fig. 3 with BPSK over AWGN.
with entries
Here, ⊗ represents the bit-wise AND operation. 4 We compute the function J R (σ c , σ v−to−c ) by applying the Monte Carlo method. We have the following relationship between the bit SNR and the symbol SNR:
where b is the bit SNR, s is the symbol SNR in the logarithmic decibel scale, and q is the size of the Galois field used to represent the non-binary symbols.
In the following, we discuss several illustrative examples and point out some interesting observations. Example 14: We present iterative decoding thresholds in Fig. 21 for candidate protographs shown in Fig. 3 Fig. 18 and additional two protographs shown in Fig. 22 . Black nodes are punctured. The iterative decoding thresholds Fig. 23 .
From Fig. 21 and Fig. 23 , one observation is that the function relating the field order q and the decoding threshold depends on the average variable node degree (AVND). Protographs with small AVND (<2.5) tend to have higher thresholds for small q and lower thresholds for large q. In contrast, protographs with large AVND (>2.5) tend to have lower thresholds for small q and higher thresholds for large q.
To further demonstrate this phenomenon, we in particular consider protographs without punctured nodes and compare the thresholds of the (2, 4)-regular protograph (AVND= 2) shown in Fig. 3(a) , the RA protograph shown in Fig. 18 (AVND = 2.5) with the (3, 6)-regular protograph shown in Fig. 8 (AVND= 3 ) and the protograph shown in Fig. 24 . This protograph has two variable nodes of degree 4 and two variable nodes of degree 3 so its AVND is 3.5. The results are plotted in Fig. 25 . The four protographs have the lowest thresholds at q = 256, q = 16, q = 8, and q = 2, respectively which is inversely correlated with the value of AVND. In particular, the thresholds of the (2, 4)-regular protograph decreases with q and the threshold of the protograph in Fig. 24 increases with q. Observations of this type may be useful when designing NBPB codes over GF(q).
Similar to the analysis for the binary image of NBPB codes suitable for the BPSK modulation, we apply the Monte Carlo method to approximate J (σ ) and J R (σ ) for PAM and PSK modulations over AWGN channel. For PAM we apply a technique in [54] , which suggests a non-uniform constellation for PAM. We apply the equation (73) to normalize the symbol SNR with respect to the number of bits in a symbol.
Example 16: Fig. 26 shows the bit SNR thresholds with PAM modulation over AWGN for protographs in Fig. 3. Fig. 27 shows the thresholds for QPSK modulation over AWGN for protographs in Fig. 3 . Similar to the BPSK over AWGN channel transmission, the (2, 4)-regular protograph has the highest threshold among the three considered codes when q is small and the lowest threshold among the three considered codes when q is large.
We remark that for C-NBPB codes, the edge labels are fixed, so the message distribution specified in (58) and (59) does not apply. Further, the MI between the transmitted symbol and edge message does not change with different edge labels. In order to measure the threshold of C-NBPB code, a more accurate method should be considered.
VII. FINITE-LENGTH U-NBPB AND C-NBPB CODES
Building upon the analysis from the previous sections, in this section we provide new code designs for finite-length NBPB codes. The proposed codes offer excellent performance, both relative to binary and certain non-binary constructions. In Section VII-A, we summarize the design guidelines for the code construction. In Sections VII-B and VII-C, we present examples of finite-length C-NBPB codes and U-NBPB codes constructed using our approach. Simulation results are presented for the AWGN channel under an FFT-based decoder [7] with 100 maximum iterations.
A. Design Criteria for NBPB Codes
Since our focus is on short and moderate blocklengths, it is of interest to authors to consider design criteria for short block codes based on ensuring a large enough girth and a suitable edge label assignment to achieve a good code minimum distance. Our design criteria is similar to the construction method used by Poulliat, Fossorier, and Declercq in [44] . Here, for a given protograph, we obtain a derived graph by copyand-permute operations using the circulant PEG algorithm [29] such that the girth is as large as possible. The selection of the original protograph is guided by our EXIT analysis: we start with a protograph having a competitive threshold (as computed in the previous section) at the prescribed alphabet size.
After lifting the protograph to a desired size 5 to obtain a large girth, we compute the cycle distribution of the graph to select the best one among the resulting graph candidates.
The assignment of the non-binary labels from a given field GF(q) is selective rather than random. We select the labels so that the binary image of the check node with the assigned labels produces the largest possible minimum Hamming distance for that check node. Such label optimization was used by MacKay [36] and in [44] . However, the number of labels proposed in these references are somewhat limited. In contrast, for each q, we generate all possible label sets that produce the largest minimum distance for the binary images of the checks with associated labels. Moreover, we also modify the cycle cancellation method proposed in [44] so that, in addition to the shortest cycles, we attempt to eliminate other short cycles as well. In our extensive simulations of non-binary codes, with the all zeros transmitted codewords, the lowest-weight detected codewords were collected. The lowest weight of the binary image of empirically collected codewords is denoted by d u min . The true minimum weight codeword is of course less than or equal to d u min .
B. Examples of C-NBPB Code Construction and Performance Simulation Results
First, we construct (2, 4)-regular C-NBPB codes with code rate 0.5 and blocklengths 128, 256, and 512 in bits, by taking the binary image of constructed non-binary protograph codes over GF(256). The reason for choosing q = 256 is influenced by the EXIT analysis as well as experimental observations indicating that iterative non-binary decoders perform better for higher alphabet size.
Here is an example of construction of a (128, 64) C-NBPB code. We start with a scaled protograph with four degree-2 variable nodes and two degree-4 check nodes. We select two sets of optimal labels (each set consists of 4 labels per check node of degree-4) among all sets provided in [44] . 6 This resulting protograph and its edge weights are shown in Fig. 28(a) . In the figure, the labels are non-zero elements of GF(256) and are expressed as powers of a primitive element α of the field, where α is a root of the primitive polynomial x 8 + x 4 + x 3 + x 2 + 1.
We then lift this protograph by a factor of N = 4 using circulant N × N = 4 × 4 permutations that produce the largest possible girth with minimal multiplicity. The circulant permutations are specified by σ i , where σ denotes the unit left circular shift of the identity matrix. The permutations are also indicated in Fig. 28(a) . Distribution of cycles for the resulting lifted graph is shown in Table IV (first row group). The girth 5 Note that we have chosen permutations which do not result in parallel edges in the lifted protograph-based LDPC code. It is always possible to select permutations that guarantee no parallel edges in the lifted graph. One way of lifting is a two-step lifting: in the first step we remove the parallel edges, and in the second step we assign permutations to the lifted graph without parallel edges. The method of the two-step lifting can be performed when circulant permutations are used in the second step. 6 In order to have high column weights in the parity check matrix of the binary image, among the candidate sets of optimal labels we choose the sets that have dense companion matrices for the employed non-zero elements of the field. Note that the derived graphs are obtained by only performing the copy and permute operations, while preserving the same labels as in the underlying graph. We also constructed a (2048, 1024) code using the same method. A slightly better code was proposed in [44] . Performance simulation of the proposed codes is shown in Fig. 29 , with the assumption of transmission over the binary AWGN channel with BPSK modulation.
C. Examples of U-NBPB Code Construction and Performance Simulation Results
We also design (2, 4)-regular U-NBPB codes with code rate 0.5 and blocklengths 128, 256, and 512 in bits, by taking the binary image of constructed non-binary protograph codes over GF(256). We start with an unscaled protograph with four degree-2 variable nodes and two degree-4 check nodes. We use the same circulant permutations as in Fig. 28 to lift the graph by a factor of N (N = 4, 8, 16 ) to obtain the derived graphs. From the available sets of optimal labels, we randomly select a label set (or its permuted version) and assign it to the edges of each check node. The parity-check matrix of (128, 64) U-NBPB code is shown in Table V. The table is interpreted as follows: the matrix has 8 rows and 16 columns with entries over GF(256). The non-zero entries are specified by their value and the row and column indices. For example, the non-zero entry in row 1 and column 6 is α 89 , where α is a primitive Performance simulations of these codes are shown in Fig. 30 , with the assumption of transmission over binary AWGN channel with BPSK modulation. For comparison, we Fig. 30 . Comparison of the simulation results of the binary image of rate-0.5 U-NBPB codes with various blocklengths with best known binary protograph codes and with codes having random edge labels. Transmission over binary AWGN channel with BPSK modulation is assumed. Fig. 31 .
Comparison of the simulation results of the binary image of rate-0.5 U-NBPB codes over GF(256) and GF(16) of various blocklengths. Transmission over binary AWGN channel with BPSK modulation is assumed. also plot simulation results for our best binary protograph codes with variable node degrees 3 and 5, proposed to the Consultative Committee for Space Data Systems (CCSDS) [62] . The minimum distance of this binary (128, 64) code is 14. It is worthwhile to note that the non-binary (2, 4) protograph codes over GF(256) outperform their binary counterparts by around 1.6, 1.45, and 1.3 dB for n = 128, 256, and 512, respectively, at FER of 10 −8 . Further, we plot non-binary LDPC codes with the same code parameters as our U-NBPB designs. For each blocklength we select three such codes at random; these curves are labeled with dashed lines with triangles in the plot. It is clear that the proposed codes outperform codes with uninformed edge labeling and unoptimized choice of permutation matrices.
Obviously, the C-NBPB codes are more restrictive and should not perform as well as the U-NBPB codes. Interestingly, our simulation results show that the performance of the C-NBPB codes (at least for block sizes n = 128, 256, 512 in bits) are almost on top of the U-NBPB code performance. Performance of these codes matches with the performance of unconstrained non-binary codes reported in [12] . We also compare our rate-0.5 U-NBPB codes over GF(256) with U-NBPB codes over GF (16) , transmitted over the binary AWGN channel with BPSK modulation. Simulation results are shown in Fig. 31 . The (128, 64) code over GF (16) is built from the RA protograph shown in Fig. 18, (256, 128) and (512, 256) codes over GF (16) are built from the irregular repeat accumulate (IRA) protograph shown in Fig. 35 (see also [1] ). Simulation shows that U-NBPB codes over GF (16) outperform their binary counterparts by around 0.80, 0.95, and 0.85 dB for n = 128, 256, and 512, respectively, at FER = 10 −5 , but have higher frame error rate than U-NBPB codes over GF(256) for the same SNR. Fig. 32 and Fig. 33 also show simulation results for our rate-0.5 U-NBPB codes over GF(256) and GF(16), respectively. Here, transmission over AWGN channel with 4-level PAM modulation is assumed. As expected, the performance of these codes improves for larger blocklengths and field sizes.
We also compare the performance of U-NBPB codes with other non-binary codes which are not protograph-based codes. Fig. 34 shows simulation results for the rate-0.5 (512, 256) U-NBPB code over GF (16) built from an IRA protograph (see [1] ) and rate-0.61 non-binary quasi-cyclic code [61] with blocklength N = 480 over GF (16) . For comparison, we plot the performance of an unstructured random non-binary code with blocklength N = 512 and rate 0.5. These simulation results show that the U-NBPB code performs better than nonbinary unstructured and quasi-cyclic codes with similar code parameters. We also show the performance of a non-binary quasi-cyclic with blocklength N = 1240 and rate 0.54 over GF (32) in Fig. 34 . We observe that although the blocklength and field size of this code are larger than for the U-NBPB code (N = 1240 vs. N = 512 and q = 32 vs. q = 16), the U-NBPB code performs significantly better.
By puncturing one of the four variable nodes in Fig. 28 , we can get a rate-0.66 protograph. The NB-PEXIT analysis shows that the rate-0.66 protograph has the lowest threshold when q = 256 (1.15dB), which is only 0.1dB higher than the channel capacity of 1.059dB. Using the same Tanner graphs and labels for the three U-NBPB codes, we construct rate-0.66 U-NBPB codes with blocklengths 96, 192 and 384 bits by taking the binary image of constructed non-binary protograph codes over GF(256). Performance simulations of these codes are shown in Fig. 36 , with the assumption of transmission over binary AWGN channel with BPSK modulation. For comparison, we plot simulation results of rate-0.66 binary LDPC codes with length 192 bits proposed in [50] . Our nonbinary code over GF(256) of the same length outperforms the binary code by around 0.85dB at FER = 10 −5 . We also compare our code of length 384 bits with a binary code proposed in [27] . We remark that the code in [27] has a somewhat lower rate (0.6) and more than double the length of our proposed code. Yet, our code shows similar performance in terms of the bit error rate.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper we presented a class of structured non-binary LDPC codes built out of protographs, called NBPB codes, wherein we considered both constrained and unconstrained edge weight selections. In many instances, non-binary constructions were shown to have superior properties compared to their binary counterparts. Specifically, we computed various enumerators of NBPB ensembles for both the finite and the infinite blocklength regimes. We also provided new EXIT chart style analysis for identifying NBPB codes with good thresholds. We also proposed designs of some excellent finite-length NBPB codes. Collectively, these results offer a comprehensive framework for designing and analyzing structured non-binary LDPC codes.
Given a considerable freedom in designing non-binary graph-based codes, there are several exciting directions for future investigation. For example, building upon the results presented here, one may wish to further investigate trapping sets and related objects for finite-length NBPB codes and optimize code design based on the elimination of such objects. Another interesting future direction would to explore a reformulation of the C-NBPB (graph cover-style) constructions in terms of the factor graphs and potentially utilize some of the enumeration methods recently presented in [58] . A complete characterization of the non-monotonicity of the typical minimum distance as a function of the field size can also be a subject of future work. One may also seek to design NBPB codes in conjunction with a prescribed highorder modulation scheme. While the focus of this work was on the code design and analysis, it is equally important to devise practical decoding algorithms. Given the rich structure of NBPB codes, it may be possible to simplify certain a priori complex decoding steps thus making non-binary LDPC codes designed over very high order fields a reality.
