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Even if the output of a Random Number Generator (RNG) is perfectly uniformly distributed, it
may be correlated to pre-existing information and therefore be predictable. Statistical tests are thus
not sufficient to guarantee that an RNG is usable for applications, e.g., in cryptography or gambling,
where unpredictability is important. To enable such applications a stronger notion of randomness,
termed “true randomness”, is required, which includes independence from prior information.
Quantum systems are particularly suitable for true randomness generation, as their unpredictabil-
ity can be proved based on physical principles. Practical implementations of Quantum RNGs
(QRNGs) are however always subject to noise, i.e., influences which are not fully controlled. This re-
duces the quality of the raw randomness generated by the device, making it necessary to post-process
it. Here we provide a framework to analyse realistic QRNGs and to determine the post-processing
that is necessary to turn their raw output into true randomness.
I. INTRODUCTION
The generation of good random numbers is not only
of academic interest but also very relevant for practice.
The quality of the randomness used by cryptographic
systems, for instance, is essential to guarantee their se-
curity. However, even among manufacturers of Random
Number Generators (RNGs), there does not seem to exist
a consensus about how to define randomness or measure
its quality. What is worse, many of the RNGs used in
practice are clearly insufficient. Recently, an analysis of
cryptographic public keys available on the web revealed
that they were created from very weak randomness, a fact
that can be exploited to get hold of a significant number
of the associated private keys [1]. The quality of RNGs is
also important for non-cryptographic applications, e.g.,
in data analysis, numerical simulations [2] (where bad
randomness affects the reliability of the results), or gam-
bling.
A. What is true randomness?
Several conceptually quite diverse approaches to ran-
domness have been considered in the literature. One pos-
sibility is to view randomness as a property of actual val-
ues. Specifically, a bit sequence may be called random if
its Kolmogorov complexity is maximal.1 However, this
approach only makes sense asymptotically for infinitely
long sequences of bits. Furthermore, the Kolmogorov
complexity is not computable [3]. But, even more im-
portantly, the Kolmogorov complexity of a bit sequence
does not tell us anything about how well the bits can be
predicted, thus precluding their use for any application
1 The Kolmogorov complexity of a bit string corresponds to the
length of the shortest program that reproduces the string.
Whereas for finite bit strings the notion depends on the choice
of the language used to describe the program, this dependence
disappears asymptotically for long strings.
where unpredictability is relevant, such as the drawing of
lottery numbers.2
The same problem arises for the commonly used sta-
tistical criterion of randomness, which demands uniform
distribution, i.e., that each value is equally likely. To see
this, imagine two RNGs that output the same, previously
stored, bit string K. If K is uniformly distributed then
both RNGs are likely to pass any statistical test of uni-
formity. However, given access to one of the RNGs, the
output of the other can be predicted (as it is identical
by construction). Hence, even if the quality of an RNG
is certified by statistical tests, its use for drawing lottery
numbers, for instance, may be prohibited.
Here we take a different approach where, instead of the
actual numbers or their statistics, we consider the process
that generates them. We call a process truly random if
its outcome is uniformly distributed and independent of
all information available in advance. A formal definition
can be found in Section IIA. We stress that this defini-
tion guarantees unpredictability and thus overcomes the
problems of the weaker notions of randomness described
above.
B. How to generate true randomness?
Having now specified what we mean by true random-
ness, we can turn to the question of how to generate truly
random numbers. Let us first note that Pseudo-Random
Number Generators (PRNGs), which are widely used in
practice,3 cannot meet our criterion for true randomness.
Still, the output of a PRNG may be computationally in-
distinguishable from truly random numbers — a property
2 Last week’s lottery numbers will probably have the same Kol-
mogorov complexity as next week’s numbers. Nevertheless, we
would not reuse them.
3 PRNGs generate long sequences of random-looking numbers by
applying a function to a short seed of random bits. They are
convenient because they do not require any specific hardware
and because they are efficient.
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X = (Xv, Xh)
Xv,h =
{
1 if Dv,h clicks.
0 else
FIG. 1. QRNG based on a Polarising Beam Splitter (PBS).
The beam splitter reflects or transmits incoming light depend-
ing on its polarisation (vertical or horizontal). In the ideal
case, where the incoming light consists of diagonally polarised
single-photon pulses and where the detectors click with cer-
tainty if and only if a photon arrives, each of the two outcomes
X = (0, 1) and X = (1, 0) occurs with probability 1
2
.
that is sufficient for many applications. But to achieve
this guarantee, the PRNG must be initialised with a seed
that is itself truly random. Hence, a PRNG alone can
never replace an RNG.
Hardware-based RNGs make use of a physical process
to generate randomness. Because classical physics is
deterministic, RNGs that rely on phenomena described
within a purely classical noise model, such as thermal
noise [4], can only be proved random under the assump-
tion that the microscopic details of the system are in-
accessible. This assumption is usually hard to justify
physically. For example, processes in resistors and Zener
diodes have memory effects [5]. Hence, someone who is
able to gather information about the microscopic state
of the device — or even influence it4 — could predict its
future behaviour.
In contrast to this, measurements on quantum systems
are intrinsically probabilistic. It is therefore possible to
prove, based on physical principles, that the output of a
Quantum Random Number Generator (QRNG) is truly
random. Moreover, a recent result [6] implies that the
unpredictability does not depend on any completeness as-
sumptions about quantum theory, i.e., unpredictability is
guaranteed within all possible extensions of the theory.5
C. Randomness from imperfect devices
In practical implementations of QRNGs, the desired
quantum process can never be realised perfectly. There
4 For example, the state of the device may be influenced by voltage
changes of its power supply or by incident radiation.
5 More precisely, consider an arbitrary alternative theory that is
compatible with quantum theory (in the sense that its predic-
tions do not contradict quantum theory) and in which true ran-
domness can exist in principle. Then the outcome of a process
is unpredictable within the alternative theory whenever it is un-
predictable within quantum theory.
are always influences that are not fully controlled by the
manufacturer of the device. In the following, we gener-
ally term such influences “noise”. While noise cannot be
controlled, we can also not be sure that it is actually ran-
dom. This affects the guarantees we can provide about
the randomness of the output of the QRNG.
As an example, consider a QRNG based on a Polarising
Beam Splitter (PBS), which reflects vertically polarised
photons and transmits horizontally polarised photons as
illustrated in Fig. 1 (see also Fig. 6 as well as the more
detailed description in Section IV). To generate random-
ness, the PBS is illuminated by a diagonally polarised
light pulse. After passing through the PBS the light hits
one of two detectors, labeled Dv and Dh, depending on
whether it was reflected (v) or transmitted (h). The out-
put of the device isX = (Xv, Xh), whereXv,h are bits in-
dicating whether the corresponding detectorDv,h clicked.
In the ideal case, where the light pulses contain exactly
one photon and where the detectors are maximally effi-
cient, only the outcomes X = (0, 1) and X = (1, 0) are
possible. The process thus corresponds to a polarisation
measurement of a diagonally polarised photon with re-
spect to the horizontal and vertical direction. According
to quantum theory, the resulting bit, indicating whether
X = (0, 1) or X = (1, 0), is uniformly distributed and
unpredictable. That is, it is truly random.
The situation changes if the ideal detectors are re-
placed by imperfect ones, which sometimes fail to notice
an incoming photon, and if the light source sometimes
emits pulses with more than one photon. Consider the
case where the pulse is so strong that (with high proba-
bility) there are photons hitting both Dv and Dh at the
same time. We now still obtain outcomes X = (0, 1) or
X = (1, 0) since one of the detectors may not click. But
the outcome can no longer be interpreted as the result
of a polarisation measurement. Rather, it is determined
by the detectors’ probabilistic behaviour, i.e., whether
they were sensitive at the moment when the light pulses
arrived. In other words, the device outputs detector
noise instead of quantum randomness originating from
the PBS!
The example illustrates that the output of an imperfect
QRNG may be correlated to noise and, hence, potentially
to the history of the device or its environment. It is
therefore no longer guaranteed to be truly random. But,
luckily, this can be fixed. By appropriate post-processing
of the raw randomness generated by an imperfect device
it is still possible to obtain true randomness.
D. Turning noisy into true randomness
A main contribution of this work is to provide a
framework for analysing practical (and, hence, imper-
fect) implementations of QRNGs and determining the
post-processing that is necessary to turn their raw out-
puts into truly random numbers. The framework is gen-
eral; it is applicable to any QRNG that can be modelled
3within quantum theory. While the derived guarantees
on the randomness of a QRNG thus rely on its correct
modelling, as we shall see, no additional completeness
assumptions need to be made.
post-
process.
X
W
f(X)
n `
FIG. 2. Post-processing by block-wise hashing. The raw ran-
domness may depend on side informationW . To post-process
it, the randomness is casted into blocks consisting of n bits.
Each block, X, is given as input to a hash function, f , that
outputs a shorter block, f(X), of ` bits. The framework we
propose allows to determine the fraction `/n such that f(X)
is truly random, i.e., independent of W .
For the post-processing we consider block-wise hash-
ing: the raw randomness is casted into n-bit strings, to
which a hash function is applied that outputs `-bit strings
(where ` is generally smaller than n) as illustrated in
Fig. 2. If the parameters n and ` as well as the hash
function are well chosen then the final `-bit strings are,
to good approximation, truly random. Note that this is
also known as randomness extraction or privacy amplifi-
cation, and has been studied extensively in the context of
classical data processing and cryptography [7–13]. How-
ever, only few hashing techniques are known to be sound
in the context of quantum information [14–20]. In this
work we focus on a particular hashing procedure, called
two-universal hashing (or leftover hashing), for which
this property has been proved [15, 18] and which, ad-
ditionally, is computationally very efficient and therefore
suitable for practical purposes [21–23]. As the name sug-
gests, these hash functions are universal in the sense that
their use does not depend on the details of the raw ran-
domness, but only on its overall quality, which is mea-
sured in terms of an entropic quantity, calledmin-entropy
(see Section II B below). An explicit implementation of
such a hash function is described in Appendix F.
E. Related work
To analyse the quality of the raw randomness gener-
ated by a realistic device we must take into account any
noise as side information. This is important as our goal is
to prove unpredictability of the final randomness without
assuming that the noise is itself unpredictable. Some-
what surprisingly, such side information is usually not
considered in the literature on RNGs. The only excep-
tion, to our knowledge, is the work of Gabriel et al. [24]
and Ma et al. [25], but the post-processing procedure
applied in these cases does not guarantee the desired in-
dependence from noise either. The former study [24] uses
Shannon entropy to quantify the randomness produced
by the device, which only gives an upper bound on the
amount of extractable independent randomness (see Ap-
pendix C). In the framework proposed by Ma et al. [25]
the min-entropy is used to quantify randomness in the
presence of noise, yet without conditioning on the noise.
The final randomness is then uniformly distributed, but
there is no guarantee that it is noise-independent.
We also note that randomness generation as studied in
this work is different from device-independent random-
ness expansion [26, 27]. In the latter, randomness is
generated and certified based on correlations from local
measurements on entangled quantum systems, whereas
no assumptions about the internal workings of the device
that generates the correlations are necessary. However,
as in the case of pseudo-random number generation, this
requires a source of initial randomness, so that an RNG
would still be needed to run the scheme.
From a practical perspective, another difference be-
tween our approach and device-independent randomness
expansion is that implementations of the latter are very
challenging with state-of-the-art technology and their ef-
ficiency is low (we know of only 42 numbers generated
this way [27]). In contrast, QRNGs are easier to im-
plement (commercial devices are already available) and
efficient (the bit rates are of the order of Mbits/s [28]).
The remainder of this paper is organised as follows. In
Section IIA we formally define true randomness. Sec-
tion II B reviews the concept of hashing (cf. Appendix F
for an implementation of hashing). In Section III we
explain how to generally model and analyse (imperfect)
implementations of QRNGs and, in particular, introduce
the notion of “classical noise”, which we use to assess
the quality of the raw randomness generated by such a
device. Furthermore, we show that the approach is com-
plete, in the sense that our statements about randomness
remain valid if the model was replaced by another com-
patible model. In Section IV we describe a simple ex-
ample that illustrates how the framework can be applied
(see also Appendix E for a more realistic example).
II. PRELIMINARIES
A. True randomness
To introduce a formal and quantitative definition of
true randomness, we make use of the notion of space
time variables. These are random variables with an as-
sociated coordinate that indicates the physical location
of the value in relativistic space time [6].6 We model
the output, X, of a random process as well as all side
6 If a value is accessible at multiple places and times, this may be
modelled by a set of space time variables with the same value
but different space time coordinates.
4information, i.e., any additional variables that may be
correlated to X, by space time variables. The space time
coordinate of X should be interpreted as the event where
the process generatingX is started. For side information,
the coordinates of the corresponding space time variables
indicate when and where this information is accessible.
Definition 1. X is called -truly random if it is -close to
uniform and uncorrelated to all other space time variables
which are not in the future light cone of X. Denoting this
set by ΓX , this can be expressed as
1
2
‖PXΓX − PX¯ × PΓX‖1 ≤  (1)
where
PX¯(x) =
1
|X | ∀ x, (2)
and where 12‖PX −QX‖1 = 12
∑
x |PX(x)−QX(x)| is the
trace distance.
We remark that the trace distance has the following op-
erational interpretation: If two probability distributions
are -close to each other in trace distance then one may
consider the two scenarios described by them as identi-
cal except with probability at most  [14]. We also note
that Definition 1 is closely related to the concept of a free
choice [6, 29, 30].
B. Leftover hashing with side information
As described in the introduction, the post-processing
of the raw randomness generated by a device consists
of applying a hash function. The Leftover Hash Lemma
with Side Information, which we state below, tells us how
to choose the parameters of the hash function depending
on the quality of the raw randomness. To quantify the
latter, we need the notion of min-entropy, which we now
briefly review.
Let X be the value whose randomness we would like
to quantify and let W be any other random variable
that models side information about X. Formally, this
is described by a joint probability distribution PXW .
The conditional min-entropy of X given W , denoted
Hmin(X|W ), corresponds to the probability of guessing
X given W . It is defined by
2−Hmin(X|W ) =
∑
w
PW (w)2
−Hmin(X|W=w) (3)
where
Hmin(X|W = w) = − log2
[
max
x
PX|W=w(x|w)
]
. (4)
All logarithms are with respect to base 2.
Since we are studying quantum devices, we will also
need to consider the more general case of non-classical
side information, i.e., X may be correlated to a quantum
system, which we denote by E. Let ρxE be the state of
E when X = x. This situation can be characterised
conveniently by a cq-state,
ρXE =
∑
x∈X
PX(x)|x〉〈x| ⊗ ρxE , (5)
where one thinks of the classical value x ∈ X as encoded
in mutually orthogonal states {|x〉}x∈X on a quantum
system X. The conditional min-entropy of X given E is
then defined as
Hmin(X|E)
= sup{λ : 2−λidX ⊗ σE − ρXE ≥ 0;σE ≥ 0} . (6)
It has been shown that this corresponds to the maximum
probability of guessing X given E, and therefore natu-
rally generalises the classical conditional min-entropy de-
fined above [31].
For later use, we also note that the min-entropy satis-
fies the data processing inequality [15, 32]. One way to
state this is that discarding side information can only in-
crease the entropy, i.e., for any two systems E and E′ we
have
Hmin(X|EE′) ≤ Hmin(X|E) . (7)
To formulate the Leftover Hash Lemma, we will also
employ a quantum version of the independence condition
occurring in (1),
1
2
∥∥ρXE − ρX¯ ⊗ ρE∥∥1 ≤  ,
where ‖ · ‖1 = tr(| · |) denotes the trace norm and where
ρX¯ =
1
|X | idX is the fully mixed density operator on X.
The condition characterises the states for which X can
be considered (almost) uniformly distributed and inde-
pendent of E. An important property of this condition
is that the trace norm can only decrease if we apply a
physical mapping, e.g., a measurement, on the system E.
Leftover hashing is a special case of randomness ex-
traction (see the introduction) where the hash function
is chosen from a particular class of functions, called two-
universal [7, 8, 10, 21–23]. They are defined as families
F of functions from X to {0, 1}` such that
Pr(f(x) = f(x′)) ≤ 1
2`
for any distinct x, x′ ∈ X and f chosen uniformly at
random from F .
We now have all ingredients ready to state the Leftover
Hash Lemma with Side Information.
Lemma 1. Let ρXE be a cq-state and let F be a two-
universal family of hash functions from X to {0, 1}`.
Then
1
2
∥∥ρF (X)EF − ρZ¯ ⊗ ρEF∥∥1 ≤ 2− 12 (Hmin(X|E)−`) := hash ,
5where
ρF (X)EF =
∑
f∈F
1
|F|ρf(X)E ⊗ |f〉〈f | .
and where ρZ¯ is the fully mixed density operator on the
space encoding {0, 1}`.
The lemma tells us that, whenever ` < Hmin(X|E),
the output f(X) of the hash function is uniform and in-
dependent of E, except with probability hash < 1. The
entropy Hmin(X|E) thus corresponds to the amount of
randomness that can be extracted from X if one requires
uniformity and independence from E. Furthermore, the
deviation hash decreases exponentially as Hmin(X|E) in-
creases. The above holds on average, for f chosen uni-
formly at random from the family F . Note that the in-
clusion of f in the state is important as this ensures that
f(X) is random even if the function f is known.
We also remark that the version of the Leftover Hash
Lemma given above, while sufficient for our purposes,
could be made almost tight by replacing the min-entropy
by the smooth min-entropy [15, 18]. For the case of clas-
sical side information, W , one may also use the Shannon
entropy as an upper bound. More precisely, for any func-
tion f : X → {0, 1}` such that ‖Pf(X)W−PZ¯ × PW ‖1 ≤ 
(where PZ¯ is the uniform distribution on {0, 1}`, cf. (2))
it holds that
` ≤ H(X|W ) + 4 log `+ 2h(), (8)
where h(·) is the binary entropy function (cf. Appendix C
for a proof).
For a device that generates a continuous sequence of
output bits, the hash function is usually applied block-
wise and the outcomes are concatenated. In this case,
as shown in Appendix A, it is sufficient to choose the
hash function once, using randomness that is indepen-
dent of the device. The same function can then be reused
for all blocks. For practice, this means that the hash
function may be selected already when manufacturing
the device (using some independent randomness) and be
hardcoded on the device. An efficient implementation of
two-universal hashing is presented in Appendix F.
III. A FRAMEWORK FOR TRUE QUANTUM
RANDOMNESS GENERATION
A. General idea
On an abstract level, a QRNG may be modelled as a
process where a quantum system is prepared in a fixed
state and then measured. Under the assumption that
(i) the state of the system is pure and that (ii) the
measurement on the system is projective the outcomes
are truly random, i.e., independent of anything preex-
isting [6]. However, for realistic implementations, nei-
ther of the two assumptions is usually satisfied. If the
preparation is noisy then the system is, prior to the mea-
surement, generally in a mixed state. Furthermore, an
imperfect implementation of a projective measurement,
e.g., with inefficient detectors, is no longer projective, but
rather acts like a general Positive-Operator Valued Mea-
sure (POVM) on the system [33]. These deviations from
the assumptions (i) and (ii) mean that there exists side
information that may be correlated to the outcomes of
the measurement. (For example, for a mixed state, the
side information could indicate which component of the
mixture was prepared.) Our task is therefore to quan-
tify the amount of independent randomness that is still
present in the measurement outcomes. More precisely,
we need to find a lower bound on the conditional min-
entropy of the measurement outcomes given the side in-
formation. This then corresponds to the number of truly
random bits we can extract by two-universal hashing.
B. Side information about realistic QRNGs
It follows from Neumark’s theorem that a POVM can
always be seen as a projective measurement on a prod-
uct space, consisting of the original space on which the
POVM is defined and an additional space (this is known
as a Neumark extension of the POVM [34]). We can
therefore, even for a noisy QRNG, assume without loss
of generality that the measurement is projective, but pos-
sibly on a larger space, which includes additional degrees
of freedom not under our control.7 These additional de-
grees of freedom will in general be correlated to side in-
formation. Once the projective measurement is known,
it is not necessary to model the interaction of the QRNG
with the environment. As we shall see, any side infor-
mation will be taken into account automatically in our
framework.
Let us stress, however, that given a description of a
QRNG in terms of a general POVM, the choice of a
Neumark extension is not unique and may impact the
analysis. In particular, the min-entropy, and hence the
amount of extractable randomness, can be different for
different extensions (see Appendix B). Therefore, it is
necessary that the physical model of the QRNG specifies
the projective measurement explicitly.
Definition 2. A QRNG is defined by a density operator
ρS on a system S together with a projective measure-
ment8 {ΠxS}x∈X on S. The raw randomness is the ran-
dom variable X obtained by applying this measurement
to a system prepared according to ρS .
Note that the probability distribution PX ofX is there-
fore given by the Born rule
7 Technically, the lack of control of certain degrees of freedom is
modelled by a mixed initial state of the corresponding subspace.
8 Mathematically, a projective measurement on S is defined by a
family of projectors, ΠxS , such that
∑
x Π
x
S = idS .
6PX(x) = tr(Π
x
SρS) . (9)
Example 1 (Ideal PBS-based QRNG). Consider a
QRNG based on a Polarising Beam Splitter (PBS), as
described in the introduction (see Section IC). One may
view the source as well as the PBS as part of the state
preparation, so that ρS corresponds to the joint state of
the two light modes traveling to the detectors, Dv and
Dh, respectively (see Fig. 1). In the ideal case, where
the source emits one single diagonally polarised photon,
ρS = |φ〉〈φ|DvDh is the pure state defined by
|φ〉DvDh = 1√2
(|0〉Dv ⊗ |1〉Dh + |1〉Dv ⊗ |0〉Dh) ,
where we used the photon number bases for Dv and Dh.
Provided the detectors are perfect, their action is de-
fined for D = Dv,h by the projectors Π0D = |0〉〈0|D and
Π1D = |1〉〈1|D. Since each of the two modes (Dv and Dh)
is measured separately, the overall measurement is given
by
{Π0Dv ⊗Π0Dh ,Π0Dv ⊗Π1Dh ,Π1Dv ⊗Π0Dh ,Π1Dv ⊗Π1Dh} .
Following (9), the raw randomness X = (Xv, Xh) is
equivalent to a uniformly distributed bit, i.e.,
PX(0, 1) = PX(1, 0) =
1
2 .
Example 2 (Inefficient detector). A realistic photon
detector detects an incoming photon only with bounded
probability µ. On the subspace of the optical mode,
D = Dh or D = Dv, spanned by |0〉D (no photon)
and |1〉D (1 photon), its action is given by the POVM
{M0D,M1D} with
M1D = µ|1〉〈1|D and M0D = idD −M1D .
To describe this as a projective measurement, we need
to consider an extended space with an additional subsys-
tem, D′, that determines whether the detector is sensi-
tive or not (states |1〉D′ and |0〉D′ , respectively). Specifi-
cally, we may define the extended projective measurement
{Π0DD′ ,Π1DD′} by
Π1DD′ = |1〉〈1|D ⊗ |1〉〈1|D′ and Π0DD′ = idDD′ −Π1DD′
It is then easily verified that the action of {M0D,M1D} on
any state σD is reproduced by the action of {Π0DD′ ,Π1DD′}
on the product σD ⊗ σD′ where
σD′ = (1− µ)|0〉〈0|D′ + µ|1〉〈1|D′ . (10)
To assess the quality of a QRNG, we also need a de-
scription of its side information. While our modelling of
QRNGs does not specify side information explicitly, the
idea is to take into account any possible side information
compatible with the model. To do so, we consider a pu-
rification |ψ〉SE of the state ρS with purifying system E,
as illustrated in Fig. 3. Any possible side information C
may now be described as the outcome of a measurement
on E.
Projective
Measurement
X
|ψ〉SE
S E
FIG. 3. Side information. For a QRNG, defined by a pro-
jective measurement on a system S with outcome X, all side
information can be obtained from a purifying system E, i.e.,
an extra system that is chosen such that the joint state on S
and E is pure.
Example 3 (Side information about inefficient de-
tector). Consider an inefficient detector D = Dv or
D = Dh as in Example 2. A classical bit R may deter-
mine whether the detector is sensitive to incoming pho-
tons (R = 1) or not (R = 0). R could then be considered
as side information W . This information can indeed be
easily obtained from a measurement on a purification of
the state σD′ defined by (10). For example, for the pu-
rification
|φ〉D′E =
√
1− µ|0〉D′ ⊗ |0〉E +√µ|1〉D′ ⊗ |1〉E ,
the value R is retrieved as the outcome of the projective
measurement {|0〉〈0|E , |1〉〈1|E} applied to E.
The next statement is essentially a recasting of known
facts about randomness extraction in the presence of
quantum side information, combined with the fact that
quantum theory is complete [6]. However, because it is
central for our analysis, we formulate it as a proposition.
Proposition 1. Consider a QRNG that generates raw
randomness X and let E be a purifying system of S. Fur-
thermore, let f be a function chosen uniformly at ran-
dom and independently of all other values from a two-
universal family of hash functions with output length
` ≤ Hmin(X|E)− 2 log(1/) .
Then the result Z = f(X) is -truly random.
Proof Sketch. According to the definition of -true ran-
domness we need to ensure that
1
2
∥∥PF (X)WF − PZ¯ × PWF∥∥1 ≤  , (11)
where W is any value that is available outside the fu-
ture light cone of the event where the measurement X
is started,9 where F is the random variable indicating
9 Technically, we demand that W is defined within some model
compatible with quantum theory and with free choice (see [6]).
7the uniform choice of the hash function from the two-
universal family, and where PZ¯ is the uniform distribu-
tion on {0, 1}`. It follows from the completeness of quan-
tum theory [6] that such a W can always be obtained by
a measurement of all available quantum systems, in our
case E.10 But because the trace distance can only de-
crease under physical mappings, (11) holds whenever
1
2
∥∥ρF (X)EF − ρZ¯ ⊗ ρEF∥∥1 ≤  .
The claim then follows by the Leftover Hash Lemma (see
Section II B.)
Note that Proposition 1 does not require a descrip-
tion of classical side information, i.e., there is no need to
model the side information explicitly. This is important
for practice, as it could be hard to find an explicit and
complete model for all classical side information present
in a realistic device.
C. Maximum classical noise model
Proposition 1 provides us with a criterion to deter-
mine the amount of true randomness that can be ex-
tracted from the output of a noisy QRNG. However, the
criterion involves the conditional min-entropy for quan-
tum systems, which may be hard to evaluate for practical
devices. In the following, we are seeking for an alterna-
tive criterion that involves only classical quantities. The
rough idea is to find a classical value C which is as good
as the side information E, in the sense that
Hmin(X|C) ≤ Hmin(X|E) (12)
holds.
The random variable C may be obtained by a mea-
surement on the system S, but this measurement must
not interfere with the measurement carried out by the
QRNG. Furthermore, (12) can only hold if the measure-
ment of C is maximally informative. Technically, this
means that the post-measurement state should be pure
conditioned on C. This motivates the following definition
(see Fig. 4).
Definition 3. A maximum classical noise model for a
QRNG with state ρS and projective measurement {ΠxS}x
on S is a generalised measurement11 {EcS}c∈C on S such
that the following requirements are satisfied:
10 To see this consider X as the random variable obtained by mea-
suring {ΠxS ⊗ idE}x∈X on the pure system SE. From the com-
pleteness it follows that X cannot be predicted better within any
extended theory than within quantum mechanics. Within quan-
tum mechanics maximal information about X is obtained from
a measurement on the purifying system E.
11 A generalised measurement on S is defined by a family of oper-
ators {EcS}c such that
∑
c(E
c
S)
†EcS = idS .
1. the map
PX←S : σS 7→
∑
x
tr (ΠxSσS) |x〉〈x| ,
is invariant under composition with the map
ES←S : σS 7→
∑
c
EcSσS(E
c
S)
†
i.e., PX←S ◦ ES←S = PX←S ;
2. the state
ρS|C=c =
(EcS)
†ρSEcS
tr((EcS)
†ρSEcS)
obtained by conditioning on the outcome C = c of
the measurement {EcS}c is pure, for any c ∈ C.
The outcome C of the measurement {EcS}c applied to ρS
is called maximum classical noise.
{ΠxS}x
{EcS}c C
X
|ψ〉SE
S E
S′ = S
FIG. 4. Classical noise model. The maximum classical noise
C of a QRNG is defined by a measurement on S that does not
affect the projective measurement carried out by the QRNG,
but gives maximal information about the raw randomness, X.
Example 4 (Maximum classical noise model for inef-
ficient detector). Consider again an inefficient detector
as defined in Example 2 and its description in terms of
a projective measurement {Π0DD′ ,Π1DD′} on an extended
system. If the state ρD of the optical mode is pure then
the measurement {E0DD′ , E1DD′} defined by
E0DD′ = idD ⊗ |0〉〈0|D′ and E1DD′ = idD ⊗ |1〉〈1|D′
is a maximum classical noise model. To see this, note
that the first criterion of Definition 3 is satisfied be-
cause this measurement commutes with the measurement
{Π0DD′ ,Π1DD′} of the detector. Furthermore, because
{E0DD′ , E1DD′} restricted to D′ is a rank-one measure-
ment, the post-measurement state is pure, so that the sec-
ond criterion of Definition 3 is also satisfied. Note that
the maximum classical noise, C, defined as the outcome
8of the measurement {E0DD′ , E1DD′}, is a bit that indicates
whether the detector is sensitive or not, as in Example 3.
For the PBS-based QRNG with two detectors, Dv and
Dh, the classical noise would be C = (Rv, Rh), where
Rv and Rh are the corresponding indicator bits for each
detector.
We remark that the definition of a maximum classical
noise model is not unique. But this is irrelevant, for its
main use is to provide a lower bound on Hmin(X|E) and
therefore (by virtue of Proposition 1) on the number of
truly random bits that can be obtained by hashing.
Lemma 2. Consider a QRNG that generates raw ran-
domness X and let E be a purifying system. Then, for
any maximum classical noise C,
Hmin(X|C) ≤ Hmin(X|E) . (13)
Proof. The first requirement of Definition 3 guarantees
that the random variables C and X are defined simul-
taneously. Because, by the second requirement of Defi-
nition 3, the state of S conditioned on C is pure, it is
necessarily independent of E. Since X is obtained by a
measurement on S, it is also independent of E, condi-
tioned on C. Hence we have the Markov chain
X ↔ C ↔ E ,
which implies
Hmin(X|C) = Hmin(X|CE) .
The assertion then follows from the data processing in-
equality for the min-entropy (7),
Hmin(X|CE) ≤ Hmin(X|E) .
From the joint probability distribution determined by
the Born rule
PXC(x, c) = tr(Π
x
SE
c
SρS(E
c
S)
†) , (14)
the conditional min-entropy Hmin(X|C) can be calcu-
lated using (3) and (4).
Example 5 (Extractable randomness for a detector with
efficiency µ). Given the maximum classical noise model
from Example 4, we can easily calculate the conditional
min-entropy of the measurement outcome X. For exam-
ple, assuming that the optical mode D carries with equal
probability no or one photon, we find
Hmin(X|C) = − log[PC(0) · 1 + PC(1) · 1
2
]
= − log[(1− µ) · 1 + µ · 1
2
] .
D. Quantum randomness
When analysing realistic QRNGs, it is convenient to
describe them in terms of purely classical random vari-
ables. As we have already seen above, side information
can be captured most generally by a maximum classical
noise model and, hence, a random variable C (see Def-
inition 3). Similarly, we may introduce a random vari-
able, Q, that accounts for the “quantum randomness”,
i.e., the part of the randomness that is intrinsically un-
predictable. The idea is to define this as the randomness
that “remains” after accounting for the maximum classi-
cal noise C (see Fig. 5).
Definition 4. Consider a QRNG that generates raw ran-
domness X and let C be maximum classical noise, jointly
distributed according to PXC . Let PQ be a probability
distribution and let χ : (q, c) 7→ x be a function such
that
PXC = Pχ(Q,C)C ,
where the distribution on the r.h.s. is defined by
Pχ(Q,C)C(x, c) =
∑
q:χ(q,c)=x
PQ(q)PC(c) .
The corresponding random variable Q is called quantum
randomness.
{EcS}c C
Quantum
Randomness
Q C
χ(Q,C)
X
|ψ〉SE
S E
FIG. 5. Quantum randomness. The raw randomness X can
be seen as a function χ of the quantum randomness Q and
the classical noise C. This allows us to replace the real device
from Fig. 3 by a model based on classical random variables.
Example 6 (Quantum randomness of the PBS-based
QRNG). The quantum randomness of the PBS-based
QRNG of Example 1 may be defined as the path that
the photon takes after the PBS (i.e., whether it travels
9to Dv or Dh). For a single diagonally polarised pho-
ton, Q would therefore be a uniformly distributed bit.
Then, for inefficient detectors with maximum classical
noise Rv and Rh defined as in Example 4, the function
χ : (q, rv, rh) 7→ x = (xv, xh) is given by
χ(q, rv, rh) =
{
(rv, 0) if q = v
(0, rh) if q = h.
IV. EXAMPLE: ANALYSIS OF A NOISY
PBS-BASED QRNG
To illustrate the effect of noise on true randomness gen-
eration, we study, as an example, a PBS-based QRNG
with two detectors. A realistic description of this QRNG
would take into account that the photon detectors are
subject to dark counts and cross talk, and that their ef-
ficiency generally depends on the number of incoming
photons. While an analysis based on such a more realis-
tic model is provided in Appendix E, we consider here a
simplified model where the two detectors, Dv andDh, are
assumed not to click if there is no incoming photon and
click with constant probability µ in the presence of one or
more incoming photons. Fig. 6 schematically illustrates
the working of our QRNG. The raw randomness consists
of bit pairs X = (Xv, Xh) ∈ {00, 01, 10, 11}, where
Xv,h =
{
1 if Dv,h clicks.
0 else (15)
n
PN (n) = e
−|α|2 |α|2n
n!
m
n−m
Dv
Dh
FIG. 6. Noisy PBS-based QRNG. A source emits pulses of
photons. The photon numbers are typically following a Pois-
son distribution, PN .
For our model, we assume that the source emits n ∈
{0, . . . ,∞} photons according to the Poisson distribu-
tion12
PN (n) = e
−|α|2 |α|2n
n!
. (16)
12 Note that, for realistic sources (such as lasers or LEDs), the pho-
ton numbers between subsequent pulses may be correlated, e.g.,
due to photon (anti-)bunching. However, because we model the
source as a mixed density operator over Fock states, we automat-
ically include knowledge about the exact photon number as side
The outcome x = (1, 1) occurs if the following conditions
are satisfied:
- The source emits at least two photons.
- After the interaction with the PBS photons are in
both paths. This happens with probability
1− 2
(
1
2
)n
,
because
(
1
2
)n is the probability that all photons end
up in the same path.
- Both detectors are sensitive (which happens with
probability µ2.
Therefore the probability to obtain x = (1, 1) is given by
PX(1, 1) =
∞∑
n=2
PN (n)
(
1− 2 ·
(1
2
)n)
· µ2.
The remaining probabilities are determined by analogous
considerations. They are summarised in Table I in Ap-
pendix D.
Following our framework, we start by modelling the de-
vice according to Definition 2, i.e., we define an input
state ρS and a projective measurement such that PX is
reproduced by the Born rule (9).
A. Definition of the QRNG
To define the QRNG, we need to specify a density oper-
ator ρS (corresponding to the state before measurement)
and a measurement {ΠxS}. We start with the description
of the density operator.
Analogous to Example 2 we consider an extended space
with additional subsystems that determine the number
of incoming photons and whether the two detectors are
sensitive.
• A subsystem I encodes the intensity of the source,
in terms of the photon number, n, in states |n〉 with
n ∈ {0, . . . ,∞}, where n is distributed according to
the Poisson distribution (16).
• For each of the n photons emitted by the source
the two light modes Dv and Dh travelling to the
respective detectors have state |φ〉DvDh , as defined
in Example 1.
information, i.e., the extracted randomness will be uniform even
if this number is known. Furthermore, the effect of bunching on
the overall frequency of the photon numbers (which we assume
here to follow a Poisson distribution) is usually much smaller
than other imperfections, so that it can be safely ignored in our
analysis.
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• Two subsystems D′v and D′h, prepared in states |rv〉
and |rh〉 (see Example 2) determine whether the
respective detectors are sensitive (rv,h = 1) or not
(rv,h = 0).
The state ρS of the total system is thus given by
∑
n,rv,rh
PN (n)PRv (rv)PRh(rh)|n〉〈n|⊗|rv〉〈rv|⊗|rh〉〈rh|⊗|φ〉〈φ|⊗n,
where PRv,h(1) = µ and where we omitted the subscripts
for simplicity.
Note that by writing the state of the n photons in ten-
sor product form |φ〉⊗nDvDh , it is assumed that they are
distinguishable particles, even though photons are fun-
damentally indistinguishable. However, it turns out that
photons behave in beam-splitting experiments as if they
were in-principle distinguishable (see for example [35]).
To define the measurement {ΠxS}x∈{11,10,01,00}, let us
consider each detector individually. Looking at Dv the
detector clicks if it is sensitive and if there is at least
one photon in the corresponding path. For n incoming
photons, the latter criterion is determined by the two
operators {Pn,0v , Pn,1v }, where
Pn,0v := |0〉〈0|⊗nDv and Pn,1v := id⊗nDv − |0〉〈0|⊗nDv
correspond to the two cases where no, or at least one,
photon is in the path going to Dv, respectively. For the
other detector, Dh, we define {Pn,0h , Pn,1h } analogously.
The measurement projectors are then given by
Π11S =
∑
n∈{0,∞}
|n, 1, 1〉〈n, 1, 1|ID′vD′h ⊗ Pn,1v ⊗ P
n,1
h
Π10S =
∑
n∈{0,∞}
[
|n, 1, 1〉〈n, 1, 1|ID′vD′h ⊗ Pn,1v ⊗ P
n,0
h
+ |n, 1, 0〉〈n, 1, 0|ID′vD′h ⊗ Pn,1v ⊗ id⊗nDh
]
Π01S =
∑
n∈{0,∞}
[
|n, 1, 1〉〈n, 1, 1|ID′vD′h ⊗ Pn,0v ⊗ P
n,1
h
+ |n, 0, 1〉〈n, 0, 1|ID′vD′h ⊗ id⊗nDv ⊗ P
n,1
h
]
Π00S = idS −Π11S −Π10S −Π01S .
The probability distribution PX of the raw random-
ness, as obtained by applying the Born rule (9) to this
state and measurement, is shown in Table I of Ap-
pendix D.
B. Maximum classical noise model for the QRNG
A possible maximum classical noise model for the
QNRG is {EnrvrhS }nrvrh defined by13
EnrvrhS = |n〉〈n|I ⊗ |rv〉〈rv|D′v ⊗ |rh〉〈rh|D′h ⊗ id⊗nDvDh
The classical noise, defined as the outcome of the mea-
surement {EnrvrhS }nrvrh , are the following three random
variables
• N with values n ∈ {0, . . . ,∞} distributed accord-
ing to the Poisson distribution (16). It corresponds
to the side information about the number of pho-
tons emitted by the source.
• Rv,h with outcomes rv,h ∈ {0, 1} distributed ac-
cording to PRv,h . These two random variables en-
code the side information about the sensitivity of
the two detectors.
As in Example 4 this is a maximum classical noise
model. The first criterion of Definition 3 is satis-
fied because the measurement {EnrvrhS }nrvrh commutes
with the measurement {ΠxS}x∈{11,10,01,00}. The sec-
ond criterion of Definition 3 is also satisfied, because
{EnrvrhS }nrvrh restricted to ID′vD′h is a rank-one mea-
surement and because the state on the systems DvDh is
pure, so the post-measurement state is pure as well.
The total classical noise is the joint random variable
C = NRvRh. The joint probability distribution PXC
is given by the Born rule (14), from which we obtain
the conditional probability distribution PX|C . It is sum-
marised in Table II of Appendix D. This then allows
us to calculate Hmin(X|C) using (4), giving us a lower
bound for Hmin(X|E) according to Lemma 2. By virtue
of Proposition 1 it is therefore a lower bound on the ex-
tractable true randomness. Fig. 7 shows this bound for
the specific value of µ = 0.1. An upper bound is given
by the Shannon entropy H(X|C) (see Appendix C). The
true value of the extractable randomness lies therefore
somewhere in the blue shaded area. For comparison the
unconditional min-entropy Hmin(X) is shown, which cor-
responds to the extractable rate of uniformly distributed
bits. The corresponding calculations can be found in Ap-
pendix D.
It can be seen that Hmin(X) reaches a maximum value
in the high intensity regime of approximately − log2((1−
µ)2) which corresponds to the logarithm of the guessing
probability for the most likely outcome (0, 0). Crucially,
however, there is almost no true randomness left in this
regime. This reflects the fact that an adversary having
access to the information whether the detectors are sen-
sitive or not can guess the outcome with high probability.
In fact, in this regime the raw randomness will be almost
13 Note that the subsystems carrying the states of Dh and Ds
should be interpreted as Fock spaces.
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FIG. 7. Bounds for the extractable true randomness (for
µ = 0.1). The min-entropy, Hmin(X|NRvRh), of the raw ran-
domness corresponds to a lower bound for the extractable rate
of truly random bits. The upper bound is given by the Shan-
non Entropy H(X|NRvRh). Therefore, the amount of true
randomness lies in the blue area. For comparison Hmin(X) is
shown, which corresponds to the extractable rate of uniformly
distributed (but not necessarily truly random) bits.
independent of the quantum process, but only depend
on the behaviour of the detectors. Therefore, the device
does actually not correspond to a PBS-based QRNG but
rather to an RNG based on (potentially classical) noise.
C. Quantum randomness
Analogously to Example 6 the quantum randomness
may be defined as the path the photons take after the
PBS. The difference is that now there is not exactly one
incoming photon but n ∈ {0, . . . ,∞}. For each pho-
ton the quantum randomness, Q, is still a uniformly dis-
tributed bit q ∈ {h, v}. Because the number of incoming
photons is not fixed, we define the quantum randomness
by sequence of random variables Q∞ = (Q1, Q2, . . . , ),
with distribution given by
PQi|Qi−1(q) =
1
2
.
Together with the function
χ : (rv, rh, n, q1, q2, . . .) 7→ (xh, xv) ,
where
xv =
{
1 if rv = 1 and |{i : qi = v}i≤1≤n| ≥ 1
0 else
and, likewise for xh, this satisfies Definition 4.
V. CONCLUSIONS
For randomness to be usable in applications, e.g., for
drawing the numbers of a lottery, an important criterion
is that it is unpredictable for everyone. Unpredictability
is however not a feature of individual values or their fre-
quency distribution, and can therefore not be certified by
statistical tests. Rather, unpredictability is a property of
the process that generates the randomness. This idea is
captured by the notion of “true randomness” (see Defini-
tion 1). The definition demands that the output of the
process is independent of all side information available
when the process is started.
While certain ideal quantum processes are truly ran-
dom, practical Quantum Random Number Generators
(QRNGs) are usually not. The reason is that, due to im-
perfections, the raw output of realistic devices depends
on additional degrees of freedom, which can in principle
be known beforehand. In this work we showed how to
model such side information and account for it in the
post-processing of the raw randomness. We hope that
our framework is useful for the design of next-generation
QRNGs that are truly random.
ACKNOWLEDGMENTS
The authors thank Nicolas Gisin, Volkher Scholz, and
Damien Stucki for discussions and insight. We are also
grateful for the collaboration with IDQ. This project was
funded by the CREx project and supported by SNSF
through the National Centre of Competence in Research
“Quantum Science and Technology” and through grant
No. 200020-135048, and by the European Research Coun-
cil through grant No. 258932.
[1] Arjen K. Lenstra, James P. Hughes, Maxime Augier,
Joppe W. Bos, Thorsten Kleinjung, and Christophe
Wachter, “Public keys,” in Advances in Cryptology –
CRYPTO 2012, Vol. 7417, edited by Springer (2012) pp.
626–642.
[2] Nicholas Metropolisand Stanislaw Ulam, “The Monte
Carlo method,” Journal of the American Statistical As-
sociation 44, 335–341 (1949).
[3] Ming Li and Paul M.B. Vitányi, An Introduction to
Kolmogorov Complexity and Its Applications (Springer,
2008).
[4] Huang Zhun and Chen Hongyi, “A truly random number
generator based on thermal noise,” Proceedings of the
4th International Conference on ASIC , 862–864 (2001).
12
[5] M. Stipcevic, “Quantum random number generators and
their use in cryptography,” MIPRO, 2011 Proceedings of
the 34th International Convention , 1474–1479 (2011).
[6] Roger Colbeck and Renato Renner, “No extension of
quantum theory can have improved predictive power,”
Nature Communications 2 (2011).
[7] C. H. Bennett, G. Brassard, and J.-M. Robert, “Pri-
vacy amplification by public discussion,” SIAM Journal
on Computing Comput. 17, 210 (1988).
[8] R. Impagliazzo, L. A. Levin, and M. Luby, “Pseudo-
random generation from one-way functions,” Proceedings
21st Annual ACM Symposium on Theory of Computing
, 12–24 (1989).
[9] R. Impagliazzo and D. Zuckerman, “How to recycle ran-
dom bits,” 30th Annual Symposium of Foundations of
Computer Science , 248–253 (1989).
[10] C. H. Bennett, G. Brassard, C. Crepeau, and U. M. Mau-
rer, “Generalized privacy amplification,” IEEE Transac-
tions on Information Theory 41, 1915–1923 (1995).
[11] N. Nisan and D. Zuckerman, “Randomness is linear in
space,” Journal of Computer and System Sciences 52
(1996).
[12] L. Trevisan, “Extractors and pseudorandom generators,”
Journal of the ACM 48, 860–879 (2001).
[13] R. Shaltiel, “Recent developments in explicit construc-
tions of extractors,” Bulletin of the European Association
for Theoretical Computer Science 77, 67–95 (2002).
[14] Renato Renner and Robert König, “Universally compos-
able privacy amplification against quantum adversaries,”
Proceedings of the Theory of Cryptogaphy Conference
3378, 407–425 (2005).
[15] Renato Renner, “Security of Quantum Key Distribu-
tion,” Ph.D thesis, available on arXiv:quant-ph/0512258
(2006).
[16] R. König and B. M. Terhal, “The bounded-storage model
in the presence of a quantum adversary,” IEEE Transac-
tions on Information Theory 54 (2008).
[17] A. Ta-Shma, “Short seed extractors against quantum
storage,” Proceedings of the 41st Symposium on Theory
of Computing , 401–408 (2009).
[18] Marco Tomamichel, Christian Schaffner, Adam Smith,
and Renato Renner, “Leftover hashing against quan-
tum side information,” IEEE Transactions on Informa-
tion Theory 57 (2010).
[19] Ben-Aroya and A. Ta-Shma, “Better short-seed
quantum-proof extractors,” Theoretical Computer
Science (2012).
[20] A. De, C. Portmann, T. Vidick, and R. Renner, “Tre-
visan’s extractor in the presence of quantum side in-
formation,” SIAM Journal on Computing 41, 915–940
(2012).
[21] J. L. Carter and M. N. Wegman, “Universal classes of
hash functions,” Journal of Computer and System Sci-
ences 18, 143–154 (1979).
[22] M. N. Wegman and J. L. Carter, “New hash functions and
their use in authentication and set equality,” Journal of
Computer and System Sciences 22 (1981).
[23] D. R. Stinson, “Universal hash families and the left-
over hash lemma, and applications to cryptography and
computing,” Journal of Combinatorial Mathematics and
Combinatorial Computing 42, 3–31 (2002).
[24] Christian Gabriel, Christoffer Wittmann, Denis Sych,
Ruifang Dong, Wolfgang Mauerer, Ulrik L. Andersen,
Christoph Marquardt, and Gerd Leuchs, “A generator
for unique quantum random numbers based on vacuum
states,” Nature Photonics 4, 711–715 (2010).
[25] Xiongfeng Ma, Feihu Xu, He Xu, Xiaoqing Tan, Bing Qi,
and Hoi-Kwong Lo, “Postprocessing for quantum random
number generators: entropy evaluation and randomness
extraction,” arXiv:1207.1473 (2012).
[26] Roger Colbeck, “Quantum and relativistic protocols
for secure multi-party computation,” arXiv:0911.3814
(2009).
[27] S. Pironio, A. Acín, S. Massar, A. Boyer de la Giroday,
D. N. Matsukevich, P. Maunz, S. Olmschenk, D. Hayes,
L. Luo, T. A. Manning, and C. Monroe, “Random num-
bers certified by Bell’s theorem,” Nature 464, 1021–1024
(2010).
[28] Matthias Troyer and Renato Renner, “A ran-
domness extractor for the Quantis device,”
http://www.idquantique.com/images/
stories/PDF/quantis-random-generator/quantis-
rndextract-techpaper.pdf (2012).
[29] Roger Colbeck and Renato Renner, “Free randomness
can be amplified,” Nature Physics 8, 450–453 (2012).
[30] Roger Colbeck and Renato Renner, “A short note on the
concept of free choice,” arXiv:1302.4446 (2013).
[31] Robert König, Renato Renner, and Christian Schaffner,
“The operational meaning of min- and max-entropy,”
IEEE Transactions on Information Theory 55 (2009).
[32] N.J. Beaudry and R. Renner, “An intuitive proof of the
data processing inequality,” Quantum Information and
Computation 12 (2012).
[33] Giacomo Mauro D’Ariano, Paoloplacido Lo Presti, and
Paolo Perinotti, “Classical randomness in quantum mea-
surements,” Journal of Physics A 38 (2005).
[34] Asher Peres, “Neumark’s theorem and quantum insepa-
rability,” Foundations of Physics 20, 1441–1453 (1990).
[35] Ulf Leonhardt, “Quantum physics of simple optical in-
struments,” Reports on Progressing Physics 66 (2003).
[36] Michael A Nielsen and Isaac L Chuang, “Quantum com-
putation and quantum information,” (2000).
[37] R Alicki and M Fannes, “Continuity of quantum condi-
tional information,” Journal of Physics A 31 (2004).
13
Appendix A: Block-wise Hashing and the Statistical Error of the Seed
In this section it is shown that the statistical error related to the choice of the hash function is not multiplied with
the number of blocks in the case of block-wise post-processing. This implies that the hash function can be chosen
once and therefore in principle be hard-coded in the device.
Note that we describe this argument for the case of classical side information, C. However, replacing all probability
distributions by density operators, the argument can be easily generalised to the case of quantum side information.
Let
f : X → {0, 1}`
be the selected hash function. Assume that we apply the function to k blocks, corresponding to a random variable
X1 . . . Xk, where each Xi is a random variable with a alphabet X . The final distribution f(X1) . . . f(Xk) is the
concatenation of the k post-processed blocks.
In practice the hash function is not chosen according to a perfectly random distribution UF and there is also a possible
correlation to the source. Therefore, we define the statistical error related to the seed by
seed := ‖PX1...XkCF − PX1...XkC × UF ‖1, (A1)
We will show that the following bound holds
‖Pf(X1)...f(Xk)CF − Uk` × PC × UF ‖1 ≤ khash + seed, (A2)
if Hmin(Xi|Xi−1 . . . X1C) ≥ `. (The lower bound on the entropy is automatically satisfied if Xi−1 . . . X1 is considered
as previously available side information.) Here U` is the uniform distribution on {0, 1}`.
Proof. From the Leftover Hash Lemma with Side Information (1) if follows that for 1 ≤ i ≤ k
‖Pf(Xi)Xi+1...XkC × UF − U` × PXi+1...XkC × UF ‖1 ≤ hash. (A3)
From the fact that the trace distance can only decrease under the application of f (see for example [36]) we first
observe that
‖Pf(X1)...f(Xk)CF − Pf(X1)...f(Xk)C × UF ‖1 ≤ seed (A4)
and
‖Pf(Xi)f(Xi+1)...f(Xk)C × UF − U` × Pf(Xi+1)...f(Xk)C × UF ‖1 ≤ hash, (A5)
holds.
Now we use the triangle inequality to bound the quantity we are interested in
‖Pf(X1)...f(Xk)CF − Uk` × PC × UF ‖1
≤‖Pf(X1)...f(Xk)CF − Pf(X1)...f(Xk)C × UF ‖1 + ‖Pf(X1)...f(Xk)C × UF − Uk` × PC × UF ‖1.
From Eq. (A4) it follows that the first term is smaller than seed.
The second term can be bounded by subsequent application of the triangle inequality
‖Pf(X1)...f(Xk)C × UF − Uk` × PC × UF ‖1
≤‖Pf(X1)...f(Xk)C × UF − U` × Pf(X2)...f(Xk)C × UF ‖1 + ‖Pf(X2)...f(Xk)C × UF − Uk−1` × PC × UF ‖
≤
k∑
i=1
‖Pf(Xi)...f(Xk)C × UF − U` × Pf(Xi+1)...f(Xk)C × UF ‖1
≤khash,
where we used Eq. (A5). Combining the two bounds yields Eq. (A2).
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Appendix B: On POVMs and their Decompositions into Projective Measurements
In Section III we discussed how a QRNG can be modelled by an input state and a set of measurements on it. As
explained there side information about the measurement outcome can either result from a mixed input state (vs.
a pure one) or if the measurement is a POVM (vs. a projective measurement). In the framework presented in the
following all the side information was associated to the input state, i.e., the measurement is assumed to be projective.
Another approach would be to associate the side information with the measurement, by allowing it to be a POVM,
and choosing a pure input state. The idea is then that a general POVM can be regarded as a mixture over projective
measurements and that such a mixing is equivalent to a hidden variable model producing noise of classical nature.
Therefore, a possible approach would be to start with a POVM and consider a specific decomposition. The adversary
is then assumed to know which of the projective measurements was chosen. Such a decomposition is not unique,
but one could hope that different decompositions yield the same side information. However, the following example
shows that this is not true, i.e., the the amount of extractable randomness can be different for different decompositions.
Consider the POVM given by
{M0,M1} =
{(
2/3 0
0 1/3
)
,
(
1/3 0
0 2/3
)}
.
One possible decomposition is
{P1,P2} =
{{(
1 0
0 0
)
,
(
0 0
0 1
)}
,
{(
0 0
0 1
)
,
(
1 0
0 0
)}}
.
such that for x ∈ {0, 1}
{M0,M1} = 2
3
P1 + 1
3
P2.
And another decomposition is
{P˜1, P˜2, P˜3} =
{{(
1 0
0 0
)
,
(
0 0
0 1
)}
, {id , 0} , {0 , id}
}
,
with
{M0,M1} = 1
3
P˜1 + 1
3
P˜2 + 1
3
P˜3.
Let now Z be the random variable corresponding to the first composition i.e. Z has outcomes z ∈ {1, 2} with
PZ(z = 1) =
2
3 and PZ(z = 2) =
1
3 and z = 1 means that P1 is applied. Analogously we define Z˜.
Consider the input state
|Ψ〉 = 1√
2
(|0〉+ |1〉) .
A straight forward calculation shows that
2−Hmin(X|Z) =
1
2
whereas
2−Hmin(X|Z˜) =
5
6
.
In other words this means that the second decomposition gives more side information to a potential adversary and
therefore, corresponds to less extractable randomness.
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Appendix C: Upper Bound for the Extractable Randomness
In this section we show that an upper bound for the extractable entropy which is independent of C is given by the
Shannon entropy
H(X|C) =
∑
c∈C
PC(c)H(X|C = c).
More precisely we show that for any function f : X → {0, 1}` such that ‖Pf(X)C − U` × PC‖1 ≤ , it holds that
` ≤ H(X|C) + 4 log `+ 2h(), (C1)
where h(x) = −x log x − (1 − x) log(1 − x) is the binary entropy function. The Shannon entropy of a probability
distribution PX is defined as
H(X) =
∑
x
−PX(x) logPX(x)
and the conditional Shannon entropy is given by
H(X|C) = H(XC)−H(C).
Proof. We first show that the Shannon entropy of X can only decrease under the application of f
H(X) ≥ H(f(X)).
This can be seen from the observation that H(f(X)|X) = 0 which implies H(X) = H(f(X)X). It then follows
H(X|f(X)) +H(f(X)) = H(X).
Using H(X|f(X)) ≥ 0 gives the inequality H(X) ≥ H(f(X)), which generalises to
H(X|C) ≥ H(f(X)|C). (C2)
Now the continuity of the conditional entropy [37] can be used, yielding
|H(f(X)|C)−H(U`|C)| ≤ 4 log `+ 2h()
and therefore
H(f(X)|C) ≥ `− 4 log `− 2h().
Combination with Eq. (C2) yields the desired statement.
Appendix D: Calculation of Hmin(X|NRvRh) and Hmin(X) for the PBS-based QRNG
This section provides additional details for the example discussed in Section IV.
The conditional min-entropy Hmin(X|NRvRh) is given by
2−Hmin(X|NRvRh) =
∑
nrvrh
PN (n)PRv (rv)PRh(rh)2
−Hmin(X|nrvrh), (D1)
where
Hmin(X|nrvrh) = − log2
[
max
x=(xv,xh)
PX|NRvRh(x|nrvrh)
]
. (D2)
Table II summarises the guessing probabilities p(xvxh|nrvrh) for different n and rv,h.
Hmin(X|NRvRh) = − log
[
PN (0) +
∞∑
n=1
PN (n)
{
(1− µ)2 + 2 · µ(1− µ)
(
1−
(1
2
)n)
+ µ2 max
[(1
2
)n
, 1− 2 ·
(1
2
)n]}]
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xv, xh PX(xvxh)
(1, 1)
∞∑
n=2
PN (n)
(
1− 2 ·
(
1
2
)n)
· µ2
(0, 1) 1
2
PN (1) · µ+
∞∑
n=2
PN (n)
((
1
2
)n
· µ+
(
1−
(
1
2
)n)
· µ(1− µ)
)
(1, 0) 1
2
PN (1) · µ+
∞∑
n=2
PN (n)
((
1
2
)n
· µ+
(
1−
(
1
2
)n)
· µ(1− µ)
)
(0, 0) PN (0) + PN (1) · (1− µ) +
∞∑
n=2
PN (n)
(
2 ·
(
1
2
)n
· (1− µ) +
(
1− 2 ·
(
1
2
)n)
· (1− µ)2
)
TABLE I. Statistics of the raw randomness. Distribution of the QRNG output X without conditioning on side information.
rv, rh n PX|NRvRh(00|nrvrh) PX|NRvRh(01|nrvrh) PX|NRvRh(10|nrvrh) PX|NRvRh(11|nrvrh)
(·, ·) 0 1 0 0 0
(0, 0) ≥ 1 1 0 0 0
(0,1) ≥ 1
(
1
2
)n
1−
(
1
2
)n
0 0
(1,0) ≥ 1
(
1
2
)n
0 1−
(
1
2
)n
0
(1,1) ≥ 1 0
(
1
2
)n (
1
2
)n
1− 2 ·
(
1
2
)n
TABLE II. Raw randomness conditioned on side information. Probability distribution of the QRNG output X conditioned on
the side information Rv,h and N .
The Shannon entropy H(X|RN), which corresponds to an upper bound for the extractable entropy as shown in
Section C of the Appendix. It is equal to
H(X|NRvRh) =
∑
n,rv,rh
PN (n)PRv (rv)PRh(rh)H(X|nrvrh)
=
∞∑
n=1
PN (n)
{
2 · µ · (1− µ)
[
−
(1
2
)n
log
((1
2
)n)
−
(
1−
(1
2
)n)
log
((
1−
(1
2
)n))]
µ2
[
−2 ·
(1
2
)n
log
((1
2
)n)
−
(
1− 2 ·
(1
2
)n)
log
((
1− 2 ·
(1
2
)n))]}
Appendix E: A More Detailed Model for the PBS-based QRNG
In this section we consider a more detailed model for the beam-splitter based QRNG considered in Section IV.
Now the sensitivity of the detectors with efficiency µ is assumed to depend on the number of photons hitting it (in
Section IV we assumed that it is independent). Explicitly we assume that if the source emits n photons and 0 ≤ m ≤ n
photons arrive at one of the detectors Dv,h the probability that the detector not fire is equal to (1−µ)m. In this more
realistic model we also take noise in form of dark counts, afterpulses and crosstalk into account. As in Example IV
one can define a state and measurements such that the side information corresponding to the noise is encoded in a
maximum classical noise model. Because those definitions are straightforward and add nothing conceptually new to
the example, we proceed directly by introducing the random variables resulting from the model.
1. The number of photons emitted by the source is encoded as a random variable N with outcomes n ∈ {0, . . . ,∞}
distributed according to the Poisson distribution
PN (n) = e
−|α|2 |α|2n
n!
.
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2. The sensitivity of the detectors corresponds to the minimum number of photons that is needed for the detector
to fire. This is modelled for each detector Dv,h by a random variable Rv,h with outcomes rv,h ∈ {1, . . . n}. The
distribution is given by
PRv,h(rv,h) = µ(1− µ)rv,h−1. (E1)
The detector Dv,h clicks if at least rv,h photons arrive. Eq. (E1) is the probability that the detector did not fire
for the for first rv,h − 1 photons and that it a click is induced by the rthv,h photon. Then, the probability that m
incoming photons are detected is equal to
m∑
rv,h=1
PRv,h(rv,h) = 1− (1− µ)m,
which can be found using a geometric series. This is equal to one minus the probability that none of the photons
is detected, which is what we expect.
3. Dark counts, afterpulses and crosstalk correspond to the side information whether a detector fires independently
of whether photons arrive at it or not. This is encoded for each detector by random variable Sv,h with outcomes
sv,h ∈ {0, 1}, where sv,h = 1 corresponds to a such a deterministic click. The distribution is given by
PSv,h(sv,h = 1) = 1− (1− pdark) · (1− pγ) · (1− pδ),
where pdark is the probability to have a dark count, pγ is the probability for after pulses and pδ is the crosstalk-
probability. If Xiv,h is the bit generated in the i-th run, then pδ = δ · Pr(xi−1v,h = 1), where δ is a device-
dependent parameter. Analogously we have pγ = γ · PX(xv,h = 1). If we assume that the probability dis-
tribution PX of the raw randomness is constant for each run we can omit the superscripts and simply write
Pr(xiv,h = 1) = Pr(xv,h = 1). If we also take it to be symmetric, we can define px := PXv,h(xv,h = 1), such that
we have
PSv,h(sv,h = 1) = 1− (1− pdark) · (1− γ · px) · (1− δ · px). (E2)
The quantum randomness corresponds to a random variable Q with uniformly distributed outcomes q ∈ {v, h}.
The final randomness is a function χ(Q∞, N, Sv, Sh, Rv, Rh) = (xv, xh)
xv =
{
1 if sv = 1 or if |{i : qi = v}1≤i≤n| ≥ rv
0 else
xh =
{
1 if sh = 1 or if |{i : qi = h}1≤i≤n| ≥ rh
0 else
To calculate PSv,h explicitly, we first need to determine px, which can be done recursively using Eq. (E2)14
px = PS(s = 1) + PS(s = 0)
( ∞∑
n=1
PN (n)
n∑
r=1
PR(r)
n∑
m=r
(
1
2
)n(
n
m
))
︸ ︷︷ ︸
:=pdet
= (1− pdark) · (1− γ · px) · (1− δ · px)(1− pdet) + pdet (E3)
This can be solved for px and reinserted into PSv,h (E2).
14 We write R = Rv,h and S = Sv,h.
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p(xvxh|nrvrh) = PX|NRvRh(xvxh|nrvrh)
svsh = (1, 1)
p(00|nrvrh) p(01|nrvrh) p(10|nrvrh) p(11|nrvrh)
0 0 0 1
svsh = (0, 1)
p(00|nrvrh) p(01|nrvrh) p(10|nrvrh) p(11|nrvrh)
0
(
1
2
)n rh−1∑
m=0
 n
m
 0 ( 1
2
)n n∑
m=rh
 n
m

svsh = (1, 0)
p(00|nrvrh) p(01|nrvrh) p(10|nrvrh) p(11|nrvrh)
0 0
(
1
2
)n rv−1∑
m=0
 n
m
 ( 1
2
)n n∑
m=rv
 n
m

svsh = (0, 0)
p(00|nrvrh) p(01|nrvrh) p(10|nrvrh) p(11|nrvrh)
rv, rh > n 1 0 0 0
rh ≤ n, rv > n
(
1
2
)n rh−1∑
m=0
 n
m
 ( 1
2
)n n∑
m=rh
 n
m
 0 0
rh > n, rv ≤ n
(
1
2
)n rv−1∑
m=0
 n
m
 0 ( 1
2
)n n∑
m=rv
 n
m
 0
rv, rh ≤ n
rh + rv ≤ n
01 11 10
rv n − rh
m
0
(
1
2
)n rv−1∑
m=0
 n
m
 ( 1
2
)n n∑
m=n−rh+1
 n
m
 ( 1
2
)n n−rh∑
m=rv
 n
m

rv, rh ≤ n
rh + rv > n
01 00 10
n − rh rv
m
(
1
2
)n rv−1∑
m=n−rh+1
 n
m
 ( 1
2
)n n−rh∑
m=0
 n
m
 ( 1
2
)n n∑
m=rv
 n
m
 0
TABLE III. Raw randomness conditioned on side information. Probability distribution of the QRNG output X conditioned
on side information SvSh, RvRh and N .
The joint distribution PSvSh(svsh) is in general not equal to the product distribution PSv (sv)PSh(sh). For the calcu-
lation of Hmin(X|NSvShRvRh) we minimise over all PSvSh(svsh, y) subject to the constraint PSv,h(sv,h = 1) := p.
The free parameter is 0 ≤ y ≤ p.
The conditional min-entropy is then equal to
Hmin(X|NSvShRvRh)
= min
y
− log
[
PN (0) +
∞∑
n=1
PN (n)
( ∑
sv,sh,rv,rh
PRv (rv)PRh(rh)PSvSh(svsh, y) maxxvxh
PX|SvShRvRh(xvxh|svshrvrh)
)]
,
where the distribution of PRv,h(rv,h) and PSvSh(sv, sh) are given by (E1) and (E2) respectively. The guessing proba-
bilities can be found in Table III. The resulting min-entropy is shown in Fig. 8. The extractable uniformly distributed
bit rate can be found using Eq. (E3)
Hmin(X) = − log
[
max
x
PX(x)
]
.
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FIG. 8. Left: Extractable bit rate for a PBS-based QRNG such that the resulting randomness is independent of side information
due to the source, limited detector efficiencies, afterpulses, cross talk and dark counts. Right: Extractable uniformly distributed
bit rate: The resulting randomness may still depend on side information. The parameters for both plots are µ = 0.1, pdark =
10−6, γ = δ = 10−3.
Additional Randomness from Arrival Time
One possibility to increase the bit rate of the QRNG is to consider additional timing information. For example,
if light pulses are sent out at times nT (with n ∈ N) one may add to the raw randomness for each detector the
information whether the click was noticed in the time interval [nT − T/2, nT ] or in [nT, nT + T/2]. To calculate the
extractable randomness of such a modified scheme, one can apply the above analysis with pulses of half the original
length. The idea is that one pulse can be seen as two pulses of half the original intensity (which is true if we assume
a Poisson distribution of the photon number in the pulses). If there were no correlations between the pulses this
would lead to a doubling of the bit rate (for appropriately chosen intensity of the source). However, because of the
limited speed of the detectors (dead time and afterpulses) correlations between pulses may increase drastically when
operating the device at a higher speed, which may again reduce the bit rate.
Appendix F: Efficient Implementation of Randomness Extraction
In this section we present an efficient implementation of randomness extraction by two-universal hashing. Given a
random `× n bit matrix mij two-universal hashing Y = f(X) requires the evaluation of the matrix-vector product
Yi =
n∑
j=1
mijXj (F1)
to be performed modulo 2. This can be done very efficiently on modern CPUs using bit operations. Storing 32 (64)
entries of the vector X in a 32-bit (64-bit) integer, multiplication is implemented by bitwise AND operations and
addition modulo 2 by bitwise XOR operations. A sum modulo 2 over all entries maps to the bit parity of the integer.
An efficient implementation of two-universal hashing is given in Fig. 9. The source code shown in this figure and
optimised versions using explicitly vectorised compiler intrinsics for SSE4.2 are provided as supplementary material.
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#include <s td i n t . h>
const unsigned n=1024; // CHANGE to the number o f input b i t s
const unsigned l =768; // CHANGE to the number o f output b i t s
// the e x t r a c t i o n func t i on
// parameters :
// y : an output array o f l b i t s s t o r ed as l /64 64− b i t i n t e g e r s
// m: a random matrix o f l ∗n b i t s , s t o r ed in l ∗n/64 64− b i t i n t e g e r s
// x : an input array o f n b i t s s t o r e s as n/64 64− b i t i n t e g e r s
void ex t r a c t ( uint64_t ∗ y , uint64_t const ∗ m, uint64_t const ∗ x )
{
a s s e r t (n%64==0 && l%64 == 0 ) ;
int ind =0;
// perform a matrix−vec t o r mu l t i p l i c a t i o n by l oop ing over a l l rows
// the outer loop over a l l words
for ( int i = 0 ; i < l /64 ; ++i ) {
y [ i ]=0;
// the inner loop over a l l b i t s in the word
for (unsigned j = 0 ; j < 64 ; ++j ) {
uint64_t pa r i t y = m[ ind++] & x [ 0 ] ;
// perform a vector−vec t o r mu l t i p l i c a t i o n us ing b i t ope ra t i ons
for (unsigned l = 1 ; l < n/64 ; ++l )
pa r i t y ^= m[ ind++] & x [ l ] ;
// f i n a l l y ob ta in the b i t p a r i t y
par i t y ^= par i t y >> 1 ;
pa r i t y ^= par i t y >> 2 ;
pa r i t y = ( pa r i t y & 0x1111111111111111UL ) ∗ 0x1111111111111111UL ;
// and s e t the j−th output b i t o f the i−th output word
y [ i ] |= ( ( pa r i t y >> 60) & 1) << j ;
}
}
}
FIG. 9. Efficient implementation of two-universal hashing on a 64-bit CPU in the C99 programming language. The parameters
n and ` have to be multiples of 64 and can be changed in the second and third row of the code respectively.
