Abstract-Network component analysis (NCA) is an efficient method of reconstructing the transcription factor activity (TFA), which makes use of the gene expression data and prior information available about transcription factor (TF) -gene regulations. We propose ROBust Network Component Analysis (ROBNCA), a novel iterative algorithm that explicitly models the possible outliers in the microarray data. ROBNCA algorithm provides a closed form solution for estimating the connectivity matrix, which was not available in prior contributions. The ROBNCA algorithm is compared to FastNCA and the Non-iterative NCA (NI-NCA) and is shown to estimate the TF activity profiles as well as the TF-gene control strength matrix with a much higher degree of accuracy than FastNCA and NI-NCA, irrespective of varying noise, and/or amount of outliers in case of synthetic data. The run time of the ROBNCA algorithm is comparable to that of FastNCA, and is hundreds of times faster than NI-NCA.
I. INTRODUCTION
Transcriptional regulation is one of the key biological processes that controls the gene expression and amount of RNA produced. This process is regulated by transcription factors (TFs) which are specialized proteins causing the genes to express by binding onto the gene promoters. Transcription factor activity (TFA), which is defined as the concentration of its subpopulation with DNA binding ability, controls the transcriptional regulation. The correlation between TFAs and TF expression level is modified at the post-transcriptional and post-translational stage. It is, therefore, much harder to measure TFA profiles experimentally, and scientists have resorted to computational methods for their estimation.
The gene regulatory network can be modeled linearly as follows [1] Y = AS + Γ ,
where Y is the N × K gene expression data matrix, A is the N × M control strength or connectivity matrix, and S is the M × K matrix denoting the TFAs. The uncertainties in the observation data are assumed to be Gaussian [2] , [3] , and are represented by the entries of the noise matrix Γ. Since a particular TF regulates only a few other genes, the connectivity matrix A is expected to be sparse. The problem then boils down to estimating S and A, where Y is available and some a-priori information about the matrix A is known. Network component analysis (NCA), proposed by [1] , provides a more accurate model for TF-gene regulation and makes use of the related prior information available. It was shown that provided certain conditions are met, the NCA algorithm produces a unique solution of the aforementioned estimation problem in the absence of noise. The NCA criteria require that: (i) the matrix A is full column-rank; (ii) if a row is removed from S as well as the output elements connected to it, the updated control strength matrix should still be of full column-rank; (iii) the TFA matrix S should have a full rowrank. When the NCA criteria are satisfied, the optimization problem reduces to:
where ∥.∥ F denotes the Frobenius norm and I is the set of all indices where the entries of matrix A are known to be zero. Various solutions to this problem have been proposed including alternate least squares (ALS) [1] , FastNCA [2] and non-iterative NCA (NI-NCA) [3] . However, these algorithms either exhibit poor reliability or suffer from prohibitive computational complexity and are susceptible even to the presence of small amount of outliers. It is commonly known that the microarray data are very noisy and are corrupted with outliers because of erroneous measurements and/or abnormal response of genes [4] . This work proposes a novel algorithm, ROBust Network Component Analysis (ROBNCA) [5] , which has the inherent ability to counteract the presence of outliers in the data Y . It provides a closed form solution for the estimation of the connectivity matrix A, a major source of high computational complexity in contemporary algorithms. The resulting algorithm is comparable to FastNCA in terms of computational complexity, and is hundreds of times faster than NI-NCA.
II. NCA WITH OUTLIERS
Most of the contemporary algorithms have studied the gene network construction problem using NCA with Gaussian noise models. However, inaccuracies in measurement procedures and abnormal gene responses often render heavier tails to the gene expression data. Towards that end, we take the approach of explicitly modeling the outliers as an additional matrix that corrupts the data points. From (1) , it follows that the complete system model that accounts for the presence of outliers as well as noise can be expressed as
where the matrix O denotes the outliers. The outlier matrix O is a column sparse matrix since there are typically a few outliers. The joint optimization problem for the estimation of the three parameters can be formulated as
where the non-convex l 0 norm ∥O∥ 0 denotes the number of nonzero columns in O, and the extent of sparsity in the columns of O is controlled by the tuning parameter λ 0 . The optimization problem in (4) is reminiscent of compressive sampling techniques based on the l 0 norm, and are known to be NP-hard [6] . Therefore, with some relaxation the resulting joint optimization problem can be expressed as
such that
It can be noticed that the optimization problem is not jointly convex with respect to (w.r.t) {A, S, O}. Therefore, we resort to an iterative algorithm that alternately optimizes (5) w.r.t one parameter at a time.
III. THE ROBNCA ALGORITHM
The update of each of the parameters at an iteration j is discussed as follows.
A. Update of the TFA Matrix
At iteration j, the value of the parameter S(j) is updated by minimizing the objective function (5) w.r.t S, while fixing the parameters A and O to their respective values at iteration (j − 1). By defining the matrix X(j) = Y − O(j − 1), the optimization problem can be written as
Since the connectivity matrix A(j − 1) has full column rank (by virtue of NCA criterion 1), the matrix A
The estimate S(j), so obtained, is used in the upcoming steps to determine A and O.
B. Update of the Connectivity Matrix
The next step in the iterative algorithm is to solve the optimization problem (5) w.r.t the matrix A, while fixing the values of the parameters S and O to S(j) and O(j − 1), respectively. The resulting optimization problem can be written as Without loss of generality, we can consider the transposed systemX =SÃ +Γ .
whereX,S,Ã, andΓ denote the transpose of the original matrices, respectively. The resulting equivalent optimization problem can now be stated as
whereĨ is the set of all indices where the entries of the matrix A are known to be zero. The following theorem presents a closed form solution of the optimization problem (10).
Theorem 1. The solution of (10) at the j th iteration is given bỹ
, andã n andx n represent the n th columns of matricesÃ andX, respectively. The L n × M matrix C n is a matrix of zeroes except C n (Ĩ n ) = 1, whereĨ n is the set of indices where the entries ofã n are zero, and L n denotes the number of zero entries inã n .
Proof:
The n th column of (9) can be written as
The objective function in (10) can be equivalently expressed as
The constraintÃ(Ĩ) = 0 can be written as a set of n constraints
T , the 2 × 6 matrix C n consists of all zeroes except C n (1, 3) = C n (2, 5) = 1. It can be easily verified that the matrix C n so constructed has full row rank.
The optimization problem in (10) can now be written as
For the n th column, we havẽ a n (j) = arg miñ
where the objective function is re-scaled and terms independent ofã n are neglected. The Lagrangian dual function can be expressed as
The Karush-Kuhn-Tucker (KKT) conditions can be written as [7] Q(j)ã n −w n (j) + C
Lemma 1. The KKT conditions are necessary and sufficient for the optimization problem (15).
Hence, a solution to (15) can be obtained by solving the KKT system of equations. Using (16), it follows that
where the matrix Q(j) is indeed invertible by virtue of the linear independence of the rows of S (NCA criterion 3).
Substituting (18) in (17), we have
Since the matrix C n has full row rank, the matrix Ψ(j)
T n is invertible. The Lagrange multiplier can, therefore, be expressed as
Upon substituting (19) in (18), the solutionã n in Theorem 1 readily follows. Therefore, using Theorem 1, an estimate ofÃ(j) can be efficiently obtained and this approach results in substantial reduction in computation complexity compared to the ALS algorithm.
C. Update of the Outlier Matrix
The last step in the iterative algorithm pertains to the estimation of the outlier matrix O by using the values S(j) and A(j) obtained in the preceding steps. It is straightforward to notice that the optimization problem (5) w.r.t O decouples across the columns and results in K subproblems, each of which being expressed as follows:
where b k (j) = y k − A(j)s k (j). The solution to (20) is given by [8] 
where (g) + max(0, g) and λ 2 is the sparsity-controlling parameter. Several approaches have been identified in the literature for selecting λ 2 which depend on any a-priori information available about the extent of sparsity [8] . Since the subproblems at each iteration have unique minimizers, and the non-differentiable regularization affects only the outlier matrix O, the convergence of the ROBNCA algorithm is established using the results in [9] . Proposition 2. As j → ∞, the iterates generated by the ROBNCA algorithm converge to a stationary point of (5).
IV. RESULTS AND DISCUSSION

A. Synthetic and Hemoglobin Test Data
In order to evaluate the performance of the algorithms, test data modified from [1] and [3] is used. The spectroscopy data in the experiment consists of M = 7 hemoglobin solutions formed by mixing up N = 3 pure hemoglobin components. The connectivity matrix in this case represents the concentration and presence or absence of each component in the mixture. In addition, the structure of this matrix is validated to comply with the NCA criteria. This experiment mimics the gene regulatory network very closely and contains all of its key properties. In addition, using the data from [1] and [3] ensures a fair comparison. The performance of ROBNCA, FastNCA, and NI-NCA is evaluated by keeping the concentration of outliers at 1% of the data. The outliers are artificially added to the data by modeling them as a Bernoulli process. This experiment is performed for varying SNR from -10dB to 20dB, and the source signals for this experiment are highly correlated. The simulations are repeated 100 times and their average is depicted in Figure 1 . It is observed from Figure  1 that NI-NCA provides good accuracy for A and estimates it quite consistently however gives a higher MSE than ROBNCA for the estimation of both A and S. FastNCA, however, is not able to estimate both the matrices even for high SNRs. This indicates its high vulnerability to the presence of even a small number of outliers. It is observed that ROBNCA gives a higher estimation accuracy for the two matrices.
B. S.Cerevisiae Cell Cycle Data
The algorithms discussed in this paper are applied to the yeast cell cycle data from [10] and [11] . The Yeast cell-cycle data set consists of results from three different synchronization experiments. The first experiment is the synchronization by elutriation which is composed of one cell cycle from 0 to 390 mins. The data consists of 14 points sampled at 30 min intervals. The second experiment performs the synchronization by α−factor arrest and contains two cell cycles from 0 to 119 mins. A total of 18 samples are taken every 7 mins. The synchronization in the third set is the result of cdc15 temperature sensitive mutant with samples taken every 20 min from 0 to 300 mins. The Yeast cell cycle study has eleven TFs of interest [2] which are Ace2, Fkh1, Fkh2, Mbp1, Mcm1, Ndd1, Skn7, Stb1, Swi4, Swi5, and Swi6. This section compares the performance of the NCA algorithms for these TFs and the related genes. The reconstruction of the eleven TFAs using ROBNCA, FastNCA, and NI-NCA is depicted in Figure 2 . The TFAs for the three experiments are expected to have a periodic behavior with one, two and three cycles respectively, which can easily be corroborated from the figure. The results from ROBNCA differ from FastNCA in some of the instances. On the other hand, NI-NCA provides very similar estimates to that of ROBNCA. It can be inferred that the results of these two algorithms are more reliable as compared to FastNCA because the former reveal the periodic behavior in almost all of the TFs. Moreover, the estimates of ROBNCA and NI-NCA also agree with those found in the original paper of NCA [1] .
C. Computational Time Comparison
We now compare the computational complexity of the algorithms using the data from Yeast consisting of four subnetworks. Average runtime calculated in seconds is summarized for the subnetworks of in Table I . These experiments were performed on a Windows 7 system with a 1.90 GHz Intel Core i7 processor on a Matlab 7.10.0. It is noted that the run time of ROBNCA is comparable to that of FastNCA and is hundreds of times faster than NI-NCA algorithms.
V. CONCLUSION In this paper, ROBNCA is presented which accounts for the presence of outliers by modeling them as an additional sparse matrix. A closed form solution available at each step of the iterative algorithm ensures faster and reliable performance. The ROBNCA algorithm is compared with NI-NCA and FastNCA for synthetic as well real data sets. It is observed that ROBNCA is robust to the presence of outliers, gives higher estimation accuracy and much lower lower computational complexity compared to the existing state-of-the-art solutions.
