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1 Abstract
The goal of this study is to ascertain whether methane (CH4) emissions can be esti-
mated source-wise by utilising stable isotope observations in the CarbonTracker Data
Assimilation System (CTDAS). The global CH4 budget is poorly known and there
are uncertainties in the spatial and temporal distributions as well as in the magnitude
of different sources.
In this study CTDAS-13CH4 atmospheric inverse model is developed. CTDAS-
13CH4 is based on ensemble Kalman filer (EnKF) and used to estimate CH4 fluxes on
a region and weekly resolution by implementing CH4 and δ
13C-CH4 observations. An-
thropogenic biogenic emissions (rice cultivation, landfills and waste water treatments
and enteric fermentation and manure management) and anthropogenic non-biogenic
emissions (coal, residential and oil and gas) are optimised. Different emission sources
can be identified by using process-specific isotopic signature values, δ13C-CH4, be-
cause different processes produce CH4 with different isotopic ratio.
Optimisation of anthropogenic biogenic emissions increased the total emissions
from the prior in eastern North America by 34%, while the optimisation of anthropo-
genic non-biogenic emissions increased only by 14%. In western North America the
corresponding changes were −39% and 9%, respectively. In western parts of Europe,
total emissions from prior increased in anthropogenic biogenic optimisation by 18%
and decreased in non-biogenic by 3%.
Optimisation of anthropogenic biogenic and non-biogenic emissions in the total
CH4 budget did not give complete emission estimates, because the optimisation did
not include all emission sources and source-specific δ13C-CH4 values were assumed
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not to vary regionally. However, the modelled concentrations from the optimisation
of anthropogenic non-biogenic emissions agreed with the observations of CH4 concen-
tration and δ13C-CH4 values better. Therefore, one could say that the optimisation
of anthropogenic non-biogenic emissions was more successful.
This study provides reliable information of the magnitude of anthropogenic bio-
genic and non-biogenic emissions in regions with sufficient observational coverage.
The next step in evaluating the spatial and temporal distributions and magnitude
of different CH4 sources will be optimising all emission sources simultaneously in a
multi-year simulation.
2 Introduction
The atmospheric burden of methane (CH4) has more than doubled since pre-industrial
times (Hartmann et al., 2013). CH4 is one of the most potent greenhouse gas (GHG)
in the atmosphere and therefore of a high research interest (Saunois et al., 2016b).
Evaluating the contributions from anthropogenic non-biogenic (coal, residential and
oil and gas) and biogenic (rice cultivation, landfills and waste water treatments and
enteric fermentation and manure management) emissions to the global CH4 budget
are crucial in order to better understand of the significance of different sources at
both regional and global scales.
Much information on CH4 emissions sources and sinks is available (Houweling
et al., 2017; Kirschke et al., 2013; Mikaloff Fletcher et al., 2004; Tsuruta et al., 2017),
but yet the changes in the mean CH4 concentration in the 21st century remain a
mystery (Kirschke et al., 2013). A global model of CH4 emissions on a source by
source basis provides a new insight to the global CH4 budget (Hein et al., 1997). The
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more accurately different emission sources can be evaluated the better the global CH4
budget components can be understood. To find out the reasons for the changes in the
global atmospheric CH4 concentration, it is useful to look into isotopic ratios together
with the total CH4 concentration and budgets. Hence, CH4 emission sources can be
identified using isotopic signatures, δ13C-CH4, because different sources produce CH4
with process-specific isotopic signatures (Mikaloff Fletcher et al., 2004; Monteil et al.,
2011).
Inverse models are top-down models and are needed to evaluate atmospheric
sources and sinks, because they can compute large amount of data efficiency. In-
version techniques help to reduce the uncertainties in the sources. Inversion methods
constrain emission sources using atmospheric transport models by utilising atmos-
pheric measurements of gas concentrations (Houweling et al., 1999).
The first inverse modelling technique for interpreting GHG sources and sinks from
atmospheric measurements was introduced by Newsam and Enting (1988). Atmosphe-
ric concentration measurements coupled with an atmospheric transport model were
used to detect the distribution of carbon dioxide sources and sinks over the surface
of the earth. Inversion techniques have developed since then and different types of
inversions are used today (Babenhauserheide et al., 2015).
Variational inverse methods require an adjoint model, which is used to calculate
the inverse of the observation operator, and the posterior fluxes are obtained by mi-
nimising the cost function iteratively with respect to a control matrix (Meirink et al.,
2008). On the other hand, variational inverse models can not take advantage of su-
percomputer power due to sequential algorithms used to minimize the cost function
(Houweling et al., 2017). Ensemble Kalman Filter (EnKF), used in this study, is ba-
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sed on ensemble filtering method and can efficiently use the supercomputer power.
However, ensemble-based methods can not estimate emission to as many regions as
variational methods. The ensemble-based methods gained popularity after the power
of computers increased (Houweling et al., 2017).
Mathematics behind variational methods and EnKF based inversion models are
different but both of them have been proven to produce equally good quality flux es-
timates. However, computational efficiency is better in EnKF based inversion model
and variational is better to resolve temporal correlations (Babenhauserheide et al.,
2015).
Various attempts using observations of δ13C-CH4 have been performed (Bousquet
et al., 2011; Mikaloff Fletcher et al., 2004), but the impact to the source distribution
estimates has been limited mainly due to limited spatial coverage of the observations,
and differences in calibration standards between laboratories (Levin et al., 2012).
This study focuses on inversion-based estimates of global anthropogenic biogenic
and non-biogenic CH4 emissions. CTDAS-CH4 previously only used CH4 observations
(Tsuruta et al., 2017) but in this study δ13CH4 was implemented to the CTDAS. In
situ measurements of atmospheric CH4 and δ
13C-CH4 isotopic signature, provided by
the NOAA Global Monitoring Division and the Institute of Arctic and Alpine Re-
search (White et al., 2017), are assimilated into the CTDAS-13CH4.
The system uses the TM5 atmospheric transport model (Krol et al., 2005) as an
observation operator, converting emissions to concentrations. The model is constrai-
ned by ECMWF ERA-Interim meteorological fields (Dee et al., 2011), and uses off-line
chemistry fields (Huijnen et al., 2010) to account for the atmospheric CH4 sinks. ED-
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GAR v4.2 FT2010 inventory (EDGAR) is used for prior anthropogenic emissions,
LPX-Bern DYPTOP ecosystem model (LPX-Bern, 2016) is used for prior natural
CH4 emissions from wetlands, peatlands and mineral soils and GFED v4 (GFED) is
used for prior fire emissions.
The aim of this study is to provide magnitude estimates of anthropogenic non-
biogenic and biogenic CH4 emissions in regions with sufficient observational coverage.
This information will help to understand the global CH4 budget source-wise.
Chapter 3 gives an overview of CH4 sources and sinks, as well as its C-13 isotope.
It also discusses atmospheric transport and annual variation of CH4 concentrations.
Chapter 4 introduces materials and methods used in this study with some clear ex-
planations and examples. In Chapter 5, the results are represented and Chapter 6
gathers the main points of this study.
3 Theory and Background
3.1 CH4 sources and sinks
CH4 is emitted from various sources and they can have either natural or anthropogenic
origin. Anthropogenic emissions refer to emissions that are caused by human activity,
whereas natural emissions are not controlled by humans (Kirschke et al., 2013; Saunois
et al., 2016b). The usage of fossil fuels is the largest anthropogenic source (Reddy
and DeLaune, 2008), whereas the largest natural source of CH4 is wetlands. The CH4
formation processes vary from source to source. In the following Chapters 3.1.1 and
3.1.2, more detailed information about CH4 emissions from different sources, used in
this study, is provided.
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3.1.1 Anthropogenic CH4 sources
Rice cultivation
Rice paddies are an important source of CH4 and the emission sources are mainly
located in tropical Asia (Ciais et al., 2013). Rice is often cultivated in flooded fields,
which are favourable for forming methane in oxygen-low conditions in the water-
filled soil layers. This is mainly caused by reduction of CO2 with H2 (Conrad, 2002).
Microbial activity in the soil depends on the soil type, rice variety, temperature and
nutrients. Due to the different properties of the soils, CH4 emissions vary between
rice paddies (Conrad, 2002).
Coal
Coalification produces CH4 and only some of it remains in the coal seam and surroun-
ding rock strata under the pressure. Later, CH4 is released during the coal mining
process chain when the coal is fractured (Irving and Tailkov, 1999). The amount
of CH4 emitted depends on several factors ; coal rank, coal seam depth and mining
method are considered to be the most important. Seams have a higher gas content
deeper in the ground, and therefore the underground mining releases more CH4 than
the surface mining (Irving and Tailkov, 1999). Coal mining produces more CH4 than
the seams originally contain, because the drop in the pressure releases additional gases
from the surrounding strata. Long wall extraction is especially problematic because
some of the neighbouring strata is also being fractured (Irving and Tailkov, 1999).
Residential
Residential emissions are only a small source of CH4. The source contains all fuel
combustion in households (Sa´nchez et al., 2006). Fuels used in the households are, for
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example, biomass and fossil fuels, such as coal. CH4 emissions from the households
are mainly due to incomplete burning (Wang et al., 2013).
Oil and Gas
CH4 emissions from oil and gas consist of all oil and natural gas activities caused by
equipment failures, e.g. leaks, evaporation losses, venting, flaring and emissions that
are caused by accidents in oil and gas industry (Sa´nchez et al., 2006). CH4 emissions
from natural gases are an important component of anthropogenic CH4 emissions and
occur mainly due to delivery and end leaks (McKain et al., 2015). Extraction processes
of oil also produce CH4 (Ciais et al., 2013).
Landfills and waste waters treatment
Anaerobic decomposition of organic matter produces CH4 during wastewater treat-
ment in sewage facilities, from food processing and other industrial facilities. Emis-
sions from landfills and waste water treatments are significant anthropogenic sources
of CH4 (Sa´nchez et al., 2006).
Enteric fermentation and manure management
Enteric fermentation is a digestive process in which carbohydrates degrade to simple
molecules, which are absorbed by the bloodstream. This digestive process in herbi-
vores produces CH4 as a bi-product. Major sources of CH4 are ruminant animals,
such as, cattle and sheep, whereas non-ruminant animals, such as horses, are only a
moderate source. CH4 is also produced when manure from these animals are decom-
posed in low-oxygen or anaerobic conditions. In farms manure is stored in large piles
or other types of manure management system, such as lagoons, where low-oxygen
environment is present (Sa´nchez et al., 2006).
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3.1.2 Natural CH4 sources
Wetlands
In wetlands (incl. inundated peatland and mineral soils) methanogenic bacteria pro-
duces CH4 by degradation of organic matter in the absence of oxygen. CH4 produced
in wetlands in the water-filled soil layer can escape to the atmosphere by (1) diffusion
or (2) direct transport (Reddy and DeLaune, 2008). Direct transport can happen via :
(2a) the aerenchyma tissues of plant roots and stems or (2b) ebullition (Reddy and
DeLaune, 2008). There are CH4 emissions from lakes and rivers (Natchimuthu et al.,
2017), but they are not included in this study.
Biomass burning
Incomplete burning of biomass produces CH4 both in smouldering and flaming phases.
Forest fires produce CH4 especially during the smouldering phase whereas grass fires
during the flaming phase. This difference is explained by the fact that smouldering
phase for forest fires last many hours and the burning is not efficient whereas for
grass fires the most biomass burning in the flaming phase and smouldering phase
lasts at most only couple of minutes (Hao and Ward, 1993). These emissions can
also be considered as anthropogenic emissions as not all forest and grass fires are
flamed by nature. Controlled burn of fields in the spring before the start of crop
growing season is still a habit, especially in the eastern European countries and Russia.
However, separation of those anthropogenic biomass burning emissions from other
natural sources is not done in this study.
Termites
Termites have anaerobic bacteria living in their guts, which causes CH4 production
(Sanderson, 1996). The process is the same as for natural wetlands (Ciais et al., 2013).
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The dietary type of termites has a strong influence on the emitted CH4 (Brauman
et al., 1992). Termites do not exist northern than temperate region (Wood et al.,
1982). The total CH4 emission from termites to the global CH4 budget is small (Ciais
et al., 2013).
Oceans
Although 70% of Earth is covered by the oceans, CH4 emitted to the atmosphere
from the oceans only contribute approximately 2-3% of the total global CH4 budget
(Ciais et al., 2013). CH4 from ocean water columns are emitted due to processes such
as microbial-mediated diagenesis of sediment organic matter, leaks from near-surface
petroleum deposits and decomposition of CH4 clathrate hydrates (Reeburgh, 2007).
In the coastal run-off regions CH4 emissions are transported to the open ocean water
column by diffusion, through seeps and vents. In addition, mud volcanoes may emit
fluids containing CH4 or bubbles with CH4 (Reeburgh, 2007).
3.1.3 Atmospheric CH4 sinks
A part of the CH4 in the atmosphere is removed by atmospheric sinks. The atmos-
pheric removal processes are an important part of the global CH4 cycle. CH4 sinks in
the atmosphere are located in troposphere and stratosphere. The number of different
chemical removal reactions in the stratosphere is larger than in the troposphere. CH4
has two main sink processes in the stratosphere. The reaction with hydroxyl radical
(OH) is important both in troposphere and stratosphere. Reaction with oxygen atom
in excited singlet state (O(1D)) is a minor sink in the stratosphere. The largest sink
of CH4 is the reaction with OH (1) in the troposphere (Ciais et al., 2013). Reactions
with OH accounts for approximately 90% of the removal processes.
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CH4 + OH→ CH3 + H2O (1)
CH4 + O(
1D)→ CH3 + OH (2)
A minor sink of CH4 in the stratosphere is a reaction with chlorine (Cl). The
reaction (3) with Cl has been suggested to happen, but still debated, in the marine
boundary layer (Allan et al., 2007).
CH4 + Cl→ CH3 + HCl (3)
3.1.4 Soil CH4 sinks
The second largest sink of methane is soils. Some of the CH4 can be diffused to soils,
where oxidation by aerobic bacteria destroys CH4. Soils are responsible for 6-10% of
the total CH4 removal (Reddy and DeLaune, 2008). The consumption of CH4 depends
on the soil type and availability of soil inorganic nitrogen (Keller et al., 1990).
3.2 Global total CH4 budget
Currently CH4 sources are larger than the sinks, which means that the CH4 is accu-
mulated in the atmosphere and the atmospheric concentration of CH4 is increasing.
If CH4 emissions would completely be cut down, the atmospheric concentration of
CH4 would first increase a bit due to natural sources and only later on decrease due
to the life-time of about 9 years (Ciais et al., 2013).
The CH4 budget during years 2000-2009 by bottom-up estimates is summarised
in Table 1. Troposphere OH is the largest sink of CH4, being over 80% of the total
sink. All other sinks are minor.
17
Table 1 – Botton-up estimates of global total CH4 budget during 2000-2009 and their
uncertainties. Modified from (Kirschke et al., 2013).
TgCH4yr
−1
Natural sources 347 [238-484]
Natural wetlands 217 [177-284]
Termites 11 [2-22]
Geological (incl. oceans) 54 [33-75]
Others 65 [26-103]
Anthropogenic sources 331 [304-368]
Agriculture and waste 200 [187-224]
Biomass burning (incl. biofuels) 35 [32-39]
Fossil fuels 96 [85-105]
Sinks 632 [492-830]
Tropospheric OH 528 [454-617]
Stratospheric OH 51 [16-84]
Soils 28 [9-47]
Others 25 [13-37]
3.3 CH4 isotopes
Isotopes are ’species’ of elements, which differ by the number of neutrons in the
atomic nucleus but have the same number of protons and electrons (Dawson and
Brooks, 2001). CH4 molecule consists of one carbon and four hydrogen atoms and
has carbon or hydrogen isotopes. The stable carbon and hydrogen isotopes are C-12
and C-13, and H-1 and H-2, respectively. C-12 represents 98.9% of the total amount
carbon, whereas the natural abundance of C-13 is only around 1.1%. The natural
abundance of H-1 is 99.98%, whereas H-2 his 0.02%. Thus, most of the carbon atoms
are of type C-12 and most of the hydrogen are of type H-1. In this study, the carbon
isotopes are of particular interest, because CH4 source can be differentiated with the
help of this particular isotope.
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3.3.1 Isotopic signatures
Isotopic signature expresses the ratio of the stable or unstable isotopes of a particular
element in the compound. The difference between atomic masses of the same element
affects properties where mass plays a role, such as chemical kinetic behaviour, which
leads to natural isotopic separation processes. In this study, only carbon isotopes of
CH4 are taken into account. The C-13 CH4 isotopic signature, δ
13C-CH4 also called
delta values, is expressed as follows
δ13C-CH4 = (
(13CH4/
12CH4)source
Rstandard
− 1)× 1000h, (4)
where Rstandard is standard value for
13CH4/
12CH4, and (
13CH4/
12CH4)source is the
ratio of the heavier isotope to the lighter one in the emission sources. In this study,
Rstandard is set to 0.0112372 following Monteil et al. (2011). Each source process has a
specific isotopic signature. For fractionating processes, such as kinetic fractionation,
that are sensitive to the mass, the isotopic signature value depends if the process
prefer lighter or heavier atomic masses. Fractionating processes using more heavier
isotopes have a larger δ13C-CH4 values, whereas processes preferring lighter isotopes
have smaller δ13C-CH4 values. For example the δ
13C-CH4 value for biomass burning
depends on the plant photosynthesis pathway. In general, anthropogenic sources are
more enriched with the heavier C-13 than biogenic sources, and therefore have higher
isotopic signatures. This study assumes the delta values following Monteil et al. (2011)
listed in Table 2.
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Table 2 – Isotopic signature values for each source used in this study.
Source δ13C-CH4 (h)
Termites -57
Oil and Gas -40
Wetlands -59
Ocean -59
Fire -21.8
Enteric fermentation and Manure management -62
Landfills and waste water treatment -55
Rice cultivation -63
Coal -35
Residential -38
3.4 Atmospheric dynamics and transport mechanisms
The main atmospheric transport mechanism is the winds. CH4 has a lifetime of ap-
proximately 9 years (Ciais et al., 2013), which means that it can be easily mixed in
the atmosphere. In the vertical direction, the mixing between the troposphere and
stratosphere takes approximately 10 years, while within the stratosphere and tropos-
phere it takes only a couple of years. The significant difference in the mixing times is
caused by the stratospheric temperature inversion. The temperature inversion makes
it harder for the air to be mixed to the stratosphere. The mixing between Poles takes
around one year because the Intertropical Convergence Zone (ITZC) is located at the
equator. The mixing within the hemispheres takes a couple of months and mixing
in the east-west direction takes only about 2 weeks, due to strong westerly winds.
(Jacob, 1999)
3.5 Annual cycle of atmospheric CH4
The seasonal cycle of CH4 concentration in the atmosphere follows the Northern
Hemisphere (NH) emission seasons. Wetlands are mainly responsible for CH4 emis-
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sions’ seasonal cycle and therefore, when the NH is experiencing winter, the wetland
emissions are small. A NH time series of CH4 concentration in the atmosphere is a
waveform shape as shown in Figure 1. Most of the CH4 sources are located in the NH
and therefore the concentration level in the NH is higher.
On the other hand, the atmospheric CH4 sinks are smaller during the NH winter
than the summer due to coldness and darkness. Therefore, the CH4 concentration
typically increases towards winter and decreases towards summer. As a result, one
might observe two pikes in the seasonal cycle in the most northern north boreal zone
– one during winter and the other one in late summer when the wetland emissions
are high (Aalto et al., 2007).
The seasonal cycle of anthropogenic emissions is poorly known and not much stu-
died. Zazzeri et al. (2017) studied diurnal cycle of methane with isotopic signatures
in London and reported higher delta values during the time of the day when demand
of anthropogenic fuels were highest - during mornings and evenings. Therefore accor-
ding to energy statistics (IEA, 2018) one could assume that anthropogenic emissions
have a bimodal seasonal cycle with peaks in the summer and winter. The EDGAR
v4.3.2 inventory (Janssens-Maenhout et al., 2017) contains seasonal cycles of each
emission components for year 2010 suggesting a bimodal seasonal cycle with enteric
fermentation being the largest contributor and the emission peak during the summer
being greater than during the winter. Globally the largest contribution of anthropo-
genic seasonal cycle is enteric fermentation (EDGAR) but there is surely differences
location-wise. The seasonal cycle of anthropogenic emission in the city center is surely
different than that of suburban area or countryside.
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Figure 1 – Latitudinal atmospheric CH4 concentration in marine boundary layer
(MBL) as a function of time (NOAA).
4 Materials and Methods
This study uses several data sources to extend the current knowledge about the topic,
and to cover the necessary data inputs for the model runs. The following sections
present details of each data source. An overview of the models and data-assimilation
procedures will also follow.
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4.1 ERA-Interim -data and TM5 transport model
ERA-Interim is a global re-analysis product provided by European Centre for Medium-
Range Weather Forecasts (ECMWF). The re-analyses start from 1979 and are conti-
nuously updated in real time. ERA-Interim is produced by using a data-assimilation
system based on a 2006 release of the IFS (Cy31r2). Analysis window is 12 hours and
the system includes a four-dimensional variation analysis. The model uses 60 levels
in vertical up to 0.1hPa and has around 80 km horizontal resolution (T255 spectral).
The re-analysis product is available for the public and can be freely downloaded from
the internet. The product includes several meteorological variables, such as tempe-
rature, pressure and wind (Dee et al., 2011). The ERA-Interim data is processed for
the TM5 (Krol et al., 2005) resolution and used to constrain the model.
The TM5 is a 3-dimensional (3D) atmospheric chemistry-transport model, which
has a 2-way nested zoomed grid with the highest horizontal resolution in 1◦ × 1◦.
The boundary conditions are updated at every time-step and are consistently taken
to the coarsest global model (6◦× 4◦), to an intermediate resolution of 3◦× 2◦ and to
a fine grid of 1◦×1◦. The number of vertical levels of the TM5 used in this study is 25.
The atmospheric sinks are taken into account in the TM5. Hydroxyl radical (OH)
concentration fields are not calculated in the TM5 but are taken from Spivakovsky
et al. (2000) and compiled in the TM5 for reactions with CH4 (Houweling et al.,
2014).
4.2 NOAA atmospheric CH4 and δ
13C-CH4 data
This study uses CH4 and δ
13C-CH4 measurements from in-situ measurement stations
to constrain the the CH4 emissions in the CarbonTracker Data-assimilation system
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(CTDAS). National Oceanic and Atmospheric Administration Earth System Research
Laboratory (NOAA ESRL) provides CH4 measurement data from in-situ stations glo-
bally. In addition, the Institute of Arctic and Alpine Research (INSTAAR) provides
δ13C-CH4 measurements globally. The location of the measurement sites, used in the
study, are shown on the map in Figure 2. The spatial coverage of the measurement
stations is not equally distributed globally. There are regions with no measurements,
such as, in the case of δ13C-CH4, the northernmost Russia. Furthermore, the density
of measurement stations in the Southern Hemisphere (SH) is less than in the NH.
The observation density is highest in Europe and the USA. Higher observation den-
sity enables use of smaller optimisation regions. The measurement data is processed
specifically for CTDAS (Tsuruta et al., 2016).
Figure 2 – Location of the measurement sites and type of data used in this study. The
golden dots on the map indicates the stations that measure δ13C-CH4, the black dots
indicate the stations with flask measurements of CH4, the green dots are the stations
where CH4 is measured continuously and the pink triangles are stations that have both
continuous and flask measurements of CH4. Different background colours on the map
represent different modified TransCom (mTC)-regions (see Chapter 4.5.3).
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4.3 EDGAR
Emission Database for Global Atmospheric Research (EDGAR ;http://edgar.jrc.
ec.europa.eu/) provides the budgets of CH4 from different sources based on IPCC
classification in a cooperation with European Commission JRC Joint Research Centre
and the Netherlands Environmental Assessment Agency (PBL). EDGAR provides
global anthropogenic emissions of GHGs (CH4,CO2,N2O, fluorinated gases) and air
pollutants. In this study the CH4 inventory EDGAR v4.2 FT2010 is used as prior
anthropogenic emissions.
Energy balance statistics are used in the direct GHG emission calculations (IEA,
2012). EDGAR uses technology-based emission factor approach in order to calculate
emissions for all countries. Emissions (EM) in a country (C) are calculated annually
(y) and sector-wise (i) for each compound (x), in this study CH4, as follows
EMC,i(y, x) =
∑
i,j,k
[ADC,i(y)TECHC,i,j(y)EOPC,i,j,k(y)EFC,i,j(y, x)
(1−REDC,i,j,k(y, x))],
(5)
where AD country-specific activity data quantifying the human activity sector-
wise (i), j mix of technologies TECH sector-wise (i), EOP abatement percentage
by one of the k end-of-pipe measures for each technology (j), EF country-specific
emission factor for each sector (i) and technology (j), and RED relative reduction of
uncontrolled emission by installed abatement measure k.
Activity data (AD) was provided by international statistical sources and emission
factors (EF ) for GHGs were in most cases selected from the 2006 IPCC Guidelines
for National Greenhouse Gas Inventories (IEA, 2012). Proxy datasets are used for
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gridding the data, and the emissions that are not country specific, such as aviation,
are based on spatial allocation of emission sources (Janssens-Maenhout et al., 2013).
Example : CH4 emissions by biogas production in Finland 2018
The Equation 5 can be applied to calculate the CH4 emissions (x) from biogas
production in Finland in 2018 EMFIN,biogas(2018, CH4) [kgCH4/yr]. AD [TJ/yr]
in this case would be the consumption of biogas esimated by International Energy
Statistics and TECH [%] the share of activity by technology (% of biogas used
by factories, energy etc.). EOP [%] is the share of specific abatement measures,
which can be for example a catalytic abatement technology for reducing CH4
emissions in the biogas production. Uncontrolled emission factor is presented by
EF [kgCH4/TJ]. RED [%] is the removal efficiency of abatement measure i.e.
the percentage of uncontrolled EF removed. Finally, the Equation 5 in this case
becomes
EMFIN,biogas(2018, CH4) =
∑
biogas,j,k
[ADFIN,biogas(y)TECHFIN,biogas,j(y)
EOPFIN,biogas,j,k(y)EFFIN,biogas,j(2018, CH4)
(1−REDFIN,CH4,j,k(2018, CH4))].
(6)
Spatial allocation of the country emission is applied to 0.1◦ × 0.1◦ resolution. In-
put to these grids are from a geographical distribution of different activities, such as
energy, shipping and agricultural land use. These activities are either point sources
or cover larger areas. All these activities are located on a right geographical place
using GIS technique. One grid cell can include several countries, and this is solved
by multiplying the emission from that grid by the percentage of which that country
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occupies in the grid.
EDGAR inventory for annual sector-specific emissions is available from 1970 on-
wards. The international annual statistics are used as an input to EDGAR. However,
this statistic might have a one- to four-year delay. The latest available year is applied
for sector- and region-specific monthly profiles to generate global monthly emission
maps of 0.1◦ × 0.1◦ grid cells.
In this study EDGAR anthropogenic emissions are re-divided into 6 sub-categories
(Table 3) following the IPCC source based categorisation (Table 4) and known iso-
topic signature values : (1) enteric fermentation and manure management, (2) rice
cultivation, (3) coal, (4) oil and gas, (5) landfills and waste water, and (6) residen-
tial emissions, and the trend of the global total anthropogenic emissions is scaled
to match the optimised anthropogenic emissions from CTDAS-CH4 (Tsuruta et al.,
2017). In addition to these categories, emissions from wetlands, termites and oceans
are included.
Table 3 – Sectors formed in this study based on EDGAR database.
Sector IPCC class from EDGAR
Enteric Fermentation and Manure Management 4A, 4B
Landfills and Waste Water Treatment 6A, 6B, 6C
Rice cultivation 4C, 4D
Coal 1B1, 1A1, 1A2
Oil and Gas
1A3a, 1A3c, 1A3d, 1A3e,
1A3b, 1B2a, 1B2b, 2, 7A
Residential 1A4
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Table 4 – IPCC CH4 source division based on 1996 Guidelines (Houghton et al.,
1997).
IPCC class
Energy 1
Fuel Combustion Activities 1A
Energy Industries 1A1
Manufacturing Industries and Construction (ISIC) 1A2
Transport 1A3
Civil Aviation 1A3a
Road Transportation 1A3b
Railways 1A3c
Navigation 1A3d
Other Transportation 1A3e
Other Sectors 1A4
Fugitive Emissions from Fuels 1B
Solid Fuels 1B1
Oil and Natural Gas 1B2
Oil 1B2a
Natural Gas 1B2a
Solvent and Other Product Use 2
Agriculture 4
Enteric Fermentation 4A
Manure Management 4B
Rice Cultivation 4C
Agricultural Soils 4D
Waste 6
Solid Waste and Disposal on Land 6A
Waste Water Handling 6B
Waste Incineration 6C
Other 7
Fossil Fuel Fires 7A
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4.3.1 Scaling of EDGAR
In this study, the input data form EDGAR-database was scaled to match the known
CH4 budget. The fractions of each component were held constant. The overall trend
was decreased because EDGAR suggested higher annual emissions than CTDAS-CH4,
which was taken directly from previous runs (Tsuruta et al., 2017). The annual CH4
emissions suggested by CTDAS-CH4 are optimised by using total CH4 observations
rather than the isotope measurements. The scaling was done as follows.
Let Forig be annual total CH4 flux of one flux component of the grouped EDGAR
data (Table 3) for year (yr). The trend (aorig) and intercept (b) were derived from
Forig. The fitted mean annual flux (yorig) is
yorig = aorigyr + b. (7)
Let (∆F ) be the difference between actual data points Forig and fitted data points
(yorig)
∆F = Forig − yorig. (8)
Knowing the trend of CTDAS-CH4 data (CTDAStrend) and the trend of EDGAR
total CH4 emissions (atotal), the new trend (anew) for the EDGAR components was
calculated as follows
anew =
acomponentCTDAStrend
atotal
. (9)
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The new trend corrected annual mean flux is thus
Fnew = anewyr + b+ ∆F. (10)
The scaled values of Fnew are then used as a prior for CTDAS-
13CH4 in this study.
4.4 Natural emissions
University of Bern has developed a dynamic global vegetation and land surface process
model LPX-Bern (Stocker et al., 2014). The model can describe various processes ta-
king place in the land ecosystems. It can describe dynamical vegetation and terrestrial
biogeochemical processes, but it can also integrate representations of non-peatland
and peatland ecosystems by taking into account their carbon and nitrogen dynamics.
The uptake and release of CO2, N2O and CH4 trace gases is calculated by the model.
Vegetation in the LPX-Bern model is represented by various plant functional types,
which are competing from the resources in the grid cell. Dynamic coupling of carbon
and water cycle through photosynthesis and evapotranspiration is taken into account
by the model. LPX-Bern calculates CH4 emissions and uptake by different ecosys-
tem components such as peatlands, rice paddies and inundated wetlands (LPX-Bern,
2016). In this study, monthly CH4 fluxes from LPX-Bern are used as prior biospheric
emissions.
Global Fire Emission Database (GFED) (Giglio et al., 2013) v4.1 is used because
fires are an important source of trace gases, such as CH4. Satellites that orbit Earth
collect much information regarding fire and vegetation activity. GFED combines these
to estimate the burned area on a monthly interval. CH4 emissions can be estimated
based on the area information. Currently GFED offers data from 1997 to 2016 with
a spatial resolution of 0.25◦ (GFED).
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CH4 emissions from oceans are calculated using information from sea-water and
atmospheric CH4 mixing ratios. The calculation of CH4 emissions from oceans is
based on the assumption that the ocean surface is supersaturated with respect to
CH4 (Lambert and Schmidt, 1993). Temperature and salinity (Dee et al., 2011) are
used to calculate the partial pressure of CH4 in the water. CH4 emissions from oceans
are calculated from the partial pressure in water and in the atmosphere, which also
depend on the wind speed (Tsuruta et al., 2017). This study uses monthly fluxes as
a prior. For CH4 emission from termites an annual mean termite emissions from Ito
and Inatomi (2012) are used.
4.5 Flux estimation by inverse modelling
Inverse modelling is a useful tool in estimating fluxes when there is only limited
number of observations available in the area of interest. The inversion type used in
this study is based on Bayes’ theorem. Bayes’ theorem starts from the information
of spatial distribution and magnitude of fluxes. It uses this information to compute
better estimations of fluxes that are consistent with observations. For instance, this
study estimates CH4 fluxes based on atmospheric CH4 and δ
13C-CH4 observations.
4.5.1 Bayes’ theorem
Bayes’ theorem is used to calculate probabilities based on a priori information i.e.
what is already known before performing the calculation. Let w be a variable or
event of interest, q be an observation. The Bayes’ theorem states
P (w|q) = P (q|w)P (w)
P (q)
, (11)
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where P (w|q) is probability density function (PDF) of w given q, P (q|w) is PDF
of y given w, P (w) is PDF of w under all possible outcomes. P (q) is PDF for q
under all possible outcomes. In this study P (q) is PDF of the observation q, under
all possible outcomes. P (q|w) is the likelihood, telling how probable the observation
happens under the hypothesis. P (w|q) is called posterior and it is the best guess for
the variable of interest. P (w) is the starting point and also called prior.
4.5.2 Ensemble Kalman filter
Ensemble Kalman filter (EnKF) (Evensen, 2009) is used as a data-assimilation me-
thod in this study. EnKF is a recursive filter, which is especially useful in problems
with many variables to be estimated (Evensen, 2009). EnKF starts from initial states
and calculates prediction values. Then it compares the predicted values to observed
ones and tries to push them closer together by considering statistics of both the obser-
vations and predicted values. The result of this is the analysed values, that are used
to calculate the prediction values in the next time step. EnKF estimate the model
uncertainty from samples of an ensemble. The number of ensemble members is hard
to choose, because the larger the number of members is the more computationally
expensive the simulation will be, but on the other hand, as the number of members
increases the accuracy of the result increases (Evensen, 2009).
The new prediction values are calculated as
λfn,t+1 =M(λan,t) + η, (12)
whereM is a forward model, η is the forward model error matrix, λ is the ensemble
field, and t is the time. A subscript n refers to each ensemble member, f to predicted
and a to analysed values. In the first timestep, analysed values are assumed to be the
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initial values.
The analysed values are calculated as
λan,t = λ
f
n,t + K(y
◦
t −H(λfn,t)), (13)
where H is the observation operator, y◦ the observations and K the Kalman gain
defined as
K = PHT (HPHT + R)−1, (14)
where P is the prior error covariance matrix for the ensemble field, H the linearised
observation operator and R is the observation error covariance matrix.
Prior error covariance matrix is calculated as
P = ΛΛT =
1
N − 1
N∑
n=1
(λfn − λf )(λfn − λf )T , (15)
where λf is the ensemble mean and N the total number of ensemble.
In this study y◦ are the atmospheric CH4 and δ13C-CH4 observations, λ is the sca-
ling factors of the CH4 fluxes. The ensemble field λ is generated and R is constructed
based on Tsuruta et al. (2017).
4.5.3 CTDAS-13CH4
CarbonTracker Data Assimilation System-13CH4 (CTDAS-
13CH4) is a system that
provides information on the global CH4 distribution. As discussed in previous Chap-
ters (3.1.1 - 3.1.2) CH4 is emitted from various sources, both from anthropogenic
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and natural origins. CTDAS-13CH4 takes contribution of each source into account. It
includes different modules for different sources and functionalities (see Figure 3). The
modules that are represented in the system are ocean, fossil fuels, agriculture and
waste, natural, fire, observations, chemistry, TM5 chemical transport and Ensemble
data-assimilation (see Figure 3). For data-assimilation prior fluxes, observations and
transport model are needed.
CTDAS-13CH4 uses EnKF as a model scheme, in which TM5 is the observation
operator. TM5 is responsible of the chemistry transport and it takes initial 3D concen-
tration files and meteorological data from ECMWF as an input. TM5 also uses prior
emission fields to model the new concentration. EnKF is used to optimise scaling
factors, which can be further used to calculate the optimised CH4 fluxes. In the case
of CTDAS-13CH4 the EnKF (Chapter 4.5.2) components are listed in the Table 5.
Table 5 – EnKF components for CTDAS-13CH4.
λ : emission scaling factors
M : forward model
H : TM5
y◦ : atmospheric CH4 and δ13C-CH4 observations
TM5 cannot be linearised and therefore Kalman gain (eq. 14) is calculated in parts
using approximations for PHT and HPHT (Peters et al., 2005). Scaling factor field
is decomposed to mean state and deviation from the mean state as follows
λ = λ+ λ′, (16)
where λ is the mean state and λ′ the deviation from the mean state. Now the ap-
proximations become
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HPHT ≈ 1
N − 1(H(λ
′
1),H(λ′2), ...,H(λ′N))(H(λ′1),H(λ′2), ...,H(λ′N))T (17)
and
PHT ≈ 1
N − 1(x
′
1,x
′
2, ...,x
′
N)(H(x′1),H(x′2), ...,H(x′N))T . (18)
CTDAS-13CH4 optimises scaling factors for a certain region (in this study modified
TransCom-region, mTC) and time. TC-regions originate from TransCom experiment
(http://transcom.project.asu.edu/). The posterior flux can then be computed as
follows
F total(r, z) = λF prior′(r, z) + F prior(r, z), (19)
where r is a region (mTC-region), z time, λF prior′ optimised emission and F prior prior
emissions.
This study focuses on anthropogenic emissions, and wetland, ocean, fire and ter-
mite emissions or atmospheric chemical sinks are not optimised.
Figure 3 shows how CTDAS-13CH4 operates. CTDAS-
13CH4 optimises CH4 fluxes
starting from the prior fluxes and resulting in the optimised fluxes. At the very begin-
ning the initial concentration field, meteorological data from ERA-Interim and prior
emission fields are used as an input to the TM5 atmospheric transport model. TM5
gives the estimated atmospheric concentrations and together with that, prior emis-
sion fields and observed atmospheric concentrations are used as an input to EnKF to
obtain optimised emission fields. The optimisation is done for each mTC (see Figure
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2) and time step. The optimisation of CH4 fluxes is done on a weekly basis. In this
study the assimilation window length (Peters et al., 2005) was set to be one week,
which means that the posterior is calculated only once, and the result is approved
immediately.
Process specific δ13C-CH4 isotopic signatures are assigned to each emission source
to estimate 13CH4 fractions in CH4 emissions. Among the priors, anthropogenic non-
biogenic and biogenic emissions are optimised and others are directly imposed from
the prior (Tsuruta et al., 2017) except natural emissions that are directly taken from
LPX-Bern.
Figure 3 – CTDAS-13CH4 scheme including model input data, atmospheric transport
model TM5, EnKF data-assimilation routine and model outputs.
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4.6 Simulation setups
In a spin-up TM5 uses a constant initial concentration field of CH4 as an input to the
model. Constant initial field means that the atmospheric concentration is taken to be
constant throughout troposphere and stratosphere. For TM5 to reach the actual CH4
distribution in the atmosphere, it is required that a realistic meteorological, surface
flux and atmospheric chemistry forcing is applied for several times. This is called the
spin-up of the model.
Spin-up of the model is really important, because if the unbalanced concentration
field is used in estimations of posterior emission fields, it will affect the results. In this
study, year 2000 (366 days) was run several times in order to reach a more balanced
situation.
In this study, CTDAS-13CH4 was performed twice for years 2000-2003. Different
emission sources were optimised in these runs. Run S2 optimised emissions from rice
cultivation, landfills and waste water treatments, and enteric fermentation and ma-
nure management, whereas run S3 optimised coal, residential and oil and gas. This
division was done based on the specific isotopic signatures (see Table 2).
For the first time, when CTDAS is implemented to use δ13C-CH4-observations, it
is better to optimise emissions with similar specific isotopic signatures simultaneously
instead of optimising all emissions together due to the large differences in delta values.
Optimising all emission simultaneously could potentially lead to failure in constrai-
ning different emission sources. In this study, the optimisation was done separately
to biogenic (S2) and non-biogenic (S3) emissions. S2 optimises emissions from rice
cultivation, enteric fermentation and manure management, whilst S3 optimises coal,
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residential, oil and gas. All other emissions, that were not optimized, were taken as
priors.
The initial concentration fields of 13C-CH4 were constructed from previous CTDAS-
CH4 runs by assuming a vertical profile for δ
13C-CH4 values. The mean surface δ
13C-
CH4 value was assumed to be−42h, whereas the highest model level was set to−10h
(Ro¨ckmann et al., 2011; Saueressig et al., 2001). Distribution of the concentration in
latitude, longitude and vertical direction was similar to the initial distribution of CH4.
5 Results
5.1 TM5 spin-up
The development of the concentration, given constant 13C-CH4 concentration field
(21.5ppb) everywhere, can be seen from the Figure 4. It can be clearly seen that the
concentration field is constant in the beginning, and after that it starts to decrease
and finally it reaches equilibrium. The lighter spots in the graph indicate the seasonal
cycle (see also Figure 5). The average methane concentration during the NH summer
is smaller than during the NH winter, because the sink is higher. During wintertime
the sink is very small, and the average concentration becomes larger.
38
Figure 4 – Atmospheric global mean 13C-CH4 concentration for 12 years from the
spin-up starting from constant emissions field globally and constant concentration in
all vertical levels.
TM5 spin-up of 13C-CH4 took 8 years in total. The atmosphere reached a steady
state during this spin-up period as evidenced by the changes between subsequent
years being 10−25 ppb. Tsuruta et al. (2017) performed a three-year spin-up of CH4
in order to receive a well-mixed initial conditions. The spin-up time for TM5 used
in this study was longer than in other studies (Huijnen et al., 2010; Tsuruta et al.,
2017) because this was the first time to perform 13C-CH4 spin-up and thus accurate
well-mixed conditions throughout the atmosphere were required. However, the result
from 13C-CH4 spin-up was not used in the CTDAS optimisation because matching of
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the isotopic signatures values to the observed values was difficult. Instead the initial
concentration field was constructed from previous results as described in Chapter 4.6.
Figure 5 shows the two lowest levels of methane concentration as a function of
time and pressure. From Figure 5 it can be seen that the highest concentration peaks
appear in the NH winter months, while the concentration is at lowest from April to
September.
Figure 5 – Atmospheric global mean 13C-CH4 concentration in the lower atmosphere
(up to 2nd TM5 level from the surface) starting from constant emission field globally
and constant concentration in all vertical levels.
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5.2 Evaluation of CTDAS-13CH4
Figure 6 shows that the CH4 concentration is underestimated compared to the obser-
ved values with an exception in S3 (non-biogenic) in northern mid-latitudes. Concen-
trations are computed from ensemble mean modelled concentrations during studied
years at the measurement stations. Posterior concentration bias is similar to prior
concentration bias in the SH. The bias in the NH in S3 is smaller than in S2 (bio-
genic). In the NH, the posterior results are better because they do not follow prior
intensively. S3 run changed more from the prior, which means the optimisation is
working better than in S2.
Bruhwiler et al. (2014) optimised CH4 emissions without including δ
13C-CH4 ob-
servations, and obtained similar biases as in this study. In their study, running opti-
misation for more years increased the quality of the optimisation. This might indicate
that running optimisation including δ13C-CH4 observations for more years in future,
will lead to better estimations.
Monteil et al. (2013) optimised CH4 emissions without including δ
13C-CH4 ob-
servations. Modelled CH4 concentration were lower than the observed concentrations
nearly all time, expect in the northern mid-latitudes. The bias was largest in the SH.
However, combining satellite observations with surface observations increased the op-
timisation quality in the SH and tropics. The differences in their results are due to
model set-ups and boundary conditions.
The delta values are underestimated in all latitudes and the bias is largest near
the equator (Figure 7). It can also be seen that the model wants to produce larger
delta values, which corresponds to the contribution of larger non-biogenic sources or
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Figure 6 – Methane concentration bias at atmospheric measurement stations as a
function of latitude. The bias is calculated by subtracting mean observation value from
mean model value. Positive values indicate model overestimation and negative model
underestimation, respectively.
smaller biogenic sources. It seems that S3 has smaller bias than the prior or S2, which
indicates that S3 flux estimates are better than the prior or S2.
Monteil et al. (2011) scenario simulation (1970-2010) suggested larger CH4 concen-
tration and isotopic signatures during 2000-2003 than observations at four measure-
ment stations (Barrow (NH), Mauna-Loa (NH), Cape-Grim (SH) and Arrival Heights
(NH)), by using 3-D atmospheric transport model TM3 assuming constant natural
sources and growth-rates as in EDGAR4.0 inventory. The best simulation for delta
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Figure 7 – δ13C-CH4 bias at atmospheric measurement stations as a function of
latitude. Bias is calculated by subtracting mean observation value from mean model
value. Positive values indicate model overestimation and negative model underestima-
tion, respectively.
values was obtained when 1) increasing wetland emissions by 1.5% yr−1 after 2000,
2) reducing of biomass burning emissions by 5% in 2000, 10% in 2001 and 2009, 15%
between 2002 and 2004 and 20% between 2005 and 2008 or 3) applying fossil fuel
growth-rate of 1% yr−1 after 2000. However, all simulations with good agreement to
measured delta values suggested increased CH4 emissions after 2000. Monteil et al.
(2011) concluded that only one change cannot explain the observed CH4 or δ
13C-CH4
pattern but high-quality time series of δ13C-CH4 could provide important additional
constrains of emissions. Therefore optimising all emissions simultaneously in a multi-
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year run using CTDAS-13CH4, could potentially give valuable information of emission
constrains and year by year changes.
5.3 Optimisation of non-biogenic and biogenic emissions
The modelled global total CH4 budgets (Tg CH4 yr
−1) did not agree perfectly but ra-
ther well (Table 6). The changes in global total CH4 budget in S3 was larger than in
S2. The total global CH4 budget stayed similar to prior in S2, but emissions increased
in S3. In theory S2 and S3 should produce the same values because the observations
constraining these budgets are the same. As this was not the case it is assumed
that the difference in S2 and S3 is due to the difference in magnitude and spatial
distribution of the various sources, of which a different source subset is selected for
optimisation in S2 and S3. However, the modelled global total CH4 budgets S2 and
S3, during years 2000-2004, are in line with the previous estimations of global total
CH4 budgets (Kirschke et al., 2013; Saunois et al., 2016a; Tsuruta et al., 2017). Ho-
wever, the results are not entirely comparable mainly due to different time frame but
serve as a guideline.
Prior non-biogenic emissions do not have a seasonal cycle. However, non-biogenic
emissions may have a seasonal cycle, which comes up as a result of the optimisation.
If the natural emissions are optimised simultaneously, some of the non-biogenic emis-
sions’ seasonal cycle may become part of the seasonal cycle of natural emissions.
Table 6 – Global total CH4 budgets (Tg CH4 yr
−1) for priors and posteriors. The
values after ± indicates standard deviation.
Prior S2 Posterior S2 Prior S3 Posterior S3
515.9 ± 11.9 517.1 ± 7.7 516.6 ± 8.1 537.4 ± 4.6
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Time series (Figure 8) of the optimised emissions show a seasonal cycle. As the
natural emissions are large, have a strong seasonal cycle, and most of the continents
are located at the NH, the CH4 fluxes are at their largest in the late summer of the
NH. The smaller episodes, that occur during the NH winter, are the signal from the
SH summer and its natural emissions. During the summer time the posterior fluxes
are larger than prior (Figure 8). The fluxes in the winter are smaller in S2 than in
S3, while during summer flux estimates are larger in S2 than S3.
As can be seen from Figure 8 (see also Table 6), the prior uncertainty is larger
than the uncertainty of the optimised, as expected. Prior uncertainty in S2 is 3.19
Tg CH4 month
−1 and in S3 2.15 Tg CH4 month−1 respectively. The difference in prior
(S2 and S3) uncertainties is due to different optimised sources and their magnitude
(Tsuruta et al., 2017). Mean posterior uncertainty in S2 is 2.05 Tg CH4 month
−1 and
in S3 1.24 Tg CH4 month
−1. The uncertainty reduction is larger in S3 (42.4%) com-
pared to S2 (35.7%). The observations constrained emissions more in S3 than in S2.
S2 posterior uncertainties are larger during winter than summer. Respective posterior
S3 uncertainties do not seem to have a large seasonal variability.
Figures 9a and 9b show that the emissions in the North American eastern region
are increased in both S2 and S3, suggesting that the overall emissions need to be
increased in the prior in this region. In the western region of North America it is seen
that S2 (Figure 9a) decreases emissions and S3 (Figure 9b) increases. This difference
indicates that the biogenic emissions are overestimated, or the non-biogenic emis-
sions are too large. The latter one can be explained by the fact, that isotopic ratios
of different sources are complicated, and, in this study, they are combined to only
few global values. In reality the isotopic signatures may differ in regions and time
(Houweling et al., 2006; Levin et al., 2012; Mikaloff Fletcher et al., 2004; Monteil
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Figure 8 – Time series of monthly mean global total CH4 budget. The uncertainty
range is calculated from the standard deviation of the total emissions from the en-
semble. Prior in S2 is shown in the figure.
et al., 2011). For example Levin et al. (2012) reports delta value for rice to be −65h
in Vercelli, Italy, while Monteil et al. (2011) uses −62h globally. According to Levin
et al. (2012) delta values for landfill emissions also vary in depth from −62.9h to
−52.0h. If the actual biogenic source has an isotopic signature somewhere between
the expected values of biogenic and non-biogenic sources, the model has to increase
the modelled isotopic signature to better match the observed values. Both increasing
the non-biogenic source and decreasing the biogenic source lead to larger isotopic
signatures. In the western Europe, the situation is opposite to that in western North
America. This means that either the biogenic emissions are too small or non-biogenic
emissions are too large. Mikaloff Fletcher et al. (2004) optimised all emissions inclu-
ding δ13C-CH4 observations for years 1998-1999 suggesting smaller posterior fluxes in
North America and western Europe due to decrease in emission estimates for landfills,
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coal in industrial regions and high northern latitude bogs. The optimisation S2 for
western North America and S3 for western Europe suggested similar change.
In India, a strong decrease in biogenic emissions is found (Figure 9a). The de-
crease in the biogenic CH4 fluxes indicates that the total or biogenic emissions are
too large. Non-biogenic emissions in the region are much smaller than the biogenic
emissions and therefore, could not be optimised well. Also, in India there is only one
measurement flask CH4 station in the south. Optimisation of non-biogenic and bio-
genic emission gives different results for the emissions, i.e. S2 suggests that emissions
are the same as the priors, while S3 suggests increase from the prior. Emissions in the
northern central Russia (Figure 9b) are uncertain because of the lack of observations.
In the east coast of China S2 and S3 both decrease emissions in the north (Figure 9a
and 9b), while in the south S2 (Figure 9a) shows some increasing signal. According
to Mikaloff Fletcher et al. (2004) the decrease is due to the decrease in emissions from
rice cultivation and agriculture, whereas the increase due to swamp emission incre-
ment. The increase in South America (Figure 9a) is a subject of great uncertainty
because S2 suggests an enormous increase compared to S3. This increase might be an
artefact and caused by the small number of available observations. Mikaloff Fletcher
et al. (2004) suggested the large increase in South America to be primarily driven by
the large increase in swamp and biomass burning and secondly by larger estimates of
termites and natural gas.
The fluxes cannot be optimised well in regions where only few observations are
available (Bruhwiler et al., 2014; Tsuruta et al., 2017). Sometimes the geographical
origin of CH4 emissions is unclear. When there is a forcing need to decrease regional
emissions but at the same time a need for increasing global emissions, the global op-
timisation may lead to a situation where emissions have to be added to regions that
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are not well controlled, such as India and South America.
The lack of observations could potentially also lead to dipoles, which however
keep the global total budget constant. This means that a dramatic emission decrease
appears in some region, whilst a dramatical increase, equally large, occurs somewhere
else. The correctness of those dipoles cannot be verified without observations, but if
they appear and disappear illogically with respect to changes in spin-up and point in
time, are those most likely artefacts.
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(a)
(b)
Figure 9 – Total posterior mean minus total prior mean CH4 emissions for scenarios
S2 (a) and S3 (b).
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The percentages of the average relative changes in annual mean total fluxes in the
optimisation regions vary a lot (Table 7). Largest changes are in regions where fluxes
cannot be constrained well due to the limited availability of data.
Posterior uncertainty in both simulation S2 and S3 decreased in Southeast Asia
and eastern North America (Figure 10a and 10b). Optimisation suggested that lar-
gest uncertainty reduction happened in S2 in South East China and India, especially
near Himalaya (Figure 10a). However, the results can not be verified for regions with
only few observations. Uncertainty was also reduced in Northwest Europe, Australian
east coast and eastern North America (Figure 10a). In the non-biogenic simulation
S3 uncertainty reductions in all regions were equally likely. In contrary to the simula-
tion S2, a reduction in the uncertainty also occurred in Middle East, western North
America, Siberia and Ukraine in S3 (Figure 10b).
Table 7 – Average relative change in regional annual mean total fluxes (%).
Region S2 S3
Eastern North America 34 14
Western North America -39 9
Western Europe 12 -2
South America 14 5
India -96 7
Northern central Russia 130 177
China -30 -5
Southeast Asia (inc. southern China) 3.2 -1.2
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(a)
(b)
Figure 10 – Prior minus posterior uncertainty for posteriors S2 (a) and S3 (b). The
uncertainty is calculated by taking mean of standard deviation in ensemble over time.
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6 Conclusions
In this study CTDAS-13CH4 was developed in order to evaluate the global methane
budget source-wise. Spinning up atmospheric transport model TM5 took 8 years. Ho-
wever matching the measured isotopic signatures with modelled signatures in vertical
direction was difficult. Therefore initial starting 13C-CH4 fields were directly compu-
ted from previous CH4 runs with the knowledge of the vertical profile of the isotopic
signatures. The CTDAS-13CH4 underestimated atmospheric methane concentrations
in all latitudes, expect in the NH mid-latitudes in the S3 optimisation.
S3 optimisation had smaller bias and uncertainty compared to S2. It also changed
more from the prior than the S2 optimisation. The total global CH4 emission esti-
mates were larger than the prior emissions.
The results also showed that problematic areas are near the equator and in the SH.
There are not enough observations and the isotopic signatures were underestimated
in all optimisations. This might be because one isotopic signature was used for each
source globally.
In the future studies, region specific isotopic signatures should be used and the
number of observations in the SH and tropics increased. Also, all emission compo-
nents should be optimised simultaneously. However, optimisation of landfill and waste
water treatment emissions might be a bit tricky since they have an isotopic signature
between the non-biogenic and biogenic. Fire, oceans and termites are not dominant
emission sources and therefore their optimisation is not necessary.
Although optimising non-biogenic and biogenic emissions did not give robust CH4
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emission estimates, the results from inversions are comparable to previous studies
(Kirschke et al., 2013; Saunois et al., 2016a; Tsuruta et al., 2017). In the future,
when optimising all emission sources together for extended years, the results could
potentially give further information about the contribution from different sources to
global CH4 budget.
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