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THE DECOMPOSITION THEOREM AND THE INTERSECTION
COHOMOLOGY OF QUOTIENTS IN ALGEBRAIC GEOMETRY
JONATHAN WOOLF
Abstract. Suppose a connected reductive complex algebraic group G acts
linearly on a complex projective variety X. We prove that if
1 → N → G → H → 1
is a short exact sequence of connected reductive groups and Xss the open
set of semistable points for the action of N on X then IH∗
H
(Xss/N) is a
direct summand of IH∗
G
(Xss). The inclusion is provided by the decomposition
theorem and certain resolutions of the action allow us to define projections.
Introduction
Suppose a connected complex reductive group G acts linearly on an ample line
bundle over a complex projective variety X . There is a geometric invariant theory
quotient Xss//G of the set Xss of semistable points of X for this linearisation. We
assume that the open set Xs of stable points for the linearised action is non-empty
in order that dimXss//G = dimX − dimG. When the variety X is smooth, and
every semistable orbit is furthermore stable, the relation between the equivariant
cohomology of X and the cohomology of Xss//G has been intensively studied, see
eg. [Kir84, Wit92, JK95, GK96, TW98] and many others. Aside from the intrinsic
interest of relating an equivariant invariant to one defined on a quotient, the subject
has obvious applications in the topological study of various moduli spaces. A key
point in this theory is the observation that H∗G(X
ss) ∼= H∗(Xss//G) under these
assumptions. Several papers, for instance [Kir86, Hu92, LT00] and [Kie98], have
studied what happens when we relax the assumption that every semistable orbit
be stable. Since the quotient Xss//G will in general then be singular they all
consider its intersection cohomology groups rather than its ordinary cohomology.
Principally this is because the former retain for singular projective varieties the
structures, collectively known as the Ka¨hler package, which hold for the cohomology
of a smooth projective variety. So, although they are less tractable in terms of
functoriality, in many ways they provide a richer invariant for the study of singular
varieties. Another common theme in these papers is the construction of some
resolution of the G action on X and the use of this to define a map H∗G(X
ss) →
IH∗(Xss//G) which is surjective. In this paper we analyse this approach in general
terms and provide a framework in which to place their results.
Let us allow that the complex projective variety X may be singular and consider
the quotient morphism Xss → Xss//G. We would like to relate the intersection
cohomology IH∗(Xss//G) of the quotient to the equivariant intersection cohomology
IH∗G(X
ss) of the semistable points. Throughout this paper we will take coefficients
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in the rationals Q and thus avoid issues of torsion. In slightly different terms
we note that IH∗G(X
ss) is, almost by definition, the intersection cohomology of
the quotient stack [Xss/G] so that we are comparing the quotient stack with the
geometric invariant theory quotient. When every semistable orbit is stable [BL94,
thm. 9.1] tells us that
IH∗G(X
ss) ∼= IH∗(Xss//G).
This of course corresponds to the fact that the quotient stack [Xss/G] is repre-
sented by the orbifold Xss/G ∼= Xss//G. If we remove this condition the picture
is more complicated. Intuitively the equivariant intersection cohomology groups
contain more information. This notion is expressed quite simply in our main result
which says that IH∗(Xss//G) is always a direct summand of IH∗G(X
ss). In fact we
prove something slightly more general. Suppose N is a connected normal reductive
subgroup of G, and H the corresponding quotient G/N . Let Xss now stand for
the set of N -semistable points of X . Then we show that IH∗H(X
ss//N) is a direct
summand of IH∗G(X
ss).
It is no great surprise that the key ingredient of our proof is the decomposition
theorem of [BBD82, §6], or rather its equivariant extension which was proved in
[BL94, §5]. To put this result in context we review, in §1, the construction of the
constructible equivariant derived category from [BL94]. Then in §2 we show how
to define a map
IH∗H(X
ss//N)→ IH∗G(X
ss).(1)
In the final section we consider certain resolutions of Xss, which we term N -stable,
and show how these can be used to construct projections
IH∗G(X
ss)→ IH∗H(X
ss//N)
and thence show that (1) is an inclusion.
Acknowledgements. I am greatly indebted to interesting and illuminating con-
versations with both Young-Hoon Kiem and Sue Tolman. I would also like to thank
Frances Kirwan for her patience in reading preliminary drafts.
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1. The equivariant derived category
The results of this paper are couched in the language of the equivariant derived
category introduced by Bernstein and Lunts in [BL94]. We give a very brief review
of the structures which we use, but refer the reader to [BL94] for the details.
Background material on the constructible derived category, t-structures, perverse
sheaves and intersection cohomology can be found in [GM83] and [BBD82].
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Suppose that X is a complex algebraic variety. A ‘sheaf on X ’ will be a module
over the constant sheaf with coefficients in Q, and will furthermore be constructible
i.e. its cohomology sheaves will be locally constant on the strata of some stratifica-
tion of X by smooth subvarieties. Such sheaves form an Abelian category Sh(X).
We write D(X) for the bounded below derived category of constructible sheaves on
X . The middle perversity intersection cohomology complex IC˙(X) is defined up
to quasi-isomorphism as an object of D(X) obeying axioms set out in [GM83]. We
follow their definition except that we shift by the complex dimension dX of X and
so follow the Beilinson–Bernstein–Deligne–Gabber indexing used in [BBD82, BL94]
(see [GM83, 2.3] for a comparison of the various indexing systems). In addition to
the standard t-structure on D(X), whose heart is Sh(X), there is a t-structure
associated to the middle perversity whose heart is the Abelian category Perv(X)
of perverse sheaves — see [BL94, §5] and [BBD82, §2]. IC˙(X) is a simple object
in this full subcategory in the sense that it has no subobjects (see [BBD82, 4.3]).
A map ϕ : X → X ′ gives rise to functors ϕ∗, ϕ! : D(X ′) → D(X) and ϕ∗, ϕ! :
D(X) → D(X ′). Here ϕ∗ is the left adjoint of ϕ∗ and ϕ! the left adjoint of ϕ
!.
There is also a natural tensor product ⊗ on D(X).
Remark 1.1. Note that following [BL94] we write ϕ∗ and not the more usual Rϕ∗
for the right derived functor because we will always work with derived categories
and so there is no possibility of confusion with the push-forward of sheaves.
The intersection cohomology groups of X are defined by
IH∗(X) := H∗+dX (π∗IC˙(X))
where π : X → pt is the map to a point, and dX the complex dimension of X .
Now suppose that a reductive algebraic group G acts algebraically on X . If
X is a principal G-space then the derived category D(X/G) of the quotient is a
good definition of ‘equivariant derived category’. More generally let ResG(X) be
the category of G-resolutions of X i.e. the category whose objects are equivariant
morphisms Y → X where Y is a principal G-space and whose morphisms are
commutative diagrams
Y
  
@@
@@
@@
@@
// Y ′
~~}}
}}
}}
}}
X
of equivariant morphisms. There is a natural functor Φ : ResG(X) → Var to the
category of varieties given by Y 7→ Y/G. Both Sh(−) and D(−) can naturally be
viewed as fibred categories overVar. It is shown in [BL94, §2] that the fibres of these
over the functor Φ are respectively the category ShG(X) of constructible equivariant
sheaves and the constructible bounded below equivariant derived category DG(X).
More concretely an object A˙ of the latter is given by an object A˙(Y ) ∈ D(Y/G)
for each Y ∈ ResG(X) and, functorially, for each morphism α : Y → Y ′ a quasi-
isomorphismA˙(Y ) ∼= α∗A˙(Y ′). If X is itself a principal G-space then the category
ResG(X) has a final object, namely X itself, and we see that, as hoped, DG(X) ∼=
D(X/G).
The equivariant derived category inherits the structure of a triangulated cate-
gory. The assignment A˙ 7→ A˙(G×X) defines a forgetful functor For : DG(X)→
D(X) and both the usual and perverse t-structures on D(X) can be lifted via the
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forgetful functor to t-structures on DG(X). The respective hearts are ShG(X) and
the equivariant perverse sheavesPervG(X). Furthermore the intersection cohomol-
ogy complex IC˙(X) has an equivariant lift to a simple object ICG˙(X) ∈ PervG(X)
— see [BL94, §5].
Remarks 1.2. 1. Note that, owing to the distinction between term-by-term iso-
morphisms and quasi-isomorphisms of complexes, the equivariant derived cat-
egory DG(X) is not generally equivalent to the derived category of ShG(X).
2. Generalising the statement thatDG(X) ∼= D(X/G) for a principalG-spaceX ,
we can interpret the equivariant sheaves and the equivariant derived category
as Sh([X/G]) and D([X/G]) where [X/G] is the quotient stack. This follows
immediately from the definition of stacks via fibred categories, see for example
[Go´m99, 2.2].
The functors ϕ∗, ϕ
∗, ϕ!, ϕ
! and ⊗ extend to the equivariant context (where ϕ is
now an equivariant map) simply by defining (ϕ∗A˙)(Y ) = ϕ∗(A˙(Y )) etc. There
are also two new functors in the equivariant setting. Suppose γ : H → G is a map
of reductive algebraic groups and ϕ : X → X ′ a map from an H-variety X to a
G-variety X ′ such that ϕ(hx) = γ(h)ϕ(x). Then in §6 of [BL94] Bernstein and
Lunts define a functor
Qϕ∗ : DH(X)→ DG(X
′)
and a left adjoint
Qϕ∗ : DG(X
′)→ DH(X).
Naturally when γ is the identity these agree with ϕ∗ and ϕ
∗. We define the equi-
variant intersection cohomology groups of X to be
IH∗G(X) := H
∗+dX (Qπ∗ICG˙(X))
where π : X → pt is the map to a point which is considered as a space for the trivial
group, and dX the complex dimension of X . Note that this definition ignores
the extra module structure obtained on the graded vector space IH∗G(X) from
considering the point as a G-space.
Remark 1.3. Even for finite dimensional spaces the push-forward Qϕ∗ does not
preserve the bounded derived category — this is easily seen because equivariant
cohomology can be infinite dimensional — and it is the need to use this functor
which forces us to work with bounded below complexes.
There are two important results which we will use. First there is an equivariant
version of the famous decomposition theorem [BBD82, 6.2.5]. Suppose ϕ : X → X ′
is a proper G-equivariant morphism. Then we have
Theorem 1.4 (see [BL94, §5]). There is a (non-canonical) direct sum decomposi-
tion
ϕ∗ICG˙(X) ∼=
⊕
α
ıα∗ICG˙(Vα;Lα)[lα]
where Lα is an irreducible G-equivariant local system on the smooth part of the
closed subvariety Vα of X
′ and lα ∈ Z.
Secondly let us suppose that 1→ N → G→ H → 1 is a short exact sequence of
reductive groups, that X is a G-space upon which N acts with only finite stabilisers
and that further all the N -orbits are closed and the geometric quotient map ϕ :
X → X/N is affine. Then we have
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Theorem 1.5 ([BL94, 9.1]). 1. The functor Qϕ∗ : DG(X) → DH(X/N) pre-
serves both the usual and the perverse t-structures so that it restricts to
Qϕ∗ : ShG(X) → ShH(X/N) and Qϕ∗ : PervG(X) → PervH(X/N)[dN ]
where dN is the complex dimension of N ;
2. Qϕ∗Qϕ
∗ = id;
3. Qϕ∗ICG˙(X) ∼= ICH˙(X/N)[dN ].
In this paper we relax the conditions that N acts with finite stabilisers and closed
orbits and ask what should then replace the third statement above. We find that
more generally ICH˙(X//N)[dN ] is a direct summand of Qϕ∗ICG˙(X).
2. Defining a pull-back for the quotient map
Suppose L is an ample line bundle on a projective variety X upon which a
connected reductive algebraic group G acts L-linearly. Suppose N is a connected
normal subgroup of G and let H be the quotient:
1→ N → G→ H → 1.
We will write Xs and Xss for the subsets of stable and semistable points with re-
spect to the induced N -linearisation on L (not with respect to the G-linearisation).
We assume that Xs 6= ∅. Consider the geometric invariant theory quotient
Xss
ϕ
−→ Xss//N
whereXss is the Zariski open set ofN -semistable points. The normality ofN means
that Xss is G-invariant. Thus G acts on Xss//N via the homomorphism G → H .
We would like to apply the equivariant decomposition theorem to ϕ, which is G-
equivariant with respect to these actions. However we cannot do so because ϕ is
not, in general, proper. To circumvent this difficulty we consider ϕ as a rational
map from X to Xss//N and (equivariantly) resolve the points of indeterminacy:
X˜
ϕ˜
))R
R
R
R
R
R
R
R

X Xss?
_oo
ϕ
// Xss//N
where X˜ is the blowup of X along a closed subscheme supported on X \Xss and
ϕ˜ extends ϕ, see [RY99, Thm. 1] and cf. [Har77, 7.17.3]. By the equivariant
decomposition theorem we then have a (non-canonical) decomposition
ϕ˜∗ICG˙(X˜) ∼=
⊕
α
ıα∗ICG˙(Vα;Lα)[lα].(2)
Since ϕ˜ is onto there exists a non-empty Zariski open U ⊂ Xss//N such that upon
applying the forgetful functor we have
ϕ˜∗IC˙(X˜)|U ∼=
⊕
Lα|U [lα].
As Xs is open and, by assumption, non-empty we may further assume that U ⊂
ϕ(Xs). Since the fibres of ϕ are connected H−dX (ϕ∗IC˙(Xss)|U ) is the constant
sheaf on U and the restriction
H−dX (ϕ˜∗IC˙(X˜)|U ) −→ H
−dX (ϕ∗IC˙(X
ss)|U )
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is onto. It follows that H lα−dX (Lα|U ) must also be the constant sheaf for some α.
In other words Lα|U is the constant sheaf in degree lα − dX so that
ıα∗ICG˙(Vα;Lα)[lα] ∼= ICG˙(X
ss//N)[dN ]
is a direct summand of ϕ∗ICG˙(X˜).
Let Q∗ be the push-forward functor DG(X
ss//N)→ DH(Xss//N). Since N acts
trivially on Xss//N
Q∗ICG˙(X
ss//N) ∼= ICH˙(X
ss//N ;L)
where L is a local system with stalk H∗N . In particular since H
0
N = Q there is a
morphism ICH˙(X
ss//N)→ Q∗ICG˙(X
ss//N). Hence we can define a composition
ICH˙(X
ss//N)[dN ]→ Q∗ICG˙(X
ss//N)[dN ]→ Qϕ˜∗ICG˙(X˜)→ Qϕ∗ICG˙(X
ss)(3)
which we denote by λ.
Remark 2.1. Intuitively we think of this as a pull-back induced by ϕ : Xss →
Xss//N . We must be careful with this viewpoint however because λ is not neces-
sarily unique. The example to bear in mind is that of a variety V which has two
small resolutions W1 and W2. Let W be a common resolution so that we have:
W
!!
CC
CC
CC
CC
}}{{
{{
{{
{{
W1
!!
CC
CC
CC
CC
W2
}}{{
{{
{{
{{
V.
We know that there are natural isomorphisms H∗(W1) ∼= IH∗(V ) ∼= H∗(W2) of
graded vector spaces but that the ring structures on H∗(W1) and H
∗(W2) may
differ so that their images in H∗(W ) cannot be the same. This shows that we
cannot expect a canonical pull-back IH∗(V )→ H∗(W ).
Corollary 2.2. The morphism λ induces a map IH∗H(X
ss//N) → IH∗G(X
ss) on
hypercohomology groups.
Example 2.3. Let us suppose X is a smooth projective variety and take N =
G. There are two cases where an explicit description of a subspace of H∗G(X
ss)
corresponding to IH∗(Xss//G) is already known.
1. First suppose that G = C∗. Let F0 be the set of fixed point components of
C∗ in Xss. For F ∈ F0 we define N+F to be the set of x ∈ X
ss such that
limt→0 tx ∈ F , and similarly N
−
F to be the set of points such that limt→∞ tx ∈
F . Set
c(F ) = 2min(dimCN
+
F , dimCN
−
F )− 1.
Since C∗ acts trivially on F we have H∗
C∗
(F ) ∼= H∗(F ) ⊗ H∗C∗ . In [KW00,
§5] it is shown that IH∗(Xss//C∗) is isomorphic (as a vector space) to the set
of classes in H∗
C∗
(Xss) whose restriction to H∗
C∗
(F ) has degree < c(F ) in the
second factor of H∗(F )⊗H∗
C∗
for each F ∈ F0. Furthermore it is possible to
explicitly construct a morphism
IC˙(Xss//C∗) −→ Qϕ∗CC˙∗(X
ss)
which induces this identification, and to see that it is essentially unique.
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2. The second situation is when the action of G (which need not now be C∗) on
X is weakly balanced. This notion was introduced in [Kie98]. It consists of
two conditions, the first of which ensures that the quotient map ϕ : Xss →
Xss//G is sufficiently well behaved that there is a natural pull-back ϕ∗ from
IH∗(Xss//G) to H∗G(X
ss). In fact ϕ is, in a slightly extended sense, placid
— see [Kie00]. The second part of the weakly balanced condition allows us
to identify the image of this pull-back and to show that it is in fact injective.
The image is described explicitly in [Kie98].
In both the above examples a certain choice of λ induces an inclusion of the inter-
section cohomology of the quotient Xss//G into the G-equivariant cohomology of
Xss. This is not a coincidence of these examples but, as we shall see in the next
section, a general feature of our situation. What perhaps is special about these
examples is that there is a canonical choice of inclusion.
3. Stable resolutions
We remind the reader that, as above, whenever we write a superscript (s)s we
mean (semi)stability with respect to the normal subgroup N of G. Let us fix a
choice of morphism
λ : ICH˙(X
ss//N)[dN ]→ Qϕ∗ICG˙(X
ss)
as above. We now show how to construct a morphism
κ : Qϕ∗ICG˙(X
ss)→ ICH˙(X
ss//N)[dN ]
such that κλ = id. More precisely we show that every N -stable resolution of
(X,Xss) induces such a morphism.
Definition 3.1. An N -stable resolution of (X,Xss) is given by a commutative
diagram of G-spaces
Y
ρ

U?
_oo

X Xss?
_oo
where ρ is proper and birational, and U an open subset of Y . Further we assume
that there is an ample line bundle M → Y and a G-linearisation on M such that
1. every point of U is N -stable for M |U (but we do not necessarily assume that
U ⊂ Y s);
2. the induced map σ : U//N → Xss//N is proper and birational.
We will usually suppress M and simply write ρ : (Y, U) → (X,Xss) or even just
ρ. Note that our assumption that Xs 6= ∅ implies that there is a non-empty open
subset V of Xs such that the restriction of ρ to ρ−1V → V is an isomorphism.
Example 3.2. 1. Suppose we can choose a new linearisation of the G action on
X with the properties that N -stability and semistability coincide i.e. Xssnew =
Xsnew and that X
s
new ⊂ X
ss. Then the inclusion
(X,Xsnew) →֒ (X,X
ss)
is an N -stable resolution.
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2. We reinterpret the paper [LT00] in the framework we have introduced. (In
fact [LT00] is more general since it applies to symplectic reductions by S1 and
not just to algebraic quotients.)
Suppose X is smooth and G = N = C∗. Let F0 be the set of fixed point
components of C∗ in Xss. For F ∈ F0 we define N+F to be the set of x ∈ X
ss
such that limt→0 tx ∈ F , and similarly N
−
F to be the set of points such that
limt→∞ tx ∈ F . Then
Xs = Xss \
⋃
F∈F0
N+F ∪N
−
F .
We define a stable resolution by taking Y = X (with ρ = id) and
U = Xss \
⋃
F∈F0
N
d(F )
F
where d(F ) = ± depending upon whether dimCN
+
F or dimCN
−
F is the larger,
if they are equal then we make an arbitrary choice. (Note that in this case
U 6⊂ Xs but that every point of U is nevertheless stable for the restriction
of L to U .) The induced map U//C∗ → Xss//C∗ is shown to be a small
resolution in [LT00]. This follows from an application of the ideas of [Hu92]
to a G-invariant neighbourhood of each F ∈ F0. Hence IH∗(Xss//C∗) ∼=
IH∗(U//C∗) ∼= H∗C∗(U). Lerman and Tolman then go on to compute the
kernel of the restriction H∗
C∗
(Xss) → H∗
C∗
(U), and so express IH∗(Xss//C∗)
as a quotient of H∗
C∗
(Xss).
3. Suppose X is smooth and take N = G. In [Kir85] Kirwan describes a canon-
ical partial desingularisation of the quotient Xss//G. This is constructed by
taking the quotient of a projective variety Y (with a suitably linearised G ac-
tion) obtained from X by a sequence of blowups. Initially we blow up along
the closure in X of the smooth G-invariant subvariety
GZssR = {x ∈ X
ss | StabGx conjugate to R}
where R is a connected reductive subgroup of G such that GZssR has maximal
codimension amongst all such subvarieties. There is an induced action of G
on the blowup π : X˜ → X which can be linearised on the ample bundle
formed by twisting the pull-back of a sufficiently large power of L with minus
the exceptional divisor. It is shown in [Kir85, Lemma 6.1] that π(X˜ss) ⊂ Xss
and GZ˜ssR = ∅. Continuing inductively we can construct a G-stable resolution.
We can refine this procedure slightly by working relative to a nontriv-
ial normal subgroup N . Now we consider blowing up along the closures of
subvarieties of the form GZssR where ss refers to N -semistability and R is a
connected reductive subgroup of N . The same procedure will then construct
an N -stable resolution.
Proposition 3.3. There is always at least one N -stable resolution.
Proof. To construct a resolution we first of all G-equivariantly resolve the singu-
larities of X (see [RY99, Thm. 1]). Thus we have a smooth G-variety X˜ and a
G-equivariant map X˜ → X which factors as a finite sequence of blowups of smooth
G-invariant subvarieties.
Suppose the first of these blowups is π : Xˆ → X . The action of G on Xˆ
can be linearised on an ample line bundle of the form π∗Ld ⊗ O(−E) where E is
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the exceptional divisor and d is sufficiently large. As usual let Xˆss denote the N -
semistable points of Xˆ with respect to this linearisation. I claim that π(Xˆss) ⊂ Xss.
To see this note that if x ∈ Xˆss then there is a N -invariant section σ = σ1 ⊗ σ2 of
π∗Ld⊗O(−E) with σ(x) 6= 0. Since O(−E) is trivial away from E we deduce that
σ1 is N -invariant and, of course, σ1(x) 6= 0. Equivalently π(x) is N -semistable for
the obvious linearisation on Ld. But by the final remark of [MFK94, Chapter1, §5]
the N -semistable points for the linearisations on L and Ld coincide.
Proceeding inductively we see that we can linearise the action of G on X˜ in
such a way that we have a map (X˜, X˜ss)→ (X,Xss). We can now apply Kirwan’s
resolution, relative to N , to the smooth G-variety X˜ (see example 3 of 3.2). In this
way we will obtain an N -stable resolution of (X,Xss).
Let ρ be an N -stable resolution of Xss so that, in the notation of 3.1, we have a
diagram:
Y
ρ

U

?
_oo
ψ
// U//N
σ

X Xss?
_oo
ϕ
// Xss//N.
We can apply the equivariant decomposition theorem to the proper maps ρ and σ
to obtain morphisms
ICG˙(X
ss) −→ ρ∗ICG˙(U) and σ∗ICH˙(U//N) −→ ICH˙(X
ss//N).
These are of course not canonical but their restrictions to V and ϕ(V ) respec-
tively are the natural quasi-isomorphisms induced by ρ and ρ−1. By theorem 1.5
Qψ∗ICG˙(U) ∼= ICH˙(U//N)[dN ] because N acts with only finite stabilisers on U . So
we can compose these morphisms to obtain
κ : Qϕ∗ICG˙(X
ss) −→ ICH˙(X
ss//N)[dN ].(4)
Theorem 3.4. The composition κλ[−dN ] is the identity on ICH˙(Xss//N).
Proof. We know from [BL94, §5] that ICH˙(Xss//N) is a simple object in the heart
of the perverse t-structure on DH(X
ss//N) so that
Hom (ICH˙(X
ss//N), ICH˙(X
ss//N)) ∼= Q.
We can easily check that κλ[−dN ] restricts to the identity on ϕ(V ) and hence must
be the identity.
Corollary 3.5. The map IH∗H(X
ss//N) →֒ IH∗G(X
ss) induced by λ is an inclusion.
Any N -stable resolution can be used to define (not necessarily uniquely) a projection
IH∗G(X
ss)→ IH∗H(X
ss//N) which is split by this inclusion.
Proof. This follows immediately from proposition 3.3 and theorem 3.4.
Remark 3.6. In [Kir86] the partial desingularisation constructed in [Kir85] (see
example 3.2 part 3) is used to define, as we have above, a map H∗G(X
ss) →
IH∗(Xss//G) when X is smooth. [Kir86, Thm. 2.5] states that this map is a
surjection. This is then used to give an algorithm for computing the intersection
Betti numbers of Xss//G.
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Unfortunately the given argument that the map is surjective is incorrect due to
a confusion on page 499 where it says “by 2.24 there is a commutative diagram
H∗G(E)/H
∗
N (Z
ss
R )
//

H∗G(Y )
φˆY

IH∗(E//G)/IH∗(N//G) // IH∗(Y//G)
where the horizontal maps are the inclusions associated to these decompositions.”
In fact Kirwan’s 2.24 shows that the same four objects form a commutative dia-
gram but where the horizontal maps arise from Gysin sequences and are not those
associated to “these decompositions”.
Corollary 3.5 provides a new proof that Kirwan’s map is surjective and hence
re-validates the algorithm.
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