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Abstract 
In this paper, we introduce smart sensors for monitoring water distribution systems.  To improve the quality of monitoring and 
prolong the lifetime of the sensor node, there is a need to reduce the amount of data transmitted by predicting the future 
behaviour of the data while detecting and classifying important events locally in the sensor node, transferring only important 
data.  We propose to reduce the amount of data transmitted between the sensor node and end user by using Principle 
Component Analysis (PCA) and dual prediction models for the monitoring of hydraulic data based on an Autoregressive 
Moving Average (ARMA) model. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the CCWI2013 Committee. 
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1. Introduction 
Water Distribution Systems have a great influence on the life and economic progress of most countries.    
Continuous monitoring of the water infrastructure using wireless smart sensors has the potential to save annual 
operational costs by predicting the behaviour of the assets in the long run and improving the safety of drinking 
water supplied to consumers because of its rapid response to any changes in the behaviour of the system.  The 
existing sensing technology within water utilities to monitor water distribution systems is limited to a small 
number of portable loggers and remote monitoring stations with no flexibility for controlling sampling regimes and 
no capabilities for high data rate acquisition, local processing or high bandwidth transmission.  High sampling rates 
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are needed for the accurate monitoring of hydraulic pressure transients (Stoianov, et al., 2007).  Hydraulic pressure 
transients can be introduced as a result of the stochastic demand of water supply systems, which can cause a 
number of problems, including asset failure and water quality deterioration.  For instance, typically pressure data is 
collected at a sampling rate of up to 1000 Hz to accurately detect hydraulic transient’s pressure.  However, the 
continuous transmitting of sensor data can lead to rapid battery depletion because the communication unit is the 
main energy user in the sensor node (Marcelloni, 2009).  Reducing the number of transmitted packages is the key 
factor in prolonging the lifetime of the sensor node; improving monitoring as a consequence.   
Consistent energy availability is the main constraint in the monitoring of water distribution systems with 
wireless sensor networks.  While several techniques have been proposed to maximize battery lifetimes, such as 
improving routing protocols and restricting power budgets, the lifetime of the battery still remains finite and 
battery replacement can cause significant errors and data loss.  In this paper, we propose a data reduction 
framework based on PCA to reduce the amount of data gathered and manipulate it locally in the sensor node.  
Moreover, a prediction model based on ARMA is proposed to reduce the number of transmitted packages by using 
dual predictive models in the sensor node and base station.  The predicted signal is compared to the original signal 
collected by the sensing unit to calculate the residue.  If the residue is higher than the error radius, the transmission 
unit transmits the original data and the model updates.  If the residue is less than the error radius, the transmission 
unit will not send any data, as the model is running at the same time in the base station and has the same predicted 
signal.  When we consider pressure sensing data we find that the ability to accurately predict sensor measurements 
by the predictor model is a key factor in the ability to reduce the amount of transmitted data.  Additionally, the 
sensor node analyzes and classifies the data features locally to detect important events, i.e. burst events, clogs, etc.  
In the next section, we define the tasks required for the smart sensors and the proposed framework. 
2. Proposed Framework 
We are aiming to develop a smart sensor node for monitoring hydraulic pressure and flow rate, which has the 
ability to perform the following tasks:  
 
• Learn from the environment and predict future behaviour, which leads to reducing the amount of transmitted 
data and the sending of only important information. 
• Detect important events, such as bursts, locally and classify the data as important or non-important. 
• Energy awareness and performance adaptability based on the availability of power. 
 
After collecting the data gathered by the sensing unit we reduce data with high dimensions into data with lower 
dimensions, to more easily find patterns in the data without much loss of information.  This reduced data is then 
fed into to prediction algorithms to identify patterns and predict the future data from the past data using ARMA 
models.  If the residue lies within the error tolerance we do not need to send data to the base station, however, if 
the residue lies outside the error tolerance we note that an important event may have happened, such as a burst, 
then update the prediction model and transfer the data and updated model parameters to the sink.  The proposed 
algorithm workflow is shown in Fig. 1. 
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Fig. 1: Workflow of the Proposed Framework. 
 





















Fig. 2: Hydraulic Pressure Data for a Week. 
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3. Data Reduction Using Principal Component Analysis (PCA) 
There is a high temporal correlation between the data gathered every day, so we propose to remove the 
temporal correlations to fit the sensors limited resources such as the memory.  Principle Component Analysis is a 
statistical tool used to reduce and analyze data without losing information and is a powerful technique to find 
patterns in high dimensional data.  PCA simplifies the ARMA input structure by choosing the main components.  
This data reduction can reflect more than 80% of the original data, which both simplifies the information and 
removes redundancy.  PCA uses linear transformation to create a new coordinate system by determining the 
eigenvectors and eigenvalues of a matrix, which causes the first coordinate, also known as the first principal 
component, to have the greatest projected variance.  By keeping lower order principal components, which often 
contain the most important aspects of the data, and ignoring higher order ones, PCA retains the characteristics of 
the dataset while reducing dimensionality.  PCA basis vectors depend on the dataset and not on a fixed set of basis 
vectors, unlike other linear transformations.  For this reason, it is the optimal linear transformation method for 
subspaces with large variances (Jolliffe, 2002). The reduced one day pressure data using PCA is shown in Fig. 3. 
Fig. 3: Simplified Data Using PCA. 
 
4. Prediction Model 
In Wireless Sensor Networks, transmission units are the largest energy consumers in sensor nodes; as such, 
being able to accurately predict, and therefore reduce, transmission data between the node and base station can 
prolong the lifetime of the sensor node significantly.  There is a strong correlation between sampling data in both 
temporal and spatial domains.  Prediction algorithms are important tools used to reduce redundant information in 
the temporal domain and, as a consequence, reduce the amount of data, which are required to be transmitted.  
While various prediction algorithms have been proposed, only some are suited for the sensor node in terms of 
complexity and memory requirements.  Choosing the best prediction algorithms for our specific application is 
critical to minimizing the error between the predicted and actual measurements.   
Jain (2004) presented a novel dual Kalman filter scheme for the minimization of transmission data in a multi-
data stream environment, which can be easily customized to handle a varying stream of characteristics such as 
sensor noise and time variance.  Chu (2006) exploited the spatial and temporal correlations to predict future data 
and thus minimize communication between the sensor node and base station; proposing a technique based on 
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replicated dynamic probabilistic models.  Neither Jain nor Chu provides a boundary for the maximum error 
between the actual and predicted data. 
Tulone and Madden (2006) proposed a framework called a Probabilistic Adaptive Query system (PAQ) based 
on AR modelling with each sensor running a local AR model and sampling values.  When the prediction error is 
larger than the threshold, the node may mark the reading as an outlier or choose to re-learn the model by updating 
parameters in the base station, for this reason it has been shown that AR models have the potential to significantly 
reduce the amount of communication.  Lazaridis and Mehrotra (2003) proposed an online algorithm using different 
prediction methods to create a Piecewise Constant Approximation (PCA) of the signal.  Their approach combines 
data compression and prediction into a unified framework, which can be expensive in terms of communication 
because it captures a large time series of data and approximates it.  Santini and Römer (2006) have shown that 
using a Least Mean Square (LMS) prediction algorithm can reduce communication significantly without a priori 
knowledge.  To address the problem of choosing an inappropriate prediction model, which can lead to poor results, 
Borgne (2007) proposed an adaptive online prediction model which chooses the best performing model and 
discards the others. 
Goel and Imielinski (2001) proposed a prediction-based monitoring paradigm called PREMON adapted from 
the Moving Picture Experts Group (MPEG) standard for video compression.  It has been thought that the theory 
and algorithms used in MPEG creation can also be used in sensor networks.  The proposed technique is based on 
two observations: the first being that the nearby sensors are likely to have correlated readings called spatial 
correlations; the second observation is that the reading of individual sensors can be represented the same way as 
the intensity values of pixels in an MPEG image.  A sensor transmits data only when it deviates from the predicted 
value of the model by more than a user defined threshold. 
We adopt a dual prediction scheme, introduced in Yao (2011), in which prediction algorithms run identically in 
both the node and the sink.  The sensor node is designed to accept prediction values which lie within the predefine 
range of ±ε.  Only if the actual measurements differ from the predicted measurements by more than ±ε will the 
node transmit the data and update the sink.  Otherwise the sink will use the predicted value, generated locally, 
without need for data transmission between sensor and sink.  Selecting the best prediction model will improve 
power savings in the sensor node by reducing the amount of data transmitted in updating the coefficients of the 
prediction algorithm or because predicted data lies outside the error range. 
We are trying to predict future data which a high degree of accuracy by using pressure hydraulic data from 
historic data and daily trends.  Using MATLAB System Identification Toolbox, we examine different models, such 
as Autoregressive models (AR) and ARMA, in different modes to fit hydraulic pressure data. 
For time series predictions, in terms of accuracy and simplicity, ARMA models are good candidates because 
they are computationally tractable for both short and long term predictions.  ARMA is, in essence, a combination 
of Autoregressive AR and Moving Average MA models. 
ARMA (, ) refers to the model with  autoregressive terms and  moving-average terms which can performs 
time series predictions by regressing the value of time series X at time instant t as:  








where   are the coefficients of the AR model,  are the coefficients of the MA model,  is a 
constant and  is white noise. 
The model can be written in compact form as 
 
     
 
where B is a delay operator. 
We obtained the best results using ARMA models with mode (2, 1).  To determine if the correct model is being 
used, we look at the significance of the autocorrelation of the residuals between the predicted output from the 
model and the measured output.  This white noise should have no autocorrelation.  If there is a significant auto 
correlation, and not just a spike at a high lag order in an autocorrelation function, it may indicate that the wrong 
model has been specified.  Our goal is to remove any significant autocorrelation in the residuals.  The plot in Fig. 4 
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is a promising valuation of this goal.  The limits of the hypothesis are shown as dashed lines and we can see that 
none of the autocorrelations fall outside of this range and are therefore insignificant. 
 
Fig. 4: Autocorrelation of the Residual. 
 
5. Event Detection 
We are aiming to design real-time lightweight and reliable burst and leak event detection sensor node without 
the need for a powerful spatial node.  In Srirangarajan  (2010) a multi-scale wavelet analysis method is proposed to 
detect power burst events to improve the continuous monitoring of water distribution systems.  In Xuhui (2009) 
leak detection techniques combine wavelet transformation with cross-correlation techniques is a proposed solution 
for leak detection in water pipes.  Both of the above techniques are too complex to implement in commercial sensor 
nodes with 8 bit microprocessors, such as the Mica, due to their limited processing capabilities.  For water utility 
operators, the ability to detect and localize pipe bursts and leaks quickly, is critical to saving large amounts of water 
and therefore costs (Srirangarajan, et al., 2011).  The ability to distinguish between events of interest and less 
important events is very important in reducing the amount of useless data.  Burst and leak events have some 
statistical features which allow them to be detectable.  We detect burst and leak events by training the classifier 
with these statistical features.  The classifier then evaluates the similarities of the reduced matrix Z with the matrix 
of the training data F.  To evaluate the similarities we use Euclidian distance to compare the statistical features such 
as mean (μ), standard deviation (σ), skewness (SKEW) and kurtosis (KURT) for both data sets. 
6. Conclusion 
High sampling rates are required for the accurate monitoring of hydraulic pressure transients.  As consequences, 
a large amount of data is generated in the sensor node.  Data reduction is a challenging task and requires that we 
only transmit important data and discard less important information.  We proposed a data reduction technique 
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based on PCA and ARMA modelling that can make a significant improvement in the continuous monitoring of 
water distribution systems.  Moreover, our proposed framework is aiming to perform the event detection in the 
sensor node in real time, which also makes a significant improvement in the monitoring of hydraulic pressure by 
reducing the detection time for important events. 
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