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Das Ziel dieser Arbeit war die Umsetzung ei-
nes Wahrnehmungsensors für Softwareagen-
ten, die über ein virtuelles Menschmodell in
einer dreidimensionalen Umgebung agieren.
Hierbei sollen die Agenten über den Sensor
in der Lage sein, semantische Informationen
zu geometrischen Objekten in der Umgebung
zu erhalten. Hierfür wurden zwei Verfahren
umgesetzt, die das menschliche Sehen simu-
lieren, indem Objekten erkannt werden wenn
diese innerhalb eines Sichtfeld liegen. Ein
Problem das dabei gelöst werden muss, ist die
Identiﬁzierung möglicher Verdeckungen der
Objekte. Ein Ansatz dieses Problem zu lösen,
ist der Ray-Tracing Ansatz welcher für das
erste Verfahren umgesetzt wurde. Das zweite
Verfahren verwendet den Occlusion-Culling
Ansatz. Auswertungen beider Verfahren ha-
ben gezeigt, dass der Ray-Tracing Ansatz eine
schnellere Laufzeit aufweist, der Occlusion-
Clulling Ansatz jedoch mehr unverdeckte Ob-
jekte im Sichtfeld erkennt.
∗









30. April 2014, Hochschule Reutlingen
Copyright 2014 André Antakli
Schlüsselwörter
Softwareagent, Wahrnehmung, Wahrneh-
mungssensor, virtuelle Welt, Sichtbarkeits-
problem
CR-Kategorien
I.2.10 [Vision and Scene Understanding]:
Perceptual reasoning
1 Einleitung
Die vorliegende Arbeit wurde im Rahmen
des Projektes Collaborate3D (C3D) am deut-
schen Forschungszentrum für künstliche Intel-
ligenz (DFKI) in Saarbrücken durchgeführt.
Ziel dieses Projektes ist die Entwicklung ei-
nes Systems, in dem die kollaborative Bear-
beitung von Problemstellungen in einer im-
mersiven dreidimensionalen Umgebung mög-
lich ist. Diese Umgebung wird mit XML3D1
umgesetzt und über den Webbrowser darge-
stellt. Um ein Szenario simulieren zu können,
werden in C3D intelligente Systeme verwen-
det um beispielsweise menschliches Verhalten
nachzuahmen. [19] Ein Szenario welches in
C3D betrachtet wird und zentraler Bestandteil
dieser Arbeit ist, ist die Wegﬁndungssimulati-
on eines Einkäufers in einem Supermarkt. Der
simulierte Einkäufer erhält dafür eine Art Ein-
kaufsliste mit Objekten die dieser selbststän-
dig in der 3D-Welt ausﬁndig machen muss.
Dabei ﬁndet die Wegﬁndung durch zuvor er-
lerntem Wissen und der Auswertung der Um-
gebung statt. Der Einkäufer wird mit Hilfe
1XML3D: http://xml3d.org
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eines Softwareagenten, der in der dreidimen-
sionalen Umgebung als virtuelles Menschmo-
dell repräsentiert wird, simuliert. Zum Thema
Softwareagent, siehe [7, 5].
Ziel der vorliegenden Arbeit war es, einem
Softwareagenten im Zuge von C3D und im
speziellen für das Supermarktszenario, die
Möglichkeit zu geben, die dreidimensionale
Umgebung wahrzunehmen, damit dieser an-
hand dieser Informationen Schlussfolgerun-
gen ziehen und Aktionen planen kann. Für
die Wahrnehmung der dreidimensionalen Welt
wurden zwei Verfahren umgesetzt, die in die-
sem Paper erläutert werden. Nachfolgend wird
von einem virtuellen Agenten gesprochen,
wenn ein Softwareagent in einer dreidimen-
sionalen Umgebung als virtuelles Menschmo-
dell repräsentiert wird und mit diesem in die-
ser Umwelt agiert.
Im nachfolgenden Abschnitt werden drei ver-
schiedene Methoden aus der Literatur vor-
gestellt, wie die Wahrnehmung eines virtuel-
len Agenten in einer dreidimensionalen Welt
simuliert werden kann. In den Abschnitten
3 und 4 werden die für C3D umgesetzten
Methoden vorgestellt und miteinander vergli-
chen. Anschließend werden in Abschnitt 5
die Ergebnisse zusammengefasst und ein Aus-
blick auf die zukünftige Arbeit gegeben.
2 State of the Art
In [12, 6, 11] wird meist unter zwei Wahr-
nehmungsmethoden unterschieden: künstliche
und synthetische Wahrnehmung. Wird eine
reale Umgebung durch ein Computersystem
wahrgenommen, spricht man von einer künst-
lichen Wahrnehmung. Diese wird meist in Ro-
botersysteme eingesetzt, die ihre Umwelt über
Sensoren auswerten müssen um in ihr agie-
ren zu können. Hierdurch erhält das Roboter-
system die semantischen Informationen und
somit die Bedeutung von Objekten in dessen
Umwelt, im Falle eines eingesetzten Kamera-
systems, nur über die Auswertung der Bildin-
formationen. Die synthetische Wahrnehmung
hingegen, ist die simulierte Wahrnehmung in
einer virtuellen dreidimensionalen Welt. [6,
11] Die semantischen Informationen der virtu-
ellen Welt können dabei dem virtuellen Agen-
ten zum Beispiel über den Zugriff auf Daten-
bankinformationen bereitgestellt werden. [15]
Im Gegensatz zu einem Robotersystem kann
ein virtueller Agent somit Zugriff auf alle In-
formationen seiner virtuellen Umwelt haben.
Nachfolgend werden drei Methoden vorge-
stellt, die bei der Simulation der Wahrneh-
mung von Agenten in virtuellen Welten ein-
gesetzt werden.
2.1 Filterbasierte Methoden
Eine Methode wie ein virtueller Agent sei-
ne Umgebung wahrnimmt, ist die Filterung
von Informationen beispielsweise anhand sei-
ner Position in der virtuellen Welt. Die seman-
tische Bedeutung der virtuellen Welt und de-
ren interne Objekt-Beziehungen werden zum
Beispiel in einer Datenbank gespeichert und
je nach Zustand des Agenten für diesen frei-
gegeben. [4, 2] In [4] wird die dreidimensio-
nale Welt aus zwei Objekttypen aufgebaut:
geometrische Objekte die visuell in der Sze-
ne vertreten sind und Objekte die in der Sze-
ne vorhanden aber nicht visuell repräsentiert
werden. Die virtuelle Umgebung wird in Be-
reiche unterteilt die in semantischer Relation
zueinander stehen. Diese Bereiche werden als
nicht sichtbare Objekte in der Szene repräsen-
tiert. Der Agent erhält hierdurch die semanti-
schen Informationen eines Bereichs, über die
Kennung des Objektes in der sich dessen vir-
tuelles Menschmodell beﬁndet. In [2] besitzt
ein virtueller Agent mehrere Filter um seine
Umwelt wahrzunehmen. So besitzt dieser bei-
spielsweise einen Sichtﬁlter. Über diesen wer-
den nur semantische Informationen von drei-
dimensionalen Objekte an den Agenten frei-
gegeben, die sich in einem simulierten Sicht-
feld beﬁnden. Zudem werden Filter eingesetzt
die nur für kontextspeziﬁsche Objekte gelten.
Wie in [4] wird auch in [2] die virtuelle Welt
hierarchisch in Bereiche unterteilt.
2.2 Falschfarben-Methode
Ein Vorgehen, bei dem das „Erkennen“ von
Objekten simuliert wird, ist die sogenann-
te Falschfarben-Methode (eng.: False colo-
ring) Dieses Verfahren wird zum Beispiel in
[12, 6, 8, 10] eingesetzt. Bei dieser Metho-
de lokalisiert der virtuelle Agent über ein
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für ihn generiertes 2D-Bild Objekte in sei-
ner Umgebung. Das Bild wird dabei für je-
den virtuellen Agenten, abhängig von des-
sen Position und Ausrichtung gerendert. Die
Objekte im gerenderten Bild besitzen da-
bei einen eindeutigen Farbwert, siehe Abbil-
dung 1. Der Farbwert wird hierfür anhand
der Objekt-Identiﬁkationsnummer generiert.
Wird bei der Bildanalyse ein Farbwert er-
mittelt, kann dieser wieder in eine Objekt-
Identiﬁkationsnummer übersetzt werden. Mit
dieser Identiﬁkationsnummer können im An-
schluss die semantischen Objektinformatio-
nen aus zum Beispiel der Datenbank des Si-
mulationssystems ausgelesen werden. Wird
das Bild ausgewertet, erhält das Wahrneh-
mungsmodul des Softwareagenten Informa-
tionen über „sichtbare“ Objekte durch die in
den Pixeln gespeicherten Farbwerte. Dieses
Verfahren ähnelt somit dem künstlichen Wahr-
nehmung. Bei dem Renderingprozess werden
Texturen oder andere Effekte wie Schatten-
wurf nicht beachtet. [15, 6, 7, 11]
Abbildung 1: Falschfarbenmethode (oben
links: Sichtfeld virtueller Agent; oben
rechts: Falschfarbenversion) [12]
2.3 Ray-Tracing Methode
Die Raytracing-Methode ist ein weiteres Ver-
fahren, das vor allem in der Spieleindustrie
eingesetzt wird, um „Sehen“ virtueller Spielﬁ-
guren zu simulieren [11]. Bei der Raytracing-
Methode werden mit Hilfe sogenannter Strah-
len (engl.: Rays) Objekte in einem Sicht-
feld lokalisiert. Ein Strahl besteht dabei aus
zwei Elementen: Richtungvektor und Aus-
gangspunkt. Der Ausgangspunkt des Strahls
ist zugleich der Standort des virtuellen Agent
in der Szene. Hat ein Strahl Schnittpunkte
mit einem Objekt in der Szene, gilt es als
sichtbar. Schneidet der Strahl mehrere Objekte
gleichzeitig, gilt nur jenes Objekt als sichtbar,
dessen Distanz zum virtuellen Menschmodell,
am geringsten ist. Das Sichtfeld des Agen-
ten entsteht dadurch, dass mehrere verschie-
den ausgerichtete Strahlen gleichzeitig einge-




Für die Umsetzung der Wahrnehmung des vir-
tuellen Agenten, wird ein Sensor umgesetzt,
der wie in [4, 2] die geometrischen Informa-
tionen der dreidimensionalen Szene auswer-
tet. Dabei identiﬁziert der Sensor Objekte in
einem Sichtfeld abhängig der Position des vir-
tuellen Menschmodells und dessen Ausrich-
tung. Wurden die Objekte beziehungsweise
deren eindeutige Kennung vom Sensor identi-
ﬁziert, liest dieser anhand der Kennungen die
semantischen Informationen der Objekte aus
einer Datenbank aus und leitet diese Informa-
tionen an den Softwareagenten weiter.
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Die nachfolgend vorgestellten Verfahren ver-
wenden nicht die Geometrie der Objekte in
der Szene, sie benutzen stattdessen deren
Hüllkörper beziehungsweise Boundingboxen,
um mit Hilfe derer geringeren geometrischen
Komplexität die Verfahren, zu beschleunigen.
Die verwendeten Boundingboxen sind achse-
norientiert und werden durch zwei Punkte de-
ﬁniert, einem n- und p-Vertex. Der n-Vertex ist
dabei der Eckpunkt der Boundingbox, der die
niedrigsten Koordinatenwerte aufweist. Der p-
Vertex beschreibt den Punkt mit den größten
Koordinatenwerten. [1]
3.1 View-Frustum Culling
Da das menschliche Verhalten bei der
Wegﬁndung simuliert wird, muss der In-
formationszugriff über die Umgebung des
virtuellen Agenten eingeschränkt werden.
Dies wird damit begründet, da ein Mensch
nur ein eingeschränktes Sichtfeld besitzt und
somit beispielsweise Objekte die hinter ihm
liegen, nicht wahrnehmen kann. Aus diesem
Grund wird ein Sichtfeld wie in [2] simuliert,
welches aus der Position und der Orientierung
des virtuellen Menschmodells resultiert. Um
dies zu realisieren, wird ein Verfahren aus
der Computergraﬁk verwendet, das View-
Frustum Culling [1]. Bei dieser Methode
wird ein Sichtvolumen beziehungsweise
Frustum erzeugt, mit dessen Hilfe Objekte
die außerhalb des Sichtvolumens liegen, aus-
geschlossen werden. Ein Frustum besteht aus
sechs Flächen, die aus der Position und der
Ausrichtung des virtuellen Menschmodells
erzeugt werden. [1] Wie in Abbildung 3
zu sehen ist werden drei Vektoren f, u und
r generiert. Der erste Vektor ist der Rich-
tungsvektor f welcher die selbe Ausrichtung
besitzt, wie das virtuelle Menschmodell C.
Zusätzlich zu diesem, werden zwei Normal-
vektoren r und u erzeugt die orthogonal zum
Richtungsvektor liegen. Anhand des Rich-
tungsvektors und einer deﬁnierten Distanz
d wird ein Punkt F errechnet. Ausgehend
von diesem und der deﬁnierten Breite (width)
und Höhe (height) der Flächen die ortho-
gonal zum Richtungsvektor liegen, werden
die Eckpunkte P des Sichtvolumens errechnet.
Abbildung 3: Ermittlung der Eckpunkte ei-
nes View-Frustums
F =C+ f ∗d
P= F+(1/2∗height)∗u− (1/2∗width)∗ r
Mithilfe zweier Eckpunkte A und B und dem
Ausgangspunkt D wird im Anschluss die
Normale n der Fläche aus A, B und D errech-
net und anhand dieser getestet, ob ein Objekt
innerhalb oder außerhalb des Sichtvolumens
liegt.
n= DA∗ DB
Bei dem Test ob ein Objekt innerhalb des
Sichtvolumens liegt, wird der orthogonale
Abstand d der Eckpunkte M der Bounding-
box des Objektes zu den sechs Flächen des
Frustums errechnet. Zeigen die Normalen der
Flächen des Sichtvolumens nach außen, liegt
ein Punkt M außerhalb des Volumens, wenn
dessen orthogonale Distanz d zu einer Fläche







Durch das View-Frustum Culling kann
überprüft werden, ob ein Objekt innerhalb
des Sichtfeldes liegt. Verdeckungen der
Objekte untereinander werden hierbei nicht
erkannt. Da nur „sichtbare“ Objekte für
den virtuellen Agenten relevant sind, um
ein möglichst menschliches Verhalten zu
simulieren, müssen die vollständig verdeckten
Objekte identiﬁziert werden. Ein Verfahren,
das das Sichtbarkeitsproblem löst, ist das aus
Kapitel 2.2 erwähnte Ray-Tracing, welches
im Zuge dieser Arbeit für den Sichtsensor des
Softwareagenten realisiert wurde.
Ein Strahl besteht aus einem Ausgangspunkt
und einer Ausrichtung. Um zu untersuchen,
ob eine Boundingbox von einem Strahl
mit Ausrichtung d und Richtungsvektor o
geschnitten wird, werden der n-Vertex und
der p-Vertex (p1 und p2) der Boundingbox
mit dem Strahl verrechnet, wodurch sich
Schnittpunkte max und min ergeben:
min= p1−od
max= p2−od
Um ein Sichtfeld zu erzeugen, sind mehre-
re Strahlen mit verschiedenen Ausrichtungen
notwendig. Hierfür werden maximale Höhe
und Breite des Sichtfeldes deﬁniert und die
Anzahl der Strahlen in der Höhe und Brei-
te festgelegt. Anhand dieser Angaben und
der Position des virtuellen Menschmodells
und dessen Ausrichtung, können die einzel-
nen Punkte für das Sichtfeld und die Ausrich-
tung der Strahlen errechnet werden, siehe Ab-
bildung 4.
3.3 Occlusion-Culling
Das Rendern eines Bildes und das anschlie-
ßende Auswerten dieses, gilt als zeitinten-
siv [vgl. 3, S. 11]. Da bei dem betrachteten
Szenario mehrere Agenten gleichzeitig agie-
ren und dabei ihre dreidimensionale Umwelt
verzögerungsfrei wahrnehmen müssen, wurde
entschieden den Occlusion-Culling Ansatz zu
testen, um das Sichtbarkeitsproblem zu lösen
[3, 1, 9]. Hierbei werden potenziell sichtbare
Abbildung 4: Erstellen eines Ray-
Sichtfeldes
Objekte (eng.: potentially visible objects, kurz
PVO) mit Hilfe eines View-Frustums ermit-
telt. Anschließend müssen Occluder (dt.: Ver-
decker) identiﬁziert werden. Anhand dieser
wird ein sogenanntes Occludee beziehungs-
weise Verdeckungsvolumen erzeugt, mit des-
sen Hilfe verdeckte PVOs, also Objekte die
sich vollständig innerhalb des Verdeckungs-
volumen beﬁnden, als „sichtbar“ ausgeschlos-
sen werden können. [3, 1, 9, 18] Siehe hier-
zu Abbildung 5. Um das Occlusion-Culling
Abbildung 5: Ermittlung des erst zu be-
trachtenden Occluder und Erzeugung eines
Verdeckungsvolumens
zu realisieren, werden mit dem in Kapitel 3.1
vorgestellten View-Frustum, die POVs ermit-
telt. Die Liste der PVOs wird anschließend
105InformaticsInside14
anhand derer Distanz zur Position des virtu-
ellen Menschmodells hin sortiert. Im nächs-
ten Schritt wird das PVO, welches den ge-
ringsten Abstand zum Menschmodell besitzt,
aus der Liste ausgewählt. Das Verdeckungs-
volumen wird anschließend aus den Extrem-
punkten der Boundingbox (BBox) des ausge-
wählten POVs aus Sicht des Menschmodells
erstellt. Hierfür wurden die Boundingboxen
um weitere Eckpunkte und einem Zentrum er-
weitert, wie in Abbildung 5 zu sehen ist. Für
die Ermittlung der Extrempunkte, werden je-
weils zwei Vektoren erstellt und anschließend
deren Winkel zueinander berechnet. Für die
Vektoren wird die Position des Menschmo-
dells D, das Zentrum C und ein Eckpunkt
P der Boundingbox verwendet. Der Vektor
DC gilt als Vergleichsvektor, mit dessen Hil-
fe der Winkel zum Vektor DP errechnet wird.
Wurden für alle Eckpunkte der Boundingbox
diese Winkel ermittelt, werden je nach Ori-
entierung des Objektes in Bezug zur Positi-
on des Menschmodells, vier beziehungswei-
se sechs Extrempunkte (Eckpunkte mit dem
größten ermittelten Winkel) ausgewählt. Sie-
he hierzu Abbildung 6. Mithilfe dieser Ex-
Abbildung 6: Erweiterte Boundingbox mit
eindeutiger Kennung für Eckpunkte
trempunkte kann ein Frustum erstellt und al-
le übrigen PVOs auf eine Verdeckung getes-
tet werden. Hierbei werden die einzelnen Eck-
punkte der Boundingboxen dieser PVOs be-
trachtet und als verdeckt gekennzeichnet, falls
diese innerhalb des Verdeckungsvolumens lie-
gen. Ist ein Objekt vollständig verdeckt, sind
also alle Eckpunkte der Boundingbox als ver-
deckt markiert, wird das betrachtete Objekt
aus der Liste der PVOs entfernt. Wurden alle
PVOs betrachtet, sind nur noch Objekte in der
Liste der PVOs enthalten, die von der Position
des virtuellen Menschmodells „sichtbar“ sind.
Abbildung 7: Ermittlung der Extrempunk-
te aus der Sicht des virtuellen Menschmo-
dells. Der Punkt mit der IP: 3 gilt hier als
Extrempunkt
4 Vergleich beider Verfahren
4.1 Laufzeitanalyse
Ray-Tracing Ansatz
Die Laufzeit des Ray-Tracing Ansatzes ist Ab-
hängig von den erzeugten Strahlen und den
zu testenden Objekten. In Abbildung 8 ist der
Pseudocode des Ansatzes dargestellt.
Um einen Strahl zu erzeugen, ist die Position
und die Ausrichtung des Strahls notwendig.
Hierfür werden zwei for-Schleifen in den
Zeilen 12 und 14 genutzt und anschließend
die Ausrichtung des Strahls in Zeile 16 bis
20 errechnet. Diese Schleifen werden mit der
Anzahl der deﬁnierten Zeilen und Reihen
durchlaufen. In Zeile 22 wird der Funktion
ﬁndRayIntersection() der zuvor deﬁnierte
Strahl und die Liste der potenziell sichtbaren
Objekte n aus dem ersten Frustumtest überge-
ben. Diese Funktion überprüft dabei, welche
Objekte sich mit dem Strahl schneiden und
gibt als Resultat das geschnittene Objekt zu-
rück, das die geringste Distanz zum virtuellen
Menschmodell aufweist. Der Algorithmus
wird immer columns x rows x n - mal durch-
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Abbildung 8: Pseudocode: Ray-Tracing Algorithmus
laufen. columns und rows sind Konstante,
wodurch die Laufzeit des Algorithmus von
der Anzahl der zu prüfenden Objekte abhängt.
Für den Ray-Tracing-Algorithmus gilt die
Laufzeitkomplexität O(n).
Occlusion-Culling Ansatz
Der Occlusion-Culling Ansatz setzt voraus,
dass die potenziell sichtbaren Objekte im Vor-
aus nach deren Distanz zum Menschmodell
sortiert sind. Der Sortieralgorithmus wird in
dieser Ausarbeitung nicht näher betrachtet,
für diesen gilt für n zu sortierende Objek-
te das Laufzeitverhalten O(n(n-1)/2). Der
Algorithmus, der die sortierten Objekte auf
Verdeckungen überprüft, ist als Pseudocode
in Abbildung 9 dargestellt.
In Zeile 7 wird eine while-Schleife maximal
so oft durchlaufen, bis alle potenziell sicht-
baren Objekte n betrachtet wurden. Hierfür
wird bei jedem Durchgang, siehe Zeile 5 be-
ziehungsweise 30, ein Objekt, beziehungswei-
se dessen Boundingbox aus der sortierten Lis-
te entfernt und mit diesem in Zeile 9 ein neues
Verdeckungsvolumen generiert. Ab Zeile 11
werden anschließend alle in der Liste verblie-
benen Objekte darauf getestet, ob diese voll-
ständig im Verdeckungsvolumen liegen. Hier-
für werden zwei for-Schleifen benötigt. Die
Schleife in Zeile 13 wird j-mal durchlaufen,
wobei für j die Anzahl der zu prüfenden Ex-
trempunkte des zu testenden Objektes gilt. Die
for-Schleife in Zeile 16 wird k-mal durchlau-
fen, wobei für k die Anzahl der Flächen des
Verdeckungsvolumen gilt. Ab Zeile 17 wird
überprüft, ob der ausgewählte Extrempunkt
innerhalb des Verdeckungsvolumens liegt. Ist
dies der Fall, wird dieser als „nicht sicht-
bar“ gekennzeichnet. Erst wenn alle Punkte
als nicht sichtbar gekennzeichnet sind, wird
das getestete Objekt in Zeile 27 aus der Lis-
te der potenziell sichtbaren Objekte entfernt.
Wenn kein Objekt ein anderes verdeckt, wird
die for-Schleife in Zeile 11 maximal (n-1)/2
mal durchlaufen. Die Anzahl der Durchläu-
fe der for-Schleifen in Zeile 13 und 16 sind
konstant, da die Anzahl der zu prüfenden Ex-
trempunkte der Boundingboxen und der gene-
rierten Flächen des Verdeckungsvolumen kon-
stant sind. Für die Laufzeitanalyse sind somit
nur die while-Schleife und die for-Schleife in
Zeile 11 relevant, wodurch für die Laufzeit-
komplexität O(n(n-1)/2) gilt.
4.2 Laufzeittest
Die in Kapitel 3 vorgestellten Verfahren wur-
den in JavaScript umgesetzt, da die virtuelle
Welt in XML3D realisiert ist und mit JavaS-
cript direkt auf das virtuelle Menschmodell,
die Objekte und deren Boundingboxen in der
Szene zugegriffen werden kann. Nachfolgend
werden die Ergebnisse eines Laufzeittests der
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Abbildung 9: Pseudocode: Occlusion-Culling Algorithmus
umgesetzten Verfahren vorgestellt. Der Lauf-
zeittest wurde auf einem Windows 7 System
mit einem Intel Core i7 bei einer Taktung von
2,80 GHz und 8 GB Arbeitsspeicher durchge-
führt. Als Browser wurde Chrome in Version
33.0.1750.146 m verwendet. Bei einem Test-
lauf läuft der virtuelle Agent eine deﬁnierte
Wegstrecke ab und untersucht dabei Objek-
te in der Szene auf deren Sichtbarkeit. Siehe
hierzu Abbildung 9. Bei jedem Zeitintervall
beziehungsweise bei jeder Positionsänderung
des virtuellen Menschmodells wird das zu tes-
tende Verfahren eingesetzt. Bei einem Zeitin-
tervall wird untersucht, wie viele Objekte als
sichtbar markiert werden und wie viel Zeit da-
für benötigt wird. Es wurden zwei Szenari-
en untersucht. Beim ersten Szenario waren 47
Objekte im Szenario enthalten. Diese wurden
so platziert, dass es keine Verdeckungen gab,
damit der Occlusion-Ansatz alle Objekte als
Occluder ansieht. Im zweiten Szenario, wur-
den 310 Objekte in der Szene verwendet die
1/7 der Größe der Objekte im ersten Szena-
rio entsprachen. Bei einem Testlauf wurden 12
x 60 Zeitintervalle untersucht. Für jedes Sze-
nario wurden 12 Testläufe durchgeführt. Die
Auswertung der Tests ist in Tabelle 1 und 2
im Appendix dargestellt. Werden die Ergeb-
nisse der Laufzeittests betrachtet, so ist zu er-
kennen, dass der Laufzeitunterschied der An-
sätze bei einer erhöhten Anzahl an Objekte er-
kennbar ist. Der Anstieg der Gesamtzeit ent-
spricht jedoch nicht dem Laufzeitverhalten der
Verfahren. So stieg die Gesamtzeit bei dem
Ray-Tracing Ansatz nicht linear mit der An-
zahl der Objekte an. Dies resultiert aus Kon-
stanten die ebenfalls in die Zeitermittlung ein-
ﬂießen. So werden immer 140 Strahlen unab-
hängig der Objektanzahl n erzeugt. Der Lauf-
zeittest hat zudem gezeigt, dass die Genauig-
keit und die Laufzeit von der Objektgröße ab-
hängt. So wurden bei dem Ray-Tracing An-
satz 40 % der zu sehenden Objekte als sichtbar
markiert, wenn diese um das siebenfache ver-
kleinert wurden, die Anzahl der Strahlen je-
doch konstant blieb. Siehe hierzu Abbildung
10 im Appendix. Dies resultiert aus der An-
zahl und Verteilung der Strahlen im Sichtfeld.
Die Größe eines Objektes beeinﬂusst auch den
Occlusion-Culling Ansatz. Verdeckt beispiels-
weise das erste zu untersuchende Objekt alle
anderen Objekte, werden diese aus der Liste
der PVOs entfernt und somit nicht weiter be-
trachtet.
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Abbildung 10: Szenario: Laufweg (Linie)
des virtuellen Agenten und dessen gesehe-
ne Objekte (hell)
5 Fazit und Ausblick
Der Vergleich beider Verfahren hat gezeigt,
dass das Ray-Tracing Verfahren prinzipiell
schneller als das Occlusion-Culling ist, des-
sen Schnelligkeit beziehungsweise Genauig-
keit von der Größe der Objekte in der Szene
abhängt. Eine genauere Beurteilung der Ver-
fahren, kann erst vollzogen werden, wenn die
dreidimensionale Umgebung für das Szenario
erstellt wurde. Denkbar ist der Einsatz beider
Verfahren in verschiedenen Situationen. Der
Ray-Tracing Ansatz kann verwendet werden,
wenn der virtuelle Agent lediglich große Ob-
jekte, wie beispielsweise Regale oder markan-
te Punkte im Raum wahrnehmen muss, um
sich im Raum zu orientieren. Der Occlusion-
Culling Ansatz, kann eingesetzt werden, wenn
der virtuelle Einkäufer zum Beispiel kleine
Objekte in einem Regal Wahrnehmen muss,
da er eine bestimmte Ware sucht. Um bei-
de Verfahren in deren Laufzeit zu optimieren,
kann der Ansatz der hierarchischen Untertei-
lung des Raumes wie in [4, 2] verfolgt werden.
Hierdurch müssen nur die Objekte auf deren
Sichtbarkeit getestet werden, wenn deren El-
ternobjekt als sichtbar gelten. Weitere Ansät-
ze zur Einteilung des Raums, sind das BSP-
, das Octree- oder das K-D-Baum-Verfahren
[16, 13, 17].
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Tabelle 1: Testszenario 1: 47 Objekte in der
Szene ohne Verdeckungen
Tabelle 2: Testszenario 1: 310 Objekte bei
1/7 Größe ohne Verdeckungen
Abbildung 11: Genauigkeitsvergleich: 310
Objekte bei 1/7 Größe. Occlusion-Culling
(links), Ray-Tracing mit 140 Strahlen
(rechts)
