Scope and Purpo~--The development of hybrid procedures for optimization focuses on enhancing the strengths and compensating for the weaknesses of two or more complementary approaches. The goal is to intelligently combine the key elements of competing methodologies to create a superior solution procedure. Our paper explores the marriage between tabu search and genetic algorithms in the context of solving difficult optimization problems. Among other ideas, the procedure known as scatter search is revisited to create a unifying environment where tabu search and genetic algorithms can co-exist. Overall, our objective is to demonstrate that it is possible to establish useful connections between methods whose search principles may superficially appear unrelated.
INTRODUCTION
Genetic algorithms (GAs) and tabu search (TS) methods are customarily viewed as based on different foundations and perspectives. Although significant differences between the methods exist, the two approaches share certain elements in common that often have been overlooked and left unexploited. The theme of this paper is to identify connections and contrasts between the methods that offer a fertile means for creating hybrid procedures.
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The development of GA/TS hybrids offers an almost untapped area for empirical research. The numerous successful applications of both GA and TS approaches strongly argue for the merit of investigating unified procedures. We suggest ways that the differing frameworks of genetic algorithms and tabu search can be advantageously reconciled, inviting research and computational studies to identify the most effective ways to integrate these methods.
The plan of this paper is as follows. We begin by sketching basic components of tabu search in Section 2, and give an overview of basic genetic algorithm ideas in Section 3. Our goal in these sections is to provide a simplified characterization of the two methods, giving a sufficient background to demonstrate some of their key features and to lay a foundation for subsequent discussions. Section 4 then describes scatter search ideas that establish a link between early TS and early GA ideas. In Section 5 we identify recent generalizations embodied in the notion of structured combinations, which enable combined solutions to take account of problem structure and satisfy properties such as feasibility. Section 6 examines the strategic oscillation component of tabu search and notes its relevance for incorporation within GA processes. Section 7 gives additional strategies for integrating solutions derived from scatter search, called path relinkino, and Section 8 introduces attribute creation approaches, both with significant applications for integrating GA and TS approaches. Finally, Section 9 elaborates on the strategies that differentiate and link tabu search and genetic algorithms, and suggets additional means for their unification.
TABU SEARCH IN OVERVIEW
Tabu search is based on introducing flexible memory structures in conjunction with strategic restrictions and aspiration levels as a means for exploiting search spaces. Its modern form and terminology are introduced in Glover [1, 2] , and also owe a debt to related ideas introduced by Hansen [3] . Many researchers have made contributions to advance the field in the past several years. Table 1 identifies some of these contributions and indicates specific applications that have benefited from them.
In diverse settings, such as those represented in the table, tabu search has demonstrated the ability to generate solutions of notably high quality. For problems that are small enough or tractable enough to allow "finitely convergent' algorithms to obtain and verify optimal solutions, tabu search also typically produces solutions that are optimal or within a fraction of a percent of optimality, while requiring much less effort (in some cases, on the order of minutes versus days of computer time).
For larger and more difficult problems, of the type customarily encountered in practical settings, tabu search obtains solutions that rival and often surpass the best solutions previously found by other approaches. The applications of Table 1 include comparative studies of a number of important classes of problems where tabu search performs significantly more effectively than all other methods tested. For example, in some of the more difficult applications in scheduling, quadratic assignment and vehicle routing, tabu search has set new records for best known solutions in the literature.
To provide a starting point for subsequent discussions, we sketch some of the basic ideas of tabu search in simplified form. The following example is abridged and adapted for our present purposes from Glover and Lagnna [4] .
An illustrative example
Permutation problems are an important class of combinatorial optimization problems whose applications include classical traveling salesman problems, quadratic assignment problems, production sequencing problems, and a variety of design problems. As a basis for illustration, consider the problem of designing a material consisting of a number of modules to insulate against specified forms of radiation. The order in which these modules are arranged determines the overall insulating property of the resulting material, as shown in Fig. 1 .
The problem is to find the ordering of modules that maximizes the overall insulating property of the composite material. Assume that seven modules are required, and that it is computationally expensive to evaluate the overall insulating property of a particular ordering. We want to find an optimal or near-optimal solution by examining only a small subset of the total possible permutations [6] Taillard [7] odules Genetic algorithms and tabu search Table I . Some applications of tabu search [4] (which in many practical applications can be astronomical, and for this example equals 7!, i.e. 5040). Job sequencing, signal screening and chemical filtering problems also fit in this same mold.
To introduce and illustrate the basic components of tabu search, we first assume that an initial solution for this problem can be constructed in some intelligent fashion, i.e. by taking advantage of some problem-specific structure. Suppose the initial solution to our problem is the one shown in Fig. 2 .
The ordering in Fig. 2 specifies that module 2 is placed in the first position, followed by module 5, etc. The resulting material has an insulating property of 10 units. (We assume this was found 
Modules
j-,,. by an accompanying evaluation routine, e.g. a simulator package for estimating the properties of a material without actually building a prototype.) TS methods operate under the assumption that a neighborhood can be constructed to identify adjacent solutions that can be reached from any current solution. Pairwise exchanges (or swaps) are frequently used to define neighborhoods in permutation problems, identifying moves that lead from one solution to the next. In our problem, a swap exchanges the position of two modules as illustrated in Fig. 3 . Therefore, disregarding other options such as insert moves, the complete neighborhood of a given current solution consists of the 21 adjacent solutions that can be obtained by such swaps.
Associated with each swap is a move value, which represents the change in the objective function value as a result of the proposed exchange. Move values generally provide a fundamental basis for evaluating the quality of a move, although other criteria can also be important. In large problems, it is critical to use candidate lists to screen moves for examination, both to reduce computational effort and to focus on more promising alternatives 1"45] .
A chief way to exploit memory in tabu search is to classify a subset of the moves in a neighborhood as forbidden (or tabu). The classification depends on the history of the search, and particularly on the recency or frequency that certain move or solution components, called attributes, have participated in generating past solutions. For example, one attribute of a swap is the identify of the pair of elements that change positions (in this case, the two modules exchanged). To prevent the search from repeating swap combinations tried in the recent past, which could potentially reverse the effects of previous moves by interchanges that return to previous positions, we will classify as tabu all swaps composed of any of the most recent pairs of such modules; in this case, for illustrative purposes, the three most recent pairs. This means that a module pair will be kept tabu for a duration (tenure) of three iterations. A data structure such as the one shown in Fig. 4 may be used.
Each cell of the structure in Fig. 4 contains the number of iterations remaining until the corresponding modules are allowed to exchange positions again. Therefore, if the cell (3,5) has a value of zero, then modules 3 and 5 are free to exchange positions. On the other hand, if cell (2,4) has a value of 2, then modules 2 and 4 may not exchange positions for the next two iterations (i.e. a swap that exchanges these modules is classified tabu).
The move attributes illustrated are not the only ones possible for defining tabu restrictions. For example, we may refer to separate modules rather than module pairs, or to positions of modules, or to links between their immediate predecessors (or successors), and so forth. (For guidelines about good choices of attributes, see Glover and Laguna [29] ,) Tabu restrictions are subject to an important exception. When a tabu move has a sufficiently attractive evaluation, as for example where it would result in a solution better than any visited so far, then its tabu classification may be overridden. A condition that allows such an override to occur is called an aspiration criterion. The following shows four iterations of the basic tabu procedure that employs the paired module tabu restriction and the best solution aspiration criterion.
The starting solution has an insulation value of 10, and the tabu data structure is initially empty (implicitly filled with zeros) indicating no moves are classified tabu at the beginning of the search. After evaluating the candidate swap moves, the top five moves (in terms of move values) are shown in the table for iteration 0 above. This information is provided by an independent evaluation subroutine designed to identify move values for this particular problem.
To locally maximize the insulating property of the material, we swap the positions of modules 5 and 4, as indicated by the asterisk. The total gain of such a move equals six units, producing the situation in the next table, labeled "Iteration 1."
The new current solution has an insulating value of 16 (i.e. the previous insulation value plus the value of the selected move). The tabu structure now shows that swapping the positions of The new current solution has an insulation value inferior to the two values previously obtained, as a result of executing a move with a negative move value. The tabu data structure now indicates that three moves are classified tabu, with different remaining tabu tenures. At the top of the candidate list, we find the swap of modules 4 and 5, which in effect represents the reversal of the first move performed, and is classified tabu. However, performing this move produces a solution with an objective function value that is superior to any previous insulation value. Therefore, we make use of the aspiration criterion to override the tabu classification of this move and select it as the best on this iteration.
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The current solution becomes the incumbent new best solution and the process continues. Note that the chosen tabu restriction and tabu tenure of three results in forbidding only three out of 21 possible swaps, since the module pair with a residual tenure of 1 always drops to a residual tenure of 0 each time a new pair with tenure 3 is introduced. (By recording the iteration when a module pair becomes tabu, and comparing this against the current iteration to determine the remaining tabu tenure, it is not necessary to change these entities at each step as we do here.)
In some situations, it may be desirable to increase the percentage of available moves that receive a tabu classification. This may be achieved either by increasing the tabu tenure or by changing the tabu restriction. For example, a tabu restriction that forbids swaps containing at least one member of a module pair will prevent a larger number of moves from being executed, even if the tenure remains the same. (In our case, this restriction would forbid 15 out of 21 swaps if the tabu tenure remains at 3.) Such a restriction is based on single module attributes instead of paired module attributes, and can be implemented with much less memory, i.e. by an array that records a tabu tenure for each module separately. Generally speaking, regardless of the type of restriction selected, improved outcomes are obtained by tabu tenures that vary dynamically.
Complementary tabu memory structures. The accompaniment of recency based memory with frequency based memory adds a component that operates over a longer horizon. To illustrate one of the useful longer term applications of frequency based memory, suppose that 25 TS iterations have been performed, and that the number of times each module pair has been exchanged is saved in an expanded tabu data structure. The lower diagonal of this structure now contains the frequency counts. At the current iteration (iteration 26), the recency memory indicates that the last three module pairs exchanged were (4,1), (6, 3) , and (7, 4) . The frequency counts show the distribution of moves throughout the first 25 iterations. We use these counts to diversify the search, driving it into new regions. This diversifying influence is restricted to operate only on particular occasions. In this case, we select those occasions where no admissible improving moves exist. Our use of the frequency information will penalize nonimproving moves by assigning a larger penalty to swaps of module pairs with greater frequency counts. (Typically these counts would be normalized, as by dividing by the total number of iterations or their maximum value.) We illustrate this in the present example by simply subtracting a frequency count from the associated move value.
The list of top candidates for iteration 26 shows that the most improving move is to swap (1,4), but since this module pair has a residual tabu tenure of 3, it is classified tabu. The move (2,4) has a value of -1, and it might otherwise be the one next preferred, except that its associated modules have been exchanged frequently during the history of the search (in fact, more frequently than any other module pair). Therefore, the move is heavily penalized and it loses its attractiveness. The swap of modules 3 and 7 thus is selected as the best move on the current iteration.
The strategy of instituting penalties only under particular conditions is used to preserve the aggressiveness of the search. Penalty functions in general are designed to account not only for frequencies but also for move values and certain influence measures.
FRED GLOVER et al.
In addition, frequencies defined over different subsets of past solutions, particularly subsets of elite solutions consisting of high quality local optima, give rise to strategies from the class of approaches that seek to exploit information from collections of good solutions. Such approaches are called intensification approaches. Complementary procedures to drive the search into new regions are called diversification approaches. Intensification and diversification strategies interact to provide fundamental cornerstones of longer term memory in tabu search.
In the following sections, we focus on the special subset of such strategies that consist of generating new solutions by reference to "combining" previous solutions, and therefore provide a link to genetic algorithm strategies. We acknowledge that in some respects the trend in this direction has already begun, as several of the basic notions of intensification and diversification introduced in tabu search are beginning to be examined in GA settings. However, we will show how it is possible to go considerably farther, making more powerful use of strategies that have been neglected or incompletely adapted to the GA setting, giving an extended bridge between TS and GA approaches.
GENETIC ALGORITHMS IN OVERVIEW
As described by Goldberg E46] and Davis [471 natural evolution has some general features that motivated John Holland in the 1970's to start a research effort in an area that would eventually become what is now known as genetic algorithms (GAs). These features are briefly itemized by Davis as follows:
• Evolution is a process that operates on chromosomes rather than on the living beings they encode.
• Processes of natural selection cause those chromosomes that encode successful structures to reproduce more often that those that do not.
• Mutations may cause the chromosomes of biological children to be different from those of their biological parents, and recombination processes may create quite different chromosomes in the children by combining material from the chromosomes of two parents.
• Biological evolution has no memory.
The guiding premise of GAs is that complex problems can be solved by simulating evolution via a computer algorithm. In Holland's conception, this occurs by algorithms that manipulate binary strings labeled chromosomes. As in biological evolution, the simulated evolution has the goal of finding good chromosomes by a blind manipulation of their contents. The term blind refers to the fact that the process does not have any information about the problem it is trying to solve. In the original GA conception, the process is viewed as a black box that provides evaluations of chromosomes. These evaluations are then used to bias the selection of chromosomes in a way that superior chromosomes (i.e. those with higher evaluations) will reproduce more often than inferior ones. Holland's early designs were simple, but were reported to be effective in solving a number of problems considered to be difficult at the time. The field of genetic algorithms has since evolved, chiefly as a result of innovations in the 1980's, to incorporate more elaborate designs aimed at solving problems in a wide range of practical settings.
Goldberg [46] suggests that GAs characteristically are distinguished in four ways:
• GAs work with a coding of the parameter set, not the parameters themselves.
• GAs search from a population of points, not a single point.
• GAs use payoff (objective function) information, not derivatives or other auxilary knowledge.
• GAs use probabilistic transition rules, not deterministic rules.
In the rest of this section, we discuss how these features have become incorporated in genetic algorithms at various levels, and we also review some of the more recent trends and developments in the field.
Holland's canonical GA is characterized by binary representatin of individual solutions, simple
Create and evaluate an initial population.
do {
Reproduce new strings.
Evaluate the fitness of the new offspring.
Replace strings of the old population with the new offspring.
} while (terminatiofi criteria are not met) problem independent crossover operators, and a proportional selection rule. To understand these concepts, consider the simple GA outlined in Fig. 5 . The population members are strinos or chromosomes, which as originally conceived are binary representations of solution vectors. GAs undertake to select subsets (usually pairs) of solutions from a population, called parents, to combine them to produce new solutions called children (or offspring). Rules of combination to yield children are based on the genetic notion of crossover, which consists of interchanging solution values of particular variables, together with occasional operations such as random value changes (called mutations). Children produced by the mating of parents, and that pass a survivability test, are then available to he chosen as parents of the next generation. The choice of parents to be matched in each generation is based on a biased random sampling scheme, which in some (nonstandard) cases is carried out in parallel over separate subpopulations whose best members are periodically exchanged or shared. The purpose of parent selection in GAs is to increase the probability of reproducing members of the population that have higher evaluations. A popular way of implementing this process is called roulette wheel parent selection. This technique may be viewed as a roulette wheel where each member of the population is represented by a slice that is directly proportional to the member's fitness. A selection step is then a spin of the wheel, which in the long run tends to eliminate the least fit population members.
Crossover in nature is the phenomenon by which two parents exchange parts of their corresponding chromosomes to create children. In genetic algorithms a crossover recombines the genetic material encoded in two parent chromosomes to make two children. The original GA operator, modeled after processes in nature, is called one-point crossover. This operator randomly chooses a cutting point such that the genetic material beyond that point is exchanged between two parents to create two children. An example of one-point crossover is as follows: Crossover is essential to genetic algorithms, and in fact many researchers feel that this component characterizes an algorithm as genetic. As the GA field has developed, the one-point crossover has been found to have restricted value, since occasions arise when it cannot combine certain features encoded on chromosomes. A popular solution to this problem has been the use of two,point crossover. In this case, two cutting points are selected at random and the genetic material that falls within the two points is exchanged. Although this operator is more flexible than the one-point crossover, it also is often unable to recombine parents to produce certain children that can carry important information to the next generation. This motivated Ackley [48] to develop the operator called uniform crossover. Starting with the first bit, a parent is selected at random to contribute its bit to the first child, while the second child is assigned the bit from the other parent. The process continues until all bits are examined.
Another important component of GAs is mutation, though it is usually conceived as a background operator. Bit mutation is applied to binary strings by randomly replacing each bit with certain probability. The probability value is known as the mutation rate, and many researchers advocate that it should generally be low (e.g. 0.01 or less). There are basically two ways of implementing mutation. The first variant always changes the bit for which the probability test has been passed. That is, if the ith bit is orignally 1 and the probability test is passed, the new string will contain a 0 in the ith position. In the second variant a new bit is randomly generated to substitute the bit for which the probability test passed. Therefore, 50% of the time the new bit will not be different than the old one, and the mutation rate will effectively be half of the one of the first variant.
The binary encoding was originally used by Holland to derive the schema theorem, which is considered the mathematical foundation of genetic algorithms. (More recent GAs are not limited to binary encoding, and in fact, as discussed later, other solution representations have proved somewhat more effective in applications where binary representations are not "natural" to the problem setting.) The schema theory is based on the idea that if a better understanding of the problem domain is desired, it is essential to study the similarities among subsets of strings as well as their fitness. In a sense the interest shifts from strings alone to groups of highly fit strings. As pointed out by Goldberg [46] , the framework of schemata provides the tools for answering questions such as: how a string can be similar to its fellow strings? and in what ways is a string a representative of the other string classes with similarities at certain positions? A schema is defined as a template among strings. Over the binary alphabet, a schema is a string of the type:
(al, a2 ..... a.), aie {0, 1, "k} where the "'k" symbol represents both 0 and 1. A schema represents a sub-space of strings that match all locations i where the schema is specific. Therefore, the size of the sub-space increases with the number of "'k" symbols in the schema. The schema theorem changes the view of the process from a search in a space of individual strings to a search through the set of schemata which the strings instantiate [49] . Since each binary string is an instantiation of 2" possible schemata, testing the survivability of a string discloses a great deal of implicit information regarding the fitness of its corresponding schemata. This is one of the cornerstones of the idea called implicit parallelism.
At each step in the evolution process strings are selected from the population with a probability relative to their fitness. This selection has the effect of including in each generation representatives of a particular schemata proportionate to their average fitness. (However, the average fitness of a schemata only indicates which string templates are more promising to investigate.) Selection processes with additional controls have been made the basis for a GA convergence theory by Aarts et al. [50] .
The schema theorem is sometimes interpreted to suggest that the implicit parallelism of GAs may be exponential. However, this is not quite correct, because certain schemata do not survive reproduction and the number of different schemata being considered depends on the population size. More precisely, if a single hyperplane is present in the initial population and is consistently above average fitness over time, then it will exponentially increase its representation over time. Holland estimated that the number of schemata being processed at each evolution generation in a population of n strings is O(na). Such processing is often interpreted to indicate that GAs make a nearly optimal allocation of trials. Miihlenbein [51] has shown, however, that this is only true for simple optimization problems. DeJong [52] has additionally characterized related limitations when GAs take the role of function optimizers.
The binary encoding that is strongly coupled to the schemata idea has often been found unsuitable for combinatorial optimization problems. In this context, the difficulty stems from finding a binary representation such that substrings have a meaningful interpretation [53] . Therefore, there is a group of GA researchers who use encodings that are more natural representations of solutions [54] [55] [56] . Most of these encodings, however, do not support the idea of schemata. Some GA researchers feel procedures that violate some of the principles in the original theory work, "despite" their violations. In contrast, other members of the GA community suggest that the success of these procedures is precisely based on the fact that they violate the original GA principles. Regardless of how these encodings are perceived, their goal is to identify similarity features in the solution space, while maintaining a natural connection with the solution vectors that originate them. In general, different encodings give different perspectives and resolution for inspecting a solution space.
Another relatively new trend in the GA arena is the use of local search strategies. After rather disappointing results were obtained in early applications of simple GAs to combinatorial optimization [571, researchers began to look for ways to extend GA approaches to produce better results. A leading step in this direction was taken by Miihlenbein et al. [58] with the development of Parallel Genetic Algorithms (PGAs) that allow individuals in the population to improve their fitness by local improvement ("hill climbing"). (PGAs also allow individuals to select their own mates by distributed processing.) Uses of local improvement operators are also introduced and successfully applied in the work of Montana and Davis [59] , Huntley and Brown [60] and Ulder et al. [61] (who call their approach genetic local search).
In a sense, simple GAs with local search may be seen as sophisticated multi-start descent methods. The re-starting process is in this case governed by genetic rules, and the descent phase is performed as customary. The success of these methods may be attributed to their balance between achieving fast search and sustaining diversity to avoid premature convergence. Another approach to achieve a similar outcome within GAs is an iterative search strategy called delta coding [62] . Delta coding introduces diversity by generating an entirely new and random population, while preserving information from past generations by basing new encodings on previous partial solutions. The approach starts by performing an initial run of a simple GA and measuring the population diversity on each generation. When the diversity of the population (measured for example by calculating the hamming distance between parent strings) is exhausted or reduced, the best solution is saved as starting point for the next delta iteration. Delta coding preserves hyperplane sampling since each individual run is a single run of a genetic algorithm, where only the encoding strategy has changed. Since the number of bits used to encode delta values is reduced at each iteration, the solution space is reduced. Each new string, when decoded for fitness evaluation, is applied as a delta value to the string saved from previous iteration. This process translates into a search on a smaller solution space around the best initial solution.
The underlying principle of reinforcing the search in regions about high quality solutions, as noted earlier, is an instance of what is called an intensification strategy in TS. Intensification strategies in a TS context bear interesting connecting to their counterparts in GAs, illustrated by the scatter search method for generating new solutions in regions determined in relation to previous good solutions, and by the approach of reinforcing values applicable to strongly determined and consistent variables [63] . We explore such connections between TS and GA methods, and their implications for usefully blending these methods, in the following sections.
SCATTER SEARCH
Scatter search, which was introduced in roughly the same period as the early GA proposals, has some interesting commanalities with GA ideas, although it also has a number of quite distinct features. Several of these features, as we will show, have come to be incorporated into GA approaches after an intervening period of approximately a decade, while others remain largely unexplored in the GA context.
Scatter search is designed to operate on a set of points, called reference points, that constitute good solutions obtained from previous solution efforts. The approach systematically generates linear combinations of the reference points to create new points, each of which is mapped into an associated point that yields integer values for discrete variables. As originally proposed [63] , the mapping consists of rounding or an associated generalized adjacency process, e.g. rounding a selected discrete variable to an integer neighbor, then determining implied value changes for other variables, and repeating.
This idea of using a systematic process to enable solution combinations to meet desired restrictions embodies the principle that such combinations should be influenced by context. (Genetic algorithm concepts proposed at this time, and advocated in some circles even today, instead embrace the theme that combinations should be generated without reference to context.) The adaptive rounding process of scatter search automatically satisfies simple constraints such as mutual exclusivity and The mappings that progressively round the resulting linear combinations (modifying fractional components that are required to be discrete), can introduce additional information derived from relationships between problem variables, hence reflecting the influence of problem structures. Problem structure exerts further influence by means of the heuristic processes that take these points as inputs and produce new solutions from them.
Similarities are immediately evident between this early approach and the GA formulation of Holland [64] . Both are instances of what are sometimes called "population based" approaches, which start with some collection of elements and progressively evolve those elements to yield new ones that are subjected to the same guiding process. Both also incorporate the idea that a key aspect of producing the new elements is to generate some form of combination of the existing elements.
On the other hand, several contrasts between the methods also may be noted. The early GA approaches were predicated on the idea of choosing parents randomly to produce offspring, and further on introducing randomization to determine which components of the parents should be combined (by genetic crossover operations). By contrast, no corresponding recourse to randomization is made in the scatter search approach, although nothing excludes its use as a bias factor (i.e. probabilistically favoring evaluation criteria that would otherwise be applied deterministically). Attention is focused in scatter search on choosing good solutions as a basis for generating combinations, in contrast to the more democratic GA policy of allowing solutions of all types to be combined. This scatter search focus can enhance the generation of relevant outcomes without losing the ability to produce diverse solutions, due to the way the generation process is implemented. More recent "elitist" GA variants also give preference to combining good elements, but without a corresponding ability to produce combinations beyond the region in which these elements lie (except by resorting to auxiliary strategies to overcome this limitation). The different mechanisms used by the two approaches to combine solutions, consisting of rounded linear combinations on one hand and genetic crossover on the other, particularly invite examination.
Significance of rounded linear combinations
Linear combinations provide a somewhat more varied set of possibilities for creating new solutions than crossover as initially introduced in GAs. They also avoid the artificiality of resorting to the binary representations which were the foundation of the original genetic encoding and crossover motions. To see the relevance of this, consider the goal of creating integer solutions that are combinations of the two solutions x = 9 and x = 26. Rounded linear combinations can generate every integer point from minus to plus infinity on the line joining x = 9 and x = 26, hence in this case yielding every value x may feasibly be assigned. On the other hand, when these solutions are given a binary representation, (1 0 0 1 0) for x=9, and (0 1 0 1 1) for x=26 (encoding x as a bit string by the identity x= lx 1 -+-2x 2 +4X 3 +8X4+ 16x s, where xl, x2 ..... xs are zero-one integer variables), then the possible outcomes are substantially more limited. In particular, the only ways to create rounded linear combinations of the binary vectors (1 0 0 1 0) and (0 1 0 1 1) yield the collection of binary vectors ('k "k" 0 1 "k') where the "~-elements" can be 0 or 1. Hence instead of producing all possible integer points these combinations produce only the integer values of x satisfying 8 ~< x ~< 11 and 24 ~< x ~< 27.
The possible outcomes are more limited still if classical forms of genetic crossover are used. The only vectors that can be created by the proposals of Holland are the four vectors (0 0 0 1 0), (0 1 0 1 0), (1 0 0 1 1), (1 1 0 1 1) , corresponding to x=8, 10, 25, 27. When attention is restricted to binary vectors, which clearly is inappropriate, rounded linear combinations in fact give the same set of possibilities as the "uniform" crossover operator proposed 10 years later by Ackley [481 although the randomized means of generating these possibilities in the GA setting contrasts with the strategic rounding theme of scatter search. By further employing generalized adjacency rounding, where values of some variables may change as a result of modifying others, additional possibilities result.
The significance of rounding to account for interactions between variables is illustrated by the following example [65] . Consider the simple integer programming problem x~, x 2, x3>~0 and integer.
The linear programming (LP) solution to this problem, which disregards the integer requirement for the variables, gives a solution vector x = (xl, x2, x3)= (24.43, 25.14, 11.71). Successive rounding that respects interactions between the variables (implied by the inequality constraints above, and manifested in the structure of the LP basis inverse), yields a solution vector x= (29, 30, 14) , which turns out to be optimal for this problem. Evidently, the integer values of this final vector could not be anticipated without accounting for the interdependencies among the problem variables. Advanced manifestations of such phenomena and processes for exploiting them are given in Glover [66, 67] , and represent the types of processes that are accommodated naturally within the scatter search framework.
Without contradicting the importance of randomization in GA processes, the fact that scatter search seeks to create new points strategically rather than randomly may represent a useful feature in some settings. The points of Diagram 1, for example, may be generated and scanned in their indicated numerical order, under the condition where this order reflects a ranking determined by the objective function, or more generally by a feasible direction gradient. Scatter search does not prespecify the number of points it will generate or retain, since this can be established adaptively by considering the quality or structure of solutions produced in such a systematic generation.
Scatter search and early GA approaches may also be distinguished by the fact that the reference points are supplied by and in turn supply another heuristic process. This is an orientation that has lately gained strong proponents among a core of researchers in the area of optimization who are seeking to modify GA proposals to make them more effective, particularly as advocated in the PAG approach of Miihlenbein et al. and the related genetic local search approach of Ulder et al. [61] .
Finally, we observe that the allowance for real-valued weights and vector components (for variables or parameters that are not discrete) anticipates the developing trend in some parts of the GA community to embrance "real-coded" (or floating-point) genes, as represented by the work of Davis [47] , B[ick et al. [68] and Eschelman and Schaffer [69] . Additional connections with current GA developments are provided in the study of Michalewicz et al. [70] , which introduces a nonstandard GA approach using linear combinations in place of genetic crossover.
In this way, the philosophical themes of scatter search and genetic algorithms are being brought closer together by modern efforts to create GA variants with an improved ability to solve optimization problems. The potentially useful implications of this are compounded by the recent introduction of advanced processes for combining solutions, as described in the next section.
STRUCTURED COMBINATIONS
Operations used to define linear combinations can be replaced with structured transformations of vectors that preserve specified discrete relationships and associated feasibility conditions. This approach is based on three properties of the reference vectors from which the weighted combinations are created.
Property 1 (Representation property)
Each vector represents a set of votes for particular decisions (e.g. the decision of assigning a specific value to a particular variable, or of assigning a specific facility to a particular location etc.). Standard solution vectors for many problems can directly operate as such voting vectors, or can be expanded in a natural way to create such vectors. For example, a solution vector for a job shop scheduling problem can be interpreted as a set of 0-1 votes for predecessor decisions in scheduling specific jobs on particular machines.
Property 2 (Trial solution property)
The set of votes prescribed by a vector translates into a trial solution to the problem of interest by a well defined process. A set of votes for items to include in a knapsack, for example, can be translated into a trial solution by processing the votes sequentially in terms of benefit-to-':, eight ratios for votes in particular intervals, until either the knapsack is full or votes at all intervals are considered. (Note that the vectors may not represent feasible solutions to the problems c ~nsidered, or even represent solutions in a customary sense at all.)
Property 3 (Update property)
If a decision is made according to the votes of a given vector, a clearly defined rule exists to update all vectors for the residual problem so that Properties 1 and 2 continue to hold. (For example, upon assigning a specific value to a particular variable, all votes for assigning different values to this variable are cancelled, and the remaining updated votes of each vector retain the ability to be translated into a trial solution for the residual problem in which the assignment has been made.)
The three preceding properties allow a constructive method to create structured combinations of vectors l71]. Voting schemes for evaluation in related contexts have been proposed by Glover and McMillan [5, 72] and Ackley [48] , though in a less general form and without a rigorous design for exploiting and preserving the three fundamental properties. The properties imply that the decisions voted upon can be made in a sequential order, which is established either a priori, or as a function of the decision theory. Decision steps also may be linked by solving associated optimization problems. (For example, an assignment problem to initiate the decision steps for a traveling salesman tour can be created by combining the votes of permutation vectors with original distance data.) This type of linking is often performed effectively in settings that do not provide for generating combined solutions, and the ability to incorporate it as part of the process of creating new solutions from combinations of others is a useful feature.
The sequential decision structure implied by the preceding properties is sufficiently comprehensive to apply to optimization problems of nearly unlimited generality, and can directly incorporate standard neighborhood processes for transforming one solution into another. Going a step farther, it is possible to specify processes to score and evaluate vectors, taking account of different types of objectives, that enable reference points (or "parents" in GA terminology) to be combined according to any desired emphasis on their relative contributions. For example, motivated by the concept of weighting solutions as in scatter search, two solutions can be combined in various mixes such as 70-30, 60-40 or 50-50, to produce new outcomes that embody different degrees of contributions of the original solutions. This can be done either probabilistically or deterministically by employing appropriate mechanisms to exploit Properties 1-3.
Specific rules make it possible to generate a variety of such combined solutions that represent different relative emphasis on the parents, while simultaneously satisfying problem constraints. This may be conveniently illustrated for a permutation problem (which has very simple constraints embodied in sequential restrictions). Consider starting with the following two permutations: Placing a two to one emphasis on favoring the first permutation over the second, the following three permutations are generated by rules identified in Glover [71] : The differences in these three permutations do not result by changing their rules of combination, but simply by applying the rules to different objectives, respectively associated with traveling salesman problems, scheduling problems and facility location problems. (The indicated permutations are not the only ones generated by the rules for these three cases.)
The analogy to the application of different types of nongenetic crossover is apparent in this example. However, in addition to allowing different relative weights on the parents, there are two key distinctions. First, the rules follow directly from a general framework that yields these varied outcomes, each responsive to a particular objective, without having to invent different types of nonstandard crossover operations for each separate case. Second, and more importantly, the rules apply to problems with many different kinds of constraint structures, allowing feasibility to be handled automatically. A special class of transformations, called adaptive structured combinations, further enhances the process by allowing the problem objective to determine the relative mix as well as the priority system for combining solutions.
The structured combination ideas provide a useful extension of the linear combination ideas of scatter search along several dimensions. In creating structured combinations, additional opportunities for design and control are provided as the process unfolds. We will argue later for the importance of this reference to structure (from which these types of combinations derive their name), in the context of identifying additional connections to recent trends in GA methods.
STRATEGIC OSCILLATION AND GENETIC ALGORITHM LINKAGES
In the tabu search framework, strategic oscillation is a process used to vary the direction of search and the region visited by controlling the admissibility or evaluations of moves in some neighborhood of the current solution. One of its more useful applications is to create expanded search processes that can admit infeasible solutions during the search. Infeasible solutions are permitted, but they are penalized for their infeasibility. The "oscillation" component of the procedure varies this penalty over time. A typical oscillation may be in the form of a sine curve, although many other types of oscillation patterns have been successfully used. The common theme among all of the oscillation patterns used is that the penalty alternates between values that encourage or discourage infeasible solutions (in the latter case, sometimes seeking to drive deeper within a feasible region).
There are at least three reasons for considering the use of this form of stragetic oscillation when solving optimization problems [43, 451 . One, if the feasible solution space of a problem consists of nonconvex or disjoint components, then strategic oscillation provides a mechanism for crossing regions of infeasibility in the course of searching for the optimal solution. In some problems, where in fact the feasible region may be connected, an attempt to reach an optimal solution may require a long tortuous path through feasible space, while if a solution path is allowed to enter infeasible regions, then an optimum may be easily found.
A second reason for using strategic oscillation is that in some problems the goal of obtaining a feasible solution is as hard as obtaining an optimal solution--i.e, from the standpoint of theoretical complexity, both pose models that are NP-complete. For this class of problems, strategic oscillation can be used to locate high quality, feasible solutions in a way that is analogous to primal-dual optimization approaches, and in fact can be used to coordinate alternating relaxation and restriction phases in an optimization setting.
A third desirable attribute of strategic oscillation is an indirect effect. As we have noted, any heuristic search that aspires to find optimal solutions must ensure sufficient diversity in the search. Strategic oscillation provides diversity by emphasizing different parts of the problem over time, and thus improves the robustness of the method.
Typically, genetic algorithms do not allow cross-over operations that would produce infeasible solutions. In restricted instances where infeasible solutions are permitted, they are usually transformed into feasible solutions before they are placed back into the population. Strategic oscillation provides a means to allow infeasible offspring to exist in the population. By enriching the population with infeasible solutions, a genetic algorithm coupled with strategic oscillation gains the power to operate with increased diversity, which may improve its chances of finding optimal solutions.
A straightforward way to incorporate strategic oscillation into a genetic algorithm is as follows. First, a cross-over operation that admits infeasible solutions is employed. Second, a feasibility measure is introduced. Typically, this measure quantifies the amount by which a solution violates its constraints. For example, a heuristic for a Traveling Salesman Problem that produces a solution with four subtours may be assigned an infeasibility measure of three (4-1), perhaps refined by weighting each subtour as an inverse function of its size. Third, a suitable set of penalty factors must be obtained, to scale the infeasibility measure relative to the objective function. The fitness of a solution may then be calculated as follows:
Fitness = Objective Value + Penalty(t)~clnfeasibility Measure.
The penalty and infeasibility measure terms may be conceived as vectors, hence producing a weighted sum of values, whose component terms are either linear or nonlinear. If the problem is a minimization problem, then "better" fitness levels are given by smaller Fitness values. Penalty(t) is controlled by strategic oscillation as a sequence of penalty factors that oscillate between large and small values (where t denotes the control parameter for the oscillation). The best strategy for manipulating t is probably problem dependent, although as in tabu search, general strategies may emerge that are relevant for special classes of problems. As changes to t cause Penalty(t) to decrease, infeasible solutions are permitted to enter the population, which then may in turn be gradually driven out by changes that cause Penalty(t) to increase. In this way the population will alternate between populations with different mixes of feasible and infeasible members.
We emphasize that other ways of incorporating the strategic oscillation approach within genetic algorithms are also possible. For example, such an approach has been applied in tabu search to control alternation between constructive and destructive steps for graph problems, and in general the feasibility-infeasibility dichotomy can be replaced by a variety of other dichotomies to induce the search to oscillate relative to a selected strategic framework. The usefulness of strategic oscillation as a component of tabu search suggests that its incorporation within genetic algorithms warrants examination.
Next we identify a type of strategy from tabu search founded on a spatial analogy and guided by reference to attributes of solutions, as normally used to define tabu restrictions in TS procedures. Our description in the next two sections parallels that of Glover and Laguna [29] .
PATH RELINKING
Path relinking is an approach for pursuing both intensification and diversification concerns in tabu search. Employing the generalized concept of combination implicit in our preceding discussions, this approach also can be viewed as a way of combining solutions.
The process of path relinking is initiated by selecting two solutions x' and x" from a collection of eilite solutions (high quality local optima produced during previous search phases). A path is then generated from x' to x", producing a solution sequence x' = x(1), x(2) ..... x(r) = x". A standard neighborhood structure is used to define available moves for transitioning from one solution to the next, and x(i+ l) is created from x(i) at each step by choosing a move that leaves the fewest number of moves remaining to reach x", or an approximation to this criterion. The path generation process may be applied to various choices of pairs, and as in scatter search. Upon completion one or more of the solutions x(i) is selected to initiate a new search phase with a chosen heuristic procedure.
It may or may not be the case that x' and x" were previously joined by a search trajectory as a result of some sequence of moves applied at an earlier stage. If they were joined in this manner, however, the new trajectory produced by path relinking is likely to be somewhat different, representing a "more direct" route between these solutions. An illustration of this is provided in Diagram 2.
A number of alternative moves typically will qualify to produce a next solution from x(i) at each step by variations of the "fewest remaining moves" criterion, consequently allowing a variety of possible paths from x' to x". Let c(x) denote an objective function which is to be minimized (by picking an appropriate x over some feasible region). Selecting unattractive moves, relative to c(xt at each step will tend to produce a final series of strongly improving moves, while selecting attractive moves will tend to produce lower quality moves at the end. (The last move, however, will be improving, or leave c(x) unchanged, since x" is a local optimum.) Thus, choosing best, worst or average moves, provide options that produce contrasting effects in generating the indicated sequence. (An aspiration criterion may be used to override choices in the last two cases if a sufficiently 
Variation and tunnelino
A variant of the path relinking approach starts at both endpoints x' and x" simultaneously, producing two sequences x' = x'(1) ..... x'(r) and x" = x"(1 ) .... , x"(s). The choices are designed to yield x'(r) = x"(s), for final values of r and s. To progress toward this outcome when x'(r)~ x"(s), either x'(r) is selected to create x'(r+ 1), by the criterion of minimizing the number of moves remaining to reach x"(s), or x'(s) is chosen to create x"(s+ 1), by the criterion of minimizing the number of moves remaining to reach x'(r). From these options, the move is selected that produces the smallest c(x) value, thus also determining which of r or s is incremented on the next step.
The path relinking approach can benefit by a tunneling strategy that allows a different neighborhood structure to be used than in the standard search phase. In particular, it can be desirable to periodically allow moves for path relinking that normally would be excluded due to creating infeasibility. Such a practice is less susceptible to becoming "lost" in an infeasible region than other ways of allowing periodic infeasibility, since feasibility evidently must be recovered by the time x" is reached. This tunneling effect therefore offers a chance to reach solutions that might otherwise be bypassed. In the variant that starts from both x' and x", at least one of x'(r) and x"(s) may be kept feasible.
Greater emphasis on intensification or diversification is achieved in this approach by choosing
x' and x" to share more or fewer attributes in common. For example, choosing x' and x" from a clustered set of elite solutions will stimulate intensification, while choosing them from two widely separated sets will stimulate diversification.
Extrapolated relinkin#
The path relinking approach extends naturally beyond consideration of points "between" x' and x" in the same way that linear combinations extend beyond points that are expressed as convex combinations of two endpoints. For simplicity, suppose we begin at x' and seek a path that continues beyond x". The ability to go beyond this endpoint results by a method for approximating the criterion of choosing a move that leaves the fewest moves remaining to reach x". Specifically, let A(x) denote the set of solution attributes associated with ("contained in") x, and let A_drop denote the set of solution attributes that are dropped by moves performed to reach the current solution
x'(i). Such attributes may actually be components of the x vectors themselves, or may be related to these components of the x vectors themselves, or may be related to these components by appropriately defined mappings [41.
Define a to-attribute of a move to be an attribute of the solution produced by the move, but not an attribute of the solution that initiates the move. Similarly, define a from-attribute to be an attribute of the initating solution but not of the new solution produced. Then we seek a move at each step to maximize the number of to.attributes that blong to A(x")-A[x(i)], and subject to this to minimize the number that belong to A_drop-A(x"). Such a rule generally can be implemented very efficiently by appropriate data structures.
Once x(r)= x" is reached, the process continues by modifying the choice rule as follows. The criterion now selects a move to maximize the number of its to-attributes not in A_drop minus the number of its to-attributes that are in A_drop, and subject to this to minimize the number of its from-attributes that belong to A(x"). ( The combination of these criteria establishes an effect analogous to that achieved by the standard algebraic formula for extending a line segment beyond an endpoint. However, the secondary minimization criterion is probably less important.) The path then stops whenever no choice remains that permits the maximization criterion to be positive.
For neighborhoods that allow relatively unrestricted choices of moves, this approach yields an extension beyond x" that introduces new attributes, without reincorporating any old attributes, until no move remains that satisfies this condition. The ability to go beyond the limiting points x' and x" creates a form of diversification not available to the path that "lies between" these points.
At the same time the exterior points are influenced by the trajectory that links x' and x".
CREATING NEW ATTRIBUTES
The last concept from tabu search we will discuss involves the creation of new attributes out of others. We focus on creating new attributes by reference to a process called vocabulary building, related to concept formation.
Vocabulary building is based on analyzing a chosen set S of solutions to discover attribute combinations its members share in common with each other and with various feasible solutions in general. Attribute combinations that emerge as significant enough to qualify as units of vocabulary, by a process to be described below, are treated as new attributes capable of being incorporated into tabu restrictions and aspiration conditions of the type illustrated in Section 2, and of additional more general types illustrated in tabu search references previously cited. In addition, the combination can be directly assembled into larger units as a basis for constructing new solutions.
Collections of attributes may be represented for our present purposes by encoding them as assignments of values to variables, which we denote by yj = p, to differentiate the vector y from the solution vector x which possibly may have a different dimension and encoding. Normally we suppose a y vector contains enough information to be transformed into a unique x, to which it corresponds, but this assumption can be relaxed to allow more than one x to yield the same y.
Let Y(S) denote the collection of y vectors corresponding to the chosen set S of x vectors. In addition to assignments of the form yj=p which define attributes, we allow each yj to receive the value yj=,R, in order to generate subvectors that identify specific attribute combinations. Such a value represents an attribute clash, as contrasted with a wild card for an element of a bit string, as in the case of a "'~¢ value" in GAs. In the present setting, an attribute combination will be implictly determined by the non--A-values of y.
The approach to generate vocabulary units will be to compare vectors y' and y" by an intersection As a general tendency, with some exceptions, the greater size(y) to becomes, the smaller enc_value(y') becomes. Thus for a given size s, we seek to identify vectors y' with size(y')>~s that maximize enc_value(y'), and for a given enclosure value v to identify vectors y' with enc_value(y') >1 v that maximize size(y'). Such (Sentences that are not grammatical do not have a form that permits them to be translated into an x vector, and hence cannot be meaningful.)
The elements of Y(S) are all meaningful sentences, assuming they are obtained from feasible x vectors, and the goal is to find other meaningful sentences obtained from grammatical phrases and sentences constructed as indicated. More precisely, we are interested in generating meaningful sentences (hence feasible solutions) that are not limited to those that can be obtained from Y(S), but that also can be obtained by one of the following strategies:
(S1) Translate a grammatical phrase into a sentence by filling in the blanks (by the use of neighborhoods that incorporate constructive moves); ($2) Identify some set of existing meaningful sentences (e.g. derived from current feasible x vectors not in S), and identify one or more phrases, generated by E_lnt over S, that lie in each of these sentences. Then, by a succession of moves from neighborhoods that preserve feasibility, transform each of these sentences into new meaningful sentences that retain as much of the identified phrases as possible; ($3) Identify portions of existing meaningful sentences that are contained in grammatical phrases, and transform these sentences into new meaningful sentences (using feasibility-preserving neighborhoods) by seeking to incorporated additional components of the indicated phrases.
The foregoing strategies can be implemented by incorporating standard tabu search incentive and penalty mechanisms for choosing moves. We assume in these strategies that neighborhood operations on x vectors are directly translated into associated changes in y vectors. In the case of (S1) there is no assurance that a meaningful sentence can be achieved unless the initial phrase itself is meaningful (i.e. is contained in at least one meaningful sentence) and unless the constructive process is capable of generating an appropriate completion. Also, in ($3) more than one grammatical phrase can contain a given path (subvector) of a meaningful sentence, and it may be appropriate to allow the targeted phrase to change according to possibilities consistent with available moves.
Specific instances of vocabulary building processes can profit from special algorithms for linking vocabulary units into sentences that are both meaningful and attractive, in the sense of creating good c(x) values. An example of this is provided by vocabulary building approaches for the traveling salesman problem described in [19] , where vocabulary units can be transformed into tours by specialized shortest path procedures. A number of combinatorial optimization problems are implicit in generating good sentences by these approaches, and the derivation of effective methods for handing these problems in various settings, as in the case of the traveling salesman problem, may provide a valuable contribution to search procedures generally.
GA COMPARISONS AND FOUNDATIONS FOR HYBRIDS
We have already intimated several ways that ideas from tabu search share a kindred philosophy with certain ideas from genetic algorithms. We expand these observations with comments about fundamental mechanisms, and their embodiment in strategies previously described, that give additional possibilities to establish useful links between the methods. Starting at a very basic level, the alleles of genetic algorithms, which correspond to values of variables in a binary solution vector, may be compared at a first level of approximation to attributes in tabu search. Introducing memory in GAs to track the history of alleles over subpopulations therefore would provide an immediate and natural way to create a hybrid with TS. Miihlenbein [51] has similarly observed the relevance of applying TS memory structures in GAs.
Some important differences between alleles and attributes are worth noting, however. Differentiation of attributes into from and to components, each having different memory functions, does not have a counterpart in genetic algorithms. This results because of the GA tradition of operating without reference to neighborhood structures and associated moves (although, strictly speaking, combination by crossover can be viewed as a special type of move). Another distinction derives from differences in the use of coding conventions. Although an attribute change in tabu search, from a state to its complement, can be encoded in a zero-one variable, such a variable does not necessarily provide a convenient or useful representation for the transformations provided by moves. We have already noted limitations of binary representations in Sections 3 and 4. Tabu restrictions and aspiration criteria handle the binary aspects of complementarity without requiring explicit reference to a zero-one x vector or two-valued functions. Adopting a similar orientation (relative to the special class of moves embodied in crossover) might yield benefits for genetic algorithms in dealing with issues of genetic representation, which currently pose difficult questions [73" ].
Another contrast between genetic algorithms and tabu search that deserves further emphasis occurs in the treatment of context, i.e. in the consideration given to structure inherent in different problem classes. For tabu search, context is fundamental, embodied in the interplay of attribute definitions and the determination of move neighborhoods, and in the choice of conditions to define tabu restrictions. Context is also implicit in the identification of amended evaluations created in association with longer term memory.
At the opposite end of the spectrum, GA methods have customarily stressed the freedom of their rules from the influence of context. Crossover, by this view, is a context neutral operation, which assumes no reliance on conditions that solutions must obey in a particular problem setting, just as genes make no reference to the environment as they follow their instructions for recombination. As noted in Section 3, however, practical application generally renders this an inconvenient assumption, making solutions of interest difficult to find. Consequently, a good deal of effort in GA implementation is devoted to developing "special crossover" operations that compensate for the difficulties created by context, effectively reintroducing it on a case by case basis.
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The chief method by which modern genetic algorithms handle structure is by relegating its treatment to some other method, as in the case of PGAs and genetic local search. Genetic algorithms of this type combine solutions by their parent-children processes at one level, and then a descent method takes over to operate on the resulting solutions to produce new solutions. These new solutions in turn are submitted to be recombined by the GA processes. Viewed from a slightly different perspective, GAs that rely on other processes to exploit structure already are hybrid methods, and can just as well make use of tabu search designs for such exploitation, hence giving a natural basis for marrying GA and TS procedures. But genetic algorithms and tabu search also can be joined in a more fundamental way.
Specifically, tabu search strategies for intensification and diversification are based on the question: how can information be extracted from a set of good solutions to help uncover additional (and better) solutions? From one point of view, GAs provide an approach for answering this question, consisting of putting solutions together and interchanging components (in some loosely defined sense, if traditional crossover is not strictly enforced). Tabu search, by contrast, seeks an answer by utilizing processes that specifically focus on problem structure and that incorporate it as fully as possible into their design.
Augmented by historical information, properties of solution neighborhoods are used in tabu search as a basis for applying penalties and incentives to induce attributes of good solutions to become incorporated into current solutions. Consequently, although it may be meaningless to interchange or otherwise incorporate a set of attributes from one solution into another in a wholesale fashion, as attempted in recombination operations, a stepwise approach to this goal through the use of neighborhood structures is entirely practicable. This concept is transformed into explicit formulations for achieving meaningful combinations of solutions by the derivation of structured combinations, as described in Section 5, and by the introduction of path relinking, as described in Section 7. Instead of being compelled to create new types of crossover to remove deficiencies of standard operators upon being confronted by changing contexts, this approach addressed context directly and makes it an essential part of the design for generating combinations. Proposals advanced by Miihlenbein [-16 ] characterize a segment of the GA field that is increasingly compatible to adopting such an approach, and this could provide a basis for a signficant hybrid combination of genetic algorithm and tabu search ideas.
Finally, we observe that the realm of attribute creation, making use of vocabulary building processes as described in Section 8, offers the possibility for an analogous genetic interpretation. Vocabulary units may suggestively be given the alternate name of "genetic material". By this means, such units may be viewed as substrings of genes, created by a process that selectively extracts them to establish a substring pool. (This suggests a natural connection with schemata, although as previously noted, the components of an attribute vector in vocabulary building are somewhat different than the components of schemata.) As elements are accumulated from different sources within such a pool, and progressively reintegrated to form phrases and sentences by vacabulary processes, a genetic parallel may be conceived of incorporating substring templates to guide construction of new genes.
Perhaps the use of such evolving substring pools, as opposed to the exclusive focus on parents and children which supposedly allow substrings to evolve indirectly, would prove useful in genetic algorithms. A step in this direction has been initiated with the "messy" genetic algorithms of Goldberg et al. [74] . But there are limiting factors, since the TS processes for creating vocabulary are based on conscious and strategic reconstruction, and hence from this standpoint do not much resemble genetic processes. To preserve the genetic metaphor, one may imagine relying on intelligent enzymes, operating as special subroutines to cut out appropriate components and then recombine them according to systematic principles. If this is not stretching analogy too far, the outcome may qualify as an interesting hybrid of the GA and TS approaches.
The fundamental concept of attribute based memory in tabu search, whether applied to attributes that are created or that are determined by prior analysis, yields a means of controlling search by rules that take advantage of interdependencies among subsets of elements. This theme of exploiting memory in relation to structure, which is characteristic of organisms that respond to their surroundings at higher levels than manifested in simple genetic recombination, provides a promising avenue for integrating tabu search and genetic algorithms. The relevance of this possibility has also been observed by Miihlenbein [51] .
The foregoing opportunities for harmonizing what may at first appear to be somewhat disparate approaches, and to take advantage of features that may be mutually reinforcing, offer stimulating possibilities for future research. If the GA emphasis on the value of "combination" as a basis for improvement is valid, then we may look forward to new advances by linking the ideas of these two fields.
