Ecological systems are commonly studied by very concrete conventional models or very abstract random matrix models. Here we review and extend the approach of generalized structural kinetic modeling, that offers an intermediate way between these extremes. Generalized models describe systems with a specific structure, but do not restrict the processes in the model to specific functional forms. The approach is based on the construction of a locally linear model in every point of parameter space, in such a way that each element of the model is directly accessible to measurement and has a well defined ecological interpretation. Here we show that generalized models can be used to study the local asymptotic stability of steady states and reveal certain features of the global dynamics. Among other examples we present results on spatial predator-prey system and a complex food web.
Introduction
Ecological communities generally constitute complex dynamical systems. They can give rise to a wide variety of dynamical phenomena, including temporal and spatial oscillations of population densities, multi-stability and complex dynamics. The understanding, and eventually prediction, of the dynamics of ecological communities is one of the major challenges of theoretical ecology. For this purpose mathematical models have been studied for a long time. At present mathematical models serve as a basis for the investigation of questions of major ecological importance, such as the chance of global species extinction, probabilities of invasion and coexistence of species, response of ecosystems to eutrophication and global warming etc.
While numerical simulations are often used to study large realistic models, the dynamics of conceptual models can be examined more elegantly by applying the powerful mathematical tools of dynamical system theory. An important object on which many of these tools focus is the system's Jacobian matrix. For instance, in a system of ordinary differential equations, a steady state is stable if all eigenvalues of the corresponding Jacobian have negative real parts.
1 Local bifurcation points, at which the stability properties of the steady state change, can be computed directly from the Jacobian. The system's bifurcations-the corresponding changes in the topology of the phase portrait-reveal many insights in the local and global dynamical properties (s. below).
At present two different approaches to the construction of the Jacobian are commonly used. One the one hand the Jacobian can be computed form a conventional model, which describes the dynamics of the system with explicit functions, such as differential equations or discrete time maps. On the other hand, random matrix models are used, which model the Jacobian directly by random matrices drawn from a suitable distribution.
A major disadvantage of conventional mathematical models is that a lot of (often implicit) assumptions enter in the model. In order to formulate the model the relevant processes have to be described by explicit mathematical functions. Since data on functional forms is generally hard to obtain, the functions that are used in practice are often based on microscopic, 'atomistic' reasoning. However, in contrast to physics or chemistry, the processes that determine the dynamics on the microscopic level in ecology are less clear. A good example is Holling's disk equation 2 which is frequently used to describe predator-prey interactions. While this function incorporates the fundamental mechanisms (e.g. predator saturation), it can not possibly capture the full complexity of the interaction between predator and prey. If we use this equation in our models we are implicitly assuming that the dynamics does not depend critically on the specific functional form, so that further corrections to the function would not have a strong impact on the results. Unfortunately this assumption turns out to be wrong: It has been recently shown that taking additional effects into account can lead to minor corrections in the functional form of the predator-prey interaction, which have a strong impact on the long-term dynamics of the system. 3, 4, 5 Without further evidence it is therefore often questionable if the dynamics observed in conventional models actually corresponds to the dynamics of the real world system or are artifacts introduced by the specific choice of functions in the model. Random matrix models 6 avoid the uncertainties, described above, by considering a more abstract setting. Apart from the underlying assumption that the system is of such complexity that the Jacobian can be considered to be quasi-random, there is little need for further assumptions. Moreover, random matrix models have additional advantages: First, the computation of a random matrix is in general much faster, than the computation of the Jacobian of a conventional model, since the later usually involves the computation of steady states. Second, the space spanned by the random matrix models of a given class is much smaller than the space spanned by the variations in the functional forms in a given model. By considering a large ensemble of random matrices, it is therefore possible to effectively sample the possible dynamical behavior of a given class of systems and obtain generic, unbiased results. But, real world ecological systems do not always behave in a generic or unbiased way. Physical, chemical and biological boundary conditions can favor certain structures in the system, such as specific closure terms, scaling laws, variability in link strength and so on. In order to yield credible results these factors should be reflected in the class of matrices from which the random sample is drawn. However, since the abstractness that lends random matrix models their power, is gained at the cost of interpretability, many properties that appear in real world systems are very difficult to reflect faithfully in random matrices.
In this chapter we review the approach of generalized modeling-an intermediate modeling strategy, which combines advantages of conventional and random matrix models. Generalized models are more abstract than conventional models, but retain more interpretability than random matrix models. As in conventional models, it is straight forward to reflect specific features of a real world system in a generalized model. At the same time generalized models rival the generality and efficiency random matrix models.
We start by presenting the underlying idea of generalized models in Sec. 2. This idea is illustrated by the investigation of a simple, but general predator-prey system in Sec. 3. Thereafter, in Sec. 4, we discuss solutions for two additional difficulties that arise in more complex models. The generalized modeling of a spatial predator-prey system is shown in Sec. 5. While these first sections illustrate the formulation of generalized models, the following sections are devoted to the ways in which insights can be extracted from these models. We start with the computation of local stability and bifurcations in small and intermediate systems, which is presented in Sec. 6. We then move on to show, in Sec. 7, how certain insights in global dynamical properties of systems can be gained. Finally, we present an example of the investigation of a complex food web in Sec. 8. We conclude the chapter, in Sec. 9 with a discussion of certain aspects of generalized modeling in relation to other modeling approaches.
The basic idea of generalized models
In a certain sense conventional mathematical modeling can be considered as a two-step process. In the first step we identify the state variables of the system and the relevant processes which act on these variables. Together these define the structure of the model. Only in a second step, we assign specific functional forms to the individual processes.
The formulation of a conventional model always involves the two steps described above. By contrast random matrix models avoid both steps. Now, note that the second step requires much more information than the first. While we generally have a pretty good idea who interacts with whom in an ecological system, the exact functional dependence of the interactions is much harder to quantify. Therefore, the uncertainties of conventional models (criticized above) mainly enter in the second modeling step. However, the low interpretability of random matrix models arises mainly from the fact that we do not know the structure of the system corresponding to a given random matrix-it therefore connected to the omission of the first of the two modeling steps. We can say, that making the first step (defining the structure of the system under consideration) gives us a high gain in interpretability, while requiring only basic information. The second step (restricting the model to specific functional forms) improves interpretability further, but at a much higher cost in required information.
Generalized models involve the first of the two modeling steps, but avoid the second one. We thus end up with models which have a well defined structure, but in which the processes are not restricted to specific functional forms. For this reason generalized models are sometimes also called structural kinetic models.
7 From generalized models Jacobian matrices can be constructed, which allow us to investigate the stability and bifurcations of generalized models along the same lines that are usually applied in the analysis of conventional and random matrix models. All uncertainties which are encountered in the construction of the Jacobian can be captured by a few parameters. We show in the following that these parameters in general have an intuitive interpretation and can, at least in principle, be observed (and measured) in nature.
Example: A general predator-prey system
Let us start by considering a general predator-prey system. We assume that the state of the system is determined by two state variables: the prey density X and the predator density Y . The time evolution of the system can be described by equations of the forṁ
where S(X) is production rate of the prey, G(X, Y ) is the predation rate and M (Y ) is the mortality rate of the predator. The conversion efficiency of prey biomass into predator biomass is denoted by the constant factor η. In the following, we do not restrict the functions S, G and M to any specific functional form. In this sense the Eq. (1) describes a specific model structure but not a specific model. In order to compute the corresponding Jacobian matrix we apply a normalization procedure that has first been proposed in Ref. 8 . A recent, more detailed discussion of the procedure is found in Ref. 9 . We start by assuming that there is at least one feasible (but, not necessarily stable) steady state (X * , Y * ). This enables us to define the normalized variables
and the normalized functions
where asterisks indicate the steady state values. In terms of the normalized variables and functions the system can be written aṡ
where we have introduced the constant factors
The fact that the equals signs on the right hand side of these definitions hold, can be checked by considering Eq. (1) in the steady state.
In the normalized system the steady state under consideration is located at (x * , y * ) = (1, 1). Moreover, the processes in the model have been normalized in such a way that s(1) = 1, g(1, 1) = 1 and m(1) = 1. If the population densities and the rates of the processes in the steady state are known from observation, then this normalization can be carried out explicitly. Such data is often available since the steady state quantities are often directly accessible to measurement. 7 However, the true power of the normalization procedure is revealed if information about the steady state is not available-for instance because a whole class of similar systems is considered which differ in the location of their respective steady states. In this case the normalization procedure can be used to map the unknown steady state (X * , Y * ) to the known location (x * , y * ) = (1, 1). The cost we have to pay for this, is the introduction of the unknown constant factors α x and α y . Such factors that arise in the normalization of a generalized model are called scale parameters 9 and, in general, represent scales (in the broadest sense) of the system. From the way in which the factors α x and α y appear in Eq. (4) it can be guessed that they denote inverse time scales. This can be confirmed by considering Eq. (5): The scale parameter α x denotes the per-capita grows and mortality rate of the prey, while α y denotes the per-capita growth and mortality rates of the predator. We can therefore say that α x and α y are respectively the inverse of the life expectancies of predator and prey individuals in the steady state under consideration.
We can now compute the Jacobian in the normalized system. This yields
where we have used roman indices to indicate partial derivatives in the steady state, for instance
These derivatives are called exponent parameters. 9 Like the scale parameters the exponent parameters have clear ecological interpretations. In order to illustrate these, it is useful to consider the effect of the normalization on some specific functions. Take for instance the parameter s x . If the production rate were a linear function S(X) = AX (with arbitrary A > 0) then the normalized function were s(x) = x and the exponent parameter were s x = 1. We can expect that such a linear dependence appears only in systems in which the production is not limited by factors other than the number of producers. By contrast, if there is, say, a strong nutrient limitation the production rate could be independent of the density of producers. In this case the corresponding parameter were s x = 0. More generally, a relationship of the form AX α corresponds to the exponent parameter α, hence the name. In a generalized model we do not restrict S(X) to any specific functional form. Even for functions that are not simple mononomials, the value of s x is usually in the range between 0 and 1 and indicates the availability of limiting resources. Larger values can appear if the reproduction rises faster than linearly with the population density, for instance because of cooperative effects. Negative values are only possible if loss terms, such as outflow from a chemostat are included in S(X) or the production decreases with increasing producer density. The other exponent parameters can be interpreted in a similar way. In order to gain some intuition let us discuss these parameters briefly. A much more detailed description is given in Ref. 10 .
The parameter g x indicates the predator's sensitivity to prey density, which is an indicator of predation pressure. If prey is scare the predation rate is many systems known to increase almost linearly with the prey density and g x ≈ 1. However if prey is abundant, predator saturation sets in and g x approaches 0 as the predation rate becomes almost independent of the prey density. In a similar way the parameter g y indicates the cooperation between predators. In most models the predation rate is assumed to increase linearly with the predator density, which corresponds to g y = 1. By contrast g y ≈ 0 indicates a very strong interference between predators, while g y = 2 indicates a strong cooperation. Finally a parameter m y is a generalized exponent of closure. This parameter equals one if the mortality is density independent, but can be higher (in general up to 2) for density dependent closure.
By means of the normalization procedure we have found a way to express the Jacobian of our general predator-prey system as a function of a set of well-defined parameters. The applicability of this procedure is not limited to the simple example considered here. In general essentially the same normalization procedure can be applied to a wide variety of models. In the past the procedure has been successfully applied to food chains 8,4,11,10 , food webs 9,10 coupled lasers 9 , metabolic networks 7 and a model of dynastic cycles in Chinese history 9 .
Additional difficulties in complex models
For the purpose of illustration, a very simple example of a generalized model was discussed in the previous section. Although our analysis did not rely heavily on this simplicity, there are two additional difficulties that can arise if more complex models are studied. The first of which is related to the increased number of terms in the equations, while the second arises if the terms themselves become more complex. In Eq. (5) we have used the fact that the right hand side of both equations contained only two terms. Because of this the constant factor that appeared in the normalization of a single line (e.g. α x ) had to be identical. In more complicated models there are generally more than two terms on the right hand side of the equations of motion. For instance, one can imagine that the time evolution of a population density Y is described bẏ
where G y describes the predation by population Y on a population X while G z describes the predation of a third population Z on Y . In the notation introduced above the normalization of this equation yieldṡ
Independently of the number of terms in the equation, the sum of all loss terms has to equal the sum of all gain terms in the steady state. By considering Eq. (9) in the steady state one can therefore confirm
As in the previous example the parameter α y denotes the inverse of the life expectancy of individuals of population Y . In order to substitute all constant factors in the normalized equation, an additional scale parameter has to be defined. Since we already know that the loss terms have to add up to α y , we can define the additional parameter in such a way that it denotes the relative contribution of one of the loss terms to this sum. For instance the parameter
denotes the fraction of the population Y that will (in the steady state) eventually be consumed by the predator Z. The complementary parameter
denotes the fraction of the population that will eventually die because of natural mortality. In terms of these scale parameters Eq. (9) can be written asẏ
In this example we have managed to find interpretable scale parameters by introducing one parameter that denotes the scale of the total turnover, α y , and subsequently measuring the relative contributions to this turnover. Even in much more complicated models this procedure generally succeeds to reveal easily interpretable scale parameters. 9 In some cases it can be useful to introduce multiple levels of grouping. Suppose for instance that the equation of motion contained multiple loss terms that arise from the predation by different predators. In this case we could use one scale parameter α y to denote the total turnover, then another scale parameter β y to denote the relative contribution of the sum of all predation terms to the total turnover and finally a third parameter γ y,i to denote the relative contribution of the predation by a certain predator i to β y .
The second difficulty that can arise, is that the individual terms in the model can be conceptually more complicated. Let us illustrate this situation by the well studied example of predation on multiple prey populations. 12 In comparison to a single prey population, this situation is for two reasons more complicated. First, we know that some relations between the losses of the prey and the gain of the predator exist. While these relations should be reflected in the model, the losses of either prey are no longer directly proportional to the total gain of the predator. Second, some derivatives can arise which do not have a direct intuitive interpretation. For instance it is not always intuitively clear how the loss rate of one prey population responds to a variation in the population density of the other. Both of these problems can be solved by including some additional mechanistic reasoning, which enters the model in the form of auxiliary variables and equations.
Let us denote the two prey populations by X and Y and the predator population by Z. We use the function G(X, Y, Z) to describe the gain of the predator by predation and the functions L x (X, Y, Z) and L y (X, Y, Z) to describe the predative losses of the prey populations. In addition we introduce the auxiliary variable P which denotes the total amount of prey that is perceived by the predator Z. Let us assume that P can be written as
where C x and C y are general positive functions that describe the contribution of the populations X and Y depending on the respective population sizes. While it is in many cases reasonable to assume that these functions are linear, they can be nonlinear if, for instance, the predators can improve the success rate of attacks with practice. We can normalize auxiliary equations, like Eq. (14) by applying the same normalization procedure that we have used for the differential equations. In the notation introduced above we can write the normalized auxiliary equation as
We identify the constant factor ρ = C x * /P * as a scale parameter which denotes the relative contribution of population X to the total amount of available prey, while the complementary variableρ = 1 − ρ = C y * /P * denotes the fraction contributed by population Y . This allows us to write the normalized amount of available prey as
Let us now investigate how the losses of population X relate to the gain of Z. The losses of Y are completely analogous and hence will not be treated separately. Since population X contributes a fraction C x /P to the available amount of prey, it can be assumed that it contributes the same fraction to the captured amount of prey. This tells us that the corresponding loss rate can be written as
The normalization of this equation yields
By introducing the auxiliary variable P we have managed to determine the relation between the predative losses of the prey populations and the gain of the predator. However, the main advantage lies in the fact that the derivatives of the auxiliary variables with respect to the normalized state variables have a much more direct interpretations. In the Jacobian all terms relating to predation can be expressed by the derivatives
The exponent parameter g p describes the nonlinearity of the predation rate with respect to prey density, while g z describes its dependence on predator density. These two parameters are completely analogous to the parameters g x and g y that we have used in Sec. 3 to describe the predator-prey system with a single prey population. The ability to describe structurally different systems with directly comparable parameters is one of the advantages of generalized modeling. The two new parameters c x and c y describe the nonlinearity of the contributions of the two prey populations to the total amount of prey. For example the case of passive prey switching corresponds to c x,x = c y,y = 1 while active prey switching can lead to higher values. The example of predation on multiple prey populations illustrates that additional constraints can be taken into account in generalized models by including auxiliary equations. The introduction of such auxiliary equations is often useful since it makes room for additional theoretical reasoning, which can greatly enhance the interpretability of the model without introducing many new assumptions.
A generalized spatial model
The investigation of generalized models proposed here is not limited to models that are formulated in the language of ordinary differential equations. Let us illustrate this by considering a system of partial differential equations (PDEs) that was recently studied in Ref. 13 . In ecology PDEs are frequently used to describe ecological populations in physical space. The underlying assumption in these models is that, at a certain scale, the evolution of population densities is captured by a diffusion equation. In this framework we can describe the dynamics of a predator prey system in one point of physical space by the equationṡ
where ∆ denotes the second spatial derivative, and D x and D y are diffusion constants. It is well known that in reaction-diffusion instabilities with respect to spatially inhomogeneous perturbations with a certain wavenumber k can exist.
14 The corresponding qualitative transition in the phase portrait of the system is known as Turing bifurcation. Beyond this bifurcation spatially inhomogeneous structures can form spontaneously from an initially homogenous state. This transition has been extensively studied in conventional models. 15, 16, 17, 18, 19 More recently it has been discovered as the driving force of structure formation in certain ecological systems.
20,21,22
At first glance it seems that our analysis of the generalized model is complicated by diffusion. The diffusion term is neither a pure gain nor a pure loss term, but a mix of both. In particular, in an homogenous equilibrium it vanishes. This means that the normalization procedure described above can not be applied to the diffusion term. However, recall that the main purpose of the normalization was to map unknown rates of the processes in the steady state to a known position. SInce we know that the diffusion term vanishes in a homogeneous state, we can consider this case without normalizing the diffusion term. Moreover, the vanishing diffusion term does not interfere with the normalization of the other states in the model. We therfore obtain the normalized equationṡ
where D x and D y now act as scale parameters describing the diffusion. 13 In order to investigate the stability of this system one considers the Jacobian with respect to perturbations with a wavenumber k which is given by
If the stability with respect to homogenous perturbations (k = 0) this Jacobian is identical to the one of the well-mixed system given in Eq. (6).
Local stability in small and intermediate models
In the previous sections the formulation and normalization of generalized models has been discussed. Let us now investigate some ways in which information can be extracted from generalized models. The Jacobian matrices computed from generalized models are in general simple in the sense that they do not contain complicated terms that usually arise in conventional models from the computation of steady states. In systems of small (dimension N ≤ 4) or intermediate (N ≤ 10) size, it is therefore often possible to compute the local bifurcations analytically.
In systems of ODEs local bifurcations of steady states occur if the variation of a parameter causes the real part of one or more eigenvalues of the Jacobian to change sign.
1 Eigenvalues generally either cross the imaginary axis as a pair of two complex conjugated eigenvalues, or pass through the origin of the complex plane as a single real eigenvalue. The first case corresponds to a Hopf bifurcation which, at least transiently, gives rise to oscillations as the stability of the steady state is lost. The latter case corresponds to bifurcations of saddle-node type (e.g. fold, transcritical or pitchfork bifurcations) in which the number and/or stability of steady states changes. It is interesting to note that the direct computation of both of these types of bifurcations is in general less difficult than the computation of the eigenvalues themselves or the computation of steady states in a conventional model. The computation of eigenvalues involves the factorization of a polynomial of degree N which analytically is in general only possible for N ≤ 4. By contrast, a test function that describes the local bifurcation points can always be constructed. The determinant of the Jacobian is a convenient test function that vanishes in (and in general only in) bifurcation points of saddle-node type. By applying slightly more involved techniques analogous test functions for the computation of Hopf bifurcations can be constructed. 23, 24, 8 While these techniques can in principle be applied in systems of any size, the resulting expressions become too long to handle analytically in large systems (N > 10).
In small and intermediate systems the analytical computation of local bifurcations of steady states is a very efficient tool for the investigation of generalized models. For instance in the predator-prey model proposed in Sec. 3 we find bifurcation points of saddle-node type at
and Hopf bifurcation points at
In order to find the Turing bifurcation points one formulates a condition for the existence of a positive eigenvalue and then considers the wavenumber for which this condition is first satisfied. This calculation is shown in detail in Ref. 13 . As a result we find that the Turing bifurcation points are located at
where d = D y /D x and r = α y /α x . These results are visualized in a threeparameter bifurcation diagram shown in Fig. 1 , where we have assumed intermediate nutrient availability s x = 0.5 and absence of intraspecific competition between predators g y = 1. In the three dimensional parameter space the bifurcation points of Hopf and saddle-node type form surfaces, which divide the parameter space into regions of qualitatively different long term dynamics. The normalized steady state is stable in the topmost volume of the parameter space. As the predator sensitivity is lowered the steady state losses its stability as a Hopf bifurcation point (red surface), a bifurcation point of saddle-node type (blue surface) or the Turing bifurcation (green surface) is encountered. In small and intermediate systems one can get a good impression of the behavior of the system by considering a number of three-parameter bifurcation diagrams with different axis. If analytical expressions for the bifurcation surfaces are available, then these diagrams can be generated without much effort. By visual inspection of the bifurcation diagrams one can usually tell the way in which the individual parameters effect the dynamics of the system. Once such an intuition is gained it can be verified mathematically. For instance, in the case of our general predator-prey system the sensitivity of the predator g x has a strong stabilizing effect. By increasing the value of g x we can always stabilize, but never destabilize a steady state. Furthermore, since m y > g y in almost all systems, Eq. (24) shows that the critical value of g x at which the Hopf bifurcation occurs decreases as the relative timescale of the predator r = α y /α x is increased. This result is counter-intuitive since it implies that oscillations are less likely if the timescale separation between predator and prey is small.
In Ref.
13 a similar way of reasoning was used to identify the conditions under which the spontaneous formation of spatial and spatio-temporal structures in predator-prey systems is likely. In particular it was shown that high nutrient supply, low competition for nutrients among prey, high abundance of prey and predators, strong intraspecifc competition in the predator population and density dependent predator mortality promote spontaneous structure formation. Since all of these are typically found in enriched systems, these results indicate that anthropogenic eutrophication could lead to the formation of spatial or spatio-temporal structures in natural predatorprey systems. A similar conclusion was reached in Ref. 25 based on the investigation of a conventional model.
Another interesting effect connected to eutrophication is the so-called paradox of enrichment. This paradox revolves around the observation that many ecological systems can be destabilized by increasing the supply of nutrients or prey. 26, 27 While this was initially felt to be counter-intuitive, the effect is now well understood and hence no longer paradoxical. From a modern perspective the true paradox lies in the fact that many ecological systems observed in experiments are stabilized by an increase of nutrients or prey while almost all models predict a destabilization. 28, 29, 30 In the past several solutions to this paradox have been pointed out, 31, 32, 33, 30 among them is the formation of spatio-temporal structures mentioned above.
25
Our work on generalized models suggests a different solution: The purely destabilizing effect of enrichment that is observed in many models may be an artifact, that is produced because of the specific functional forms that are usually employed in modeling. 4 Let us focus on the functional response G(X, Y ) and the corresponding parameter g x . We have already discovered that high values of g x have a stabilizing effect on the system. We can now go back and ask how g x changes with prey density depending on the specific functional form that is used for G(X, Y ).
In conventional models the question, how the choice of one specific functional form affects the stability is difficult to study. Any variation of a function will in general cause a variation of the steady state and will therefore affect all other processes in the model as well. Hence, one can not distinguish whether an observed change in stability was caused by the variation of the functional form or the resulting shift of the steady state under consideration. By contrast, in generalized models the stabilizing or destabilizing effect is captured by a single parameter. Computing this parameter for a specific functional form used in conventional models provides us with a way to measure the impact of the choice of a specific function on the system's stability. Right the corresponding stability of the predator-prey system, measured in terms of the prey-sensitivity gx. The small differences in the functional form have a large impact on the stability.
In many conventional models the predation rate is described by the Holling type-II functional response
where A and K are constant parameters of the specific model, which denote the maximum predation rate and the prey density at the half saturation point. By explicit application of the normalization procedure described above, we find that the corresponding parameter
where χ = X * /K is the relative saturation. As we increase the steady state density of prey, the the predator sensitivity g x decreases. Therefore an increase of prey density has always a destabilizing effect on the predator-prey interaction, if the Holling type-II functional response is used to describe this interaction.
We now ask if there is a realistic function for which an increase in the prey density can promote stability. In other words, we ask which biological details of predator prey interaction have to be taken into account in order to derive a function G(X, Y ) for which the corresponding prey sensitivity satisfies
As is shown in Ref. 4 , one such detail are adaptive changes in the predation strategy. The adaptive switching between a type-II and a type-III strategy can be described by the function
where G 2 (X) = AX/(X + K) is a type-II functional response and
is a type-III functional response. 2, 10 In Fig. 2 this function is compared to the standard type-II functional response. Because of the similar shape the two functional responses would be very difficult to distinguish in experiments. However, the corresponding predator sensitivities g x exhibit strong qualitative differences. In contrast to the type-II response the adaptive functional response has a large parameter range in which g x (and therefore also the stability) increases with increasing prey density.
While the example of the adaptive response function offers a solution to the paradox of enrichment it is a course of concern. The example shows that small biological details that may be difficult to spot in observational data can have a profound impact on the dynamics of the system. Models in which these details are neglected may therefore fail to predict the dynamics of the system correctly. This concern was also recently expressed in Ref. 5 , based on the investigation of conventional models. Generalized models offer a solution to this problem. As we have shown for the example of adaptive changes in the predation strategy, generalized models can be used to assess the impact of certain biological details on the stability. They can therefore identify classes of effects that can potentially have a strong impact on stability and should be taken into account in conventional models.
Some results on global dynamics
A central limitation of generalized models is that we can not consider global dynamics explicitly. Since our conclusions are based on the Jacobian in the steady state they arise from a local analysis. However, this local analysis can reveal insights in certain global dynamical properties of the system.
In order to extract global information from a local analysis we focus on the bifurcations of higher codimension. A detailed discussion of these bifurcations is presented in Refs. 1, 34. In the previous sections we have studied bifurcations of Hopf and saddle-node type, which are of codimension one. As we have already seen, the corresponding bifurcation points form hypersurfaces in the parameter space. Bifurcation points of codimension two appear on hyperlines in which dynamical properties of the codimension-1 bifurcations change. This is for instance the case in the points where two codimension-1 bifurcation surfaces coincide.
One example of codimension-2 bifurcation can be seen in the bifurcation diagram of the predator-prey system shown in Fig. 1 . In this system there is a line in which the Hopf bifurcation surface ends as it meets the bifurcation surface of saddle-node type. This line is formed by codimension-2 Takens-Bogdanov bifurcation points. A detailed mathematical investigation of Taknes-Bogdanov bifurcation points 34 shows that this bifurcation gives also rise to a global homoclinic bifurcation. Close to this bifurcation systems often show excitable behavior. For ecological applications that means that small perturbations can result in large population outbreaks or crashes. In the spatial (PDE) version of the predator-prey system, the Turing bifurcation surface ends in a Turing-Hopf bifurcation line, as it reaches the Hopf bifurcation surface. The presence of a Turing Hopf bifurcation in general indicates the presence of spatio-temporal structures close to the bifurcation point.
Note, that the computation of higher codimension bifurcations in generalized models does not only show that certain types of global dynamics generically exist in a large class of systems, but also provides a starting point for the search for this type of dynamics in conventional models.
An interesting codimesion-2 bifurcation is the double Hopf bifurcation in which two Hopf bifurcation surfaces intersect. An example of this bi- Fig. 3 . Bifurcation diagram of a five-trophic food chain. The timescale separation between each predator-prey pair is assumed to be r. Likewise we assume that the prey sensitivity of all predators is gx. The parameter sx denotes the nutrient availability for the primary producer. The system is stable in the topmost volume of the parameter space. The stability is lot by crossing either of two Hopf bifurcations (red, green). The blue surface corresponds to bifurcation points of saddle-node type. At the intersection line of the two Hopf bifurcation surfaces, a double Hopf bifurcation line is formed, which indicates the presence of complex dynamics.
furcation is presented in the three-parameter bifurcation diagram of the five-trophic food chain in Fig. 3 . Although several forms of this bifurcation exist, we can say that double Hopf bifurcations give rise to tori, which generically decay to form strange invariant sets. 34 Therefore the presence of a double Hopf bifurcation indicates that chaotic dynamics do generically exist in some parameter space close to the bifurcation.
The question whether complex dynamics are possible is of interest in many systems. In ecology there was a long debate whether ecological systems can be chaotic. Although ecological models were among the first examples of chaos, 35 it was often argued that chaos should disappear when more ecological details are taken into account. 36, 37 By application of generalized models it has been shown that double Hopf bifurcations generally exist in food chains with more than three trophic levels.
11 Therefore, long food chains generically contain chaotic parameter regions. In a later work this result was extended to large classes of food webs.
10 Again, let us emphasize that these results hold regardless of the specific biological details that are taken into account.
In principle even more information could be extracted from the computation of local bifurcations if the corresponding normal form parameters were computed along with the bifurcation points. 1, 34 For instance the computation of normal form parameters would allow us to distinguish between the supercritical Hopf bifurcation, from which a stable limit cycle emerges and the supercritical Hopf bifurcation in which an unstable limit cycle vanishes. In contrast to the Jacobian, which is essentially a linearization of the processes in the steady state, the normal form parameters contain some information about higher derivatives. In principle these derivatives could be computed from the normalized equations in the same way as the Jacobian. However, this would lead to the introduction of a new type of exponent parameters, which contains multiple derivatives. Whether an intuitive interpretation for this new type of parameters can be found remains to be seen.
Numerical investigation of complex networks
In the previous sections we have analyzed generalized models with the same tools that are usually applied to conventional models. Let us now use our generalized models in the spirit of random matrix models.
In other chapters of this book the importance of complex networks in nature is pointed out. Complex networks appear in food webs, genetic and metabolic networks, metapopulations, contact graphs, and many other forms. In order to formulate a generalized model of a complex network we exploit the fact that the nodes in a given network are generally similar. For example a general food web was studied in Ref. 9 . In this food web every node is a population. Although the nodes are of course different-some are producers while others are consumers, some are specialists while others are generalists-the dynamics of every population density X n can be described by an equation of the typė (30) where the function S n describes the production of biomass by population n and F n describes predation of population n on others. The constant factor η n denotes again the efficiency of biomass conversion. Losses occur because of natural mortality M n and because of predation by others L m,n . Some of these functions can vanish for certain populations, e.g., for consumers the production term vanishes.
The normalization of Eq. (30) is shown in detail in Ref. 9 . It follows exactly the same procedure that we have applied to normalize the simple models considered above. In the course of the normalization we identify the scale parameters: α n which denotes the characteristic timescale of population n, ρ n which describes which fraction of the total grows of n is gained by predation, e.g., 1 for consumers 0 for producers, σ n that denotes the fraction of the losses that occurs because of predation by others, χ m,n which denotes the contribution of population m to the total amount of prey available to species m, and β m,n which denotes the fraction of predative losses of population n, that is caused by population m, as well as the complementary parametersρ n ,σ n .
We find that the non-diagonal elements of the Jacobian can be written as (31) and the diagonal elements as
where g x,n , g y,n , s x,n and m y,n denote the prey sensitivity, the intraspecific cooperation, the nutrient availability and the mortality exponent for species n in complete analogy to the exponent parameters defined in Sec. 3. The exponent parameter c i,n denotes the switching behavior of population n with respect to te prey population i. This parameter, is analogous to the parameters c x,x and c y,y defined in Sec. 4. The Eqs. (31) and (32) allow us to generate the Jacobian for an arbitrary generalized food web model from a sets of scale and exponent parameters. In contrast, to the small and intermediate systems, that we have considered so far, most realistic networks often contain hundreds or thousands of variables. Therefore, the analytical computation of bifurcations that we have employed until now is clearly not feasible in most realistic networks. Moreover, even a large number of three-parameter parameter bifurcation diagrams with different axis, would probably fail to convey an intuitive picture of the huge parameter space of a complex network. Therefore the focus of our analysis has to shift from the analytical computation of bifurcations towards the numerical computation of eigenvalues. In other words we study the generalized models in the same ways one would usually employ to study a random matrix model. However, in contrast to real random matrix models we have the ability to fix certain aspects of the structure under consideration. Fig. 4 . Fraction of stable systems in a sample of 10 6 four-trophic sixteen-species food webs (s. text) depending on the average prey sensitivity gx in the webs. The fraction of stable food webs increases with with increasing prey sensitivity. This shows that high prey sensitivity has a stabilizing effect on complex food webs.
In this chapter we have started the analysis of generalized models by noting that high prey sensitivity g x has a stabilizing effect on predator-prey systems. Let us now investigate whether this insight also holds in complex food webs. For this purpose we consider a four-trophic sixteen species food web, with four species on every trophic level. All species on level 1 are primary producers while all other species are predators (ρ i = 0 for i = 1 . . . 4 and ρ i = 1 for i = 5 . . . 16). In order to account for the allometric scaling of characteristic timescales we set α i = 0.3
Lvl(i)−1 , where Lvl denotes the trophic level of species i. For every species there is a 50% chance that the species feeds on a given species on a lower trophic level. Only those food webs are taken into account in which the predators feed at least on one species. We assume that all prey species of a given predator contribute equal amounts to the total prey accessible to the predator. Likewise we assume that all species that prey on a given prey species cause equal losses. Nonpredative mortality terms are ignored for all species except top predators (σ i = 0 for i = 1 . . . 12 and σ i = 1 for i = 13 . . . 16) We focus on the case of passive switching (c i,i = 1), intermediate nutrient availability (s i,i = 0.5) and linear top predator mortality (m i,i = 1).
Using the settings described above, we have created a sample of 10 6 food webs with random topology and random prey sensitivities g x,i ∈ (0, 1) for all predators. For each food web the eigenvalues of the Jacobian and the average prey sensitivity g x =
16
i=5 g x,i /12 was computed. Figure 4 shows the fraction of stable food webs (identified by a negative largest eigenvalue) that were obtained in this way, depending on g x . The chance of randomly generating a stable food web increases almost linearly with g x . This confirms our notion that high prey sensitivity has a stabilizing effect on food webs.
While this result on the prey sensitivity is hardly surprising, it shows that generalized can be used to investigate the effect of certain food web properties on the stability. In a similar way one can investigate, for instance, the effect of weak links, heterotrophy or prey switching, to name some examples. These investigations are currently in progress.
Discussion
In this chapter we have reviewed and extended the approach of generalized structural kinetic modeling. While generalized modeling is in many ways similar to conventional and random matrix approaches, it should be considered as an independent intermediate way.
Compared to either conventional or random matrix models generalized models have certain drawbacks. In comparison to conventional models, probably the most severe limitation of generalized models is that they can not be studied by explicit simulation. Therefore, there is no way to compute the number or location of steady states based on a generalized model alone. Moreover, there is presently no way to directly investigate non-stationary dynamics in a generalized model. However, these drawbacks are compensated by the advantages that generalized models have to offer. By focusing on a general steady state we obtain bifurcation diagrams that describe every feasible steady state. The inability to study complex dynamics directly, is in part compensated by the information on global dynamics that can be drawn from certain bifurcations of higher codimension. It is true that more insights can be gained from the extensive study of a conventional model. However, the (admittedly limited) insights on global dynamics that can be extracted from a generalized model, at once apply to a large class of systems. Moreover, let us emphasize that these insights can often be gained in minutes, while the numerical techniques that are commonly applied in conventional models (say, computation of Lyapunov exponents) are often much more time intensive.
In comparison to random matrix models, generalized models are (slightly) less efficient, since they generally describe the system with more parameters. However, by introducing this extra parameters generalized models can capture the structure of the system. In doing so it provides us with an intuitive interpretation and thus enables us to make more use of information that is available. For instance we can directly and straightforwardly incorporate information, such as mass conservation 7 , location of steady states 7 , explicitly known functions for some processes 9 , specific network topology 10 or allometric scaling relations (s. Sec. 8). Taking this information into account fixes many parameters and thus reduces the number of free parameters, while increasing the credibility of the model.
Let us discuss the role of parameters in generalized models in more detail. Note, that in contrast to both conventional and random matrix models the parameters in generalized models are not introduced arbitrarily by the modeler but actually identified in the modeling process by following certain guidelines. These guidelines in general ensure that the models depends on bona fide parameters that have clear interpretations. They can (and should) therefore be treated like parameters that are used in a conventional model.
It is tempting to argue that the parameters in generalized models describe the system with an intermediate degree of abstractness, located between the often very concrete parameters used in conventional models and the often necessarily abstract parameters of random matrix models. While this is certainly correct, we claim that, in a certain sense, the parameters used in generalized models are even more concrete than the parameters in conventional models. Note, that all parameters of the generalized model are defined in the steady state under consideration. They can therefore be observed directly in a system studied in nature. By contrast, the parameters that are used in conventional models are often defined in unnatural states. Consider for instance the maximum predation rate that appears as a parameter in the Holling type-II functional response. This parameter can generally not be measured in a natural ecosystems, but requires laboratory experiments in which the organism is exposed to unnaturally high prey densities. Data from such experiments is only meaningful if the underlying implicit assumption-the specific functional form of the response-is true. This assumption is often questionable since additional effects, e.g., confusion of the predator, can arise. If such effects exist the parameter may in a given system be fundamentally inaccessible to direct measurement. For this reason the specific parameters of conventional models can in effect be less well defined than the parameters of generalized models, which are in principle always accessible to measurement.
