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Analisis sentimen (SA) merujuk kepada pengkomputeran dan teknik pemprosesan 
bahasa tabii yang digunakan untuk mengekstrak maklumat subjektif dalam sebaris 
teks. Dalam kajian SA ini, tiga pemasalahan utama dikenalpasti: a) ketiadaan sumber 
pada dialek bahasa Arab Palestin (PAL), b) kewujudan perkataan sentimen baru 
sehingga mengurangkan prestasi model analisis sentimen apabila diterapkan pada twit 
yang dikumpulkan, dan c) mengendalikan perkataan pengubah valens yang tidak 
ditangani dengan teliti dalam analisis sentimen bahasa Arab. Oleh itu, kajian ini 
bertujuan untuk membangunkan leksikon PAL untuk twit Palestin dan membina 
leksikon yang boleh diperbaharui dan terkini untuk bahasa Arab (EULA). Satu 
peratuan pengubah valens yang baru bagi meningkatkan prestasi analisis sentimen 
berasaskan leksikon terhadap twit bahasa Arab turut dibina. Dalam kajian ini, leksikon 
PAL telah dibina dengan menggunakan algoritma pemadanan fonologi manakala 
EULA dibina dengan memanfaatkan leksikon umum pada set data twit untuk mencari 
istilah baru dan meramalkan polariti melalui beberapa peraturan linguistik. Tambahan 
pula, satu set peraturan telah dicadangkan untuk mengendalikan perkataan pengubah 
valens. Dengan menggunakan peraturan untuk mencari skop perkataan, dan nilai 
peralihan yang dihasilkan oleh perkataan tersebut. Set data twit Palestin dan Arab dari 
bulan Mac hingga Mei 2018 telah digunakan bagi menilai idea yang dicadangkan. 
Hasil eksperimen menunjukkan bahawa leksikon PAL yang dicadangkan telah 
menghasilkan keputusan yang lebih baik berbanding dengan leksikon lain apabila diuji 
pada set data Palestin. Sementara itu, EULA dapat meningkatkan prestasi pendekatan 
berasaskan leksikon untuk bersaing dengan pendekatan pembelajaran mesin. Malahan 
lagi, penggunaan peraturan pengubah valens yang dicadangkan telah meningkatkan 
prestasi purata keseluruhan sebanyak 5%. Leksikon sentimen PAL baru yang 
dicadangkan dapat mengendalikan dialek Palestin. Tambahan pula, EULA telah 
mengatasi kelemahan kewujudan perkataan slang baru dalam media sosial. Selain itu, 
peraturan pengubah valens yang dibina mampu mengatasi penafian, intensifikasi, dan 
kontras dalam meningkatkan prestasi analisis sentimen bahasa Arab. 
 







Sentiment analysis (SA) refers as computational and natural language processing 
techniques used to extract subjective information expressed in a text. In this SA study, 
three main problems are addressed: a) absence of resources on Palestinian Arabic 
dialect (PAL), b) emergence of new sentiment words, hence decreases the 
performance of sentiment analysis models when applied on tweets collected, and c) 
handling valence shifter words were not thoroughly addressed in Arabic sentiment 
analysis. Therefore, this study aims to construct a PAL lexicon for Palestinian tweets 
and to design an Expandable and Up-to-date Lexicon for Arabic (EULA). A new 
valence shifter rules in enhancing the performance of lexicon-based sentiment analysis 
on Arabic tweets is also been constructed. In this study, a PAL lexicon is built by using 
phonology matching algorithm while EULA is constructed by harnessing a general 
lexicon on a tweets dataset to find new terms and predict its polarity through some 
linguistic rules. Furthermore, a set of rules are proposed to handle the valence shifters 
words by applying rules to find the scope of words, and shifting value that is produced 
by these words.  Palestinian and Arabic tweets datasets from March to May 2018 are 
used to evaluate the proposed idea. Experimental results indicate that the proposed 
PAL lexicon has produced better results compared to other lexicons when tested on 
Palestinian dataset. Meanwhile, EULA enhanced the performance of lexicon-based 
approach to be competitive with machine learning approach. Moreover, applying the 
proposed valence shifter rules have increased overall performance of 5% on average. 
The new proposed PAL sentiment lexicon is able to handle Palestinian’s dialects. 
Furthermore, the EULA has overcome the emergence of new slang words in social 
media. Moreover, the constructed valence shifter rules are capable to handle negation, 
intensifiers and contrasts in enhancing the performance of Arabic sentiment analysis. 
 
Keywords: Arabic sentiment analysis, Palestinian dialect lexicon, Lexicon-based 





First and for most, thank you Almighty Allah for giving me the health, courage, 
patience, and all the power to continue this journey through all hard times. 
My eternal partner, cheerleader, forever interested, encouraging and always 
enthusiastic, my wife Suha, I owe it all to you. I will always remember your screams 
of joy whenever a significant milestone was reached. Many Thanks! 
I am grateful to my mother Fathiyah Maarouf, who has provided me with moral and 
emotional support, tears, and prayers for me through all nights. I am also thankful to 
my father Najim Ihnaini for his continuous push in order to reach this point. Thanks 
also goes to my other family members, brothers and sisters who have supported me 
along the way. 
With a special gratitude to my supervisor Dr. Massudi Mahmuddin for all the guidance 
and support. And finally, last but by no means least, big appreciation also to everyone 
in the InterNetworks Laboratory, chaired by Prof. Dr. Suhaidi Hassan, it was great 
sharing laboratory with all of you during my Ph.D. journey. 











Table of Contents 
Permission to Use ....................................................................................................... ii 
Abstrak ....................................................................................................................... iii 
Abstract ...................................................................................................................... iv 
Acknowledgment ........................................................................................................ v 
List of Tables ............................................................................................................. xi 
List of Figures .......................................................................................................... xiii 
List of Abbreviations ............................................................................................... xv 
CHAPTER ONE  INTRODUCTION ...................................................................... 1 
1.1 Background ........................................................................................................ 1 
1.2 Research Motivation ........................................................................................... 3 
1.3 Problem Statement ............................................................................................. 4 
1.4 Research Questions ............................................................................................ 6 
1.5 Research Objectives ........................................................................................... 7 
1.6 Scope of the Research ........................................................................................ 7 
1.7 Research Contributions ...................................................................................... 8 
1.8 Thesis Organization ............................................................................................ 9 
CHAPTER TWO  LITERATURE REVIEW ....................................................... 12 
2.1 Sentiment Analysis of Arabic ........................................................................... 12 
2.2 Arabic Language .............................................................................................. 14 
2.2.1 Palestinian Dialect ..................................................................................... 16 
vii 
 
2.2.2 Arabic Tweets ............................................................................................ 17 
2.3 Tweets Collection ............................................................................................. 19 
2.4 Pre-processing .................................................................................................. 21 
2.4.1 Tweets Cleaning ........................................................................................ 21 
2.4.2 Tokenization .............................................................................................. 22 
2.4.3 Normalization ............................................................................................ 23 
2.4.4 Stemming ................................................................................................... 23 
2.4.5 Stop Words Removal ................................................................................. 24 
2.5 Sentiment Analysis Approaches ....................................................................... 27 
2.5.1 The Machine Learning Approach .............................................................. 27 
2.5.2 The Lexicon-Based Approach ................................................................... 30 
2.5.3 The Hybrid Approach ................................................................................ 40 
2.6 Valence Shifters ............................................................................................... 42 
2.6.1 Negation Words ......................................................................................... 42 
2.6.2 Intensification Words ................................................................................. 45 
2.6.3 Contrast Words .......................................................................................... 46 
2.7 Latest Researches on Arabic Lexicon-Based Sentiment Analysis ................... 46 
2.8 Research Gap .................................................................................................... 66 
2.9 Summary .......................................................................................................... 68 
CHAPTER THREE  RESEARCH METHODOLOGY ....................................... 69 
3.1 Introduction ...................................................................................................... 69 
viii 
 
3.2 Research Phases ............................................................................................... 69 
3.3 Theoretical Study ............................................................................................. 70 
3.4 Experimental Design ........................................................................................ 71 
3.4.1 Crawling Tweets ........................................................................................ 71 
3.4.2 Arabic Tweets Datasets ............................................................................. 75 
3.4.5 Pre-processing and Cleaning ..................................................................... 78 
3.4.3 Lexicons Construction ............................................................................... 83 
3.4.4 Arabic Sentiment Lexicons ........................................................................ 85 
3.4.6 Features Extraction .................................................................................... 88 
3.4.7 Rules Implementation ................................................................................ 88 
3.5 Evaluation Measurement .................................................................................. 94 
3.6 Summary .......................................................................................................... 98 
CHAPTER FOUR AN ENHANCED LEXICON CONSTRUCTION AND 
VALENCE SHIFTER RULES ............................................................................... 99 
4.1 Introduction ...................................................................................................... 99 
4.2 Tweets Pre-processing .................................................................................... 102 
4.3 Lexicons Construction .................................................................................... 102 
4.3.1 Construction of Basic Lexicon ................................................................ 103 
4.3.2 Construction of PAL Lexicon .................................................................. 107 
4.3.3 EULA Construction ................................................................................. 111 
4.3.4 Valence Shifter Lexicons Construction ................................................... 121 
4.4 Valence Shifter Rules ..................................................................................... 121 
ix 
 
4.4.1 Contrast Rules .......................................................................................... 122 
4.4.2 Negation Rules ......................................................................................... 124 
4.4.3 Intensifier Rules ....................................................................................... 128 
4.4.4 Predictor Words Rules ............................................................................. 130 
4.5 Benchmarking with Latest Related Researches ............................................. 130 
4.6 Summary ........................................................................................................ 133 
CHAPTER FIVE  RESULTS AND DISCUSSION ............................................ 134 
5.1 Overview ........................................................................................................ 134 
5.2 Experimental Results of PAL Lexicon ........................................................... 136 
5.3 EULA Experimental Results .......................................................................... 142 
5.3.1 Performance and Evaluation of EULA-L ................................................ 143 
5.3.2 Performance and Evaluation of EULA-U ................................................ 148 
5.4 Experimental Results of Valence Shifter Rules ............................................. 151 
5.5 Summary ........................................................................................................ 159 
CHAPTER SIX  CONCLUSION AND FUTURE WORK ................................ 161 
6.1 Summary of Research .................................................................................... 161 
6.2 Achievements ................................................................................................. 163 
6.2.1 New PAL Lexicon ................................................................................... 163 
6.2.2 Expandable and Updated EULA.............................................................. 164 
6.2.3 Enhanced Valence Shifter Rules.............................................................. 164 
6.3 Research Limitations ...................................................................................... 165 
x 
 
6.4 Future Work ................................................................................................... 166 
6.4.1 Lexicons for other Arabic Dialects .......................................................... 166 
6.4.2 Stop Words List from EULA ................................................................... 166 
6.4.3 Multi-Classification Approach ................................................................ 167 
6.4.4 Handling Sarcasm .................................................................................... 167 
6.4.5 Building Larger Dataset ........................................................................... 167 
6.5 Summary ........................................................................................................ 168 
References ............................................................................................................... 170 
List of Appendices .................................................................................................. 195 
Appendix A Tweepy Code for Collecting Tweets ............................................... 195 
Appendix B Code of Expanding EULA ............................................................... 196 
Appendix C Implementation of Contrast Rules ................................................... 198 
Appendix D Implementation of Intensifier Rules ................................................ 202 
Appendix E Implementation of Negation Rules .................................................. 204 
Appendix F Snapshot of Data .............................................................................. 208 
Appendix G Valence Shifter Lists ........................................................................ 212 
Appendix H Experts Biography ........................................................................... 216 





List of Tables 
Table 2.1 Summary of Pre-processing Tools in the Literature .................................. 26 
Table 3.1  Agreement Table between Linguists......................................................... 73 
Table 3.2 Manual Validation of the Automatic Annotation ...................................... 75 
Table 3.3 Datasets Used for Evaluation Purposes ..................................................... 77 
Table 3.4  Example on Pre-processing a Tweet ......................................................... 82 
Table 3.5 Lexicons Used for Benchmarking Purposes .............................................. 87 
Table 3.6 Example of Negation`s Scope When Polarity Changes ............................. 90 
Table 3.7 Example of Negation`s Scope When Polarity Doesn`t Change ................. 91 
Table 4.1 Overall Process of Lexicons Construction ............................................... 101 
Table 4.2 Experiment`s Results of Combining Lexicons to Form the Basic Lexicon
 .................................................................................................................................. 105 
Table 4.3 Terms from Proposed PAL Lexicon with Translation to English ........... 111 
Table 4.4  Example of Unlabeled Tweets ................................................................ 120 
Table 4.5  Process of Expanding EULA-U through Unlabeled Tweets .................. 120 
Table 4.6  Predicted Polarity Before and After Expanding EULA-U ...................... 120 
Table 4.7 Finding Window Size of the Negation`s Scope ....................................... 125 
Table 4.8 Examples on Polarity Shifting of Negative Prefixes Words .................... 126 
Table 4.9 Examples of Polarity Shifting by Negation Word. .................................. 127 
Table 4.10 Summary of benchmark Methods on Arabic Language ........................ 132 
Table 5.1 Evaluation Results when Simple Lexicon-Based Approach is applied on 
Levantine Datasets ................................................................................................... 138 
Table 5.2 Evaluation Results when Simple Lexicon-Based Approach is applied on 
Palestinian Dataset ................................................................................................... 141 
Table 5.3  Datasets Split: Training and Testing ....................................................... 144 
xii 
 
Table 5.4  Best F-score as Reported in Benchmark Researches .............................. 145 
Table 5.5  Performance Measurements of using EULA-L when Expanded by the Same 
Dataset ...................................................................................................................... 146 
Table 5.6  Performance Measurements of using EULA-L Expanded by EMAR-Tweets 
Dataset ...................................................................................................................... 147 
Table 5.7 Terms from EULA-L with Translation to English................................... 148 
Table 5.8  Reported F-scores from the Literature of Lexicon-Based Approach on 
Arabic Tweets Datasets ............................................................................................ 150 
Table 5.9  Performance Measurements of using EULA-U Expanded by EMAR-
Tweets Dataset ......................................................................................................... 151 
Table 5.10 Results obtained without using Negation Rules, with using Switch 
Negation, and with using Researcher`s Negation .................................................... 154 
Table 5.11 Results of not Applying Rules, and Results of Applying Contrast Rules
 .................................................................................................................................. 155 
Table 5.12 Results without Applying Rules, and Results with Intensification Rules
 .................................................................................................................................. 157 
Table 5.13 Results without Applying Rules, and Results with Applying all Valence 





List of Figures 
 
Figure 2.1. Sentiment Classification Techniques ....................................................... 27 
Figure 2.2. Research Problems and Solutions ............................................................ 67 
Figure 3.1. Research Phases 70 
Figure 3.2. The Experimental Design ........................................................................ 71 
Figure 3.3. Tweets Pre-processing Stages ................................................................. 79 
Figure 4.1. Proposed Lexicon-Based Sentiment Analysis System 99 
Figure 4.2. Pre-processing Steps Sequence.............................................................. 102 
Figure 4.3. Hierarchy of All Proposed Lexicons ..................................................... 103 
Figure 4.4. Steps of Constructing the Basic Lexicon ............................................... 105 
Figure 5.1. Testing all lexicons by Simple Lexicon-Based Approach using Levantine 
Datasets 136 
Figure 5.2. Accuracy Rates of all Lexicons using Simple Lexicon-Based Approach 
when applied on Levantine Datasets ........................................................................ 139 
Figure 5.3. Testing all Lexicons By Simple Lexicon-Based Approach using PAL-
Tweets Dataset ......................................................................................................... 140 
Figure 5.4 Accuracy Rate of all Lexicons using Simple Lexicon-Based Approach 
when applied on Palestinian Dataset ........................................................................ 142 
Figure 5.5. Testing EULA-L by Simple Lexicon-Based Approach......................... 143 
Figure 5.6. 5-Fold Cross-Validation ........................................................................ 144 
Figure 5.7. Accuracy Rates without using Negation Rules, using Switch Negation, and 
using Researcher`s Negation .................................................................................... 153 
Figure 5.8. Accuracy Rates of no Rules against Applying Contrast Rules.............. 156 
Figure 5.9. Accuracy Rates of no Rules against Applying Intensification Rules .... 156 
xiv 
 
Figure 5.10. Accuracy Rates of no Rules against Applying All Valence Shifter Rules






List of Abbreviations 
AEL  Arabic Emoticons Lexicon 
AHL   Arabic Hashtags Lexicon 
AFINN Affective Lexicon by Finn Arup Nielsen 
AMT  Amazon Mechanical Turk 
ANEW Affective Norms for English Words 
API  Application Programming Interface 
BEP  Break Even Point 
DA  Dialect Arabic 
DAHL  Dialectical Arabic Hashtags Lexicons   
EULA  Expandable and Updated Lexicon for Arabic 
EWN  English WordNet 
FN  False Negative 
FP  False Positive 
KNN  K-Nearest Neighbor 
MaxEnt Maximum Entropy 
ML  Machine Learning 
MPQA  Multi-Perspective Question Answering 
MSA  Modern Standard Arabic 
NB  Naïve Bayes 
NLP  Natural Language Processing 
PAL  Palestinian Arabic Dialect 
PANAS Positive Affect Negative Affect Schedule 
PMI  Point-wise Mutual Information 
POS  Part of Speech 
RT  Re-Tweet 
SA  Sentiment Analysis 
SAMAR Subjectivity and Sentiment Analysis of Arabic Social Media 
SLSA  Standard Arabic Sentiment Lexicon 
SVM  Support Vector Machines 
TF  Term Frequency 
TN  True Negative 
TP  True Positive 
xvi 
 
URL  Uniform Resource Locator 
VADER Valence Aware Dictionary for Sentiment Reasoning 
UWOM Un-Weighted Opinion Mining  
1 
 
CHAPTER ONE  
INTRODUCTION 
1.1 Background  
People all over the world are getting used to express feelings and present their own 
opinions using different social media platforms with more than five hundred millions 
of tweets per day by millions of people on Twitter only. This has been a good 
destination for organizations to investigate objectives, to study people`s reactions and 
opinions on several things in life. This has attracted researchers to benefit more from 
the data produced from social media for analyzing aims, using techniques as language 
processing, sentiment analysis, text mining, text processing, and information 
extraction on Twitter and any other microblogging services.  
In this thesis, sentiment analysis has been under investigation. In order to study 
sentiment analysis, the word “sentiment” should be defined as terms like opinion, 
emotion, sentiment, evaluation and belief, also, expressions that are not related to 
objective observations or verification. Yet, the diversity in these terms could make 
beginners in this area misunderstand the nature of this term or become uncertain about 
it. Mainly, the informational sentence has an objective meaning and one with personal 
opinion and feelings is called a subjective sentence. Therefore, sentiment analysis is 
to view subjective information that will be extracted from a given text (Turney, 2002). 
Different names are given to sentiment analysis such as subjectivity analysis, review 
mining, opinion mining, and appraisal extraction (Pang & Lee, 2008). More officially, 
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List of Appendices 
Appendix A 
Tweepy Code for Collecting Tweets 
#!/usr/bin/env python 
# -*- coding: utf-8 -*- 
from __future__ import unicode_literals 
from tweepy import Stream 
from tweepy import OAuthHandler 
from tweepy.streaming import StreamListener 
import tweepy 
import csv 
import pandas as pd 
#consumer key, consumer secret, access token, access secret. 
ckey = "consumer key" 
csecret = "consumer secret" 
atoken = "access token" 
asecret = "access secret" 
auth = OAuthHandler(ckey, csecret) 
auth.set_access_token(atoken, asecret) 
api = tweepy.API(auth,wait_on_rate_limit=True) 
# Open/Create a file to append data 
csvFile = open('Dataset1.csv', 'a') 
196 
 
#Use csv Writer 
csvWriter = csv.writer(csvFile) 
 
for tweet in tweepy.Cursor(api.search,q="key-word or 
emoticon",count=10000,lang="ar",since="DATE").items(): 
    print (tweet.created_at, tweet.text) 
    csvWriter.writerow([tweet.text.encode('utf-8')]) 
 
Appendix B 
Code of Expanding EULA 
 
    def insertToEula(self,data,pol): 
        logger.debug("insert To Eula(%s,%s)" ,data,pol,totalP,totalN) 
        word = data[0] 
        counterP = data[1] 
        counterN = data[2] 
        counterSum = data[3] 
        polarity = 0 
        stepper = 1 
        if pol == "negative": 
            counterN += stepper 
        if pol == "positive": 
            counterP += stepper 
197 
 
   counterSum = counterP + counterN 
    tfP = counterP / (counterP + counterN) 
    tfN = counterN / (counterP + counterN) 
        idfP = (totalP + totalN)/totalP 
    idfN = (totalP + totalN)/totalN 
    if ( counterP / totalP) > ((counterN / totalN)+alpha): 
        polarity = tfP * idfP * counterP / totalP 
    elif (( counterP / totalP)+ alpha) < ((counterN / totalN): 
polarity = tfN * idfN * counterN / totalN    else : 
        polarity = 0 
        query = ''' UPDATE eula_words SET counterP=?,counterN=?, 
polarity=? WHERE word=? 
        ''' 
        data = (counterP,counterN,polarity,word) 
        run = self.writeSingle(query,data) 
    def sendToEula(self,word,pol): 
        data = self.isEula(word) 
        if data == False: 
            self.insertNewEula(word,pol) 
        else: 




Implementation of Contrast Rules 
import sys 
import logging 
logger = logging.getLogger("mylog") 
class ContrastRule: 
    def __init__(self,tweetparser,db): 
        logger.info("Applaying contrast rule") 
        self.db = db 
        self.tp = tweetparser 
        self.contrast_index_1 = [] 
        self.contrast_index_2 = [] 
 
        self.searchContrastIndex() 
        self.reConstructSentence() 
        self.applyRule(self.contrast_index_1) 
        self.applyRule(self.contrast_index_2) 
    def searchContrastIndex(self): 
        logger.debug("search for Contrast()") 
        for i in xrange(self.tp.getTweetSentenceLength()): 
            tuple_index = () 
            for j in xrange(self.tp.getWordLength(i)): 
                data = self.db.isContrast(self.tp.getWordOf(i,j)) 
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                if data != "null": 
                    if type(data) == tuple: 
                        if str(data[2]) == "null": 
                            tuple_index = (i,j,str(data[3])) 
                            
self.contrast_index_1.append(tuple_index) 
                        if str(data[2]) != "null": 
                            second_word = self.tp.getNextWord(i,j) 
                            logger.debug("Comparing %s with 
%s",second_word,data[2]) 
                            if second_word == str(data[2]): 
                                tuple_index = (i,j,str(data[3])) 
                                logger.debug("Found 2 indexes of 
contrast word.") 
                                
self.contrast_index_2.append(tuple_index) 
                    if type(data) == list: 
                        for k in data: 
                            logger.debug("Comparing %s with 
%s",self.tp.getNextWord(i,j),k[2]) 
                            if str(k[2]) == "null": 
                                tuple_index = (i,j,str(k[3])) 
                                
self.contrast_index_1.append(tuple_index) 
                            if k[2] == self.tp.getNextWord(i,j): 




                                tuple_index = (i,j,str(k[3])) 




    def reConstructSentence(self): 
        logger.debug("Checking for reconstruction of sentence") 
        if self.contrast_index_2: 
            logger.debug("Reconstructing the sentence") 
            for contrast in reversed(self.contrast_index_2): 
                i = contrast[0] 
                j = contrast[1] 
                contType = contrast[2] 
                temp_word_1 = self.tp.getWordOf(i,j) 
                temp_word_2 = self.tp.getNextWord(i,j) 
                new_word = temp_word_1 + ' ' + temp_word_2 
                self.tp.removeWordfromIndex(i,j+1) 
                self.tp.setWord(i,j,new_word) 
                self.setContrast(i,j,contType) 
        if self.contrast_index_1: 
            for i in self.contrast_index_1: 




    def applyRule(self,contrast): 
        if contrast: 
            for i in contrast: 
                if i[2] == "C1": 
                    index_i = i[0] 
                    index_j = i[1] 
                    self.contrastRule1(index_i,index_j) 
                else: 
                    index_i = i[0] 
                    index_j = i[1] 
                    self.contrasRule2(index_i,index_j) 
 
    def contrastRule1(self,index_i,index_j): 
        logger.debug("Applying rule 1 for sentence %s",index_i) 
        for i in xrange(0,index_j): 
            score = self.tp.getScore(index_i,i) 
            logger.debug("Index: %s with score : %s",i,score) 
            if score: 
                score = score*3.0 
                logger.debug("New score : %s",score) 
                self.tp.resetScore(index_i,i,score) 
 
    def contrasRule2(self,index_i,index_j): 
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        logger.debug("Applying rule 2") 
        for i in xrange(index_j+1,self.tp.getWordLength(index_i)): 
            score = self.tp.getScore(index_i,i) 
            logger.debug("Index: %s with score : %s",i,score) 
            if score: 
                score = score*3.0 
                self.tp.resetScore(index_i,i,score) 
 
    def setContrast(self,index_i,index_j,contType): 
        self.tp.setType(index_i,index_j,"Contrast-"+str(contType)) 
    def getContrastIndex(self): 




Implementation of Intensifier Rules 
import sys 
import logging 
logger = logging.getLogger("mylog") 
class Intensify: 
    def __init__(self,tweetparser,db): 
        self.tp = tweetparser 
        self.db = db 
        self.intens_index = [] 
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        logger.info("Applying intensifier rule") 
 
        self.searchIntens() 
        for i in self.intens_index: 
            self.setIntense(i[0],i[1]) 
        self.applyIntenseRule() 
    def searchIntens(self): 
        for i in xrange(self.tp.getTweetSentencesLength()): 
            tuple_index = () 
            for j in xrange(self.tp.getWordLength(i)): 
                data = self.db.isIntense(self.tp.getWordOf(i,j)) 
                if data: 
                    tuple_index = (i,j,data[0]) 
                    self.intens_index.append(tuple_index) 
    def applyIntenseRule(self): 
        logger.debug("Applying intensifier rule") 
        if self.intens_index: 
            for i in self.intens_index: 
                next_score = self.tp.getScore(i[0],i[1]+1) 
                if next_score: 
                    new_score = next_score * (i[2]/100) 
                    self.tp.resetScore(i[0],i[1]+1,new_score) 
    def setIntense(self,index_i,index_j): 
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        self.tp.setType(index_i,index_j,"Intensifier") 
    def getIntenseIndex(self): 
        return self.intens_index 
Appendix E 
Implementation of Negation Rules 
import sys 
import logging 
logger = logging.getLogger("mylog") 
class NegationRule: 
    def __init__(self,tweetparser,db,flag): 
        logger.info("Applying Negation Rule 1") 
        self.flag = flag 
        self.db = db 
        self.tp = tweetparser 
        self.negation_index = [] 
        self.searchNegation() 
        for i in self.negation_index: 
            self.setNegation(i[0],i[1]) 
        if self.flag == 1: 
            self.applyRule2() 
        if self.flag == 0: 
            self.applyRule1() 
    def searchNegation(self): 
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        for i in xrange(self.tp.getTweetSentencesLength()): 
            tuple_index = () 
            for j in xrange(self.tp.getWordLength(i)): 
                if self.db.isNegation(self.tp.getWordOf(i,j)): 
                    tuple_index = (i,j) 
                    self.negation_index.append(tuple_index) 
    def applyRule1(self): 
        logger.debug("Applying rule 1") 
        if self.negation_index: 
            for i in self.negation_index: 
                for j in xrange(1,5): 
                    logger.debug("Checking: (%s,%s)",i[0],i[1]+j) 
                    next_type = self.tp.getTypeByIndex(i[0],i[1]+j) 
                    if next_type == "Negation" 
                        break 
                    if next_type: 
                        next_score = self.tp.getScore(i[0],i[1]+j) 
                        if next_score: 
                            if next_score > 2.0: 
                                next_score= next_score -6 
                            elif next_score <= -2.0: 
                                next_score= next_score +5 
                            elif next_score > 0 and next_score <= 2: 
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                                next_score= next_score -4 
                            elif next_score > -2 and next_score < 0: 
                                next_score= next_score +3 
                            elif next_score == 0: 
                                next_score= next_score -1 
                            else: 
                                pass 
                            
self.tp.resetScore(i[0],i[1]+j,next_score) 
 
    def applyRule2(self): 
        logger.debug("Applying rule 2") 
        if self.negation_index: 
            for i in self.negation_index: 
                next_score = self.tp.getScore(i[0],i[1]+1) 
                logger.debug("Got score :%s", next score) 
                if next_score: 
                    next_score = next_score*-1.0 
                    logger.debug("Thus, new score %s",next_score) 
                    self.tp.resetScore(i[0],i[1]+1,next_score) 
                else: 
                    pass 
    def setNegation(self,index_i,index_j): 
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        self.tp.setType(index_i,index_j,"Negation") 
    def getNegationIndex(self): 





Snapshot of Data 
Example of EMAR tweets without emoticons: 
Negative EMAR tweets 
😭 😭 كنت دائم الخوف افقد مكاني الصدمة الكبرى عندما اكتشفت أن ال  
 مكان لي
متينابغى سالب مربرب او   😣 💔 😣 💔 ما ابي نحاف   😡 😐 😭  
نتي أصال كلك اوفرايتدا  😐 😣  
?? يعني النهاردة التالت وكمان السيسي جاي عندنا ده ايه الغلب ده  
  ?? ياربي
  ?? ?? ??  زهقانهحد يقول حاجه وهللا
 لو كنا جيران والبيت يسلم عالبيت نتخاصم وأقفل الشباك وأفتحه اذا هللا
  ?? ?? حنيت
💔 لربما بعد الغياب بتسألين   💔 😡 😡  
😣 😣 😣 😢 اول اسباب افالس المبتعثين برنامج بوستن    
  ?? ?? محتاجه الشنطه فالجامعه
  ?? ?? ?? ?? ?? واصلني هالفيديو وانا بمكتب الدوام مو حرام
Positive EMAR tweets 
يكون كل يوميارب شعور إني أكون مروقه ومبسوطه   
  هذا المخلوق هو اكثر واحد وثقت فيه فحياتي شكرا السطورة و شكرا زيزو
انا مو حولك بس استودعتك اله ليلك ونهارك نومك وصحوتك بفرحك وبحزنك 
  استودعتك اله من كل شيء يضرك
  هذا انتم يالدواسر حقين طقطقه ارحب ابو الشموخ منور يا غالي
تستاهلين ولمليون وندعمك ان شاء الهالف مبروك اختي   
  هذه ثقافه أنتقلت من السعوديه إلمارات علمتني الحياه
  عطوني ارقامكم و بتصل بسوي عمري ماعرفكم و بنتعرف
معلومة سريعة وبريئة برشلونة بايرن ليستر يوفنتوس موناكو اتلتيكو 




Example of EMAR tweets with emoticons: 
 
تعجلت باالسم يا ابن العربيمن هيلينا الى حفصه اس   
 عندما يتوقف العتاب فجأة تكون النفس قد طابت
Negative EMAR tweets 
 كنت دائم الخوف افقد مكاني الصدمة الكبرى عندما اكتشفت أن ال مكان لي
 ??  ابغى سالب مربرب او متين ما ابي نحاف
كلك اوفرايتدنتي أصال    
  يعني النهاردة التالت وكمان السيسي جاي عندنا ده ايه الغلب ده ياربي
 ?💔😥?  زهقانهحد يقول حاجه وهللا
 لو كنا جيران والبيت يسلم عالبيت نتخاصم وأقفل الشباك وأفتحه اذا هللا
  حنيت
 ?😢? لربما بعد الغياب بتسألين
المبتعثين برنامج بوستناول اسباب افالس    
  ??محتاجه الشنطه فالجامعه
  واصلني هالفيديو وانا بمكتب الدوام مو حرام
Positive EMAR tweets 
ومبسوطه يكون كل يوم ??يارب شعور إني أكون مروقه 😎 
و شكرا زيزو??هذا المخلوق هو اكثر واحد وثقت فيه فحياتي شكرا السطورة    
 ?😊💘?بس استودعتك اله ليلك ونهارك نومك وصحوتك بفرحك❤❤انا مو حولك 
  وبحزنك استودعتك اله من كل شيء يضرك
حقين طقطقه ارحب ابو الشموخ منور يا غالي ?😊?هذا انتم يالدواسر   
ان شاء اله ?😘💘?اختي تستاهلين ولمليون وندعمك ??الف مبروك 👍👍 




Example of PAL tweets: 
  
و بتصل بسوي عمري ماعرفكم و بنتعرف?👍?عطوني ارقامكم    
برشلونة بايرن ليستر يوفنتوس موناكو اتلتيكو  ?😎?معلومة سريعة وبريئة
لاير مدريد وحده ?😎💘?دورتموند أبطال   
استعجلت باالسم يا ابن العربي?😂?من هيلينا الى حفصه    
تكون النفس قد طابت ??عندما يتوقف العتاب فجأة 💋 
Negative PAL tweets 
تعرف الكالم المناسب عشان تواسي حد، وإال انطم ال تواسي الزم  
الغنمطب سدي بوزك ياهلل روحي احلبي   
 !ال تاخد عني فكرة غلط • انا بلبس نظارة ألني ما بشوف منيح مو ألني نيرد
 )': معلش سامحنا يا سعادة المحامي بس انهرى وبرنا امتحانات كمان
مستوعبين؟ يضربوها ويقتلوها وهيا حامل؟ انتو  
 صايرة اشوف نفسيات كتير، والعياذ باهلل أنا بحب الناس المش نفسيات يعني
 جيراننا ولعت معهم , ضرب مرتو وانهال عليها بوابل من الشتائم 
 ومن األول لآلخر، يلعن ابو المصاري شو انها وسخ ايدين
كل، سدت نفس مش طبيعية مشان هيك أيام مش دايقة طعم األ 4رح يصرلي 
 تعبانة واالمتحانات قتالني
 ال هادا الجزء مني انفرك بالليمون فرك والوجع جزء اساسي صار
Positive PAL tweets 
 القدس بوصلتنا #قادتنا فخرنا #المصالحة#
 يارب هاليوم يحمل لنا الفرج ألوضاعنا ويكون فاتحة خير لهالبالد
الجميع لما فيه خير العباد والبالد #المصالحةربي يوفق   
 وحدة لزيزة بصراحة وطيوبة وعفويتها جميلة





 هللا علي صوتك و أحساسك موطني للفنان #محمد_عساف
 ❤ ما ازكى الزيت الي معصور توي وانت الي ملقط الزتون
ال هبالك يا زلمههههههه دخيل هللا انا محالك ومح     
 حبيبتي يا سحر .. وهللا بتشرف بهالحكي ويارب يقدرني بس




Valence Shifter Lists 
Sample of stop words 
Word English Translation Word English Translation 
 Seven سبع Me انا
 Until لحد  You انت
ة  Meeting لقاء Word كلم
 Nations لالمم And واو
 When لّما That ذاك
الم  For that لهذا Talk ـك
 What ماذا Both كلتا
  March مارس Face وجه
 Still مازال One وحدة
 Keeps مافتئ All كله
 Hundred مائة How كيف
 When متى Be كن
 Like مثل Was كنا
 Since مذ On على 
 Once مّرة In في
  Evening مساء Said قال 
 That تلك So كى
 Will سوف Time وقت










 Exactly 150 تماما
 Definitely  150 بالتاكيد
هائل  Tremendously  150 
 Specially  150 خاصة 
 Extraordinary  150 استثنائي
 Really  150 حقا
 Precisely  150 بدقة 
 Mostly  150 غالبا
 A lot  150 كتير
 Extremely  150 جدا  
 Numerous  150 كثير
 Much more than 150 اكثر
 very 150 بشدة
 Extraordinary 150 استثنائي
 Overwhelmingly 150 باهر 
 Overwhelmingly  150 ساحق
 Greater than 150 اعظم 
 over 150 مفرط
 More  150 أحلى 
 Almost  50 تقريبا
 Nearly  50 بالكاد
 Sort of  50 نوعا
 Rarely  50 نادرا
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 Little bit  50 قليال
 Rarely  50 قلما
 
Contrast words 
Contrast 1 English Translation Contrast 2 English Translation 
  Although رغم ذلك  although رغم ان 
همع ان   Even though   ورغم  Despite  
  Unless اال اذا    Even though مع ان 
  Only it اال انه  Even though I مع اني 
 But بس   Though على الرغم  
  But لكن   Although عالرغم  
  On the contrary بالعكس   Even if حتى وان 
  Even though مع ذلك   Substitute بدل
  Yet بل   Even though وان
 
Negation words 
Word English Translation Word English Translation 
 Do not ماعاد No ما
 Did not لم  Not مش
 Without دون Neither وال
 Other than you غيرك Don’t/ No ال
 Other than غيرها Nothing فش
 No فما Without بدون
 Other than لغير No need بالش
 Not ليس And not ومش
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 Not ليسوا Will not لن 
 No still مازال No الء
 Not نوت I didn’t معدتش
 And will not ولن I’m not مليش
 and not وليس Not ميش
 Without بال Other than غير
 And not وما And not وما
 Not مو never أبدا  
 Not ليست And not ومو
   ever مطلقا  
 
Special words 
word English Translation word English Translation 
 Lost  فاقد Lacking  عديم
 Lacks  يفتقر Without  عدم
 Deficiency  نقص (Mis-(prefix  سوء
 Shortage of  قلة Lacks  يفتقد
 Shortage of ندرة Lose  فقد
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Links to Datasets 
The link to the Palestinian dataset (PAL-Tweets) is : 
https://github.com/baha2107/Palestinian-Tweets 
The link to the EMAR-Tweets is : 
https://github.com/baha2107/EMAR-Tweets 
 
