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C2 REGULARITY OF THE SURFACE TENSION FOR
THE ∇φ INTERFACE MODEL
SCOTT ARMSTRONG AND WEI WU
Abstract. We consider the ∇φ interface model with a uniformly convex interac-
tion potential possessing Ho¨lder continuous second derivatives. Combining ideas
of Naddaf and Spencer with methods from quantitative homogenization, we show
that the surface tension (or free energy) associated to the model is at least C2,β
for some β > 0. We also prove a fluctuation-dissipation relation by identifying
its Hessian with the covariance matrix characterizing the scaling limit of the
model. Finally, we obtain a quantitative rate of convergence for the Hessian of
the finite-volume surface tension to that of its infinite-volume limit.
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1. Introduction
In this paper, we study the large-scale behavior of a certain class of gradient
lattice models with uniformly convex interactions, sometimes called ∇φ–interface
models. The interface is modeled by a real-valued random field {φ(x) ∶ x ∈ Zd};
we think of the graph of φ as modeling a random surface which may represent a
surface of separation between two distinct pure phases (for instance, a simplified
toy model for the interface of the ferromagnetic Ising model at equilibrium) or the
deformation of a crystal.
The law of {φ(x) ∶ x ∈ Zd} is governed by nearest-neighbor interactions which
depend only on the differences φ(x) − φ(y) for ∣x − y∣ = 1. To each {φ(x)} we
associate an interaction energy given by the (formal) Hamiltonian
(1.1) H(φ) ∶= ∑
x,y∈Zd, ∣x−y∣=1V(φ(x) − φ(y)),
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where the interaction potential V ∶ R→ R is an even function, belongs to C2(R) and
is uniformly convex and has bounded second derivative. The law µ of the random
field is then given (formally) by the Gibbs state
(1.2) dµ(φ) ∶= 1
Z
exp (−H(φ)) dφ,
where dφ denotes Lebesgue measure on RZd and Z is a normalizing constant which
makes µ a probability measure on the space of configurations.
The above definition of the probability measure µ does not make sense because Zd
is not a finite set and H will be infinite for typical configurations. To define the
infinite-volume measure rigorously, we take µ to be the weak limit as L → ∞
of finite-volume Gibbs states defined on the space of configurations restricted to
the cube QL ∶= [−L,L]d ∩ Zd with zero boundary data (or alternatively, periodic
boundary conditions). To define these, we let Ω0(QL) be the set of functions
φ ∶ QL → R such that φ = 0 on ∂QL. Note that we can identify Ω0(QL) with the
Euclidean space RQ○L by first identifying an element of RQ○L with a function Q○L → R
and then extending the function to QL by defining it to be zero on ∂QL. We let
dφ denote Lebesgue measure on Ω0(QL), with this identification in mind, and we
define, for each tilt ξ ∈ Rd, the measure µL,ξ by
(1.3) dµL,ξ(φ) ∶= 1
ZL,ξ
exp
⎛⎝− ∑x∈Q○L∑y∼xV(φ(y) − φ(x) − ξ ⋅ (y − x))⎞⎠ dφ,
where the normalizing constant ZL,ξ, called the partition function, is defined by
(1.4) ZL,ξ ∶= ∫
Ω0(QL) exp
⎛⎝− ∑x∈Q○L∑y∼xV(φ(y) − φ(x) − ξ ⋅ (y − x))⎞⎠ dφ.
We denote by ⟨⋅⟩µL,ξ the expectation with respect to µL,ξ. It is well-known (see
for instance [17] or Section 4.3 below) that, for each ξ ∈ Rd, the measures µL,ξ
converge weakly as L→∞ to a unique measure µ∞,ξ on the space of gradient fields
(or configurations on Zd modulo constants). This is our infinite-volume Gibbs state.
In the case that V is quadratic, the law of {φ(x)} under µ∞,ξ is that of a discrete
Gaussian free field (or massless free field). This model is thus sometimes called a
“gradient perturbation of a massless free field.”
There are natural Langevin dynamics which are reversible with respect to µ∞,ξ.
These are defined by
(1.5) dφt(x) = ∑
y∈Zd, ∣y−x∣=1V
′(φt(y) − φt(x) − ξ ⋅ (y − x))dt +√2dBt(x),
where {Bt(x) ∶ x ∈ Zd} is a family of independent Brownian motions. We may
think of (1.5) as a Markovian diffusion process on the space of configurations, with
each site ϕt(x) performing an independent Brownian motion and also interacting
with its nearest neighbors through an elastic force given by V′. The measure µ∞,ξ
is the invariant measure of this process, and it therefore describes the law of the
typical configuration, evolving according to (1.5), after a long time.
Of primary interest is the large-scale (macroscopic) statistical behavior of the
field ∇φ under the equilibrium measures µL,ξ or µ∞,ξ, as well as that of the Langevin
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dynamics. Since the model was introduced in the 1970s by Brascamp, Lieb and
Lebowitz [10], notable progress was made by Naddaf and Spencer [24], who proved a
central limit for (rescaled) linear functions of ∇φ. In other words, they characterized
the scaling limit for ∇φ (with zero tilt) as a Gaussian free field with covariance
matrix a, giving a satisfactory description of the fluctuations of the equilibrium
profile. Their argument was based on a beautiful observation that the scaling limit
can be derived from an elliptic homogenization problem via the Helffer-Sjo¨strand
representation [21], with a appearing as the homogenized matrix. Later, Miller [23]
generalized the approach of [24] to finite-volume measures and to general tilts ξ
with a corresponding homogenized matrix a(ξ) depending on ξ. We also mention
the earlier work of Brydges and Yau [11], who proved a similar result to [24]
in a perturbative setting using a renormalization group approach, as well as the
subsequent work of [8] who extended the results of [24] to a special class of nonconvex
interaction potentials.
After the breakthrough work of Naddaf and Spencer, macroscopic deviations
from the average equilibrium profile were characterized by Funaki and Spohn [17]
in terms of the nonlinear PDE
(1.6) ∂th −∇ ⋅ (Dσ(∇h)) = 0 in (0,∞) ×Rd.
It was shown in [17] that the (deterministic) solution h of (1.6) describes macroscopic
behavior of the field ϕt evolving by the Langevin dynamics, starting from a smooth,
macroscopic initial datum. In other words, (1.6) is the hydrodynamic limit of (1.5).
The nonlinear function σ ∶ Rd → R is the surface tension or free energy for the
model. The finite-volume surface tension is defined for L ∈ N by
(1.7) σL (ξ) ∶= − 1∣QL∣ log ZL,ξZL,0 , ξ ∈ Rd.
This is the energy per unit volume charged by the Hamiltonian for tilting a
macroscopically flat interface to one with slope ξ. It was proved in [22, 17, 16, 25, 14]
by a subadditive argument that the following limit exists, which defines the infinite-
volume surface tension σ for the model:
σ (ξ) ∶= lim
L→∞σL (ξ) .
It is relatively easy to prove that σ is uniform convex and C1,1, which imply that
the equation (1.6) is uniformly parabolic and therefore possesses a satisfactory well-
posedness theory for weak solutions. However, in order to obtain the existence of a
classical solution h of (1.6) by the Schauder theory, we need that the map ξ ↦Dσ(ξ)
is C1,α for some α > 0. That is, σ ∈ C2,α.
Later Giacomin, Olla and Spohn [18] went to the next order in this description by
showing that the scaling limit of the fluctuations around the macroscopic profile h
solving (1.6) are given by an the SPDE of the form
(1.8) ∂ζ −∇ ⋅ (a(∇h)∇ζ) = √2W˙ in (0,∞) ×Rd,
where W˙ is a space-time Gaussian white noise. It is conjectured in [18], that
the Hessian D2σ(ξ) of the surface tension should coincide with the covariance
matrix a(ξ) of the limiting GFF—which can be viewed as a “fluctuation-dissipation
relation.” If confirmed, it would imply that the equation (1.8) is the linearization
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of (1.6) with an additional white noise forcing term. This conjecture is still open
until now, with the main obstacle being the question of C2 regularity of the surface
tension.
While it is simple to obtain that σ ∈ C1,1, it is still not known to be twice
differentiable at any particular point, much less C2. The question of the C2
regularity of σ has been open for many years: see the discussions in Funaki and
Spohn [17] and Caputo and Ioffe [12], for instance. In the lecture notes of Funaki [16,
Problem 5.1] it was also called “one of the important open problems” for the ∇φ
model. As far as we know, the only C2 regularity result for the surface tension
outside of the quadratic case was obtained in a paper of Adams, Kotecky´ and
Mu¨ller [1]. Using an elaborate renormalization group argument, they proved that
σ ∈ C3 in a neighborhood of the origin for certain small perturbations of a quadratic
potential. These perturbations are required to be very small in a large ball centered
at the origin—with smallness measured in a very strong norm (at least C14), but
they may be larger far from the origin and even permit V′′(t) to be negative for t
very large (thus allowing certain nonconvex interaction potentials). We also mention
the earlier, related work of Cotar, Deuschel and Mu¨ller [13] who proved the strict
convexity of surface tension in a perturbative setting (that also allows for nonconvex
interaction potentials).
The main result of the paper, stated below in Theorem 1.1, resolves the regularity
question by showing that σ ∈ C2,β for some β > 0 under an additional (mild)
regularity assumption on V, namely that V′′ ∈ C0,γ for some γ > 0. We also
characterize the Hessian of surface tension by showing that
(1.9) D2σ(ξ) = a(ξ),
thus positively resolving the fluctuation-dissipation relation conjecture of [18].
Before presenting the theorem, we state our assumptions. Throughout the
paper, d ≥ 2 denotes the ambient dimension and we fix an exponent γ ∈ (0,1] and
parameters 0 < λ ≤ Λ <∞ and M ∈ (0,∞). For short, we write
data ∶= (d, γ, λ,Λ) .
The assumptions on the interaction potential V ∶ R→ R are as follows:
(i) Regularity : V ∈ C2,γ(R) for some γ ∈ (0, 14] and
(1.10) sup
t,s∈R, t≠s
∣V′′(t) −V′′(s)∣∣t − s∣γ ≤M.
(ii) Uniform convexity : for every t ∈ R, we have λ ≤ V′′(t) ≤ Λ.
(iii) Symmetry : for every t ∈ R, we have V(t) = V(−t).
Under these assumptions on the potential V, we prove the following theorem,
which is the main result of the paper.
Theorem 1.1. There exists an exponent β(data) ∈ (0, 12) such that σ ∈ C2,βloc (Rd)
and the Hessian of σ is given by
(1.11) D2σ(ξ) = a(ξ).
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Moreover, for every R ∈ [1,∞), there exists a constant C(R,M,data) < ∞ such
that, for every ξ, ξ′ ∈ BR and L ∈ N,
(1.12) ∣D2σ(ξ) −D2σ(ξ′)∣ ≤ C ∣ξ − ξ′∣β
and
(1.13) sup
ξ∈Rd ∣D2σL(ξ) −D2σ(ξ)∣ ≤ CL−β.
In addition to the C2 regularity of σ and the identification of its Hessian, the
theorem above specifies a quantitative, algebraic rate of convergence of the finite-
volume surface tension σL to σ in the C2 norm. This estimate is perhaps the
strongest assertion in the theorem since, as we will see from the proof, it implies the
other two statements. In particular, as it is relatively easy to prove that D2σL ∈ C0,α
for some α provided that ∥D2σL∥C0,α is allowed to depend on L, the estimate (1.13)
implies the C2 regularity of σ (a uniform limit of continuous functions is continuous).
Our proof of Theorem 1.1 starts from the insight of Naddaf and Spencer that
the fluctuations of the ∇φ field are strongly related to an elliptic homogenization
problem for the Helffer-Sjo¨strand equation (see (3.17) below) and combines it with
some recent ideas developed in the theory of quantitative stochastic homogenization
for elliptic equations in divergence-form (see [6, 19, 4, 20] and the references therein).
In particular, the recent variational approach to quantitative homogenization based
on a multiscale analysis of certain subadditive energy quantities, developed in [6, 4],
is very natural in this context due to the fact that the analogue, for the Helffer-
Sjo¨strand equation, of one of the subadditive quantities used there turns out to
coincide precisely with the Hessian D2σL of the finite-volume surface tension. Our
strategy is therefore to adapt the arguments of [6, 4] to obtain an algebraic rate for
the convergence of these subadditive quantities to their limit, which amounts to
proving the estimate (1.13).
This adaptation of the methods of [6, 4] is not straightforward since they were
developed for random coefficient fields with a finite range of dependence, whereas
the Helffer-Sjo¨strand equation is a deterministic equation in essentially infinite
dimensions. However, as we will show, they turn out to be quite flexible; the
finite range of dependence can be replaced by a combination of the Brascamp-
Lieb inequality [9] and some new coupling arguments based on the probabilistic
interpretation of the equation. This provides us with sufficient decorrelation of the
gradient field to implement the multiscale homogenization arguments of [6, 4].
The proof of Theorem 1.1 applies to potentials with a weaker regularity assump-
tion, but we do need better than simply V ∈ C2. What is required to obtain σ ∈ C2
is that, for a large exponent q(data) <∞ (related to the smallness of the Ho¨lder
exponent in the parabolic Nash estimate), the interaction potential V satisfies∣V′′(s) −V′′(t)∣ ≤ ω (∣s − t∣)
where the modulus ω ∶ [0,∞) → [0,Λ] is an increasing, continuous function such
that
lim sup
t→0 ∣log t∣q ω(t) = 0.
In particular, a logarithmic-type modulus suffices but we do need a quantitative
assumption for the arguments here to be applicable.
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The result of Theorem 1.1 that σ ∈ C2,β is not close to giving the optimal regularity
of σ, as it is conjectured that σ ∈ C∞, at least under suitable regularity assumptions
on the potential V (although Sheffield [25, Section 10.1.1] has conjectured that σ is
still smooth without any regularity assumptions on V). However, we do expect that
by combining the ideas in the present paper with some recent methods developed
in [2, 3] for obtaining higher regularity of homogenized coefficients in the context
of stochastic homogenization for nonlinear equations, we will be able to show
that σ ∈ C∞ for sufficiently smooth interaction potentials. We will return to this
problem in a forthcoming work.
The analysis developed in this paper is of interest apart from the proof of
Theorem 1.1. In Proposition 6, we obtain an estimate on the rate of convergence of
the subadditive energy quantities, which by analogy to [4] represents the first step
in a quantitative homogenization program. Since Naddaf and Spencer showed that
qualitative homogenization implies the scaling limit of the ∇φ model, we can expect
that quantitative homogenization will yield quantitative information regarding the
fluctuations. In a forthcoming paper [5], we show that this is indeed the case and, by
extending the results in this paper, prove a quantitative scaling limit with enough
control to obtain information regarding the pointwise statistics of the gradient field.
For instance, in dimension d = 2 we are able to prove, for each e ∈ Rd, that the
random variable
φ([te]) − φ(0)
log
1
2 t
converges in law, as t →∞, to a normal random variable. (Here [x] denotes the
nearest lattice point to x ∈ Rd.)
This paper is organized as follows. In the next section we introduce some notation.
In Section 3 we derive the Helffer-Sjo¨strand equation and present some preliminary
estimates. The couplings are constructed in Section 4, where we also compare the
Helffer-Sjo¨strand solutions with respect to different finite-volume measures. In
Sections 5 and 6 we introduce the subadditive energy quantities and show by a
multiscale iterative argument that they converge at an algebraic rate. We finally
prove Theorem 1.1 in Section 7. Some auxiliary estimates are stated in Appendix A.
2. Preliminaries and notation
We work in the Euclidean lattice Zd, where d ≥ 2. If x, y ∈ Zd, we write x ∼ y
if ∣x − y∣ = 1. We denote the lexicographical order on Zd by ≪, that is, we write
x ≪ y if x = (x1, . . . , xd) and y = (y1, . . . , yd) and xi ≤ yi for every i ∈ {1, . . . , d}.
Notice that if x ∼ y, then either x ≪ y or y ≪ x. We let E(Zd) denote the set
of directed edges (x, y) on Zd such that x ∼ y and x ≪ y. The interior U ○ and
boundary ∂U of a subset U ⊆ Zd are defined by
U ○ ∶= {x ∈ U ∶ x ∼ y Ô⇒ y ∈ U} and ∂U ∶= U ∖U ○.
We define the set of interior edges in U byE(U) ∶= {(x, y) ∈ U ×U ∶ (x, y) /∈ ∂U × ∂U, x ∼ y, x≪ y} .
Given a subset U ⊆ Zd, we denote by RU the set of real-valued functions φ ∶ U → R.
Define Ω0(U) to be the set of functions φ ∶ U → R such that φ = 0 on ∂U . When
U = Zd we simply denote it by Ω. Given e = (x, y) ∈ E(U) and φ ∈ RU , we define
C2 REGULARITY OF SURFACE TENSION FOR THE ∇φ INTERFACE MODEL 7∇φ(e) ∶= φ(y) − φ(x). The formal adjoint ∇∗ of ∇, which is the discrete version of
the negative of the divergence operator, is defined for functions g ∶ E(U)→ R by
(2.1) (∇∗g) (x) ∶= ∑
y∼x, y≪xg(y, x) − ∑y∼x, x≪y g(x, y), x ∈ U ○.
We interpret the canonical element Ω0(QL) sampled by the measures µL,ξ (or any
probability measure µ on Ω0(QL)) as a random scalar field with φ(x) representing
the height of a discrete random surface (in d + 1 dimensions) at the point x. We
denote expectations with respect to these measures by⟨X⟩µL,ξ ∶= ∫RQL X(φ)dµL,ξ(φ) and ⟨F ⟩µ ∶= ∫RZd F (φ)dµ(φ),
and so forth. We also denote variances by
varµL,ξ [X] ∶= ⟨∣X − ⟨X⟩µL,ξ ∣2⟩
µL,ξ
and varµ [X] ∶= ⟨∣X − ⟨X⟩µ∣2⟩µ .
We define, for each x ∈ U , the basis element ωx ∈ Ω0(U) by
ωx(y) ∶= {1 if x = y,0 if x ≠ y,
and the differential operator ∂x by
∂xu(φ) ∶= lim
h→0 1h (u(φ + hωx) − u(φ)) .
We let C∞(Ω0(U)) denote the set of smooth functions on Ω0(U), that is, the
functions for which the mixed derivatives of all orders exist.
For p ∈ [1,∞), and X a Banach space, we define Lp(U ;X) to be the set of
measurable functions u ∶ U → R with respect to the norm
∥u∥Lp(U ;X) ∶= (∑
x∈U ∥u(x)∥pX)
1
p
.
Also define Lp(µ) to be the set of measurable functions u ∶ Ω→ R such that
∥u∥Lp(µ) ∶= (∫
Ω
∣u(φ)∣p dµ(φ)) 1p < +∞.
We define H1(µ) to be closure of the set of smooth functions u ∈ C∞(Ω) with
respect to the norm
∥u∥H1(µ) ∶= (∥u∥2L2(µ) + ∑
x∈Zd ∥∂xu∥2L2(µ))
1
2
.
We let H−1(µ) denote the dual space of H1(µ), that is, the closure of C∞(Ω)
functions under the norm∥w∥H−1(µ) ∶= sup{∫
Ω
u(φ)w(φ)dµ(φ) ∶ u ∈H1(µ), ∥u∥H1(µ) ≤ 1} .
We define the space L2(U,µ) = L2(U ;L2(µ)) to be the set of measurable functions
u ∶ U ×Ω0(U)→ R with respect to the norm
∥u∥L2(U,µ) ∶= (∑
x∈U ∥u(x, ⋅)∥2L2(µ))
1
2
.
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We also define H1(U,µ) by the norm
∥u∥H1(U,µ) ∶= ⎛⎝∑x∈U ∥u(x, ⋅)∥2H1(µ) + ∑e∈E(U) ∥∇u(e, ⋅)∥2L2(µ)⎞⎠
1
2
The subset H10(U,µ) ⊆ H1(U,µ) consists of those functions u ∈ H1(U,µ) which
satisfy u(x,φ) = 0 for every ∂U ×Ω0(U). We also define the seminorm
JuKH1(U,µ) ∶= ⎛⎝∑x∈U ∑y∈U○ ∥∂yu(x, ⋅)∥2L2(µ) + ∑e∈E(U) ∥∇u(e, ⋅)∥2L2(µ)⎞⎠
1
2
.
We define H−1(U,µ) to be the dual space of H10(U,µ). That is, H−1(U,µ) is the
closure of smooth functions with respect to the norm
∥w∥H−1(U,µ) ∶= sup{∑
x∈U ∫Ω0(U) u(x,φ)w(x,φ)dµ(φ) ∶ u ∈H10(U,µ), ∥u∥H1(U,µ) ≤ 1} .
It is sometimes convenient to work with the volume-normalized versions of the L2
and Sobolev norms, defined by
∥u∥L2(U,µ) ∶= ( 1∣U ∣ ∑x∈U ∥u(x, ⋅)∥2L2(µ))
1
2
,
∥u∥H1(U,µ) ∶= ⎛⎝ 1∣U ∣ ∑x∈U ∥u(x, ⋅)∥2H1(µ) + 1∣U ∣ ∑e∈E(U) ∥∇u(e, ⋅)∥2L2(µ)⎞⎠
1
2
,
∥w∥H−1(U,µ)
∶= sup{ 1∣U ∣ ∑x∈U ∫Ω0(U) u(x,φ)w(x,φ)dµ(φ) ∶ u ∈H10(U,µ), ∥u∥H1(U,µ) ≤ 1} .
Finally we notice that the formal adjoint of ∂x with respect to µL,ξ, which we denote
as ∂∗x , is given by
∂∗xw ∶= −∂xw +∑
y∼xV′(φ(y) − φ(x) − ξ ⋅ (y − x))w(φ).
This can be easily checked by the identity for all u, v ∈H1(µL,ξ) that⟨(∂xu)v⟩µL,ξ = ⟨u(∂∗xv)⟩µL,ξ
We also have the commutator identity
(2.2)[∂x, ∂∗y ] = −1{x∼y}V′′ (φ(y) − φ(x) − ξ ⋅ (y − x)) + 1{x=y}∑
e∋xV′′ (∇φ(e) −∇`ξ(e))
3. The Helffer-Sjo¨strand equation
In this section, we study the Langevin dynamics which are reversible with respect
to the Gibbs measures µ and µL and their infinitesimal generators. Following [24]
(which was in turn inspired by the works [21, 26]), we introduce the Helffer-Sjo¨strand
operator, and show that it arises naturally when one considers the variance of certain
observables with respect to the Gibbs measures. We then show that this operator
is itself the generator of a Markov processes in which we augment the Langevin
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dynamics with a random walk. In the following section we will use this dynamical
interpretation of the Helffer-Sjo¨strand operator to construct couplings of the finite-
volume and infinite-volume Gibbs measures which are well-behaved with respect to
the Helffer-Sjo¨strand operator.
3.1. Finite-volume Gibbs measures. For reasons which will become apparent
in the next section, in addition to the finite-volume measures µL,ξ which are defined
in (1.3) with Dirichlet boundary conditions, we also consider Gibbs measures defined
the same cube QL but with periodic boundary conditions. These periodized Gibbs
measures are denoted by µL,ξ,per and we define them as follows. Given L ∈ N
with L ≥ 2, we fix a special point x0 ∈ ∂QL and define Ωper(QL) to be the set of
2L–periodic functions on Zd which vanish at x0, that is, φ ∈ Ωper(QL) if φ ∶ Zd → R,
φ(x0) = 0 and φ(x) = φ(y) for every x, y ∈ Zd satisfying x − y ∈ 2LZd. Observe
that Ωper(QL) can be identified with the Euclidean space R[−L,L)d∩Zd∖{x0} which has
dimension (2L)d − 1.
We define the measure µL,ξ,per on Ωper(QL) by
(3.1) dµL,ξ,per(φ) ∶= 1
ZL,ξ,per
exp
⎛⎝− ∑x∈QL,per∑y∼xV(φ(y) − φ(x) − ξ ⋅ (y − x))⎞⎠ dφ,
where dφ is Lebesgue measure with respect to the identification of Ωper(QL) with
Euclidean space mentioned above and ZL,ξ,per is the normalizing constant which
makes µL,ξ,per a probability measure.
The reason that we choose to define Ωper(QL) in the way we did, by requiring
φ(x0) = 0, is because the right side of (3.1) does not change when we add constants
to φ, and therefore it must be considered as a measure on periodic functions modulo
constants. Therefore we need to quotient by constant functions in some way in
our definition of Ωper(QL). It may seem natural to consider mean-zero periodic
functions, however as we will discover below, in our context it is actually easier to
work with functions vanishing at a fixed boundary point x0. For convenience we
also require that x0 ∈ [−L,L)d ∩Zd and we denote QL,per ∶= [−L,L)d ∩Zd ∖ {x0}.
It is immediate from the definition (3.1) that, with respect to µL,ξ,per, the distri-
bution of ∇φ(e) does not depend on e and thus
(3.2) ⟨∇φ(e)⟩µL,ξ,per = 0, ∀e ∈ E(QL).
Consequently, as φ(x0) = 0, we may use (3.2) to sum over a path from x0 to any
point x to find
(3.3) ⟨φ(x)⟩µL,ξ,per = 0 ∀x ∈ QL.
More generally, it is easy to see that the law of ∇φ is invariant under the action
of the translation group on Zd. It is this stationarity property that makes µL,ξ,per
convenient to work with in certain situations.
3.2. The Helffer-Sjo¨strand equation. As mentioned in the introduction, the
finite-volume Gibbs measures µL,ξ and µL,ξ,per can be realized as the invariant
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measures of a certain Markov process. Consider the diffusion process {φt} on
Ω0(QL) evolving according to the Langevin dynamics
(3.4)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
dφt(x) =∑
y∼xV′(φt(y) − φt(x) − ξ ⋅ (y − x))dt +√2dBt(x), x ∈ Q○L,
φt(x) = 0, x ∈ ∂QL,
where {Bt(x) ∶ x ∈ Q○L} is a family of independent Brownian motions. The
infinitesimal generator of this process is the operator LµL,ξ defined byLµL,ξF (φ) ∶= ∑
x∈Q○L ∂
2
xF (φ) − ∑
x∈Q○L∑y∼xV′(φ(y) − φ(x) − ξ ⋅ (y − x))∂xF (φ).
The domain of LµL,ξ includes C2c (Ω0(QL)). Notice that we can write LµL,ξ asLµL,ξF = − ∑
x∈Q○L ∂
∗
x∂xF,
where ∂∗x denotes the formal adjoint of ∂x with respect to µL,ξ, given by
∂∗xw ∶= −∂xw +∑
y∼xV′(φ(y) − φ(x) − ξ ⋅ (y − x))w(φ).
The operator LµL,ξ is thus self-adjoint with respect to the measure µL,ξ, that is,⟨FLµL,ξG⟩µL,ξ = ⟨GLµL,ξF ⟩µL,ξ = − ∑
x∈Zd⟨∂xF,∂xG⟩µL,ξ , ∀F,G ∈ C2c (Ω0(QL)).
In particular,
(3.5) ∣⟨GLµL,ξF ⟩µL,ξ ∣ ≤ ∥F ∥H1(µL,ξ) ∥G∥H1(µL,ξ) , ∀F,G ∈ C2c (Ω0(QL)),
where we define the norm ∥ ⋅ ∥H1(µL,ξ) by
∥F ∥H1(µL,ξ) ∶= ⟨F 2⟩ 12µL,ξ + ⎛⎝ ∑x∈Q○L ⟨(∂xF )2⟩µL,ξ⎞⎠
1
2
.
Let H1(µL,ξ) be the completion of C2c (Ω0(QL)) with respect to the norm ∥ ⋅∥H1(µL,ξ).
It follows from (3.5) and a density argument that the domain of the operator LµL,ξ
includes the space H1(µL,ξ), and we have
(3.6) ⟨GLµLF ⟩µL,ξ = − ∑
x∈Zd⟨∂xF,∂xG⟩µL,ξ , ∀F,G ∈H1(µL,ξ).
The dynamics (3.4) are therefore reversible with respect to µL,ξ, as claimed. Since
(3.7) ⟨LµL,ξF ⟩µL,ξ = 0, ∀F ∈H1(µL,ξ),
the measure µL,ξ is invariant under the dynamics.
We may also write down Langevin dynamics which are reversible with respect
to µL,ξ,per. We let {φper,t} be the diffusion process on Ωper(QL) governed by
(3.8)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
dφper,t(x) =∑
y∼xV′(−ξ ⋅ (y − x) + φper,t(y) − φper,t(x))dt +√2dBt(x), x ∈ QL,per,
φper,t(x0) = 0,
φper,t(x) = φper,t(y), x, y ∈ Zd, x − y ∈ 2LZd.
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The corresponding infinitesimal generator for these dynamics is given by
(3.9) LµL,ξ,perF (φ) ∶= ∑
x∈QL,per ∂
2
xF (φ)− ∑
x∈QL,per∑y∼xV′(φ(y)−φ(x)−ξ ⋅(y−x))∂xF (φ),
Similar to the discussion above, the domain of LµL,ξ,per includes H1(µL,ξ,per) which
is defined to be the completion of C2c (Ωper(QL)) with respect to the norm
∥F ∥H1(µL,ξ,per) ∶= ⟨F 2⟩ 12µL,ξ,per + ⎛⎝ ∑x∈QL,per ⟨(∂xF )2⟩µL,ξ,per⎞⎠
1
2
.
Following the same argument as for µL,ξ, we find analogues of (3.6) and (3.7) with
µL,ξ,per in place of µL,ξ. In particular, the dynamics are reversible with respect
to µL,ξ,per as claimed.
We can infer information concerning the measures µL,ξ and µL,ξ,per by studying
the behavior of the Markov process defined in (3.4). The study of the latter we
approach through their infinitesimal generators, the operators LµL,ξ and LµL,ξ,per .
Throughout the rest of this section, we require that, for some we fix L ∈ N with
L ≥ 2 and ξ ∈ Rd,(µ,Ω,Lµ,Q) denotes either (µL,ξ,Ω0(QL),LµL,ξ ,Q○L)
or (µL,ξ,per,Ωper(QL),LµL,ξ,per ,QL,per) .
We also denote ∂Q ∶= QL ∖ Q○L in the case µ = µL,ξ and ∂Q ∶= {x0} in the case
µ = µL,ξ,per. We note that µ depends on both L and ξ, but will leave this dependence
implicit in the notation.
We are motivated to study solutions of the equation
(3.10) −LµF = G.
We begin with the well-posedness of (3.10), which is based on the following Poincare´-
type inequality for the measure µ.
Lemma 3.1 (Poincare´ inequality for H1(µ)). There exists C(d, λ) <∞ such that,
for every F ∈H1(µ), ⟨(F − ⟨F ⟩µ)2⟩µ ≤ CL2 ∑x∈Q ⟨(∂xF )2⟩µ .
Proof. The lemma is a consequence of a more general Poincare´-type inequality
for log-concave measures attributed to Bakry and Emery (a nice proof of which
can be found for instance in [7]). This result states that there exists a universal
constant C <∞, such that, for every N ∈ N, θ > 0 and W ∈ C2(RN) satisfying
(3.11) y ⋅D2W (x)y ≥ θ∣y∣2 ∀x, y ∈ RN ,
if we let ν denote the probability measure
dν(x) ∶= (∫
RN
exp (−W (x′)) dx′)−1 exp (−W (x)) dx,
then we have
(3.12) ∫
RN
F (x)2 dν(x) ≤ (∫
RN
F (x)dν(x))2 + C
θ
(∫
RN
∣∇F (x)∣2 dν(x))2 .
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To apply (3.12), we observe that the finite volume Gibbs measure µL,ξ can be
written in the form of ν above with W = H, since (as discussed above) we may
identity the space of functions φ ∶ QL → R which vanish on ∂QL with RQ○L and
hence with RN for N = ∣Q○L∣. To check the condition (3.11), we recall that D2H is
given by
∂x∂yH(φ) = −1{x∼y}V′′ (φ(y) − φ(x) − ξ ⋅ (y − x)) + 1{x=y}∑
e∋xV′′ (∇φ(e) −∇`ξ(e)) .
Thus, for every function f ∶ QL → R which vanishes on ∂QL, we have(D2H(φ)f)(x) =∑
y
∂x∂yH(φ)f(y) =∑
y∼xV′′(φ(y) − φ(x) − ξ ⋅ (y − x)) (f(x) − f(y))
and therefore, by the (discrete) Poincare´ inequality on QL,∑
x∈QL f(x)(D2H(φ)f)(x) = ∑x∈QL f(x)∑y∼xV′′(φ(y) − φ(x) − ξ ⋅ (y − x)) (f(x) − f(y))= 1
2
∑
x∈QL∑y∼xV′′(φ(y) − φ(x) − ξ ⋅ (y − x)) (f(x) − f(y))2≥ λ
2
∑
x∈QL∑y∼x (f(x) − f(y))2≥ cλL−2 ∑
x∈QL (f(x))2 .
This is (3.11) for θ = cλL−2. The inequality (3.12) now yields the lemma in the case
that µ = µL,ξ. The argument in the case µ = µL,ξ,per is similar and so we omit it. 
We seek to solve (3.10) when the right-hand side G belongs to H−1(µ), defined
as the dual space of H1(µ), that is, the completion of C∞c (Ω) with respect to the
norm ∥G∥H−1(µ) ∶= sup{∣⟨FG⟩µ∣ ∶ F ∈H1(µ), ∥F ∥H1(µ) ≤ 1} .
Note that LµF ∈ H−1(µ) whenever F ∈ H1(µ), thanks to (3.5), and therefore we
may interpret the equation (3.10) as an assertion of equality between two elements
of H−1(µ). Equivalently, (3.10) is satisfied if and only if∑
x∈Q ⟨(∂xF )(∂xw)⟩µ = ⟨Gw⟩µ ∀w ∈H1(µ).
In view of (3.7), it is natural to expect to have the unique solvability of (3.10), up
to additive constants, for any right-hand side G ∈H−1(µ) with zero mean. This is
what we demonstrate in the next lemma.
Lemma 3.2. Let G ∈H−1(µ) with ⟨G⟩µ = 0. Then there exists a solution F ∈H1(µ)
of the equation
(3.13) −LµF = G.
Moreover the solution F of (3.10) is unique up to additive constants, and there
exists a constant C(data) <∞ such that∥F − ⟨F ⟩µ∥H1(µ) ≤ CL2 ∥G∥H−1(µ) .
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Proof. This result can be obtained by an application of the Lax-Milgram lemma,
or, alternatively, by considering the variational problem
inf
w∈H1(µ), ⟨w⟩µ=0(12 ∑x∈Q ⟨(∂xw)2⟩µ − ⟨Gw⟩µ) .
In either case, we just require uniform coercivity with respect to the H1(µ) norm,
which is a direct consequence of Lemma 3.1. 
Using the previous lemma and (3.6), we obtain the following formula for the
variance of an arbitrary element F ∈H1(µ):
(3.14) ⟨(F − ⟨F ⟩µ)2⟩µ = −∑
x∈Q ⟨(∂xF ) (∂x (L−1µ (F − ⟨F ⟩µ)))⟩µ .
Let us define, for each x ∈ Q and φ ∈ Ω,
{u(x,φ) ∶= −∂x (L−1µ (F − ⟨F ⟩µ)) ,
f(x,φ) ∶= ∂xF (φ),
so that (3.14) can be written in the form
(3.15) ⟨(F − ⟨F ⟩µ)2⟩µ = ∑
x∈Q ⟨f(x, ⋅)u(x, ⋅)⟩µ .
It is convenient to extend u to be defined for every x ∈ QL by setting u(x,φ) = 0
for x ∈ ∂Q and, in the case µ = µL,ξ,per, extending the domain to Zd requiring that
u(y, φ) = u(x,φ) for x, y ∈ Zd with y − x ∈ 2LZd.
It is natural to wonder whether the function u can be characterized as the solution
of an equation. Set G ∶= −L−1µ (F − ⟨F ⟩µ) so that G ∈H1(µ) is the solution of
(3.16) −LµG = F − ⟨F ⟩µ.
Formally applying ∂x to both sides of (3.16), we are led to the guess that, in the
case µ = µL,ξ, the function u is the solution of the problem
(3.17) { −LµL,ξu +∇∗a∇u = f in Q ×Ω,
u = 0 on ∂QL ×Ω0(QL),
where the coefficients a(e, φ) are defined by
(3.18) a(e, φ) ∶= V′′(∇φ(e) −∇`ξ(e)), e ∈ E(QL),
and, in the case µ = µL,ξ,per, (3.17) should be replaced by
(3.19)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−LµL,ξ,peru +∇∗a∇u = f in Q ×Ω,
u(x,φ) = u(y, φ) if x, y ∈ QL, φ ∈ Ω, x − y ∈ 2LZd,
u(x0) = 0.
Note that the operator ∇∗a∇ can be expressed explicitly as(∇∗a∇u)(x,φ) =∑
y∼xV′′(φ(y) − φ(x) − ξ ⋅ (y − x)) (u(x) − u(y)) .
We call the partial differential equation in (3.17) the Helffer-Sjo¨strand equation,
and the formula (3.15) the Helffer-Sjo¨strand representation.
Let us now show that the preceding derivation of (3.17) is actually rigorous for
any F ∈H1(µ), provided that we interpret the equation as an assertion of equality
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between two elements of L2(Q;H−1(µ)) or, equivalently, as an equality for each
fixed x ∈ Q between elements of H−1(µ). Note that f belongs to this space provided
that F ∈H1(µ)—in fact it belongs to L2(Q;L2(µ))—and∥f∥2L2(Q;H−1(µ)) = ∑
x∈Q ∥∂xF ∥2H−1(µ) ≤ ∑x∈Q ∥∂xF ∥2L2(µ) ≤ ∥F ∥2H1(µ) .
Meanwhile, for each fixed x ∈ Q and w ∈ C∞c (Ω), we have⟨wf(x, ⋅)⟩µ = ⟨∂∗xw (F − ⟨F ⟩µ)⟩µ= − ⟨∂∗xwLµG⟩µ= ∑
y∈Q ⟨(∂y∂∗xw) (∂yG)⟩µ= ∑
y∈Q ⟨(∂∗x∂yw) (∂yG)⟩µ +∑y∈Q ⟨([∂y, ∂∗x]w) (∂yG)⟩µ .
For the first sum on the right side, we observe that∑
y∈Q ⟨(∂∗x∂yw) (∂yG)⟩µ = ∑y∈Q ⟨(∂yw) (∂yu(x, ⋅))⟩µ = − ⟨wLµu(x, ⋅)⟩µ .
For the second term, we use the commutator identity[∂y, ∂∗x] = −1{x∼y}V′′ (φ(y) − φ(x) − ξ ⋅ (y − x)) + 1{x=y}∑
e∋xV′′ (∇φ(e) −∇`ξ(e))
to obtain, for each x ∈ Q,∑
y∈Q ⟨([∂y, ∂∗x]w) (∂yG)⟩µ = ∑y∈Q ⟨([∂y, ∂∗x]w)u(y, ⋅)⟩µ= ∑
y∈Q∪∂Q ⟨([∂y, ∂∗x]w)u(y, ⋅)⟩µ=∑
y∼x ⟨wV′′(φ(y) − φ(x) − ξ ⋅ (y − x)) (u(x, ⋅) − u(y, ⋅))⟩µ= ⟨w (∇∗a∇u) (x, ⋅)⟩µ .
Combining the above, we obtain, for each x ∈ Q and w ∈ C∞c (Ω),− ⟨wLµu(x, ⋅)⟩µ + ⟨w (∇∗a∇u) (x, ⋅)⟩µ = ⟨wf(x, ⋅)⟩µ .
By density, we obtain that, in the sense of H−1(µ), for every x ∈ Q,−Lµu(x, ⋅) + (∇∗a∇u) (x, ⋅) = f(x, ⋅).
This completes the rigorous demonstration of (3.17).
3.3. Well-posedness of boundary-value problems. We next show that the
boundary-value problem (3.17) can be solved more generally and more directly
than by differentiating (3.16). We first introduce the appropriate function spaces
and norms. For each U ⊆ QL, we let H1(U,µ) be the Banach space of functions
w ∶ U ×Ω→ R with respect to the norm ∥⋅∥H1(U,µ) defined by∥w∥2H1(U,µ) ∶= ∑
x∈U ⟨w(x, ⋅)2⟩µ + ∑e∈E(U) ⟨(∇w(e, ⋅))2⟩µ +∑y∈Q∑x∈U ⟨(∂yw(x, ⋅))2⟩µ .
It is convenient to also define the seminorm J⋅KH1(U,µ) by
(3.20) JwK2H1(U,µ) ∶= ∑
e∈E(U) ⟨(∇w(e, ⋅))2⟩µ +∑y∈Q∑x∈U ⟨(∂yw(x, ⋅))2⟩µ .
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We denote by H10(U,µ) the subspace of H1(U,µ) consisting of those elements of
H1(U,µ) which vanish on ∂U ×Ω. We also define the dual space H−1(U,µ) to be
the completion of C∞c (U ×Ω) with respect to
∥f∥H−1(U,µ) ∶= sup{∣∑
x∈U ⟨f(x, ⋅)w(x, ⋅)⟩µ∣ ∶ w ∈H10(U,µ), ∥w∥H1(U,µ) ≤ 1} .
We next prove a Poincare´ inequality for H1(U,µ), which is an easy consequence
of Lemma 3.1. We give two statements, one for functions which vanish on the
boundary of U and another for zero-mean functions in the case U is a cube. For
every U ⊆ QL and u ∈ L1(U,µ), we denote the mean of u by
(3.21) (u)U,µ ∶= ∑
x∈U ⟨u(x, ⋅)⟩µ .
We sometimes write (u)U in place of (u)U,µ for short.
Lemma 3.3 (Poincare´ inequality for H1(U,µ)). There exists C(d, λ) < ∞ such
that:
(i) For every U ⊆ QL and w ∈H10(U,µ),
(3.22) ∥w∥L2(U,µ) ≤ CL JwKH1(U,µ) .
(ii) For every L ∈ N, cube Q′ ⊆ QL and w ∈H1(Q′, µ),
(3.23) ∥w − (w)Q′,µ∥L2(Q′,µ) ≤ CL JwKH1(Q′,µ) .
Proof. Denote w(x) ∶= ⟨w(x, ⋅)⟩µ. In the case of (i), since w vanishes on ∂U , the
(discrete) Poincare´ inequality on QL yields∑
x∈U w(x)2 ≤ CL2 ∑e∈E(U) (∇w(e))2 ≤ CL2 ∑e∈E(U) ⟨(∇w(e, ⋅))2⟩µ .
In the case of (ii), we may suppose without loss of generality that (w)Q′,µ = 0 and
then apply the (discrete) Poincare´ inequality for mean-zero functions on Q to obtain∑
x∈Qw(x)2 ≤ C diam(Q)2 ∑e∈E(Q) (∇w(e))2 ≤ CL2 ∑e∈E(Q) ⟨(∇w(e, ⋅))2⟩µ .
In both cases, an application of Lemma 3.1 yields, for each x ∈ U ,⟨(w(x, ⋅) −w(x))2⟩
µ
≤ CL2 ∑
y∈Q ⟨(∂yw(x, ⋅))2⟩µ .
Summing over x ∈ U and combining the result with the previous displays gives the
lemma. 
We turn to the well-posedness of the Dirichlet boundary-value problem for the
Helffer-Sjo¨strand equation, which we interpret as an assertion of equality between
elements of H−1(U,µ).
Lemma 3.4. Let U ⊆ QL and f ∈ H−1(U,µ). There exists a unique solution
u ∈H1(U,µ) of the boundary-value problem
(3.24) { −Lµu +∇∗a∇u = f in U ○ ×Ω,
u = 0 on ∂U ×Ω,
which satisfies, for a constant C(d, λ) <∞, the estimate
(3.25) L−1 ∥u∥L2(U,µ) + JuKH1(U,µ) ≤ CL ∥f∥H−1(U,µ) .
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Proof. Let f ∈ H−1(U,µ). A function u ∈ H1(U,µ) is a solution of (3.24) if and
only if
(3.26) ∑
y∈Q∑x∈U ⟨(∂yu(x, ⋅))(∂yw(x, ⋅))⟩µ + ∑e∈E(U) ⟨∇u(e, ⋅)a(e)∇w(e, ⋅)⟩µ= ∑
x∈U ⟨f(x, ⋅)w(x, ⋅)⟩µ , ∀w ∈H10(U,µ).
The symmetric bilinear form on the left side of the previous display is coercive
with respect to the H1(U,µ) norm on the subspace H10(U,µ), by Lemma 3.3. The
Lax-Milgram lemma therefore yields the existence of a unique solution u ∈H10(U,µ).
We see that this function satisfies (3.25) by taking w = u in (3.26) and applying
part (i) of Lemma 3.3. 
We next give the well-posedness of the Neumann problem in a cube Q′, in which
the boundary condition specifies the flux through boundary edges. For this purpose
we introduce the set of boundary edges ∂E(Q′) of Q′, defined by
(3.27) ∂E(Q′) ∶= {e ∈ E(Q′) ∶ e = (x, y), x ∈ (Q′)○, y ∈ ∂Q′} .
Lemma 3.5. Fix a cube Q′ ⊆ QL and f ∈ L2(E(Q′), µ) There exists a solution
u ∈H1(Q′, µ) of the boundary-value problem
(3.28) { −Lµu +∇∗a∇u = ∇∗f in (Q′)○ ×Ω,
a∇u = f on ∂E(Q′) ×Ω,
satisfying
(3.29) (u)Q′,µ = 0.
Moreover, there exists a constant C(d, λ) <∞ such that
(3.30) L−1 ∥u∥L2(Q′,µ) + JuKH1(Q,′µ) ≤ CL ∥f∥L2(E(Q′),µ) .
Proof. Let f ∈ L2(E(Q′), µ). A function u ∈H1(Q′, µ) is a solution of (3.28) if and
only if
(3.31) ∑
y∈Q ∑x∈(Q′)○ ⟨(∂yu(x, ⋅))(∂yw(x, ⋅))⟩µ + ∑e∈E(Q′) ⟨∇u(e, ⋅)a(e)∇w(e, ⋅)⟩µ= ∑
x∈E(Q′) ⟨f(e, ⋅)∇w(e, ⋅)⟩µ , ∀w ∈H1(Q′, µ).
The symmetric bilinear form on the left side of the previous display is coercive with
respect to the H1(Q′, µ) norm on the closed subspace of H1(Q′, µ) of functions
satisfying (3.29), by part (ii) of Lemma 3.3. The Lax-Milgram lemma therefore
yields the existence of a unique solution u ∈H1(Q′, µ) of (3.28), (3.29). We see that
this function satisfies (3.30) by taking w = u in (3.26), using Cauchy’s inequality
and then applying Lemma 3.3. 
3.4. Variational characterization, scaling limits and homogenization. The
solution of the Dirichlet boundary-value problem (3.24) can also be characterized
as the unique minimizer of the variational problem
(3.32) inf
w∈H10(U,µ)Eµ,U,f [w]
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where we let Eµ,U,f [⋅] denote the energy functional
Eµ,U,f [w] ∶= 1
2
∑
y∈Q ∑x∈U○ ⟨(∂yw(x, ⋅))2⟩µ + 12 ∑e∈E(U) ⟨a(e)(∇w(e, ⋅))2⟩µ− ∑
x∈U○ ⟨f(x, ⋅)w(x, ⋅)⟩µ .
Indeed, by a direct computation one checks that (3.26) is the first variation of (3.32).
Observe that, if u is the solution of (3.24), then by (3.26) we have that
Eµ,U,f [u] = −1
2
∑
y∈Q ∑x∈U○ ⟨(∂yu(x, ⋅))2⟩µ − 12 ∑e∈E(U) ⟨a(e)(∇u(e, ⋅))2⟩µ= −1
2
∑
x∈U○ ⟨f(x, ⋅)u(x, ⋅)⟩µ .
We may therefore give the variance of an element F ∈ H1(µL,ξ) a variational
characterization. By the previous display and (3.15), we have
⟨(F − ⟨F ⟩µL,ξ)2⟩
µL,ξ
= −2EµL,ξ,QL,f [u] = −2 inf
w∈H10(QL,µL,ξ)EµL,ξ,QL,f [w] ,(3.33)
where u ∈H10(QL, µL,ξ) is the unique solution of (3.17) with f(x, ⋅) = ∂xF .
This variational characterization of the variance of a random variable F with
respect to the Gibbs measure µL,ξ will prove to be quite useful. Indeed, it is
underlying idea behind the proof of the scaling limit of the ∇φ–model to a Gaussian
free field (GFF) in the work of Naddaf and Spencer [24]. To see this connection,
consider, for R ≥ 1, the particular random variable
(3.34) FR(∇φ) ∶= R− d2 ∑
e∈E fi ( xR) (φ(x + ei) − φ(x)) ,
where, for each i ∈ {1, . . . , d}, we take fi ∶ Rd → R to be a compactly supported,
smooth, deterministic function. We also suppose for convenience that we are working
with the infinite-volume Gibbs state µ∞,ξ that we will construct in Section 4.3, so
that ∇φ is defined on all of E . To prove that R d2∇φ (R⋅) converges in distribution,
as R →∞ to the gradient of a GFF with covariance matrix a, one needs to show
that the random variable FR converges in law, as R → ∞, to a normal random
variable with zero mean and variance
(3.35) ∫
Rd
∇u ⋅ a∇udx,
where u is the solution of the PDE
(3.36) −∇ ⋅ a∇u = ∇ ⋅ f in Rd,
By an integration by parts and the variational principle for (3.36), we have that
(3.37) ∫
Rd
∇u ⋅ a∇udx = −2ERd,∇⋅f [u] ∶= −2∫
Rd
(1
2
∇u ⋅ a∇u − f ⋅ ∇u) .
On the other hand, by the infinite-volume analogue of (3.33), we have that
(3.38) varµ∞,ξ [FR] = −2Eµ∞,ξ,Zd,∇⋅f [uR] ,
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where uR is the solution of the Helffer-Sjo¨strand equation
(3.39) −Lµu +∇∗a∇uR = R− d2∇∗f ( ⋅
R
) in Zd ×Ω∞.
One can therefore see the desired convergence of varµ∞,ξ [FR] to the quantity
in (3.35) as the statement that the energy of the solution of (3.39) converges to
the energy of the solution of (3.36). This is a manifestation of a more general
homogenization principle which states roughly that the operator on the left side
of (3.39) “homogenizes” to the one on the left side of (3.36). As observed in [24],
an appropriate formalization of this homogenization principle is powerful enough
to give the full scaling limit of ∇φ under µ∞,ξ, that is, the convergence in law, after
the scaling above, to a gradient GFF.
Since there is a strong connection between homogenization of second-order elliptic
operators and invariance principles of random walks in random environments (see
Section 3.7 below), the idea of Naddaf and Spencer can also be given a natural
probabilistic interpretation in terms of the latter, which was subsequently explored
in various works (see for instance [15, 18, 23] and the references therein).
In the periodic case µ = µL,ξ,per, we can similarly characterize the variance
of an observable F ∈ H1(µL,ξ,per) in terms of the energy of the solution of the
Helffer-Sjo¨strand equation in QL with periodic boundary conditions. Denote by
H1per(QL, µL,ξ) the space of functions such that w ∈ H1(QL, µL,ξ), w(x0) = 0 and
that w(x) = w(y) if x − y = 2LZ. We have,⟨(F − ⟨F ⟩µL,ξ,per)2⟩
µL,ξ,per
= −2EµL,ξ,per,QL,f [u] = −2 inf
w∈H10(QL,µL,ξ,per)EµL,ξ,per,QL,f [w] ,
The Neumann boundary value problem (3.28) also admits a natural variational
interpretation. Indeed, it is easy to check that the solution u of (3.28) is the unique
minimizer of the problem
(3.40) inf
w∈H1(Q,µL,ξ), (w)Q,µL,ξ=0EµL,ξ,Q,∇∗f [w] .
3.5. Some functional inequalities. In this subsection we present some basic
estimates for the objects introduced above. We begin by observing that Lemma 3.4
implies the following spectral gap inequalities for the measure µL,ξ and µL,ξ,per.
Corollary 3.6 (Spectral gap for µL,ξ). There exists C(d, λ) < ∞ such that, for
every F ∈H1(µL,ξ),
(3.41) varµL,ξ [F ] ≤ CL2 ∑
x∈QL,per ⟨(∂xF )2⟩µL,ξ,per .
Proof. Let f(x,φ) ∶= ∂xF (φ) and let u ∈ H1(QL, µL,ξ) be the solution of (3.24).
According to (3.15) and Lemma 3.4, in particular (3.25),
varµL,ξ [F ] = ∑
x∈Q○L ⟨f(x, ⋅)u(x, ⋅)⟩µL,ξ ≤ ∥u∥H1(QL,µL,ξ) ∥f∥H−1(QL,µL,ξ)≤ CL2 ∥f∥2H−1(QL,µL,ξ)≤ CL2 ∑
x∈Q○L ⟨(∂xF )2⟩µL,ξ . 
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Corollary 3.7 (Spectral gap for µL,ξ,per). There exists C(d, λ) <∞ such that, for
every F ∈H1(µL,ξ,per),
varµL,ξ,per [F ] ≤ CL2 ∑
x∈Q○L ⟨(∂xF )2⟩µL,ξ,per .
We next present the Brascamp-Lieb inequality [9], which is a shaper version of
the previous lemma. The proof we give is essentially the same as the one sketched
in [24]. We denote the Green function for the discrete Laplacian with zero Dirichlet
boundary conditions in QL by GQL(x, y).
Proposition 3.8 (Brascamp-Lieb inequality for µL,ξ). For every F ∈H1(µL,ξ),
(3.42) varµL,ξ [F ] ≤ 1λ ∑x,y∈Q○LGQL(x, y) ⟨(∂xF ) (∂yF )⟩µL,ξ .
For every ψ ∶ QL → R, we have
(3.43) log ⟨exp(t ∑
y∈QL φ(y)ψ(y))⟩µL,ξ ≤ 1λt2 ∑x,y∈Q○LGQL(x, y)ψ(x)ψ(y).
Proof. Step 1. The proof of (3.42). Let F ∈H1(µL,ξ). Denote
(3.44) f(x,φ) ∶= ∂xF (φ) ∈ L2(QL, µL,ξ)
By Lemma 3.4, there exists a solution u ∈H10(QL, µL,ξ) of the equation
{ −∆φu +∇∗ ⋅ a∇u = f in Q○L ×ΩQL ,
u = 0 on ∂QL ×ΩQL .
By (3.15),
(3.45) varµL,ξ [F ] = ∑
x∈Q○L ⟨u (x, ⋅) f(x, ⋅)⟩µL,ξ .
For each fixed φ ∈ Ω, let w(⋅, φ) ∶= λ−1∆−1L f(⋅, φ), that is, w is the solution of the
problem
{ − λ∆w = f(⋅, φ) in Q○L,
w = 0 on ∂QL.
Using the equations, and an energy comparison, we have that−λ ∑
e∈E(QL) ⟨(∇w(e, ⋅))2⟩µL,ξ= λ ∑
e∈E(QL) ⟨(∇w(e, ⋅))2⟩µL,ξ − 2 ∑x∈Q○L ⟨w(x, ⋅)f(x, ⋅)⟩µL,ξ≤ λ ∑
e∈E(QL) ⟨(∇u(e, ⋅))2⟩µL,ξ − 2 ∑x∈Q○L ⟨u(x, ⋅)f(x, ⋅)⟩µL,ξ≤ ∑
y∈QL ∑x∈Q○L ⟨(∂yu(x, ⋅))2⟩µ + ∑e∈E(Q) ⟨a(e, ⋅)(∇u(e, ⋅))2⟩µ − 2 ∑x∈Q○L ⟨u(x, ⋅)f(x, ⋅)⟩µL,ξ= − ∑
x∈Q○L ⟨u(x, ⋅)f(x, ⋅)⟩µL,ξ .
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We deduce that
varµL,ξ [F ] = ∑
x∈Q○L ⟨u(x, ⋅)f(x, ⋅)⟩µL,ξ≤ λ ∑
e∈E(QL) ⟨(∇w(e, ⋅))2⟩µL,ξ = ∑x∈Q○L ⟨w(x, ⋅)f(x, ⋅)⟩µL,ξ .
This is (3.42).
Step 2. We prove (3.43) This follows from (3.42) by differentiating the quantity
(3.46)
∂2
∂t2
log ⟨exp(t ∑
y∈QL φ(y)ψ(y))⟩µL,ξ = varµt [ ∑y∈QL φ(y)ψ(y)] ,
where µt denotes the tilted Gibbs measure with Hamiltonian
HL,t ∶=HL + t ∑
y∈QL φ(y)ψ(y).
Note that D2HL,t = D2HL ≥ λ∆L. Analogues of the Poincare inequality (Lemma
3.3) , the solvability of the Helffer-Sjo¨strand equation (Lemma 3.4), and the variance
estimate (3.42) for measure µt in place of µ, and can be obtained without any
changes to the arguments. The claim thus follows from integrating (3.42) for µt. 
Let GQL,per denote the Green function for the discrete Laplacian with periodic
boundary conditions in QL and zero boundary condition at x0. We have a similar
version of Brascamp-Lieb inequality for µ = µL,ξ,per.
Proposition 3.9. For every F ∈H1(µL,ξ,per),
(3.47) varµL,ξ,per [F ] ≤ 1λ ∑x,y∈QL,per(GQL,per(x, y) ⟨(∂xF ) (∂yF )⟩µL,ξ,per .
For every ψ ∶ QL,per → R, we have
(3.48) log ⟨exp⎛⎝t ∑y∈QL,per φ(y)ψ(y)⎞⎠⟩µL,ξ,per ≤
1
λ
t2 ∑
x,y∈QL,perGQL,per(x, y)ψ(x)ψ(y).
We next present a version of the elliptic Caccioppolli inequality.
Lemma 3.10 (Caccioppoli inequality). There exists C(data) <∞ such that, for ev-
ery M ∈ N with 2 ≤M and 2M ≤ L and every u ∈H1 (Q2M , µ) and f ∈H−1(Q2M , µ)
satisfying
(3.49) −Lµu +∇∗a∇u = f in Q2M ×Ω,
we have the estimate
(3.50) JuKH1(QM ,µ) ≤ C ( 1M ∥u − (u)Q2M ∥L2(Q2M ,µ) + ∥f∥H−1(Q2M ,µ)) .
Proof. The proof is almost the same as that of the standard Caccioppolli inequality,
the main difference being the discrete notation. By subtracting a constant from u
we may suppose that (u)Q2M = 0. Fix a cutoff function η ∈ C∞c (Rd) such that
(3.51) 0 ≤ η ≤ 1, η ≡ 1 on QM , η ≡ 0 on ∂Q2M
and, for every x, y ∈ Q2M with x ∼ y,
(3.52) (η(x) − η(y))2 ≤ CM−2 (η(x) + η(y)) .
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It suffices to take, for instance, η ∶= η̃2 for any η̃ satisfying (3.51). Testing (3.49)
with ηu yields
1
2
∑
x,y∈Q2M , x∼y ⟨a(x, y)(u(x, ⋅) − u(y, ⋅))(η(x)u(x, ⋅) − η(y)u(y, ⋅))⟩µ+∑
y∈Q ∑x∈Q2M η(x) ⟨(∂yu(x, ⋅))(∂yu(x, ⋅))⟩µ − ∑x∈Q2M ⟨f(x, ⋅)η(x)u(x, ⋅)⟩µ = 0.
Observe that
1
2
∑
x,y∈Q2M , x∼y ⟨a(x, y)(u(x, ⋅) − u(y, ⋅))(η(x)u(x, ⋅) − η(y)u(y, ⋅))⟩µ= ∑
x,y∈Q2M , x∼y (η(x) + η(y)) ⟨a(x, y)(u(x, ⋅) − u(y, ⋅))2⟩µ+ 1
2
∑
x,y∈Q2M , x∼y ⟨u(y, ⋅)a(x, y)(u(x, ⋅) − u(y, ⋅)) (η(x) − η(y))⟩µ≥ 1
2
∑
x,y∈Q2M , x∼y (η(x) + η(y)) ⟨a(x, y)(u(x, ⋅) − u(y, ⋅))2⟩µ
−C ∑
x,y∈Q2M , x∼y
(η(x) − η(y))2
η(x) + η(y) u(y)2a(x, y).
Combining the previous two displays and using (3.51) and (3.52), we getJuKH1(QM ,µ) ≤ ∑
y∈Q ∑x∈Q2M η(x) ⟨(∂yu(x, ⋅))(∂yu(x, ⋅))⟩µ+ 1
2
∑
x,y∈Q2M , x∼y (η(x) + η(y)) ⟨a(x, y)(u(x, ⋅) − u(y, ⋅))2⟩µ
≤ ∑
x∈Q2M ⟨f(x, ⋅)η(x)u(x, ⋅)⟩µ +C ∑x,y∈Q2M , x∼y (η(x) − η(y))
2
η(x) + η(y) u(y)2≤ C ∥u∥H1(Q2M ,µ) ∥f∥H−1(Q2M ,µ) +CM−2 ∥u∥L2(Q2M ) .
Since u has mean zero, we have by Lemma 3.3 that ∥u∥H1(Q2M ,µ) ≤ C JuKH1(Q2M ,µ).
Therefore the previous display implies (3.50). 
3.6. Some special estimates for µL,ξ,per. We first present an estimate on the
distributional tail of the field φ sampled by the Gibbs measure µL,ξ,per.
Lemma 3.11 (Oscillation estimate, periodic fields). There exists C(data) < ∞,
such that, for every s ≥ C, ξ ∈ Rd and L ∈ N,
(3.53) µL,ξ,per ({φ ∈ Ωper(QL) ∶ max
x∈QL ∣φ(x)∣ > Cs logL}) ≤ exp (−s2 logL) .
Proof. We will prove (3.53) by estimating the exponential moments of ∣φ(x)∣ for
each x ∈ QL and then take a union bound over x. In view of (3.3), it suffices to
bound the exponential moments of φ(x), which we do by an application of the
Brascamp-Lieb inequality Proposition 3.9. Let GQL,per denote the Green function for
the discrete Laplacian with periodic boundary conditions in QL and zero boundary
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condition at x0. Then we obtain, for a constant C(λ) <∞, and all s ∈ R
max
x∈QL ⟨exp(sφ(x))⟩µL,ξ,per ≤ exp( s22λ maxx∈QL (GQL,per(x,x)))≤ exp(Cs2 logL).
Applying the Chebyshev inequality and optimize over s, we obtain, for a con-
stant C1(λ) <∞ and every s > 0,
max
x∈QL µL,ξ,per {φ(x) > C1s logL} ≤ exp (−s2 logL) .
The claim follows by taking a union bound over all x. 
We denote by P′L,ξ,per,φ the law of the Markov process (3.8), with initial condition
φper,0 = φ. In what follows we consider the stationary Langevin dynamics, that is,
we sample the initial condition with µL,ξ,per, so that the law of φper,t is given by
µL,ξ,per ⊗ P′L,ξ,per,φ. We next give an estimate on the oscillations of the dynamical
field φper,t.
Lemma 3.12. Let R ∈ [1,∞). There exist C(R,data) <∞ and L0(R,data) <∞
such that, for every T, s ∈ (1,∞), ξ ∈ BR and L ≥ L0,
(3.54) (µL,ξ,per ⊗ P′L,ξ,per,φ) [ max(t,x)∈(0,T ]×QL ∣φper,t(x)∣ > Cs (log(LT ))]≤ exp (−s2 (log(LT ))) .
Proof. Take ξ ∈ BR. Since the time parameter is continuous, we prove the claim
in two steps. First we discretize the time into intervals of length (logL)−1, and
define the corresponding comb set by C ∶= {(t, x) ∈ (0, T ] × QL, t logL ∈ Z}. A
union bound over the tail estimate proved in Lemma 3.11 controls the maximum
of φper over (t, x) ∈ C. Then we use continuity of the Brownian motion to bound
φper,t(x) − φper,t0(x), whenever ∣t − t0∣ < (logL)−1.
We first discuss the continuity estimates in t. The dynamics (3.8) imply, for
every e = (x, y) ∈ E(QL),
d∇φper,t(e)
= −(∑
e∋yV′(−∇`ξ(e) +∇φper,t(e)) −∑e∋xV′(−∇`ξ(e) +∇φper,t(e))) dt + 2dBt(e),
where Bt(e) ∶= 1√2(Bt(y) − Bt(x)) is a standard Brownian motion. Let Gt ∶=
maxe∈E(QL) ∣∇φper,t(e)∣ and M ∶= maxe∈E(QL) maxt∈(0,(logL)−1]Bt(e), the boundedness
of V′′ implies that
Gt ≤ 4dΛ∫ t
0
(Gs + ∣ξ∣)ds + 2M.
Choose L large enough such that ΛR < logL, we apply Gronwall inequality to
obtain for t ∈ (0, (logL)−1]
Gt ≤ 2(M + 1) + 8dΛ∫ t
0
(M + 1) exp (4dΛ(t − s)) ds.
That is,
Gt ≤ C(M + 1) exp (4dΛt) .
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We now bound φper,t by a comparison with independent Brownian motions. Denote
by Ψper,t ∶= φper,t − (√2Bt + φper,0). We then have for all x ∈ QL,
dΨper,t(x) ≤ 2dmax
e∋x V′(−∇`ξ(e) +∇φper,t(e))≤ 2dΛ max
e∋x (∣∇φper,t(e)∣ + ∣ξ∣)≤ 2dΛGt + 2dΛ∣ξ∣ ≤ C(M + 1) exp (4dΛt) +CΛR.
Integrating over t ∈ (0, (logL)−1], we have the following inequality in law:
max
t∈(0,(logL)−1] ∣Ψper,t(x)∣ ≤ C(M +R + 1).
We are now ready to finish the proof of the Lemma. Given t ∈ (0, T ], take
t∗ ∈ 1logLZ such that t − t∗ ∈ (0, (logL)−1]. Using the stationarity of φper,t in time,
we have the following inequalities in law:
max(t,x)∈(0,T ]×QL ∣φper,t(x)∣(3.55)≤ max(t,x)∈C ∣φper,t(x)∣ + max(t,x)∈(0,T ]×QL ∣φper,t(x) − φper,t∗(x)∣≤ max(t,x)∈C ∣φper,t(x)∣ + max(t∗,x)∈C maxt∈(0,(logL)−1] ∣φper,t+t∗(x) − φper,t∗(x)∣≤ max(t,x)∈C ∣φper,t(x)∣ + max(t∗,x)∈C maxt∈(0,(logL)−1] ∣Ψper,t(x)∣ + 2 max(t∗,x)∈C maxt∈(0,(logL)−1] ∣Bt(x)∣≤ max(t,x)∈C ∣φper,t(x)∣ +C(M +R + 1) + 2 max(t∗,x)∈C maxt∈(0,(logL)−1] ∣Bt(x)∣.
Applying Lemma 3.11 and taking a union bound over t ∈ (logL)−1Z we find,
for L > L0(R,data)
(µL,ξ,per ⊗ P′L,ξ,per,φ) [ max(t,x)∈C ∣φper,t(x)∣ > Cs (log(LT ))]
≤ T logL exp (−s2 log(LT )) ≤ exp(−s2
2
log(LT )) .
Applying a union bound and then Doob’s inequality, we obtain
(µL,ξ,per ⊗ P′L,ξ,per,φ) [M > s log(LT )]
≤ ∣QL∣ (µL,ξ,per ⊗ P′L,ξ,per,φ) [ max
t∈(0,(logL)−1]Bt(0) ≥ logL]
≤ ∣QL∣ exp(−1
2
(logL)3) ≤ exp(−1
3
(logL)3) .
Taking a union bound over (t∗, x) ∈ C then yields
(µL,ξ,per ⊗ P′L,ξ,per,φ) [ max(t∗,x)∈C maxt∈(0,(logL)−1] ∣Bt(x)∣ > Cs log(LT )] ≤ exp(−14(logL)3) .
Combining (3.55) with the last three inequalities we conclude the lemma. 
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3.7. The Helffer-Sjo¨strand operator as a generator. The operatorLµL,ξ −∇∗a∇
on the left side of (3.24) is the infinitesimal generator of a Markov process on the
state space Ω0(QL)×QL. We let φt evolve according to (3.4) and augment it with the
continuous-time random walk on QL, denoted by {Xt}t≥0, with the time dependent
jump rate a(t, e) ∶= V′′(∇φt(e) −∇`ξ) along a edge e ∈ E(Zd). Then {(Xt, φt)}t≥0 is
a Markov process on Ω0(QL) ×QL and its infinitesimal generator is precisely the
Helffer-Sjo¨strand operator LµL,ξ −∇∗a∇.
Given a trajectory {φt}t≥0, we may also view the random walk {Xt} as a Markov
process on Zd with infinitesimal generator ∇∗a{φ⋅}∇. (We sometimes write a{φ⋅}(t, e)
in place of a(t, e) if we wish to emphasize the dependence of a(t, e) on {φt}.) The
equivalence of these two points of view—namely, thinking of (Xt, φt) as a Markov
process, or alternatively thinking of φt as a Markov process and Xt as a second
Markov process which depends on φt—gives us a convenient way to represent
solutions of (3.24).
Let us now fix some notation. For each (x,φ) ∈ QL×Ω0(QL), we denote by EL,x,φ
the expectation with respect to the law of the Markov process (Xt, φt), described
above, with (X0, φ0) = (x,φ). For each φ ∈ Ω0(QL), we let E′L,φ be the expectation
with respect to the law of process (φt) starting from φ0 = φ. Finally, for every
x ∈ QL and trajectory {φt}t≥0, which a continuous function from (0,∞)→ Ω0(QL),
we let E′′
L,x,{φ⋅} be the expectation of the Markov process (Xt) given (φt) and X0 = x.
By the discussion in the previous paragraphs, it is clear that
(3.56) EL,x,φ = E′L,φ ⊗E′′L,x,{φ⋅},
where the ⊗ denotes the semidirect product.
Lemma 3.13 (Representation of the Dirichlet problem). Let U ⊆ QL. Assume that
F ∈ L2(U,µL,ξ) is smooth. The solution v of the Dirichlet problem
{ −LµL,ξv +∇∗a∇v = F in U ○ ×Ω0(QL),
v = 0 on ∂U ×Ω0(QL),
is given by the formula
(3.57) v(x,φ) = E′L,φ [∫ ∞
0
w (t, x;{φ⋅}) dt]
where, for each trajectory {φt}, the function w(⋅;{φ⋅}) is the solution of the parabolic
initial-value problem
(3.58)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tw +∇∗a{φ⋅}∇w = 0 in (0,∞) ×U ○,
w = 0 on (0,∞) × ∂U,
w = F (⋅, φ) on {0} ×U ○.
Proof. We begin with the observation that v admits the following (Feynman-Kac-
type) stochastic representation formula:
(3.59) v(x,φ) = EL,x,φ [∫ τ∂U
0
F (Xs, φs)ds] , (x,φ) ∈ U ×Ω0(QL)
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where τ∂U ∶= inf {t > 0 ∶ Xt ∈ ∂U} is the stopping time for the process (Xt, φt) to
hit ∂U ×Ω0(QL). To see that (3.59) is valid, we denote
(3.60) V (t, x, φ) ∶= EL,x,φ [F (Xt, φt)1{t<τ∂U}] , (t, x, φ) ∈ (0,∞) ×U ×Ω0(QL)
and observe immediately from the fact that LµL,ξ − ∇∗a∇ is the generator of the
process (Xs, φs) that V is the solution of the parabolic problem
(3.61)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tV −LµL,ξV +∇∗a∇V = 0 in (0,∞) ×U ○ ×Ω0(QL),
V = 0 on (0,∞) × ∂U ×Ω0(QL),
V = F on {0} ×U ○ ×Ω0(QL).
Therefore (3.59) follows from Duhamel’s principle, which asserts that
(3.62) v(x,φ) = ∫ ∞
0
V (s, x, φ)ds.
Combining now (3.56) and (3.59), we obtain
v(x,φ) = E′L,φ [E′′L,x,{φ⋅} [∫ ∞0 F (Xs, φs)1{s<τ∂U} ds]] .
The solution w(⋅;{φ⋅}) of (3.58) is given by
w(t, x;{φ⋅}) = E′′L,x,{φ⋅} [F (Xt, φt)1{t<τ∂U}] .
The previous two displays yield (3.57). 
Lemma 3.14 (Representation of the Neumann problem). Given a cube Q′ ⊆ QL.
Assume that f ∈ L2(E(Q′), µL,ξ) is smooth. The solution v of the Neumann problem
{ −LµL,ξv +∇∗a∇v = ∇∗f in (Q′)○ ×Ω0(QL),
a∇v − f = ∇`q on ∂E(Q′) ×Ω0(QL),
is given by the formula
(3.63) v(x,φ) = E′L,φ [∫ ∞
0
w (t, x;{φ⋅}) dt]
where, for each trajectory {φt}, the function w(⋅;{φ⋅}) is the solution of the parabolic
initial-value problem
(3.64)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂tw +∇∗a{φ⋅}∇w = 0 in (0,∞) × (Q′)○,
a{φ⋅}∇w = 0 on (0,∞) × ∂E(Q′),
w = ∇∗f on {0} × (Q′)○,
a{φ⋅}∇w − f = ∇`q on {0} × ∂E(Q′).
Proof. Let F ∶ Q′ ×Ω0(QL)→ R denote the function satisfying F (x,φ) = ∇∗f(x,φ)
for each x ∈ (Q′)○ and a(e, φ)∇F (e, φ) = f(e, φ) + q if e ∈ ∂E(Q′). We have that
(3.65) w (t, x,{φ⋅}) ∶= E′′L,x,{φ⋅} [F (Xt, φt)] .
We then observe that we have, for any s ∈ (0,∞),
(3.66) V (s, x, φ) = ∫ s
0
E′L,φ [E′′L,x,{φ⋅} [F (Xt, φt)]] dt = E′L,φ [∫ s0 w (s, x,{φ⋅}) dt] ,
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where V is the solution of the parabolic problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tV −LµL,ξV +∇∗a∇V = ∇∗f in (0,∞) × (Q′)○ ×Ω0(QL),
a∇V − f = ∇`q on (0,∞) × ∂E(Q′) ×Ω0(QL),
V = 0 on {0} × (Q′) ×Ω0(QL).
The proof will be complete once we show that v(x,φ) = lims→∞ V (s, x, φ), in
the sense of L2(Q′, µL,ξ). To prove this, we consider the difference Ṽ (x, s, φ) ∶=
v(x,φ) − V (s, x, φ) and observe that this satisfies⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂tṼ −LµL,ξ Ṽ +∇∗a∇Ṽ = 0 in (0,∞) × (Q′)○ ×Ω0(QL),
a∇Ṽ = 0 on (0,∞) × ∂E(Q′) ×Ω0(QL),
Ṽ = v on {0} ×Q′ ×Ω0(QL)
and then compute, using Lemma 3.3,
∂t ⟨ ∑
x∈(Q′)○ Ṽ
2(t, x, ⋅)⟩
µL,ξ= 2 ⟨ ∑
x∈(Q′)○ Ṽ (t, x, ⋅) (LµL,ξ −∇∗a∇) Ṽ (t, x, ⋅)⟩µL,ξ≤ −2λ ⟨ ∑
e∈E(Q′) (∇Ṽ (t, e, ⋅))2⟩µL,ξ − 2 ⟨∑y∈Q ∑x∈Q′ (∂yṼ (t, x, ⋅))
2⟩
µL,ξ
≤ −cL−2 ⟨ ∑
x∈(Q′)○ Ṽ
2(t, x, ⋅)⟩
µL,ξ
.
This implies that
⟨ ∑
x∈(Q′)○ Ṽ
2(t, x, ⋅)⟩
µL,ξ
≤ ∥v∥2L2(Q′,µL,ξ) exp(−c tL2)
≤ C (∣q∣2 + ∥f∥2L2(Q′,µL,ξ)) exp(−c tL2) .
In particular, we have that v(x,φ) = lims→∞ V (s, x, φ) in the sense of L2(Q′, µL,ξ).
The proof is complete. 
4. Dynamical coupling and localization
It was observed by Funaki and Spohn [17] and later used by Miller [23] that
the Langevin dynamics provide a convenient way to construct couplings between
different gradient Gibbs measures, for example between µL and µM for different
M,L ∈ N, or between measures with slightly different choices of the potential V.
In [17] this coupling technique was used in order to prove the uniqueness of infinite-
volume measures with a given slope. In [23] it was used to prove the CLT in finite
volume, by comparing to the known CLT in infinite volume.
The basic idea is that we can couple the measures by driving the dynamics in (3.4)
with the same family {Bt(x)} of Brownian motions and estimating the difference of
the solutions of the system of SDEs with the aid of parabolic esimates (e.g., the De
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Giorgi-Nash C0,β–type estimate for solutions of uniformly parabolic equations). In
this section we will use this technique to obtain estimates not only on the difference
of the ∇φ fields corresponding to different underlying Gibbs measures, but also on
the closeness of the solutions of respective Helffer-Sjo¨strand equations.
4.1. Coupling the Dirichlet and periodic Gibbs measures. In order to obtain
useful estimates for our couplings, we must control the oscillation of the gradient
fields samples by our Gibbs measures. The Brascamp-Lieb inequality provides
estimate on the fluctuations of our fields, but we need to also estimate the spatial
oscillations of their expectations. In order to obtain such a bound for the field
under the measure µL,ξ, we construct a coupling between µL,ξ and µL,ξ,per (defined
by (3.1)) and apply Lemma 3.12.
Lemma 4.1 (Dynamical coupling of µL,ξ and µL,ξ,per). Let µL,ξ and µL,ξ,per be
defined as above. There exists a random element (φ,φper) of C(R+; Ω0(QL)) ×
C(R+; Ωper(QL)) with law Θ such that:
(4.1) the law of φ is µL,ξ ⊗ P′L,ξ,φ,
(4.2) the law of φper is µL,ξ,per ⊗ P′L,ξ,per,φ,
and, for any A <∞ and ξ ∈ BR, there exists a constant C(A,data) <∞, such that
for all L > L0(R,data),
(4.3) Θ({ sup
t∈[0,AL2 logL] supx∈QL ∣φt(x) − φper,t(x)∣ > Cs logL}) ≤ C exp (−s2 logL) .
Proof. As in Subsection 3.7, let P′L,ξ,φ0 and P′L,ξ,per,φ̃0 respectively denote the laws
of the processes {φt} and {φper,t} defined by⎧⎪⎪⎪⎨⎪⎪⎪⎩
dφt(x) =∑
y∼xV′(−ξ ⋅ (y − x) + φt(y) − φt(x))dt +√2dBt(x), x ∈ Q○L,
φt(x) = 0, x ∈ ∂QL,
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dφper,t(x) =∑
y∼xV′(−ξ ⋅ (y − x) + φper,t(y) − φper,t(x))dt+√2dBt(x), x ∈ [−L,L)d ∩Zd ∖ {x0},
φper,t(x0) = 0,
φper,t(x) = φper,t(y), x ∈ ∂QL ∩ (−L,L]d, x − y ∈ 2LZd
starting from φ0 ∈ Ω0(QL) and φ̃0 ∈ Ωper(QL), respectively. We may couple these
measures by requiring that the family {Bt(x) ∶ x ∈ QL} of Brownian motions
driving the dynamics are the same. Note that the periodized dynamics have
more Brownian motions than the Dirichlet dynamics, namely corresponding to the
points [−L,L)d ∩Zd ∖ (Q○L ∪ {x0}).
We let P∗(φ0,φ̃0) be the resulting coupled measure of the joint process {(φt, φt,per)}.
We sample the initial data with µL,ξ × µL,ξ,per by setting
(4.4) Θ′ ∶= (µL,ξ × µL,ξ,per)⊗ P∗(φ,φ̃).
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In other words, Θ′ is the law of the pair (φt, φper,t) of trajectories obtained by first
sampling φ0 and φ̃0 according to the measures µL,ξ and µL,ξ,per, respectively, and
then running the dynamics above.
It is clear, by the invariance of the Gibbs measures with respect to the dynamics,
that at any time t, the law of φt is µL,ξ and the law of φper,t is µL,ξ,per. We will
eventually take the measure Θ as in the statement of the proposition to be the law
of (φt(⋅), φper,t(⋅)). This ensures that (4.1) and (4.2) are satisfied. It remains to
check that the inequality (4.3) is satisfied.
Consider the difference
(4.5) u(t, x) ∶= φt(x) − φper,t(x), (t, x) ∈ (0,∞) ×QL.
Observe that u satisfies the parabolic equation
(4.6) ∂tu +∇∗ ⋅ â∇u = 0 in (0,∞) ×Q○L,
where â is defined by
â(t, e) ∶= ∫ 1
0
V′′ (−∇`ξ(e) + s∇φt(e) + (1 − s)∇φper,t(e)) ds.
The maximum principle then implies that, for every t ∈ (0,∞),
sup
r∈[0,t] supx∈QL ∣u(r, x)∣ ≤ sup(r,x)∈(0,t]×∂QL ∣φper,r(x)∣ +C exp(− tCL2) supx∈QL ∣u(0, x)∣ .(4.7)
Therefore, if we take t ∶= AL2 logL in (4.7), then we have for all large L
sup
r∈[0,AL2 logL] supx∈QL ∣u(r, x)∣ ≤ 2 sup(r,x)∈(0,AL2 logL]×∂QL ∣φper,r(x)∣
Applying Lemma 3.12 with T ∶= AL2 logL now yields (4.3). 
The previous lemma combined with the parabolic Nash estimate (see [27] for a
discrete version which applies here), applied to the equation (4.6), yields that, for
some exponent α(data) > 0,
(4.8) Θ
⎛⎝
⎧⎪⎪⎨⎪⎪⎩ supt∈[ 12AL2 logL,AL2 logL] supx∈QL/2 ∣∇φt(x) −∇φper,t(x)∣ > CsL−α logL
⎫⎪⎪⎬⎪⎪⎭⎞⎠≤ C exp (−s2 logL) .
By (3.2), this implies that, for some α(data) > 0 and C(data) <∞,
(4.9) sup
e∈E(QL/2) ∣⟨∇φ(e)⟩µL,ξ ∣ ≤ CL−α.
Another easy consequence of Lemma 4.1 is the following bound on the oscillation
of field φL,ξ sampled by (Dirichlet) finite-volume measure µL,ξ.
Corollary 4.2 (Oscillation estimate for µL,ξ). Given A <∞, ξ ∈ BR, there exists
C = C(A,data) <∞ such that for all L > L0(R,data),
(4.10) µL,ξ ⊗ P′L,ξ,φ ({ max
t∈[0,AL2 logL] maxx∈QL ∣φ(t, x)∣ > Cs logL}) ≤ exp (−s2 logL) .
Proof. This is an immediate consequence of Lemmas 3.12 and 4.1. 
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4.2. Coupling Dirichlet Gibbs measures with different V’s and L’s. In this
subsection we give the main coupling result needed in the proof of Theorem 1.1.
Throughout this subsection, we consider two interaction potentials V and Ṽ,
each satisfying the assumptions stated in the introduction. We also fix L, L̃ ∈ N
with L, L̃ ≥ 2 and ξ, ξ̃ ∈ Rd and let µL,ξ and µ̃L,ξ̃ denote, respectively, the measures
defined in (1.3) with V and Ṽ.
Proposition 4.3 (Dynamic coupling of µL,ξ and µ̃L̃,ξ̃). Let R ∈ (1,∞) and fix a
ξ ∈ BR. Let K,L, L̃ ∈ N with 2 ≤ K ≤ L ≤ L̃ and let the finite volume measures
µL,ξ and µ̃L̃,ξ̃ be defined as above. There exists a random element (∇φ,∇φ̃) of
C(R+; Ω0(QL)) ×C(R+; Ω0(QL̃)) with law Θ such that:
(4.11) the law of ∇φ is µL,ξ ⊗ P′L,ξ,φ,
(4.12) the law of ∇φ̃ is µ̃L̃,ξ̃ ⊗ P′̃L,ξ,φ̃,
and a constant β(data) ∈ (0, 12], such that for all A <∞, K >K0(R,data) and any
cube x0 +Q2K ⊆ QL, there exists C = C(A,data) <∞ such that
(4.13)
EΘ [ sup
t∈[0,AK2 logK] supe∈E(x0+QK) ∣∇φ(t, e) −∇φ̃(t, e)∣] ≤ CK−β +CK1−β ∥V′ − Ṽ′∥L∞(R) .
Proof. As in Subsection 3.7, let P′L,φ0 and P̃′̃L,φ̃0 respectively denote the law of the
processes defined in (3.4) with respect to (L,V(ξ + ⋅)) and (L̃, Ṽ(ξ̃ + ⋅)), starting
from φ0 ∈ Ω0(QL) and φ̃0 ∈ Ω0(QL̃), respectively. We may couple these measures
by requiring that the family {Bt(x) ∶ x ∈ QL̃} of Brownian motions driving the
dynamics are the same. We let P∗(φ0,φ̃0) be the resulting coupled measure of the
joint process (φ, φ̃). In other words, P∗(φ0,φ̃0) is the law on the set of trajectories(φt, φ̃t) satisfying the coupled set of equations
(4.14)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dφt(x) =∑
y∼xV′(φt(y) − φt(x))dt +√2dBt(x), x ∈ Q○L,
dφ̃t(x) =∑
y∼x Ṽ′(φ̃t(y) − φ̃t(x))dt +√2dBt(x), x ∈ Q○̃L,
φt(x) = 0, x ∈ ∂QL,
φ̃t(x) = 0, x ∈ ∂QL̃,
with initial data (φ0, φ̃0) ∈ Ω0(QL) ×Ω0(QL̃). Let us sample the initial data with
µL × µ̃L̃ itself by setting
(4.15) Θ′ ∶= (µL,ξ × µ̃L̃,ξ̃)⊗ P∗(φ,φ̃).
In other words, Θ′ is the law of the pair (φt, φ̃t) of trajectories obtained by first
sampling φ0 and φ̃0 according to the measures µL,ξ and µ̃L̃,ξ̃, respectively, and then
running the dynamics (4.14).
It is clear, by the invariance of the Gibbs measures with respect to the dynamics,
that at any time t, the law of ∇φt is µL,ξ and the law of ∇φ̃t is µ̃L̃,ξ̃. We will
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eventually take the measure Θ as in the statement of the proposition to be the law
of (∇φt(⋅),∇φ̃t(⋅)) in t ∈ [t∗, t∗ +AK2 logK], where a given time t∗ will be selected
below. This ensures that (4.11) and (4.12) are satisfied. It remains therefore to
show that we can select t in such a way that the bound (4.13) is satisfied.
Consider the difference
(4.16) u(t, x) ∶= φt(x) − φ̃t(x), (t, x) ∈ (0,∞) ×QL.
Observe that u satisfies the parabolic equation
(4.17) ∂tu +∇∗ ⋅ â∇u = ∇∗f in (0,∞) ×QL,
where â and f are defined by
(4.18)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
â(t, e) ∶= ∫ 1
0
V′′ (s∇φt(e) + (1 − s)∇φ̃t(e)) ds,
f(t, e) ∶= V′(∇φ̃t(e)) − Ṽ′(∇φ̃t(e)).
Denote, for r > 0 and (t, x) ∈ (0,∞) ×Zd, the parabolic cylinder
Wr(t, x) ∶= (t, x) + (−r2,0] ×Qr.
By the parabolic Nash estimate (see [27]), there exist β(data) ∈ (0, 12] and C(data) >
0 such that, for every t ∈ [K2,∞),∥u∥L∞(W⌈K/2⌉(t,0)) +Kβ [u]C0,β(W⌈K/2⌉(t,0))≤ C (∥u − (u)WK(t,0)∥L2(WK(t,0)) +K ∥f∥L∞(WK(t,0))) .
In particular,
sup
s∈[t−K2/4,t] supe∈E(Q⌈K/2⌉) ∣∇φ(s, e) −∇φ̃(s, e)∣≤ [u]C0,β(W⌈K/2⌉(t,0))≤ CK−β (∥φ − (φ)WK(t,0)∥L2(WK(t,0)) + ∥φ̃ − (φ̃)WK(t,0)∥L2(WK(t,0)))+K1−β ∥V′ − Ṽ′∥
L∞(R) .
Applying Corollary 4.2, we obtain for some C(A,data) <∞ and all K >K0(R,data)
PΘ [∥φ − (φ)WK(t,0)∥L2(WK(t,0)) + ∥φ̃ − (φ̃)WK(t,0)∥L2(WK(t,0)) > Cs logK]≤ exp(−cs2 logK).
Thus for all K >K0(R,data)
PΘ
⎡⎢⎢⎢⎢⎣ sups∈[t−K2/4,t] supe∈E(Q⌈K/2⌉) ∣∇φ(s, e) −∇φ̃(s, e)∣ −K1−β ∥V′ − Ṽ′∥L∞(R) > cs log(Kt)
⎤⎥⎥⎥⎥⎦≤ exp(−cs2 log(Kt))
Taking t∗ = K2, repeatedly apply the last inequality for t = t∗ + mK2/4,m =
0, 1,⋯, 4A logK, and take a union bound over t ∈ [K2,K2(1+A logK)], we conclude
the proposition. 
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4.3. Infinite-volume Gibbs measures. The coupling results from the previous
subsections allow us to construct an infinite-volume ∇φ-Gibbs state. We denote by
Ω∞ the set of gradient fields on E(Zd). That is, p ∈ Ω∞ if there exists φ ∶ Zd → R
such that p(e) = ∇φ(e) for every e ∈ E(Zd). We may identify φ ∈ Ω0(QL) with an
element of Ω∞ by extending φ to be zero outside of Q○L and then taking its gradient.
We may also identify φ ∈ Ωper(QL) with ∇φ ∈ Ω∞.
For each ξ ∈ Rd, we now construct an infinite volume, translation invariant and
ergodic ∇φ Gibbs measure µ∞,ξ, such that ⟨∇φ(e)⟩µ∞,ξ = 0 for all e ∈ E(Zd). In
view of Proposition 4.3, for any F ∈ C∞c (Ω∞), the sequence of random variable⟨F (∇φ)⟩µL,ξ converges as L→∞. It follows that the law of ∇φ under µL,ξ, viewed
as an element of Ω∞, converges weakly as L→∞. By Lemma 4.1, in particular (4.8),
the law of ∇φ under µL,ξ,per also converges weakly to the same limiting measure.
We denote the (unique) limiting law by µ∞,ξ. In view of (3.2), we have that, for
every e ∈ E(Zd),
(4.19) ⟨∇φ(e)⟩µ∞,ξ = 0.
Moreover, since the law of ∇φ under µL,ξ,per is invariant with respect to Zd–
translations, the same is true of µ∞,ξ. That is,
(4.20) the law of ∇φ(z + ⋅) with respect to µ∞,ξ does not depend on z ∈ Zd.
The stationarity property (4.20) is very convenient to work with, and for this reason
we often work with the measure µ∞,ξ.
4.4. Comparing Helffer-Sjo¨strand solutions. In this section, we use the cou-
plings we have constructed in the previous subsections together with the representa-
tion formulas of Subsection 3.7 to obtain estimates on the continuous dependence,
with respect to various parameters, of the solutions of the Helffer-Sjo¨strand equation.
Lemma 4.4. Let K,L,M ∈ N with 2 ≤ K ≤ L ≤ M and let the finite volume
measures µL,ξ and µ̃M,ξ̃ be defined as above. Also let R ∈ (1,∞) and fix a ∣ξ∣ < R.
There exist β(data) > 0, and a random element (∇φ,∇φ̃) of Ω0(QL)×Ω0(QM) with
law Θ such that:
(4.21) the law of ∇φ is µL,ξ,
(4.22) the law of ∇φ̃ is µ̃M,ξ̃,
and, for all K > K0(R,data) and any cube x0 + Q2K ⊆ QL, the solutions to the
Dirichlet problems
(4.23) { −LµLv +∇∗a∇v = ∇∗f in (x0 +QK)○ ×Ω0(QL),
v = 0 on ∂ (x0 +QK) ×Ω0(QL),
and
(4.24)
⎧⎪⎪⎨⎪⎪⎩ −Lµ̃M ṽ +∇
∗ã∇v = ∇∗f̃ in (x0 +QK)○ ×Ω0(QM),
ṽ = 0 on ∂ (x0 +QK) ×Ω0(QM),
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satisfy the following estimate with C = C(M,data)
EΘ [∥∇v −∇ṽ∥2L2(x0+QK)]≤ C logK(EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(x0+QK)]
+C (K−β +K1−β ∥V′ − Ṽ′∥
L∞(R) + ∥V′′ − Ṽ′′∥L∞(R))EΘ [∥̃f(⋅, φ̃)∥4L2(x0+QK)] 12 ).
Proof. As in the proof of Proposition 4.3, for each (φ, φ̃) ∈ Ω0(QL) ×Ω0(QM), we
let P∗(φ,φ̃) denote the law of the trajectories of the system (4.14) of SDEs starting
from the initial data (φ, φ̃). We let E∗(φ,φ̃) denote the corresponding expectation.
Throughout the argument, we set U ∶= x0 +QK .
For each pair (φt, φ̃t) of trajectories, we let the function w(⋅;{φ⋅}) be the solution
of the parabolic initial-value problem (3.58) with F = ∇∗f and w̃(⋅;{φ̃⋅}) be the
solution of
(4.25)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tw̃ +∇∗a{φ̃⋅}∇w̃ = 0 in (0,∞) ×U ○,
w̃ = 0 on (0,∞) × ∂U,
w̃ = ∇∗f(⋅, φ̃0) on {0} ×U ○.
Applying Lemma 3.13, we find that, for every (φ, φ̃) ∈ Ω0(QL) ×Ω0(QM),
(4.26) v(x,φ) − ṽ(x, φ̃) = E∗(φ,φ̃) [∫ ∞0 W (t, x;{φ⋅, φ̃⋅})dt] ,
where we define
W (t, x;{φ⋅, φ̃⋅}) ∶= w (t, x;{φ⋅}) − w̃ (t, x;{φ̃⋅}) .
Notice that W (⋅;{φ⋅, φ̃⋅}) satisfies the initial-value problem
(4.27)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tW +∇∗a{φ⋅}∇W = ∇∗h in (0,∞) ×U ○,
W = 0 on (0,∞) × ∂U,
W = ∇∗(f(⋅, φ) − f̃(⋅, φ̃)) on {0} ×U ○,
where for convenience we have defined
h(t, e) ∶= (ã{φ̃⋅}(t, e) − a{φ⋅}(t, e))∇w̃ (t, e;{φ̃⋅}) .
By (4.26), we have
∥∇v −∇ṽ∥2L2(U) = ∑
e∈E(x0+QK)E
∗(φ,φ̃) [∫ ∞0 ∇W (t, e;{φ⋅, φ̃⋅})dt]2 .
For every t > 0 and e ∈ E(x0 +QK),
E∗(φ,φ̃) [∫ 2tt ∇W (t, e;{φ⋅, φ̃⋅})dt] ≤ t 12 (E∗(φ,φ̃) [∫ 2tt ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt])
1
2
.
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Splitting the time into dyadic time intervals Ik ∶= [2k,2k+1) and using the Cauchy-
Schwarz inequality, we deduce that
∥∇v −∇ṽ∥2L2(U) ≤ ∑
k,l∈Z ∑e∈E(x0+QK) 2 k2+ l2 (E∗(φ,φ̃) [∫Ik ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt])
1
2
× (E∗(φ,φ̃) [∫Il ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt])
1
2
≤ ∑
k,l∈Z2
k
2
+ l
2
⎛⎝E∗(φ,φ̃)
⎡⎢⎢⎢⎢⎣ ∑e∈E(x0+QK)∫Ik ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt
⎤⎥⎥⎥⎥⎦
⎞⎠
1
2
× ⎛⎝E∗(φ,φ̃)
⎡⎢⎢⎢⎢⎣ ∑e∈E(x0+QK)∫Il ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt
⎤⎥⎥⎥⎥⎦
⎞⎠
1
2
= ⎛⎜⎝∑k∈Z2 k2 ⎛⎝E∗(φ,φ̃)
⎡⎢⎢⎢⎢⎣ ∑e∈E(x0+QK)∫Ik ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt
⎤⎥⎥⎥⎥⎦
⎞⎠
1
2⎞⎟⎠
2
.
We next estimate, for each k ∈ Z, the term
2kE∗(φ,φ̃)
⎡⎢⎢⎢⎢⎣ ∑e∈E(x0+QK)∫Ik ∣∇W (t, e;{φ⋅, φ̃⋅})∣2 dt
⎤⎥⎥⎥⎥⎦ .
We break into two cases, depending the size of 2k relative to K.
For small times (i.e., k ≤ 0), we apply Lemmas A.1 and discreteness (which implies
trivially that ∥∇U∥L2(U) ≤ C ∥U∥L2(U) for any function U ∈ L2(U)) to immediately
obtain
∥∇W ∥2L2((0,1)×U) ≤ ∥W ∥2L2((0,1)×U)≤ C ∥f(⋅, φ) − f̃(⋅, φ̃)∥2
L2(U) + ∫ 10 ∥h(t, ⋅)∥2L2(U) dt.
For each T ∈ [1,∞) we test the equation (4.27) with ηW , where η(t) is a cutoff in
time satisfying 1(T,2T ) ≤ η ≤ 1( 1
2
T,2T) and ∣η′∣ ≤ 4T −1, and then apply Lemma A.1,
to obtain
∥∇W ∥2L2((T,2T )×U)
(4.28)
≤ C
T ∫ 2T1
2
T
∥W (s, ⋅)∥2L2(U) ds +C ∫ 2T1
2
T
∥h(s, ⋅)∥2L2(U) dt
≤ C
T
∥f(⋅, φ) − f̃(⋅, φ̃)∥2
L2(U) exp(− TCK2)+ C
T ∫ 2T1
2
T
∫ s
0
∥h(t′ − s, ⋅)∥2L2(U) exp(− sCK2) dsdt′ +C ∫ 2T1
2
T
∥h(s, ⋅)∥2L2(U) dt.
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To estimate the terms involving h, we first apply the regularity assumption on V
(see (1.10)) to obtain∥ã{φ̃s} − a{φs}∥L∞(U) ≤ ∥ã{φ̃s} − a{φ̃s}∥L∞(U) + ∥a{φ̃s} − a{φs}∥L∞(U)≤ ∥Ṽ′′ −V′′∥
L∞(R) +M∥∇φ̃s −∇φs∥γL∞(U).
We next apply Lemma A.1 and the parabolic Caccioppolli inequality to (4.25) to
obtain, for every T ∈ [1,∞),
∥∇w̃(⋅, φ̃)∥2
L2(( 1
2
T,2T)×U) ≤ C (1 + T )−2 ∥̃f(⋅, φ̃)∥2L2(U) exp(− TCK2) .(4.29)
Fix a large constant A <∞. For every T ∈ [1,AK2 logK], we can apply Proposi-
tion 4.3 to find that
EΘ [∥h(s, ⋅)∥2L2(( 1
2
T,2T)×U)]≤ (1 + T )−2 ∥Ṽ′′ −V′′∥2
L∞(R)EΘ [∥̃f(⋅, φ̃)∥2L2(( 1
2
T,2T)×U)]
+ (1 + T )−2MEΘ [∥∇φ̃s −∇φs∥L∞(U)] γ2 EΘ [∥̃f(⋅, φ̃)∥4L2(U)] 12≤ (1 + T )−2D,
where we have defined for some C = C(M,data)
(4.30) D ∶= C (K−β +K1−β ∥V′ − Ṽ′∥
L∞(R) + ∥V′′ − Ṽ′′∥L∞(R))EΘ [∥̃f(⋅, φ̃)∥4L2(U)] 12 .
Inserting this into (4.28) and integrating, we obtain, for every T ∈ [1,AK2 logK],
TEΘ [∥∇W ∥2L2((T,2T )×U)] ≤ C (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U)] +D) .
Likewise, for small times, we get
(4.31) EΘ [∥∇W ∥2L2((0,1)×U)] ≤ C (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U)] +D) .
For large times T ∈ [AK2 logK,∞), we instead use the boundedness of a and ã
together with (4.29) to obtain
EΘ [∥h∥2L2((t,2t)×U)] ≤ CT −2EΘ [∥̃f(⋅, φ̃)∥2L2(U)] exp(− TCK2)≤ CT −100EΘ [∥̃f(⋅, φ̃)∥2L2(U)] .
We deduce that, for every T ∈ [AK2 logK,∞),
TEΘ [∥∇W ∥2L2((T,2T )×U)] ≤ CT −99 (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U)] +EΘ [∥̃f(⋅, φ̃)∥2L2(U)])≤ CT −99 (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U)] +D) .
Summing these bounds for T = 2k over k ∈ N, we obtain
∥∇v −∇ṽ∥2L2(U) ≤ C logK (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U)] +D) 12 . 
We next give an analogue of the previous lemma for the Neumann problem.
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Lemma 4.5. Let K,L,M ∈ N with 2 ≤ K ≤ L ≤ M and let the finite volume
measures µL,ξ and µ̃M,ξ̃ be defined as above. Also let R ∈ (1,∞) and fix a ∣ξ∣ < R.
There exist β(data) > 0 and a random element (∇φ,∇φ̃) of Ω0(QL) ×Ω0(QM) with
law Θ such that:
(4.32) the law of ∇φ is µL,ξ,
(4.33) the law of ∇φ̃ is µ̃M,ξ̃,
and, for all K > K0(R,data) and any cube x0 + Q2K ⊆ QL, the solutions to the
Neumann problems
(4.34) { −LµLv +∇∗a∇v = ∇∗f in (x0 +QK)○ ×Ω0(QL),
a∇v − f = ∇`q on ∂(x0 +QK) ×Ω0(QL),
and
(4.35)
⎧⎪⎪⎨⎪⎪⎩
−Lµ̃M ṽ +∇∗ã∇v = ∇∗f̃ in (x0 +QK)○ ×Ω0(QM),
ã∇ṽ − f̃ = ∇`q on ∂(x0 +QK) ×Ω0(QM),
we have the following estimate with C = C(M,data)
EΘ [∥∇v −∇ṽ∥2L2(x0+QK)]≤ C logK(EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(x0+QK)]
+C (K−β +K1−β ∥V′ − Ṽ′∥
L∞(R) + ∥V′′ − Ṽ′′∥L∞(R))EΘ [∥̃f(⋅, φ̃)∥4L2(x0+QK)] 12 ).
Proof. The proof of this lemma is completely analogous to Lemma 4.4 in the
Dirichlet case. For each (φ, φ̃) ∈ Ω0(QL) ×Ω0(QM), we let P∗(φ,φ̃) denote the law of
the trajectories of the system (4.14) of SDEs starting from the initial data (φ, φ̃).
We let E∗(φ,φ̃) denote the corresponding expectation. As in the previous argument,
we set U ∶= x0 +QK .
For each pair (φt, φ̃t) of trajectories, we let the function w(⋅;{φ⋅}) be the solution
of the parabolic initial-value problem (3.58) with F = ∇∗f and w̃(⋅;{φ̃⋅}) be the
solution of
(4.36)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tw̃ +∇∗a{φ̃⋅}∇w̃ = 0 in (0,∞) ×U ○,
a{φ̃⋅}∇w̃ = 0 on (0,∞) × ∂E (U) ,
w̃ = ∇∗f(⋅, φ̃0) on {0} ×U ○,
a{φ̃⋅}∇w̃ − f(⋅, φ̃0) = ∇`q on {0} × ∂E (U) .
Applying Lemma 3.13, we find that, for every (φ, φ̃) ∈ Ω0(QL) ×Ω0(QM),
v(x,φ) − ṽ(x, φ̃) = E∗(φ,φ̃) [∫ ∞0 W (t, x;{φ⋅, φ̃⋅})dt] ,
where we define
W (t, x;{φ⋅, φ̃⋅}) ∶= w (t, x;{φ⋅}) − w̃ (t, x;{φ̃⋅}) .
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Notice that W (⋅;{φ⋅, φ̃⋅}) satisfies the Cauchy-Neumann problem
(4.37)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tW +∇∗a{φ̃⋅}∇W = ∇∗h in (0,∞) ×U ○,
a{φ̃⋅}∇W = h on (0,∞) × ∂U,
W = ∇∗(f − f̃) on {0} ×U ○,
a{φ̃⋅}∇W − (f − f̃) = h on {0} × ∂E(U).
Following exactly the same proof as Lemma 4.4, and applying the Cauchy-Neumann
estimate Lemma A.2 instead of Lemma A.1, we obtain
TEΘ [∥∇W ∥2L2((T,2T )×U)] ≤ C (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U) + ∥h∥2L2(∂U)] +D)≤ C (EΘ [∥f(⋅, φ) − f̃(⋅, φ̃)∥2L2(U)] +D) ,
where D is defined in (4.30). The second inequality of the previous display follows
from Proposition 4.3, which gives that
EΘ [∥h(s, ⋅)∥2L2(U)]≤ ∥Ṽ′′ −V′′∥2
L∞(R)EΘ [∥̃f(⋅, φ̃)∥2L2(U)] +EΘ [∥∇φ̃s −∇φs∥L∞(U)] γ2 EΘ [∥̃f(⋅, φ̃)∥4L2(U)] 12≤ D.
We then conclude the Lemma by summing over all dyadic time scales as in the
proof of Lemma 4.4. 
5. Subadditive quantities and basic properties
In this section we introduce two subadditive energy quantities related to the
variational formulation of the Helffer-Sjo¨strand equation described in Section 3.4.
These quantities are analogous to the ones introduced in [4, Chapter 2]. They
represent, respectively, the energy of the Dirichlet problem with affine boundary
data `p(x) ∶= p ⋅ x and that of the Neumann problem with boundary flux ∇`q.
These quantities are subadditive and therefore converge as the side length of the
cube Q becomes large. Also, they are in some sense dual to each other in a convex
analytic sense: in particular, we will discover that they converge to a pair of convex
conjugate functions as the size of the cube Q becomes large. It is this duality that
makes it possible to obtain quantitative results. The main focus of this and the
next section is to implement a multiscale iteration procedure to obtain an estimate
of the convergence rate of this limit.
Throughout the section and the next one, we fix a parameter K0 ∈ [0,∞) and a
Ho¨lder continuous f ∶ R→ Rd, with coordinates f = (fi)i∈{1,...,d}, satisfying
(5.1) sup
i∈{1,...,d} ∥fi∥C0,γ(R) ≤ K0.
Abusing notation, we write f(e, φ) ∶= fi(∇φ(e)), where e = (x + ei, x) is an edge
in the ith coordinate direction. For convenience we take the Ho¨lder exponent γ
to be the same as the one the assumption for V′′. We remark that our analysis
in the case f = 0 will suffice to prove Theorem 1.1. Our reason for including a
general f is because the analysis here has broader implications than just the proof of
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Theorem 1.1 because it essentially yields quantitative homogenization estimates the
Helffer-Sjo¨strand equation. This will be investigated in more detail a forthcoming
work, and the need for the inclusion of a more general f will be apparent there.
We note that the cube QL ∶= [0, L]d ∩Zd has (L + 1)d vertices. The set E(QL) of
interior edges of QL has exactly dL(L − 1)d−1 elements: there are L(L − 1)d−1 edges
in each of the d unit directions. It is convenient to think of this number as the
“volume” of QL, and for this reason we denote, by abuse notation,∣QL∣ ∶= L(L − 1)d−1.
Recalling that `p is the affine function `p(x) ∶= p ⋅ x, this allows us to write, for
example, for every p, q ∈ Rd,
(5.2)
1∣QL∣ ∑e∈E(QL)∇`q(e)∇`p(e) = p ⋅ q.
We say that Q ⊆ Zd is a cube if Q = z +QL for some z ∈ Zd and L ∈ N with L ≥ 2.
In this case we denote ∣Q∣ ∶= ∣QL∣.
We now define subadditive quantities with respect to the infinite volume Gibbs
measure µ∞,ξ. Throughout the rest of the section we fix R ∈ [1,∞) and a ξ ∈ BR,
and will hide the dependence of ξ from notation. We also denote, for short,
µ ∶= µ∞,ξ.
For every cube Q ⊆ Zd and u, v ∈H1(Q,µ), we define
(5.3)
BQ [u, v] ∶= 1∣Q∣ ∑y∈Zd ∑x∈Q○ (∂yu(x, ⋅), ∂yv(x, ⋅))µ + 1∣Q∣ ∑e∈E(Q) ⟨∇u(e, ⋅)a(e, ⋅)∇v(e, ⋅)⟩µ
and
EQ,f [u] ∶= 1
2
BQ [u,u] − 1∣Q∣ ∑e∈E(Q) ⟨f(e, φ)∇w(e, ⋅)⟩µ .
The subadditive energy quantities are defined, for every cube Q and p, q ∈ Rd, by
(5.4) ν(Q, f , p) ∶= inf
v∈`p+H10(Q,µ)EQ,f [v] .
and
(5.5) ν∗(Q, f , q) ∶= sup
u∈H1(Q,µ)
⎛⎝ 1∣Q∣ ∑e∈E(Q)∇`q(e) ⟨∇u(e, ⋅)⟩µ − EQ,f [u]⎞⎠ .
It is clear that the infimum in (5.4) and the supremum in (5.5) are attained, by the
coercivity of the energy functionals with respect to H1(Q,µ), a consequence of the
Poincare´ inequalities in Lemma 3.3. The optimizing functions are unique—up to
an additive constants in the case of ν∗. We may therefore denote by v(⋅,Q, f , p) the
minimizer of ν(Q, f , p) and by u(⋅,Q, f , q) the maximizer of ν∗(Q, f , q). We choose
the additive constant for u(⋅,Q, f , q) in such a way that
(5.6) ∑
x∈Q ⟨u(x, ⋅,Q, f , q)⟩µ = 0.
These quantities are translation invariant: for every cube Q, p, q ∈ Rd and z ∈ Zd,
(5.7) ν(Q, f , p) = ν(z +Q, f , p) and ν∗(Q, f , q) = ν∗(z +Q, f , q)
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This is a consequence of the translation invariance of the infinite-volume measure µ.
We devote the rest of this section to collecting some basic properties of the
quantities ν and ν∗. We show first that they are bounded above and below by
quadratic functions (see (5.9)) and that they satisfy a Fenchel-type inequality
(see (5.8)).
Lemma 5.1 (Boundedness and Fenchel inequality). Let Q ⊆ Zd be a cube. For
every p, q ∈ Rd,
(5.8) ν(Q, f , p) + ν∗(Q, f , q) ≥ p ⋅ q
and, for a constant C(data) <∞,
(5.9)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
C
∣p∣2 −CK0∣p∣ ≤ ν(Q, f , p) ≤ C ∣p∣2 +CK0∣p∣,
1
C
∣q∣2 −CK0∣q∣ ≤ ν∗(Q, f , q) ≤ C(∣q∣ +K0)2.
Proof. It is clear by (5.2) that any function w ∈ `p +H10(Q,µ) satisfies, for every
φ ∈ Ω and q ∈ Rd,
(5.10)
1∣Q∣ ∑e∈E(Q)∇`q(x)∇w(e, φ) = p ⋅ q.
Therefore by testing the definition of ν∗(Q, f , q) with the minimizer v(⋅,Q, f , p)
of ν(Q, f , p), we obtain (5.8). Testing the definition of ν(Q, f , p) with `p yields
ν(Q, f , p) ≤ 1∣Q∣ ∑e∈E(Q)(12 ⟨a(e, ⋅)⟩µ (∇`p(e))2 −∇`p(e) ⟨f(e, ⋅⟩µ) ≤ 12Λ∣p∣2 + dK0∣p∣.
To get the upper bound for ν∗, we use Cauchy’s inequality to find, for every
w ∈H1(Q,µ),
1∣Q∣ ⎛⎝ ∑e∈E(Q)∇`q(e) ⟨∇w(e, ⋅)⟩µ − EQ,f [w]⎞⎠ .≤ 1∣Q∣ ∑e∈E(Q)( 12λ ⟨(∇`q(e) + f(e, ⋅))2⟩µ + 12λ ⟨∇u(e))2⟩µ − 12 ⟨a(e)(∇u(e))2⟩µ)≤ d
2λ
(∣q∣ +K0)2 ≤ C(∣q∣ +K0)2.
Taking the supremum over w ∈ H1(Q,µ) yields the desired upper bound for ν∗.
The lower bounds for ν and ν∗ follow from the upper bounds and (5.8). We have
ν(Q, f , p) ≥ sup
q∈Rd (p ⋅ q − ν∗(Q, f , q)) ≥ supq∈Rd (p ⋅ q −C (∣q∣ +K0)2)≥ 1
C
∣p∣2 −CK0∣p∣
and
ν(Q, f , p) ≥ sup
p∈Rd (p ⋅ q − ν(Q, f , p)) ≥ supp∈Rd (p ⋅ q −C ∣p∣2 −CK0∣p∣)≥ 1
C
∣q∣2 −CK0∣q∣. 
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We show next that ν and ν∗ are actually quadratic polynomials and compute the
first and second variations of their defining optimization problems. The following
lemma is analogous to [4, Lemma 2.2].
Lemma 5.2 (Basic properties of ν and ν∗). Fix a cube Q ⊆ Zd and f ∈ L∞(Zd ×Ω).
The quantities ν(Q, f , p) and ν∗(Q, f , q) and their respective optimizing functions
v(⋅,Q, f , p) and u(⋅,Q, f , q) satisfy the following properties.● Quadratic representation. There exist symmetric matrices a(Q),a∗(Q) ∈
Rd×d, vectors f(Q, f), f∗(Q, f) ∈ Rd and c(Q, f), c∗(Q, f) ∈ [0,∞) such that
(5.11)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ν(Q, f , p) = 1
2
p ⋅ a(Q)p − f(Q, f) ⋅ p − c(Q, f) ∀p ∈ Rd,
ν∗(Q, f , q) = 1
2
(q + f∗(Q, f)) ⋅ a−1∗ (Q) (q + f∗(Q, f)) + c∗(Q, f) ∀q ∈ Rd.
These are characterized by the identities, which are valid for p, p′, q, q′ ∈ Rd:
(5.12)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
p′ ⋅ a(Q)p = BQ [`p′ , v(⋅,Q,0, p)] ,
f(Q, f) ⋅ p = −BQ [`p, v(⋅,Q, f ,0)] + 1∣Q∣ ∑e∈E(Q)∇`p(e) ⟨f(e, ⋅)⟩µ ,
c(Q, f) = −ν(Q, f ,0),
and
(5.13)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q′ ⋅ a−1∗ (Q)q = 1∣Q∣ ∑e∈E(Q)∇`q′(e) ⟨∇u(e, ⋅,Q,0, q)⟩µ
a−1∗ q′ ⋅ f∗(Q, f) = 1∣Q∣ ∑e∈E(Q)∇`q′(e) ⟨∇u(e, ⋅,Q, f ,0)⟩µ
c∗(U, f) = ν∗(Q, f ,−f∗(Q, f)).● First variation. The optimizing functions are characterized as follows:
v(⋅,Q, f , p) is the unique element of `p +H10(Q,µ) satisfying
BQ [v(⋅,Q, f , p),w] = 1∣Q∣ ∑e∈E(Q) ⟨∇w(e, ⋅)f(e, ⋅)⟩µ , ∀w ∈H10(Q,µ);(5.14)
u(⋅,Q, f , q) is the unique element of H1(U,µ) satisfying (5.6) and
BQ [u(⋅,Q, f , q),w](5.15)= 1∣Q∣ ∑e∈E(Q) ⟨∇w(e, ⋅)f(e, ⋅)⟩µ + 1∣Q∣ ∑e∈E(Q)∇`q(e) ⟨∇w(e, ⋅)⟩µ , ∀w ∈H1(Q,µ).
● Second variation. For every w ∈ `p +H10 (Q,µ),
(5.16) EQ,f [w] − ν(Q, f , p) = 1
2
BQ [v(⋅,Q, f , p) −w, v(⋅,Q, f , p) −w]
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and, for every w ∈H1(Q,µ),
ν∗(Q, f , q) − ⎛⎝ 1∣Q∣ ∑e∈E(Q) ⟨∇`q(e)∇w(e, ⋅)⟩µ − EQ,f [w]⎞⎠(5.17) = 1
2
BQ [u(⋅,Q, f , q) −w,u(⋅,Q, f , q) −w] .
Proof. We fix a cube Q and p, q ∈ Rd and set v ∶= v(⋅,Q, f , p), u ∶= u(⋅,Q, f , q),
v0 ∶= v(⋅,Q,0, p) and u0 ∶= u(⋅,Q,0, q) to ease the notation. We also write Ef ∶= EQ,f
and B ∶= BQ, and so forth.
Step 1. We prove the first and second variation formulas. Observe that, for t ∈ R
and w ∈H10(Q,µ),
Ef [v + tw] = Ef [v] + t⎛⎝B[v,w] − 1∣Q∣ ∑e∈E(Q) ⟨f(e, ⋅)∇w(e, ⋅)⟩µ⎞⎠ + 12t2B [w,w] .
Using that Ef [v + tw] ≤ Ef [v] for all t ∈ R, we may divide by ∣t∣ in the previous
display and send t→ 0+ and t→ 0− to find that the coefficient of t in the previous
display vanishes. This yields (5.14) as well as
Ef [v + tw] = Ef [v] + 1
2
t2B [w,w] .
As ∣Q∣ν(Q, f , p) = Ef [v], this also gives (5.16). The argument for (5.15) and (5.17)
is similar and we omit it.
Step 2. We prove the quadratic representation formula for ν(Q, f , p). We first
define c(Q, f) ∶= −ν(Q, f ,0). Observe that, by (5.14),
c(Q, f) = −1
2
B [v(⋅,Q, f ,0), v(⋅,Q, f ,0)] .
It is clear from the first variation characterization of v(⋅,Q, f , p) that the map
(5.18) p↦ v(⋅,Q,0, p) = v(⋅,Q, f , p) − v(⋅,Q, f ,0) is linear.
Moreover, by (5.14),
(5.19) B [v(⋅,Q,0, p),w] = 0, ∀w ∈H10(Q,µ)
and, by (5.16) and (5.14),
ν(Q, f , p)
= Ef [v(⋅,Q,0, p)] − 1
2
B [v(⋅,Q, f ,0), v(⋅,Q, f ,0)]
= 1
2
B [v(⋅,Q,0, p), v(⋅,Q,0, p)] − 1∣Q∣ ∑e∈E(Q) ⟨f(e, ⋅)∇v(e,Q,0, p)⟩µ + c(Q, f).
In view of (5.18), there exists a symmetric d-by-d matrix a(Q) and a vector
f(Q, f) ∈ Rd such that, for every p, p′ ∈ Rd,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p′ ⋅ a(Q)p = BQ [v(⋅,Q,0, p′), v(⋅,Q,0, p)] ,
f(Q, f) ⋅ p = 1∣Q∣ ∑e∈E(Q) ⟨f(e, ⋅)∇v(e,Q,0, p)⟩µ .
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With these definitions we obtain the identity for ν(Q, f , p) in (5.11). To show
that a(Q) and f(Q, f) satisfy (5.12), we first observe by (5.19) that
B [v(⋅,Q,0, p′) − `p′ , v(⋅,Q,0, p)] = 0.
This yields the formula for a(Q). Using (5.14) and (5.19) a second time, we find
0 = B [v(⋅,Q, f ,0), v(⋅, U,0, p) − `p] − 1∣Q∣ ∑e∈E(Q) ⟨(∇v(e,Q,0, p) −∇`p(e)) f(e, ⋅)⟩µ= −B [v(⋅,Q,0), `p] − 1∣Q∣ ∑e∈E(Q) ⟨(∇v(e,Q,0, p) −∇`p(e)) f(e, ⋅)⟩µ .
Rearranging this expression gives the desired formula for f(Q, f).
Step 3. We prove the quadratic representation formula for ν∗(U, f , q). Similar to
Step 2 above, we observe that from the first variation characterization of u(⋅, U, f , q)
that the map
(5.20) q ↦ u(⋅,Q,0, q) = u(⋅,Q, f , q) − v(⋅,Q, f ,0) is linear.
Therefore, in view of the lower bound for ν∗ in (5.9), there is a symmetric, invertible,
d × d matrix a−1∗ (Q) such that
q′ ⋅ a−1∗ (Q)q = B [u(⋅,Q,0, q′), u(⋅,Q,0, q)] .
By the first variation formula (5.15), we see that this is equivalent to the character-
ization of a∗ in (5.13). As the mapping
(5.21) f ↦ u(⋅,Q, f ,0) is linear,
we see that there exists f∗(Q, f) satisfying the identity in (5.13). We then define c∗
by the identity in (5.13).
To check the second identity in (5.11), we compute, using (5.17) with w = 0
and (5.20) and (5.21),
ν∗(Q, f , q − f∗)= 1
2
B [u(⋅,Q, f , q − f∗), u(⋅,Q, f , q − f∗)]
= 1
2
B [u(⋅,Q,0, q), u(⋅,Q,0, q)] + 1
2
B [u(⋅,Q, f ,−f∗), u(⋅,Q, f ,−f∗)]+B [u(⋅,Q, f ,−f∗), u(⋅,Q,0, q)]= 1
2
q ⋅ a−1∗ q + c∗.
Here we also used the fact that,
B [u(⋅,Q, f ,−f∗), u(⋅,Q,0, q)] = 1∣Q∣ ∑e∈E(Q)∇`q(e) ⟨∇u(⋅,Q, f ,−f∗)⟩µ = 0,
which a consequence of (5.15) and the identity
q′ ⋅ a−1∗ (q + f∗) = 1∣Q∣ ∑e∈E(Q)∇`q′(e) ⟨∇u(⋅,Q, f , q)⟩µ ,
which is obtained by summing the first two lines of (5.13). This completes the
proof of the second line of (5.11). 
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By the previous lemma and (5.9), for any cube Q we have the bounds
(5.22)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
C
Id ≤ a∗(Q) ≤ a(Q) ≤ CId,∣f(Q, f)∣ + ∣f∗(Q, f)∣ ≤ CK0,
0 ≤ c(Q, f) ≤ c∗(Q, f) ≤ K20.
The optimizing functions v(⋅,Q, f , p) and u(⋅,Q, f , q) in the definitions of ν(Q, f , p)
and ν∗(Q, f , q), respectively, can be characterized as the solutions of boundary
value problems. Indeed, the first variations (5.14) and (5.15) assert that v(⋅,Q, f , p)
and u(⋅,Q, f , q) satisfy, respectively, the Dirichlet and Neumann problems
(5.23) { (−Lµ +∇∗a∇) v(⋅,Q, f , p) = ∇∗f in Q○ ×Ω,
v(⋅,Q, f , p) − `p = 0 on ∂Q ×Ω,
and
(5.24) { (−Lµ +∇∗a∇)u(⋅,Q, f , q) = ∇∗f in Q○ ×Ω,
a∇u(⋅,Q, f , q) − f = ∇`q on ∂E(Q) ×Ω.
Compare to the discussion in the last two paragraphs of Section 3.3, in particu-
lar (3.32) and (3.40).
We next show that the quantities ν and ν∗ are approximately subadditive.
Lemma 5.3 (Subadditivity of ν and ν∗). There exists C(data) <∞ such that, for
every L,m ∈ N with L ≥ 2 and p, q ∈ Rd,
(5.25) ν(QmL, f , p) ≤ ν(QL, f , p) +C (∣p∣ +K0)2L−1
and
(5.26) ν∗(QmL, f , q) ≤ ν∗(QL, f , q) +C (∣q∣ +K0)2L− 12 .
Proof. Step 1. The proof of (5.25). Define a function v ∈ `p +H10(QmL, µ)
v(x,φ) ∶= v(x,φ, z +QL, f , p), x ∈ z +QL, z ∈ LZd ∩QmL, φ ∈ Ω.
Note that some x ∈ QmL belong to two different cubes of the form z + QL for
z ∈ LZd ∩QmL, namely those points that lie on the boundaries of the subcubes.
However for such points x the two possible definitions of v(x,φ) above agree and
equal `p(x). Testing the definition of ν(QmL, f , p) with v yields
ν(QmL, f , p)≤ ∣QmL∣EQmL,f [v]= ∣QmL∣ ∑
z∈LZd∩QmL Ez+QL,f [v] + ∑e∈E ′ ⟨a(e)(∇`p(e))2⟩µ − ∑e∈E ′ ⟨f(e, ⋅)∇`p(e)⟩µ ,
we denote E ′ ∶= E(QmL) ∖ ∪z∈LZd∩QmLE(z +QL). Here we also used that ∂yv(x, ⋅) =
∂y`p(x) = 0 for every x ∈ z +∂QL with z ∈ LZd ∩QmL. Since the number of elements
of E ′ is at most CmdLd−1, we have that∑
e∈E ′ ⟨a(e)(∇`p(e))2⟩µ − ∑e∈E ′ ⟨f(e, ⋅)∇`p(e)⟩µ ≤ CmdLd−1 (∣p∣2 +K0∣p∣)≤ CmdLd−1 (∣p∣ +K0)2 .
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By the definition of v and (5.7), we also have∑
z∈LZd∩QmL Ez+QL,f [v] =mdν(QL, f , p).
Combining these, we obtain
ν(QmL, f , p) ≤ md∣QL∣∣QmL∣ ν(QL, f , p) +C (∣p∣ +K0)2L−1.
Since md∣QL∣ ≤ ∣QmL∣, we obtain (5.25).
Step 2. The proof of (5.26). Testing the definition of ν∗(z +QL, f , q) with the
function u(⋅,QmL, f , q) and summing over z ∈ LZd ∩QmL yields, in view of (5.7),
md∣QL∣ν∗(QL, f , q)= ∑
z∈LZd∩QmL ∣QL∣ν∗(z +QL, f , q)
≥ ∑
z∈LZd∩QmL
⎛⎝ ∑e∈E(z+QL)∇`q(e) ⟨∇u(e, ⋅,QmL, f , q)⟩µ − ∣QL∣Ez+QL,f [u(⋅,QmL, f , q)]⎞⎠≥ ∣QmL∣ν∗(QmL, f , q) − ∑
e∈E ′ ⟨(∇`q(e) + f(e, ⋅))∇u(e, ⋅,QmL, f , q)⟩µ ,
where E ′ is as in Step 1. Since the number of elements of E ′ is at most CmdLd−1,
we find that
∣∑
e∈E ′ ⟨(∇`q(e) + f(e, ⋅))∇u(e, ⋅,QmL, f , q)⟩µ∣
≤ C (∣q∣ +K0) (mdLd−1) 12 ⎛⎝ ∑e∈E(QmL) ⟨(∇u(e, ⋅,QmL, f , q))2⟩µ⎞⎠
1
2
≤ C (∣q∣ +K0)2 ∣QmL∣ 12 (mdLd−1) 12 = CL− 12 (∣q∣ +K0)2 ∣QmL∣ .
Combining these and using that md∣QL∣ ≤ ∣QmL∣, we obtain
ν∗(QmL, f , q) ≤ md∣QL∣∣QmL∣ ν∗(QL, f , q) +C (∣q∣ +K0)2L− 12≤ ν∗(QL, f , q) +C (∣q∣ +K0)2L− 12 . 
The proof of the previous lemma combined with and (5.16) and (5.17) also yields
the following estimates:
(5.27)∑
z∈LZd∩QmLBz+Qm[v(⋅,QmL, f , p) − v(⋅, z +QL, f , p), v(⋅,QmL, f , p) − v(⋅, z +QL, f , p)]≤ C (ν(QL, f , p) − ν(QmL, f , p)) +C (∣p∣ +K0)2L−1
and
(5.28)∑
z∈LZd∩QmLBz+Qm[u(⋅,QmL, f , q) − u(⋅, z +QL, f , q), u(⋅,QmL, f , q) − u(⋅, z +QL, f , q)]≤ C (ν∗(QL, f , p) − ν∗(QmL, f , p)) +C (∣q∣ +K0)2L− 12 .
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We will often find it convenient to work with triadic cubes, and for this reason we
denote, for every m ∈ N with m ≥ 1,
(5.29) ◻m ∶= [−3m,3m]d ∩Zd.
As a consequence of the monotonicity in Lemmas 5.3, the following limits exist:
(5.30)
⎧⎪⎪⎨⎪⎪⎩
ν(f , p) ∶= lim
m→∞ν(◻m, f , p),
ν∗(f , q) ∶= lim
m→∞ν∗(◻m, f , p)
By Lemma 5.1, they satisfy
(5.31) ν(f , p) + ν∗(f , q) ≥ p ⋅ q
and
(5.32)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
C
∣p∣2 −CK0∣p∣ ≤ ν(Q, f , p) ≤ C ∣p∣2 +CK0∣p∣,
1
C
∣q∣2 −CK0∣q∣ ≤ ν∗(Q, f , q) ≤ C(∣q∣ +K0)2
By (5.30), the following limits also exist:
(5.33)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
a ∶= lim
m→∞a(◻m), f ∶= limm→∞ f(◻m, f), c ∶= limm→∞ c(◻m, f),
a∗ ∶= lim
m→∞a∗(◻m), f∗ ∶= limm→∞ f∗(◻m, f), c∗ ∶= limm→∞ c∗(◻m, f),
and we have the formulas
(5.34) ν(f , p) = 1
2
p ⋅ ap − f ⋅ p − c and ν∗(f , q) = 1
2
(q + f∗) ⋅ a−1∗ (q + f∗) + c∗.
We will prove below in Proposition 6.1 that in fact p↦ ν(f , p) and q ↦ ν∗(f , q) are
convex dual functions. Since
(5.35) sup
p∈Rd (p ⋅ q − (12p ⋅ ap − f ⋅ p − c)) = 12(q + f) ⋅ a−1(q + f) + c,
this is equivalent to the statement that the two sets of limiting coefficients are
equal: (a, f , c) = (a∗, f∗, c∗). The reason for defining the coefficients the way we did
in Lemma 5.11 is due to (5.35) and the fact that we expect ν(Q, f , p) and ν∗(Q, f , q)
to converge to a pair of convex dual functions in the large-cube limit.
6. Quantitative convergence of the subadditive quantities
The main purpose of this section is to prove the following result concerning the
convergence rate of the subadditive quantities to their limits. It can be compared
to [4, Theorem 11.4]. Recall that ◻m is the triadic cube defined in (5.29). As in
the previous section, throughout let R ∈ [1,∞) and ξ ∈ BR be fixed throughout this
section and we denote µ ∶= µ∞,ξ and µL ∶= µL,ξ and so forth.
Proposition 6.1 (Convergence of ν and ν∗). There exist an exponent β(data) ∈(0, 12] and a constant C(M,R,data) <∞ such that, for every p, q ∈ Rd and m ∈ N,
(6.1) ∣ν(◻m, f , p) − ν(f , p)∣ + ∣ν∗(◻m, f , q) − ν∗(f , q)∣ ≤ C (∣q∣ +K0)2 3−mβ.
Moreover, the coefficients defined in (5.33) satisfy a = a∗, f = f∗ and c = c∗.
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The proof of Proposition 6.1 is based on ideas first developed in [6], closely
following the presentation in [4, Chapter 2]. For convenience, we define the quantity
J(Q,p, q) ∶= ν(Q, f , p) + ν∗(Q, f , q) − p ⋅ q.
Note that J(Q,p, q) ≥ 0 by (5.8). This quantity measures the sharpness of the
inequality (5.8). If this inequality is sharp—in the sense that for every p there
exists a q such that we have equality in (5.8)—then ν and ν∗ are a pair of convex
dual functions. We will prove Proposition 6.1 by arguing that, for each p ∈ Rd,
(6.2) inf
q∈Rd J(QL, p, q) ≤ C (∣p∣ +K0)2L−β.
Moreover, we will show that the infimum is achieved for q close to ap − f (see
Lemma 6.7 below). The estimate (6.1) and the full statement of Proposition 6.1
follows easily from this. We will prove (6.2), following [4, Chapter 2], by an
iteration of the scales. As we pass to larger scales, we essentially show that the size
of J(Q,p, q), for an appropriate choice of q depending on p, must contract by a
multiplicative factor less than one.
We define the subadditivity defect at scale 3m by
τm ∶= sup
p∈B1 (ν(◻m, f , p) − ν(◻m+1, f , p))+ + supq∈B1 (ν∗(◻m, f , q) − ν∗(◻m+1, f , q))+ .
Observe that, for any p, q ∈ Rd, we have that
J(◻m, f , p, q) − J(◻m+1, f , p, q) ≤ C (∣p∣ + ∣q∣ +K0)2 τm.
For the rest of this section, we fix a function f ∶ R→ Rd satisfying (5.1) and allow
ourselves to drop dependence on f from the notation (e.g., we write ν(◻m, p) in
place of ν(◻m, f , p)).
In the following lemma, we use the coupling between µ and µL and the spectral
gap for µL (Lemma 3.1) to control the fluctations of the functions in the φ variable.
Lemma 6.2. There exist β(data) ∈ (0, 12], m0(R,M,data) <∞, C(data) <∞ and
C ′(R,M,data) <∞ such that, for every p, q ∈ Rd and m ∈ N with m ≥m0,
(6.3)
1∣◻m∣ ∑x∈◻m ⟨(v(x, ⋅,◻m, p) − ⟨v(x, ⋅,◻m, p)⟩µ)2⟩µ≤ C (∣p∣ +K0)2 32m (C ′3−βm + m∑
n=0 3−β(m−n)τn)
and
(6.4)
1∣◻m∣ ∑x∈◻m ⟨(u(x, ⋅,◻m, q) − ⟨u(x, ⋅,◻m, q)⟩µ)2⟩µ≤ C32m (∣q∣ +K0)2 (C ′3−βm + m∑
n=0 3−β(m−n)τn) .
Proof. We will give the proof only of (6.4), since the one for (6.3) is essentially
identical. To shorten the expressions below, we drop q from the notation it plays no
role in the argument, writing for instance uL(x,φ,◻m) in place of uL(x,φ,◻m, q).
We also write C in place of C(∣q∣ + K0)2. Throughout we let C and C ′ denote
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constants which may vary in each occurrence and depend, respectively, on (data)
and (R,M,data).
We first work with the finite-volume measure µL for L ∈ N with L ≥ 3m+1 to be
selected below. By the triangle inequality,
( 1∣◻m∣ ∑x∈◻m varµL [uL(x, ⋅,◻m)])
1
2
≤ ⎛⎝ 1∣◻m∣ ∑z∈3m−1Zd∩◻m ∑x∈z+◻m−1 varµL [uL(x, ⋅,◻m) − uL(x, ⋅, z +◻m−1)]⎞⎠
1
2
+ ⎛⎝ 1∣◻m∣ ∑z∈3m−1Zd∩◻m ∑x∈z+◻m−1 varµL [uL(x, ⋅, z +◻m−1)]⎞⎠
1
2
.
By the Poincare´ inequality for µL (Lemma 3.1) and (5.28), we have
1∣◻m∣ ∑z∈3m−1Zd∩◻m ∑x∈z+◻m−1 varµL [uL(x, ⋅,◻m) − uL(x, ⋅, z +◻m−1)]≤ CL2 1∣◻m∣ ∑z∈3m−1Zd∩◻m ∑x∈z+◻m−1 ∑y∈Q○L ⟨(∂yuL(x, ⋅,◻m) − ∂yuL(x, ⋅, z +◻m−1))2⟩µL≤ CL2 (ν∗L(◻m) − ν∗L(◻m−1)) +CL 32≤ CL2 (τm +L−2β) .
Combining the previous two displays, we obtain
( 1∣◻m∣ ∑x∈◻m varµL [uL(x, ⋅,◻m)])
1
2
≤ ⎛⎝ 1∣◻m∣ ∑z∈3m−1Zd∩◻m ∑x∈z+◻m−1 varµL [uL(x, ⋅, z +◻m−1)]⎞⎠
1
2 +CL(τ 12m +L−β) .
Here is where we invoke the coupling results from the previous section. Apply-
ing Lemma 4.5 and taking L = 3m+1, we deduce that there exists C ′ < ∞ and
m0(R,M,data) such that, if m ≥m0, then
( 1∣◻m∣ ∑x∈◻m varµ [u(x, ⋅,◻m)])
1
2
≤ ( 1∣◻m−1∣ ∑x∈◻m−1 varµ [u(x, ⋅,◻m−1)])
1
2 +C3m (τ 12m +C ′3−mβ) .
Iterating the previous inequality and using that
( 1∣◻1∣ ∑x∈◻1 varµ [u(x, ⋅,◻1)])
1
2 ≤ C,
we obtain that
( 1∣◻m∣ ∑x∈◻m varµ [u(x, ⋅,◻m)])
1
2 ≤ C3m m∑
n=0 3−(m−n) (τ 12n +C ′3−nβ) .
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Squaring both sides, we obtain
1∣◻m∣ ∑x∈◻m varµ [u(x, ⋅,◻m)] ≤ C32m m∑n=0 3−(m−n) (τn +C ′3−2nβ)≤ C32m (C ′3−2mβ + m∑
n=0 3−(m−n)τn) .
This completes the proof of (6.4). 
In the following lemma, we compare the spatial averages of ⟨∇u(⋅,◻m, q)⟩µ
and ⟨∇v(⋅,◻m, p)⟩µ on different scales. For the rest of this section, we denote⎧⎪⎪⎨⎪⎪⎩am ∶= a(◻m), fm ∶= f(◻m), cm ∶= c(◻m),a∗,m ∶= a∗(◻m), f∗,m ∶= f∗(◻m), c∗,m ∶= c∗(◻m)
Recall that, by (5.13), for every m ∈ N,
(6.5) a−1∗,m(q − f∗,m) = 1∣◻m∣ ∑e∈E(◻m) ⟨∇u(e, ⋅,◻m, q)⟩µ
and, by (5.10),
(6.6) p = 1∣◻m∣ ∑e∈E(◻m) ⟨∇v(e, ⋅,◻m, p)⟩µ .
Lemma 6.3. There exist β(data) ∈ (0, 12] and C(data) < ∞ such that, for every
p, q ∈ Rd and m,n ∈ N with n <m,
(6.7) ∣a−1∗,m(q − f∗,m) − a−1∗,n(q − f∗,n)∣2 ≤ C (∣q∣ +K0)2 (3−nβ +C m∑
k=n τk) ,
(6.8)
∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) ⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,n(q − f∗,n)
RRRRRRRRRRR
2
≤ C (∣q∣ +K0)2 (3−nβ +C m∑
k=n τk)
and
(6.9)
∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) ⟨∇v(e, ⋅,◻m, p)⟩µ − p
RRRRRRRRRRR
2
≤ C (∣p∣ +K0)2 (3−nβ +C m∑
k=n τk) .
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Proof. Observe that, by (5.28),
∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) ⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,n(q − f∗,n)
RRRRRRRRRRR
2
= ∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) (⟨∇u(e, ⋅,◻m, q)⟩µ − ⟨∇u(e, ⋅,◻n, q)⟩µ)
RRRRRRRRRRR
2
≤ ∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m 1∣◻n∣ ∑e∈E(z+◻n) ⟨∣∇u(e, ⋅,◻m, q) −∇u(e, ⋅,◻n, q)∣2⟩µ
≤ C (∣q∣ +K0)2 (3−n2 + m∑
k=n τk) .
Using the previous display, we also obtain
∣a−1∗,m(q − f∗,m) − a−1∗,n(q − f∗,n)∣2
= RRRRRRRRRRR 1∣◻m∣ ∑e∈E(◻m) ⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,n(q − f∗,n)
RRRRRRRRRRR
2
≤ ∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) ⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,n(q − f∗,n)
RRRRRRRRRRR
2
+C3−n (∣q∣ +K0)2
≤ C (∣q∣ +K0)2 (3−n2 + m∑
k=n τk) .
This is (6.7). Note that in the third line of the previous display we used that the setE ′m,n ∶= E(◻m) ∖ (∪z∈3nZd∩◻mE(z +◻n)) has at most C3−n∣◻m∣ elements and thus,
by the Ho¨lder inequality,
1∣◻m∣ ∑e∈E ′m,n ∣⟨∇u(e, ⋅,◻m, q)⟩µ∣ ≤ C3−n2 ⎛⎝ ∑e∈E(◻m) ⟨(∇u(e, ⋅,◻m, q))2⟩µ⎞⎠
1
2 ≤ C ∣q∣3−n2 .
The combination of the previous two displays also gives (6.8). The proof of (6.9) is
similar: we substitute (6.6) in the place of (6.5). 
We next show that x↦ ⟨v(x, ⋅,◻m, f , p)⟩µ and x↦ ⟨u(x, ⋅,◻m, f , p)⟩µ are close to
affine functions.
Lemma 6.4. There exist β(data) ∈ (0, 12] and C(R,M,data) < ∞ such that, for
every p, q ∈ Rd and m ∈ N,
(6.10)
1∣◻m∣ ∑x∈◻m((⟨u(x, ⋅,◻m, q)⟩µ − a−1∗,m(q + f∗,m) ⋅ x)2)≤ C32m (∣q∣ +K0)2 (3−mβ + m∑
n=0 3−2(m−n)τn)
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and
(6.11)
1∣◻m∣ ∑x∈◻m(⟨v(x, ⋅,◻m, p)⟩µ − p ⋅ x)2≤ C32m (∣p∣ +K0)2 (3−mβ + m∑
n=0 3−2(m−n)τn) .
Proof. By the multiscale Poincare´ inequality (Proposition A.3),
1∣◻m∣ ∑x∈◻m (⟨u(x, ⋅,◻m, q)⟩µ − a−1∗,m(q + f∗,m) ⋅ x)2≤ C 1∣◻m∣ ∑e∈E(◻m) ∣⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,m(q + f∗,m)∣2
+C m∑
n=0 32n
∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) ⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,m(q + f∗,m)
RRRRRRRRRRR
2
.
We bound the first term on the right crudely:
1∣◻m∣ ∑e∈E(◻m) ∣⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,m(q + f∗,m)∣2≤ 2∣◻m∣ ∑e∈E(◻m) ⟨∣∇u(e, ⋅,◻m, q)∣2⟩µ + 2 ∣a−1∗,m(q + f∗,m)∣2 ≤ C (∣q∣ +K0)2 .
We estimate the second term using Lemma 6.3:
m∑
n=0 32n
∣◻n∣∣◻m∣ ∑z∈3nZd∩◻m RRRRRRRRRRR 1∣◻n∣ ∑e∈E(z+◻n) ⟨∇u(e, ⋅,◻m, q)⟩µ − a−1∗,m(q + f∗,m)
RRRRRRRRRRR
2
.
≤ C (∣q∣ +K0)2 32m m∑
n=0 32n−2m (3−nβ + m∑k=n τk)≤ C (∣q∣ +K0)2 32m (3−mβ + m∑
n=0 32(n−m)τn) .
This completes the proof of (6.10). The proof of (6.11) is similar. 
Combining Lemmas 6.2 and 6.4 with the triangle inequality, we obtain the
following statement.
Corollary 6.5. There exist β(data) ∈ (0, 12], m0(R,M,data) < ∞, C(data) < ∞
and C ′(R,M,data) <∞ such that, for every p, q ∈ Rd and m ∈ N with m ≥m0,
(6.12)
1∣◻m∣ ∑x∈◻m ⟨(u(x, ⋅,◻m,a∗,mp − f∗,m) − v(x, ⋅,◻m, p))2⟩µ≤ C32m (∣p∣ +K0)2 (C ′3−mβ + m∑
n=0 3−(m−n)τn) .
We are now in a position to compare minimizers of ν to maximizers of ν∗, enabling
us to compare the two quantities. The result is summarized in the following lemma.
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Lemma 6.6. There exist β(data) ∈ (0, 12], m0(R,M,data) <∞, C(data) <∞ and
C ′(R,M,data) <∞ such that, for every p ∈ Rd and m ∈ N with m ≥m0,
(6.13) J(◻m, p,a∗,mp − f∗,m) ≤ C (∣p∣ +K0)2 (C ′3−mβ + m∑
n=0 3−2(m−n)τn) .
Proof. Fix m ∈ N, p ∈ Rd and let
w ∶= u(x, ⋅,◻m+1,a∗,mp − f∗,m) − v(x, ⋅,◻m+1, p).
Observe that w satisfies the equation−LµLw +∇∗a∇w = 0 in ◻○m+1 ×Ω.
By the Caccioppoli inequality (Lemma 3.10) and Corollary 6.5,
B◻m [w,w] ≤ C3−2m∣◻m+1∣ ∑x∈◻m+1 ⟨(w(x, ⋅))2⟩µ ≤ C (∣p∣ +K0)2 (C ′3−mβ + m∑n=0 3−(m−n)τn) .
To complete the proof, it therefore suffices to show that
J(◻m, p,a∗,mp − f∗,m) ≤ CB◻m [w,w] +C (∣p∣ +K0)2 (3−mβ + τm) .(6.14)
We define, for each z ∈ Zd,
w̃z ∶= u(x, ⋅, z +◻m,a∗,mp − f∗,m) − v(x, ⋅, z +◻m, p)
so that by (5.17) we have
J(z +◻m, p,a∗,mp − f∗,m) = 1
2
Bz+◻m [w̃z, w̃z] .
By (5.27) and (5.28), we have that
B◻m+1 [w − w̃0,w − w̃0]≤ ∑
z∈3mZd∩◻m+1Bz+◻m [w − w̃z,w − w̃z]≤ J(◻m, p,a∗,mp − f∗,m) − J(◻m+1, p,a∗,mp − f∗,m) +C (∣p∣ +K0)2 3−m2≤ C (∣p∣ +K0)2 (3−m2 + τm) .
We also have that
B◻m [w + w̃0,w + w̃0] ≤ CJ(◻m, p,a∗,mp − f∗,m) +CJ(◻m+1, p,a∗,mp − f∗,m)≤ CJ(◻m, p,a∗,mp − f∗,m) +C(∣p∣ +K0)23−m2 .
Therefore,∣B◻m [w − w̃0,w + w̃0]∣≤ (B◻m [w − w̃0,w − w̃0]) 12 (B◻m [w + w̃0,w + w̃0]) 12≤ C (∣p∣ +K0) (τm + 3−m2 ) 12 (J(◻m, p,a∗,mp − f∗,m) + (∣p∣ +K0)23−m2 ) 12≤ C (∣p∣ +K0) (τ 12mJ(◻m, p,a∗,mp − f∗,m) 12 + (∣p∣ +K0)3−m2 ) .
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and hence
2J(◻m, p,a∗,mp − f∗,m)= B◻m [w̃0, w̃0]= B◻m [w,w] −B◻m [w − w̃0,w + w̃0]≤ B◻m [w,w] +C (∣p∣ +K0) (τ 12mJ(◻m, p,a∗,mp − f∗,m) 12 + (∣p∣ +K0)3−m2 ) .
This implies that
J(◻m, p,a∗,mp − f∗,m) ≤ 1
2
B◻m [w,w] +C(∣p∣ +K0)2 (τm + 3−m2 ) ,
which yields (6.14). 
We next iterate the result of the previous lemma to obtain an algebraic rate of
convergence of J(◻m, p,ap − f) to zero.
Lemma 6.7. There exist β(data) ∈ (0, 12] and C(M,R,data) < ∞ such that, for
every p ∈ Rd and m ∈ N,
(6.15) J(◻m, p,a∗p − f∗) ≤ C (∣p∣ +K0)2 3−mβ.
Proof. As usual, we let {e1, . . . , ed} denote the standard basis and for convenience
we set e0 = 0. We also let β, c, C and C ′ denote constants depending only
on (data), (data), (data) and (R,M,data), respectively, which may vary in each
occurrence and m0 be the constant in Lemma 6.6. For every i ∈ {0, . . . , d} and
m ∈ N, define qi ∶= a∗ei + f∗ and qi,m ∶= a∗,mei + f∗,m as well as
(6.16) Fm ∶= d∑
i=0
m∑
n=0 3−
1
2
β(m−n)J(◻n, ei, qi,n),
where β > 0 is the smaller of the exponents in Lemmas 6.3 and 6.6. Observe that, for
every i ∈ {0, . . . , d} and m,n ∈ N, we have that ∣qi∣ + ∣qi,m∣ ≤ C(1 +K0) and, by (6.7),
(6.17) ∣qi,n − qi,m∣2 ≤ C (1 +K0)2 (3−nβ + m∑
k=n τk) .
Step 1. We show that there exists c(data) > 0 such that
(6.18)
d∑
i=0 (J(◻n, ei, qi,n) − J(◻n+1, ei, qi,n+1)) ≥ cτm.
Using Lemma 5.2, we see that, for each p ∈ Rd, the mapping q′ ↦ J(Q,p, q′) achieves
its minimal at the point q′ = a∗(Q)p + f∗(Q). Therefore,
d∑
i=0 (J(◻n, ei, qi,n) − J(◻n+1, ei, qi,n+1))
≥ d∑
i=0 (J(◻n, ei, qi,n) − J(◻n+1, ei, qi,n))
= d∑
i=0 (ν(◻n, ei,0) − ν(◻n+1, ei,0)) + d∑i=0 (ν∗(◻n,0, qi,n) − ν∗(◻n+1,0, qi,n))≥ cτn.
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Step 2. We show that there exist θ(data) ∈ [12 ,1) and C ′(M,R,data) <∞ such
that, for every m ≥m0,
(6.19) Fm+1 ≤ θFm +C ′ (∣p∣ +K0)2 3− 12βm.
We have by Lemma 5.1 that Fm0(p) ≤ C (∣p∣ +K0)2. Thus by (6.18),
Fm − Fm+1
= d∑
i=0 ( m∑n=m0 3− 12β(m−n)J(◻n, ei, qi,n) − m+1∑n=m0 3− 12β(m+1−n)J(◻n, ei, qi,n))
= d∑
i=0 ( m∑n=m0 3− 12β(m−n) (J(◻n, ei, qi,n) − J(◻n+1, ei, qi,n+1)) − 3− 12β(m+1)J(◻m0 , ei, qi,0))≥ c m∑
n=m0 3
− 1
2
β(m−n)τn −C ′ (1 +K0)2 3− 12βm.
Lemma 6.6 asserts that
(6.20) Fm ≤ C m∑
n=0 3−
1
2
β(m−n)τn +C ′ (∣p∣ +K0)2 3− 12βm.
Combining the previous two displays, we obtain
Fm − Fm+1 ≥ cFm −C ′ (1 +K0)2 3− 12βm.
This is (6.19).
Step 3. The conclusion. By an iteration of (6.19), using that Fm0(p) ≤ C (∣p∣ +K0)2,
we obtain, for every m ≥m0,
(6.21) Fm ≤ C ′θm−m0 (1 +K0)2 .
Taking α(data) > 0 such that θ = 3−α, we obtain that
(6.22) Fm ≤ C ′3αm03−mα (1 +K0)2 .
Since Fn ≤ C ′ (1 +K0)2 for n ≤ m0, by enlarging the constant C ′ we obtain, for
every m ∈ N,
(6.23) Fm ≤ C ′3−mα (1 +K0)2 .
By (6.18), from this we obtain also that
(6.24) τm ≤ C ′3−mα (1 +K0)2 .
By Lemma 6.3 and (6.24), we get
(6.25) ∣qi,m − qi∣2 ≤ C ′3−mα (1 +K0)2 .
As noted above, q′ ↦ J(◻m, p, q′) achieves its minimum at q′ = qm. In view of
Lemma 5.2 and the boundedness of a−1∗ in (5.22), we deduce that
J(◻m, ei, qi) ≤ J(◻m, ei, qi,m) +C ∣qi − qi,m∣2 ≤ Fm +C ∣qi − qi,m∣2 ≤ C ′3−mα (1 +K0)2 .
This implies (6.15). 
We now complete the proof of Proposition 6.1 by showing that the previous
lemma implies the bounds (6.1).
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Proof of Proposition 6.1. Observe that, by (5.8), (5.26) and (6.15),
ν(◻m, f , p) = −ν∗(◻m, f ,a∗p − f∗) + p ⋅ (a∗p − f∗) + J(◻m, f , p,a∗p − f∗)≤ −ν∗(◻m, f ,a∗p − f∗) + p ⋅ (a∗p − f∗) +C (∣p∣ +K0)2 3−mβ≤ −ν∗(f ,a∗p − f∗) + p ⋅ (a∗p − f∗) +C (∣p∣ +K0)2 3−mβ≤ ν(f , p) +C (∣p∣ +K0)2 3−mβ.
Combining this with (5.25), we obtain, for β(data) > 0 and C(R,M,data) ∈ [1,∞),∣ν(◻m, f , p) − ν(f , p)∣ ≤ C (∣p∣ +K0)2 3−mβ.
The bound for ν∗ is also implied by the previous two displays, since they imply
that all inequalities are sharp, up to C (∣p∣ +K0)2 3−mβ. This tells us that∣ν∗(◻m,a∗p − f∗) + ν∗(f ,a∗p − f∗)∣ ≤ C (∣p∣ +K0)2 3−mβ(6.26)
as well as ∣ν(f , p) + ν∗(f ,a∗p − f∗) − p ⋅ (a∗p − f∗)∣ ≤ C (∣p∣ +K0)2 3−mβ.(6.27)
Sending m→∞ in (6.27), we get
ν(f , p) = −ν∗(f ,a∗p − f∗) + p ⋅ (a∗p − f∗) = 1
2
p ⋅ a∗p − f∗ ⋅ p − c∗.
Comparing this with (5.34), we deduce that(a∗, f∗, c∗) = (a, f , c) .
Taking p = a−1(q + f), which satisfies (∣p∣ +K0)2 ≤ C(∣q∣ +K0)2 by (5.22), we obtain
from (6.26) that ∣ν∗(◻m, q) − ν∗(f , q)∣ ≤ C (∣q∣ +K0)2 3−mβ.
This completes the proof. 
The subadditive quantities ν and ν∗ are defined in Section 5 with respect to
the infinite volume Gibbs measure µξ. Since we are interested in the finite volume
surface tension, we also study the subadditive quantities associated with finite
volume Gibbs measures, defined by
νL(Q, f , p) ∶= inf
v∈`p+H10(Q,µL,ξ)EQ,µL,ξ,f [v] .
and
ν∗L(Q, f , q) ∶= sup
u∈H1(Q,µL,ξ)
⎛⎝ 1∣Q∣ ∑e∈E(Q)∇`q(e) ⟨∇u(e, ⋅)⟩µL,ξ − EQ,µL,ξ,f [u]⎞⎠ .
The other finite volume quantities BQ,µL,ξ ,EQ,µL,ξ,f ,(aµL,ξ(Q), fµL,ξ(Q, f), cµL,ξ(Q, f)),(a∗,µL,ξ(Q), f∗,µL,ξ(Q, f), c∗,µL,ξ(Q, f)) are defined analogously.
A consequence to the comparison lemmas for the Helffer-Sjo¨strand energies
(Lemma 4.4 and 4.5) is the comparison of the quadratic forms stated below. For
each finite cube Q ⊆ Zd we denote by size(Q) the side length of Q.
54 S. ARMSTRONG AND W. WU
Lemma 6.8. There exist β(data) ∈ (0, 12] and C(R,M,data) < ∞ such that,
for every ξ ∈ BR and L,M ∈ N with L ≤ M and every cube Q ⊆ QL satisfying√
d size(Q) ≤ dist(Q,∂QL), we have∣aµM,ξ(Q) − a(Q)∣ + ∣a∗,µM,ξ(Q) − a∗(Q)∣ ≤ C size(Q)−β.
Proof. By (5.12), we have the identities
{ ei ⋅ a(Q)ej = BQ [`ei , v(⋅,Q,0, ej)] ,
ei ⋅ aµM,ξ(Q)ej,= BQ,µM,ξ [`ei , vM(⋅,Q,0, ej)] .
Let Θ be the dynamical coupling of µM,ξ and µ = µ∞,ξ introduced in Lemma 4.4,
and L0(R,data) be the constant such that the estimates apply to all cubes Q with
size(Q) > L0(R,data), By the linearity and coercivity of B, we obtain∣ei ⋅ a(Q)ej − ei ⋅ aµM,ξ(Q)ej ∣ = ∣BQ [`ei , v(⋅,Q,0, ej)] − BQ,µM [`ei , vM(⋅,Q,0, ej)]∣≤ EΘ [∥∇v(⋅,Q,0, ej) −∇vM(⋅,Q,0, ej)∥2L2(E(Q))] 12 .
Applying Lemma 4.4 (with V = Ṽ and f(e, φ) = a(e, φ)ej), we obtain the existence
of β(data) > 0 and C(M,data) < ∞, such that for all size(Q) > L0(R,data), the
right side of the previous display is bounded by
C log
1
2 (size(Q))EΘ [∥a(⋅, φ) − aµM,ξ(⋅, φ̃)∥2L2(Q)] 12 +C(size(Q))−βEΘ [∥a(⋅, φ̃)∥4] 14 .
Combining the regularity assumptions for V′′ and the conclusion of Proposition 4.3,
we obtain ∣ei ⋅ a(Q)ej − ei ⋅ aµM,ξ(Q)ej ∣ ≤ C size(Q)−β.
Finally, we notice that the boundedness of a and aµM,ξ implies that the estimate
applies to all cube if we allow C to depend on R. The estimate for a∗,µM (Q) is
obtained by a nearly verbatim argument, which is omitted. 
We conclude this section by giving a version of Proposition 6.1 for the finite-
volume measures µL,ξ.
Proposition 6.9. There exist β(data) ∈ (0, 12] and C(R,M,data) <∞ such that,
for every L,M ∈ N with L ≤M , we have
(6.28) ∣νM(QL, f , p) − ν(f , p)∣ + ∣ν∗M(QL, f , q) − ν∗(f , q)∣ ≤ C (∣p∣ + ∣q∣ +K0)2L−β.
Proof. Let P be a partition of QL consisting of triadic cubes which satisfies
(6.29) size(Q) ≤ dist(Q,∂QL) < 3 size(Q).
This can be constructed, for instance, by taking the cubes to be as large as possible
such that their predecessor triadic cube is contained in QL. A consequence of (6.29)
which we will need is that most of the volume of QL is taken up by cubes in P
which are relatively large: precisely, for every n ∈ N,
(6.30) ∑
Q∈P
∣Q∣∣QL∣1{size(Q)≤3n} ≤ C3nL−1.
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We then observe that, using the inequality a∗,µM,ξ(QL) ≤ aµM,ξ(QL), Proposition 6.1,
Lemma 6.8 and (6.30), we have for some C = C(M,data) <∞,
a∗,µM,ξ(QL) ≤ aµM,ξ(QL) ≤ ∑
Q∈P
∣Q∣∣QL∣aµM,ξ(Q) ≤ ∑Q∈P ∣Q∣∣QL∣ (a(Q) +C size(Q)−β)≤ ∑
Q∈P
∣Q∣∣QL∣ (a +C size(Q)−β)≤ a +CL−β.
Similarly, we have
a−1µM,ξ(QL) ≤ a−1∗,µM,ξ(QL) ≤ a−1 +CL−β.
The previous two displays imply that
(6.31) ∣aµM,ξ(QL) − a∣ + ∣a∗,µM,ξ(QL) − a∣ ≤ CL−β.
Arguing in the same way yields similar estimates on fµM,ξ , cµM,ξ , f∗,µM,ξ and c∗,µM,ξ .
This completes the proof. 
7. Identification and regularity of the surface tension
In this section, we show that Theorem 1.1 is a direct consequence of Proposition 6.9
and the identity
(7.1) D2σL(ξ) = aµL,ξ(QL),
which (will be proved below and) states that the finite-volume surface tension is
nothing other than the matrix corresponding to the quadratic form p↦ νL(QL, 0, p).
Another version of the identity (7.1)—with periodic rather than zero boundary
conditions—was previously proved in [15, (3.78)] and [18, Appendix A].
The identity (7.1) and Proposition 6.9 immediately yield that
(7.2) ∣D2σL(ξ) − a(ξ)∣ ≤ CL−α.
We would like to send L→∞ in (7.2) to obtain that D2σ exists and satisfies
(7.3) D2σ(ξ) = a(ξ).
To justify this, we just need to show that D2σL is continuous (with a modulus of
continuity which may depend on L, it does not matter). Indeed, if this can be
shown, then σ is the pointwise limit of σL of C2 functions with D2σL converging
locally uniformly to a continuous function a(ξ). This would imply that σ ∈ C2 and
that (7.3) holds.
To summarize, we have two main assertions left to prove: (i) the identity (7.1),
and (ii) the continuity of D2σL.
We first present the proof of (7.1), which begins with the observation that, by a
direct computation starting from the definition (1.7), we have the following formula
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for D2σL: for each i, j ∈ {1, ..., d},
∂2σL
∂ξi∂ξj
(ξ) = − 1∣QL∣ covµL,ξ [ ∑x∈QLV′ (∇iφ(x) − ξi) , ∑x∈QLV′ (∇jφ(x) − ξj)](7.4) + 1{i=j} 1∣QL∣ ⟨ ∑x∈QLV′′ (∇iφ(x) − ξi)⟩µL,ξ .
It is immediate from (3.33) and polarization that the first term on the right side
of (7.4) can be written as
1∣QL∣ covµL,ξ [ ∑x∈QLV′ (∇iφ(x) − ξi) , ∑x∈QLV′ (∇jφ(x) − ξj)] = BQL,µL,ξ [ui, uj] ,(7.5)
where ui is the solution of the Dirichlet problem
{ −LµL,ξui +∇∗a∇ui = ∇∗fi in Q○L ×ΩU ,
ui = 0 on ∂QL ×ΩU ,
and fi is the vector field
(7.6) fi(e, φ) = V ′′(∇φ(e) − ξi)ei = a(e, φ)ei.
We see immediately from the definition of νL,ξ(QL, ei) that
ui = vL,ξ(⋅,QL, ei) − `ei
where, as in the previous two sections, vL,ξ(⋅,QL, ξ) denotes the minimizer in the
definition of νL,ξ(QL, ξ). We have that
νL(QL, ξ) = 1
2
BQL,µL,ξ [vL,ξ(⋅,QL, ξ), vL,ξ(⋅,QL, ξ)] ,
that is,
aµL,ξ,ij(QL) = BQL,µL,ξ [vL,ξ(⋅,QL, ei), vL,ξ(⋅,QL, ej)] .
By the equation for vL,ξ(⋅,QL, ξ), we have that
BQL,µL,ξ [vL,ξ(⋅,QL, ξ), ui] = 0,
and thus
BQL,µL,ξ [`ei , `ej] = BQL,µL,ξ [vL,ξ(⋅,QL, ei) − ui, vL,ξ(⋅,QL, ej) − uj]= BQL,µL,ξ [vL,ξ(⋅,QL, ei), vL,ξ(⋅,QL, ej)] +BQL,µL,ξ [ui, uj] .
Finally, we observe that
BQL,µL,ξ [`ei , `ej] = 1{i=j} 1∣QL∣ ⟨ ∑x∈QLV′′ (∇iφ(x) − ξi)⟩µL,ξ .
Combining the above displays, we obtain (7.1).
We next give the promised estimate for the regularity of D2σL.
Lemma 7.1. Let R ∈ [1,∞). There exist β(data) > 0, C(M,R,data) <∞ and, for
every θ > 0, a constant L0(θ,R,data) such that, for every ξ, ξ′ ∈ BR and L ≥ L0,
(7.7) ∣D2σL(ξ) −D2σL(ξ′)∣ ≤ C (∣ξ − ξ′∣ + θ)β .
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Proof of Lemma 7.1. We first combine Proposition 6.9 and the identification (7.1),
which yields, for every ξ ∈ Rd,
(7.8) ∣D2σL(ξ) − aµ2L,ξ(QL)∣ ≤ CL−β.
By definition,∣aµ2L,ξ,ij(QL) − aµ2L,ξ′,ij(QL)∣= ∣BQL,µ2L,ξ [ui + `ei , uj + `ej] −BQL,µ2L,ξ′ [ui + `ei , uj + `ej]∣ .
We also have∣BQL,µ2L,ξ [`ei , `ej] −BQL,µ2L,ξ′ [`ei , `ej]∣= 1∣QL∣1{i=j} ∣∑e∈QL ⟨V′′ (∇φ(e) − ξi)⟩µ2L,ξ − ⟨V′′ (∇φ(e) − ξ′i)⟩µ2L,ξ′ ∣ .
We apply the regularity assumption of V and Proposition 4.3, using a coupling Θ
of µ2L,ξ and µ2L,ξ′ , to obtain the existence of β(data) > 0 such that the right side
of the previous display is at most
(7.9) M∣ξ−ξ′∣γ+M [EΘ ∥(∇φ2L,ξ −∇φ2L,ξ′)∥L∞(QL)]γ/2 ≤ C(∣ξ−ξ′∣γ+L−β+L1−β ∣ξ−ξ′∣).
We next use the representation
BQL,µ2L,ξ [ui, uj] = 1∣QL∣ ∑e∈QL ⟨f(e,∇φ2L,ξ)∇u(e, φ2L,ξ)⟩µ2L,ξ
and apply Proposition 4.3 again as well as Lemma 4.4 (with Ṽ (⋅) = V (ξ̃ − ξ + ⋅)
and f defined by (7.6)) and the regularity assumption (1.10) to obtain∣BQL,µ2L,ξ [ui(φ2L,ξ), uj(φ2L,ξ)] −BQL,µ2L,ξ′ [ui(φ2L,ξ′), uj(φ2L,ξ′)]∣≤ ∥V′′ (ξ +∇φ2L,ξ) −V′′ (ξ′ +∇φ2L,ξ′)∥L2(QL,Θ) ∥∇u(φ2L,ξ) −∇u(φ2L,ξ′)∥L2(QL,Θ)≤ C(logL) (∣ξ − ξ′∣γ +L−β +L1−β ∣ξ − ξ′∣) .
Combining this with (7.9) and the previous displays above, we obtain
(7.10) ∣D2σL(ξ) −D2σL(ξ′)∣ ≤ C(logL)∣ξ − ξ′∣β +CL1−β ∣ξ − ξ′∣ +CL−β.
By (7.2) and (7.10), for every L,M ∈ N with L ≤M ,∣D2σM(ξ) −D2σM(ξ′)∣≤ ∣D2σL(ξ) −D2σL(ξ′)∣ + ∣D2σL(ξ) −D2σM(ξ)∣ + ∣D2σL(ξ′) −D2σM(ξ′)∣≤ C(logL) ∣ξ − ξ′∣β +CL1−β ∣ξ − ξ′∣ +CL−β.
To conclude the proof, we simply observe that, for every θ > 0, there exists L0
sufficiently large that, for every M ≥ L0,
(7.11) min
L∈{1,...,M} (C(logL) ∣ξ − ξ′∣β +CL1−β ∣ξ − ξ′∣ +CL−β) ≤ C (∣ξ − ξ′∣ + θ)β ,
where, as usual, the exponent β on the right side is smaller than on the left side. 
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The previous lemma does not quite imply that D2σL ∈ C0,β, since the L in the
estimate (7.7) must be large compared to the parameter θ. This is in fact an artifact
of the way we have written the coupling lemmas to be flexible to finite volume
measures of different sizes. When the cubes are the same size, the error term L−β
in the coupling lemma can be removed, so the lemma can actually be improved to
obtain that D2σL ∈ C0,β. However, this point does not matter for our purposes,
because combining the estimate (7.7) with (7.2) yields, after sending L → ∞,
that a(ξ) is continuous and, for each R ∈ [1,∞), the existence of C(R,data) <∞
such that, for every ξ, ξ′ ∈ BR,
(7.12) ∣a(ξ) − a(ξ′)∣ ≤ C ∣ξ − ξ′∣β .
That is, a is locally Ho¨lder continuous. Therefore (7.3) holds and the proof of
Theorem 1.1 is complete.
Appendix A. Auxiliary estimates
In this appendix we collect some functional inequalities and parabolic decay
estimates which are used in the paper.
We begin with estimates on the L2 decay of solution of a parabolic initial-value
problems posed in bounded domains. These estimates are essentially classical, but
we could not find a precise reference which applies to our particular framework.
Lemma A.1 (Decay estimate, Cauchy-Dirichlet problem). Fix T ∈ (0,∞), L ∈ N
with L ≥ 2 and 0 < λ ≤ Λ < ∞. Suppose that a ∶ (0, T ) × E(QL) → R satisfies
λ ≤ a ≤ Λ. Suppose that G ∈ L2(QL), f ∈ L2(E(QL)), h ∈ L2((0, T );L2(E(QL)))
and let u ∈ C1((0, T );L2(QL)) satisfy the initial-boundary value problem
(A.1)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tu +∇∗a∇u = ∇∗h in (0,∞) ×Q○L,
u = 0 on (0,∞) × ∂QL,
u = ∇∗f on {0} ×Q○L.
Then there exists C(data) <∞ such that, for all t ∈ (0,∞),
∥u(t, ⋅)∥2L2(QL) ≤ C ∥f∥2L2(QL) (1 + t)−1 exp(− tCL2)(A.2) +C ∫ t
0
∥h(t − s, ⋅)∥2L2(QL) exp(− sCL2) ds.
Proof. We first prove (A.2) in the case h = 0. Fix s ∈ (0,∞) and observe that
∂t ∑
x∈QL u(2s − t, x)u(t, x) = 0 for every t ∈ (0,2s).
In particular, for every s ∈ (0,∞),
(A.3) ∑
x∈QL u
2(s, x) = ∑
e∈E(QL)∇u(2s, e)f(e)
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Fix t ∈ (1, L2]. By the Cauchy-Schwarz inequality and the Caccioppoli inequality,
we get
⨏ 2t
t
∑
x∈QL u
2(s, x)ds = ⨏ 2t
t
∑
e∈E(QL)∇u(2s, e)f(e)ds
≤ C ⎛⎝⨏ 4t2t ∑e∈E(QL) (∇u(s, e))2 ds⎞⎠
1
2 ⎛⎝ ∑e∈E(QL) (f(e))2⎞⎠
1
2
≤ Ct− 12 ∥u(2t, ⋅)∥L2(QL) ∥f∥L2(QL) ,
where in the last line we used the fact, which follows from integrating (A.5), that
for every t1 < t2,
(A.4) ∫ t2
t1
∑
e∈E(QL) (∇u(s, e))2 ds ≤ C ( ∑x∈QL u2(t1, x) − ∑x∈QL u2(t2, x)) .
As s↦ ∑x∈QL u2(s, e) is evidently monotone decreasing, we deduce that∥u(2t, ⋅)∥2L2(QL) ≤ ⨏ 2tt ∑x∈QL u2(s, x)ds ≤ Ct− 12 ∥u(2t, ⋅)∥L2(QL) ∥f∥L2(QL) .
We have proven that, for every t ∈ (2,2L2],∥u(t, ⋅)∥L2(QL) ≤ Ct− 12 ∥f∥L2(QL) .
This gives the estimate (A.2) for t ∈ (2,2L2]. For t ∈ (0,2], we can use the
result of Step 1 and the fact that ∣∇∗f(x)∣ ≤ C∑x∈e ∣f(e)∣, which implies that∥∇∗f∥L2(QL) ≤ C ∥f∥L2(QL), to immediately obtain (A.2). For t ∈ (2L2,∞), we apply
the bound in Step 1, starting from time L2, to obtain
∑
x∈QL u
2(t, x) ≤ C exp(−ct −L2
L2
) ∑
x∈QL u
2(L2, x)
≤ CL−2 exp(−c t
L2
) ∥f∥2L2(QL) ≤ Ct−1 exp(−c tL2) ∥f∥2L2(QL) ,
as desired.
We next consider the case f = 0. We find that
∂t ∑
x∈QL u
2(t, x) = −2 ∑
e∈E(QL)∇u(t, e) (a(t, e)(∇u(t, e)) − h(t, e))(A.5) ≤ −2λ ∑
e∈E(QL)(∇u(t, e))2 +C ∑e∈E(QL) ∣∇u(t, e)∣ ∣h(t, e)∣≤ −cL−2 ∑
x∈QL u
2(t, x) +C ∑
e∈E(QL)(h(t, e))2.
Integration of this differential inequality yields
(A.6) ∑
x∈QL u
2(t, x) ≤ C ∫ t
0
∥h(t − s, ⋅)∥2L2(QL) exp(− sCL2) ds.
This completes the proof of (A.2) in the case f = 0.
Combining the two cases above yields the estimate (A.2) in full generality. 
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Lemma A.2 (Decay estimate, Cauchy-Neumann problem). Let L ∈ N with L ≥ 2
and 0 < λ ≤ Λ <∞. Suppose that a ∶ (0,∞) × E(QL) → R satisfies λ ≤ a ≤ Λ. Let u
be the solution of the initial-boundary value problem
(A.7)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂tw +∇∗a∇w = ∇∗h in (0,∞) ×U ○,
a∇w = h on (0,∞) × ∂U,
w = ∇∗f on {0} ×U ○,
a∇w − f = h on {0} × ∂E(U).
Then there exists C(data) <∞ such that, for all t ∈ (0,∞),
∥u(t, ⋅)∥2L2(QL) ≤ C (∥f∥2L2(QL) + ∥h∥2L2(∂QL)) (1 + t)−1 exp(− tCL2)(A.8) +C ∫ t
0
∥h(t − s, ⋅)∥2L2(QL) exp(− sCL2) ds.
Proof. The proof is completely analogous to the one of Lemma A.1: the main
differences being that we use Poincare´ inequality for mean-zero functions rather
than for functions which vanish on the boundary, and that the validity of the
summations by parts are due to the Neumann (zero flux) boundary condition rather
than the zero Dirichlet condition. 
We state a discrete version of the multiscale Poincare inequality, which provides
an estimate of the H−1 (◻n) norm of a function in terms of its spatial averages in
triadic subcubes.
Proposition A.3. (Multiscale Poincare inequality) Fix m ∈ N and denote Zn =
3nZ2 ∩◻m. Then, for any u ∈ L2(◻m),
∥u − (u)◻m∥L2(◻m) ≤ C ∥∇u∥L2(◻m) +C m−1∑
n=0 3n ( 1∣Zn∣ ∑y∈Zn ∣(∇u)y+◻n ∣2)
1/2
.
Proposition A.3 is a discrete analogue of [4, Corollary 1.14] and, since its proof
is essentially identical to that of the latter, we omit it.
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