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Computed X-ray tomography was used to characterise distribution and sphericity of Ti
granules within highly porous (>35%) Al2O3 powder compacts, as they are key parameters
for a successful infiltration by Fe-based alloys. Setting of reconstruction constraints, image
editing as well as data processing are the most challenging parts of computed X-ray
tomography and principal sources of errors that bias the generated data. Thus, corrective
measures have to be applied and the reliability of generated data has to be proved with
respect to statistical, stereological and volumetric aspects. Combining an adapted Interface
Particle Treatment Algorithm with the Marching Cube Method, Equilibrium Random State
Model, cluster splitting and conventional laser diffraction measurements a significant
improvement of the three-dimensional reconstructed data was achieved. This study points
out the need of the applied algorithms for the proof and improvement of generated data by
computed X-ray tomography and gives a short survey of methods that can be applied.
1. Introduction
The three-dimensional (3D) characterisation and visualisation
of porous powder compacts by computed X-ray tomography
(CT) has nowadays become an important and powerful tool. It
is an excellent technique to simultaneously obtain the amount
and distribution of phase parameters for bulk materials. A
straightforward use of CT is the generation of spatially
resolved phase information of materials consisting of two or
more phases. It allows a non-invasive, three-dimensional (3D)
characterisation and visualisation of the local microstructure
of porous bodies, but also the extraction of bulk properties,
such as particle size distribution [1–6]. Emerging difficulties
during CT generation of spatially resolved information from
porous microstructures and approaches for data evaluation
have been alreadypublishedalso in the context ofmetal foams
[7–9]. Extensive descriptions of the CT method have been
presented in many previous studies, as well as methods to
emphasize the reliability of the information obtained [10–17].
Image editing as well as data processing are the most
challenging parts of CT as they are the principal sources of
errors. The reliability of the generated data therefore has to be
proved. The most important parameters and procedures that
may affect the reconstruction of the local microstructure are:
• Selection of an adequate volume element (voxel) geometry
and size (e.g. the spatial resolution of the system)
• The reduction of beam hardening and ring artefacts
• The contrast and brightness thresholding of back projected
images, as well as the transfer of 2D (two dimensional)
information in 3D and the related potential loss of data.
For accurate extraction and reconstruction of bulk data
(e.g., particle shape and particle morphology) a suitable choice
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of a voxel model is crucial [18,19]. Resolution is limited by the
characteristics of the X-ray source, the geometry of the
imaging system, the pixel size of the transmission images
and the contrast thresholding. Objects with a magnified,
projected diameter smaller than 2 pixels may not be resolved.
The type and sequence of image processing procedures is
often reliant on computer power. A typical image set is around
600 MB and consists of 600 individual back projected trans-
mission images [20–22]. The first processing steps such as
artefact reduction and thresholding are, therefore, performed
in two dimensions (2D). Contrast and brightness thresholding
of back projected 2D images is a delicate subject as the change
in grey level (GL) between different phases is not sharp, but a
continuous transition. Grey level values are adjusted by visual
inspection of the images. If possible, thresholding should be
fine tuned by comparing bulk properties, such as porosity or
bulk fraction of phase extracted from the CT images, with the
same properties obtained from conventional bulk character-
isations [20,23,24].
However, highly porous structures (>35%) cause problems
during data evaluation of back projected images as the voxels
(3D pixels) of the kernel cannot be distinguished from the
background which leads to large deviations of the processed
phase information [19–24]. A method to avoid this problem is
to demarcate a Region of Interest within the kernel that is
amplified in 3D to a Volume of Interest. That in turn affects
phases present at the border of the Volume of Interest in size
and shape as they are cut and thus yields incorrect spatial
information [15–18,22].
In this paper, the reliability of the generated information by
CT to characterise porous ceramic preforms, as well as
algorithms for the proof of data correctness, are discussed.
Such preforms are used to produce Metal Matrix Composites
(MMC) by activated pressureless melt infiltration [25–29].
Precise knowledge of the activated preform microstructure,
e.g. porosity, activator concentration and even more spatial
distribution is of key importance for any successful infiltration
[30–34]. These parameters can be simultaneously determined
by CT. The procedures, as well asmethods for data verification
are presented in this study.
The difficulty for the present system is the small difference
in the X-ray absorption coefficients between alumina parti-
cles, air filled pores and the laboratory atmosphere. The
presence of air filled pores in a highly porous sample requires
the setting of a Volume of Interest (VOI), otherwise the
background cannot be distinguished from the air filled pores.
However, setting of a VOI influences the extracted values for
particle size distribution of the activator presented by
titanium (Ti). Particles, which cross the VOI boundaries are
artificially cut and distort particle size distributions. An
interface particle treatment (IPT) algorithm was used to
increase the accuracy of CT generated data [31]. The image
processing has been verified by comparing the extracted
particle size distribution of titanium particles with data
obtained from the starting powders using laser diffraction
(LD) measurements. The comparison of CT generated particle
size distribution with LD measurements as well as the intro-
duction of an equivalent diameter for comparative purposes
is investigated in previous studies [7,35]. A second check
has been made to prove the spheroidicity of Ti particles by
applying a surface vs. volume plot, following the Marching
Cube Method [12]. This method allows the determination of
spheroidicity from CT data without applying optical instru-
ments, and identifies the spheroidicity of the 3D reconstructed
Ti particles. The actual spatial distribution of the Ti particles
was analysed using the EquilibriumRandomState (ERS)model
[36]. Assuming mono-dispersed Ti particles this algorithm
indicates if activator particles are statistically in a random
distribution within a VOI.
The aim of this study is the proof of the generated datawith
respect to statistical, stereological and volumetric aspects.
Moreover the influence of the VOI setting on Ti particle size
and shape, as well as on the spatial distribution, will be
pointed out and opposed to data calculated by the IPTmethod.
The necessity of this method for the determination of particle
size distribution within a VOI is underlined by emphasizing
the improvement of the generated data.
2. Experimental
2.1. Materials and Instruments
A detailed description of the preform preparation (pressed
pellets: 5.5 mmhigh, 5 mmdiameter, 65 MPa) and characterisa-
tion by LDandCThas been reported byVasic et al. [37]. Alumina
powder A100 and two different titanium powders T40 (small
particles) and T200 (large particles), were added in different
concentrations (i) resulting in 8 different compositions
A100T40-i. (i=1, 3, 5, 10 and 20 wt.% of the alumina/titanium
powder mixtures) and A100T200-i (i=3, 5 and 20 wt.%) respec-
tively. The limitingsized for the 10% (d10), 50% (d50), and 90% (d90)
volume fractions of particles<d as well as particle size
distribution were determined by laser diffraction using a
Malvern MasterSizerX instrument.2 The values determined by
LD served as a benchmark for the diameters determined by CT.
However, LDmeasurements are deviated with an average error
of 5% and thus cannot be taken strictly as absolute reference [5].
The principle of CT is based on the phase specific adsorption
and scattering of X-ray beams and is broadly described in
previous studies [10–18]. The absorption of X-rays in solids is a
functionofdensity, averageatomicnumberand thicknessof the
material and is described by Beer's law (Eq. (1)):
I = I0exp μxð Þ ð1Þ
where μ is the attenuation coefficient, I0 is the initial beam
intensity, and I is the measured beam intensity after it passes
through the sample of thickness x [16,17]. The attenuation
coefficient is very strongly dependent on the average atomic
number yielding, that air and alumina can easily be discrimi-
nated against Ti. The separation of air and alumina, despite the
muchhigherdensity of the latter, causesmoreproblemsas their
atomic numbers do not differ significantly. However, as the
presented study focuses on the extraction of Ti particles data
this is not a relevant factor. A Skyscan 1072 Microtomograph3
was used for this investigation, operated with an acceleration
2 Malvern, Worcestershire, UK. Range: 1.2–600 μm, accuracy
≤2%.
3 Skyscan, Kontich, Belgium.
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voltage of 80 kV and a current of 120 μA. The samples were
rotated through 360° and images were recorded each 0.9° with
anexposure time of 5 s resulting in a total of 400 projections and
a total acquisition time of 9 h. Eight frames per second were
averaged for noise reduction. A 12-bit X-ray camera (CCD)
couple to a scintillator served as a detector and transmission
imageswere recordedonanarea of 1024×1024pixels. The voxel
size in the back projected images is 5.5 μm/pixel. As in the
present work when the X-ray source is not strictly monochro-
matic beamhardeningoccurs.Additionally, ringartefacts due to
a detector non linearity may bias the reconstructed density
map. These artefacts are partially taken care of by the back
projecting programs and final adjustments were performed to
obtain representative grey scale level for each individual phase
of the sample [1,11,19].
2.2. Image Editing
The ConeRec routine2 was used to perform the back projection
and to reduce beam hardening and ring artefacts. The same
program was used to adjust brightness and contrast on
transmission images after back projection (Fig. 1a). Visual
contrast and brightness adjustments were made to optimize
the discrimination between the different phases by choosing
constant processing conditions (e.g., thresholding for phase
discrimination and splitting of particles). These adjustments
had to be performed individually for each sample although the
recording conditions were the same. Instrumental fluctua-
tions and the slight differences in size and geometry between
the samples are too large to allow an automated correction
procedure.
A 600×600×600 voxels (=3.3×3.3×3.3 mm) volume (Vol-
ume of Interest, VOI) out of the 1024 reconstructed slices was
retained for further processing. The corrected and recon-
structed data represent a stack of 600 absorption maps (slices)
5.5 μm apart and 600×600 voxels in size [21,34–36]. Because of
memory limitations Aphelion 3.2 software4 (3D-reconstruc-
tion and stereological calculations), the stack was split in 5
sections, each containing 120 slices.
Aphelion 3.2 softwarewas used to threshold the contrast of
the 2D reconstructed slices and to convert the 2D slices into a
3D absorption map. Cross-checking of the known titanium
contents of the individual samples was used to adjust the grey
level threshold for titanium. Additionally, a convex cluster
splitting was performed in order to separate aggregated
particles (Fig. 1). 120 slices belonging to one section were
reconstructed into a VOI of 600×600×120 voxels in size (Fig. 2).
2.3. Titanium Particle Data Compilation
Position and size information of the titanium particles was
extracted by a program written within the Aphelion 3.2
software shell. Data extracted are the titanium voxel coordi-
nates and voxel counts. These parameters allow the determi-
nation of the position, centre of gravity and the equivalent
sphere diameter of theparticles. Eachparticlewas also labeled.
The titanium voxel counts were used to calculate the volume
percentage of titanium particles relative to the VOI volume,
which served as control for the reconstruction procedure.
Particle size distributions were calculated by the self-written
program Diameter.cls that is based on Visual Basic5 and
embedded in the Aphelion 3.2 software shell. It uses diameters
of spheres with a volume that is equivalent to the volume of
the counted voxels [37]. Particles cutting the VOI boundaries
cause errors in the sizedistributions,whichwere correctedbya
simple IPT algorithm. Particles with centre of gravity coordi-
nates that were closer than r100=d100/2 to the VOI boundaries
were skipped. Thus, the IPT treatment becomes even more
Fig. 1 – a) 600×600 large section obtained from a
reconstructed slice and b) Ti particle outlines after
thresholding and cluster splitting.
4 Amerinex Applied Imaging, Inc., Monroe, NJ, USA. 5 Microsoft Corporation, Redmond, WA, USA.
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essential when treating the data for T200 samples with the
coarser titanium particles (Fig. 2). The size distribution was
then reviewed again by all methods mentioned above.
2.4. Particle Size and Shape
Theparticles are close to spherical; thiswasalreadyproved in a
previous study by Scanning Electron Microscopy [37]. The
reliability of spherically reconstructed particles from CT
generated data can be tested by different methods [1,4,5,12–
15]. One of them has been introduced by Helfen et al. and uses
an equivalent diameter for comparison of CTand LD results [7].
In this study, the surface-to-volume ratio of theparticleswas
used as indicator for spheroidicity [12]. The particle surface was
extracted by fitting a smooth surface across the surface voxels.
The fit algorithm is based on the Crofton Formula (CF) [38]. The
degree of spheroidicity S is given by the ratio between the
surface of a spherewith the same volume V0 as the particle and
the actual surface A0 of the particle in (Eq. (2)):
S =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
36πV23
p
A0
=
CV2=30
A0
ð2Þ
In a logS vs. logV02/3 plot, perfect spheres plot on a regression
line with slope (36π)1/3, called a compactness term, C. The
average spheroidicity for any set of particles is given by the
ratio of the compactness term and the actual slope. The
spheroidicity is in the range between zero (0) for non spherical
particles and unity (1) for perfectly spherical shaped particles
(Eq. (3)). In the latter case (Eq. (2)) simplifies to (Eq. (3)):
A0 = CV
2=3
0 ð3Þ
Another check is the comparison of CT-derived particle size
distributions with those obtained by LD measurements [5].
2.5. Interparticle Distances and Spatial Distribution
A homogeneous spatial distribution of the activator is
important for a successful infiltration. Nearest neighbour
analysis is an efficient tool to evaluate point distributions. The
centre-to-centre as well as surface-to-surface interparticle
distance up to the 10th nearest neighbour were determined
using home-made software (programs distance.dsw, NEXT_-
NAB.cls, SUR_NAB.cls) and is based on the conversion of 2D
data into 3D. In order to prove the reliability of reconstructed
2D data for further data generation in 3D as well as for
estimating the accuracy of image processing benchmarks, the
Saltykov–Schwartz algorithm was introduced [33,39,40]. The
algorithm was developed to extrapolate 3D particle size
distribution as well as particle numbers per unit volume
from particle contours present in 2D cross sections. It is also a
valuable method for the appraisal of the procedure used for
the 3D reconstruction from 2D slices [15,16]. The Saltykov
method has beenmainly discussed by Underwood et al., and is
well suited to treating spherical particles [39,40]. The surface-
to-surface distance was calculated by subtracting the sum of
the equivalent sphere diameters of the particles from the
centre-to-centre distance. Negative values, found during the
determination of surface-to-surface distances, were inter-
preted as coming from particles that touched each other, and
were set to zero. Negative values can also occur because the
particles are not perfectly spherical. Deviations from spher-
oidicity are typically in the range of 0.5±0.25 pixels. The
observed spatial distributions were compared with the
equilibrium random state (ERS) model for mono-dispersed
particles [36]. The degree of randomness in (Eq. (4)) is given by
the ratio Q between ERS and experimental average nearest
neighbour distances [41]
Q = 〈R
CT
N 〉
〈RERSN 〉
ð4Þ
A perfectly random distribution has a ratio=1. A distribu-
tion where all points coincide (=maximal clustered) would
give a ratio of 0. The maximum value is 2.25 for distributions
with maximized nearest neighbour distances, e.g. for an
ordered distribution of points, which corresponds to a face-
centred cubic lattice [41]. Distributions of hard particles differ
from point distributions by the fact that the particle centres
cannot get closer to each other than the sum of the particle
radii. Therefore the mean particle distance to the Nth-nearest
neighbours differ significantly from the equivalent point
distance. The ERS model, based on (Eq. (5)), takes into account
an inhibition ratio pN [36]:
pN = 〈RN〉 = 〈PN〉 ð5Þ
where RN stands for the distance to the Nth-nearest neigh-
bours and PN is the probability function. The average
distance<RN>between a particle and its Nth-nearest neigh-
bour corrected by the inhibition ratio is after Leggoe et al. [36]
(Eq. (6)):
〈RN〉 =
4
3
πλ
 −13
⋅
Γ N + 13
 
N−1ð Þ!
 
⋅ 1 +
2−
1
6⋅ N−1ð Þ!
4
3πλ
 −13⋅Γ N + 13 
−1
2
4
3
5⋅ Φ
Φ0
  2N
2N + 1ð Þ
8<
:
9=
;
ð6Þ
Fig. 2 – Reconstructed VOI for a) sample with T40 particles
and b) with T200 particles (Aphelion 3.2).
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where Γ is the Gamma function, λ are the particles per unit
volume, Φ0 is the volume of titanium particle and Φ the total
volume. The ERS derived neighbour distance distributions
were compared with the measured average distance distribu-
tions from CT.
3. Results and Discussion
All benchmarks used to control the success of the image
processing and 3D reconstruction were positive. In a first step
the titanium particle shape was roughly estimated by
comparing CT reconstructed Ti within a VOI with SEM images
(Figs. 2, 3). Additionally, the shape fidelity of the reconstruc-
tion procedure is underlined by the spheroidicity test for the
reconstructed Ti particles. The log–log plot of volume voxels
versus surface pixels for the T40 and T200 samples show a
linear dependency with linear correlation coefficients very
close to 1 (Fig. 4), which is expected considering the perfect
spherical shape of the Ti particles as seen in SEM images.
Moreover, the spheroidicity term S showed values very close
to 1, and compactness C for T40 as well as T200 particles
yielded good correspondence to the theoretical value of
36π1/3≈4.84.
The maxima in raw titanium particle size distributions
determined by CT coincide very well with the maxima
determined by LD, but the curves are shifted to lower
diameters on both ends of the distribution. The discrepancy
is more pronounced for the samples prepared with the T200
powder (Table 1, Fig. 5). The offset is caused by particles, which
are crosscut by the VOI boundaries. Only the volume inside the
VOI is considered for the calculation of the equivalent sphere
diameter. The number of small particles is, therefore,
increased, while the number of large particles is deficient
relative to the total number of particles. After applying the IPT
procedure, the differences between LD and CT-derived distri-
bution vanishes almost completely for the T40 samples.
However, The CT-derived distribution of the T200 samples
still shows a slight deficiency. The larger discrepancy for the
T200 particles can be explained by the increasing probability of
large particles being located in cutting distance of a VOI wall
which leads to a disproportionate exclusion of the latter and a
simultaneous boost of the small particle fractions (Fig. 2).
Nevertheless, characteristic diameters (d10, d50 and d90)
showed very good correspondence to LD measurements after
applying the IPT method (Table 1).
The 10 closest neighbour distances derived from CT
reconstruction show characteristic deviations from the dis-
tances obtained from the ERS model using the same particle
density (Fig. 6). All CT interparticle distances were above the
Fig. 3 – Spherical titanium particles observed by Scanning
Electron Microscopy (SEM).
Fig. 4 – Log–log plot of surface area vs. volume2/3 for
reconstructed a) T40 and b) T200 particles. The larger spread
of the data in the case of T40 particles is due to the increased
clustering for the T40 particles and the related errors induced
by the splitting procedure.
Table 1 – d10, d50 and d90 values (d10: 10% volume fraction;
d50: 50% volume fraction; d90: 90% volume fraction) of T40
and T200 particles determined by LD and CT and
additionally the correctionwith the IPTmethod showing a
clear improvement of the values.
T40 T200
d10
[μm]
d50
[μm]
d90
[μm]
d10
[μm]
d50
[μm]
d90
[μm]
LD 44 54 74 180 205 240
CT 43 57 76 145 192 204
CT-IPT 44 56 75 178 205 236
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values determined by the ERS method as particles in reality
tend to clustering and are not perfectly random distributed
within a VOI.
The observed ratios Q for the nearest neighbour distances
are below 1.0 for all T40 samples and decrease with increasing
activator concentration, which is a clear sign of increased
clustering (Table 2). T200 particles did not show significant
clustering (Q>1) as can be seen fromvalues in Table 3. This can
be explained by the smaller number of T200 particles present
within a VOI relative to T40 particles for the same activation
contents. A consequence of the clustering is that the ratios
increase with the order of the neighbours and becomes larger
than unity. The number of neighbour distances for which the
ratio is lower than unity gives an indication on the average
number of particles that are present in a cluster. This number
increases with increasing activator concentration and for the
highest activation would be 3–4 particles, which fits quite well
with direct observation of clusters. However, the process of
cluster splitting was necessary, and as successfully applied as
all values are close to, or even above unity.
4. Conclusions
Computed data always have to be accepted with reservation
and thus correction models have to be taken into account by
having in mind the influences that can affect the data. LD
measurements were used as helpful benchmarks to estimate
the correctness of calculated particle size distribution from CT
generated data. Calculationmodels like the ERS, describing the
evolution of Nth-nearest neighbours, successfully served for
the purpose of comparison with calculated CT data. Recon-
structed spheroidicity and shape fidelity of particles were
checked by using the surface-to-volume/pixel to voxel ratio.
The influence on shape, size and spatial distribution of
titanium cut by lateral VOI surfaces is not negligible. The cor-
rection of the data by applying the IPT method led to a sig-
nificant improvement of data generated by CT with regard to
particle size distribution. Distance evolution determined by CT
Fig. 5 – a) Particle diameter distribution for T40 and T200
particles obtained by CT and b) particle diameter distribution
for T40 and T200 obtained by CT after IPT correction.
Fig. 6 – Average interparticle distance determined by CT
compared to ERS for a) T40 and b) T200 particles showing
deviation from random distributed state.
Table 2 – Randomness expressed by the ratio Q for T40
particles shows an increased clustering with increasing Ti
content.
Ti content 1 wt.% 3 wt.% 5 wt.% 10 wt.% 20 wt.%
Nearest
neighbour
Randomness Q for T40 particles
1st 0.98 0.94 0.92 0.94 0.87
2nd 1.05 0.99 0.96 0.98 0.94
3rd 1.09 1.03 0.99 1.02 0.99
4th 1.10 1.05 1.02 1.04 1.02
5th 1.12 1.06 1.03 1.05 1.04
Note: increased clustering with increasing Ti content.
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was compared to the ERS method and showed characteristic
deviations as particles in reality are not randomly distributed.
Shape fidelity of the reconstructed particles was successfully
proved by the spheroidicity test. Additionally, the clustering
behaviour of the Ti particles was investigated with the char-
acteristic ratio Q and showed an effectively performed cluster
splitting.
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Glossary
CT computed X-Ray tomography
3D three dimensional
2D two dimensional
MB megabyte
GL grey level
MMC metal matrix composite
VOI volume of interest
Ti titanium
IPT interface particle treatment
LD laser diffraction
ERS equilibrium random state
A100 alumina powder
T40 titanium powder (small particles)
T200 titanium powder (coarse particles)
wt.% weight percent
i titanium concentration in wt.%
d limiting diameter of particles
d10 10% volume fraction of particles<d
d50 50% volume fraction of particles<d
d90 90% volume fraction of particles<d
I measured X-ray beam intensity
I0 initial X-ray beam intensity
exp exponential function
μ attenuation coefficient
x sample thickness
CCD charge coupled device
ROI region of interest
VB Visual Basic
CF Crofton formula
S spheroidicity
V0 particle volume
A0 particle surface
C compactness term
Q degree of randomness
RNCT average nearest neighbour distance determined by
computed X-Ray tomography
RNERS average nearest neighbour distance determined by
Equilibrium Random State model
pN inhibition ratio
PN probability function
RN distance to the Nth-nearest neighbour
〈RN〉 average distance between a particle and its Nth nearest
neighbour after Leggoe et al.
N number of particles per unit volume
Г gamma function
λ particles per unit volume
Φ0 volume of a particle
Φ total volume of particles
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