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Povzetek
Naslov: Detekcija in sledenje oznake za avtonomno pristajanje brezpilo-
tnega letalnika
Brezpilotni letalniki so v zadnjih letih postali pomembno sredstvo za upo-
rabo tako v vojasˇke kot tudi v civilne namene. V magistrski nalogi razvijemo
sistem za detekcijo in sledenje oznake, ki bo pripomogel k realizaciji avto-
nomnega pristajanja brezpilotnega letalnika. Trenutni letalnik je omejen na
pristajanje s padalom, kar onemogocˇa pristajanje na premikajocˇih platfor-
mah in lokacijah z majhno pristajalno povrsˇino. Za odpravo teh tezˇav smo
si zastavili cilj razviti sistem, ki bi letalniku omogocˇili pristajanje v mrezˇo.
Mrezˇa je oznacˇena z zasnovano oznako. Razviti sistem smo ovrednotili na
posebej pripravljenih videoposnetkih, ki simulirajo realno okolje. Rezultati
so pokazali, da je delovanje sistema zadovoljivo pod razlicˇnimi pogoji, kot so
razlicˇni koti, razdalje, osvetljenosti, zamegljenosti, okolja in dodajanje megle
v pripravljenih videoposnetkih.
Kljucˇne besede
brezpilotni letalnik, racˇunalniˇski vid, oznaka, detekcija, sledenje

Abstract
Title: Marker detection and tracking for autonomous landing of unmanned
aerial vehicle
In recent years the unmanned aerial vehicles (UAVs) became important
assets for military and civil use. In our master thesis we developed a system
for marker detection and tracking that enables landing of a UAV without a
parachute. The current UAV is limited to landing with a parachute, which
makes it difficult to land on moving platforms and small areas. The goal
was to develop a system that can help the UAV to land into a net marked
with a purposely designed marker. The developed system was evaluated on
captured videos that simulate the real environment. Results have shown that
the system works well under different circumstances such as various angles,
distances, illuminations, blurriness, surrounding areas and fogginess.
Keywords
unmanned aerial vehicle, computer vision, marker, detection, tracking

Poglavje 1
Uvod
1.1 Motivacija
Brezpilotni letalniki so v zadnjih letih postali pomembno sredstvo za upo-
rabo tako v vojasˇke kot tudi v civilne namene. Brezpilotne letalnike se lahko
locˇi glede na namembnost in vrsto nacˇina krmiljenja. Kvadkopterji so mul-
tirotorske naprave, pri katerih je krmiljenje odvisno od vrtenja propelerjev,
medtem ko je pri brezpilotnih letalnikih s fiksnimi krili vzlet in krmiljenje
nadzorovano z zakrilci ter uravnavanjem hitrosti. Kvadkopterji so bolj pri-
merni za krajˇse razdalje, lazˇji za uporabo in omogocˇajo vertikalno pristajanje
ter vzletanje. Letalniki s fiksnimi krili dosegajo viˇsje hitrosti in lahko prepo-
tujejo daljˇse razdalje. So zelo energetsko ucˇinkoviti, vendar je z njimi tezˇje
manevrirati in potrebujejo vecˇ prostora za vzlet in pristanek.
V nasˇem delu se bomo osredotocˇili na brezpilotni letalnik s fiksnimi krili,
ki je namenjen za nadzor in izvidnico na morju in bo del opreme ladijskega
plovila. Letalnik je prikazan na sliki 1.1. Trenutno je brezpilotni letalnik
omejen na pristajanje s padalom. Pristajanje s padalom je neprimerno za
pristanek na premikajocˇi se plosˇcˇadi ali lokacijah, ki imajo majhno povrsˇino
za pristanek. V razvoju je sistem, ki omogocˇa pristajanje tako, da letal-
nik prileti v prej postavljeno mrezˇo. Trenutno rocˇno krmiljenje letalnika v
mrezˇo je zelo zahteven postopek, potrebnih je veliko vesˇcˇin ter natancˇnosti
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Slika 1.1: Brezpilotni letalnik s fiksnimi krili [1].
za uspesˇen pristanek. Resˇitev, ki omogocˇa enostavnejˇse pristajanje je v ra-
zvoju sistema, ki s pomocˇjo racˇunalniˇskega vida zmore avtonomno pristati
v mrezˇo. V magistrskem delu se osredotocˇimo na razvoj algoritmov za de-
tekcijo in sledenje zasnovane oznake, s katero bo mogocˇe natancˇno usmerjati
letalnik v mrezˇo za pristajanje.
1.2 Pregled sorodnih del
Problem detekcije in sledenja oznake za namene krmiljenja in pristajanja
brezpilotnega letalnika je manj raziskano podrocˇje kot pa pri kvadkopterjih.
Priblizˇek resˇitve nasˇega problema je predstavljen v cˇlanku [2]. Ker je prista-
janje letalnika s pomocˇjo koordinat GPS nenatancˇno, so predstavili resˇitev
pristajanja z vizualnim krmiljenjem. Za potrebe pristajanja so uporabili na-
pihljivo sfero, ki omogocˇa pristajanje z vseh smeri in ublazˇitev morebitnih
posˇkodb pri pristanku. Napihljiva sfera je zˇivo rdecˇe barve, da jo je mogocˇe
enostavno detektirati.
Vizualno krmiljenje je implementirano na osnovi barvne detekcije in se-
kundarno z metodo momentov. S fotografiranjem rdecˇe sfere pod razlicˇnimi
pogoji so dolocˇili vizualni spekter, ki dolocˇa barvo sfere in na osnovi barvne
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klasifikacije implementirali detektor sfere. Za dodatno identifikacijo sfere so
uporabili metodo momentov, ki v primeru vecˇ rdecˇih objektov na sliki po-
skrbi za dodatno klasifikacijo. Z analiziranjem momentov na nekaj primerih
so uporabili sˇtiri momente slike za dodatno detekcijo sfere. Prednost prista-
janja v napihljivo sfero je ta, da letalnik lahko pristane iz katerekoli strani,
cˇe ima maneverski prostor. Pristajanje iz katerekoli strani odpravlja tezˇave
zaradi vetra. Cˇe je le mogocˇe, je dobro, da se pristaja v smeri proti vetru
zaradi nizˇje priblizˇevalne hitrosti.
V cˇlanku [3] je predstavljena implementacija sistema za avtonomno pri-
stajanje letala z vizualnim krmilnim sistemom. V delu so opisane posamezne
faze pristajanja letala. Letalo ima namesˇcˇeno kamero na sprednjem delu le-
tala, da lahko posname stezo, ki jo detektor izlusˇcˇi iz slike. Algoritem za
detekcijo pristajalne steze ni opisan, vendar deluje na principu perspektivne
projekcije in ohranjanja vzporednih cˇrt, na katere se letalo orientira. Poleg
vizualnih podatkov se za krmiljenje uporabljajo sˇe ostali instrumenti, kot sta
viˇsinomer in hitrost letala. Testiranje je bilo izvedeno v programu za simu-
liranje pristajanja letal, kjer so rezultati pokazali, da je mogocˇe pristati tudi
brez pomocˇi pilota.
Pristop iz dela [4] opisuje implementacijo sistema za pristajanje letal-
nika s fiksnimi krili, ki krmili letalnik s tal. Kameri za detekcijo in sledenje
letalnika sta namesˇcˇeni na levi in desni strani pristajalne steze. Z dvema
kamerama sistem lahko s pomocˇjo stereo slike dolocˇi 3D koordinate letalnika
v prostoru. Prepoznava letalnika deluje na osnovi algoritma AdaBoost, ki s
pomocˇjo sˇibkih klasifikatorjev zgradi mocˇne klasifikatorje za detekcijo in sle-
denje letalnika. Za pripravo klasifikatorjev avtorji uporabijo ucˇno mnozˇico
slik, ki predstavljajo letalnik in negativno ucˇno mnozˇico slik. Rezultati so
pokazali, da sistem omogocˇa varno in natancˇno pristajanje letalnika na pri-
stajalni stezi.
V cˇlanku [5] je opisan sˇe en pristop pristajanja brezpilotnega letalnika na
pristajalni stezi, pri katerem je kamera namesˇcˇena na letalniku. Za izvedbo
avtonomnega pristanka igrajo kljucˇno vlogo koordinate GPS in detekcijski
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algoritem. Poleg tega uporabljajo tudi informacije o hitrosti, viˇsini in ori-
entaciji letalnika. Glavni del sistema predstavlja model pristajalne steze,
iz katerega se izracˇuna natancˇna trajektorija pristajanja letalnika. Za po-
stavitev letalnika v model pristajalne steze potrebujejo lokacijo letalnika v
realnem okolju. Za natancˇno lokacijo in priredbo snemane slike v model
pristajalne steze poskrbijo podatki o lokaciji GPS, viˇsinomer in detekcijski
algoritem steze.
Detekcijski algoritem locˇi obmocˇje pristajalne steze od okolice z barvno
metodo v barvnem prostoru HSV. Pridobljen poligon pristajalne steze se
transformira v predpripravljen model in tako pridobi transformacijsko ma-
triko med obema slikama. S pomocˇjo transformaijske matrike nato v realnem
cˇasu procesirajo predvideno trajektorijo pristajanja letalnika. Sistem so pre-
izkusili na dveh brezpilotnih letalnikih in uspesˇno opravili pristajanje.
Ker se nasˇa magistrska naloga osredotocˇa na implementaciji sistema za
detekcijo in sledenje oznaki, bomo na kratko predstavili tudi sorodna dela
s podrocˇja detekcije in sledenja. Vecˇino del, ki uporabljajo detekcijo in/ali
sledenje oznaki je implementiranih za manjˇsa okolja in predvsem na krajˇsih
razdaljah kot je cilj v nasˇi magistrski nalogi. Cˇlanek [6] predstavi razlicˇne
tehnike detekcije in sledenja objektov z eno kamero. Cˇeprav se cˇlanek osre-
dotocˇa na obogateno resnicˇnost, so tehnike detekcije in sledenja v osnovi
enake kot pri aplikacijah, ki niso namenjene obogateni resnicˇnosti.
Detekcija na osnovi oznake se zacˇne pri zasnovi oznake. Opisana je kva-
dratna oznaka kot tudi tocˇkovne oznake, ki so produkt stalnega napredka in
iskanja resˇitev za raznovrstne tipe aplikacij. Tocˇkovne oznake imajo pred-
nost pri detekciji s prekrivanjem, ker jih je mogocˇe detektirati tudi, cˇe je del
tocˇkovne oznake prekrite. Metode detekcije se v osnovi delijo na vecˇ korakov.
Prvi korak je pridobitev tocˇk interesa v sliki. Poleg tocˇk se uporablja tudi
robove za dolocˇitev geometrijske oblike objektov v sliki. Obstaja veliko algo-
ritmov za detekcijo tocˇk interesa, kot so Harrisov detektor kotov [7], FAST
[8], DoG in Hessian ter mnogi drugi.
Vsako tocˇko interesa je potrebno opisati z opisnikom, kar predstavlja
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drugi korak detekcije. Predlagani opisniki so SIFT [9], SURF [10] in Cen-
SurE [11]. Opisniki omogocˇajo hitro primerjanje ujemanja med predlogo
objekta in detektiranim objektom. Kakovost ujemanja se meri z metodami
podobnosti in razdalj med dvema opisnikoma. Metode za dolocˇanje ujemanj
med predlogo in detektiranim objektom so zadnji korak pri detekciji, ki po-
trdijo ali ovrzˇejo detektiran objekt.
Sledenje objektov v videoposnetku je podrocˇje, ki se je v zadnjih letih
zelo razsˇirilo. V cˇlanku [12] je predstavljen pregled razlicˇnih nacˇinov imple-
mentacije sledilnikov, ki so danes v uporabi. Avtorji cˇlanka razdelijo tipe
sledilnih algoritmov na sˇtiri kategorije. Prva kategorija deluje na osnovi uje-
manja objektov, ki se glede na opis delijo v podkategorije. Objekte lahko
opiˇsemo z regijo, znacˇilkami, deformabilnimi oblikami in vizualnimi ter ka-
rakteristicˇnimi modeli objekta.
Naslednja kategorija sledenja deluje na principu filtrov. Eden najbolj
znanih filtrov je Kalmanov filter [13], ki deluje tako, da s pomocˇjo modela
stanj napove novo stanje. Vsako stanje se dolocˇi glede na napovedano in
izmerjeno stanje. Poleg Kalmanovega filtra poznamo tudi filter delcev (ang.
particle filter), ki deluje na osnovi metode Monte-Carlo [14]. Modeli stanj se
ne drzˇijo linearne ali Gaussove porazdelitve, ampak se prilagajajo glede na
utezˇenost.
Tretja kategorija sledilnikov je opredeljena s klasifikatorji. Problem sle-
denja resˇujejo tako, da z naucˇenimi klasifikatorji opredelijo, kaj na sliki pred-
stavlja ozadje in kaj iskani objekt. Slabost tega nacˇina je, da je potrebno
veliko pozitivnih in negativnih primerov podatkov zato, da se klasifikator
naucˇi razlocˇiti objekt od ozadja.
Zadnja kategorija je fuzijska, ki temelji na kombiniranju razlicˇnih sledil-
nih metod za izboljˇsanje delovanja sledilnikov. Nekateri primeri fuzijskih
sledilnikov temeljijo na uporabi vecˇ razlicˇnih znacˇilk za opis objekta, drugi
se osredotocˇajo na uporabo vecˇ modelov za predstavitev objekta in tretji,
ki uporabljajo kombinacijo vecˇih algoritmov tako, da pokrijejo slabosti po-
sameznih algoritmov. Slabost fuzijskih sledilnikov je v tem, da so v vecˇini
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primerov cˇasovno zahtevnejˇsi.
Podrobnosti o metodah detekcije in sledenja so natancˇneje predstavljene
v poglavjih 2.2 in 2.3.
1.3 Prispevki
Magistrsko delo zajema razvoj sistema, ki s pomocˇjo detekcije in sledenja
oznaki omogocˇa krmiljenje brezpilotnega letalnika in s tem popolno avtono-
mno delovanje. Za potrebe krmiljenja letalnika smo zasnovali oznako, ki nam
sluzˇi za pozicioniranje in orientacijo letalnika v prostoru. Oznaka je zasno-
vana tako, da sistem deluje v razlicˇnih okoljih in razmerah. Omogocˇeno je
tudi prilagoditi ali zamenjati trenutno zasnovano cˇrno-belo oznako z oznako
prilagojeno potrebam posameznih uporabnikov. Oznaka je osnova, na ka-
teri delujeta implementirana algoritma za detekcijo in sledenje. Detekcijski
algoritem nam omogocˇa zacˇetno zaznavo polozˇaja oznake in posredovanje
informacij sledilnemu algoritmu, ki nato poskrbi za sledenje oznaki. Sledilni
algoritem poskrbi za sledenje oznake na slicˇicah videoposnetka in vracˇa pozi-
cijo oznake, ki bo omogocˇala usmerjanje letalnika. Naloga detekcijskega algo-
ritma je prva detekcija oznake kot tudi ponovna detekcija oznake v primeru,
da jo sledilni algoritem izgubi. Cilj razvitega sistema je dodati novo funk-
cionalnost za pristajanje letalnika, zmanjˇsati prostor za napake, ki jih lahko
povzrocˇi rocˇno krmiljenje in izboljˇsati varcˇevanje z energijo, da omogocˇimo
daljˇse polete.
1.4 Struktura naloge
Struktura magistrske naloge je poleg uvoda razdeljena na tri glavna po-
glavja in zakljucˇek. V vsakem poglavju se vsebina razdeli na podpoglavja,
ki razcˇlenijo vsebino in natancˇneje predstavijo posamezne dele magistrske
naloge.
V drugem poglavju je predstavljena teoreticˇna podlaga o racˇunalniˇskem
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vidu, ki je potrebna za razumevanje vsebine v nadaljnjih dveh poglavjih.
Teoreticˇna vsebina o racˇunalniˇskem vidu nam predstavi razlicˇne oznake, ki
so namenjene za pomocˇ pri detekciji in sledenju. Drugi del je namenjen
osnovam detekcijskih algoritmov z oznako in brez oznake ter tretji del, ki
predstavi vrste in osnovne principe delovanja sledilnih algoritmov.
Vsebina tretjega poglavja opisuje zasnovo oznake in implementacijo de-
tekcijskega ter sledilnega algoritma, ki sestavljata celovit sistem. V prvem
podpoglavju je opisana zasnova razlicˇnih oznak, ki so prilagojene dolocˇenim
pogojem in okolici, v kateri se nahajajo. Nato sledi opis implementiranega
sistema kot celote, ki je v nadaljevanju razcˇlenjen na podpoglavje o detekcij-
skem algoritmu in podpoglavju o sledilnem algoritmu. V detekcijskem delu
poglavja je podrobno opisana implementacija in delovanje detekcijskega algo-
ritma. Za konec opiˇsemo sˇe implementacijo in delovanje sledilnega algoritma.
Cˇetrto poglavje predstavi eksperimentalno okolje in rezultate implementi-
ranih algoritmov. Ovrednotenje je razdeljeno na vecˇ sklopov, ki zajemajo ek-
sperimentiranje na dveh razlicˇnih oznakah, ovrednotenje delovanja detektorja
in sledilnika posebej ter sistema kot celote. Nadaljnji rezultati se nanasˇajo le
na celotni sistem in predstavljajo simulacijo delovanja sistema pod razlicˇnimi
pogoji.
V zakljucˇku so opredeljene ugotovitve raziskanega podrocˇja, mozˇnosti za
izboljˇsave in nadaljnje delo.
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Poglavje 2
Teoreticˇno ozadje
V tem poglavju je predstavljeno teoreticˇno ozadje racˇunalniˇskega vida. Za
potrebe magistrske naloge se osredotocˇimo na teoreticˇno podlago o ozna-
kah in detekcijskih ter sledilnih algoritmih, ki delujejo na osnovi zasnovane
oznake. Prvo podpoglavje predstavi razlicˇne tipe in oblike oznak, njihove
slabosti in prednosti. V drugem podpoglavju se osredotocˇimo na detekcijske
algoritme in njihove metode za detekcijo oznak ali detektijo znacˇilk brez upo-
rabe znane oznake. Zadnje podpoglavje predstavi osnovne metode sledilnih
algoritmov, prednosti in slabosti ter uporabnost glede na namen in okolico.
2.1 Oznaka
Oznaka je v naprej zasnovana struktura dolocˇene oblike, ki znotraj zajete
slike predstavlja oznako, na katero se algoritem orientira. Sistem, ki upora-
blja oznako ali vecˇ oznak v kombinaciji z algoritmi za racˇunalniˇski vid, je
namenjen resˇevanju detekcijskih in identifikacijskih problemov. Take sisteme
se uporablja v razlicˇnih aplikacijah za racˇunalniˇski vid, na primer v robotiki,
medicini ter za namene obogatene resnicˇnosti. Primeri razlicˇnih vrst oznak
so prikazani na sliki 2.1.
Pri zasnovi oznake je pomembno, da zagotavlja zanesljivo vizualno referenco
v sliki, kar nam omogocˇa dolocˇiti lego oznake in premikanje slike. Oznaka
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Slika 2.1: Razlicˇne vrste oznak, ki se uporabljajo za razlicˇne aplikacije [15].
mora biti zasnovana na nacˇin, da jo je mogocˇe z veliko verjetnostjo detektirati
tudi pod zahtevnimi pogoji. Kot tezˇke pogoje razumemo [16]:
• prekrivanje,
• razlike v svetlobi,
• veliko oddaljenost,
• odstopanja slike od pravega kota in
• zamegljenosti zaradi hitrega premikanja.
Prekrivanje je problem, ki nastane zaradi ovir na sceni, ki delno ali celo-
tno pokrijejo oznako in tako znatno zmanjˇsajo uspesˇnost detekcije. Razen
v primerih uniformne svetlobe nastanejo v sliki regije z razlicˇno intenziteto
slikovnih elementov, ki povzrocˇajo dodatne tezˇave pri predprocesiranju, ko
na primer pretvorimo sivinsko sliko v binarno. Razdalja predstavlja problem,
cˇe je oznaka premajhna, ter zaradi prevelikih razdalj ni vidna v sliki, da bi jo
bilo mogocˇe detektirati. Razlicˇni zorni koti povzrocˇijo deformacijo osnovne
oblike oznake, kar lahko povzrocˇi, da iskano obliko oznake v sliki ne najdemo.
Zamegljenost slike nastane zaradi nestabilnosti kamere, ki jo povzrocˇijo tre-
sljaji in hitri premiki. V zamegljeni sliki pride do nejasnih linij in nerazlocˇnih
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regij. Oznako je potrebno zasnovati glede na potrebe sistema, v katerem bo
uporabljen. Sistem naj vsebuje oznako z unikatnim vzorcem tako, da jo algo-
ritem za detekcijo prepozna in locira v procesirani sliki. Vzorci se morajo cˇim
bolj razlikovati od okolice, v kateri se oznaka nahaja [15]. Velikost oznake je
osnovna lastnost, ki vpliva na razdaljo, pri kateri je oznako sˇe vedno mogocˇe
zaznati. Pri izbiri barve oznake je potrebno gledati na okolico, v kateri se
bo oznaka nahajala. Najbolje je izbrati barvo, ki je cˇim bolj kontrastna v
primerjavi z okoliˇskimi barvami.
Glede na zasnovo oznake bodo v naslednjih podpoglavjih predstavljene
oznake, ki jih locˇimo v dve glavni skupini. Prva skupina so oznake s popolnim
okvirjem, katera bo zasnovana za potrebe magistrskega dela. Druga skupina
oznak so oznake z delnim okvirjem ali celo oznake brez okvirja [17]. Tipi
okvirjev so prikazani na sliki 2.2.
Slika 2.2: (a) oznaka z neprekinjenim okvirjem, (b) oznaka z delnim okvir-
jem in (c) oznaka brez okvirja [17].
2.1.1 Krozˇna oznaka
Krozˇna oznaka je oznaka, ki temelji na kontrastnih koncentricˇnih krozˇnicah.
To pomeni, da je vzorec na ravnini zasnovan z vecˇ krozˇnicami, ki imajo
srediˇscˇe v isti tocˇki in si izmenicˇno izmenjujejo dve visoko kontrastni barvi.
Klasicˇna oznaka vsebuje cˇrne krozˇnice na beli podlagi. Okvir krozˇne oznake
predstavlja najbolj zunanja krozˇnica, ostale krozˇnice so notranji vzorec oznake.
Ta tip oznake spada pod oznake s popolnim okvirjem. Primeri krozˇnih oznak
so prikazani na sliki 2.3 (a), (b), (e) in (f).
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Slika 2.3: Oznake, ki se razlikujejo glede na okvir in obliko [18].
Velika prednost krozˇne oznake je robustnost in enostavnost algoritma za
detekcijo le tega. Robustnost se odrazˇa s tem, da se pri detekciji lahko
zanasˇamo na celoten obris, kar omogocˇa boljˇso detekcijo tudi v primerih
delnega prekrivanja oznake. Koncentricˇne krozˇnice imajo lastnost, da so in-
variantne na rotacijo in translacijo v vseh treh dimenzijah, kar nam omogocˇa
lazˇjo detekcijo iz razlicˇnih pozicij in rotacij zajete oznake. Pri rotaciji oznake
izven planarne ravnine v neplanarno ravnino pride do spremembe krozˇnic v
elipse, ampak hierarhija vgnezdenosti krozˇnic oziroma elips ostane nespre-
menjena. S povecˇevanjem debeline krozˇnic omogocˇimo vidljivost oznake na
daljˇsih razdalja, ker se pri ozˇjih krozˇnicah zaradi oddaljevanja od oznake ja-
snost linij zmanjˇsa in pride do nerazlocˇnosti med posameznimi krozˇnicami
[19]. Negativne lastnosti krozˇne oznake se odrazˇajo pri dolocˇanju orientacije
oznake, saj zaradi invariantnosti ni mogocˇe dolocˇiti rotacije. Resˇitev obstaja
z uporabo vecˇih oznak ali dodatnih vzorcev znotraj krozˇnic, ki unikatno
dolocˇajo orientacijo oznake [20].
2.1.2 Kvadratna oznaka
Kvadratna oznaka je poleg krozˇne oznake ena od preprostih in zanesljivih
resˇitev za dolocˇanje lokacije in orientacije v sliki. Enako kot pri krozˇni
oznaki je najbolje uporabiti visoko kontrastne barve z razliko, da pri kva-
dratni oznaki naredimo le en cˇrn kvadrat, ki predstavlja okvir oznake. Kva-
dratna oznaka je lahko oznaka s popolnim ali delnim okvirjem, ampak za
potrebe magistrskega dela se bomo osredotocˇili le na kvadratno oznako s po-
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polnim okvirjem. V notranjosti cˇrnega kvadrata lahko dodamo enega ali vecˇ
razlicˇnih unikatnih vzorcev za enolicˇno dolocˇitev oznake. Za dolocˇitev ori-
entacije je najbolje, da dodamo v enega od kotov kvadrata dodatno oznako
(npr. piko ali kvadratek). Primeri kvadratnih oznak se nahajajo na slikah
2.1, 2.3 (c) in (d). Pri projekciji kvadrata pride do transformacije, pri kateri
se iskanje kvadratne oznake v sliki pretvori v iskanje trapeza. Kvadratna
oznaka lahko hrani vecˇ informacij, katere je tudi lazˇje izlusˇcˇiti z razliko od
krozˇne oznake. Poleg tega ima tudi slabosti, ki se nanasˇajo na lociranje in
detekcijo. Pri kvadratni oznaki se osredotocˇamo na 4 robne tocˇke kvadrata
oziroma paralelograma, medtem ko pri krozˇni oznaki segmentiramo celoten
obris krozˇnice. Razlika je opazna predvsem v primerih, ko pride do prekri-
vanja oznake in je zato tezˇje dolocˇiti robove kvadrata [20].
2.1.3 Oznake z delnim okvirjem in brezokvirne oznake
Poleg oznak s popolnim okvirjem se za nekatere aplikacije uporablja tudi
oznake z delnim okvirjem ali celo oznake brez okvirja. Pri oznakah z delnim
okvirjem se za potrebe manjˇse porabe prostora na delovni povrsˇini, katero je
potrebno detektirati ali slediti, uporabi le cˇrte iz katerih je mogocˇe dolocˇiti
rob oznake. Za dolocˇitev robov oznake se uporablja enake oziroma podobne
metode kot pri oznakah s popolnim okvirjem, saj so cˇrte ponavadi postavljene
tako, da predstavljajo obliko kvadrata ali kaksˇnega drugega preprostega lika.
Oznake z nepopolnim robom se uporabljajo za aplikacije, pri katerih vemo,
da bo priˇslo do prekrivanja oznake. Primer so karte, na katere projeciramo
navidezno resnicˇnost in jih zaradi drzˇanja v roki delno prekrivamo s prsti
[17].
Omenili smo tudi oznake brez okvirja, ki so namenjeni predvsem detekciji
in sledenju vecˇjim povrsˇinam. Prednost brezokvirnih oznak je v tem, da
prekrivajo zelo majhno povrsˇino obmocˇja interesa. Ponavadi se uporablja
pike ali kvadratke, ki so postavljeni na obmocˇje interesa s tocˇno dolocˇenim
pozicioniranjem. Primer postavitve pik v obliki mrezˇe na zemljevid omogocˇa
dodajanje navidezne resnicˇnosti na obmocˇja interesa na zemljevidu [17]. Obe
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vrsti oznak sta vidni na slikah 2.1, 2.3 (e) in (f).
2.2 Detekcija
Detekcijski algoritmi za potrebe racˇunalniˇskega vida so osnova pri zaznavi
in prepoznavi iskanega objekta v sliki. Detekcija objektov je proces locira-
nja enega ali vecˇ objektov v sliki. Poleg detekcije objektov v eni sliki lahko
detektiramo tudi objekte skozi celotno sekvenco slik videoposnetka. Vecˇina
detekcijskih algoritmov uporablja informacije, ki so podane v trenutno pro-
cesirani sliki. Nekateri algoritmi uporabljajo poleg informacij pridobljenih v
trenutni sliki tudi informacije pridobljene iz predhodnih slik videoposnetka.
Nacˇin, pri katerem se shranjujejo informacije predhodnih slik, omogocˇa pri-
lagajanje algoritma in s tem tudi izboljˇsa delovanje.
(a) (b)
Slika 2.4: (a) detekcija brez uporabe oznake [21], (b) detekcija na osnovi
oznake.
Algoritmi, ki se prilagajajo skozi cˇas so dinamicˇni, medtem ko algoritmi, ki
izvajajo detekcijo s pomocˇjo informacij, ki jih pridobijo le v trenutni sliki,
spadajo med staticˇne algoritme [22].
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Detekcijske algoritme v grobem razdelimo na tiste, ki delujejo na osnovi
detekcije oznake v sliki, in tiste, ki delujejo brez oznake. Primera detekcije na
osnovi oznake in detekcije brez oznake sta prikazana na sliki 2.4. Preden se
spustimo v podrobnosti o detekciji na osnovi oznake in detekciji brez uporabe
oznake, je potrebno razlozˇiti dva pojma, ki se bosta v nadaljnje vecˇkrat
pojavila, in sicer pojem znacˇilka in pojem opisnik znacˇilke.
2.2.1 Znacˇilke
Znacˇilke nimajo natancˇne definicije, ampak so definirane glede na postavljen
problem in tip aplikacije, v kateri nastopajo. Znacˇilke v slikah, ki so name-
njene za racˇunalniˇski vid, so tocˇke ali manjˇse regije v sliki, ki imajo dolocˇeno
lastnost. So tocˇke interesa, iz katerih izhajamo in jih uporabljamo za namene
detekcije in prepoznave iskane regije v sliki. Detekcija znacˇilk je nizkonivoj-
ska operacija procesiranja slik. Za detekcijo znacˇilk se je potrebno sprehoditi
skozi procesirano sliko in preveriti vsak slikovni element oz. okolico slikov-
nega elementa ali vsebuje informacije, ki bi lahko predstavljale znacˇilko. V
nekaterih primerih je zaradi zahtevnosti algoritma potrebno omejiti iskanje
znacˇilk le na dolocˇene regije, da prihranimo na cˇasu. Vecˇina algoritmov za
racˇunalniˇski vid uporablja detekcijo znacˇilk v sliki kot zacˇeten korak za pro-
cesiranje slike.
V ta namen je bilo razvitih veliko razlicˇnih algoritmov, ki se razlikujejo
predvsem v iskanju dolocˇenega tipa znacˇilk, za katere so specializirani. Tipi
znacˇilk, ki jih lahko iˇscˇemo v sliki so: robovi, koti, regije in grebeni ter doline
[23]. Nasˇtete znacˇilke so prikazane na sliki 2.5.
Robovi so tocˇke, ki predstavljajo mejo med dvema ali vecˇ regijami v sliki.
Obliko roba definira skupina tocˇk v sliki, ki imajo visoko stopnjo gradienta.
Robovi se veliko uporabljajo, ker so dovolj preprosti za procesiranje in z
njimi pridobimo veliko koristnih informacij. Eden od znanih algoritmov za
detekcijo robov v sliki je Canny [24]. Algoritem Canny je podrobneje opisan
v poglavju 3.2.1.
Koti kot znacˇilke so tocˇke, pri katerih so zaznane visoke stopnje ukri-
16 POGLAVJE 2. TEORETICˇNO OZADJE
Slika 2.5: Znacˇilke.
vljenosti gradienta v sliki. Prvotno so algoritmi iskali ogliˇscˇa s pomocˇjo
detektorjev robov, ampak se je s cˇasom izkazalo, da so za to potrebni le
gradienti, kar pa je doprineslo do zaznavanja interesnih tocˇk, ki niso tradici-
onalni koti. Primer zaznane interesne tocˇke, ki ne predstavlja kota, je bela
pika na cˇrnem ozadju. Algoritem za iskanje kotov, ki se pogosto uporablja,
se imenuje Shi-Tomasi detektor kotov [25].
Regije interesa dopolnjujejo opis strukturam, kot so ogliˇscˇa, ker se ne
osredotocˇajo le na eno tocˇko, ampak na vecˇ tocˇk, ki predstavljajo dolocˇeno
regijo. Ponavadi regije interesa poleg opisa celotne regije vsebujejo tudi in-
formacijo o lokalnem maksimumu, kar predstavlja center regije interesa. Za
razliko od ogliˇscˇ lahko regije interesa detektirajo obmocˇja v sliki, ki so prevecˇ
zglajena, da bi jih detektiral algoritem, ki iˇscˇe ogliˇscˇa. Za detekcijske ago-
ritme so primerni zaradi razlik v predstavitvi slikovnih struktur. Za iskanje
regij interesa se lahko uporablja algoritem MSER (Maximally stable extremal
regions) [26].
Poleg nasˇtetih tipov znacˇilk se za v medicinske namene in v slikah iz
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zraka uporablja tudi znacˇilke imenovane grebeni in doline. Gre za znacˇilke, ki
jih pridobimo s kombiniranjem zgoraj nasˇtetih metod. So podobne regijam
interesa, vendar vsebujejo vecˇjo kolicˇino informacij ter so namenjene bolj
specificˇnim namenom. V slikah iz zraka je zato na ta nacˇin lazˇje izlusˇcˇiti
ceste od ostale pokrajine. V medicinskih slikah je ta metoda pridobivanja
znacˇilk dobrodosˇla, saj je na ta nacˇin lazˇje zaznati in predstaviti na primer
ozˇilni ali prebavni sistem.
2.2.2 Opisniki znacˇilk
Ko so znacˇilke v sliki detektirane, jih je potrebno primerno shraniti, da se jih
lahko uporabi pri primerjanju regije interesa v sliki z referencˇno regijo. Pri-
dobljene znacˇilke shranimo tako, da vzamemo lokalno okolico vsake znacˇilke
in jo zapakiramo v vektor oziroma deskriptor znacˇilke. Opisnik znacˇilke je
struktura, ki nosi lastnosti posamezne znacˇilke. Idealno bi moral biti opisnik
znacˇilke unikaten glede ne vse ostale pridobljene opisnike znacˇilk in hkrati
enak v vseh pogledih iste tocˇke interesa, iz katere smo pridobili znacˇilko.
Vendar je to mogocˇe le v zelo preprostih primerih, zato vzamemo poleg tocˇke
interesa tudi blizˇnjo okolico in zgradimo opisnik, ki mora cˇim bolje zadostiti
pogoje invariantnosti na osvetljenost, rotacijo in velikost [27].
2.2.3 Detekcija na osnovi oznake
Za potrebe racˇunalniˇskega vida lahko za namene detekcije uporabimo al-
goritme, ki detektirajo iskane strukture v sliki, s pomocˇjo oznake ali vecˇih
oznak. Detekcija na osnovi oznake je nacˇin, pri katerem je potrebno najprej
zasnovati oznako, ki je primerna za uporabo v dolocˇenem okolju. Oznake so
podrobneje opisane v razdelku 2.1. Glavni nalogi oznake, ki jo vstavimo v
sceno, sta dolocˇanje relativne lokacije in orientacije struktur v sliki. Glede na
sistem, v katerem bo oznaka uporabljena, je nato potrebno implementirati
algoritem, ki bo zaznal oznako in iz nje tudi izlusˇcˇiti zˇelene informacije. De-
tekcijski algoritmi na osnovi oznak se veliko uporabljajo v industriji, robotiki
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in navidezni resnicˇnosti. Oznake se uporablja, ker je tako najlazˇje izlusˇcˇiti
zˇelene informacije, saj so prilagojene za enostavno prepoznavo v okolici, za
katero so zasnovane.
Prednosti detekcije na osnovi oznake se izkazˇejo v okoljih, kjer vsebujejo
slike velike uniformne regije, dinamicˇne teksture in odsevne povrsˇine. Prido-
bivanje pravilne velikosti iskane strukture je enostavnejˇse, saj imamo podatke
o velikosti oznak. Oznake lahko vsebujejo dodatne informacije, kot so iden-
tifikacija, besedilo itd. Detekcijski algoritmi na osnovi oznak so ponavadi
racˇunsko manj potratni in porabijo manj procesorske mocˇi ter pomnilnika.
Primer rezultata detekcijskega algoritma za detekcijo oznake je prikazan na
sliki 2.6.
Slika 2.6: Detekcija vecˇih oznak [28].
Algoritmi za detekcijo oznak so prilagojeni specificˇni oznaki, se pa vecˇinoma
vsi drzˇijo enakega osnovnega postopka. Postopek detekcije oznake lahko
razdelimo na sˇtiri osnovne korake:
• predprocesiranje,
• detekcija potencialnih oznak,
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• identiﬁkacija oznake in
• izracˇun lokacije in orientacije oznake.
Osnovni koraki detekcije oznake so prikazani na sliki 2.7. Predhodni korak
vkljucˇuje zajem slike ali videoposnetka, na katerem izvajamo detekcijo.
Slika 2.7: Potek detekcije oznake.
Predprocesiranje je kljucˇnega pomena za predpripravo slike, da je potem
proces detekcije enostavnejˇsi. V koraku predprocesiranja procesirano sliko
ponavadi pretvorimo v sivinsko, poskusˇamo cˇim bolj izlocˇiti sˇum in nato upo-
rabimo eno od metod za pridobivanje znacˇilk ali uporabimo preprosto metodo
za binariziranje slike z dolocˇenimi pragom. Metoda binarizacije lahko upo-
rablja prilagodljiv prag, ki se bolje obnese pri slikah z vecˇimi spremembami
v osvetljenosti.
Iz predprocesirane slike se nato izlocˇi regije, ki ocˇitno niso oznaka. To so
recimo premajhne regije ali regije, ki so popolnoma razlicˇne od oblike oznake.
Preostale regije se oznacˇi kot potencialne oznake. Za pridobitev prave oznake
je potrebno iti skozi postopek izlocˇevanja. Glede na lastnosti oznake lahko
predvidevamo in preverimo ali so v sliki regije z enakimi lastnostmi. Za kva-
dratne oznake se iˇscˇe kvadrate in sˇtiri ogliˇscˇa, za okroglo oznako se poskusˇa
pridobiti regije, ki so v obliki elips. Poleg tega je pomembna velikost regije
in notranjost oznake.
20 POGLAVJE 2. TEORETICˇNO OZADJE
Identifikacija oznake je odvisna tudi od vzorca, ki ga nosi oznaka znotraj
njegovih robov. Znani algoritmi za iskanje dolocˇenih oblik oznak so Harrisov
detektor za detekcijo kotov, Houghova transformacija za iskanje linij v sliki
in krozˇni za iskanje krogov v sliki. Ko je detekcija in identifikacija oznake
zakljucˇena, nastopi sˇe zadnji korak, ki dolocˇi pozicijo in orientacijo oznake.
Lokacijo dolocˇimo s tremi koordinatami x - sˇirina, y - viˇsina, z - globina.
Orientacija je predstavljena s tremi koti α - rotacija okrog osi y, β - rotacija
okrog osi x in γ - rotacija okrog osi z. Pozicijo kamere oziroma oznake je
mogocˇe dolocˇiti z minimalno sˇtirimi nekolinearnimi tocˇkami, ki lezˇijo na isti
ravnini. Pri kvadratni oznaki se lahko osredotocˇimo le na sˇtiri ogliˇscˇa in
iz njih pridobimo relativno pozicijo oznake glede na kamero. Pri dolocˇanju
pozicije je potrebno paziti na transformacijo koordinat kamere v koordinate
sveta in obratno.
Slika zajeta s kamero ima karakteristike, kot so goriˇscˇna razdalja, orienta-
cija kamere in velikost oznake v sliki. Te karakteristike dolocˇajo transforma-
cijo med koordinatami. Ko pridobimo informacijo o relativni poziciji oznake,
je proces detekcije zakljucˇen. Uporaba pridobljenih informacij se razlikuje
glede na tip aplikacije. Nekatere aplikacije poleg pozicije oznake potrebujejo
sˇe informacije, ki so shranjene v vzorcu oznake in se pridobijo po enakem
principu kot za detekcijo same oznake [29].
2.2.4 Detekcija brez uporabe oznak
Poleg detekcije na osnovi oznak lahko uporabimo tudi alternativne metode
detekcije, ki se ne zanasˇajo na oznako, ampak uporabljajo informacije, ki so
na voljo v sliki brez dodajanja umetnih referencˇnih informacij. Vsaka slika
ima razlicˇne lastnosti, ki jih lahko opiˇsemo s pomocˇjo znacˇilk. Znacˇilke so
podrobneje opisane v razdelku 2.2.1. Nacˇin detekcije brez uporabe oznak je
namenjen aplikacijam, ki jim okolje ne omogocˇa uporabo oznak za detekcijo.
Poleg tega so oznake zelo obcˇutljive na prekrivanje, zato je mozˇna resˇitev
uporabiti informacije, ki se zˇe same po sebi nahajajo v sliki. Za uspesˇno
izvajanje detekcije brez uporabe oznake sˇe vedno potrebujemo nekaksˇen opis
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oziroma model, ki predstavlja iskano strukturo v slikah, da ga lahko prepo-
znamo in izlusˇcˇimo iz njih.
Prednost modela iskane strukture je v tem, da ni potrebno vstavljati
umetne izdelane oznake v sceno, da bi zaznali iskano strukturo, ampak lahko
zaznamo strukturo le s pomocˇjo njenega modela, ki predstavlja lastnosti, ki
jih je potrebno poiskati v sliki in na ta nacˇin prepoznati iskano strukturo.
Slabost iskanja struktur v sliki je zahtevnejˇse procesiranje, kar porabi vecˇ
cˇasa za detekcijo, zato je vedno potrebno oceniti primernost algoritma, ki
ga bomo uporabili za namene resˇevanja dolocˇenega problema. Detekcijske
algoritme brez uporabe oznake lahko razdelimo glede na nacˇin detekcije v
vecˇ kategorij [22]:
• tocˇkovna detekcija,
• detekcija z odstranjevanjem ozadja,
• detekcija s segmentacijo in
• detekcija s nadzorovanim ucˇenjem.
Tocˇkovni detektorji se uporabljajo za iskanje znacˇilk, ki imajo dolocˇeno teks-
turo na dolocˇeni tocˇki v sliki. Znacˇilnost znacˇilk je, da so matematicˇno dobro
definirane, imajo natancˇno dolocˇeno pozicijo v sliki in vsebujejo enolicˇne in-
formacije, so robustne glede na lokalne in globalne deformacije v sliki in
dovolj raznoliko izbrane, da jih ni mogocˇe zamesˇati med seboj. Na sliki 2.8
(a) je prikazana detekcija tocˇkovnih znacˇilk. Znani tocˇkovni detektorji v li-
teraturi so detektor KLT [30], detektor SIFT [9], Harrisov detektor tocˇk [7]
in nekateri drugi [31].
Pri detekciji objektov z odstranjevanjem ozadja nam zˇe samo ime pove,
da gre za nacˇin, pri katerem je glavni del detekcije prepoznati in locˇiti ozadje
od iskanega objekta. V literaturi najdemo veliko razlicˇnih nacˇinov odstranje-
vanja ozadja, ampak se vecˇinomo vsi drzˇijo sˇtirih glavnih korakov. Prvi korak
je preprocesiranje vhodne slike tako, da odstranimo sˇum in pripravimo sliko
za nadaljnje procesiranje. Drugi korak poskrbi za pripravo modela ozadja,
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(a) (b)
Slika 2.8: (a) tocˇkovna detekcija, (b) detekcija z odstranjevanjem ozadja
[31].
ki predstavlja okolico iskanega objekta. V tretjem koraku identificiramo sli-
kovne elemente, ki ne sovpadajo z modelom ozadja in jih nato v cˇetrtem
koraku potrdimo oziroma oznacˇimo kot ospredje z dolocˇeno mejo zanesljivo-
sti. Izhod je maska, ki v sliki ohrani le iskani objekt [32]. Primer detekcije z
odstranjevanjem ozadja je prikazan na sliki 2.8 (b).
Cilj detekcije s segmentacijo je razdeliti sliko na regije tako, da si piksli
posamezne regije delijo cˇim bolj podobne lastnosti in nato identificirati iskano
strukturo. Vsak segmentacijski algoritem mora resˇiti dva kljucˇna problema.
Prvi problem je postaviti primeren kriterij za dolocˇitev posamezne regije.
Drugi problem opredeljuje ucˇinkovito resˇitev za razdeljevanje slike na regije.
Nekatere od metod za segmentacijo slik so grucˇenje s povprecˇnim premikom
(Mean-Shift Clustering) [33], z rezanjem grafov (Graph-Cut) [34] in z metodo
aktivnih obrisov (Active contours) [35]. Prva metoda iˇscˇe grucˇe v predpri-
pravljenem prostoru, ki vsebuje informaciji o lokaciji in barvi posameznega
slikovnega elementa. Rezanje grafov deluje na principu razdelitve slike na
manjˇse regije. Regije, ki niso del iskane celotne regije se odstrani glede na
lastnosti, kot so barva tekstura in osvetljenost. Pri metodi aktivnih obrisov
se zakljucˇen obris ovije okrog roba strukture tako, da zakljucˇi njeno regijo.
Ovijanje deluje s pomocˇjo energijske funkcije, ki se prilagaja glede na hipo-
2.2. DETEKCIJA 23
teticˇno regijo strukture [31]. Primer detekcije s segmentacijo je prikazana na
sliki 2.9.
Slika 2.9: Potek detekcije s segmentacijo slike [31].
Nadzorovano ucˇenje je metoda detekcije, pri kateri se za namene iska-
nega objekta shrani razlicˇne variacije pogledov objekta in naucˇi algoritem,
da iz vseh najdenih objektov oziroma oblik s pomocˇjo klasifikacije izlusˇcˇi is-
kani objekt. Pomembno vlogo pri detekciji objektov in ucˇenju klasifikatorja
igrata razred in znacˇilke objekta, ki se dolocˇita vnaprej. Razred objekta
je predstavljen kot tip objekta, ki ga iˇscˇemo v sliki. Razredi so globalne
predstave, kot so avtomobili, drevesa, sadje ... Znacˇilke so namenjene, da
opredelijo lastnosti in detajle, ki enolicˇno dolocˇajo iskani objekt. Pristopi, ki
delujejo na principu ucˇenja, vkljucˇujejo nevronske mrezˇe, odlocˇitvena drevesa
ali strojno ucˇenje, vendar ne nujno v vseh primerih. Nadzorovane metode
ucˇenja ponavadi potrebujejo veliko kolicˇino vzorcev, da lahko izvajajo ucˇenje
z oznacˇevanjem vzorcev v razlicˇne razrede in na koncu identificirajo iskani
objekt s klasifikacijo [31].
2.2.5 Novejˇse metode detekcije
V zadnjih letih se je zaradi zmogljivejˇse racˇunalniˇske opreme razvila veja de-
tekcijskih algoritmov, ki temeljijo na globokem ucˇenju. Pri globokem ucˇenju
je vir uspesˇnosti detekcije velika kolicˇina podatkov. Detekcijo opravljajo
nevronske mrezˇe, ki se najprej naucˇijo detektirati enega ali vecˇ razredov
objektov s pomocˇjo ucˇne mnozˇice [36]. Za racˇunalniˇski vid, pri katerem so
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vecˇinoma podatki predstavljeni s slikami, se pogosto uporablja konvolucij-
ske nevronske mrezˇe (ang. Convolutional neural network - CNN). Glavno
vlogo delovanja katerekoli nevronske mrezˇe dolocˇa njena arhitektura. Kon-
volucijska nevrnoska mrezˇa je sestavljena iz vhodnega in izhodnega sloja ter
dodatnih skritih slojev. Skriti sloji opravljajo naloge, ki zajemajo konvolu-
cijo, zdruzˇevanje (pooling), utezˇevanje in normalizacijo [37].
Slika 2.10: Postopek detekcije s pomocˇjo konvolucijske nevronske mrezˇe
[38].
Detekcija objetkov s konvolucijsko nevronsko mrezˇo deluje tako, da je
najprej potrebno nevronsko mrezˇo naucˇiti razliko med iskanim objektom in
ostalimi objetki ter okolico. Kot je zˇe bilo omenjeno, je za to potrebna ve-
lika kolicˇina podatkov, ki se jih nato locˇi na ucˇno in testno mnozˇico. Obe
mnozˇici so anotirane tako, da vsebujejo pozitivne in negativne primere is-
kanega objekta. Nevronska mrezˇa se na ucˇni mnozˇici ucˇi detektirati is-
kane objekte na sliki, medtem ko se testno mnozˇico uporabi za preverjanje
ucˇinkovitosti nevronske mrezˇe pri detekciji objektov.
V cˇlanku [38] je predstavljena konvolucijska nevronska mrezˇa, ki izvaja
detekcijo objetkov na osnovi segmentacije. Segmentacija poteka tako, da sliko
razdeli na veliko sˇtevilo manjˇsih regij, iz katerih se izlusˇcˇi znacˇilke. Detekcija
se zaklucˇi s klasificiranjem regij, ki so oznacˇene kot pozitivne, cˇe predsta-
vljajo iskani objekt ali negativne, cˇe regija ne predstavlja iskanega objekta.
Postopek delovanja detekcije je prikazan na sliki 2.10. Za izboljˇsanje delo-
vanja nevronske mrezˇe so avtorji s pomocˇjo nadzorovanega ucˇenja nastavili
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parametre posameznih slojev v arhitekturi nevronske mrezˇe. Ta nacˇin upo-
rabe konvolucijskih nevronskih mrezˇ je zelo razsˇirjen in se lahko uporablja za
detekcijo razlicˇnih objektov, pri cˇemer je potrebno arhitekturo oz. nastavitve
slojev prilagajati specificˇnim potrebam.
2.3 Sledenje
Sledenje predstavlja dolocˇitev lokacije, poti in karakteristik tocˇke ali re-
gije interesa s pomocˇjo meritev pridobljenih z enim ali vecˇ senzorji. V
racˇunalniˇskem vidu se algoritmi za sledenje vecˇinoma osredotocˇajo na sle-
denje regij interesa v videoposnetkih [39]. Cilj algoritma za sledenje je ge-
nerirati trajektorijo, ki predstavlja potovanje regije interesa skozi sekvenco
slicˇic videoposnetka. Na sledenje lahko gledamo z dveh vidikov. Prvi vidik
predstavlja sledenje in lociranje enega ali vecˇ objektov na fiksni sceni, med-
tem ko drugi vidik predstavlja sledenje na premikajocˇi sceni s premikajocˇo
regijo interesa [40]. Da se lahko sledenje zacˇne izvajati, je potrebno dolocˇiti
zacˇetno stanje regije interesa, za katero poskrbi detektor ali rocˇna oznacˇitev,
ki jo potem podamo kot vhodni parameter v algoritem za sledenje.
Algoritme za sledenje lahko razdelimo na vecˇ nacˇinov. Lahko jih delimo
na sledilnike, ki se izvajajo v cˇasu zajema videoposnetka in sledilnike, ki
se izvajajo v nadaljnji obdelavi zˇe zajetega videoposnetka. Sledilniki, ki se
izvajajo v cˇasu zajema videoposnetka, se uporabljajo za takojˇsnje sledenje
pri nadzornih kamerah, ki snemajo promet, ljudi, zˇivali ali celo neko proi-
zvodnjo v tovarni. Sledenje v kasnejˇsi obdelavi videoposnetka je namenjeno
za analizo tekem, spremembam v naravi in ostalim analiticˇnim raziskavam.
Pri naknadnem sledenju je vecˇ manevrskega prostora, ker imamo vecˇ cˇasa
in mozˇnost sprehajanja po posnetku naprej in nazaj ter po potrebi sprotno
spreminjati parametre sledilnega algoritma, vendar je vcˇasih potrebna infor-
macijo zajeti v cˇasu zajemanja slike ali videoposnetka in za te namene se
uporablja takojˇsnje sledenje.
Naslednja delitev sledilnih algoritmov se nanasˇa na dolgorocˇne in krat-
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korocˇne sledilnike. Glavna razlika med kratkorocˇnimi in dolgorocˇnimi sledil-
niki je v tem, da ko kratkorocˇni sledilnik izgubi sled iskane regije interesa,
nima mozˇnosti ponovne detekcije in vrnitve na pravo sled. Dolgorocˇni sle-
dilniki imajo obicˇajno poleg sledilnika sˇe sistem, ki omogocˇa, da se sledilnik
ponastavi, cˇe izgubi sled regije interesa. To odpravi tako, da ima implemen-
tiran tudi detektor, ki ponovno inicializira stanje sledilnika in tako omogocˇi
nadaljnje sledenje.
Algoritme za sledenje lahko razdelimo sˇe na generativne in diskrimina-
tivne metode. Generativne metode uporabljajo modele izgleda regije inte-
resa, ki opisujejo lastnosti regije in hranijo potrebne informacije za pravilno
delovanje sledilnika. Diskriminativne metode imajo drugacˇen pristop, in sicer
delujejo na principu iskanja meje med regijo interesa in okolico. Diskrimi-
nativni sledilniki se osredotocˇajo na locˇevanje ozadja od iskanega objekta in
mu na ta nacˇin sledijo skozi sekvenco slicˇic videoposnetka [41].
Slika 2.11: (a) Tocˇkovni vizualni model, (b) jedrni vizualni model, (c)
vizualni model obrisa [31].
Pri sledenju je zelo pomembno, kako predstaviti regijo interesa. Za pred-
stavitev regije interesa se zato uporablja vizualni model, ki hrani informacije
o vizualni podobi regije, ki ji zˇelimo slediti. Sledenje lahko razdelimo glede
na vizualni model v tri kategorije:
• tocˇkovno sledenje,
• sledenje jedra in
• sledenje obrisa.
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Vsako od sledenj se potem deli sˇe naprej v podkategorije, ki so specificˇne
za dolocˇene primere sledenja in predstavitve regije interesa. Na sliki 2.11 je
pod (a) prikazan tocˇkovni model, (b) prikazuje jedrni model in (c) model
obrisa. Vsi trije vizualni modeli in ustrezni sledilni algoritmi bodo predsta-
vljeni v naslednjih podpoglavjih.
2.3.1 Tocˇkovno sledenje
Sledenje lahko predstavimo kot detekcije regij interesa, predstavljene s tocˇkami
v vsaki od slicˇic videoposnetka. Metode, ki temeljijo na tocˇkovni predsta-
vitvi regije interesa, se delijo na deterministicˇne in statisticˇne. Obe metodi
uposˇtevata naslednje omejitve glede ujemanja tocˇk skozi posamezne slicˇice
videoposnetka:
• skozi sekvenco slicˇic se lokacija regije interesa drasticˇno ne spreminja,
• spremembe v smeri in hitrosti premikanja regije interesa so majhne in
• regija interesa se ne deformira skozi cˇas.
Deterministicˇne metode za iskanje ujemanja tocˇk med sosednjima slicˇicama
uporabljajo kvalitativno gibalno hevristiko. Dolocˇanje ujemanja v trenutni
slicˇici t se meri s ceno ujemanja glede na prejˇsnjo slicˇico t-1. Izbira najboljˇse
tocˇke v slicˇici se med vsemi mozˇnimi tocˇkami izbere optimalno resˇitev, ki se
dolocˇi glede na zgoraj nasˇtete omejitve [31]. Primer algoritma, ki deluje na
principu deterministicˇne metode in uposˇteva omejitvi za majhno spremembo
lokacije in nedeformiranje regije vzame zaporedni slicˇici in uporabi kriterij
najblizˇjih sosedov. Za dolocˇitev regije interesa algoritem uporabi vecˇ tocˇk,
iz katerih za vsako posebej generira trajektorijo [42].
Tocˇka interesa v videoposnetku je podvrzˇena nakljucˇnim spremembam
stanja zaradi sˇuma v videoposnetku. Spreminjata se hitrost premikanja in
oblika. Oba parametra stanja tocˇke interesa se uposˇtevata pri statisticˇnih
metodah ujemanja. Glavna lastnost iskanja ujemanja tocˇk med sosednjima
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slicˇicama pri statisticˇnih metodah je, da se uposˇteva model nedolocˇenosti, ki
je predstavljen z normalno porazdeljenim sˇumom [31].
Tocˇkovni sledilniki so primerni za sledenje majhnim objektom, ki jih lahko
predstavimo z eno tocˇko. V primeru sledenja vecˇjih objektov se lahko upo-
rabi vecˇ tocˇk, ki so porazdeljene cˇez objekt in se drzˇijo dolocˇenih pravil za
enolicˇnost tocˇk. Ponavadi se predpostavlja, da so tocˇke postavljene na togo
telo, kar poenostavi segmentacijski proces [31]. Na sliki 2.12 je prikazano sle-
denje vecˇih tocˇk, ki je predstavljeno s pomocˇjo trajektorij posamezne tocˇke.
Slika 2.12: Rezultat tocˇkovnega sledenja, ki je predstavljen s trajektorijami
posameznih tocˇk [31].
2.3.2 Sledenje jedra
Algoritmi za sledenje jedra se osredotocˇajo na procesiranje premikanja regije
interesa med sosednjimi slicˇicami videoposnetka. Regija interesa oziroma
iskani objekt je predstavljen s primitivnimi geometrijskimi oblikami. Algo-
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ritmi, ki sledijo jedrom, se razlikujejo po predstavitvi izgleda objekta, sˇtevilu
sledenih objektov in metodah za dolocˇitev premikanja objektov. Metode za
sledenje jedra so razdeljene na dve podkategoriji. Prva kategorija se osre-
dotocˇa na razlicˇne modele predstavitve regije interesa, medtem ko druga
podkategorija uporablja modele izgleda z razlicˇnih pogledov. Slika 2.13 pri-
kazuje jedrno sledenje skodelice, ki je predstavljena z elipso.
Slika 2.13: Sledenje skodelice s pomocˇjo sledenja jedra [43].
Regijo interesa lahko predstavimo na razlicˇne nacˇine. Najbolj pogosta upo-
raba predstavitve modela izgleda so predloge regije interesa (ang. template)
in modeli na osnovi gostote pojavitve dolocˇene lastnosti (ang. density-based).
Modela sta enostavna za uporabo in racˇunsko preprosta, ker porabita malo
procesorske mocˇi. Metoda ujemanja s predlogo regije interesa je preprosta
metoda, ki preveri vse lokacije na sliki in s pomocˇjo mere podobnosti ali
razdalje dolocˇi podobnost ali razlicˇnost med predlogo in trenutno primerjano
regijo. Nekaj od najbolj uporabljenih mer podobnosti in razdalj [44]:
• Evklidska razdalja
• krizˇna korelacija
• cosinususna podobnost
• Hammingova razdalja
• Bhattacharyya razdalja
• Hellingerjeva razdalja
Obstaja sˇe mnogo drugih mer podobnosti in razdalj, ki so ravno tako po-
membne, ampak se uporabljajo manj pogosto. Poleg predlog se uporablja
tudi druge modele, ki predstavijo regijo interesa z znacˇilkami. Uporabljajo se
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sivinski in barvni histogrami, gradientne slike regije interesa ali celo mesˇanica
vecˇih razlicˇnih znacˇilk. Primer predstavitve predloge s pomocˇjo barvnega hi-
stograma je prikazan na sliki 2.14. Poleg neposrednih podatkov, ki jih lahko
vsebuje slika ali regija interesa, se lahko zgradi kompleksnejˇse modele izgleda,
ki uporabijo dane podatke in iz njih izracˇunajo povprecˇja, deviacije, mediano
in ostale statisticˇne meritve. Opticˇni tok je sˇe ena mozˇna resˇitev, ki deluje
na osnovi smeri gibanja objekta in ravno tako omogocˇa sledenje skozi slicˇice
videoposnetka [31].
Slika 2.14: Vizualni model opisan s barvnim histogramom [45].
Sledenje s pomocˇjo predloge objekta ima pomanjkljivost, ker se lahko
pogled iskanega objekta skozi cˇas spreminja in zaradi tega povzrocˇi napako
pri sledenju, ker model izgleda ni veljaven oziroma ne predstavlja vecˇ iska-
nega objekta. Za resˇitev problema prve podkategorije se uporablja aktivne
modele izgleda, ki uporabljajo vecˇ pogledov objekta [31]. Modeli izgleda se
generirajo s pomocˇjo rekonstrukcije ali dejanskega zajema iz razlicˇnih zornih
kotov, sˇe preden zacˇnemo s sledenjem zˇelenega objekta. Vsak model izgleda
zajema dolocˇen zorni kot, ki je naucˇen z oznacˇenimi slikami razlicˇnih ori-
entacij in pozicij. Algoritem izbere najprimernejˇsega izmed zbirke modelov
izgleda objekta in s pomocˇjo parametrov, ki jih hrani izbrani model, lazˇje
sledi in se prilagaja novim situacijam skozi sekvenco slicˇic videoposnetka.
Poleg pozitivnih modelov lahko algoritem zajame tudi negativne, ki pred-
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stavljajo okolico regije interesa in s tem lazˇje filtrira pravilne zadetke od
napacˇnih [46].
Glavni cilj algoritmov za sledenje jedra je dolocˇitev gibanja objekta.
Objekti so predstavljeni z regijo, ki jo ponavadi dolocˇajo enostavne geome-
trijske oblike in cˇe dolocˇimo njihovo gibanje skozi slicˇice videoposnetka lahko
dolocˇimo tudi njihovo regijo in lastnosti. Obe lastnosti gibanje in predstavlje-
nost objekta sta povezana med seboj ter oba prispevata k boljˇsemu sledenju
objekta. Ena od omejitev osnovnih geometrijskih oblik za zajem objekta je,
da lahko ostanejo deli objekta izven geometrijske oblike ali pa je zajeta tudi
okolica okrog objekta. Za odpravo tega problema obstaja vecˇ resˇitev. Ena
od resˇitev je, da je zajeta regija vedno znotraj objekta, druga mozˇna resˇitev
uporablja utezˇi, ki so porazdeljene glede na verjetnostno funkcijo barv in te-
ksture posameznih slikovnih elementov [31]. V naslednjem poglavju bo pred-
stavljena sˇe ena resˇitev, ki odpravi tezˇave pri zahtevnejˇsih oblikah objekta in
se imenuje sledenje obrisa objektov.
2.3.3 Sledenje obrisa
Sledenje obrisa je namenjeno regijam interesa oziroma objektom, ki so kom-
pleksnejˇsih oblik, kot so na primer dlani ali celotno telo in jih ni mogocˇe
ucˇinkovito predstaviti s preprostimi geometricˇnimi oblikami. Obrisi natancˇno
opiˇsejo obliko objekta, ki ga predstavlja zgrajeni model s pomocˇjo barvnega
histograma, robov ali obrisa objekta. Algoritme za sledenje obrisov delimo
v dve kategoriji. Prva kategorija deluje na principu primerjanja ujemanja
oblike objekta, medtem ko se druga kategorija osredotocˇa na sledenje obri-
sov v sekvenci slicˇic videoposnetka [31].
Princip primerjanja oblik objekta je podoben kot pri primerjavi predloge
regije s tem, da je tukaj regija predstavljena s polnim likom poljubne oblike.
Ravno tako je potrebno zgraditi model, ki predstavlja in hrani lastnosti iska-
nega objekta. Model se skozi sekvenco slicˇic prilagaja spremembam izgleda.
Po lokalizaciji iskane oblike objekta se model posodobi glede na novo naj-
deno obliko, kar pripomore k boljˇsemu sledenju zaradi sprememb zornega
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kota, svetlobe in prozˇnosti objekta. Primerjava oblik je lahko tudi na nacˇin,
ki je opisan v poglavju tocˇkovnega sledenja 2.3.1 le, da se tukaj uporablja
celotno regijo objekta in ne samo posamezne tocˇke. Za predstavitev oblike
objekta se vecˇinoma uporablja histograme barv ali robov. Ujemanje med
dvema zaporednima slicˇicama se preverja med predlogo modela in trenutno
pridobljenim modelom. Nivo ujemanja med modeloma se izracˇuna s pomocˇjo
podobnostnih funkcij ali funkcij razdalje [31].
Druga kategorija sledenja se osredotocˇa na sledenju obrisa brez regije
znotraj obrisa objekta. Primer sledenja obrisa telesa je predstavljen na slikah
2.15.
Slika 2.15: Sledenje obrisa telesa [31].
Pri sledenju obrisov se zgradi zacˇetno stanje obrisa, s katero se potem iz-
vaja sledenje na nacˇin razvijanja obrisa iz prejˇsnje slicˇice na naslednjo tako,
da iterativno prilagaja obris, dokler se ne prilezˇe novemu obrisu objekta.
Za delovanje tega algoritma je potrebno, da se vsaj del obrisa prekriva z
objektom, ki ga iˇscˇemo v trenutni slicˇici. Za sledenje z razvijanjem obrisa
objekta se uporabljata dve metodi. Prva metoda temelji na posodabljanju
modela, ki hrani trenutno stanje oblike objekta in uposˇteva lokacijo ter giba-
nje objekta. Stanje se posodablja vsakicˇ, ko se dolocˇi maksimalna verjetnost
ujemanja oblike objekta s predlogo oblike objekta. Druga metoda sledenja
z razvijanjem obrisa deluje na principu minimizacije energije stanja. Metodi
za minimizacijo energije sta lahko pozˇresˇna metoda ali metoda padajocˇega
gradienta. Energija obrisa je definirana kot trenutna informacija ali trenutni
gradient, ki je ponavadi zgrajen s pomocˇjo opticˇnega toka [31].
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Sledenje oblike objekta se uporablja predvsem v primerih, ko so po-
membne informacije v celotni regiji sledenega objekta. Nekateri algoritmi
uporabljajo le obris objekta za sledenje, nekateri pa celotno regijo. V glav-
nem so algoritmi, ki uporabljajo celotno regijo za sledenje natancˇnejˇsi in
robustnejˇsi na sˇum. Prednost sledenja obrisov se pokazˇe v fleksibilnosti pri-
lagajanja razlicˇnih oblik objektov. Za predstavitev objektov, ki so sledeni na
principu obrisov se lahko uporablja modele [31]:
• gibanja,
• izgleda,
• oblike in
• kombinacije le teh.
Odpravljanje tezˇav pri sledenju pod vplivom prekrivanja sledenega objekta
se algoritem najbolj zanasˇa na lastnosti konstantnega premikanja in po-
spesˇevanja, kar omogocˇa dolocˇitev nove hipoteticˇne lokacije objekta. Kot
pri ostalih algoritmih, ima sledenje obrisov tako prednosti kot slabosti, am-
pak vsak algoritem je v nekaterih dober, v drugih pa ne, zato je potrebno
izbrati algoritem za sledenje, ki je najbolj primeren za dolocˇen problem [31].
2.3.4 Novejˇse metode sledenja
Novejˇse metode sledeneja so tako kot pri detektorjih osredotocˇajo na konvo-
lucijske nevronske mrezˇe. Delovanje sledilnikov, ki delujejo na osnovi konvo-
lucijskih nevronskih mrezˇ, je v veliki meri odvisno od ucˇenja nevronske mrezˇe
na ucˇni mnozˇici podatkov. Druge razlike se pojavljajo pri sami sestavi slo-
jev nevronske mrezˇe in njihovih nastavitvah. Ena od novejˇsih konvolucijskih
nevronskih mrezˇ, ki je predstavljena v cˇlanku [47], se ucˇi na ucˇni mnozˇici
velikega sˇtevila razlicˇnih domen. Domene se sekvence videoposnetkov, ki po-
nazarjajo razlicˇne predstavitve iskanega objekta. Avtorji predstavijo nacˇin,
pri katerem uporabijo eno, prej omenjeno nevronsko mrezˇo, za ucˇenje sku-
pnih slojev, ki jih uporablja sˇe druga nevronska mrezˇa. Prej naucˇeni sloji
nevronske mrezˇe se nato uporabijo v drugi nevronski mrezˇi, ki pa poleg teh
slojev vsebuje sˇe dodatne sloje, ki se ucˇijo klasifikacije objekta kar v cˇasu
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izvajanja sledilnika. Klasifikacija se izvaja nad okni, ki so postavljena okoli
zadnje znane pozicije iskanega objekta na sliki.
Poleg nevronskih mrezˇ se sˇe vedno uporabljajo klasicˇne metode opisane v
prejˇsnjih poglavjih, vendar so nadgrajene z novimi pristopi in metodami, ki
znatno izboljˇsajo delovane sledilnikov. Veliko sledilnikov se posluzˇuje upo-
rabo vecˇih modelov za predstavitev objekta. Vecˇinoma se uporabljata mo-
dela, kot sta gibalni model in model izgleda [48]. Drugi sledilniki nadomestijo
predstavitev objetka z eno predlogo (ang. patch) tako, da razdelijo predlogo
na vecˇ manjˇsih. Vsaka od predlog je potem opisana z razlicˇnimi opisniki, kot
so HOG, SIFT [9], SURF [10] in ostali. Eden od algoritmov za sledenje, ki
uporablja vecˇ predlog za predstavitev objekta, je predstavljen v cˇlanku [49].
Poglavje 3
Implementacija
V tem poglavju je predstavljena nasˇa implementacija sistema za detekcijo in
sledenje oznake na teoreticˇni osnovi, ki je bila podana v prejˇsnjem poglavju.
Najprej je opisana zasnova oznake, ki je osnova za delovanje detekcije in sle-
dilnika. Oznaka je zasnovana s pomocˇjo orodja Adobe Illustrator. Nato sledi
opis sistema kot celote, ki je v nadaljevanju razcˇlenjen na podpoglavje o de-
tekcijskem algoritmu in podpoglavju o sledilnem algoritmu. V detekcijskem
delu poglavja je podrobno opisana implementacija in delovanje detekcijskega
algoritma. Za konec opiˇsemo sˇe implementacijo in delovanje sledilnega algo-
ritma. Detekcijski in sledilni algoritem sta implementirana v jeziku Python
z uporabo knjizˇnice Numpy in OpenCV.
3.1 Zasnova oznake
Zasnova oznake je prvi korak pri implementaciji sistema za avtomatsko de-
tekcijo in sledenje dolocˇeni oznaki. Oznako je potrebno zasnovati, da se lahko
pri izvajanju algoritma nad videoposnetkom sklicujemo na oznako v slicˇici in
s pomocˇjo oznake dolocˇamo njeno pozicijo. Za potrebe nasˇe magistrske na-
loge smo zasnovali krozˇno oznako in jo prilagodili glede na zahtevane pogoje.
Za namene testiranja smo se odlocˇili uporabiti dve oznaki, ki se razlikujeta
v barvi ozadja in barvi krozˇnic ter debelini posameznih krozˇnic. Zasnovani
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(a) Oznaka z belim ozadjem in cˇrnimi
krozˇnicami.
(b) Oznaka s cˇrnim ozadjem in belimi
krozˇnicami.
Slika 3.1: Zasnovani oznaki.
krozˇni oznaki sta prikazani na sliki 3.1. Pri zasnovi oznake zˇelimo dosecˇi pre-
prostost, enolicˇnost, razlocˇnost med oznako in okolico, v katero je postavljena
in hranjenje informacij, ki jih sistem potrebuje za pravilno delovanje.
Oznaka je preprostih oblik in vzorcev, kar omogocˇa enostavno detekcijo.
Vzorci v oznaki dolocˇajo enolicˇnost, da oznake ni mogocˇe zamenjati za kaksˇen
drugi objekt ali regijo v sliki. Razlocˇnost med oznako in okolico je kljucˇnega
pomena za detekcijo in sledenje oznake. Oznaka se mora razlikovati v barvi
in obliki od ozadja tako, da ustvarimo cˇim bolj razlocˇno mejo med oznako
in okolico. Z zasnovo oznake dolocˇene oblike se definira tudi informacije, ki
jih je mogocˇe pridobiti s pomocˇjo algoritma ter jih uporabiti za dolocˇitev
lokacije in razdalje kamere od oznake. Potrebno se je zavedati, da je sistem
za avtomatsko detekcijo in sledenje oznaki namenjen za delovanje v naravi,
kar pomeni, da nimamo na razpolago nadzorovanega okolja s prilagojenimi
razmerami. Razmere v naravi so glavni faktor, ki odlocˇajo, kaksˇno oznako
bomo potrebovali za uspesˇno delovanje algoritma. Pomembni faktorji so
svetloba, barva in oblike, ki se pojavljajo v okolici oznake. Pri svetlobi se
pozna odboj svetlobe od oznake, kar lahko povzrocˇa blesˇcˇanje. Barve med
oznako in okolico morajo biti cˇim bolj kontrastne in oznaka naj ima oblikovne
lastnosti, ki jih v okolici oznake ni oziroma se malokrat pojavljajo.
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Nasˇa zasnovana oznaka vsebuje vecˇ koncentricˇnih krozˇnic. Pomembna
lastnost krozˇne oznake je invariantnost na rotacijo in translacijo. Poleg tega
se krozˇnica pri preslikavi iz planarne v neplanarno ravnino pretvori v elipso
in s tem ne bistveno spremeni ali otezˇi detekcijo oznake. Pri zasnovi krozˇne
oznake smo se osredotocˇili na tri lastnosti oznake, ki bistveno vplivajo na
natancˇnost in uspesˇnost detekcijskega algoritma. Prva lastnost je sˇtevilo
krozˇnic v oznaki. Z vecˇjim sˇtevilom krozˇnic omogocˇimo vecˇjo verjetnost za-
gotovitve, da je detekcijski algoritem detektiral pravo oznako. V naravi se
tudi najde elipsaste oblike vendar ponavadi niso sestavljene iz velikega sˇtevila
koncentricˇnih krozˇnic oz. elips, kar nam ponuja krozˇna oznaka. Z eksperi-
mentiranjem smo dolocˇili, da je glede na velikost oznake najbolj primerno
uporabiti 3 krozˇnice, ker so v nasprotnem primeru krozˇnice prevecˇ skupaj in
se izgubi razlocˇnost med posameznimi krozˇnicami pri vecˇjih razdaljah.
Druga lastnost, ki vpliva na natancˇnost in ucˇinkovitost detekcije oznake,
je debelina krozˇnic v oznaki. Debelina in sˇtevilo krozˇnic sta soodvisni la-
stnosti, ker v primeru tanjˇsih krozˇnic je mogocˇe na enako velikost oznake
narisati vecˇ krozˇnic, kot cˇe so krozˇnice debelejˇse. Pri poskusˇanju detekcije
razlicˇnih oznak z razlicˇno debelino krozˇnic smo priˇsli do zakljucˇka, da za-
radi odboja svetlobe pride do ucˇinka, ki se imenuje cvetenje, kar vpliva na
jasnost oznake. Cvetenje (ang. bloom) je ucˇinek, pri katerem kamera oz.
cˇlovesˇko oko zazna iluzijo raztezanja mocˇne svetlobe cˇez rob osvetljenega
telesa na sceni. Za zmanjˇsanje ucˇinka cvetenja je potrebno uporabiti debe-
lejˇse krozˇnice, kar posledicˇno vpliva na boljˇso razlocˇnost med posameznimi
krozˇnicami. Potrebno je poudariti, da to velja le za oznake s svetlim ozadjem
in temnimi krozˇnicami. V nasˇem primeru gre za oznako z belim ozadjem in
cˇrnimi krozˇnicami.
Zadnja lastnost je barva oznake, ki mora biti prilagojena glede na okolje,
v katerem se oznaka nahaja in na kontrastnost barv same oznake, da je vzo-
rec enostavno detektiran. Osnovna zasnovana oznaka vsebuje cˇrno barvo, ki
predstavlja krozˇnice in belo barvo, ki predstavlja ozadje oznake. Ustvarjeni
kontrast nam omogocˇa dobro razlocˇnost med krozˇnicami in belim ozadjem.
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Poleg tega sta cˇrna in bela barva dobri tudi za razlocˇitev med oznako in
okolico, v kateri se oznaka nahaja. V naravi prevladujejo zeleni odtenki za
travnate povrsˇine in gozdove, modri odtenki predstavljajo vodo in rjavi ter
sivi odtenki predstavljajo zemljo in kamenje. Za vse nasˇtete barve sta naj-
bolj univerzalni kontrastni barvi cˇrna in bela. Poleg belo-cˇrne oznake smo
zasnovali tudi cˇrno-belo oznako, ki ima za ozadje cˇrno barvo, medtem ko so
krozˇnice narisane z belo barvo. Oznaka z cˇrnim ozadjem in belimi krozˇnicami
je bila zasnovana zaradi prej omenjenega cvetenja v primeru mocˇne svetlobe.
Bela barva odbija svetlobo veliko bolj kot cˇrna, zato smo razvili tudi oznako
s cˇrnim ozadjem, ki vpija svetlobo in tako zmanjˇsa jakost blesˇcˇanja ter cve-
tenja.
Ne glede na to, da smo za potrebe nasˇe magistrske uporabili cˇrno in belo
barvo ter krozˇnice za zasnovo oznake, je vedno potrebno analizirati razmere,
v katerih naj bi sistem deloval. Odvisno od razmer, se je potem potrebno
odlocˇiti, kaksˇno oznako bomo zasnovali. Zasnovati oznako, ki bi bila kos vsem
razmeram ni mogocˇe, vendar lahko z majhnimi prilagoditvami izboljˇsamo
delovanje detekcije in sledenja na raven, ki zadostuje potrebam sistema.
3.2 Celoten sistem za detekcijo in sledenje
oznake
Algoritem celotnega sistema je razdeljen na tri dele. Prvi del vkljucˇuje de-
tekcijski algoritem, drugi del poskrbi za sledenje oznake in tretji del dolocˇa
zanesljivost sledenja in v primeru nezanesljivosti aktivira ponovno izvedbo
detekcije oznake. Psevdokoda algoritma je zapisana v algoritem 1. Najprej
je potrebno inicializirati strukturo za hranjenje stanja detektorja in struk-
turo za hranjenje stanja sledilnika skozi celoten proces. Nato je potrebno
inicializirati podatke o videoposnetku in pripraviti videoposnetek za branje.
Ko je vse pripravljeno, se v zanki zacˇne izvajati celoten algoritem.
Najprej se prebere zacˇetno slicˇico videoposnetka in se vsakicˇ preveri, ali
smo priˇsli do konca slicˇic videoposnetka. Cˇe je algoritem prebral vse slicˇice,
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Algoritem 1 Algoritem za detekcijo in sledenje znane oznake.
1: InitDetectionState[DS(0)]
2: InitTrackingState[TS(0)]
3: InitV ideoData[Data]
4: while frame = Data.sequence.read() not empty do
5: gray ← rgb2gray(frame)
6: hsv frame← rgb2hsv(frame)
7: if DS(i).markerFound equals false then // cˇe detektor ni detektiral oznake
8: edgeImg ← canny(gray)
9: DS(i)← detectMarker(edgeImg, hsv frame,DS(i))
10: end if
11: if DS(i).markerFound equals true then // cˇe je detektor detektiral oznako
12: if TS(i).needToInitT equals true then // cˇe je potrebno inicializirati sledilnik
13: TS(i)← AdditionalInitTrackingState[hsv frame, TS(0), DS(i)]
14: TS(i).needToInitT ← false
15: end if
16: TS(i)← trackMarker(hsv frame, TS(i))
17: if TS(i).notReliable equals true then // cˇe je rezultat sledenja nezanesljiv
18: DS(i).markerFound← false
19: TS(i).needToInitT ← true
20: end if
21: end if
22: i← i+ 1
23: end while
40 POGLAVJE 3. IMPLEMENTACIJA
se program zakljucˇi. Vsako prebrano slicˇico pretvorimo v sivinsko sliko ter
sliko v barvnem prostoru HSV, ker sta pretvorjeni sliki potrebni v naslednjih
korakih. Prvi pogoj preveri, cˇe detektor ni detektiral oznake. V prvi iteraciji
zanke je pogoj vedno izpolnjen in se najprej pridobi sliko robov s pomocˇjo
Canny algoritma, ki je podrobneje opisan v podpoglavju 3.2.1. Pridobljena
slika robov je nato podana kot parameter v funkcijo za detekcijo oznake
skupaj s sliko v barvnem prostoru HSV ter stanjem detektorja. Detekcijski
algoritem je namenjen iskanju vzorcev v sliki robov, ki se ujemajo s podano
oznako. V nasˇem primeru so to elipse, ker imamo krozˇno oznako. Cˇe je
detektor nasˇel oznako se poleg posodobljenega stanja detektorja pridobi tudi
informacije o poziciji in velikosti oznake. Podroben opis delovanja detekcij-
skega algoritma je v podpoglavju 3.3. V primeru, da je bil detektor neuspesˇen
pri detekciji, se enak postopek ponovi na naslednji slicˇici videoposnetka.
Cˇe je detektor nasˇel oznako, kar preveri pogoj po izvedeni detekciji, se
zacˇne del, ki zajema sledenje oznake. Cˇe se sledenje prvicˇ izvaja, je potrebno
posodobiti stanje s stanjem, ki ga vsebuje detektor in tako prenesti informa-
cije o lokaciji in velikosti oznake. Ta korak je potreben le pred prvim izva-
janjem sledenja in v primeru, ko sledilnik vrne nezanesljiv rezultat oznake.
Sledilnik izvede sledenje in posodobi stanje sledilnika glede na uspesˇnost sle-
denja. Sledilni algoritem je podrobneje opisan v 3.4.
Cˇe je rezultat sledenja zanesljiv, se prebere naslednja slicˇica in ponovi
postopek sledenja brez izvajanja detekcije. V primeru, da je sledilnik vrnil
nezanesljiv rezultat, se ponovno izvede detekcija na naslednji slicˇici in se tako
izvaja celoten algoritem do konca videoposnetka.
3.2.1 Cannyjev algoritem za detekcijo robov
Canny algoritem omogocˇa detekcijo robov na sivinski sliki. Posamezni ko-
raki algoritma so prikazani na sliki 3.2. Algoritem deluje tako, da sprejme
sivinsko sliko skupaj s parametroma, ki predstavljata spodnji in zgornji prag
za filtriranje sˇibkih in mocˇnih robov. V prvem koraku algoritem zmanjˇsa
sˇum v sliki s pomocˇjo Gaussovega filtra. Naslednji korak poskrbi za izracˇun
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gradientne slike, ki prikazuje smer in mocˇ posameznega roba v sliki. Mocˇ
roba se izracˇuna po enacˇbi (3.1), medtem ko se smer roba izracˇuna po enacˇbi
(3.2), pri cˇemer sta Gx in Gy odvoda filtrirane slike po osi x in osi y.
G =
√
G2x +G
2
y (3.1)
θ = atan2(Gx, Gy) (3.2)
V tretjem koraku nastopi tehnika ozˇanja robov (Non-maximum-suppression).
Ker se v gradientni sliki robovi raztezajo cˇez vecˇ slikovnih elementov, je po-
trebno s tehniko ozˇanja robov vsak rob zozˇiti. Ozˇanje robov deluje tako, da
v vsakem robu poiˇscˇemo lokalni maksimum gradienta in ohranimo le tega.
Ostale gradiente zavrzˇemo in tako se ozˇanje izvede nad vsemi gradienti v gra-
dientni sliki. Cˇetrti korak je namenjen locˇevanju pravih od nepravih robov.
Slika 3.2: Prikaz vmesnih korakov iskanja robov [50].
V prejˇsnjem koraku dobimo natancˇnejˇso sliko pravih robov v sliki, vendar
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so zaradi sˇuma in barvnih variacij nekateri robovi napacˇni. Da bi izlocˇili
napacˇne robove, lahko uporabimo metodo pragov, ki poskrbi, da izlocˇi piksle
z majhnim gradientom in ohrani tiste z visokim gradientom. Za ta nacˇin
filtriranja sta potrebna prej omenjena pragova. Zgornji prag dolocˇa mejo,
pri kateri se slikovni element sprejme kot mocˇan rob, cˇe je njegov gradient
vecˇji od tega praga. Cˇe je gradient piksla manjˇsi od zgornjega praga in vecˇji
od spodnjega praga, se pikel uvrsti kot sˇibek rob. Gradienti pikslov, ki so
manjˇsi od spodnjega praga, se zavrzˇejo.
V zadnjem koraku se piksle z mocˇnimi robovi vkljucˇi v koncˇno robno sliko,
medtem ko je piksle s sˇibkimi robovi potrebno sˇe dodatno preveriti ali jih
vkljucˇiti v koncˇno robno sliko ali ne. Metoda, ki preveri sˇibke robove, temelji
na preverjanju povezanosti sˇibkih robov z mocˇnimi robovi. Vsak piksel, ki
predstavlja sˇibek rob, se vzame in preveri sosednje piksle, cˇe kateri od njih
vsebuje mocˇan rob. V primeru povezanosti sˇibkega roba z mocˇnim robom
se sˇibek rob ohrani in vkljucˇi v koncˇno robno sliko. Ostale piksle, ki ne
izpolnjejo pogojev povezanosti sˇibkega roba z enim ali vecˇ mocˇnimi robovi,
se zavrzˇe [24].
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3.3 Detekcijski algoritem
Naloga detekcijskega algoritma je detektirati zasnovano krozˇno oznako na
posamezni slicˇici videoposnetka in izlusˇcˇiti informacije o lokaciji in velikosti
oznake. Za potrebe detekcije smo razvili algoritem, ki omogocˇa detektirati
elipse v sliki in tako prepoznati krozˇno oznako. Glavni koraki algoritma so
zapisani v psevdokodi algoritma 2. Detekcijski algoritem je zasnovan kot
funkcija, ki sprejme za vhod sliko robov, sliko v barvnem prostoru HSV in
strukturo stanja detektorja. Prvi korak detekcijskega algoritma je poiskati
obrise v sliki robov. Iz pridobljenih obrisov se izlusˇcˇi 5 najboljˇsih kandidatov,
ki so potencialni predstavniki oznake. Vsakega od kandidatov za oznako se
Algoritem 2 Algoritem za detekcijo oznake.
1: edgeImg, hsvImg,DS(i)
2: data← DS(i) // uporabi trenutno stanje detektorja.
3: contours, hierarchy ← findContours(edgeImg)
4: topCandidates← findTopContourCandidates(contours, hierarchy)
5: bestMatch← selectBestMatch(topCandidates)
6: DS(i)← updateDetectionState(data)
7: return DS(i) // vrni novo stanje detektorja
nato individualno oceni in izbere najverjetnejˇsega. Izbranega kandidata se
potrdi kot oznako in s pridobljeno strukturo izlusˇcˇi informacije o lokaciji in
velikosti oznake. Z novimi informacijami se novo posodobljeno stanje detek-
torja vrne kot rezultat funkcije. Vsak od korakov detekcijskega algoritma je
natancˇneje razlozˇen v naslednjih podpoglavjih in prikazan na sliki 3.3.
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(a) Vhodna slika. (b) Slika robov.
(c) Slika obrisov. (d) Najboljˇsih 5 skupin obrisov.
(e) Najboljˇsa skupina obrisov in prile-
gajocˇe se elipse.
(f) Rezultat detekcije.
Slika 3.3: Glavni koraki celotnega postopka za detekcijo oznake.
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3.3.1 Iskanje obrisov
Prvi korak detekcijskega algoritma za detekcijo krozˇne oznake je iskanje obri-
sov v sliki robov s pomocˇjo funkcije findContours, ki je del knjizˇnice OpenCV.
Funkcija findContours za iskanje obrisov deluje nad binarno sliko. V zanki
se sprehodi cˇez vse vrstice od zgoraj navzdol in iˇscˇe nenicˇelni piksel. Vsak
nenicˇelni piksel predstavlja rob, po katerem se algoritem sprehodi tako, da
mu sledi po neprekinjeni sledi enic, dokler ne naleti na nicˇlo. Vsak obris je
oznacˇen z lastno identifikacijsko sˇtevilko, da se prepozna zˇe najdene obrise.
Obrisi predstavljeni z lastnimi identifikacijskimi sˇtevilkami so prikazani na
sliki 3.4. Po vsakem najdenem obrisu se postopek ponovno nadaljuje od loka-
Slika 3.4: Rezultat iskanja obrisov v binarni sliki [51].
cije, kjer se je zacˇelo sledenje robu. Algoritem se zakljucˇi v desnem spodnjem
kotu slike in kot rezultat vrne seznam obrisov in seznam, ki hrani podatke o
hierarhiji najdenih obrisov. Rezultat algoritma je prikazan na sliki 3.3 (c).
Podroben opis algoritma je opisan v [51].
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3.3.2 Iskanje najboljˇsih kandidatov
Za iskanje najboljˇsih kandidatov oznake sta zadolzˇeni dve funkciji. Prva funk-
cija uporabi rezultat iz prejˇsnjega koraka tako, da vsakemu obrisu presˇteje
sˇtevilo starsˇevskih obrisov. Cilj je pridobiti informacije o sˇtevilu vgnezdenih
obrisov, ker nasˇo oznako sestavljajo vgnezdene elipse in na ta nacˇin prido-
bimo glavne kandidate za dolocˇitev lokacije oznake.
V prvem delu iskanja najboljˇsih kandidatov se v zanki, ki se sprehodi
cˇez vse obrise, poklicˇe nad vsakim obrisom rekurzija, ki presˇteje vse starsˇe
trenutno procesiranega obrisa. Delovanje rekurzije je prikazano z desnim dia-
gramom na sliki 3.5, medtem ko je zanka za sprehod cˇez vse obrise prikazana
na levem diagramu.
Slika 3.5: Levo zanka, ki se sprehodi cˇez seznam obrisov v sliki, desno
rekurzivna funkcija za sˇtetje starsˇev obrisov.
Rekurzija vzame vsak obris in s pomocˇjo podatkov o hierarhiji vgnezde-
nih obrisov presˇteje vse starsˇe dolocˇenega obrisa. Za optimizacijo procesa
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skrbi pogoj, ki v primeru, da je bil starsˇ zˇe obiskan, ni potrebno ponovnega
sˇtetja obrisov od obiskanega starsˇa naprej, ampak se priˇsteje zˇe pridobljeno
sˇtevilo starsˇev, ki ga hrani obiskani starsˇ. Rezultati rekurzije se shranijo v se-
znam objektov, ki vsebujejo podatka o sˇtevilu starsˇev in seznam vgnezdenih
obrisov. Seznam objektov se sortira sproti, ker se rezultate rekurzije vsta-
vlja sortirano v seznam in ohranja le najboljˇsih pet kandidatov. Najboljˇsi
kandidati so tisti, ki vsebujejo najvecˇje sˇtevilo vgnezdenih obrisov. Rezultat
iskanja najboljˇsih pet kandidatov za oznako je predstavljen na sliki 3.3 (d).
Izbira najboljˇsega kandidata za oznako je opisana v naslednjem podpoglavju.
3.3.3 Izbira najboljˇsega kandidata
Iz pridobljenih najboljˇsih 5 kandidatov v prejˇsnjem koraku, je naloga tega
koraka izlusˇcˇiti najboljˇsega kandidata za oznako. Postopek, ki je prikazan v
psevdokodi algoritma 3, je sestavljen iz dveh glavnih zank. Zunanja zanka
se sprehodi cˇez vseh 5 kandidatov, medtem ko notranja zanka poskrbi za
sprehod cˇez vse obrise posameznega kandidata. V notranji zanki se najprej
s pomocˇjo funkcije fitEllipse, ki je del knjizˇnice OpenCV, vsakemu obrisu
izracˇuna najbolj prilegajocˇo elipso. Opis delovanja funkcije fitEllipse za is-
kanje najbolj prilegajocˇe elipse je opisan v [52].
Vsako elipso se preveri ali ustreza kriterijem, ki so dolocˇeni empiricˇno.
Kriterijem, ki jim mora biti zadosˇcˇeno, so velikost elipse, pozicija elipse in
razmerje horizontalnega polmera z vertikalnim.
diamX < imgW/2 ∨ diamY < imgH/2 (3.3)
x >  ∨ x < (imgWidth− ) (3.4)
y >  ∨ y < (imgHeight− ) (3.5)
diamR < highT ∨ diamR > lowT (3.6)
Elipsa je zavrzˇena, cˇe je njen premer prevelik, za kar poskrbi kriterij z enacˇbo
(3.3). Kriterija (3.4) in (3.5) poskrbita, da se filtrirajo elipse, ki imajo tocˇko
centra izven  obmocˇja na robu slike. Zadnji kriterij (3.6) izlocˇi elipse, ki
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Algoritem 3 Detekcijski algoritem - iskanje najboljˇsega kandidata za oznako.
1: for contoursintopContoursCandidates do
2: for contourincontours do
3: ellipse← fitEllipse(contour)
4: checkEllipseAnomalies(ellipse)
5: ellipseGroup.append(ellipse)
6: end for
7: ellipsesData← calcCenterPointAndRadiusOfEllipses(ellipseGroup)
8: currentRegionHist← determineMarkerRegionHist(ellipsesData)
9: matchScore← compareHists(currentRegionHist,markerTemplateHist)
10: bestMatchRegion← keepBestMatch(matchScore)
11: end for
12: filterOutlierEllipses(bestMatchRegion.ellipses)
13: DS(i)← updateDetectorState(bestMatchRegion)
14: return DS(i)
imajo razmerje med vertikalnim in horizontalnim premerom vecˇje oz. manjˇse
od dolocˇenega praga.
Vse elipse enega kandidata se shrani v en seznam, iz katerega nato izlusˇcˇimo
informacije o povprecˇnem centru in povprecˇnem premeru elips. Informacije
o centru in premeru elips se uporabi za dolocˇitev regije oznake. Pridobljena
regija je lokacija, na kateri je mozˇnost, da se nahaja iskana oznaka. Za
dolocˇitev zanesljivosti morebitne regije oznake se s pomocˇjo primerjave uje-
manja histogramov opredeli podobnost med histogramoma predloge oznake
in detektirane regije oznake. Izbira najboljˇsega kandidata za regijo oznake
je dolocˇena glede na nivo ujemanja predloge oznake z najdeno regijo oznake.
Najboljˇsa regija oznake je tista, ki dosezˇe najviˇsje ujemanja med histogra-
moma. Primer najboljˇse regije je prikazan na sliki 3.3 (e).
V zadnji fazi se najboljˇso regijo oznake, predstavljeno s skupino elips,
filtrira tako, da se izlocˇi vse elipse, ki se od povprecˇnega centra razlikujejo
za dolocˇen  merjeno v slikovnih elementih.
|x− x¯| >  ∧ |y − y¯| >  (3.7)
Enacˇba (3.7) prikazuje filtrirna pogoja za posamezno elipso. Po filtriranju je
3.4. SLEDILNI ALGORITEM 49
potrebno ponovno izracˇunati center regije oznake in obmocˇje okrog centra, da
se shrani lokacijo oznake in posodobi stanje detekcijskega algoritma. Koncˇni
rezultat detekcije je prikazan na sliki 3.3 (f).
3.4 Sledilni algoritem
Sledilni algoritem je podobno kot detekcijski algoritem namenjen iskanju
oznake v podani slicˇici videoposnetka, vendar se razlikujeta po dveh kljucˇnih
lastnostih. Sledilni algoritem uporablja drugacˇno metodo za lociranje iskane
oznake in zaradi predpostavke, da je sprememba pozicije oznake med dvema
zaporednima slicˇicama majhna, se izvajanje sledilnega algoritma omeji le na
del celotne slike. Sledilni algoritmi so zelo koristni zaradi hitrejˇsega proce-
siranja in lociranja zˇelene oznake. Za potrebe nasˇe magistrske naloge smo
razvili algoritem za sledenje krozˇni oznaki, ki temelji na osnovi algoritma
Sprotno prilagodljiv povprecˇni premik (CamShift - Continuously adaptive
Mean-Shift).
Implementirani sledilni algoritem je del celotnega sistema, ki se aktivira
po uspesˇni detekciji krozˇne oznake s pomocˇjo detekcijskega algoritma opisa-
nega v poglavju 3.3. Sledilni algoritem je razdeljen na dve glavni funkciji.
Prva funkcija je namenjena inicializaciji parametrov, ki so potrebni za pra-
vilno delovanje sledilnega algoritma. Inicializacija je predstavljena v psevdo-
kodi algoritma 4.
Algoritem 4 Inicializacija sledilnega algoritma.
1: hsvImg, TS(i), DS(i)
2: roi← initMarkerRegion(hsvImg, centerP, radius)
3: roi hist← calcHist(roi, bins, ranges)
4: window ← initTrackingWindow(hsvImg, centerP, radius, offset)
5: TS(i)← updateTrackerState(roi, window, roihist)
6: return TS(i)
V inicializacijski fazi sledenja, ki se izvede le prvicˇ, ko vstopimo v sledilni
del sistema, se najprej iz detekcijskega stanja izlusˇcˇi vse potrebne informacije
50 POGLAVJE 3. IMPLEMENTACIJA
za dolocˇitev zacˇetne regije oznake. Nato se izracˇuna barvni histogram regije
oznake, ki nam sluzˇi kot referenca za sledenje oznaki v posamezni slicˇici vi-
deoposnetka. Preden zacˇnemo z dejanskim sledenjem, se pripravi sˇe okno
za sledenje, ki je manjˇse od celotne slike za dolocˇen zamik. Zadnji korak
inicializacije je namenjen posodobitvi stanja sledilnika s pridobljenimi infor-
macijami o regiji oznake, histogramu oznake in oknu za sledenje oznake. S
tem je inicializacije konec in algoritem za sledenje lahko vstopi v fazo sledenja
z novo posodobljenim sledilnim stanjem.
Sledilna faza algoritma se zacˇne z izracˇunom projekcije histograma oznake
na sledilno okno. Sledilna faza je predstavljena v psevdokodi algoritma 5.
Projekcijska slika histograma nam vrne verjetnostno sliko pozicije oznake v
trenutno procesirani slicˇici videoposnetka, ki jo uporabimo kot vhod v sledilni
algoritem Sprotno prilagodlijv povprecˇni premik (CamShift). CamShift nam
vrne morebitno regijo oznake na dolocˇeni lokaciji znotraj sledilnega okna.
Algoritem 5 Sledilni algoritem.
1: hsvImg, TS(i)
2: dst← calcBackProject(hsvImg, roiHist, ranges)
3: res, roi← CamShift(dst, roi, termcrit)
4: trackData← proccesTrackingData(res, roi)
5: if trackData.reliable equals true then // cˇe so rezultati sledenja zanesljivi
6: TS(i)← updateTrackerState(trackData)
7: else
8: TS(i).reliable← false
9: end if
10: return TS(i)
Vrnjeno regijo se nato preveri, ali ustreza pogojem iskane oznake, dolocˇi
zanesljivost regije oznake in obdela podatke o novi lokaciji oznake za nasle-
dnjo slicˇico. Cˇe je vrnjena regija oznake zanesljiva, se posodobi stanje sledil-
nika in vrne novo stanje sledilnika, ki se ga uporabi za sledenje v naslednji
slicˇici videoposnetka. V primeru, da je rezultat sledenja nezanesljiv, se re-
zultat zavrzˇe in sprozˇi detekcijski algoritem za ponovno lokalizacijo oznake.
Postopek sledenja se po ponovni detekciji ponovi od zacˇetka. Najprej se
3.4. SLEDILNI ALGORITEM 51
(a) Vhodna slika z oznacˇenim sledilnim
oknom.
(b) Projekcijska slika.
(c) Rezultat sledilnika nad projekcijsko
sliko.
(d) Rezultat sledenja.
Slika 3.6: Glavni koraki celotnega postopka za sledenje oznake.
ponovno inicializira sledilnik in nato izvede sledenje. Sledilni algoritem je
podrobneje opisan v naslednjih podpoglavjih in po stopnjah predstavljen na
sklopu slik 3.6.
3.4.1 Inicializacija sledilnika
Kot smo zˇe omenili, je inicializacija sledilnika potrebna le pred zacˇetkom
prvega izvajanja sledenja. Najprej je potrebno iz stanja detekcijskega algo-
ritma izlusˇcˇiti informacije o lokaciji in velikosti detektirane krozˇne oznake,
ki je predstavljena z njenim centrom, viˇsino in sˇirino. S pomocˇjo lokacije in
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velikosti oznake se pripravi regijo oznake in iz nje se izracˇuna barvni histo-
gram, ki sluzˇi kot sklic za dolocˇitev nadaljnjih lokacij oznake v slicˇicah vide-
oposnetka. Pri dolocˇanju regije oznake se vedno preveri ustreznost velikosti
regije in ali regija presega meje, ki dolocˇajo okvir procesirane slike. Pogoja
za preseg velikosti slike sta zapisana z enacˇbama (3.8) in (3.9). Ustreznost
velikosti regije oznake pa dolocˇa enacˇba (3.10).
x1, x2 > 1 ∧ x1, x2 < imgWidth (3.8)
y1, y2 > 1 ∧ y1, y2 < imgHeight (3.9)
|x2− x1| >  ∧ |y2− y1| >  (3.10)
Preverjanje ustreznosti regije se uporablja tudi v sledilnem delu algoritma,
kjer je potrebno vsakicˇ preveriti novo pridobljeno lokacijo oznake. Za prido-
bitev barvnega histograma krozˇne oznake se uporablja funkcija calcHist, ki
sprejme kot vhod sliko regije oznake, sˇtevilo odtenkov (bins) v posameznem
barvnem kanalu in razpon posameznega barvnega kanala. Funkcija calcHist
je podrobneje opisana v poglavju 3.4.7.
V naslednjem koraku inicializacije je potrebno dolocˇiti sˇe okno, v kate-
rem bo sledilnik iskal dolocˇeno krozˇno oznako. Okno je dolocˇeno tako, da
razsˇirimo velikost regije oznake za 4 kratnik v horizontalni in vertikalni smeri
slike. Zadnji korak predstavlja posodobitev vhodnega stanja sledilnega algo-
ritma z vsemi novo pridobljenimi informacijami tako, da bo lahko algoritem
pravilno deloval. Poleg opisanih informacij je potrebno dodati sˇe nekaj kon-
stant, ki pripomorejo k pravilnemu iskanju in posodabljanju nove lokacije
oznake. Ko je stanje sledilnika posodobljeno, algoritem pricˇne z izvajanjem
sledenja.
3.4.2 Sledenje
Sledenje se zacˇne z vstopom v sledilno funkcijo, ki sprejme dva parametra.
Prvi parameter je trenutno procesirana slicˇica, ki je pretvorjena v barvni pro-
stor HSV. Drugi parameter predstavlja trenutno stanje sledilnega algoritma,
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iz katerega vzamemo parametre za pravilno delovanje sledenja. Parametri,
ki jih predpripravimo so:
• sˇirina in viˇsina slike,
• histogram predloge oznake,
• kriterij za prekinitev izvajanja funkcije CamShift,
• regijo oznake,
• objekt Kalman,
• koordinate sledilnega okna in
• pet konstant za pravilno posodabljanje in prilagajanje algoritma.
Najprej je potrebno s pomocˇjo koordinat sledilnega okna izrezati iz vho-
dne slike sledilno okno, v katerem nato poteka sledenje. Sledilno okno je
prikazano na sliki 3.6 (a). Sledilno okno in histogram predloge oznake se
uporabi za izracˇun projekcijske slike histograma na sliko sledilnega okna.
Projekcijska slika nam poda informacijo, kje na sliki se najverjetneje nahaja
oznaka, ki je predstavljena z barvnim histogramom.
Za izracˇun projekcjiske slike poskrbi funkcija calcBackProject, ki je del
knjizˇnice OpenCV. Za izracˇun projekcijske slike smo uporabili le kanala
barvni odtenek in nasicˇenost iz barvnega prostora HSV, ker se tako naj-
bolje razlocˇi barvo ozadja od barve oznake. Vhodni parametri v funkcijo
calcBackProject so kanal barvni odtenek (hue) in kanal nasicˇenost (satura-
tion), HS barvni histogram predloge oznake in parametra za razpon vredno-
sti posameznega barvnega kanala. V rezultatu projekcijske funkcije dobimo
projekcijsko sliko, ki predstavlja najverjetnejˇso lokacijo iskane oznake zno-
traj sledilnega okna. Slika 3.6 (b) predstavlja izhod projekcijske funkcije.
Podroben opis delovanja funkcije calcBackProject je v podpoglavju 3.4.3.
Projekcijsko sliko dodatno upragujemo za izlocˇitev sˇuma in jo nato po-
damo kot parameter v sledilno funkcijo CamShift. Sledilna funkcija poleg
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projekcijske slike prejme zadnjo lokacijo regije oznake in zakljucˇitveni pogoj
funkcije sledenja. V nasˇem primeru je to 10 iteracij ali cˇe se regija oznake,
ki se sprehaja cˇez projekcijsko sliko, premakne le za 1 slikovni element. Ko
je eden od obeh kriterijev izpolnjen, funkcija vrne rezultat, ki predstavlja
regijo oznake v obliki pravokotnika. Na sliki 3.6 (c) je predstavljen rezultat
sledenja nad projekcijsko sliko. Funkcija CamShift je podrobno opisana v
poglavju 3.4.4.
Sedaj se zacˇne zadnja faza, ki preveri, ali je bila regija oznake najdena
in se nato glede na vrnjen rezultat vrne posodobljeno stanje sledilnega al-
goritma. Cˇe regija oznake ni bila najdena, se algoritem zakljucˇi s tem, da
se zapiˇse v posodobljeno stanje, da je bilo sledenje izvedeno nezanesljivo. V
primeru, da je bil rezultat funkcije CamShift uspesˇen, je potrebno dolocˇiti
robne tocˇke regije oznake, izracˇunati center regije, njeno sˇirino in viˇsino. Z
informacijami o viˇsini in sˇirini se izracˇuna sˇe razmerje med sˇirino trenutne
regije in sˇirino prejˇsnje regije. Enako se dolocˇi tudi razmerje viˇsine trenutne
regije z viˇsino prejˇsnje regije. Poleg razmerij je potrebno pridobiti sˇe informa-
cijo o razdalji med trenutno izracˇunanim centrom in predvidenim centrom,
ki se ga dolocˇi s pomocˇjo Kalmanovega filtra.
Pridobljene informacije je potrebno spustiti skozi vecˇ filtrirnih pogojev,
da lahko dolocˇimo zanesljivost rezultata. Prvi filter, ki je prikazan z enacˇbo
(3.11), zavrne rezultat sledenja, cˇe je razmerje viˇsine ali sˇirine preveliko ozi-
roma premajhno. Pri drugem filtru se rezultat zavrzˇe, cˇe je izracˇunana razda-
lja med predvidenim centrom regije in izracˇunanim centrom prevelika. Pogoj
za filtriranje z razdaljo je prikazan z enacˇbo (3.12). Cˇe se rezultat ni zavrgel
pri prvih dveh pogojih, se dolocˇi novo regijo oznake, ki se ravno tako preveri
ali ustreza omejitvam tako kot v inicializacijski fazi v poglavju 3.4.1.
widthRatio, heightRatio < lowT ∨ widthRatio, heightRatio > highT
(3.11)
distance > max(roiwidth, roiheight) ∗ scaleF
(3.12)
V primeru zavrzˇenega rezultata sledenja se v stanje sledilnika zapiˇse, da je
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rezultat nezanesljiv in algoritem vrne posodobljeno stanje sledilnika.
Rezultat, ki je ustrezal vsem pogojem za dolocˇitev zanesljivosti, se upo-
rabi za posodobitev stanja sledilnika. Najprej se posodobi Kalmanov filter
z novim centrom regije oznake ter napove center regije oznake na naslednji
slicˇici. Delovanje Kalmanovega filtra je podrobneje opisano v poglavju 3.4.5.
Stanje sledilnega algoritma se posodobi z:
• tocˇko centra regije oznake,
• viˇsino in sˇirino regije oznake,
• robnimi tocˇkami rotiranega pravokotnika regije oznake,
• regijo oznake,
• odmikom sledilnega okna od celotne slike in
• sledilnim oknom.
V zadnjem koraku se posodobi sˇe histogram regije oznake, vendar le,
cˇe so izpolnjeni pogoji (3.13), (3.14) in (3.15). Prva dva pogoja dolocˇata,
da se posodablja histogram le, cˇe je razmerje sˇirine/viˇsine regije oznake in
sˇirine/viˇsine slike vecˇje od minimalnega razmerja in manjˇse od maksimalnega
razmerja. Cˇe sta izpolnjena prva dva pogoja, se histogram posodobi, ampak
le na vsakih 10 slicˇic, ker ni potrebno, da se histogram posodablja iz slicˇice
v slicˇico.
widthRatio, heightRatio < maxRatio (3.13)
widthRatio, heightRatio > minRatio (3.14)
trackFrameCounter (3.15)
Podroben opis posodabljanja oznake ob vseh izpolnjenih pogojih je predsta-
vljen v poglavju 3.4.6. Ne glede na to, ali je bilo posodabljanje histograma
oznake izvedeno ali ne, se za konec shrani v sledilno strukturo histogram
oznake. Tako se sledenje na trenutni slicˇici videoposnetka zakljucˇi in se
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sledilna struktura prenese v naslednjo sledilno iteracijo, cˇe je bilo sledenje
uspesˇno izvedeno. V nasprotnem primeru se ponovno aktivira detektor, ki
poskrbi za ponovno detekcijo oznake in postopek sledenja se zacˇne znova.
3.4.3 Projekcijska funkcija
Funkcija calcBackProject se sprehodi skozi vsak slikovni element vhodne slike
in iz vsakega slikovnega elementa izlusˇcˇi informacije o vseh barvnih kanalih.
Informacije o barvnih kanalih vsakega slikovnega elementa uporabi kot indeks
v barvnem histogramu, ki je podan kot parameter funkciji.
Vsak indeks predstavlja lokacijo v N dimenzionalnem prostoru barvnega hi-
stograma, kjer se hrani informacija o kolicˇini posamezne vsebovane barve.
Viˇsja kot je kolicˇina vsebovane barve v barvnem histogramu, svetleje bo
obarvan slikovni element v projekcijski sliki. Nizˇje vrednosti vsebovane barve
obarvajo slikovni element s temnejˇso barvo. Razpon barv v projekcijski sliki
je od popolnoma cˇrne barve, kar pomeni da barva ni vsebovana v histo-
gramu, do bele barve, ki predstavlja maksimalno kolicˇino vsebovane barve v
histogramu. Enak postopek se izvede za vsak slikovni element, dokler se ne
sestavi celotna projekcijska slika. Primer projekcijske slike in pripadajocˇi hi-
stogram sta prikazana na sliki 3.7. Podrobno delovanje projekcijske funkcije
je opisano v [53].
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(a) Vhodna slika HSV. (b) Projekcijska slika.
(c) Histogram oznake.
Slika 3.7: Projekcijska slika s pripadajocˇim histogramom in vhodno sliko.
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3.4.4 CamShift
CamShift deluje po principu algoritma Povprecˇni premik (Mean-Shift), ven-
dar z dodatkom, da se ob najdeni lokaciji iskane regije interesa prilagodi
velikost okna, ki dolocˇa najdeno regijo, kar pa Povprecˇni premik ne omogocˇa
in skozi celoten proces uporablja staticˇno velikost okna. Algoritem Sprotno
prilagodljivi povprecˇni premik (Cam-Shift) je razdeljen na dva dela. Prvi
del predstavlja iskanje lokalnega maksimuma v projekcijski sliki in drugi del,
ki najdeno regijo oriˇse s prilagoditvijo okna, ki je bilo podano kot vhodni
paramater.
Slika 3.8: Premik okna regije interesa po izracˇunanih centrih mase [54].
Iskanje lokalnega maksimuma v projekcijski sliki se zacˇne s postavitvijo
okna regije interesa na zacˇetno lokacijo. Obe informaciji sta podani kot vho-
dna parametra v funkcijo. Na trenutni lokaciji iskanja z dolocˇeno velikostjo
okna se izracˇuna center mase, ki je predstavljen z verjetnostmi v projekcijski
sliki. Algoritem pomakne okno v izracˇunani center mase in ponovno izracˇuna
novi center mase. Primer pomikanja okna v lokalni maksimum je predsta-
vljen na sliki 3.8. To pocˇne dokler ne konvergira v lokalni maksimum oziroma
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dokler se ne ustavi zaradi ustavitvenega pogoja.
Ustavitveni pogoj je podan kot vhod v funkcijo in dolocˇa, da se povprecˇni
premik zakljucˇi po N iteracijah ali cˇe se iskalno okno ni vecˇ premaknilo za
vecˇ kot n slikovnih elementov. V najdenem lokalnem maksimumu se izvede
dolocˇitev nove regije oznake s pomocˇjo metode dolocˇanja najbolj prilegajocˇe
elipse. Funkcija CamShift vrne rezultat v obliki rotiranega pravokotnika, ki
predstavlja regijo interesa. Podrobno delovanje sledilnega algoritma Cam-
Shift je predstavljeno v [55].
3.4.5 Kalmanov filter
Kalmanov filter je metoda, ki se veliko uporablja pri napovedovanju nove
lokacije sledenega objekta v sledilnih algoritmih. V osnovi je Kalmanov fil-
ter skupek matematicˇnih enacˇb, s katerimi je mogocˇe iz vhodnih meritev
in ucˇenjem napovedovati naslednjo vhodno meritev z dolocˇeno napako pod
dolocˇenimi pogoji. Kalman filter locˇimo na dva dela, pri katerem prvi del
poskrbi za posodabljanje stanj na podlagi meritev in drugi del, ki poskrbi za
napovedovanje meritve v cˇasu t+1. Kombinacija obeh delov metode dolocˇata
pravilen polozˇaj objekta v cˇasu t.
Delovanje filtra je odvisno od izbire modela gibanja. Model gibanja dolocˇa
nacˇin gibanja sledenega objekta. Za gibanje s skoraj konstantno hitrostjo se
uporablja model konstantne hitrosti, kateremu se doda sˇum, ki ustvarja di-
namiko gibanja in bolje zajame napoved, saj je gibanje v naravi predvidljivo
le z dolocˇeno stopnjo zanesljivosti. Za sˇum se ponavadi uporablja Gaussovo
porazdelitev z dolocˇenim faktorjem σ. Na sliki 3.9 je predstavljen proces
dolocˇanja polozˇaja objekta na sliki s Kalmanovim filtrom. Napovedovalni
del napove naslednji polozˇaj s pomocˇjo prejˇsnjega stanja in kovariancˇno na-
pako. Pri meritvenem delu se najprej izracˇuna Kalmanov doprinos (ang.
Kalman gain) in nato s trenutno meritvijo dolocˇi v kombinaciji z napoveda-
nim polozˇajem nov tocˇen polozˇaj objekta na sliki. Poleg tega se posodobi
kovariancˇno napako. Podrobnosti o Kalmanovem filtru so opisane v [56] in
[13].
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Slika 3.9: Proces dolocˇanja polozˇaja s Kalmanovim filtrom.
3.4.6 Posodobitev histograma
Posodobitev histograma regije oznake je kljucˇnega pomena, da sledilni algo-
ritem deluje, saj je zaradi sprememb velikosti in barve regije oznake sledenje
podvrzˇeno napakam. Da bi se izognili napakam sledenja, je potrebno po-
sodabljati predlogo barvnega histograma, ki predstavlja regijo oznake. Za
posodobitev barvnega histograma so potrebne informacije regije oznake ter
vrednost odmika, ki je namenjen za dolocˇitev ozadja okoli oznake. Najprej
se izracˇuna histogram regije na nacˇin predstavljen v poglavju 3.4.7. Za-
radi delov regije oznake, ki ne pripadajo oznaki, ampak ozadju, je potrebno
izracˇunani histogram filtrirati s histogrami ozadja, da dobimo le barvne od-
tenke in nasicˇenosti, ki pripadajo oznaki.
Histogram oznake se filtrira tako, da se vzame del slike levo, zgoraj, desno
in pod regijo oznake ter iz pridobljenih regij ozadja izracˇuna histogram, s ka-
terim se sestavi masko za filtriranje histograma oznake. Z sestavljeno masko
filtriramo histogram oznake in s tem je postopek posodabljanja histograma
zakljucˇen. Na sliki 3.10 so predstavljeni izrezki regij ozadja, ki so oznacˇeni z
modro barvo in izrezek oznake, ki je oznacˇen z zeleno barvo.
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Slika 3.10: Zelena regija predstavlja oznako, modre regije predstavljajo
regije ozadja.
3.4.7 Izracˇun histograma
Histogrami prikazujejo frekvenco pojavitve posamezne intenzitete barve na
sliki. Barvni histogram se izracˇuna s presˇtevanjem intenzitet posameznega
diskretiziranega barvnega kanala, ki se jih zbere v skupke dolocˇene velikosti
(bins). Funkcija calcHist, ki je del knjizˇnice OpenCV, prejme kot vhod slike
posameznih barvnih kanal, velikost posameznega skupka in razpon intenzitet
posameznega barvnega kanala.
Za vsak kanal se presˇteje sˇtevilo intenzitet, ki se jih razvrsti v pripadajocˇe
skupke (bins). Rezultat funkcije je N dimenzionalen histogram, ki v vsakem
intenzitetnem skupku hrani sˇtevilo pojavitev dolocˇene intenzitete. Dimenzija
histograma je odvisna od sˇtevila barvnih kanalov, ki jih vsebuje slika. Iz
sivinske slike dobimo 1 dimenzionalen histogram, medtem ko iz HSV slike
dobimo 3 dimenzionalen histogram. Primer histograma, ki je sestavljen iz
kanala barvni odtenek (hue) in intenzitete (saturation), je prikazan na sliki
3.11. Podroben opis racˇunanja histogramov je predstavljen v [53].
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Slika 3.11: 2D histogram v barvnem prostoru HSV: S je intenziteta, H
predstavlja barvni odtenek.
Poglavje 4
Rezultati
V tem poglavju predstavimo rezultate implementiranega sistema za detek-
cijo in sledenje oznaki. V prvem delu poglavja predstavimo testno okolje, s
katerim smo ovrednotili nasˇe delo. Rezultate razdelimo na vecˇ sklopov, ki
se razlikujejo glede na vrsto testiranja. Najprej ovrednotimo natancˇnost, ro-
bustnost in cˇasovno zahtevnost detekcijskega in sledilnega algoritma. Poleg
tega ovrednotimo tudi delovanje celotnega sistema skupaj in predstavimo re-
zultate algoritma, ki je pokazal najboljˇse rezultate. Ovrednotenje delovanja
celotnega sistema nadaljujemo z razlicˇnimi testnimi scenariji. Najprej ovre-
dnotimo delovanje sistema pri uporabi dveh razlicˇno zasnovanih oznak. Nato
sistem ovrednotimo z razlicˇnimi videoposnetki, ki so snemani iz dolocˇene
razdalje in pod dolocˇenimi koti. Poleg tega opravimo umetno simulacijo
razlicˇnih pogojev, kot so spremembe v osvetljenosti, zamegljenosti in do-
dajanju megle. Dodatno ovrednotimo sistem sˇe z videoposnetki drugacˇnih
ozadij.
4.1 Priprava okolja za ovrednotenje
Za potrebe ovrednotenja implementiranega sistema je bilo potrebno pripra-
viti okolje, ki predstavlja priblizˇek realnim razmeram. Pripravljeno okolje
predstavljajo videoposnetki, ki simulirajo letenja letalnika. Videoposnetki so
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posneti tako, kot cˇe bi letalnik snemal let s pomocˇjo namesˇcˇene kamere. Pri-
mer slicˇic enega videoposnetka je prikazan na sliki 4.1. Pri tem je potrebno
poudariti, da je tudi okolica pripravljena v manjˇsem merilu od realnega za-
radi prakticˇnosti in omejenih virov.
(a) 40 m (b) 30 m (c) 20 m
(d) 10 m (e) 5 m (f) 1 m
Slika 4.1: Slicˇice videoposnetka na razlicˇnih razdaljah.
Realno okolje zajema oznako velikosti do najvecˇ 5x8 metrov, ki bi bila sne-
mana z razdalje najmanj 1 km. Posnetke bi bilo s pomocˇjo letalnika s fiksnimi
krili tezˇko zajeti, saj ima brezpilotni letalnik omejene manevrske sposobnosti
in je cenovno predrag.
S simuliranimi pogoji v okolju zˇelimo ovrednotiti delovanje celotnega sis-
tema, ki je razdeljen na detekcijo in sledenje znane oznake. Snemanje vide-
oposnetkov je potekalo tako, da smo zasnovano oznako velikosti A4 formata
lista papirja postavili na travnik na viˇsino 1,5 m od tal. Posneli smo 10 vide-
oposnetkov oznake iz razlicˇnih kotov, in sicer po dva posnetka na posamezen
kot. Obmocˇje smo razdelili na 5 kotov. Prvi kot 0 ◦ predstavlja snemanje
videoposnetka pravokotno na oznako. Ostali videoposnetki so posneti na
vsakih 15 ◦ v desno od oznake do kota 60 ◦, kot je prikazano na sliki 4.2.
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Slika 4.2: Tloris postavitve snemalnega okolja.
Vsi videoposnetki so posneti iz zacˇetne razdalje 40 metrov do razdalje 1
meter. V tabeli 4.1 so predstavljene razlike velikosti in oddaljenosti oznak
ter razliko v hitrosti gibanja med simuliranim in realnim okoljem. Podatki
v tabeli so priblizˇki izracˇunani na podlagi razmerja med velikostjo oznake v
simuliranem ter realnem okolju. Razmerje med velikostjo oznake je priblizˇno
1:25.
Tabela 4.1: Mere v simuliranem in realnem okolju.
Simulirano okolje Realno okolje
Velikost oznaka 21,0x29,7cm 5x8m
Oddaljenost oznake 40,20,10m 1000,500,250m
Hitrost gibanja 0,65m/s 16,25m/s
Ker je snemanje potekalo na prostem, ni mogocˇe zagotoviti popolnoma
enakih razmer na vsakem posnetku. Razlicˇne pogoje v naravi smo simulirali
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z umetnim dodajanjem ali odstranjevanjem informacij iz videoposnetkov in
s tem omogocˇili natancˇno ovrednotenje implementiranega sistema v nadzo-
rovanem okolju. Videoposnetke smo posneli s fotoaparatom Canon G16 v
resoluciji 1920x1080 slikovnih elementov s 30 slicˇicami na sekundo. Vse vi-
deoposnetke smo pred izvedbo ovrednotenja zmanjˇsali z rezanjem posamezne
slicˇice na velikost 640x480 slikovnih elementov. Z orodjem VOT annotator
[57] smo rocˇno oznacˇili pozicijo in velikost oznake na vseh videoposnetkih, ki
sta potrebni za ovrednotenje implementiranega sistema. Oznacˇevanje pozi-
cije oznake je bilo izvedeno na razmaku 3 slicˇic. Za dolocˇitev pozicije oznake
na ostalih neoznacˇenih slicˇicah je poskrbel sam VOT annotator s pomocˇjo
interpolacije.
Ovrednotenje implementiranega sistema je potekalo na posnetih video-
posnetkih. Sistem smo ovrednotili z relativno mero oddaljenosti med rocˇno
oznacˇenim centrom oznake in centrom, ki ga vrne sistem. Oddaljenost med
tocˇko pravega centra in centra sistema smo izracˇunali z enacˇbo (4.1). Ker
se velikost oznake skozi slicˇice videoposnetka spreminja, je bilo potrebno
natancˇnost sistema oceniti z enacˇbo (4.2). Enacˇba natancˇnosti izracˇuna pro-
centualno natancˇnost tako, da oddaljenost med centrom sistema in pravim
centrom delimo s polovicˇno viˇsino oznake. Slika 4.3 (a) prikazuje mero na-
tancˇnosti na oznaki, medtem ko slika 4.3 (b) prikazuje primer rezultatov
sistema z dolocˇanjem centra oznake.
distance =
√
(x1− x2)2 + (y1− y2)2 (4.1)
accuracy = distance/(markerHeight/2) (4.2)
Za ovrednotenje sistema smo pripravili en scenarij, ki oceni ucˇinkovitost
posameznih delov sistema. Drugi scenarij oceni delovanje sistema na dveh
razlicˇnih oznakah. Nato ocenimo delovanje sistema pod razlicˇnimi koti.
Cˇetrti scenarij preveri natancˇnost delovanja z videoposnetkom, na katerem
umetno odvzemamo in dodajamo osvetljenost. Pri petem scenariju ravno
tako umetno deformiramo sliko s tem, da jo zameglimo. Za sˇesti scena-
rij ocenimo sistem z dodajanjem megle in pri zadnjem, sedmem scenariju
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(a) Natancˇnosti na oznaki.
(b) Rezultati sistema z dolocˇanjem centra oznake.
Slika 4.3: Mera natancˇnosti in primer rezultatov sistema na oznaki.
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ocenimo delovanje sistema, cˇe zamenjamo ozadje oznake v videoposnetku z
ozadjem drugih videoposnetkov.
4.2 Ovrednotenje posameznih delov sistema
Ovrednotenje poteka tako, da se locˇeno oceni delovanje detektorja, sledilnika
in kombinacijo obojega kot celoto. Ovrednotenje posameznih delov sistema
je potekalo na posnetih videoposnetkih. Z ovrednotenjem delovanja posame-
znih delov in sistema kot celote smo ovrednotili ucˇinkovitost, natancˇnost in
robustnost sistema ter na podlagi ocen izbrali del oziroma celoto, ki vracˇa
najboljˇse rezultate. Najprej se je izvajanje sledilnika in detektorja preverilo
na vseh posnetih videoposnetkih, ki vkljucˇujejo po dva posnetka za vsak kot.
Slika 4.4: Primerjava natancˇnosti med detektorjem in sledilnikom.
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Iz rezultatov je bilo mogocˇe izracˇunati natancˇnost detektorja in sledilnika
v odvisnosti od oddaljenosti od oznake. Rezultati, ki prikazujejo natancˇnost
detektorja in sledilnika v odvisnoti od oddaljenosti od oznake, so prikazani
na sliki 4.4. Vsaka pika na grafu prikazuje povprecˇno natancˇnost cˇez celoten
videoposnetek od prve uspesˇne detekcije oznake naprej. Iz grafa je razvidno,
da so natancˇnosti detektorja, ki ga predstavljajo oranzˇne pike, vedno boljˇse
od natancˇnosti sledilnika. Razlike niso velike, ampak so ocˇitne. Natancˇnosti
pri detektorju so boljˇse od sledilnika, ker detektira elipse na oznaki, ki bo-
lje dolocˇajo center oznake, kot pa sledilnik, ki predstavlja center oznake s
srediˇscˇem pravokotnika.
Na sliki 4.5 je prikazana natancˇnost detektorja, sledilnika in kombinacije
obojega v odvisnoti od robustnosti.
Slika 4.5: Primerjava natancˇosti in robustnosti detektorja, sledilnika ter
celotnega sistema.
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Robustnost je mera, ki predstavlja relativno sˇtevilo uspesˇnih zaznav oznake
na intervalu slicˇic videoposnetka od prve uspesˇne detekije do konca slicˇic
videoposnetka. Ovredontenje robustnosti in natancˇnosti je bilo ravno tako
izvedeno na vseh videoposnetkih. Iz grafa je jasno razvidno, da je natancˇnost
samega detektorja nekoliko boljˇsa od sledilnika in kombinacije obojega. Po-
leg tega vidimo, da je robustnost pri sledilniku in detektorju slabsˇa kot pri
uporabi obojega skupaj. Robustnost pri sledilniku je slabsˇa, ker ko sledilnik
odpove, ga brez detektorja ni mogocˇe reinicializirati. Robustnost sledilnika
dosega maksimalne vrednosti v primerih, ko sledilnik nikoli ne odpove. Pri
detektorju je robustnost brez sledilnika slabsˇa, ker pri vecˇjih oddaljenostih
od oznake detektor zazna oznako le vsakih nekaj slicˇic (cca. 20). S pri-
blizˇevanjem oznaki se detekcija izboljˇsa do vrednosti, ko detektor detektira
oznako v vsaki zaporedni slicˇici videoposnetka. Najboljˇso robustnost pred-
stavlja kombinacija detektorja in sledilnika, ker detektor detektira oznako
in nato prepusti delo sledilniku. Cˇe sledilnik odpove, ga takoj reinicializira
detektor in pri tem se v povprecˇju izgubi le 1 slicˇica, kar se odrazˇa na grafu
s robustnostjo nad 99%.
Za boljˇso predstavo delovanja detektorja, sledilnika in kombinacije obeh
algoritmov je na sliki 4.6 predstavljeno delovanje algoritmov na enem video-
posnetku.
Slika 4.6: Rezultati testiranja delovanja detektorja, sledilnika in celotnega
sistema na videoposnetku.
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Slika predstavlja natancˇnost delovanja vseh treh kombinacij algoritmov
v odvisnosti od oddaljenosti od oznake. Vsi trije zacˇnejo delovati pri enaki
oddaljenosti, ker za to poskrbi detektor v vseh treh primerih. Pri sledilniku
je opaziti, da se zaradi zgresˇitve sledenja delovanje sledilnika brez ponovne
detekcije z uporabo detektorja zakljucˇi. Pri detektorju je zaradi zacˇetnih red-
kih detekcij oznake v posamezni slicˇici natancˇnost zelo nizka, ampak narasˇcˇa
s priblizˇevanjem oznaki. Detekcija pri krajˇsih oddaljenostih deluje boljˇse, ker
je oznaka bolje razvidna in jasna ter jo je enostavneje detektirati. Sistem,
ki vsebuje detektor in sledilnik, se zaradi kombiniranja detekcije in slede-
nja odrazˇa z dobrimi rezultati tudi na lokacijah, na katerih sta detektor in
sledilnik sama po sebi neuspesˇna.
Slika 4.7: Povprecˇni cˇas izvajanja algoritmov sistema in standardna devia-
cija.
Poleg ovrednotenja natancˇnosti in robustnosti delovanja implementira-
nega sistema je pomembna tudi cˇasovna zahtevnost. Sistem mora delovati
v realnem cˇasu, da je mogocˇe s pomocˇjo sistema tudi krmiliti in voditi le-
talnik v oznako. Na sliki 4.7 so prikazane cˇasovne ocene izvajanja detekcije
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in sledenja na eni slicˇici videoposnetka. Meritve so bile izvedene na vseh
desetih posnetih videoposnetkih in nato izracˇunana standardna deviacija ter
povprecˇna vrednost izvajanja.
Izvajanje posameznega algoritma je ocenjeno v ms/slicˇico. Iz grafa na
sliki 4.7 je razvidno, da je izvajanje sledilnika priblizˇno 20-krat hitrejˇse od
izvajanja detektorja. Sledilnikovo izvajanje je veliko hitrejˇse zaradi eno-
stavnejˇsih operacij za sledenje ozanke in manjˇsi sliki, ki jo mora sprocesi-
rati. Kombinacija detektorja in sledilnika se v najboljˇsem primeru izvaja s
povprecˇnim cˇasom sledilnika, saj je v primeru takojˇsne detekcije oznake in
mogocˇih le nekaj ponovnih redetekcijah, cˇas detekcije zanemarljiv. V naj-
slabsˇem primeru bi moral sledilnik ves cˇas vracˇati nezanesljive rezultate, kar
bi privedlo do povprecˇne hitrosti izvajanja, kot pri detektorju. Cˇe vzamemo,
da celoten sistem deluje priblizˇno polovico cˇasa s hitrostjo detektorja in po-
lovico cˇasa s hitrostjo sledilnika, pomeni, da je hitrost celotnega sistema pri-
blizˇno 9 ms/slicˇico, kar predstavlja izvajanje 111 slicˇic/s. Ta rezultat potrjuje
zanesljivo delovanje sistema v realnem cˇasu.
Iz pridobljenih rezultatov detektorja, sledilnika in kombinacije obojega
je razvidno, da je za natancˇno, ucˇinkovito in hitro delovanje najprimernejˇsa
uporaba detektorja in sledilnika skupaj. V naslednjih simulacijah je ovredno-
tenje potekalo le na celotnem sistemu, ki ga sestavljata detekcijski in sledilni
algoritem.
4.3 Ovrednotenje sistema na dveh oznakah
Sistem smo ovrednotili na dveh razlicˇnih oznakah in s tem preizkusili uspesˇnost
ter natancˇnost delovanja sistema v odvisnoti od barv oznake. Obe oznaki
sta krozˇni, ampak se razlikujeta v barvi ozadja in krozˇnic. Na sliki 4.8 sta
prikazani obe oznaki posneti v soncˇnem in oblacˇnem vremenu.
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(a) Bela oznaka - oblacˇno. (b) Bela oznaka - soncˇno.
(c) Cˇrna oznaka - oblacˇno. (d) Cˇrna oznaka - soncˇno.
Slika 4.8: Belo-cˇrna in cˇrno-bela oznaka pri soncˇnem ter oblacˇnem vremenu.
Prva oznaka ima belo ozadje z cˇrnimi krozˇnicami, medtem ko so pri drugi
barve uporabljene ravno obratno. Druga razlika med obema oznakama je
debelina krozˇnic. Pri oznaki z belim ozadjem so debelejˇse cˇrne krozˇnice, kar
zmanjˇsa jakost pojava cvetenja. Enak pristop je uporabljen tudi pri oznaki
s cˇrnim ozadjem, pri kateri so bele krozˇnice tanjˇse.
Poleg barvnih odvisnosti oznake, je v ovrednotenje vkljucˇena sˇe ocena na-
tancˇnosti delovanja sistema v soncˇnem in oblacˇnem vremenu na obeh ozna-
kah. Rezultati so prikazani na sliki 4.9. Os x predstavlja oddaljenosti od
oznake, kar nam pove, na kateri oddaljenosti je zacˇel sistem delovati. Vsaka
vrstica na osi y predstavlja en videoposnetek, na katerem se je ovrednotilo
delovanje sistema. Spodnji dve vrstici predstavljata delovanje sistema pri
uporabi oznake z belim ozadjem in cˇrnimi krozˇnicami, medtem ko zgornji
dve vrstici predstavljata delovanje sistema pri uporabi oznake s cˇrnim ozad-
jem in belimi krozˇnicami.
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Slika 4.9: Rezultati ovrednotenja delovanja sistema z dvema razlicˇnima
oznakama.
Iz grafa je razvidno, da sistem deluje najbolje pri oblacˇnem vremenu, ker
sistem detektira oznako zˇe pri 26 m. Delovanje sistema se obcˇutno poslabsˇa
pri soncˇnem vremenu, saj se prva uspesˇna detekcija oznake izvede na 18
m. Pri oznaki s cˇrnim ozadjem se glede na vremenske razmere delovanje
sistema ne poslabsˇa, ampak zaradi cˇrne barve detektor detektira oznako na
oddaljenosti 20 m. Iz rezultatov je razvidno, da se sistem najbolje odrezˇe
pri manjˇsi izpostavljenosti oznake soncu. Natancˇnost delovanja sistema je
boljˇsa pri oznaki z belim ozadjem, vendar je konsistentnost boljˇsa pri oznaki
s cˇrnim ozadjem. Oznaka s cˇrnim ozadjem ima boljˇso konsistentost, ker sence
in razlicˇne osvetlitve oznake ne pridejo do tako velikega izraza, kot pri oznaki
z belim ozadjem.
4.4 Ovrednotenje sistema pod razlicˇnimi koti
Delovanja sistema pod razlicˇnimi koti smo ovrednotili s posnetimi videopo-
snetki. Ovrednotenje je potekalo pod koti 0, 15, 30, 45 in 60 stopinj. Za
vsak kot smo pridobili dvoje rezultatov iz dveh videoposnetkov snemanih
pod enakim kotom. Videoposnetki posneti pod razlicˇnimi koti simulirajo le-
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tenje letalnika proti oznaki pod razlicˇnimi koti. Slicˇice videoposnetkov, ki
predstavljajo razlicˇne kote snemanja, so prikazane na sliki 4.10.
(a) Kot 0◦. (b) Kot 15◦. (c) Kot 30◦.
(d) Kot 45◦. (e) Kot 60◦.
Slika 4.10: Slicˇice videoposnetkov pri razlicˇnih kotih.
Rezultati ovrednotenja so prikazani na sliki 4.11. Na x osi je predsta-
vljena oddaljenost od oznake v metrih. Vsaka vrstica na osi y predstavlja en
videoposnetek, sneman pod kotom navedenim na osi. Na desni strani so na-
pisane natancˇnosti zadetka sredine oznake od 0 % do 100 %. Grafa (a) in (b)
prikazujeta rezultate izvedene na obeh mnozˇicah videoposnetkov. Iz grafov
je razvidno, da se natancˇnost sistema povecˇuje s priblizˇevanjem oznaki in,
da se razdalja pri kateri zacˇne delovati sistem krajˇsa s povecˇevanjem kota.
Zanimiva sta videoposnetka pod kotom 0◦ in 60◦ na grafu (a). Sistem deluje
na videoposnetku pod kotom 0◦ slabsˇe kot na videposnetih pod kotom 15◦
ali 30◦. Pri posnetku pod kotom 60◦ je opazno drasticˇno slabsˇe delovanje sis-
tema, saj se iz dolzˇine 22 m zacˇetka delovanja sistema pri kotu 45◦ zmanjˇsa na
8 m pri kotu 60◦. Slabsˇe delovanje sistema pripisujemo nekoliko drugacˇnim
razmeram v osvetljenosti in sencah na videoposnetku zaradi snemanja v na-
ravi. Vidimo tudi, da se na grafu (b) natancˇnosti in razdalje v odvisnoti
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(a) Skupina posnetkov 1.
(b) Skupina posnetkov 2.
Slika 4.11: Rezultati ovrednotenja delovanja sistema pod razlicˇnimi koti.
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od kotov sorazmerno povecˇujejo oziroma krajˇsajo, kar je pricˇakovano. Poleg
tega je razvidno, da je delovanje robustno do kota 45◦.
4.5 Ovrednotenje sistema razlicˇnih osvetlje-
nosti
Za ovrednotenje delovanja sistema pri razlicˇnih osvetljenostih slicˇic smo vzeli
dva videoposnetka iz mnozˇice posnetih videoposnetkov. Oba videoposnetka
sta snemana pravokotno na oznako. Simuliranje razlicˇne svetlobe v videopo-
snetkih smo izvedli s pretvorbo slicˇic videoposnetka v HSV barvni prostor.
Na vsaki slicˇici videoposnetka smo priˇsteli kanalu V (Value) vrednost Illum,
kot je prikazano v enacˇbi 4.3 ter slicˇico pretvorili nazaj v RGB barvni prostor.
I(i, j, 2) =
I(i, j, 2) + Illum if 255− I(i, j, 2) > Illum255 otherwise (4.3)
Primer spremembe osvetljenosti v slicˇici videoposnetka je prikazan na sliki
4.12.
Rezultati delovanja sistema pri spreminjanju osvetljenosti na dveh video-
posnetkih so predstavljeni na sliki 4.13. Grafa (a) in (b) prikazujeta rezultate
posameznih videoposnetkov. Na osi y so predstavljene vrednosti spremembe
osvetlitve na posamezni slicˇici. 0 predstavlja originalen videposnetek, med-
tem ko je maksimalna sprememba osvetljenosti 140. Od vrednosti 140 naprej
sistem ne vecˇ deluje. Za potemnitev smo uporabili vrednosti do -100. Os x
predstavlja razdalje, na kateri zacˇne delovati sistem in barvna lestvica na de-
sni predstavlja natancˇnost sistema na posameznih oddaljenostih od oznake.
Pri potemnjenih slicˇicah videoposnetka so oddaljenosti, pri kateri sistem
prvicˇ detektira oznako ne bistveno razlikujejo, ker je oznaka cˇrno-bela. Cˇrno-
bela oznaka ostane vidna zaradi visoke kontrastnosti, medtem ko se okolica
potemnjuje in z viˇsjimi vrednostmi potemnitve postane cˇrna. Boljˇse rezultate
detekcije oznake pri potemnitvah slicˇic videoposnetka ni mogocˇe dosecˇi, ker
s tem ne izboljˇsamo jasnosti slike ter so zaradi tega linije elips oznake na
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(a) Originalna slicˇica. (b) Osvetljenost = -100. (c) Osvetljenost = -60.
(d) Osvetljenost = 60. (e) Osvetljenost = 100. (f) Osvetljenost = 140.
Slika 4.12: Sprememba osvetljenosti v slicˇicih videoposnetka za simuliranje
svetlobe.
daljˇsih razdaljah sˇe vedno nejasne. Pri vrednosti osvetljenosti -100 se na
obeh grafih vidi padec natancˇnosti od 4 m oddaljenosti od oznake do 1 m.
Do tega pride zaradi senc na oznaki, ki povzrocˇijo, da nastanejo cˇrne regije
na oznaki. Cˇrne regije na oznaki prekinejo linije elips, kar povzrocˇi slabsˇe
prepoznavo oznake in posledicˇno slabsˇo natancˇnost sledilnika.
Natancˇnost sistema se povecˇuje s priblizˇevanjem oznaki in razdalja, pri
kateri zacˇne delovati sistem se krajˇsa s povecˇevanjem osvetljenosti na slicˇicah
videoposnetka. Na grafu (a) je rezultat sistema pri vrednosti osvetljenosti 40
iztopajocˇ. Do tega je priˇslo, ker je zaradi spremembe osvetljenosti, oznaka
bolje opazna in jo je sistem prej detektiral. To sˇe ne pomeni, da bi sistem bolje
deloval z umetnim povecˇevanjem osvetljenosti v slicˇicah videoposnetkov, ker
se v povprecˇju delovanje sistema slabsˇa.
Na grafu (b) je razvidno, da se do vrednosti osvetljenosti 60 delovanje
sistema ne bistveno poslabsˇa. Od vrednosti 60 naprej pa se zacˇetna tocˇka
delovanja sistema bistveno skrajˇsa iz ene stopnje osvetljenosti v drugo. Neka-
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(a) Posnetek 1.
(b) Posnetek 2.
Slika 4.13: Rezultati ovrednotenja delovanja sistema pri spreminjaju osve-
tljenosti v videoposnetkih.
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tere osamele natancˇnosti sistema, ki iztopajo s temnejˇso barvo predstavljajo,
da je v originalnem posnetku na tisti oddaljenosti priˇslo do odboja svetlobe
ali sence na oznaki, kar je vplivalo na natancˇnost sistema.
4.6 Ovrednotenje sistema pri razlicˇni zame-
gljitvi
Za simulacijo hitrih gibov in tresljajev kamere smo uporabili Gaussov filter,
s katerim smo slicˇice videoposnetka zameglili (blur). Ovrednotenje delova-
nja sistema z zamegljitvijo smo opravili na dveh videoposnetkih, snemanimi
pravokotno na oznako. Zamegljenost smo opravili z Gaussovim filtrom z
velikostjo jedra 5x5, pri katerem smo spreminljali vrednost σ. Slika 4.14
prikazuje primer zamegljenosti slicˇice videoposnetka.
(a) Originalna slicˇica vi-
deoposnetka
(b) Faktor σ = 1, 5 (c) Faktor σ = 3, 5
Slika 4.14: Pogladitev slicˇice videoposnetka za simuliranje zamegljenosti.
Rezultati delovanja sistema so prikazani na sliki 4.15. Grafa (a) in (b)
prikazujeta rezultate, ki so bili opravljeni na dveh videoposnetkih. Na osi y
so prikazani faktorji σ ter na osi x oddaljenosti od oznake merjeno v metrih.
Z barvo je predstavljena natancˇnost delovanja sistema na posameznih raz-
daljah od oznake pri zamegljitvah z dolocˇeno vrednostjo σ. Na obeh grafih
je razvidno, da se povecˇevanjem zamegljenosti s faktorjem σ krajˇsa zacˇetna
tocˇka delovanja sistema. Od faktorja σ 3,5 naprej se delovanje ne poslabsˇa,
ampak sistem detektira oznako pri enaki oddaljenosti kot pri faktorju σ 3,5.
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(a) Posnetek 1.
(b) Posnetek 2.
Slika 4.15: Rezultati ovrednotenja delovanja sistema pri razlicˇnih zameglje-
nostih videoposnetka.
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4.7 Ovrednotenje sistema z dodajanjem me-
gle
Ovrednotnje delovanja sistema smo izvedli tudi na videoposnetkih z dodano
meglo. Za simulacijo megle smo na belo sliko nakljucˇne slikovne elemente
pobarvali z nizkimi intenzitetami (skoraj cˇrni slikovni elementi) in sliko po-
gladili z Gaussovim filtrom. Generirana slika je predstavljala meglo, ki smo
jo nato z razlicˇnimi faktorji transparentnosti dodali na originalne slicˇice vide-
oposnetka. Sistem smo ovrednotili na dveh videoposnetkih z dodano meglo.
Slika 4.16 prikazuje simulacijo megle z razlicˇnimi faktorji α na slicˇicah vide-
oposnetka.
(a) Original (b) Faktor α = 0.3 (c) Faktor α = 0.6 (d) Faktor α = 0.7
Slika 4.16: Simuliranje megle na slicˇici videoposnetka.
Rezultati delovanja sistema so prikazani na sliki 4.17. Grafa, podobno kot
pri prejˇsnjih grafih, prikazujeta natancˇnost sistema v odvisnoti od faktorja
transparentnosti in oddaljenosti od oznake. Faktor transparentnosti α pri
vrednosti 0 predstavlja originalno sliko, medtem ko faktor α 0,7 originalno
sliko prekrije z umetno sliko megle v razmerju 30 % originalna slika ter 70
% slika megle. Na obeh grafih je razvidno, da se s povecˇevanjem megle
krajˇsa razdalja, pri kateri zacˇne delovati sistem. Pri faktorju α viˇsjem od 0,7
sistem ne deluje vecˇ. Kot pri ostalih grafih, se tudi tukaj natancˇnost sistema
povecˇuje s priblizˇevanjem oznaki.
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(a) Posnetek 1.
(b) Posnetek 2.
Slika 4.17: Rezultati ovrednotenja delovanja sistema z umetnim dodaja-
njem megle v videoposnetka.
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4.8 Ovrednotenje sistema na razlicˇnih posnet-
kih
Delovanja sistema smo do sedaj ovrednotili le na videoposnetkih, ki so bili
posneti na travniku. Da bi ocenili delovanje sistema v razlicˇnih okoljih, je bilo
potrebno pridobiti videoposnetke z drugacˇno okolico okrog oznake. Najprej
je bilo potrebno pridobiti razlicˇne videoposnetke iz narave. Videoposnetki
so bili pridobljeni iz zbirke brezplacˇnih videoposnetkov na spletnih straneh
[58] in [59]. Iz zbirke videoposnetkov smo izbrali videoposnetke, ki so posneti
v okoljih razlicˇnih barv. Izbrani videoposnetki prikazujejo gozd, pusˇcˇavo in
vodo. Slicˇice izbranih videoposnetkov so prikazane na sliki 4.18.
(a) Gozd [58]. (b) Pusˇcˇava [58].
(c) Valovi [58]. (d) Beli valovi [59].
Slika 4.18: Slicˇice dodatnih videoposnetkov.
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V vsak izbran videoposnetek je bilo potrebno dodati zasnovano oznako
za ovrednotenje delovanje sistema. Iz nasˇe zbirke posnetih videoposnetkov
smo izbrali videoposnetek, ki je bil sneman pri kotu 0◦ in iz vsake slicˇice
videoposnetka pridobili le oznako in ozadje zavrgli. Za pridobivanje oznake
je bila uporabljena funkcija GrabCut iz knjizˇnice OpenCV. Natancˇno delo-
vanje funkcije GrabCut je predstavljeno v [34]. Vsako pridobljeno oznako
Slika 4.19: Rezultati ovrednotenja delovanja sistema na videoposnetkih z
razlicˇnimi ozadji.
iz posamezne slicˇice videoposnetka smo prilepili na slicˇice novo izbranih vi-
deoposnetkov. Pozicija oznake v novih videoposnetkih je zaradi tega ostala
enaka kot pri originalnem posnetku.
Rezultati ovrednotenja delovanja sistema na pripravljenih videoposnetkih
so prikazani na sliki 4.19. Graf prikazuje natancˇnost sistema glede na odda-
ljenost od oznake na osi x in glede na razlicˇne videoposnetke na osi y. Iz grafa
je razvidno, da ne glede na videoposnetek, sistem zacˇne delovati pri enaki
razdalji z izjemo videoposnetka Whitewaves. Pri videoposnetku Whitewaves
je sistem od oddaljenosti 18 m navzdol odpovedal. Do odpovedi je priˇslo
zaradi prevelike podobnosti barv ozadja in oznake. Ker so valovi na vrhu
bele barve, je sledilnik zajel sˇe ozadje. Pogoji za ponovno detekcijo niso bili
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izpolnjeni, zato se je sledenje sˇe naprej izvajalo, kar je povzrocˇilo napacˇno
delovanje celotnega sistema.
Za dolocˇitev zanesljivosti sledilnika bi bilo potrebno narediti sˇe veliko
raziskav in bolje opredeliti pogoje, ki bi dolocˇali zanesljivo sledenje. Ena od
resˇitev je tudi, da bi sistem deloval le z detektorjem, kar bi poslabsˇalo robu-
stnost sistema, ampak bi kljub tezˇkim razmeram za sledenje sistem deloval.
Druga mozˇna resˇitev je izboljˇsati sledilnik z dodatnimi sledilnimi metodami
ali z zamenjavo oznake, ki bi bila bolj razlocˇna od ozadja. Za dodatno sle-
dilno metodo bi lahko uporabili opticˇni tok, ki bi poleg barve spremljal sˇe
gibanje oznake v sliki.
Poglavje 5
Zakljucˇek
5.1 Sklepne ugotovitve
Brezpilotni letalniki s fiksnimi krili so se v zadnjih desetih letih razsˇirili iz
vojasˇkega podrocˇja na druga podrocˇja, ki so na voljo vsem ljudem. To so
predvsem gospodarske in komercialne panoge, pri katerih se tovrstni letalniki
uporabljajo za razlicˇna opravila. Cilj nasˇega dela je bil razviti sistem, ki bo s
pomocˇjo racˇunalniˇska vida pripomogel k realizaciji avtonomnega pristajanja
brezpilotnih letalnikov s fiksnimi krili. Trenutne sposobnosti nekaterih le-
talnikov so omejene na pristajanje s padalom, kar onemogocˇa pristajanje na
premikajocˇih se platformah in lokacijah z majhno pristajalno povrsˇino. Za
odpravo teh tezˇav smo si zastavili cilj razviti sistem, ki bo omogocˇal letalniku
pristanek v mrezˇo. Sistem sestavljata detektor in sledilnik oznake, ki bo z
informacijami o poziciji oznake na sliki omogocˇal krmiljenje letalnika.
Razvoj sistema se je zacˇel pri zasnovi oznake za potrebe detekcije in sle-
denja. Zasnova oznake je kljucˇnega pomena za kakovost delovanja sistema.
Pri zasnovi oznake so se izkazale za zelo pomembne njene lastnosti. Lastno-
sti, kot so oblika, barva in velikost oznake imajo velik vpliv na delovanje
sistema v razlicˇnih pogojih. Oznaka s kocentricˇni krozˇnimi vzorci je eno-
stavna za prepoznavo in primerna za detekcijo in sledenje v naravi zaradi
distinktivnosti od okolice. Za barvo se je izkazala najbolje oznaka z be-
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lim ozadjem in cˇrnimi krozˇnicami, pri kateri je potrebno poudariti, da je
bela barva podvrzˇena blesˇcˇanju in efektu cvetenja. Resˇitev tega problema je
bila v uporabi debelejˇsih cˇrnih krozˇnic, ki so bolje vpijale svetlobo in tako
zmanjˇsale odboje.
Resˇitev za detekcijo krozˇne oznake je v iskanju robov in obrisov v sliki,
preko katerih je bilo mogocˇe izlusˇcˇiti elipse, ki so predstavljale zasnovano
oznako. Z razvitim detekcijskim algoritmom smo dosegli uspesˇno detekcijo
oznake pod razlicˇnimi koti na oddaljenosti priblizˇno 25 m od oznake, kar v
realnem okolju predstavlja detekcijo na oddaljenosti okrog 600 m. Opaziti
je obcˇuten padec uspesˇnosti detekcije pri kotu 60◦, kar je povsem normalno
pri tako velikem faktorju popacˇenosti oznake. Detekcija se je dobro odrezala
tudi pri ostalih simuliranih pogojih, kot so megla, zamegljenost in sprememba
osvetljenosti. V vseh primerih se je pri viˇsjih stopnjah popacˇenja originalne
slike uspesˇnost in natancˇnost detekcije zmanjˇsala. Kljub tezˇjim pogojem
zaradi popacˇenja je detekcijski algoritem dosegel raven pricˇakovanj.
Detekcijski algoritem deluje nad celotno sliko, kar posledicˇno vpliva na
cˇas izvajanja algoritma. Za pohitritev sistema smo implementirali sledilni
algoritem, ki deluje na principu iskanja lokalnega maksimuma v projekcijski
sliki. Zaradi spreminjajocˇe velikosti oznake v videoposnetku smo upora-
bili algoritem CamShift, ki adaptivno prilagaja velikost okna za oznacˇitev
oznake. Implementirani sledilnik je opravljal sledenje tudi do 20-krat hitreje
od detektorja in pri tem je natancˇnost sistema padla za zanemarljiv faktor.
Sledilnikova slabost je odpoved delovanja v primeru, da izgubi oznako. Za-
radi tega je bilo potrebno zasnovati metodo za dolocˇitev zanesljivosti sledenja
in v primeru nezanesljivega rezultata ponovno aktivirati detektor, da se je
lahko sledilnik ponovno inicializiral. Sledilnik je zelo hiter in deluje dobro
pod razlicˇimi pogoji, vendar je podvrzˇen napacˇnemu sledenju pri ozadjih, ki
so podobne barve od sledene oznake.
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5.2 Nadaljnje delo
Trenutne tezˇave sistema se nahajajo predvsem v sledilnem algoritmu. Sle-
dilnik odpove, cˇe sta barva oznake in barva ozadja enakih odtenkov. Eno-
stavna resˇitev je uporaba vecˇih oznak razlicˇnih barv, ki so prilagojene za
tocˇno dolocˇeno okolje. Za izboljˇsanje robustnosti sledilnika bi bilo potrebno
npr. vkljucˇiti dodatno metodo za sledenje, ki bi na drugi nacˇin sledila oznaki
in tako zagotavljala dodatne informacije o poziciji oznake. Mozˇne dodatne
metode za integracijo v obstojecˇi sledilnik sta predvsem sledenje s pomocˇjo
Kalmanovega filtra in opticˇni tok, ki delujeta na osnovi gibanja. Z dodatkom
sledenja gibanju dobi obstojecˇi sledilnik novo razsezˇnost in se lahko zanasˇa
na barve ter gibanje skupaj, kar bi omogocˇilo vecˇjo zanesljivost in izboljˇsalo
robustnost. Potrebno bi bilo podrobneje raziskati metrike dolocˇanja zaneslji-
vosti sledilnika, da bi lahko bolje opredelili zanesljivost sledenja. Poleg tega
je potrebno narediti sˇe veliko testiranj sistema, preden bi zadevo vgradili na
pravi letalnik in ga preizkusili v realnih pogojih. Sistem bi morali testirati
najprej na realnih posnetkih, ki so snemani iz kamere letalnika. Pri delo-
vanju sistema v tezˇjih pogojih bi bilo mogocˇe uporabiti sˇe toplotno kamero,
s katero bi bilo mogocˇe enostavno locirati oznako z dodanim toplotnim vi-
rom. Prostora za izboljˇsave je sˇe veliko, ampak kljub temu je implementirani
sistem pokazal dobre rezultate in dosegel cilj, ki smo si ga zastavili.
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