This paper studies the interpretability of transformations of labeled higher dimensional data into a 2D representation (scatterplots) for visual classification. 1 In this context, the term interpretability has two components: the interpretability of the visualization (the image itself) and the interpretability of the visualization axes (the data transformation functions). We define a data transformation function as any linear or non-linear function of the original variables mapping the data into 1D. Even for a small dataset, the space of possible data transformations is beyond the limit of manual exploration, therefore it is important to develop automated techniques that capture both aspects of interpretability so that they can be used to guide the search process without human intervention. The goal of the search process is to find a smaller number of interpretable data transformations for the users to explore. We briefly discuss how we used such automated measures in an evolutionary computing based data dimensionality reduction application for visual analytics.
INTRODUCTION
Visual exploration of high dimensional labeled data requires mapping the data from its original variable space on to the 2D space so that the class structures are clearly visible (visual interpretability) and the relationships between the original variables and the visualization axes (meaning-semantics-of the visualization) are easy to interpret. Therefore, it is desirable to have access to the explicit mapping functions that reveal the meaning of the visualization. However, in a standard dimensionality reduction scheme, most techniques either ignore the label information or do not create explicit transformation functions for the users to inspect.
In [3] , we present a genetic programming based dimensionality reduction tool that explores the space of data transformations searching for 2D views of the data showing clear class structures created by easily interpretable (simple) data transformation functions. The algorithm automatically constructs new features by optimizing the two aspects of interpretability of the data transformations: visual interpretability (of the image itself) and semantic interpretability of the view (interpretability of the visualization axes). We do not constrain the transformation function to be strictly linear, they can be in any arbitrary form. The search process aims to optimize both aspects of interpretability simultaneously. The goal of this paper is to present our investigation on how much the automated measures of interpretability of data transformations (the view and the transformation functions separately) match human perception. The motivation for studying such measures is clear: we would like to incorporate them into our automated search process in order to increase interpretability of the results on both aspects: the view and the visualization axes.
RELATED WORK
Recently a number of user studies were reported in the visual analytics field concentrating on the visual interpretability aspect. The Vizrank algorithm uses the K-nearest Neighbor classifier as a quality measure for 2D scatterplots of labeled data [4] . A total of four visual quality measures have been proposed for labeled data in [7] and [8] . All authors report user studies showing correlation between human judgement and their proposed automated techniques.
Studies on interpretability of data transformation functions focus on the linear projections. Morton defines the interpretability of the linear projection functions in terms of parsimony (simplicity) and explores the use of rotation and entropy based methods to simplify the coefficients while preserving the quality of the view [6] . However, there is no guarantee that a linear function is always the best model for the problem. Any arbitrary function of the original variables can be used as a data transformation function in order to create a visualization provided that we can devise a measure of interpretability of the function.
USER STUDY ON VISUAL INTERPRETABILITY OF 2D SCATTERPLOTS
We have developed a Java language based application that administered the user study without investigator intervention. Twenty graduate students from such fields as computer science and physics participated in the study. Thirteen of the students stated previous exposure to statistics or data mining. We selected a total of 40 2D scatterplots from four datasets (ten views each) and a total of ten automated measures (classifier accuracy: to very good (1.0). The participants did not receive any information on what a good view meant. Unknown to the participants, the first five views were calibration images which were not used in the analysis of the results. Since we studied visual interpretability independent from the projection axes, we did not reveal any background information other than specifying that different colors represented different groups. Our experimental protocol is different than those reported in [7, 8] : we display the visualizations one by one, while those authors ask the users to sort a screen (or sheet) full of images from good to bad. Our results indicated that other than the LDA Index and the C Index, correlations between the human perception and automated measures were statistically significant at the 95% confidence level when all scatterplots are considered. Similar to the results of [8] , we found the Class Consistency and the 2D-Histogram Measures to be in agreement with human perception on all four datasets. Furthermore, we trained a linear regression model of the predicted human response (PHR): None of the automated measures (including the best linear combination of the measures, despite being significantly correlated to human ratings on all four datasets) consistently outperformed all measures across different datasets hinting for no free lunch in finding an automated measure that closely matches human perception across all data. The participants also commented on their ratings. The comments reveal that views with overlapping groups were not favored. Similarly, groupings that were clumped into small areas were not preferred since it was hard to distinguish the points.
USER STUDY ON GENERIC DATA TRANSFORMATION FUNCTIONS
The goal of this study was to investigate how humans judge the interpretability of arbitrary data transformation functions independent of the visualization. We chose five generic variables t, u, x, y, z, numerical coefficients and arithmetic operators ( +, −, * , /, logarithm, square-root, exponential and power) in order to create 30 mathematical expressions. No actual visualization was generated or displayed. The shortest expression was of length 2 (one operator and one operand) and longest expression was of length 19. We adopted a syntax-tree representation and identified a number of structural characteristics: number of operators and operands, tree depth, number of blocks (compact sub-trees), average length of blocks and total size. The tree depth relates to the nestedness and the number and size of the blocks indicate the distinguishable components of the expression. The participants were shown each expression one by one and in random order. They were given 10 seconds to study the expression and then asked to write down the expression and provide a rating for its difficulty. We developed a linear model which is highly predictive of the human ratings with respect to structural characteristics (Pearson's R=0.9598, Df=23, p < 0.05): di f f iculty = 0.0854 * Tree Depth − 0.2568 * Number of Blocks − 0.1014 * Avg. Block Size + 0.0899 * Total Size + 0.2151. We infer that longer and nested expressions are difficult to interpret while the existence of small number of compact blocks improve interpretability.
CONCLUSION

