Abstract. Let A be a C ⋆ -algebra and δ : A → A * * be a continuous linear map. We assume that δ acts like derivation or anti-derivation at orthogonal elements for several types of orthogonality conditions such as ab = 0, ab ⋆ = 0, a ⋆ b = 0, ab = ba = 0 and ab ⋆ = b ⋆ a = 0. In each case, we characterize the structure of δ. Then we apply our results for von Neumann algebras and unital simple C ⋆ -algebras.
Introduction
Algebras and vector spaces in this paper are assumed to be those over the complex field C. Let A and M be an algebra and an A-bimodule, respectively. Recall that a linear map d : A → M is said to be a derivation if d(ab) = ad(b) + d(a)b for all a, b ∈ A. Also, d is called inner derivation if for some m ∈ M , d takes the form d(a) = am−ma for all a ∈ A. We also call d anti-derivation if d(ab) = bd(a)+d(b)a for all a, b ∈ A. Derivation is an important field of research, and have been studied and applied extensively both in theory and applications. For this and related topics, see [7, 9, 10] among others.
There are a number of papers investigating the conditions under which mappings of (Banach) algebras are thoroughly determined by actions on some sets of points. We refer the reader to [2, 4, 5, 9, [11] [12] [13] [14] for a full account of the topic and a list of references. The following condition has been drawing many researchers attention working in this field: a, b ∈ A, ab = z ⇒ δ(ab) = aδ(b) + δ(a)b ( ), where z ∈ A is fixed and δ : A → M is a linear (additive) map. Brešar, [4] studied the derivations of rings with idempotents with z = 0. In [4] it was demonstrated that if A is a prime ring containing a non-trivial idempotent and δ : A → A is an additive map satisfying ( ) with z = 0, then δ(a) = d(a) + ca (a ∈ A) where d is an additive derivation and c is a central element of A. Note that the nest algebras are important operator algebras that are not prime. Jing et al. in [15] showed that, for the cases of nest algebras on a Hilbert space and standard operator algebras in a Banach space, the set of linear maps satisfying ( ) with z = 0 and δ(I) = 0 coincides with the set of inner derivations. Then, many studies have been done in this case and different results were obtained, for instance, see [2-5, 8-10, 19-22] and the references therein. Recently, in [6] the additive maps on
if and only if there is a continuous derivation d : A → A * * and an element η ∈ Z(A * * ) such that δ(a) = d(a) + ηa for all a ∈ A. (ii) δ satisfies
if and only if there is a continuous ⋆-derivation d : A → A * * and an element η ∈ A * * such that δ(a) = d(a) + ηa for all a ∈ A.
Proof. (ii) Suppose that (u i ) i∈I is a bounded approximate identity of A such that
Proof. Consider the continuous linear map τ : A → A * * defined by τ (a) = δ(a ⋆ ) ⋆ . It is easily seen that this map satisfies the conditions of Theorem 2.2-(ii). So there exists a continuous ⋆-derivation d : A → A * * and an element η 1 ∈ A * * such that
The converse is proved easily.
Note that in above corollary and part (ii) of Theorem 2.2, it is not necessary true that η ∈ Z(A * * ). For example suppose that η is not in Z(A * * ) and define δ : A → A * * by δ(a) = ηa. Then δ satisfies in conditions of Theorem 2.2 and δ equals to sum of the zero derivation and ηa, but η is not belong to Z(A * * ).
Remark 2.4. Let A be a C ⋆ -algebra and d : A → A be an inner derivation where
Conversely for µ ∈ A with Reµ ∈ Z(A),
If A is a von Neumann algebra or a simple C ⋆ -algebra with unity, then by [18, Theorem 4. 
if and only if there are elements µ, ν ∈ A such that δ(a) = aµ − νa for all a ∈ A and µ − ν ∈ Z(A).
if and only if there are elements µ, ν ∈ A such that δ(a) = aµ − νb for all a ∈ A and Reµ ∈ Z(A).
if and only if there are elements µ, ν ∈ A such that δ(a) = aν − µa for all a ∈ A and Reµ ∈ Z(A).
Proof. (i) Suppose that δ satisfies the given condition. By Theorem 2.2-(i), there exists a continuous derivation d : A → A * * and an element η ∈ Z(A * * ) such that δ(a) = d(a) + ηa for all a ∈ A. Since d is an derivation and A is unital, we have d(1) = 0, so δ(1) = η ∈ A and hence d(A) ⊆ A, and also η ∈ Z(A). Since every derivation on A is inner, it follows that d(a) = aµ − µa for all a ∈ A. Setting ν = µ − η. So δ(a) = aµ − νa for all a ∈ A and µ − ν ∈ Z(A).
(ii) Let δ satisfies (ii). By Theorem 2.2-(ii), there exists a continuous ⋆-derivation d : A → A * * and an element η ∈ A * * such that δ(a) = d(a) + ηa for all a ∈ A. By using similar methods as in proof of part (i), d : A → A is a ⋆-derivation, and hence it is inner. Now by Remark 2.4, there exists an element µ ∈ A with Reµ ∈ Z(A) such that d(a) = aµ − µa for all a ∈ A, where µ ∈ A. Setting ν = µ − η. So we have δ(a) = aµ − νa for all a ∈ A and Reµ ∈ Z(A).
The converse is proved easily. (iii) By using Corollary 2.3 and a similar proof as that of part (ii), we can obtain this result.
Let A be an algebra and M be an A-bimodule. Recall that a linear map d : A → M is said to be a Jordan derivation if d(a 2 ) = ad(a) + d(a)a for all a ∈ A. Clearly, each derivation is a Jordan derivation. The converse is not true, in general. Johnson in [17] has shown that any continuous Jordan derivation from a C ⋆ -algebra A into any Banach A-bimodule is a derivation.
In the next theorem we characterize anti-derivations through one-sided orthogonality conditions. Theorem 2.6. Let A be a C ⋆ -algebra, and let δ : A → A * * be a continuous linear map.
(i) Assume that
Then there is a continuous derivation d :
Then there is a continuous derivation d : A → A * * and an element η ∈ A * * such that δ(a) = d(a) + aη for all a ∈ A.
Proof. Suppose that (u i ) i∈I is a bounded approximate identity of A such that for all a, b, c ∈ A. Since the net (δ(u i )) i∈I is bounded, we can assume that it converge to some η ∈ A * * with respect to the weak * topology. On account of (2.4), for all a, b ∈ A we have
From continuity of δ, we get bu i δ(a)+δ(bu i )a converges to bδ(a)+δ(b)a with respect to the norm topology. On the other hand, by separately w * -continuity of product in A * * , it follows that u i δ(ab) + δ(u i )ab converges to δ(ab) + ηab with respect to the weak * topology. Hence
for all a, b ∈ A. Now letting a = u i in (2.4), we obtain
By this identity and using similar arguments as above it follows that (2.6)
for all a, b ∈ A. Hence from (2.5) and (2.6), for each a, b ∈ A, we find that µab = abη. So by the fact that A 2 = A and Remark 1.2, it follows that η ∈ Z(A * * ).
Note that in part (ii) of Theorem 2.6 and above corollary, it is not necessary true that η ∈ Z(A * * ). For example suppose that η is not in Z(A * * ) and η ⋆ [a, b]+[a, b]η = 0. Define δ : A → A * * by δ(a) = aη. Then δ satisfies in condition of Theorem 2.6-(ii), but δ equals to sum of the zero derivation and aη, while η is not belong to Z(A * * ).
Proposition 2.8. Let A be a von Neumann algebra or a simple C ⋆ -algebra with unity. Suppose that δ : A → A is a continuous linear map. Then (i) δ satisfies
if and only if there are elements µ, ν ∈ A such that δ(a) = aµ − νa, where µ − ν ∈ Z(A) and
if and only if there are elements µ, ν ∈ A such that δ(a) = aν − µa for all a ∈ A and Reµ ∈ Z(A) and
if and only if there are elements µ, ν ∈ A such that δ(a) = aµ − νa for all a ∈ A and Reµ ∈ Z(A) and
for all a, b ∈ A .
Proof. (i) Let δ satisfies (i). By Theorem 2.6-(i), there is a continuous derivation d :
A → A * * and an element η ∈ Z(A * * ) such that δ(a) = d(a) + ηa for all a ∈ A. Since d(1) = 0, we have η ∈ Z(A), and d is a derivation on A. By the fact that every derivation on A is inner, it follows that d(a) = aµ − µa for all a ∈ A, where µ ∈ A. Setting ν = µ − η. So δ(a) = aµ − νa for all a ∈ A and µ − ν ∈ Z(A). Now by (2.6) and the fact that d is a derivation we see that
for all a, b ∈ A. So abµ − νab + abη = baµ − νba + baη, and hence abµ − µab + 2abη = baµ − µba + 2baη, for all a, b ∈ A. Therefore
Conversely, suppose that there are elements µ, ν ∈ A such that δ(a) = aµ − νa, where µ − ν ∈ Z(A) and
for all a, b ∈ A. From this equation for all a, b ∈ A with ab = 0, we have baµ − µba + 2ba(µ − ν) = 0.
Since µ − ν ∈ Z(A), it follows that
for all a, b ∈ A with ab = 0. with Reη ∈ Z(A * * ). By defining d 2 (a) = δ(a) − aη and by using similar arguments as above, it follows that d 2 is a continuous ⋆-derivation.
Note that in this theorem, it is not necessary true that η ∈ Z(A * * ). For example suppose that η ∈ A * * , η is not in Z(A * * ) and Reη ∈ Z(A * * ). Define δ : A → A * * by δ(a) = ηa. Then δ satisfies in conditions of above theorem, but δ equals to sum of the zero derivation and ηa, while η is not belong to Z(A * * ). In the next proposition we consider von Neumann algebras or simple C ⋆ -algebras with unity. if and only if there are elements µ, ν ∈ A * * such that δ(a) = aµ − νa for all a ∈ A, where µ − ν ∈ Z(A * * ). (ii) δ satisfies
if and only if there are elements µ, ν ∈ A * * such that δ(a) = aµ − νa for all a ∈ A, where Reµ ∈ Z(A * * ) and Re(µ − ν) ∈ Z(A * * ).
Proof. By using similar arguments as above, it follows that η ∈ Z(A) and d : A → A is a derivation. So d is inner, and d(a) = aµ − µa for all a ∈ A whenever µ ∈ A. Setting ν = µ − η. Thus δ(a) = aµ − νa for all a ∈ A and µ − ν ∈ Z(A). The converse is proved easily.
(ii) By Theorem 3.3, there exist a continuous ⋆-derivation d 1 : A → A * * and an element η ∈ Z(A * * ) such that δ(a) = d 1 (a) + ηa for all a ∈ A. By using similar arguments as above, it follows that η ∈ A whenever Reη ∈ Z(A) and d 1 : A → A is a ⋆-derivation. Therefore d 1 is inner, and there is an element µ ∈ A with Reµ ∈ Z(A) such that d 1 (a) = aµ − µa for all a ∈ A. Taking ν = µ − η. Thus δ(a) = aµ − νa for all a ∈ A whenever Reµ ∈ Z(A) and Re(µ − ν) ∈ Z(A).
Conversely, suppose that there are elements µ, ν ∈ A * * such that δ(a) = aµ − νa for all a ∈ A, where Reµ ∈ Z(A * * ) and Re(µ − ν) ∈ Z(A * * ).
