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Estimacio´n de la respuesta fisiolo´gica en entornos hiperba´ricos mediante
modelado computacional basado en redes neuronales artificiales
RESUMEN
El buceo es una actividad que, hoy en d´ıa, se practica tanto como hobby como de
forma profesional. Durante la inmersio´n, el cuerpo experimenta cambios biolo´gicos
y fisiolo´gicos. De modo que, segu´n la ley de Poiseuille, para mantener una adecuada
respuesta cardiaca y minimizar los efectos de los cambios de la presio´n hidrosta´tica
se produce un descenso de la frecuencia cardiaca.
Teniendo en cuenta que la variabilidad del ritmo cardiaco (HRV) es considerada
una medida no invasiva de la regulacio´n del Sistema Nervioso Auto´nomo (SNA)
sobre el corazo´n, se cuenta con una base de datos compuesta por para´metros tem-
porales y frecuenciales (´ındices), calculados a partir de la grabacio´n de la sen˜al
del ECG de sujetos sometidos a ambientes que simulan la inmersio´n, hasta 40 m,
en una ca´mara hiperba´rica. Para potenciar la base de datos, se an˜aden ciertas va-
riables biof´ısicas extra´ıdas de la informacio´n aportada por los sujetos en las pruebas.
El objetivo central de este trabajo fin de ma´ster es tratar de predecir, previa-
mente a la inmersio´n, el valor que tomar´ıan los ı´ndices a 40 m de profundidad con la
idea de evitar una posible situacio´n de riesgo para la salud del sujeto. En la primera
parte de este trabajo se recoge el estudio de las relaciones entre pares de variables
en diferentes etapas de la inmersio´n, empleando la regresio´n lineal y el me´todo de
Mutual Information para analizar tanto relaciones lineales como no lineales.
Con el fin de modelar las relaciones entre ı´ndices, variables biof´ısicas, profundi-
dad de inmersio´n y sujetos, en la segunda parte del trabajo se utilizan redes neu-
ronales artificiales. Concretamente, se emplean mapas auto-organizados(SOM) para
detectar de forma visual esas posibles relaciones. Para finalizar, usando los ı´ndices
registrados en la primera etapa del proceso donde el sujeto se encuentra a nivel del
mar (1 atm) junto a ciertas variables biof´ısicas como para´metros de entrada, se lleva
a cabo el entrenamiento de redes neuronales de tipo perceptro´n (MLP), y se anali-
zan las caracter´ısticas obtenidas al emplear diferentes arquitecturas y algoritmos de
entrenamiento para escoger as´ı la mejor red que sea capaz de predecir cada ı´ndice
cuando el sujeto se encuentra a 40 m de profundidad.
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Estimation of the physiological response in hyperbaric environments
using computational modelling based on neural networks
ABSTRACT
Diving is currently one of the most demanding sport activities, either as a re-
creational practice or as a professional practice. Human body is affected by different
factors in the aquatic environment that entail biological and physiological changes.
According to Poiseuille’s law, a decrease in the heart rate is needed to maintain an
adequate cardiac output and to minimise the effects of hydrostatic pressure.
Heart Rate Variability signal (HRV) is considered a non-invasive technique to
measure Autonomic Nervous System (ANS) activity. Temporal and frequency para-
meters (indices) were calculated using electrocardiogram (ECG) signals, which were
recorded to subjects inside a hyperbaric chamber simulating an immersion of 40 m.
Moreover, biophysical information of each subject was added to the database.
The main aim of this work is to predict the values of the parameters extrac-
ted from the ECG signal when a diver is at a depth of 40 m, with the purpose
of preventing any risk for the health of the subject. The first part of the work is
focused on modelling the relationship between two variables: parameters which were
recorded at different stages (simulating different depths) and the biophysical ones.
Both linear and nonlinear dependences were analysed by using linear regression and
Mutual Information techniques.
In the second part, relationships between parameters of HRV signals, biophysi-
cal variables, atmospheric pressure changes (at different depths) and subjects are
analysed using Artificial Neural Networks (ANN). Specifically, self-organizing maps
(SOM) were calculated to detect these relationships visually. Finally, the estimation
of HRV indices at 40 m was performed using multilayer perceptrons (MLPs), in
which the parameters of HRV signal recorded at sea level (1 atm) and some biophy-
sical variables were taken as inputs. Different MLPs were calculated changing the
architecture and the training algorithm in order to find the best MLP to predict
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1.1. Antecedentes y motivacio´n
El cuerpo humano no se adapta fa´cilmente a las nuevas condiciones ambientales
dadas bajo el agua, por ejemplo, debido a los efectos que se producen biolo´gica,
psicolo´gica y fisiolo´gicamente, a causa de periodos de tiempo prolongados en un am-
biente hiperba´rico. Hoy en d´ıa aproximadamente 7 millones de personas practican
buceo como hobby y existen muy pocos estudios sobre este campo. De forma general,
la distancia ma´xima de descenso para recrear una inmersio´n es de 40 metros, aunque
algunos profesionales, como cient´ıficos o militares, pueden alcanzar profundidades
superiores. Teniendo en cuenta que el agua es casi 800 veces ma´s densa que el aire,
un descenso de 10 metros implica el incremento en 1 atm de la presio´n, por lo que
personas no profesionales llegan a estar sometidas a 5 atm de presio´n [4].
Los buceadores esta´n afectados por diferentes factores en el ambiente acua´ti-
co [5], como una menor visibilidad, una menor temperatura o una mayor presio´n
hidrosta´tica. Segu´n la ley de Poiseuille, para mantener una adecuada respuesta car-
diaca y minimizar los efectos de los cambios de la presio´n hidrosta´tica se produce
un descenso de la frecuencia cardiaca [6]. Otro factor a tener en cuenta es la expan-
sio´n o compresio´n de gases del interior del cuerpo, ya que puede causar alteraciones
meca´nicas importantes. Un incremento de la presio´n parcial de estos gases puede
desencadenar una intoxicacio´n bioqu´ımica, tanto de CO2, N (narcosis) como de O2
(hiperoxia), y debido a ello se pueden generar burbujas que provoquen el s´ındrome
de la descompresio´n ra´pida (decompression sickness, DS), que causa desde altera-
ciones menores en la piel hasta trastornos neurolo´gicos, cardiopulmonares y del o´ıdo
interno [7]. Los estudios epidemiolo´gicos han mostrado un aumento de la incidencia
del DS y de otros incidentes negativos en la pra´ctica de buceo en las u´ltimas de´ca-
das. Como se puede deducir, muchos factores, como la profundidad, la presio´n o la
temperatura, afectan a la respuesta cardiovascular durante la inmersio´n [8].
1
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La adaptacio´n de la respuesta cardiovascular se refleja en cambios en la presio´n
sangu´ınea debido al papel del Sistema Nervioso Auto´nomo (SNA) para mantener
la homeostasis en un proceso de inmersio´n. Las dos ramas principales que forman
este sistema son el sistema nervioso simpa´tico y el sistema nervioso parasimpa´tico, o
vagal. El balance de activacio´n de estas dos ramas refleja el esfuerzo del cuerpo por
adaptarse a las nuevas condiciones de un entorno [9]. Una te´cnica no invasiva para
medir el comportamiento del SNA es por medio de la sen˜al de variabilidad del ritmo
cardiaco (Heart Rate Variability, HRV), extra´ıda del electrocardiograma (ECG). El
ana´lisis espectral de esta sen˜al revela dos bandas principales: una banda de baja
frecuencia (Low-frequency, LF)[0,04 - 0,15Hz], que refleja el comportamiento tanto
de la rama simpa´tica como parasimpa´tica del SNA, y la banda de alta frecuencia
(High-frequency, HF)[0,15 - 0,4Hz], utilizada como medida de la actividad de la
rama parasimpa´tica. Otra sen˜al interesante que se debe considerar en un estudio
hiperba´rico es la sen˜al respiratoria [10],[11], que se puede extraer tambie´n del ECG.
Un cambio en la sen˜al respiratoria altera el contenido espectral de la sen˜al HRV y,
como consecuencia, la interpretacio´n de las activaciones de los sistemas simpa´tico y
vagal [12],[13].
Fig. 1.1. Deteccio´n del pulso cardiaco en una sen˜al de ECG y medicio´n del intervalo pico a pico
(RR o NN) para extraer la sen˜al de HRV [1].
Fig. 1.2. Sen˜al HRV (izquierda) y su representacio´n en forma de densidad espectral de potencial
(derecha), indicando las bandas de frecuencia estudiadas, LF y HF [2].
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La respuesta del SNA ha sido analizada en algunos estudios simulando las con-
diciones de la presio´n del entorno en el interior de una ca´mara hiperba´rica, sin
necesidad de realizar una inmersio´n real para ello. Los resultados de esos estudios
muestran un incremento de la banda de potencia de HF, es decir, se produce un au-
mento de la actividad parasimpa´tica [14],[15],[16],[17]. Otra conclusio´n extra´ıda es
una reduccio´n del ritmo cardiaco [14],[16],[18],[19], aunque este hecho no es apoyado
de forma una´nime [17]. En realidad, existen pocos estudios del SNA durante la in-
mersio´n, probablemente debido a la dificultad de recoger datos en esas condiciones.
En una actividad de inmersio´n real, a pesar de la existencia de factores externos
incontrolables, como el reflejo a la inmersio´n o el est´ımulo de la temperatura del
agua [20],[21], que puedan derivar en un incremento de la actividad simpa´tica, la
respuesta del SNA obtenida refleja el mismo comportamiento que el observado en la
ca´mara hiperba´rica: un incremento de la potencia en la banda de HF [22],[23]. Este
patro´n de comportamiento se puede atribuir al aumento de la sensibilidad de los
barorreceptores, que conlleva un incremento en la actividad de la rama parasimpa´ti-
ca [24]. Todos estos estudios se caracterizan por una pequen˜a coleccio´n de sujetos
(entre 8 y 12), el uso de la sen˜al HRV para estudiar el comportamiento del SNA y el
registro de los datos solo entre dos profundidades (entre 2,5 y 3 atm comu´nmente).
1.2. Objetivos
Con el objetivo de incrementar la seguridad de los buceadores, se pretende ela-
borar un modelo matema´tico (red neuronal multicapa) que sea capaz de estimar el
comportamiento fisiolo´gico en entornos hiperba´ricos partiendo de determinadas va-
riables extra´ıdas de la sen˜al HRV, as´ı como de otros para´metros biof´ısicos aportados
por los sujetos del estudio. Debido a la abundante cantidad de variables, se realiza
un estudio previo de las mismas, empleando te´cnicas estad´ısticas, como la regresio´n
lineal o mutual information, y redes neuronales artificiales, mapas auto-organizados,
para eliminar aquellas que no sean relevantes y con la posibilidad de detectar co´mo
influyen estas en los diferentes sujetos. El fin u´ltimo ser´ıa ayudar a la deteccio´n de
comportamientos ano´malos del SNA en condiciones de reposo que no aconsejen la
inmersio´n.
1.3. Contenidos de la memoria
El estudio recogido en esta memoria se organiza en los siguientes puntos:
En el cap´ıtulo 2 se presentan los datos con los que se trabaja, as´ı como un
primer ana´lisis dos a dos de las variables en las que se catalogan dichos datos.
Tras un ana´lisis nume´rico, en el cap´ıtulo 3 se utilizan redes neuronales sencillas
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del tipo mapa auto-organizado, con el objetivo de analizar de forma visual
los para´metros seleccionados en el apartado anterior y de detectar posibles
agrupaciones de sujetos.
En el cap´ıtulo 4 se lleva a cabo el entrenamiento de una red neuronal multicapa,
quedando justificadas las variables de entrada por los cap´ıtulos anteriores.
Se discute en el cap´ıtulo 5 los resultados de las distintas redes neuronales multi-
capa, as´ı como las relaciones observadas en los cap´ıtulos previos, contrastando
esta informacio´n con otros art´ıculos.
Finalmente, en el cap´ıtulo 6 se recogen las conclusiones de todo el estudio,
junto a las posibles l´ıneas futuras de trabajo.
Cap´ıtulo 2
Relacio´n entre variables
2.1. Base de datos
La base de datos esta´ compuesta por las sen˜ales de HRV de 31 sujetos de entre
20 y 44 an˜os de edad, predominada por varones, de los cuales 14 fueron descartados
por problemas de registro o sen˜ales de baja calidad, asigna´ndole un valor de Not a
Number (NaN) a los ı´ndices de la mayor´ıa de etapas de dichos sujetos. El protocolo
de actuacio´n se realizo´ dentro de una ca´mara hiperba´rica, tuvo una duracio´n de 2
horas, aproximadamente, y los estados simulados para los que se grabaron los datos
fueron:
Registro de datos a 1 atm (nivel del mar), etapa 0I.
Simulacio´n de descenso de 20 metros hasta alcanzar 3 atm, etapa 20I.
Simulacio´n de descenso de 40 metros de profundidad hasta alcanzar 5 atm,
etapa 40.
Simulacio´n de ascenso mediante una descompresio´n lenta volviendo a 3 atm,
etapa 20F.
Finalizacio´n de la simulacio´n hasta alcanzar de nuevo 1 atm, etapa 0F.
Partiendo del art´ıculo en el que se basa este trabajo de fin de ma´ster [25], en este
estudio se han empleado ocho para´metros extra´ıdos de las sen˜ales ECG (temporales)
y HRV (frecuenciales), descritos en el apartado 2.1.1, adema´s de otros datos biof´ısicos
correspondientes a cada sujeto, presentados en el apartado 2.1.2.
2.1.1. I´ndices temporales y frecuenciales
Los cuatro para´metros temporales se han calculado por medio de medidas entre
dos picos de pulsos consecutivos de una serie temporal del ECG [13]:
5
Cap´ıtulo 2. Relacio´n entre variables 6
NN(s): Valor mediano de los intervalos entre latidos consecutivos clasificados
como Normales (NN).
SDNN(s): Rango intercuart´ılico de los intervalos NN, como una medida de
dispersio´n estad´ıstica.
RMSSD(s): Ra´ız cuadrada de la media de los cuadrados de las diferencias
sucesivas entre los intervalos NN adyacentes.
pNN50( %): Nu´mero de pares de NN sucesivos que difieren en ma´s de 50ms,
dividido por el nu´mero total de intervalos NN.
De forma similar, pero usando la densidad espectral de potencia de la sen˜al HRV,
calculada como Hernando et al. [13], se obtienen los siguientes cuatro para´metros
frecuenciales:
PLF(ad): Potencia en la banda de baja frecuencia de la sen˜al HRV.
PHF(ad): Potencia en la banda de alta frecuencia de la sen˜al HRV.










Este conjunto de 8 para´metros sera´ referido como ı´ndices a lo largo de la me-
moria, de modo que se cuenta con valores de esos 8 ı´ndices para cada uno de los 5
estados de profundidad o etapas.
2.1.2. Variables biof´ısicas
Se cuenta con informacio´n relacionada con los para´metros biof´ısicos de los sujetos
que participaron, por lo que se estudia si estos resultan u´tiles para la estimacio´n
de la respuesta fisiolo´gica del SNA. Los para´metros biof´ısicos extra´ıdos son: Edad,
Ge´nero, Altura, Peso, presio´n arterial alta y baja (PAalta y PAbaja), pulsaciones
(Puls.), si esta´ tomando medicacio´n (Medic.), si sufre dolor (Dolor), para´metros
relacionados con la menstruacio´n, si es fumador (Fuma), si toma alcohol (Alcohol)
o/y otras sustancias, si toma cafe´ına (Cafe´ına), si consume bebidas gaseosas (B.
gas), si ha consumido algo de lo anterior durante las u´ltimas 4 horas (U´lt.4h), si
practica deporte, si hace submarinismo (Submar.), si duerme 8 horas o ma´s (D.
8h+), y si lo pasa mal en espacios cerrados. Esta lista de para´metros queda ma´s
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reducida al eliminar las variables relacionadas con la menstruacio´n, debido a la
baja participacio´n de sujetos femeninos y a la no diversidad en las respuestas, y las
variables de consumo de otras sustancias y si lo pasa mal en espacios cerrados, ya
que todas las respuestas fueron negativas. As´ı la variable si practica deporte tambie´n
queda descartada porque los sujetos con respuesta negativa no esta´n en la lista de
seleccionados para este trabajo.
No se llegan a seleccionar aquellos para´metros cuya respuesta es altamente subjetiva,
como el nivel de salud, si ha sufrido ansiedad, su estado de tranquilidad antes de la
prueba, si tiene suen˜o reparador, etc.
2.2. Regresio´n lineal
Se escoge la regresio´n lineal como un primer modelo matema´tico para analizar
la dependencia lineal entre dos variables de cada una de las etapas. El motivo de
elegir esta te´cnica estad´ıstica es por la facilidad de interpretacio´n de los resultados.
De modo que se analiza el valor cuadra´tico del coeficiente de correlacio´n de Pearson,
R2, tomando como relacio´n lineal significativa aquellos valores por encima de 0,75.
Se trabaja con los datos originales tanto de los ı´ndices extra´ıdos del SNA como de
los para´metros biof´ısicos.
2.2.1. Estudio entre los ı´ndices de cada etapa
Se analiza el resultado de la regresio´n lineal entre una variable en la etapa 0I
con el resto de las variables de las distintas etapas, reflejado en las tablas 2.1 y 2.2
(junto a las tablas A.1, A.2 y A.3 del Anexo A), y se puede deducir que:
Las variables temporales NN y RMSSD de la etapa 0I esta´n relacionadas
linealmente con las variables NN y RMSSD de todas las etapas.
Se dan casos puntuales y minoritarios de relaciones lineales entre los ı´ndices
en la etapa 0I y los ı´ndices en otras etapas, como sucede entre los ı´ndices
temporales pNN50 de la etapa 0I con las etapas 20I y 20F, y entre los ı´ndices
frecuenciales PHF de la etapa 0I con las etapas 20I y 20F.
2.2.2. Estudio entre las variables biof´ısicas y los ı´ndices de
cada etapa
Segu´n los valores del coeficiente R2 entre las variables biof´ısicas y los ı´ndices en
cada etapa de las tablas 2.3 y 2.4, y las recogidas en el Anexo A (tablas A.4, A.5,
A.6), se concluye que:
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Existe relacio´n lineal entre las pulsaciones y los ı´ndices NN y RMSSD en todas
las etapas, lo cual es, en cierto modo, esperable.
En la etapa 40 se tienen dos relaciones lineales interesantes: el ı´ndice PLF se
relaciona con los datos de si el paciente toma medicacio´n y si consume cafe´ına.
Es decir, ambas ramas del SNA estar´ıan afectadas por estos dos factores a alta
presio´n. Por otro lado, en esta misma etapa, la variable Submarinismo no se
ha tenido en cuenta puesto que los valores recogidos en algunos sujetos eran
de tipo NaN, obteniendo mediciones estad´ısticas no fiables para el ca´lculo de
R2.
En la etapa 0F aparece una relacio´n lineal entre el para´metro si el paciente su-
fre dolor y el ı´ndice SDNN, aunque su interpretacio´n fisiolo´gica es complicada
ya que el dolor no se especifica de que´ tipo es.
Etapa 0I







NN 1,000 0,416 0,997 0,540 0,240 0,007 0,048 0,036
SDNN 0,416 1,000 0,437 0,834 0,040 0,275 0,131 0,054
RMSSD 0,997 0,437 1,000 0,564 0,237 0,003 0,059 0,044
pNN50 0,540 0,834 0,564 1,000 0,001 0,306 0,328 0,224
PLF 0,240 0,040 0,237 0,001 1,000 0,191 0,050 0,069
PHF 0,007 0,275 0,003 0,306 0,191 1,000 0,491 0,294
PLFn 0,048 0,131 0,059 0,328 0,050 0,491 1,000 0,803
RLFHF 0,036 0,054 0,044 0,224 0,069 0,294 0,803 1,000
Tabla 2.1. Valores de R2 entre los ı´ndices del estado 0I y del estado 0I.
Etapa 40







NN 0,829 0,144 0,873 0,239 0,177 0,042 0,009 0,068
SDNN 0,388 0,467 0,491 0,491 0,004 0,111 0,020 0,008
RMSSD 0,824 0,149 0,873 0,249 0,181 0,036 0,011 0,069
pNN50 0,523 0,462 0,633 0,623 0,009 0,106 0,072 0,073
PLF 0,224 0,166 0,151 0,008 0,457 0,219 0,037 0,269
PHF 0,005 0,195 0,015 0,350 0,189 0,633 0,113 0,040
PLFn 0,189 0,040 0,178 0,397 0,003 0,211 0,257 0,332
RLFHF 0,144 0,106 0,141 0,411 0,000 0,211 0,197 0,326
Tabla 2.2. Valores de R2 entre los ı´ndices del estado 0I y del estado 40.
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Etapa 0I
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,000 0,166 0,000 0,096 0,311 0,142 0,035 0,037
Ge´nero 0,215 0,058 0,221 0,074 0,011 0,047 0,026 0,032
Altura 0,176 0,109 0,174 0,150 0,016 0,000 0,000 0,004
Peso 0,143 0,139 0,147 0,218 0,013 0,015 0,021 0,012
PAalta 0,140 0,143 0,148 0,170 0,001 0,084 0,060 0,027
PAbaja 0,001 0,001 0,002 0,012 0,067 0,012 0,000 0,008
Puls. 0,879 0,566 0,871 0,611 0,733 0,139 0,061 0,061
Medic. 0,132 0,008 0,144 0,023 0,137 0,194 0,013 0,028
Dolor 0,381 0,232 0,385 0,217 0,012 0,006 0,001 0,012
Fuma 0,090 0,220 0,087 0,233 0,008 0,131 0,012 0,000
Alcohol 0,001 0,010 0,001 0,010 0,000 0,048 0,073 0,069
Cafe´ına 0,168 0,011 0,168 0,067 0,142 0,042 0,031 0,074
B. gas 0,004 0,008 0,001 0,072 0,020 0,150 0,169 0,289
U´lt.4h 0,006 0,006 0,009 0,011 0,071 0,063 0,329 0,105
Submar. 0,001 0,001 0,002 0,033 0,012 0,064 0,215 0,508
D. 8h+ 0,007 0,044 0,011 0,060 0,022 0,029 0,007 0,043
Tabla 2.3. Valores de R2 entre los datos biof´ısicos y las variables del estado 0I.
Etapa 40
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,000 0,273 0,007 0,110 0,167 0,294 0,003 0,026
Ge´nero 0,287 0,037 0,330 0,154 0,206 0,012 0,017 0,001
Altura 0,157 0,088 0,192 0,082 0,000 0,023 0,027 0,069
Peso 0,166 0,151 0,235 0,184 0,080 0,000 0,014 0,001
PAalta 0,220 0,283 0,297 0,467 0,577 0,003 0,285 0,066
PAbaja 0,002 0,074 0,002 0,373 0,233 0,294 0,611 0,186
Pulsac. 0,971 0,224 0,954 0,364 0,329 0,022 0,011 0,242
Medic. 0,146 0,004 0,162 0,023 0,766 0,166 0,064 0,049
Dolor 0,309 0,272 0,332 0,039 0,001 0,022 0,068 0,041
Fuma 0,101 0,126 0,126 0,080 0,000 0,087 0,113 0,110
Alcohol 0,022 0,058 0,010 0,009 0,016 0,043 0,001 0,000
Cafe´ına 0,146 0,004 0,162 0,023 0,766 0,166 0,064 0,049
B. gas 0,001 0,353 0,002 0,241 0,154 0,162 0,009 0,037
U´lt.4h 0,030 0,072 0,018 0,006 0,107 0,001 0,153 0,162
D. 8h+ 0,113 0,240 0,163 0,236 0,006 0,145 0,061 0,020
Tabla 2.4. Valores de R2 entre los datos biof´ısicos y las variables del estado 40.
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2.3. Mutual Information
La regresio´n lineal tiene la limitacio´n de que busca relaciones lineales entre los
pares de variables, pero no se puede descartar a priori que dichas parejas este´n
relacionadas de forma no lineal. Por ello se recurre al ca´lculo del para´metro de Mutual
Information, el cual se basa en los valores de entrop´ıa de las variables analizadas,
como se explica a continuacio´n.
2.3.1. Entrop´ıa
La entrop´ıa de una variable aleatoria es una funcio´n que trata de caracterizar lo
impredecible que es esta variable, dando informacio´n tanto del nu´mero de posibles
resultados como de la frecuencia de estos [26]. Matema´ticamente, la cantidad pro-
medio de informacio´n que transmite una variable aleatoria en un proceso, es decir,




donde el signo negativo asegura que la informacio´n es positiva o cero, y p(x) es
la distribucio´n de probabilidad. As´ı que una baja probabilidad de x indica un alto
contenido de informacio´n. H(x) se mide en bits (“binary digits”).
Propiedades de entrop´ıa:
No negativa: H(x) ≥ 0.
H(x) = 0 si y solo si x es determinista.
2.3.2. Overview sobre Mutual Information
Se trata de un me´todo no parame´trico basado en la estimacio´n de la entrop´ıa
para cuantificar la informacio´n compartida entre dos variables, x e y, por ejemplo,
independientemente de que sea lineal o no. Mutual Information, MI, o tambie´n
representada como I(x, y), utiliza para su ca´lculo distribuciones de probabilidad











I(x, y) = H(x) + H(y)−H(x, y) = H(x)−H(x|y) = H(y)−H(x|y)
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Donde:
H(x, y) es lo que se conoce como joint entropy, que mide cua´nta incertidumbre
hay en dos variables aleatorias, es decir, cua´nto de independientes son entre
ellas.
H(x|y) es la condicional entropy, una medida de cua´nta incertidumbre existe
sobre x cuando se conoce el valor de y.
p(x, y) es la distribucio´n de probabilidad conjunta: p(x, y) = p(x) · p(y).
Fig. 2.1. Diferentes valores de entrop´ıa. Mutual information es la incertidumbre comu´n en ambas
variables, x e y [3].
En otras palabras, MI da informacio´n sobre cua´nto dice una variable aleatoria
sobre la otra. Se trata de una cantidad adimensional. Un alto valor de I(x, y) indica
una gran reduccio´n de la incertidumbre, es decir, se puede predecir con precisio´n
el valor de una variable conociendo la otra. Por el contrario, si se tiene un valor
bajo de I(x, y), por mucho conocimiento que se tenga de una de las variables, no
ayuda a predecir la otra. Si x e y son estad´ısticamente independientes, x no contiene
informacio´n de y, y viceversa, de modo que I(x, y) = 0. Desafortunadamente, la
informacio´n aportada por MI no indica la relacio´n entre las variables, pues un alto
valor puede estar asociado tanto a una relacio´n lineal como no lineal.
Propiedades Mutual Information
I(x, y) = 0 si las variables son independientes [27].
El valor de MI siempre es mayor o igual a cero, es decir, es no negativa, y
el valor ma´ximo que puede alcanzar es el de la entrop´ıa de cada variable:
0 ≤ I(x, y) ≤ min (H(x), H(y)).
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2.3.3. Ana´lisis pra´ctico
Para calcular el valor de MI se usa la funcio´n optimizada aportada por Jose
Delpino [28] modificada ligeramente al an˜adir la expresio´n de mutual information
normalizada (nMI) [3]. Teniendo en cuenta que solo acepta valores de entrada en-
teros, se realiza un mapeo previo, exigiendo la deteccio´n de pares de valores va´lidos
para el ca´lculo de la entrop´ıa conjunta de ambas variables. El valor normalizado
obtenido se localiza en el intervalo [0,1].
Se trabaja con los valores originales tanto de los ı´ndices medidos del SNA como de
los para´metros biof´ısicos y, en ambos casos, se toma el punto de 0,75 a partir del cual
se considera que la variable en el estado 0I aporta cierto grado de informacio´n sobre
uno de los para´metros. Se escoge este valor para seguir la misma filosof´ıa tomada en
la regresio´n lineal.
Estudio entre los ı´ndices de cada etapa
Segu´n los resultados recogidos en las tablas 2.5 y 2.6, junto a las del Anexo B,
se aprecia que existe correlacio´n entre la variable NN del estado 0I y los ı´ndices NN
y RMSSD, salvo para el segundo ı´ndice mencionado en la etapa 20F. El mayor va-
lor de nMI se da entre el ı´ndice NN de la etapa 0I y el ı´ndice RMSSD de la etapa 20F.
De igual forma, existe correlacio´n entre el ı´ndice RMSSD de la etapa 0I con ese
mismo ı´ndice y con la variable NN, salvo en las etapas 20I y 40. Estos u´ltimos resul-
tados contrastan con lo expuesto anteriormente en la regresio´n lineal; por lo que el
coeficiente de correlacio´n no es suficiente para saber si las variables de estudio esta´n
correlacionadas, ya que asume que la relacio´n entre las dos variables que se analizan
es lineal. El valor de Mutual Information indica, sin embargo, co´mo de posible es
realizar un buen modelo con esas variables [29].
Por u´ltimo, se observa que aparecen relaciones no lineales en las etapas 20I, 40
y 0F, destacando los valores positivos entre la variable pNN50 de la etapa 0I con
los ı´ndices NN, pNN50, PLFN y RLFHF en la etapa 40, el ı´ndice PLF de la etapa
0I con los para´metros NN, RMSSD, pNN50, PLF y PHF de la etapa 0F, as´ı como
el ı´ndice PHF de la etapa 0I con las variables NN, RMSSD, pNN50 y PHF de la
etapa 0F.
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Etapa 0I







NN 1,000 0,617 0,884 0,604 0,639 0,623 0,586 0,422
SDNN 0,617 1,000 0,564 0,691 0,625 0,625 0,647 0,529
RMSSD 0,884 0,564 1,000 0,552 0,569 0,670 0,575 0,501
pNN50 0,604 0,691 0,552 1,000 0,569 0,569 0,617 0,547
PLF 0,639 0,625 0,569 0,569 1,000 0,588 0,609 0,518
PHF 0,623 0,625 0,670 0,569 0,588 1,000 0,679 0,471
PLFn 0,586 0,647 0,575 0,617 0,609 0,679 1,000 0,712
RLFHF 0,422 0,529 0,501 0,547 0,518 0,471 0,712 1,000
Tabla 2.5. Valores de MI normalizados entre los ı´ndices del estado 0I y del estado 0I.
Etapa 40







NN 0,788 0,712 0,705 0,738 0,785 0,601 0,758 0,594
SDNN 0,658 0,696 0,557 0,724 0,568 0,636 0,692 0,627
RMSSD 0,775 0,699 0,690 0,778 0,707 0,585 0,746 0,577
pNN50 0,753 0,732 0,663 0,758 0,616 0,678 0,779 0,754
PLF 0,702 0,682 0,603 0,655 0,616 0,682 0,679 0,611
PHF 0,658 0,753 0,494 0,669 0,568 0,698 0,747 0,565
PLFn 0,725 0,649 0,631 0,677 0,580 0,585 0,700 0,576
RLFHF 0,623 0,666 0,575 0,579 0,374 0,526 0,606 0,449
Tabla 2.6. Valores de MI normalizados entre los ı´ndices del estado 0I y del estado 40.
Estudio entre las variables biof´ısicas y los ı´ndices de cada etapa
Las correlaciones entre las variables biof´ısicas y los ı´ndices se localizan casi siem-
pre entre las mismas parejas en las 5 etapas, segu´n los resultados de las tablas 2.7,
2.8 y del Anexo B. A simple vista, destacan los resultados positivos para las variables
biof´ısicas presio´n arterial alta (PAalta) y pulsaciones (Puls.), aunque no se consi-
guen valores significativos con el ı´ndices PHF en ninguna de las etapas de ascenso
para ambas variables. Se extrae que el valor de la presio´n arterial influye sobre las
variables NN y pNN50 a 1 atm, mientras que este para´metro biof´ısico se relacionada
con el ı´ndice SDNN al aumentar la presio´n; y con el ı´ndice RLFHF a 5 atm. En
cuanto a Puls., en la etapa 40 gran parte de los valores registrados son la unidad, de
modo que no se pueden aceptar estas relaciones debido a las pocas muestras va´lidas
con las que se realiza el ana´lisis.
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Por otro lado, las variables Edad, altura y presio´n arterial baja (PAbaja) presen-
tan relaciones positivas puntuales. Concretamente, para PAbaja se obtienen valores
bajos (por debajo de 0,4) en los ı´ndices pNN50 y RLFHF de la etapa 20I, y en
SDNN en la etapa 0F.
Para el resto de para´metros biof´ısicos, los valores de nMI se consideran bajos
(entre 0,1 y 0,4), pero se destacan los siguientes cambios:
Se puede decir que la variable si toma medicacio´n (Medic.) tiene cierta in-
fluencia sobre las variables frecuenciales, mayoritariamente, ya que se observan
relaciones donde nMI es mayor de 0,4.
En cuanto al para´metro si fuma (Fuma) se destaca el leve ascenso del valor
de nMI con el ı´ndice pNN50 para las etapas 0I, 20I y 40.
Por el contrario, el para´metro si toma alcohol (Alcohol) presenta un valor de
relacio´n muy bajo (menos de 0,1) con el ı´ndice PHF de la etapa 0I.
Si ha tomado alguna de las sustancias mencionadas en las u´ltimas 4 horas
(U´lt.4h) experimenta valores de relacio´n no lineal por encima de 0,4 con el
ı´ndice PLFn en las etapas 0I, 40, 20F y 0F ; mientras que con el ı´ndice PHF
este aumento solo se localiza en las etapas de ascenso.
Respecto a si practica submarinismo(Submar.), en la etapa 40 se obtiene que
es totalmente independiente de todos los ı´ndices. Obtener justo un valor 0 se
debe a las pocas muestras va´lidas para el ca´lculo de nMI.
Por u´ltimo, el para´metro si ha dormido ma´s de 8 horas (D.8h+) destaca co´mo
su relacio´n con el ı´ndice pNN50 es muy baja en la etapa 0I, pero en la etapa 20I
sufre un gran ascenso. As´ı mismo, con el ı´ndice PLF tiene una mayor relacio´n
en la etapa 0F, frente al valor muy bajo calculado en las etapas 20I y 40.
Es importante notar que no todos los para´metros pueden ser estimados correc-
tamente en todas las etapas (ya sea por fallos de registro o mala calidad de las
sen˜ales). Como se ha comentado previamente, en estos casos, al para´metro se le
asigna el valor NaN para la etapa y el sujeto en estudio, y no se tiene en cuenta en
las mediciones estad´ısticas generales mostradas en las tablas.
Con el fin de modelar las relaciones entre ı´ndices, variables biof´ısicas, etapas
y sujetos vistas, a lo largo de los siguientes cap´ıtulos se utilizan redes neuronales
artificiales.
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Etapa 0I
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,604 0,606 0,593 0,552 0,670 0,527 0,575 0,518
Ge´nero 0,193 0,167 0,194 0,144 0,231 0,411 0,124 0,221
Altura 0,574 0,591 0,562 0,562 0,580 0,624 0,759 0,557
Peso 0,552 0,509 0,540 0,624 0,515 0,558 0,606 0,597
PAalta 0,769 0,651 0,712 0,769 0,603 0,782 0,836 0,634
PAbaja 0,675 0,510 0,596 0,675 0,440 0,453 0,646 0,508
Puls. 1,000 0,626 1,000 0,821 0,767 0,872 0,715 0,715
Medic. 0,216 0,115 0,220 0,356 0,356 0,372 0,368 0,237
Dolor 0,341 0,224 0,344 0,224 0,170 0,139 0,144 0,106
Fuma 0,172 0,216 0,123 0,402 0,342 0,146 0,176 0,191
Alcohol 0,132 0,156 0,104 0,340 0,282 0,091 0,276 0,202
Cafe´ına 0,198 0,237 0,200 0,370 0,377 0,257 0,321 0,280
B. gas 0,325 0,298 0,327 0,159 0,170 0,429 0,335 0,227
U´lt.4h 0,283 0,154 0,370 0,146 0,199 0,377 0,495 0,256
Submar. 0,167 0,100 0,168 0,215 0,171 0,171 0,343 0,374
D. 8h+ 0,400 0,171 0,403 0,167 0,257 0,220 0,181 0,256
Tabla 2.7. Valores de MI normalizados entre los datos biof´ısicos y las variables del estado 0I.
Etapa 40
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,649 0,685 0,553 0,712 0,564 0,568 0,786 0,620
Ge´nero 0,249 0,273 0,225 0,419 0,237 0,176 0,302 0,200
Altura 0,609 0,649 0,568 0,677 0,450 0,585 0,700 0,514
Peso 0,665 0,647 0,652 0,731 0,578 0,521 0,699 0,659
PAalta 0,558 0,892 0,558 0,726 0,607 0,744 0,726 0,833
PAbaja 0,618 0,805 0,618 0,621 0,673 0,618 0,805 0,751
Puls. 1,000 0,866 1,000 1,000 1,000 0,866 1,000 1,000
Medic. 0,176 0,171 0,190 0,222 0,431 0,248 0,165 0,249
Dolor 0,410 0,381 0,419 0,377 0,196 0,116 0,219 0,429
Fuma 0,303 0,429 0,281 0,456 0,131 0,211 0,355 0,406
Alcohol 0,363 0,309 0,207 0,460 0,105 0,156 0,298 0,180
Cafe´ına 0,176 0,171 0,190 0,222 0,431 0,248 0,165 0,249
B. gas 0,492 0,322 0,307 0,361 0,358 0,287 0,345 0,121
U´lt.4h 0,287 0,240 0,189 0,312 0,203 0,143 0,407 0,165
Submar. 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
D. 8h+ 0,363 0,469 0,287 0,346 0,138 0,283 0,298 0,309




Un Mapa auto-organizado, SOM, es una red neuronal artificial compuesta por
neuronas organizadas en una cuadr´ıcula regular, generalmente hexagonal. Cada neu-
rona tiene un peso asociado a cada entrada, de forma que al final del entrenamiento
contara´ con un vector de pesos, siendo este similar entre neuronas vecinas [30]. En
este trabajo, se calculan SOMs con el fin de detectar de forma visual posibles re-
laciones entre variables, aparte de las encontradas en el Cap´ıtulo 2, que permitan
reducir el nu´mero de variables de entrada de los modelos.
Se realiza un entrenamiento por defecto, donde la inicializacio´n del proceso
de entrenamiento se hace de forma aleatoria, y, por defecto, es lineal; se usa un al-
goritmo de entrenamiento por lotes. Un para´metro interesante del mapa obtenido es
el denominado best matching units (BMU), que indica las neuronas de la red cuyos
vectores de pesos se parecen ma´s a un vector de datos de entrada. En la pra´ctica,
esta similitud se mide como la mı´nima distancia eucl´ıdea entre ambos vectores.
Los mapas tienen dos propiedades principales que indican la calidad del mapa
auto-organizado generado [31]:
La precisio´n de representacio´n de los datos (mean quantization error).
La precisio´n en la representacio´n de la topolog´ıa del conjunto de datos (topo-
graphic error).
Nota: Es preferible que ambas medidas de calidad no sean exactamente cero.[31]
La primera propiedad se mide normalmente usando el error de cuantificacio´n
promedio entre los vectores de datos y sus BMUs del mapa. Para la segunda se han
propuesto varias medidas, por ejemplo, la medida del error topogra´fico, que consiste
en calcular el tanto por ciento de los vectores de datos para los cuales la primera y
la segunda BMUs no son unidades adyacentes.
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3.1. Mapas auto-organizados de los ı´ndices y las
etapas
Debido a que los datos de entrada para entrenar un SOM deben estar entre el
intervalo [0,1], y para evitar la influencia de lo mayor o menor que es un valor en s´ı,
se decide normalizar los ı´ndices de las etapas segu´n el valor registrado en la l´ınea de
base (etapa 0I ):
Valor en una etapa
Valor en una etapa + Valor en la etapa 0I
En cuanto al nu´mero de neuronas, se establece un taman˜o de 7x7 para facilitar
la comparacio´n de los mapas en los diferentes casos, y son de tipo hexagonal. La
Umatrix (matriz unificada de distancias) es el me´todo ma´s popular para mostrar
los resultados del SOM, estudiar co´mo se localizan las agrupaciones (clusters) y ver
si estas son fa´cilmente separables.
Se presentan en la figura 3.1 los mapas de activacio´n de los ı´ndices para cada
etapa, observando que los ı´ndices NN y RMSSD tienen un mapa muy similar en las
etapas 20I, 20F y 0F, es decir, estas variables esta´n relacionadas. Adema´s, se aprecia
cierta relacio´n entre las variables PLFn y RLFHF de las etapas 20I y 20F. Por otro


























































































































Fig. 3.1. Mapas de activacio´n de los ı´ndices en cada etapa tras el entrenamiento.
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En los mapas de activacio´n de las etapas, recogidos en la figura 3.2, no se aprecia
ninguna relacio´n, pero se puede destacar que en el estado 40 y 0F se activan neuronas
opuestas (es decir, cada mapa es una versio´n “espejada verticalmente”del otro). La
conclusio´n ma´s relevante que se puede extraer de dicha figura es que, aunque las
presiones de las etapas 0I-0F y 20I-20F son las mismas, no se observa semejanza
entre sus mapas de activacio´n. Por tanto, se demuestra que los factores tiempo en








































Fig. 3.2. Mapas de activacio´n de las etapas tras el entrenamiento.
3.2. Ana´lisis SOM usando los datos de los ı´ndices
3.2.1. Caso de estudio 1: Los ı´ndices como caracter´ısticas
Las caracter´ısticas son los 8 ı´ndices temporales y frecuenciales, donde las mues-
tras son los datos de cada uno de los 17 sujetos asociadas a la etapa correspondiente.
Los ı´ndices de calidad obtenidos tras el entrenamiento son: Mean quantization
error: 0,0981 y topographic error: 0. El error medio es muy pro´ximo a cero, por
lo que indica un resultado aceptable de clasificacio´n; sin embargo, aunque tambie´n
interesa que el error topogra´fico sea lo ma´s bajo posible, el hecho de que sea exac-
tamente 0 no es garant´ıa de una buena organizacio´n del mapa.
Teniendo en cuenta el co´digo de colores recogido en la tabla 3.1, se observa en
la figura 3.3 una dispersio´n a lo largo de todo el mapa de las 4 etapas, aunque la es-
quina inferior derecha esta´ predominada por la etapa 20I. Debido a las dimensiones
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de activacio´n, tambie´n se destaca que la mayor´ıa de las muestras de la etapa 0F se
concentran en una regio´n (por la parte superior central del mapa). Justo el compor-
tamiento opuesto se atribuye a la etapa 20I, pues de las 17 muestras disponibles, 12
de ellas se encuentran dispersas por todo el mapa.
Etapa 20I Etapa 40 Etapa 20F Etapa 0F
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Fig. 3.3. Umatrix con los clusters detectados (izquierda) y el mapa etiquetado (derecha) segu´n las
etapas usando los datos extra´ıdos del ECG.
3.2.2. Caso de estudio 2: Las etapas como caracter´ısticas
Las caracter´ısticas son las 4 etapas, donde las muestras son las registradas de
los 17 sujetos asociadas a los 8 ı´ndices. En esta ocasio´n, el co´digo de colores es el
que se muestra la tabla 3.2. Se esta´ ante un caso complicado de detectar clusters
(agrupaciones) fa´cilmente separables (figura 3.4). Aun as´ı, se destaca que la presencia
de la variable NN es pra´cticamente nula y lo hace compartiendo neuronas con el resto
de ı´ndices.
Los ı´ndices de calidad obtenidos tras el entrenamiento son: Mean quantization
error: 0,0720 y topographic error: 0,0956. Esta vez, si se comparan con el caso
1, ambos errores son bajos, y pro´ximos a cero, as´ı que las activaciones obtenidas
representan una clasificacio´n aceptable.
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NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Rojo Verde Azul Magenta Amarillo Cian Naranja Lila














































































































Fig. 3.4. Umatrix con los clusters detectados (izquierda) y el mapa etiquetado (derecha) segu´n los
ı´ndices usando los datos extra´ıdos del ECG.
3.2.3. Caso de estudio 3: Los ı´ndices como caracter´ısticas,
pero se etiquetan sujetos
Las caracter´ısticas son los 8 ı´ndices de las 4 etapas, es decir, se tienen 32 ca-
racter´ısticas, etiqueta´ndose as´ı las muestras por sujetos, y se ha decidido reducir el
taman˜o del mapa a 6x6, ma´s que suficiente para la clasificacio´n de los 17 sujetos que
incluye este mapa. Si los sujetos presentasen el mismo comportamiento, se esperar´ıa
encontrar las neuronas de activacio´n de la Umatrix concentradas en un mismo lugar.
Atendiendo a la figura 3.5 y usando el co´digo de colores de la tabla 3.3, se observa
que los sujetos, de forma global, presentan variabilidad en la respuesta fisiolo´gica
del SNA. Sin embargo, se detectan tres clusters: uno en la esquina superior dere-
cha, otro en la esquina superior izquierda y el ma´s pequen˜o en la parte inferior. Se
destaca que hay pocos sujetos que se localizan de forma totalmente aislada en el
mapa, sujetos 5 y 30, lo que significa que las respuestas de sus sistemas nerviosos
auto´nomos difieren notablemente de las del resto de sujetos.
Los ı´ndices de calidad obtenidos tras el entrenamiento son: Mean quantization
error: 0,2278 y topographic error: 0,0588.
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Sujeto 2 Sujeto 3 Sujeto 4 Sujeto 5 Sujeto 8
Rojo Verde fosforito Azul fuerte Magenta Amarillo
Sujeto 9 Sujeto 11 Sujeto 12 Sujeto 14 Sujeto 15
Cian Naranja Lila Verde Rosa claro
Sujeto 17 Sujeto 19 Sujeto 20 Sujeto 21 Sujeto 26
Marro´n Azul muy oscuro Verde muy oscuro Azul turquesa Marro´n claro
Sujeto 30 Sujeto 31
Amarillo claro Azul















































Fig. 3.5. Umatrix con los clusters detectados (izquierda) y el mapa etiquetado (derecha) segu´n los
sujetos usando los datos extra´ıdos del ECG.
3.3. Ana´lisis SOM usando los datos de los ı´ndices
y las variables biof´ısicas
En este apartado se estudia cua´l de las 16 variables biof´ısicas puede ser u´til para
clasificar a los sujetos, y ver si, junto a los ı´ndices de la etapa 0I, se consigue detectar
clusters fa´cilmente. Previamente, se normalizan todos los datos mencionados entre
el intervalo [0,1] segu´n la siguiente fo´rmula, de modo que se siga preservando la




Siendo xi un valor de un atributo, y maxi y mini los valores ma´ximo y mı´nimo,
respectivamente, de ese mismo atributo del conjunto de datos de entrenamiento
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Se muestra en la figura 3.6 los mapas de activacio´n para cada una de las variables
biof´ısicas seleccionadas y se comprueba que solo hay cierta similitud entre los mapas
de Altura y Peso. Como apunte, se observa que predomina un valor en el conjunto

















































































Fig. 3.6. Mapas de activacio´n tras el entrenamiento de las variables biof´ısicas.
En el Anexo C se recogen los mapas de activacio´n obtenidos al analizar los 8
ı´ndices de la etapa 0I junto a un solo para´metro biof´ısico, con la idea de detectar
si esta u´ltima influye en la clasificacio´n. Se destaca que la Umatrix de la variable
Presio´n Arterial baja es igual al obtenido usando solo los ı´ndices, por lo que esta
variable no es relevante. Las Umatrix de las variables Altura y Peso son bastante
similares, ya que los sujetos 2, 3 y 31 son los u´nicos que var´ıan las neuronas de
activacio´n del mapa. Este comportamiento tambie´n se aprecia entre las variables
Presio´n Arterial alta y Dolor, siendo ahora los sujetos 11, 26 y 30 los implicados.
La variable con Umatrix con ma´s sujetos aislados es Peso, mientras que Edad y
Submarinismo cuentan con la agrupacio´n ma´s numerosa (8 sujetos). Se observa que
pertenecen a un cluster en la mayor´ıa de las variables los sujetos 8, 15 y 17 (en
15 variables); frente al sujeto 5 cuya aparicio´n aislada es la que predomina (en 10
variables). Por otro lado, el sujeto 11 siempre activa regiones del mapa y pertenece
a una agrupacio´n del mismo, as´ı como el sujeto 21, aunque este u´ltimo no aparece
en los mapas de activacio´n de 7 variables. Otro comportamiento a tener en cuenta
es que los sujetos 9 y 14 pertenecen al mismo cluster, salvo cuando se hallan de





Se persigue predecir los valores de los ı´ndices de la etapa 40 (variables de salida
continuas) en funcio´n de un conjunto de valores de entrada correspondientes a un
sujeto determinado (´ındices en la etapa 0I y variables biof´ısicas). Debido al elevado
nu´mero de variables disponibles que pueden jugar un papel importante y de for-
ma conjunta en la respuesta fisiolo´gica del sujeto en entornos hiperba´ricos, como se
ha mostrado en los cap´ıtulos anteriores, se presenta el entrenamiento de redes ar-
tificiales multicapa, utilizando adema´s diferentes algoritmos de entrenamiento. Los
para´metros de entrenamiento que var´ıan en cada arquitectura son: nu´mero mı´nimo
de ciclos de entrenamiento (epochs) y nu´mero de neuronas de la capa oculta, siendo
el error cuadra´tico medio (MSE) objetivo 10−2, un valor suficiente para tener una
primera estimacio´n adecuada. Para comparar la eficiencia de las redes se usa el MSE
y el coeficiente de regresio´n medio (R) [32], escogiendo primero la arquitectura con
menor MSE y con bajo nu´mero de neuronas en la capa oculta para evitar que las
redes se sobre-ajusten por disponer de demasiados para´metros libres. Posteriormen-
te, se estudia el valor R, interesando que sea lo ma´s alto posible y positivo, pues, si
es negativo, es signo de que la salida no sigue la tendencia de los datos.
4.1. Introduccio´n
Se entrena una Red Neuronal Artificial de tipo Perceptro´n Multicapa (MLP),
junto a la regla de aprendizaje de backpropagation, para resolver un problema de
regresio´n, aproximando por mı´nimos cuadrados. Sabiendo que existen relaciones
no lineales entre las variables (resultados de la seccio´n 2.3) se trabaja con tres capas:
entrada, capa oculta (intermedia) y salida. Para evitar un proceso de entrenamiento
lento debido a la regla de backpropagation, se complementa con te´cnicas de optimi-
zacio´n usando uno de los siguientes algoritmos de entrenamiento:
25
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Levenberg-Marquardt (LM): Algoritmo similar a los quasi-Newton, de se-
gundo orden que es una alternativa a los me´todos de gradiente conjugado para
optimizacio´n ra´pida. El ca´lculo del error es menos complejo y costoso al tra-
bajar con la matriz Jacobiana (en lugar de la Hessiana). Este me´todo esquiva
mejor los mı´nimos locales, pero la principal desventaja es que requiere un gran
almacenamiento en memoria para las matrices Jacobianas.
Bayesian Regularization (BR): Modifica la funcio´n de coste (o error) uti-
lizada (error cuadra´tico medio), con el objetivo de mejorar la capacidad de
generalizacio´n del modelo. Adema´s, esquiva los mı´nimos locales mejor que la
te´cnica de descenso de gradiente. Por contra, requiere el ca´lculo de la matriz
Hessiana, por lo que a menudo se suele combinar con el algoritmo de LM.
Descenso de gradiente con momento (GDM): Es el ma´s simple y se con-
sidera de primer orden. Su principal inconveniente es el ajuste del para´metro
encargado de controlar cua´nto se desplazan los pesos en la red en la superficie
del error (tasa de aprendizaje), influyendo sobre la velocidad de convergencia.
El para´metro constante de momentos evita la inestabilidad que puede causar
la variable anterior, pero su inclusio´n requiere el uso de memoria extra para
almacenar el comportamiento del algoritmo en el paso anterior.
Resilient Backpropagation (RP): Este me´todo combina el algoritmo de
descenso de gradiente con me´todos heur´ısticos. Utiliza solamente el signo de
gradiente para determinar la direccio´n, acelerando as´ı el ajuste del valor de los
pesos al no basarse en las magnitudes de las derivadas. Tampoco exige grandes
requisitos de almacenamiento de memoria [33].
4.1.1. Funcio´n de activacio´n y tratamiento de los datos
Se escoge la funcio´n de activacio´n sigmoide para las neuronas de la capa
interna debido a que cubre el intervalo [0,1], teniendo en cuenta que es continua y
derivable.
Para escalar los valores de los ı´ndices de las etapas 0I y 40, as´ı como el de los para´me-
tros biof´ısicos, y que se siga preservando la relacio´n entre ellos, se usa la funcio´n de
normalizacio´n presentada en la seccio´n 3.3.
En relacio´n al conjunto de datos usado hasta el momento, se prescinde de las mues-
tras de los sujetos 2, 11, 21 y 26 por presentar valores no va´lidos (NaNs) en la etapa
40.
4.1.2. Funcio´n de coste y entrenamiento
Se opta por un entrenamiento supervisado, donde los pesos se inicializan de forma
aleatoria para establecer un punto de partida no nulo. Para minimizar su influencia
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sobre el resultado final, se repite una misma red (pool) 5 veces en cada arquitectura
para evaluar el error promedio. La funcio´n de coste que se minimiza durante el
entrenamiento de la red es el error cuadra´tico medio, y se mide sobre los valores
de los ı´ndices de la etapa 40 de un sujeto que no se ha usado en el proceso de
entrenamiento. Es lo que se conoce como validacio´n cruzada, ma´s concretamente
usando el me´todo leave-one-out. Se escoge este me´todo debido a las pocas muestras
(sujetos) disponibles, de modo que realiza 13 iteraciones y en cada una de ellas se
utiliza 12 subconjuntos para entrenar. La medida del error cometido es la media
aritme´tica de los errores calculados en las distintas iteraciones.
4.2. MLPs para predecir los ı´ndices de la etapa
40 segu´n los ı´ndices de la etapa 0I
La mejor red seleccionada para cada uno de los 8 ı´ndices de la etapa 40 como
salida, as´ı como sus caracter´ısticas, se exponen en la tabla 4.1, teniendo en cuenta
las preferencias expuestas al inicio del apartado. Adema´s, en el Anexo D se recogen
las gra´ficas de co´mo var´ıa el MSE con el nu´mero de unidades en la capa oculta
del MLP y el nu´mero de epoch realizadas para cada algoritmo. De modo que las
conclusiones que se extraen son:
Los valores de R sugieren que las redes entrenadas para los ı´ndices de salida
NN, SDNN y RMSSD son aceptables. Para el resto de casos, este para´metro
es bajo o incluso negativo, indicando que estas arquitecturas no son va´lidas
para la prediccio´n de dicho ı´ndice, aunque el valor de MSE sea muy bajo.
Para los ı´ndices de salida NN, SDNN y pNN50 se observa que el MSE
disminuye al aumentar el nu´mero de neuronas en la capa oculta al usar el al-
goritmo de BR. Este comportamiento es indiferente para el nu´mero de ciclos.
Sin embargo, no se distingue este hecho para los ı´ndices de salida frecuen-
ciales, incluso para el caso del ı´ndice PLFn la tendencia del MSE para 50 y
100 epochs es creciente al aumentar el nu´mero de unidades en la capa oculta.
El MSE disminuye al aumentar el nu´mero de ciclos de entrenamiento em-
pleando el algoritmo de GMD en todos los casos. Adema´s, para los ı´ndices
RMSSD y RLFHF el MSE aumenta ligeramente al aumentar el nu´mero de
neuronas en la capa intermedia.
Al emplear el algoritmo RP, el MSE aumenta al aumentar el nu´mero de neu-
ronas, excepto para los ı´ndices PLF, PHF y PLFn.
Los errores medios de las distintas arquitecturas usando el algoritmo LM no
siguen ninguna tendencia para alguna de las salidas, aunque destaca el valor
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continuo de MSE obtenido para todas las arquitecturas, indistintamente del
nu´mero de epochs empleado, para las variables RMSSD y PLFn.
Salida Algoritmo Arquitectura Epochs MSEeval Reval Time(s)
NN RP 8/12/1 400 0,040 0,830 24,141
SDNN LM 8/4/1 50 0,051 0,801 23,165
RMSSD RP 8/8**/1 20 0,030 0,824 18,438
pNN50 RP 8/2**/1 20 0,083 0,520 20,186
PLF BR 8/4/1 100 0,074 -0,961* 44,433
PHF RP 8/2/1 20 0,087 0,501 19,450
PLFn BR 8/2/1 100 0,077 -0,876* 84,637
RLFHF BR 8/6/1 50 0,018 -0,622* 37,090
Tabla 4.1. Algoritmos y para´metros de calidad para los casos de menor MSE en los distintos
MLP, siendo las salidas los ı´ndices de la etapa 40 individualmente y usando como
para´metros de entrada los ı´ndices de la etapa 0I. En la columna Arquitectura se
muestra el nu´mero de neuronas en cada capa.
*Arquitectura no recomendada por presentar un valor negativo de R.
**Arquitectura con un nu´mero de neuronas en la capa oculta bajo, aunque no sea el
menor MSE conseguido.
4.3. MLPs para predecir los ı´ndices de la etapa
40 segu´n los para´metros biof´ısicos
En las secciones anteriores se seleccionaron y analizaron 16 variables biof´ısicas.
Sin embargo, debido a la presencia de valores no va´lidos, esta lista ha quedado redu-
cida a 9 para´metros, siendo estos: Edad, Altura, Peso, si toma medicacio´n, si fuma,
si toma alcohol, si consume cafe´ına, si ha tomado alguna de las anteriores sustan-
cias en las u´ltimas 4 horas y si el sujeto duerme ma´s de 8 horas. Tambie´n queda
excluida si practica submarinismo porque no aporta informacio´n sobre los ı´ndices
de la etapa 40, segu´n los resultados de nMI.
Siguiendo los mismos pasos que en el entrenamiento anterior, en la tabla 4.2 se
recogen los para´metros de calidad de las arquitecturas con menor MSE para cada
ı´ndice de salida, y en el Anexo D se recogen las gra´ficas con los valores medios de
MSE para cada red, observando que:
Los valores de R son mayoritariamente negativos y con un valor absoluto
elevado, de modo que se concluye que los resultados no siguen la tendencia
de los datos y que las variables biof´ısicas aportadas no son adecuadas para
predecir los ı´ndices de la etapa 40.
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Para los ı´ndices de salida PLF, PHF se observa que el MSE disminuye al
aumentar el nu´mero de neuronas en la capa oculta al usar el algoritmo de BR.
Sin embargo, para los ı´ndices de salida pNN50 y PLFn el MSE aumenta
al incrementar el taman˜o de la capa oculta.
El MSE disminuye al aumentar el nu´mero de ciclos de entrenamiento em-
pleando el algoritmo de GMD, pero aumenta ligeramente conforme se eleva el
nu´mero de neuronas en la capa intermedia en todos los casos.
Al emplear el algoritmo RP, el MSE aumenta al aumentar el nu´mero de neu-
ronas, salvo para los ı´ndices SDNN y PLFn.
Los resultados usando el algoritmo LM son variados. En general, no siguen
ninguna tendencia, aunque se observa que: para los ı´ndices SDNN y PLFn
el valor MSE es pra´cticamente continuo, que aumenta irregularmente con el
nu´mero de neuronas para los ı´ndices PLF y RLFHF y que se aprecia un
cierto descenso con el nu´mero de neuronas para el ı´ndice pNN50.
Salida Algoritmo Arquitectura Epochs MSEeval Reval Time(s)
NN LM 8/2/1 20 0,136 0,395 24,679
SDNN BR 8/6/1 20 0,088 -0,894* 33,085
RMSSD BR 8/4/1 50 0,085 -0,874* 49,560
pNN50 BR 8/2/1 100 0,109 -0,955* 38,620
PLF GDM 8/2**/1 400 0,080 -0,625* 69,687
PHF BR 8/8/1 400 0,098 -0,593* 47,930
PLFn BR 8/8/1 400 0,078 -0,932* 65,637
RLFHF BR 8/4**/1 400 0,020 -0,907* 39,094
Tabla 4.2. Algoritmos y para´metros de calidad para los casos de menor MSE en los distintos
MLP, siendo las salidas los ı´ndices de la etapa 40 individualmente y usando como
para´metros de entrada las variables biof´ısicas. En la columna Arquitectura se muestra
el nu´mero de neuronas en cada capa.
*Arquitectura no recomendada por presentar un valor negativo de R.
**Arquitectura con un nu´mero de neuronas en la capa oculta bajo, aunque no sea el
menor MSE conseguido.
4.4. MLPs para predecir los ı´ndices de la etapa
40 utilizando una combinacio´n de entradas
Para conseguir un modelo general y que la red no quede sobre-entrenada es
importante reducir el nu´mero de entradas. Con el objetivo de detectar variables que
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tengan poca participacio´n en la obtencio´n del valor del ı´ndice deseado, se analizan los
pesos de la capa de entrada de las arquitecturas escogidas en los apartados anteriores
(Anexo D). El peso define la intensidad de la interaccio´n: un valor positivo tiende a
excitar la neurona, mientras que un valor negativo actu´a de inhibidora, atenuando
as´ı su participacio´n. De modo que se escogen aquellas variables a las que se les
ha otorgado un mayor peso de entrada tras el entrenamiento. Esta informacio´n se
recoge en la tabla 4.3. En los casos donde no se observa que unos pesos predominan









Variables con pesos negativos y/o muy pro´ximos






Los pesos de las variables PLF y PLFn son muy
parecidos, y los pesos de las variables biof´ısicas
alcanzan valores muy pequen˜os (10−2).
RMSSD -
Los pesos de los ı´ndices de la etapa 0I tienen un
comportamiento similar. Los pesos de los
para´metros biof´ısicos son muy pequen˜os (10−3),





Los pesos otorgados a los para´metros biof´ısicos





Caso contrario a los anteriores: los pesos
asignados a las neuronas cuando se usan los
ı´ndices de la etapa 0I como entrada son muy
bajos (10−2), y similares entre ellos; mientras que
los valores cuando se usan los para´metros




Los valores en el caso de los para´metros biof´ısicos
son muy pequen˜os (10−2), apreciando que para




Tanto cuando se usan los ı´ndices de la etapa 0I
como las variables biof´ısicas los valores de los
pesos son muy pequen˜os (10−3).
Tabla 4.3. Seleccio´n de las variables de entrada (´ındices de la etapa 0I y/o para´metros biof´ısicos)
segu´n el peso otorgado tras el entrenamiento para los 8 ı´ndices de la etapa 40 usados
como salida.
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Se vuelve a entrenar redes para estudiar el MSE con la nueva combinacio´n de
entrada, es decir, utilizando solo las variables que se muestran en entradas escogidas,
aunque en esta ocasio´n se var´ıa el nu´mero de neuronas en la capa oculta de 1 a 16
solamente. Se recogen las mejores arquitecturas en la tabla 4.4 junto a sus para´metros
de calidad, teniendo en cuenta que para PLFn y RLFHF no se vuelve a repetir el
proceso por el bajo valor de los pesos de las neuronas de entrada, ni para RMSSD
por no variar el nu´mero de para´metros de entrada.
Salida Algoritmo Arquitectura Epochs MSEeval Reval
NN RP 5/4**/1 20 0,049 0,713
SDNN RP 6/4/1 100 0,047 0,736
RMSSD - - - - -
pNN50 RP 4/2**/1 20 0,078 0,577
PLF BR 5/4/1 400 0,074 -0,671*
PHF RP 5/2**/1 20 0,069 0,570
PLFn - - - - -
RLFHF - - - - -
Tabla 4.4. Algoritmos y para´metros de calidad para los casos de menor MSE en los distintos
MLP, siendo las salidas los ı´ndices de la etapa 40 individualmente y usando como
para´metros de entrada algunos ı´ndices de la etapa 0I y/0 algunas de las variables
biof´ısicas. En la columna Arquitectura se muestra el nu´mero de neuronas en cada capa.
*Arquitectura no recomendada por presentar un valor negativo de R.





En este trabajo se han utilizado, principalmente, los para´metros fisiolo´gicos ex-
tra´ıdos de la sen˜al ECG de un grupo de sujetos, la cual fue grabada dentro de una
ca´mara hiperba´rica mientras se simulaban estados de inmersio´n a diferentes presio-
nes atmosfe´ricas. A lo largo del trabajo se ha ampliado el nu´mero de para´metros al
incluir una serie de variables biof´ısicas, con el fin de mejorar la caracterizacio´n de la
respuesta del SNA frente a los cambios de presio´n en la ca´mara.
En concreto, el principal objetivo de este estudio era ver si es posible el desarrollo
de un modelo predictivo del comportamiento de los para´metros fisiolo´gicos a una
profundidad de 40 m, usando la informacio´n aportada por esos mismos para´metros
registrados a nivel del mar junto a ciertas variables biof´ısicas. Poniendo el foco en
los resultados de esas dos etapas (etapa 0I y etapa 40 ), se observan valores del co-
eficiente de correlacio´n de Pearson, R2, bajos, simplemente destacando que existe
mayor relacio´n lineal entre los ı´ndices temporales que entre los ı´ndices frecuencia-
les, da´ndose resultados positivos entre los ı´ndices NN y RMSSD. Sin embargo, los
valores nMI entre pares de datos son muy superiores, sobrepasando el 0,5 en la
mayor´ıa de los casos. Aparecen nuevas parejas relacionadas de forma significativa,
como RMSSD y pNN50, as´ı como los ı´ndices NN y pNN50 con ciertos ı´ndices fre-
cuenciales. Sin embargo, ahora los ı´ndices NN y RMSSD de la etapa 0I con dichos
ı´ndices de la etapa 40 no sobrepasan el 0,75 del valor de nMI, cuando el coeficiente
de correlacio´n de Pearson era 0,873. Por lo general, los resultados que sobrepasan
el umbral impuesto de estas dos medidas, R2 y nMI, alcanzan un valor mayor en la
primera medida. Este hecho puede estar afectado por el mapeo previo que se hace
para poder calcular el valor de nMI, pues no admite valores NaN.
Repitiendo este mismo estudio, pero entre los ı´ndices de las etapas 0I y 40 con
los para´metros biof´ısicos, la idea de que los pares estudiados sigan una relacio´n li-
neal se descarta, salvo para la variable Pulsaciones con los ı´ndices NN y RMSSD,
33
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as´ı como el ı´ndice PLF de la etapa 40 con las variables Medicacio´n y Cafe´ına. En
este caso, hay una mayor diversidad de valores de nMI, encontrando desde relacio-
nes insignificantes, como es la variable Cafe´ına con los ı´ndices de la etapa 40, hasta
pares altamente relacionados, como la Presio´n Arterial alta y baja. Se destaca que la
variable Submarinismo con los ı´ndices de la etapa 40 son totalmente independientes
(valor de nMI igual a 0), as´ı como que la variable Pulsaciones esta´ altamente corre-
lacionada con algunos ı´ndices de las etapas 0I y 40 (valor de nMI igual a 1). Este
efecto tambie´n puede ser fruto de la reduccio´n del nu´mero de parejas de variables
va´lidas tras el mapeo.
El me´todo de Mutual Information dentro de la biomedicina se emplea mayorita-
riamente en el registro de ima´genes, siendo una medida de garant´ıa de la similitud
entre ambas [34]. Sin embargo, en los u´ltimos an˜os esta´ ganando terreno en el en-
torno de clasificacio´n y aproximacio´n, ya que se usa como me´todo para seleccio´n
de caracter´ısticas. Concretamente, en el estudio realizado por Lan et al. [35] se usa
para otorgar un peso a un nuevo biomarcador midiendo la relacio´n entre las carac-
ter´ısticas de ese biomarcador y los diferentes tipos de ca´ncer de mama. La seleccio´n
de caracter´ısticas tambie´n es importante para reducir la complejidad computacio-
nal a la hora de predecir enfermedades por medio de la sen˜al de EEG al reducir
informacio´n, pues es una forma de encontrar de forma cuantitativa caracter´ısticas
relevantes o irrelevantes [36].
En este trabajo se ha escogido redes neuronales artificiales multicapa para la
estimacio´n deseada. Partiendo de las caracter´ısticas de las mejores redes recogidas
en las tablas 4.1, 4.2 y 4.4, se expone que:
Resultados para el ı´ndice de salida NN: Mientras el MSE se mantiene
para los mejores casos, el valor de R de la red escogida usando una combi-
nacio´n de entradas es ligeramente inferior al obtenido usando solamente los
ı´ndices de la etapa 0I, aunque posiblemente la primera red haya mejorado en
generalizacio´n al reducir el nu´mero de entradas. Segu´n los valores de nMI,
se detecto´ una relacio´n positiva con los ı´ndices de entrada NN y RMSSD y
con el resto esos valores son cercanos al 0,75. Sin embargo, para las variables
biof´ısicas de entrada escogidas, Medic. y Fuma, ese valor es muy bajo.
Resultados para el ı´ndice de salida SDNN: En cuanto al comportamiento
del MSE y R, siguen una tendencia parecida al anterior ı´ndice. Recordando
que los ı´ndices de entrada seleccionados fueron: SDNN, RMSSD, pNN50, PLF,
PLFn, RLFHF, se afirmo´ con el valor de nMI una relacio´n positiva con el ı´ndice
PHF de la etapa 0I (no fue seleccionado por el bajo peso aportado a la neurona
de entrada), aunque para el resto de los ı´ndices esos valores son muy cercanos
a la referencia escogida para garantizar la relacio´n.
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Donde se observa con claridad la mejora de las caracter´ısticas de la arquitectura
del MLP escogida (MSE disminuye y R aumenta) al disminuir las variables de entada
es en los siguientes ı´ndices:
Resultados para el ı´ndice de salida pNN50: se usan como variables de
entrada solamente los ı´ndices: NN, RMSSD, pNN50, PHF. Se obtuvo valores
de nMI que garantizan la relacio´n con los ı´ndices RMSSD y pNN50 de la etapa
0I, y para el resto de entradas escogidas ese dato es muy pro´ximo a 0,75. Por
otro lado, el valor de R sigue siendo bajo como para considerar una buena
estimacio´n.
Resultados para el ı´ndice de salida PHF: Se ha conseguido una arqui-
tectura con R positiva, y bajo MSE, al escoger los ı´ndices de la etapa 0I ma´s
significativos como entradas (NN, pNN50, PHF, PLFn y RLFHF). Todos los
valores de nMI para las entradas escogidas en el u´ltimo entrenamiento rondan
el 0,75, pero ninguno llega a valores que garanticen una alta correlacio´n.
Curiosamente, las mejores arquitecturas escogidas al reducir el nu´mero de entra-
das para cada uno de estos 4 ı´ndices utilizan el mismo algoritmo de entrenamiento,
el de Resilient Backpropagation, RP. Se destacan los buenos valores de MSE y R
con la red escogida usando todos los ı´ndices de la etapa 0I para la variable de salida
RMSSD, que tambie´n usa el algoritmo de entrenamiento anterior.
Escoger los para´metros biof´ısicos de entrada Edad, Altura, Peso, Alcohol, Ca-
fe´ına para el ı´ndice de salida PLF debido al valor alto del peso otorgado a dichas
neuronas no ha permitido entrenar una red con bajo MSE y un valor positivo de R.
Este hecho puede quedar justificado con los valores de nMI entre PLF de la etapa
40 y las variables biof´ısicas escogidas, ya que rondan solamente el 0,5 en la mayor´ıa
de ellas. Por otro lado, con el valor de nMI se afirma una relacio´n de este ı´ndice con
el ı´ndice NN de la etapa 0I.
Para los otros dos ı´ndices frecuenciales restantes, PLFn y RLFHF, tampoco se con-
sigue entrenar una red con una mı´nima capacidad de estimacio´n de estos valores.
Como apunte final a la base de datos utilizada, segu´n el valor de nMI, las varia-
bles de Presio´n Arterial, tanto alta como baja, y Pulsaciones esta´n correladas con
los ı´ndices de la etapa 40, lo cual es esperable, pero el hecho de no haber podido
recoger esta informacio´n adecuadamente, pues la mayor´ıa de valores eran de tipo
NaN, ha impedido su uso para el entrenamiento de las redes MLPs. Adema´s, el
contar con una base de datos con un nu´mero no muy elevado de sujetos hace que
los resultados expuestos se puedan afirmar parcialmente.
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Se han encontrado algunas investigaciones en el a´mbito de la biomedicina donde
se emplea el me´todo de MI junto a me´todos de machine learning para seleccionar el
vector de caracter´ısticas de entrada con el fin de, por ejemplo, ver si hay respuesta
a la anestesia con isoflurano por medio del EEG [37] o distinguir de antemano pa-
cientes que pueden llegar a sufrir delirio en la UCI por medio de algunas variables
extra´ıdas de la sen˜al HRV [38]. Sin embargo, en este trabajo se plantea una combi-
nacio´n novedosa de estos dos me´todos dentro del campo de la medicina al tratar de
estimar el valor de ciertas variables, no una respuesta binaria.
El art´ıculo [39], basado en la tesis [40], estudia la influencia del tiempo y la
profundidad en la respuesta del SNA. Atendiendo a los resultados, confirma que el
tiempo de inmersio´n y la profundidad hacen variar el comportamiento del SNA, tal
y como se observo´ en los mapas auto-organizados de las etapas. Tambie´n expone que
los ı´ndices SDNN y RMSSD registran un aumento considerable respecto a la l´ınea
de base a 66, 99, 150 y 200 ft (20, 30, 45,7 y 61 m, aproximadamente), mientras que
la variable PHF lo experimenta a 66 ft y 150 ft, y PLF solo a 150 ft. Recordando
que los modelos de prediccio´n de este trabajo se hacen con los valores registrados a
40 m, queda justificado el bajo peso asignado a los ı´ndices grabados en la l´ınea de
base en el MLP de la variable PLF. De modo que, empleando un me´todo innovador
en este trabajo del estudio de la sen˜al HRV en la actividad de buceo mediante el
uso de redes neuronales artificiales, se pueden contrastar los resultados obtenidos.
En el art´ıculo [41], cuyos datos se grabaron simulando una inmersio´n de 30 m en
mar, y en la publicacio´n [42] tambie´n se confirma la influencia del tiempo en el sis-
tema cardiovascular, y este u´ltimo an˜ade que a 30 m solo se registran cambios en la
rama parasimpa´tica, mientras que a 60 m influyen ambas ramas del SNA.
Por otro lado, respecto a la clasificacio´n de los sujetos, el sujeto 5 se encuentra de
forma aislada en el mapa de activacio´n de la figura 3.5 y sigue esa misma tendencia
en la mayor´ıa de Umatrix obtenidas a partir de los ı´ndices de la etapa 0I junto a
una variable biof´ısica. Se trata del u´nico sujeto que indica que siente dolor antes de
iniciar el registro y se localiza un valor ligeramente ma´s alto del resto (0,7219 frente
al siguiente dato mayor de 0,5803) del ı´ndice RLFHF de la etapa 0F normalizada
segu´n la l´ınea de base. Tambie´n es curioso el hecho de que los sujetos 9 y 14 y los
sujetos 2 y 30 pertenezcan, generalmente, al mismo cluster cuando no aparecen de
forma aislada. La tendencia de estos 4 sujetos no es fa´cil de distinguir, ya que lo
u´nico destacado es el bajo valor del ı´ndice RLFHF de la etapa 0I para los sujetos 9 y
14. Finalmente, el hecho de que los mapas de activacio´n de los para´metros biof´ısicos
Altura y Peso sean muy similares se puede deber a que son datos con un abanico
muy amplio de valores que, normalmente, no siguen ningu´n patro´n.
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Se comenzo´ por un ana´lisis sencillo estudiando la posible relacio´n lineal entre
pares de variables. A pesar de los pocos resultados positivos detectados, se destaca
la importancia de los ı´ndices NN y RMSSD, ya que:
Los ı´ndices NN y RMSSD de la etapa 0I se relacionan linealmente con esos
mismos ı´ndices en las otras etapas.
Los ı´ndices NN y RMSSD de las distintas etapas se relacionan linealmente con
las pulsaciones de los sujetos.
Posteriormente, tras investigar sobre el me´todo de Mutual Information, se pudo
ver que ciertas variables frecuenciales tambie´n comparten informacio´n con el ı´ndice
NN de la etapa 0I, por ejemplo el ı´ndice PLF de la etapa 40, con un valor de nMI
de 0,785 frente al valor de R2 de 0,177.
Se observa que hay pocos pares de variables con alto valor de nMI, por ello se
decidio´ emplear modelos multivariable y, por tanto, ampliar el estudio al campo
de las redes neuronales artificiales. En un primer momento, se elige la opcio´n de
normalizar segu´n los valores de l´ınea de base (etapa 0I ) para evitar la influencia de
la diferencia de valor de los datos, concluyendo que:
El tiempo en inmersio´n y el hecho de estar en una etapa descendente o ascen-
dente en el entorno hiperba´rico afectan notablemente a los ı´ndices de actividad
del SNA.
Existe una alta variabilidad de la respuesta del SNA entre sujetos expuestos a
un entorno hiperba´rico.
Con la idea de detectar para´metros biof´ısicos poco influyentes, se analizan los
mapas auto-organizados de los ı´ndices de la etapa 0I junto a una variable biof´ısica,
adaptando el me´todo de normalizacio´n, y se observa que:
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La forma de normalizar los datos modifica las Umatrix obtenidas.
El nu´mero de variables que pueden influir en la respuesta al SNA a determi-
nada profundidad es muy elevado, como muestran los diferentes mapas auto-
organizados.
Para finalizar, la estimacio´n de los ı´ndices del SNA a 40 m de profundidad reali-
zada con las redes tipo MLP es bastante mejorable, ya que la base de datos actual
no es lo suficientemente amplia. Au´n as´ı, se destaca el alto valor del coeficiente de re-
gresio´n medio, junto a un bajo valor del error cuadra´tico medio, de las arquitecturas
para predecir los ı´ndices NN y RMSSD, dando peso a las relaciones detectadas en
el estudio con pares de variables. Sin embargo, no ha sido posible entrenar una red
aceptable para los ı´ndices PLF, PLFn y RLFHF. De forma general, los para´metros
biof´ısicos no aportan un gran peso a la prediccio´n de los ı´ndices de la etapa 40.
En los pro´ximos meses esta´ previsto realizar nuevos registros que permitira´n
ampliar la base de datos, lo que ayudar´ıa a mejorar notablemente los modelos de
redes neuronales obtenidos para todos los ı´ndices. Como l´ınea futura de trabajo, ser´ıa
interesante comprobar si las redes neuronales artificiales entrenadas son capaces de
aumentar la generalizacio´n y proporcionar mejores estimaciones de la respuesta del
SNA en entornos hiperba´ricos variables. Incluir registros en aguas abiertas y estudiar
igualmente esos nuevos datos tambie´n es una l´ınea futura interesante.
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Lista de abreviaturas
0F Etapa de ascenso a nivel del mar, 1 atm
0I Etapa a nivel del mar, 1 atm
20F Etapa de ascenso a 20m, 3 atm
20I Etapa de descenso a 20m, 3 atm
40 Etapa de descenso a 40m, 5 atm
BMU Best Matching Units




GDM algoritmo de entrenamiento de Descenso de gradiente con momento
HF High Frequency
HRV Heart Rate Variability
LF Low Frequency
LM algoritmo de entrenamiento de Levenberg-Marquardt
MI Mutual Information
MLP Multilayer Perceptron
MSE Error cuadrático medio
NaN Not a Number
nMI Normalized Mutual Information
NN Valor mediano de los intervalos entre latidos consecutivos clasificados como
Normales
2
PHF Potencia en la banda de alta frecuencia de la señal HRV
PLFn Potencia en la banda de baja frecuencia normalizada de la señal HRV
PLF Potencia en la banda de baja frecuencia de la señal HRV
pNN50 Número de pares de NN sucesivos que difieren en más de 50ms, dividido
por el número total de intervalos NN
RLFHF Potencia en la banda de baja frecuencia normalizada de la señal HRV
RMSSD Raíz cuadrada de la media de los cuadrados de las diferencias sucesivas
entre los intervalos NN adyacentes
RP algoritmo de entrenamiento de Resilient Backpropagation
R Coeficiente de correlación de Pearson
SDNN Rango intercuartílico de los intervalos NN, como una medida de dispersión
estadística
SNA Sistema Nervioso Autónomo
SOM Self-Organizing Map
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Anexo A
Regresio´n lineal
A.1. I´ndices etapa 0I con resto de etapas
Etapa 20I







NN 0,926 0,091 0,880 0,243 0,331 0,072 0,060 0,155
SDNN 0,504 0,598 0,581 0,713 0,019 0,035 0,006 0,076
RMSSD 0,918 0,104 0,881 0,255 0,310 0,072 0,057 0,150
pNN50 0,632 0,432 0,669 0,777 0,010 0,028 0,063 0,207
PLF 0,115 0,219 0,067 0,053 0,685 0,242 0,039 0,087
PHF 0,008 0,396 0,020 0,520 0,133 0,489 0,049 0,091
PLFn 0,096 0,063 0,111 0,316 0,044 0,092 0,226 0,373
RLFHF 0,075 0,029 0,075 0,247 0,087 0,114 0,374 0,467
Tabla A.1. Valores de R2 entre los ı´ndices del estado 0I y del estado 20I.
Etapa 20F







NN 0,932 0,290 0,920 0,274 0,136 0,042 0,014 0,000
SDNN 0,375 0,753 0,436 0,690 0,037 0,205 0,004 0,037
RMSSD 0,933 0,303 0,927 0,294 0,146 0,029 0,021 0,000
pNN50 0,490 0,616 0,548 0,760 0,000 0,176 0,056 0,001
PLF 0,236 0,016 0,199 0,032 0,412 0,279 0,038 0,055
PHF 0,024 0,221 0,008 0,285 0,179 0,752 0,052 0,016
PLFn 0,027 0,132 0,042 0,200 0,009 0,257 0,281 0,177
RLFHF 0,046 0,075 0,052 0,153 0,000 0,078 0,113 0,084
Tabla A.2. Valores de R2 entre los ı´ndices del estado 0I y del estado 20F.
Etapa 0F







NN 0,805 0,447 0,828 0,224 0,047 0,027 0,002 0,062
SDNN 0,139 0,589 0,215 0,478 0,072 0,235 0,004 0,002
RMSSD 0,786 0,446 0,808 0,235 0,048 0,016 0,006 0,052
pNN50 0,187 0,560 0,250 0,535 0,064 0,274 0,030 0,000
PLF 0,244 0,024 0,156 0,034 0,439 0,195 0,068 0,001
PHF 0,211 0,062 0,157 0,117 0,307 0,852 0,048 0,058
PLFn 0,014 0,031 0,014 0,097 0,030 0,516 0,408 0,224
RLFHF 0,000 0,017 0,001 0,082 0,045 0,217 0,253 0,131
Tabla A.3. Valores de R2 entre los ı´ndices del estado 0I y del estado 0F.
A.2. I´ndices etapa 0I con variables biof´ısicas
Etapa 20I
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,017 0,360 0,017 0,252 0,181 0,262 0,000 0,000
Ge´nero 0,240 0,0291 0,238 0,0260 0,090 0,126 0,021 0,000
Altura 0,275 0,035 0,300 0,077 0,056 0,003 0,082 0,010
Peso 0,241 0,019 0,256 0,097 0,054 0,035 0,057 0,023
PAalta 0,195 0,346 0,221 0,176 0,038 0,217 0,005 0,009
PAbaja 0,005 0,168 0,004 0,144 0,000 0,007 0,063 0,005
Pulsac. 0,831 0,139 0,737 0,409 0,841 0,006 0,410 0,631
Medic. 0,104 0,005 0,118 0,003 0,052 0,718 0,109 0,050
Dolor 0,444 0,205 0,452 0,149 0,010 0,002 0,003 0,020
Fuma 0,184 0,065 0,148 0,195 0,022 0,074 0,002 0,038
Alcohol 0,002 0,076 0,000 0,020 0,029 0,034 0,013 0,023
Cafe´ına 0,093 0,000 0,110 0,004 0,076 0,291 0,006 0,005
B. gas 0,008 0,164 0,015 0,282 0,029 0,165 0,345 0,239
U´lt.4h 0,000 0,005 0,004 0,001 0,038 0,035 0,002 0,012
Submar. 0,010 0,003 0,014 0,025 0,026 0,013 0,052 0,019
D. 8h+ 0,141 0,333 0,136 0,289 0,001 0,047 0,034 0,053
Tabla A.4. Valores de R2 entre los datos biof´ısicos y las variables del estado 20I.
Etapa 20F
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,026 0,022 0,014 0,046 0,223 0,112 0,065 0,069
Ge´nero 0,125 0,023 0,118 0,001 0,166 0,043 0,008 0,000
Altura 0,105 0,046 0,109 0,092 0,001 0,001 0,015 0,016
Peso 0,027 0,031 0,026 0,036 0,044 0,000 0,021 0,006
PAalta 0,088 0,038 0,080 0,075 0,253 0,181 0,039 0,001
PAbaja 0,004 0,047 0,006 0,083 0,001 0,049 0,027 0,012
Pulsac. 0,804 0,663 0,769 0,451 0,005 0,657 0,104 0,116
Medic. 0,161 0,001 0,144 0,011 0,478 0,078 0,096 0,023
Dolor 0,432 0,081 0,450 0,140 0,020 0,018 0,000 0,009
Fuma 0,001 0,010 0,001 0,017 0,078 0,000 0,133 0,092
Alcohol 0,032 0,196 0,046 0,038 0,025 0,085 0,014 0,002
Cafe´ına 0,245 0,059 0,236 0,095 0,204 0,005 0,149 0,023
B. gas 0,000 0,000 0,001 0,174 0,000 0,192 0,184 0,192
U´lt.4h 0,000 0,019 0,002 0,006 0,104 0,085 0,299 0,116
Submar. 0,017 0,017 0,018 0,037 0,002 0,014 0,017 0,001
D. 8h+ 0,009 0,001 0,011 0,020 0,001 0,000 0,009 0,005
Tabla A.5. Valores de R2 entre los datos biof´ısicos y las variables del estado 20F.
Etapa 0F
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,047 0,207 0,013 0,056 0,447 0,109 0,326 0,221
Ge´nero 0,424 0,015 0,422 0,052 0,171 0,123 0,001 0,020
Altura 0,353 0,045 0,423 0,172 0,007 0,017 0,002 0,013
Peso 0,259 0,000 0,298 0,104 0,120 0,012 0,107 0,046
PAalta 0,353 0,018 0,373 0,366 0,206 0,434 0,003 0,018
PAbaja 0,001 0,181 0,005 0,038 0,025 0,000 0,038 0,093
Pulsac. 0,906 0,399 0,951 0,734 0,015 0,568 0,001 0,164
Medic. 0,545 0,003 0,489 0,064 0,433 0,115 0,052 0,003
Dolor 0,241 0,781 0,280 0,024 0,164 0,0209 0,122 0,374
Fuma 0,074 0,114 0,048 0,044 0,166 0,111 0,167 0,121
Alcohol 0,013 0,021 0,003 0,031 0,049 0,032 0,011 0,047
Cafe´ına 0,380 0,000 0,370 0,061 0,211 0,025 0,089 0,006
B. gas 0,004 0,070 0,008 0,120 0,187 0,138 0,045 0,013
U´lt.4h 0,018 0,011 0,027 0,010 0,081 0,153 0,492 0,241
Submar. 0,012 0,001 0,021 0,006 0,002 0,018 0,036 0,002
D. 8h+ 0,022 0,352 0,043 0,004 0,339 0,000 0,193 0,288
Tabla A.6. Valores de R2 entre los datos biof´ısicos y las variables del estado 0F.
Anexo B
Mutual Information
B.1. I´ndices etapa 0I con resto de etapas
Etapa 20I







NN 0,883 0,723 0,685 0,735 0,670 0,640 0,640 0,518
SDNN 0,656 0,695 0,603 0,708 0,580 0,538 0,658 0,611
RMSSD 0,872 0,711 0,723 0,723 0,657 0,625 0,626 0,560
pNN50 0,665 0,703 0,765 0,815 0,595 0,636 0,721 0,488
PLF 0,703 0,690 0,703 0,703 0,707 0,656 0,656 0,470
PHF 0,670 0,657 0,722 0,670 0,596 0,615 0,566 0,421
PLFn 0,665 0,652 0,665 0,665 0,595 0,728 0,669 0,548
RLFHF 0,562 0,546 0,619 0,562 0,473 0,416 0,678 0,554
Tabla B.1. Valores de MI normalizados entre los ı´ndices del estado 0I y del estado 20I.
Etapa 20F







NN 0,799 0,733 0,904 0,667 0,613 0,658 0,684 0,560
SDNN 0,685 0,640 0,619 0,669 0,606 0,550 0,581 0,423
RMSSD 0,720 0,722 0,776 0,703 0,599 0,646 0,623 0,487
pNN50 0,688 0,643 0,625 0,671 0,561 0,559 0,538 0,441
PLF 0,731 0,667 0,602 0,743 0,713 0,637 0,663 0,533
PHF 0,686 0,594 0,623 0,670 0,685 0,679 0,586 0,439
PLFn 0,566 0,623 0,603 0,552 0,536 0,588 0,667 0,471
RLFHF 0,475 0,645 0,459 0,569 0,515 0,496 0,529 0,415
Tabla B.2. Valores de MI normalizados entre los ı´ndices del estado 0I y del estado 20F.
Etapa 0F







NN 0,809 0,566 0,819 0,663 0,586 0,746 0,677 0,590
SDNN 0,574 0,617 0,660 0,662 0,574 0,600 0,701 0,440
RMSSD 0,774 0,583 0,843 0,625 0,542 0,708 0,639 0,543
pNN50 0,672 0,764 0,691 0,696 0,619 0,641 0,766 0,561
PLF 0,801 0,571 0,758 0,874 0,757 0,776 0,726 0,733
PHF 0,867 0,534 0,800 0,752 0,619 0,877 0,654 0,498
PLFn 0,658 0,540 0,677 0,682 0,542 0,626 0,753 0,607
RLFHF 0,620 0,597 0,705 0,647 0,491 0,583 0,663 0,557
Tabla B.3. Valores de MI normalizados entre los ı´ndices del estado 0I y del estado 0F.
B.2. I´ndices etapa 0I con variables biof´ısicas
Etapa 20I
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,673 0,661 0,673 0,723 0,709 0,568 0,626 0,500
Ge´nero 0,312 0,240 0,418 0,276 0,394 0,208 0,406 0,228
Altura 0,773 0,661 0,723 0,673 0,604 0,625 0,678 0,582
Peso 0,721 0,659 0,790 0,671 0,760 0,566 0,676 0,580
PAalta 0,714 0,815 0,714 0,624 0,795 0,675 0,795 0,575
PAbaja 0,460 0,575 0,623 0,318 0,586 0,604 0,586 0,378
Puls. 0,910 0,910 0,910 0,910 0,910 0,810 0,910 0,768
Medic. 0,224 0,171 0,369 0,222 0,386 0,411 0,181 0,103
Dolor 0,365 0,226 0,369 0,224 0,176 0,249 0,181 0,199
Fuma 0,241 0,300 0,331 0,456 0,385 0,126 0,249 0,207
Alcohol 0,181 0,514 0,218 0,278 0,127 0,309 0,427 0,129
Cafe´ına 0,234 0,194 0,343 0,193 0,318 0,288 0,312 0,106
B. gas 0,418 0,210 0,414 0,403 0,078 0,217 0,315 0,446
U´lt.4h 0,181 0,281 0,181 0,278 0,127 0,356 0,150 0,063
Submar. 0,220 0,222 0,220 0,168 0,177 0,124 0,371 0,201
D. 8h+ 0,343 0,346 0,302 0,452 0,131 0,388 0,199 0,106
Tabla B.4. Valores de MI normalizados entre los datos biof´ısicos y las variables del estado 20I.
Etapa 20F
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,614 0,667 0,552 0,695 0,486 0,587 0,712 0,590
Ge´nero 0,199 0,234 0,131 0,305 0,301 0,361 0,242 0,289
Altura 0,661 0,709 0,649 0,691 0,641 0,684 0,708 0,537
Peso 0,614 0,667 0,651 0,713 0,538 0,587 0,566 0,498
PAalta 0,713 0,821 0,795 0,638 0,713 0,608 0,713 0,595
PAbaja 0,598 0,598 0,685 0,630 0,598 0,595 0,717 0,571
Puls. 0,744 0,821 0,845 0,660 0,797 0,714 0,744 0,460
Medic. 0,230 0,224 0,176 0,375 0,414 0,234 0,230 0,444
Dolor 0,371 0,220 0,377 0,361 0,147 0,142 0,228 0,266
Fuma 0,326 0,379 0,127 0,320 0,115 0,232 0,288 0,263
Alcohol 0,203 0,217 0,137 0,286 0,068 0,226 0,293 0,197
Cafe´ına 0,196 0,154 0,235 0,509 0,310 0,121 0,232 0,334
B. gas 0,292 0,277 0,347 0,196 0,209 0,259 0,327 0,244
U´lt.4h 0,136 0,246 0,235 0,262 0,164 0,434 0,521 0,270
Submar. 0,175 0,168 0,143 0,222 0,186 0,119 0,141 0,135
D. 8h+ 0,521 0,189 0,392 0,262 0,368 0,219 0,365 0,404
Tabla B.5. Valores de MI normalizados entre los datos biof´ısicos y las variables del estado 20F.
Etapa 0F
NN SDNN RMSSD pNN50 PLF PHF PLFn RLFHF
Edad 0,696 0,566 0,712 0,663 0,844 0,667 0,787 0,590
Ge´nero 0,501 0,136 0,361 0,492 0,303 0,501 0,293 0,159
Altura 0,687 0,646 0,704 0,710 0,575 0,657 0,723 0,516
Peso 0,716 0,445 0,733 0,739 0,542 0,626 0,753 0,543
PAalta 1,000 0,547 0,763 0,763 0,763 0,746 0,763 0,726
PAbaja 0,726 0,307 0,607 0,607 0,607 0,529 0,607 0,744
Puls. 0,910 0,768 0,910 0,910 0,810 0,558 0,910 0,910
Medic. 0,406 0,118 0,388 0,401 0,427 0,431 0,175 0,263
Dolor 0,239 0,482 0,388 0,175 0,247 0,139 0,400 0,257
Fuma 0,164 0,281 0,230 0,237 0,340 0,150 0,244 0,179
Alcohol 0,155 0,133 0,312 0,218 0,232 0,181 0,255 0,081
Cafe´ına 0,290 0,143 0,346 0,359 0,303 0,275 0,238 0,349
B. gas 0,257 0,361 0,284 0,257 0,168 0,371 0,436 0,084
U´lt.4h 0,330 0,253 0,414 0,218 0,189 0,448 0,530 0,405
Submar. 0,140 0,085 0,222 0,230 0,146 0,115 0,136 0,193
D. 8h+ 0,365 0,279 0,346 0,195 0,507 0,151 0,282 0,399
























































Fig. C.1. Umatrix con los clusters detectados (izquierda) y el mapa etiquetado (derecha) segu´n los










































(d) I´ndices junto a peso
U-matrix









(e) I´ndices junto a presio´n arterial alta
U-matrix









(f) I´ndices junto a presio´n arterial baja
Fig. C.2. Umatrix de los ı´ndices de la etapa 0I y la variable biofisica en cuestio´n, normalizados





































































(f) I´ndices junto a si toma cafe´ına
Fig. C.3. Umatrix de los ı´ndices de la etapa 0I y la variable biofisica en cuestio´n, normalizados
todos los datos segu´n la fo´rmula de la seccio´n 3.3 (II).
U-matrix








(a) I´ndices junto a si toma bebidas con
gas
U-matrix






















(c) I´ndices junto a si practica submarinis-
mo
U-matrix











(d) I´ndices junto a si duerme 8 horas o
ma´s
Fig. C.4. Umatrix de los ı´ndices de la etapa 0I y la variable biofisica en cuestio´n, normalizados
todos los datos segu´n la fo´rmula de la seccio´n 3.3 (III).
Anexo D
Resultados MLP
D.1. Error medio de cada arquitectura
Se apoya en la toolbox Neural Network de Matlab para el entrenamiento de las
distintas arquitecturas, haciendo uso de las siguientes funciones:
fitnet para crear la red con el nu´mero de neuronas en la capa oculta y el
me´todo de entrenamiento seleccionado.
net.layers1.transferFcn = ’logsig’ para escoger la funcio´n sigmoide.
net.divideParam.trainRatio = 1 ya que se pasa directamente el set de datos
de entrenamiento.
net.trainParam.goal = 1e-2 es el error cuadrado ma´ximo promedio.
A continuacio´n, se exponen las gra´ficas del MSE medio de las distintas arquitec-
turas entrenadas con cada algoritmo para cada uno de los 8 ı´ndices de la etapa 40
como salida, variando las variables de entrada utilizadas.
I´ndices de la etapa 0I como datos de entrada
Número de neuronas capa oculta
























Número de neuronas capa oculta

























Número de neuronas capa oculta

























Número de neuronas capa oculta

























Fig. D.1. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice NN de la etapa 40. Entradas: ı´ndices de la etapa 0I.
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Número de neuronas capa oculta






















Número de neuronas capa oculta
























Número de neuronas capa oculta

























Fig. D.2. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice SDNN de la etapa 40. Entradas: ı´ndices de la etapa 0I.
Número de neuronas capa oculta























Número de neuronas capa oculta

























Número de neuronas capa oculta






















Número de neuronas capa oculta

























Fig. D.3. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice RMSSD de la etapa 40. Entradas: ı´ndices de la etapa 0I.
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Número de neuronas capa oculta
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Número de neuronas capa oculta






















Fig. D.4. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice pNN50 de la etapa 40. Entradas: ı´ndices de la etapa 0I.
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Número de neuronas capa oculta
























Número de neuronas capa oculta
























Número de neuronas capa oculta

























Fig. D.5. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice PLF de la etapa 40. Entradas: ı´ndices de la etapa 0I.
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Número de neuronas capa oculta
























Número de neuronas capa oculta
























Número de neuronas capa oculta

























Fig. D.6. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice PHF de la etapa 40. Entradas: ı´ndices de la etapa 0I.
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Número de neuronas capa oculta
























Fig. D.7. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice PLFn de la etapa 40. Entradas: ı´ndices de la etapa 0I.
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Número de neuronas capa oculta

























Fig. D.8. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice RLFHF de la etapa 40. Entradas: ı´ndices de la etapa 0I.
Variables biof´ısicas como datos de entrada
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Número de neuronas capa oculta
























Fig. D.9. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero de
epochs. Salida: ı´ndice NN de la etapa 40. Entradas: variables biof´ısicas.
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Número de neuronas capa oculta
























Fig. D.10. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice SDNN de la etapa 40. Entradas: variables biof´ısicas.
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Número de neuronas capa oculta

























Fig. D.11. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice RMSSD de la etapa 40. Entradas: variables biof´ısicas.
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Número de neuronas capa oculta
























Fig. D.12. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice pNN50 de la etapa 40. Entradas: variables biof´ısicas.
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Fig. D.13. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice PLF de la etapa 40. Entradas: variables biof´ısicas.
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Número de neuronas capa oculta
























Fig. D.14. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice PHF de la etapa 40. Entradas: variables biof´ısicas.
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Fig. D.15. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice PLFn de la etapa 40. Entradas: variables biof´ısicas.
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Número de neuronas capa oculta
























Fig. D.16. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice RLFHF de la etapa 40. Entradas: variables biof´ısicas.
I´ndices de la etapa 0I y para´metros biof´ısicos seleccionados
como datos de entrada
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Fig. D.17. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice NN de la etapa 40. Entradas: ı´ndices de la etapa 0I y/o
variables biof´ısicas con peso dominantes.
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Fig. D.18. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice SDNN de la etapa 40. Entradas: ı´ndices de la etapa 0I y/o
variables biof´ısicas con peso dominantes.
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Fig. D.19. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice pNN50 de la etapa 40. Entradas: ı´ndices de la etapa 0I y/o
variables biof´ısicas con peso dominantes.
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Fig. D.20. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice PLF de la etapa 40. Entradas: ı´ndices de la etapa 0I y/o
variables biof´ısicas con peso dominantes.
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Fig. D.21. MSE de los distintos algoritmos variando el nu´mero de unidades ocultas y el nu´mero
de epochs. Salida: ı´ndice PHF de la etapa 40. Entradas: ı´ndices de la etapa 0I y/o
variables biof´ısicas con peso dominantes.




















































































(b) Entrada: Para´metros biof´ısicos
Fig. D.22. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice NN
de la etapa 40. (a) MLP formado con 12 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 2 neuronas en la capa














































































(b) Entrada: Para´metros biof´ısicos
Fig. D.23. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice
SDNN de la etapa 40. (a) MLP formado con 4 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 6 neuronas en la capa













































































(b) Entrada: Para´metros biof´ısicos
Fig. D.24. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice
RMSSD de la etapa 40. (a) MLP formado con 8 neuronas en la capa interna, siendo
las entradas los ı´ndices de la etapa 0I. (b) MLP formado con 4 neuronas en la capa




































































(b) Entrada: Para´metros biof´ısicos
Fig. D.25. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice
pNN50 de la etapa 40. (a) MLP formado con 2 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 2 neuronas en la capa








































































(b) Entrada: Para´metros biof´ısicos
Fig. D.26. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice PLF
de la etapa 40. (a) MLP formado con 4 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 2 neuronas en la capa











































































(b) Entrada: Para´metros biof´ısicos
Fig. D.27. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice PHF
de la etapa 40. (a) MLP formado con 2 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 8 neuronas en la capa

















































































(b) Entrada: Para´metros biof´ısicos
Fig. D.28. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice
PLFn de la etapa 40. (a) MLP formado con 2 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 8 neuronas en la capa














































































(b) Entrada: Para´metros biof´ısicos
Fig. D.29. Pesos de la capa de entrada de la arquitectura del MLP, siendo la salida el ı´ndice
RLFHF de la etapa 40. (a) MLP formado con 6 neuronas en la capa interna, siendo las
entradas los ı´ndices de la etapa 0I. (b) MLP formado con 4 neuronas en la capa
interna, siendo las entradas los para´metros biof´ısicos.

