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Abstract
Meta-learning methods have shown an impressive ability to train models that rapidly
learn new tasks. However, these methods only aim to perform well in expectation
over tasks coming from some particular distribution that is typically equivalent across
meta-training and meta-testing, rather than considering worst-case task performance.
In this work we introduce the notion of “task-robustness” by reformulating the popular
Model-Agnostic Meta-Learning (MAML) objective [Finn et al., 2017] such that the goal
is to minimize the maximum loss over the observed meta-training tasks. The solution
to this novel formulation is task-robust in the sense that it places equal importance
on even the most difficult and/or rare tasks. This also means that it performs well
over all distributions of the observed tasks, making it robust to shifts in the task
distribution between meta-training and meta-testing. We present an algorithm to solve
the proposed min-max problem, and show that it converges to an -accurate point
at the optimal rate of O(1/2) in the convex setting and to an (, δ)-stationary point
at the rate of O(max{1/5, 1/δ5}) in nonconvex settings. We also provide an upper
bound on the new task generalization error that captures the advantage of minimizing
the worst-case task loss, and demonstrate this advantage in sinusoid regression and
image classification experiments.
1 Introduction
Despite continual advances in computational power and data collection, many scenarios
remain in which machine learning models must rapidly adapt to previously unseen tasks.
Motivated by such scenarios, meta-learning techniques aim to learn how to learn quickly
from few samples by leveraging knowledge acquired while learning prior tasks [Bengio et al.,
1990, Thrun and Pratt, 2012]. The recent successes of these techniques in areas such as
few-shot learning [Finn et al., 2017, Ravi and Larochelle, 2016, Snell et al., 2017, Vinyals
et al., 2016] and reinforcement learning [Duan et al., 2016, Song et al., 2019, Wang et al.,
2016] have sparked tremendous interest in meta-learning.
Following the setting introduced by Baxter [1998], most offline meta-learning methods try
to minimize the expected loss on new tasks drawn from the same, but unknown, distribution
as a finite set of meta-training tasks. For example, in gradient-based meta-learning, the
learning method is typically a small number of stochastic gradient descent (SGD) steps,
and the means to learn quickly is having a favorable initialization. Standard methods thus
try to find an initialization that enables the model fine-tuned via task-specific SGD to
perform well in expectation over new tasks. Since they assume the new tasks are drawn
from the same unknown distribution as the meta-training tasks, during meta-training they
attempt to minimize the average empirical loss after one step of SGD [Finn et al., 2017,
Nichol and Schulman, 2018].
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However, by minimizing the average loss, such methods may perform arbitrarily poorly
on difficult and/or rare meta-training tasks. Poor worst-case performance is unacceptable in
applications including those where safety and fairness are critical, e.g., few-shot fingerprint
recognition in security systems and few-shot facial recognition among different demograph-
ics. Moreover, the assumption that the meta-training and meta-testing distributions are
equivalent is often unrealistic. If the meta-training dataset overestimates the prevalence
of certain types of tasks in the meta-test distribution, existing methods will overfit to the
popular tasks and fail to generalize to new tasks in both expectation and the worst case.
Indeed, existing generalization bounds for gradient-based meta-learning strategies depend
on the similarity of the meta-test tasks to the meta-training solution [Zhou et al., 2019,
Balcan et al., 2019], rather than exploiting the diversity of the meta-training tasks to show
generalization to a broad range of new tasks.
To address these issues, we propose a novel meta-learning formulation that calls for
minimizing the maximum as opposed to average task loss during meta-training. Our
contributions are threefold:
• We modify the standard gradient-based meta-learning framework, Model-Agnostic
Meta-Learning (MAML) [Finn et al., 2017], to find an initialization that minimizes
the loss after one SGD step for the worst-case task, where tasks are broadly defined
as distributions over few-shot learning problems. Our new formulation, Task-Robust
MAML (TR-MAML), thus yields a "task-robust" solution, in the sense that it
prioritizes performance equally on all observed tasks, including the hardest and rarest
ones. Importantly, this means it is also robust to all shifts in distribution over the
sampled tasks from meta-training to meta-testing.
• We present an algorithm to solve our min-max formulation and prove that it con-
vergences efficiently in both convex and nonconvex settings. In the convex case,
it achieves the optimal rate of O(−2) stochastic gradient evaluations, and in the
nonconvex case, it reaches an (, δ)-stationary point at a rate of O(max{−5, δ−5})
stochastic gradient evaluations.
• We capture the generality of our formulation’s task robustness by giving a Rademacher
complexity bound on the generalization error of any new task within the convex
hull of the meta-training tasks, as well as showing improved performance in few-shot
sinusoid regression and image classification experiments compared to MAML.
Related Work. Among a variety of meta-learning formulations, MAML [Finn et al., 2017]
has become especially popular due to its efficiency and flexibility, inspiring many related
works [Antoniou et al., 2019, Li et al., 2017, Nichol and Schulman, 2018, Bertinetto et al.,
2018, Lee et al., 2019]. From more theoretical perspectives, Fallah et al. [2019] analyzed
the convergence of MAML with nonconvex losses, Rajeswaran et al. [2019] and Zhou et al.
[2019] presented MAML variants with guarantees in both convex and nonconvex settings,
and other works have shown regret bounds for online analogues of MAML [Finn et al.,
2019, Zhuang et al., 2019, Khodak et al., 2019]. Meanwhile, robustness in meta-learning
has been studied in multiple recent works. Zügner and Günnemann [2019] and Yin et al.
[2018] proposed models whose expected performance is robust to perturbations in the task
samples, and Lee et al. [2020] extended MAML to deal with imbalances in the number of
samples per task instance and out-of-distribution meta-test tasks, but their model requires
a complicated dataset encoding and computing per-task balancing variables. Additionally,
Jamal and Qi [2019] introduced a heuristic that aims to prevent over-performing on
certain meta-training tasks by regularizing the inequality among task losses, although
only across mini-batches. Cai et al. [2020] also considered a task-weighted objective and
showed Rademacher complexity-based generalization bounds, but their weights utilize task
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similarity to a particular target rather than optimizing for worst-case performance. To the
best of our knowledge, no other offline meta-learning formulation attempts to minimize the
worst-case loss over tasks.
Many works outside meta-learning have considered min-max optimization problems of
the finite-sum form discussed here. In the context of distributionally-robust optimization,
Shalev-Shwartz and Wexler [2016] and Duchi and Namkoong [2018] argued that minimizing
the maximal loss over a set of possible distributions can provide better generalization
performance than minimizing the average loss. While Nemirovski et al. [2009] showed
that the stochastic mirror descent-ascent algorithm achieves the asymptotically optimal
O(−2) convergence rate to an -accurate solution in the convex setting, the literature is
less established for nonconvex problems. Rafique et al. [2018] proposed a stochastic inexact
proximal point method that attains O˜(−6) convergence in terms of the outer minimization
problem when that problem is nonsmooth and weakly convex, while Qian et al. [2019]
showed O˜(−4) convergence when the outer problem is smooth and strongly convex. In the
deterministic case, Nouiehed et al. [2019] demonstrated an O˜(−3.5) convergence rate to an
-first-order Nash equilibrium for a gradient descent-ascent algorithm. Also, Chen et al.
[2017] and Jin et al. [2019] analyzed first order methods that improve on these rates but
rely on an oracle to solve the inner maximization.
2 Problem Formulation
Before discussing our min-max objective, we first formalize the meta-learning scenario. Let
x ∈ X and y ∈ Y denote inputs and labels, respectively, and let hw : X → Y represent the
model parameterized by w. The performance of hw on a point (x, y) ∈ X ×Y is determined
by `(hw(x), y), where ` : Y × Y → R+ is a loss function, e.g., the mean squared error in
regression and the cross entropy loss in classification. We define a task Ti as a distribution
Di over task instances, which are few-shot learning episodes composed of two data batches,
Dtraini,j and D
test
i,j , of K and J points, respectively, in X ×Y . Within each task instance, the
goal of the learner is to perform well on the points in Dtesti,j after learning from the points
in Dtraini,j , which is made possible by assuming that each point in both batches is an i.i.d.
sample from the same distribution Di,j over X × Y.
During meta-training, a finite number of task instances are observed by first sampling a
task Ti from P (T ), the meta-training distribution over tasks, then sampling (Dtraini,j , Dtesti,j ) ∼
Di. Let there be mi instances of the i-th task for each of n tasks observed during meta-
training, for a total of m :=
∑n
i=1mi task instances. In MAML, for each task instance, the
datasetDtraini,j is used to update a global initialization w via one SGD step with respect to the
expected loss of the model on Di,j , namely fi,j(w) := E(x,y)∼Di,j [`(hw(x), y)]. Afterwards,
the resulting "test" loss is approximated using Dtesti,j , which serves as the meta-training
loss. With the ultimate goal of learning how to learn new task instances coming from
the same distribution P (T ), the meta-training objective is to find a w that minimizes the
post-update loss on Dtesti,j on average over the observed task instances, namely:
min
w∈W
1
m
n∑
i=1
mi∑
j=1
fˆi,j(w − α∇fˆi,j(w;Dtraini,j ), Dtesti,j ), (1)
where α is the inner update step size and fˆi,j(·, Dtesti,j ) = 1J
∑
(x,y)∈Dtesti,j `(hw(x), y) is
the sample-average approximation of fi,j(·) using the J samples in Dtesti,j , and likewise
for ∇fˆi,j(·, Dtraini,j ). As referred to in the introduction, the solution of (1) may perform
arbitrarily poorly on tasks that differ significantly from the average task instance, which is
especially problematic if tasks similar to those become more prevalent at meta-test time
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due to a distributional shift. Thus, we propose to treat all n meta-training tasks equally by
minimizing the maximum task empirical average meta-loss Fˆi(w):
min
w∈W
max
i∈[n]
{
Fˆi(w) :=
1
mi
mi∑
j=1
fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )
}
. (2)
Problem (2) is equivalent to the problem of finding the w∗ that minimizes the worst-
case meta-learning performance over all distributions of the n tasks, since the worst-case
distributions will occur at the extreme points of the probability simplex in n dimensions.
We write this relaxed problem as
min
w∈W
max
p∈∆n
{
φ(w, p) :=
n∑
i=1
piFˆi(w)
}
, (3)
where pi is the probability associated with task i, the vector p = (p1, . . . , pn) is the
concatenation of probabilities, and ∆n = {p ∈ Rn+ |
∑n
i=1 pi = 1}. Note that (3) may be
hard to solve if n is very large, and in many applications, m is indeed very large. However,
n need not be, as tasks may be defined to encompass many similar task instances. We
provide experiments for this case in Section 6.
By optimizing for worst-case performance, the formulation in (3) encourages a solu-
tion w∗ that performs similarly across all of the observed tasks. Instead of disregarding
performance on some tasks, any algorithm that solves (3) must try to perform reasonably
well on all of them. Indeed, as observed in [Duchi et al., 2016], the min-max formulation
implicitly regularizes the variance of the losses. This naturally makes the solution robust
to distributional shifts between meta-training and meta-testing, and we provably show its
ability to generalize to new tasks in Section 5.
3 Algorithm
Taking inspiration from [Nemirovski et al., 2009], we propose to solve the meta-training
problem (3) using a Euclidean version of the robust stochastic mirror-prox algorithm. Our
method, termed TR-MAML and outlined in Algorithm 1, requires stochastic gradient
estimates of the function φ(w, p) defined in (3) with respect to w and p. Note that the full
gradients, denoted by gw(w, p) and gp(w, p), respectively, are
gw(w, p) =
n∑
i=1
pi
mi
mi∑
j=1
(I − α∇2fˆi,j(w,Dtraini,j ))∇fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j ), (4)
gp(w, p) =
[
1
mi
mi∑
j=1
fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )
]
1≤i≤n
, (5)
where ∇2fˆi,j(w,Dtraini,j ) is the sample average approximation of ∇2fi,j(w) based on the K
samples in Dtraini,j , and the notation [ai]1≤i≤n corresponds to the vector [a1, . . . , an] ∈ Rn.
Since n and the mi’s may be large, TR-MAML must estimate the full gradients gw and gp
on each iteration. To do so, it first uniformly and independently samples a set C of C indices
{ik}Ck=1 from {1, . . . , n}. For each ik ∈ C, the algorithm samples one index jk uniformly
from {1, . . . ,mi}, then estimates gw(w, p) and gp(w, p) using the data {(Dtrainik,jk , Dtestik,jk)}Ck=1.
The two estimates can then be written as
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Algorithm 1 Task-Robust MAML (TR-MAML)
Input: m task instances of n unique tasks; parameters α, {ηtw}t, {ηtp}t, T ,C
Initialize p1 = [ 1n ]1≤i≤n and w
1 ∈ W arbitrarily.
for t = 0 to T − 1 do
Sample a batch C of C unique task indices uniformly from {1, . . . , n}.
for ik ∈ C do
Sample one task instance index jk uniformly from {1, . . . ,mik}.
end for
Compute gˆw(wt, pt) and gˆp(wt, pt) using (6) and (7), respectively.
Update wt+1 and pt+1 as in (8).
end for
Output: See Cases T1 and T2.
gˆw(w, p) =
n
C
C∑
k=1
pik(I−α∇2fˆik,jk(w,Dtrainik,jk ))∇fˆik,jk(w − α∇fˆik,jk(w,Dtrainik,jk ), Dtestik,jk),
(6)
gˆp(w, p) =
n
C
C∑
k=1
fˆik,jk(w − α∇fˆik,jk(w,Dtrainik,jk ), Dtestik,jk)eik , (7)
where eik is the ik-th standard basis vector in Rn. We show that gˆw(w, p) and gˆp(w, p) are
unbiased and bound their second moments in Section 4. In order to solve (3), TR-MAML
initializes p0 = [1/n]1≤i≤n and w
0 ∈ W, then executes alternating projected stochastic
gradient descent-ascent. In particular, from iterations t = 0 to T − 1, TR-MAML computes
wt+1 and pt+1 as
wt+1 = ΠW(wt − ηtwgˆw(wt, pt)), pt+1 = Π∆n(pt + ηtpgˆp(wt, pt)), (8)
where ηtw and ηtp are step sizes, ΠW (u) = arg minw∈W ‖u−w‖2 and Π∆n(q) = arg minp∈∆n ‖p−
q‖2. The projections are convex programs and can be solved efficiently using standard
techniques. In particular, since ∆n is the full simplex, Π∆n(q) can be computed in O(n log n)
time [Wang and Carreira-Perpinán, 2013]. As mentioned previously, tasks can be defined
to leverage similarity among the task instances such that n is small, in which case the
O(d2) per-iteration cost of both MAML and TR-MAML due to the Hessian estimations
trivializes the added cost of the simplex projection in TR-MAML, thus TR-MAML has
effectively the same computational cost as MAML. Nevertheless, first-order MAML ap-
proximations [Finn et al., 2017, Nichol and Schulman, 2018, Fallah et al., 2019] may be
seamlessly applied to TR-MAML to reduce the computational burden. After T iterations,
TR-MAML terminates in one of two ways: Case T1. If each Fˆi(w) is convex, TR-MAML
outputs wcT :=
1
T
∑T
t=1w
t and pcT :=
1
T
∑T
t=1 p
t. Case T2. Otherwise, TR-MAML samples
τ uniformly from {1, ..., T} and outputs wτT := wτ and pτT := pτ .
4 Convergence Analysis
We next analyze the convergence of TR-MAML to a solution of (3). Convergence results
for stochastic gradient-based algorithms typically assume access to unbiased stochastic
gradients with bounded second moments [Nemirovski et al., 2009, Rafique et al., 2018]. In
our case, gˆw and gˆp are naturally unbiased, but bounding their second moments requires
modest assumptions on the functions fˆi,j due to the nested structure of Fˆi.
Assumption 1. fˆi,j(·, Dtraini,j ) and fˆi,j(·, Dtesti,j ), ∀i ∈ [n] and j ∈ [mi] are Bˆ-bounded and
Lˆ-Lipschitz. Furthermore, λmin(∇2fˆi,j(w,Dtraini,j )) ≥ −Hˆ for all w ∈ W.
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With this assumption, we can bound the second moments. All proofs are given in the
appendix.
Lemma 1. Under Assumption 1, for all w ∈ W, p ∈ ∆n, vectors gˆw(w, p) and gˆp(w, p)
satisfy: (i) E[gˆw(w, p)] = gw(w, p),E[gˆp(w, p)] = gp(w, p); and (ii) Bounded second moment:
E[‖gˆw‖22] ≤ n(1 + αHˆ)2Lˆ2; E[‖gˆp‖22] ≤ n(n+C+1)Bˆ
2
C =: Gˆ
2
p
Convex Setting. Our first convergence result holds in the case when each Fˆi is convex.
Note that the convexity of each fi,j does not imply the convexity of Fˆi (consider as a
counterexample fi,j(w) = 1/w for w ∈ R+ \ {0}). In Lemma 2 we adapt a result from
[Finn et al., 2019] showing that the strong convexity of each fˆi,j(·, Dtesti,j ) implies the strong
convexity of Fˆi under an additional assumption on each fˆi,j(·, Dtraini,j ).
Assumption 2. fˆi,j(·, Dtraini,j ), for all j ∈ [mi], is Mˆ -smooth and ρˆ-Hessian-Lipschitz.
Lemma 2. (Adapted from [Finn et al., 2019], Theorem 1) Suppose α < 1/Mˆ and
Assumptions 1 and 2 hold. If fˆi,j(·, Dtesti,j ) is µˆ-strongly convex ∀j ∈ [mi], then Fˆi is
µ˜ := (µˆ(1− αMˆ)2 − αLˆρˆ)-strongly convex.
The optimal rate of convergence for solving convex-concave stochastic min-max problems
is O(1/2), where convergence rate is measured in terms of the expected number of stochastic
gradient computations required to achieve a duality gap of  [Nemirovski et al., 2009]. The
duality gap of the pair (w˜, p˜) is defined as maxp∈∆n φ(w˜, p)−minw∈W φ(w, p˜). By strong
duality, (w˜, p˜) is optimal if and only if it has a duality gap of zero. We show that TR-MAML
achieves the optimal O(1/2) rate by adapting Theorem 2 from [Mohri et al., 2019], which
in turn is a simplified version of Theorem 1 from [Juditsky et al., 2011].
Theorem 1. (Adapted from [Mohri et al., 2019], Theorem 2) Consider problem (3) when
each Fˆi is convex and Assumption 1 holds. Suppose there exists a ball of radius RW that
contains W. With step sizes ηw = 2RW/((1 + αHˆ)Lˆ
√
nT ) and ηp = 2/(Gˆp
√
T ), the output
of TR-MAML satisfies:
E
[
max
p∈∆n
φ(wcT , p)− min
w∈W
φ(w, pcT )
]
≤ 3
√
nRW(1 + αHˆ)Lˆ+ 3Gˆp√
T
Thus, TR-MAML requires T = O(1/2) iterations to reach an expected duality gap
of at most . Since it computes a constant number of stochastic oracle evaluations per
iteration, its convergence rate is the optimal O(1/2) stochastic oracle calls to reach an
-accurate solution.
Nonconvex Setting. We next study the case when each Fˆi may be nonconvex and as a
result, φ(w, p) may be nonconvex in w. Here we must evaluate the pair (wτT , p
τ
T ) returned
by our algorithm differently with respect to p and w: we still intend that pτT ∈ ∆n globally
maximizes φ(wτT , ·), but can only hope to find wτT near a stationary point of φ(·, pτT ). Thus,
we say that (w˜, p˜) is an (, δ)-stationary point of φ if
‖∇wφ(w˜, p˜)‖2 ≤  and φ(w˜, p˜) ≥ max
p∈∆n
φ(w˜, p)− δ, (9)
where , δ > 0, assuming that W = Rd, otherwise we consider the projected gradient, which
we discuss later. In either case we will leverage smoothness. The function that we aim to
minimize, maxp∈∆n φ(w, p), is non-smooth because of the maximization, but we can again
adapt a result from [Finn et al., 2019] to show that each Fˆi is smooth under the previous
assumptions on each fˆi,j .
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Lemma 3. (Adapted from [Finn et al., 2019], Theorem 1) Under Assumptions 1 and 2,
each Fˆi is M˜ -smooth, where M˜ := Mˆ(1 + αMˆ)2 + αLˆρˆ.
We must also compute the expected squared deviation of the stochastic gradient gˆw,
denoted by σ2w.
Lemma 4. For all w ∈ W and p ∈ ∆n,
σ2w(w, p) := E[‖gˆw(w, p)− gw(w, p)‖22] =
n
C
σ2(w, p) +
n
C
n∑
i=1
σ2i (w, p) (10)
where σ2(w, p) :=
∑n
i=1 ‖pi∇Fˆi(w)− 1n
∑n
i′=1 pi′∇Fˆi′(w)‖22 and
σ2i (w, p) :=
p2i
mi
∑mi
j=1 ‖(I−α∇2fˆi,j(w,Dtraini,j ))∇fˆi,j(w−α∇2fˆi,j(w,Dtraini,j ), Dtesti,j )−∇Fˆi(w)‖22.
Here σ2 represents the inter-task variance and each σ2i represents an intra-task variance.
With σ2w defined, the convergence of TR-MAML when W = Rd can be shown via the
following theorem.
Theorem 2. If Assumptions 1 and 2 hold, W = Rd and ηtw = T−β, and ηtp =
√
2(T 2βGˆp)
−1
for all t = 1, . . . , T and any β ∈ (0, 12), and T β > M˜/2, then the output of Algorithm 1
satisfies
E
[‖∇wφ(wτT , pτT )‖22] ≤ φ(w1, p1) + Bˆ +√2nBˆ + 2M˜σ2w
T β − M˜/2 ,
E [φ(wτT , pτT )] ≥ max
p∈∆n
{E [φ(wτT , p)]} − Gˆp/(
√
2Tmin{2β,1−2β}).
Theorem 2 shows that Algorithm 1 converges in expectation to an (, δ)-stationary
point of φ in O(max{1/2/β, 1/δ1/min{2β,1−2β}}) stochastic gradient evaluations in the
unconstrained setting. Note that β can be tuned to favor convergence with respect to w
or p. To treat convergence with respect to w and p equally, the optimal setting is β = 25 ,
yielding a convergence rate of O(max{1/5, 1/δ5}).
We finally consider the case when W is a compact, convex set. In this setting the
notion of an (, δ)-stationary point must be altered such that  upper bounds the projected
gradient, g¯w, defined as
g¯w(w
t, pt) := 1ηtw
(wt −ΠW(wt − ηtwgˆw(wt, pt))),
since this vector reveals how much the solution can be improved by moving within the
feasible set. In the following theorem, we choose C as a function of T to show convergence.
Theorem 3. Suppose Assumptions 1 and 2 hold. Let σ˜2w := Cσ2w and set ηtw = 1/(2M˜)
and ηtp = (T βBˆ
√
n)−1 for t ∈ [T ], and the task batch size as C = T β, for any β ∈ (0, 1),
then
E
[‖g¯w(wτT , pτT )‖22] ≤ 8M˜(φ(w1, p1) + Bˆ)3T + 8M˜Bˆ
√
n+ 4σ˜2w
3T β
,
E [φ(wτT , pτT )] ≥ max
p∈∆n
{E [φ(wτT , p)]} −
Bˆ
√
n
Tmin{β,1−β}
.
The number of stochastic gradient evaluations is now O(CT ) = O(T 1+β), so Theorem
3 shows Algorithm 1 converges to an (, δ)-stationary point after at most computation
of O(max{1/(2+2β)/β, 1/δ(1+β)/min{β,1−β}}) stochastic gradients with convex, compact W
and nonconvex Fˆi. By setting β = 23 we treat convergence with respect to w and p equally,
yielding a complexity of O(max{1/5, 1/δ5}) evaluations.
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5 Generalization Bounds
Given that the meta-learner has access to a finite number of task instances during meta-
training, there are two types of generalization to consider: generalization to new instances
of previously-seen tasks, and generalization to new tasks. We start by bounding the error
on new instances of previously-seen tasks. Note that each task’s Di is a distribution
over Z := (X × Y)K+J . For some loss `, define the family of functions F(Z) := F :=
{fˆ(w − α∇fˆ(w,Dtrain), Dtest) : w ∈ W}, where (Dtrain, Dtest) ∈ Z and fˆ(w,D) is the
average loss of w on the samples in D. The Rademacher complexity of F on mi samples
{(Dtrainj , Dtestj )}mij=1 =: D drawn i.i.d. from Di is then
Rimi(F) = ED∼(Di)miEj
[
sup
w∈W
1
mi
mi∑
j=1
j fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )
]
, (11)
where the j ’s are Rademacher random variables. Recall that the empirical loss of the
model w on the i-th task is Fˆi(w), defined in (2). By a standard Rademacher complexity
bound, one can bound the analogous expected loss Fi(w) with high probability over the
choice of task instances.
Proposition 1. Suppose Assumption 1 holds, then with probability at least 1− δ,
Fi(w) := E(Dtraini,j ,Dtesti,j )∼Di [fˆi,j(w−α∇fˆi,j(w,D
train
i,j ), D
test
i,j )] ≤ Fˆi(w)+2Rimi(F)+Bˆ
√
log 1/δ
2mi
Next, let w∗ be the optimal solution to the TR-MAML meta-training objective (3).
Suppose a new task is drawn with distribution Dn+1, and suppose that Dn+1 =
∑n
i=1 aiDi
for some a ∈ ∆n. Then the loss Fn+1(w) is a convex combination of the losses on the
meta-training tasks, yielding
Theorem 4. For a new task with distribution Dn+1, if Dn+1 =
∑n
i=1 aiDi for a ∈ ∆n,
then
Fn+1(w
∗) ≤ min
w∈W
max
p∈∆n
n∑
i=1
piFˆi(w) + 2aiR
i
mi(F) + aiBˆ
√
log(n/δ)
2mi
(12)
Theorem 4 shows that the min-max meta-training solution leverages the diversity of the
meta-training tasks to generalize across their full convex hull, not just a local neighborhood
of the solution.
6 Experimental Results
Our experiments study whether minimizing the maximum loss during meta-training leads
to a more task-robust solution compared to MAML in few-shot sinusoid regression and
image classification.
6.1 Sinusoid Regression
In the popular sinusoid regression experiment [Finn et al., 2017], each task instance is
a sinusoid regression problem in which the target is a sine function on [−5, 5] ⊂ R with
amplitude a ∈ [0.1, 5] and phase b ∈ [0, 2pi]. The learner has K samples {(xi, a sin(xi −
b))}Ki=1, where each xi is uniformly sampled from [−5, 5], and tries to find a function that
closely approximates a sin(x − b) in terms of mean squared error (MSE). Typically the
meta-training and meta-testing distributions are identical, and are such that amplitudes
are drawn uniformly from [0.1, 5] and phases uniformly from [0, 2pi]. Here we experiment
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Figure 1: Meta-training and meta-test task MSE statistics vs the number of meta-training
iterations for K = 5, with 95% confidence intervals shaded over 5 trials. The rightmost
plot shows the number of meta-test tasks with average MSE within particular intervals
for a sample trial. TR-MAML outperforms MAML on the worst-case regression task, and
performs more uniformly across all tasks.
Table 1: Sinusoid regression results showing MSE statistics across the 490 meta-test tasks
for the model updated by one step of SGD using K ∈ {5, 10} samples from the initialization
resulting from 70,000 meta-training iterations. To estimate the 490 meta-test task losses,
5,000 total task instances were evaluated, and 95% confidence intervals are given over 3
meta-training and meta-testing runs.
Algorithm Mean Worst Std. Dev.
5-shot MAML 1.02± 0.10 3.89± 0.83 0.88± 0.14TR-MAML 1.09± 0.08 2.82± 0.35 0.43± 0.03
10-shot MAML 0.66± 0.16 2.57± 0.70 0.54± 0.13TR-MAML 0.77± 0.11 1.68± 0.43 0.25± 0.08
with a distributional shift between meta-training and meta-testing in which a large number
of easy task instances and a small number of hard task instances are accessible for meta-
training, and the resulting initialization is evaluated on all types of tasks in the space,
a common learning scenario. In particular, we assume that sine functions of all phases
but with amplitudes only in the intervals [0.1, 1.05] (easy tasks) and [4.95, 5] (hard tasks)
are available for meta-training. The sinusoids with larger amplitudes are harder targets
because they are less smooth and have larger magnitudes, meaning poor approximations
are generally punished more severely in terms of MSE. Empirically we find that phase has
little effect on the hardness of a target. To implement TR-MAML, we partition [0.1, 5] into
490 disjoint subintervals of length 0.01, and define a task to be the uniform distribution
over all task instances with target amplitude in a particular subinterval. Thus there are
95 easy and 5 hard meta-training tasks. We assume each task has the same number of
instances available, so both MAML and TR-MAML sample phases uniformly from [0, 2pi]
and amplitudes uniformly from [0.1, 1.05] ∪ [4.95, 5]. The meta-test distribution is the
uniform distribution across the full space of amplitudes and phases. Both algorithms use
one SGD step as the inner learning algorithm, and a fully-connected neural network with
two hidden layers composed of 40 nodes with ReLU activations for the learning model,
equivalent to the one in [Finn et al., 2017].
Figure 1 shows the convergence trajectories of MAML and TR-MAML when K = 5.
Each plot entails estimating the current model’s MSE on each task by sampling 5,000
task instances across all 100 meta-training tasks (for an average of 50 instances per task),
and separately across all 490 meta-testing tasks. The leftmost plot shows the average and
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Table 2: Omniglot N -way, K-shot classification accuracies (%). After meta-training,
5,000 few-shot classification problems (task instances) are sampled uniformly from the 25
alphabets (tasks) used for meta-training, likewise for the 20 new meta-testing alphabets. For
each alphabet, the average accuracy on task instances from that alphabet is computed, and
statistics are taken across these average accuracies. ‘Weighted Mean’ weighs the alphabet
accuracies by the meta-training distribution, which corresponds to the quantity MAML
aims to optimize, whereas ‘Mean’ weighs all alphabets equally. ‘Worst’ is the minimum
alphabet accuracy, and ‘Std. Dev.’ is the standard deviation across the alphabet accuracies,
with 95% confidence intervals given over three full runs for all statistics.
Meta-training Alphabets Meta-testing Alphabets
(N,K) Algorithm Weighted Mean Mean Worst Mean Worst Std. Dev.
(5,1) MAML 98.4± .2 96.6± .2 82.4± 1.1 93.5± .2 82.5± .2 3.84± .1TR-MAML 97.4± .6 97.5± .1 95.0± 0.3 93.1± 1.1 85.3± 1.9 3.50± .3
(20,1) MAML 99.2± .1 76.5± .8 33.9± 3.0 67.6± 2.0 49.7± 3.5 9.10± .1TR-MAML 92.2± .8 90.0± .9 82.4± 2.1 74.3± 1.4 58.4± 1.8 8.70± .5
(20,5) MAML 99.7± .1 86.4± .2 50.3± 1.3 80.0± .7 67.9± 1.9 6.84± .5TR-MAML 98.5± .2 98.0± .1 94.6± .5 87.6± .6 78.2± .3 5.39± .3
maximum MSE over each of the 100 meta-training tasks’ estimated MSE vs the number
of iterations, and the middle-left plot shows the same statistics over the 490 meta-testing
tasks. During meta-training, TR-MAML sacrifices average for worst-case task performance.
However, its focus on task-robustness yields more uniform performance across all tasks,
allowing TR-MAML to outperform MAML on the hardest meta-test tasks while nearly
matching MAML’s average performance after the distributional shift. TR-MAML’s more
uniform performance for K = 5 is captured in the middle-right plot of Figure 1, which shows
the standard deviation across the meta-testing task MSEs vs the number of iterations, and
the rightmost plot of Figure 1, a histogram of the average MSEs among the 490 meta-test
tasks, computed using 5,000 total task instances. Table 1 tells a similar story for the
K ∈ {5, 10}-shot cases by giving the average, maximum, and standard deviation of the
MSEs among the 490 meta-test tasks after full meta-training, where the statistics are again
empirical averages over 5,000 task instances.
6.2 Image Classification
In few-shot image classification, the task instances areN -way, K-shot classification problems,
where N is the number of classes and K is the number of labelled samples from each class
that are available to the learner. After updating the model based on these NK samples,
the model is evaluated on J samples from each class. We experiment in this setting using
the Omniglot dataset [Lake et al., 2015]. Omniglot contains 1623 handwritten characters
from 50 alphabets, with 20 examples per character. As noted by Triantafillou et al. [2019],
few-shot classification of Omniglot characters sampled from different alphabets has become
too easy for modern techniques. Following their example, we instead consider more difficult,
fine-grained task instances in which each class is a character from the same alphabet. Each
task is defined as the uniform distribution over all task instances composed of characters
from a particular alphabet. We use the same splits as Triantafillou et al. [2019], which
are the original splits proposed by Lake et al. [2015] with the 5 smallest alphabets used
for meta-validation. There are n = 25 alphabets, i.e., tasks, for meta-training and 20 for
meta-testing. Suppose there are Zi characters in the i-th alphabet, then the number of
task instances that may be drawn from the i-th task is proportional to
(
Zi
N
)
, since every
character has the same number of samples (20). These proportions define the empirical
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distribution over the 25 meta-training tasks, so during meta-training MAML samples task
instances by first selecting the i-th alphabet with probability proportional to
(
Zi
N
)
, then
uniformly samples an N -way, K-shot classification problem from the available data in
alphabet i. Conversely, TR-MAML first samples an alphabet uniformly, then samples an
N -way, K-shot problem uniformly from that alphabet.
We use the same 4-layer CNN used in the original MAML paper [Finn et al., 2017]. After
60,000 meta-training iterations, we evaluate the models yielded by MAML and TR-MAML
on 5,000 N -way, K-shot classification problems from the 20 meta-test alphabets, as well as
5,000 problems from the meta-training alphabets. Table 2 shows statistics taken over the
average accuracy on task instances from each alphabet for different combinations of N and
K. Note that the empirical distribution of meta-training alphabets becomes more skewed
as N increases, causing MAML to focus on a smaller subset of the meta-training alphabets
and further disregard worst-case alphabet performance. In contrast, TR-MAML prioritizes
performance on all of the meta-training alphabets equally, leading to an ‘alphabet-robust’
model that typically outperforms MAML on new alphabets, not only in the worst case but
also on average across alphabets. Additional experimental results are given in Appendix J.
7 Conclusion
Worst-case task performance is critical in many real-world learning systems, yet the meta-
learning literature has not, up until now, produced a meta-learning procedure that optimizes
for performance on the worst-case task. In this paper, we presented a novel variant of the
MAML formulation for learning how to learn optimally on the worst-case task from some
environment. We gave an algorithm to solve this formulation and proved meta-training
convergence results in both convex and nonconvex settings, as well as a generalization result
bounding the error on new tasks at meta-test time. Moreover, our experimental results
demonstrated our algorithm’s significant improvements over MAML in terms of robustness
to the worst-case task and to shifts in the distribution over tasks between meta-training
and meta-testing. We hope that our work is a starting point for future studies improving
on the worst-case performance and distributional robustness of meta-learning systems.
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Appendix
A Formal Statement of Assumptions
Assumption 1 For all i ∈ [n] and j ∈ [mi], fˆi,j(·, Dtesti,j ) satisfy the following:
1. Bˆ-boundedness: ∃Bˆ ∈ R s.t. ∀w ∈ W, |fˆi,j(w,Dtesti,j )| ≤ Bˆ.
2. Lˆ-Lipschitz continuity: ∃Lˆ ∈ R s.t. ∀u, v ∈ W, |fˆi,j(u,Dtesti,j ) − fˆi,j(v,Dtesti,j )| ≤
Lˆ‖u− v‖2.
Furthermore, each fˆi,j(·, Dtraini,j ) satisfies the following:
1. Hessian eigenvalue lower bound: ∃Hˆ ∈ R s.t. ∀w ∈ W , λmin(∇2fˆi,j(w,Dtraini,j )) ≥ −Hˆ.
Assumption 2 For all i ∈ [n] and j ∈ [mi], fˆi(·, Dtraini,j ) satisfies the following:
1. Mˆ -smoothness: ∃Mˆ ∈ R s.t. ∀u, v ∈ W, ‖∇fˆi,j(u,Dtraini,j ) − ∇fˆi,j(v,Dtraini,j )‖2 ≤
Mˆ‖u− v‖2.
2. ρˆ-Hessian-Lipschitz continuity: ∃ρˆ ∈ R s.t. ∀u, v ∈ W , |∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j )| ≤
ρˆ‖u− v‖2.
B Proof of Lemma 1
B.1 Unbiasedness
Proof. Recall that gˆw(w, p) is computed as follows:
gˆw(w, p) =
n
C
C∑
k=1
pik(I − α∇2fˆik,jk(w,Dtrainik,jk ))∇fˆik,jk(w − α∇fˆik,jk(w,Dtrainik,jk ), Dtesti,ji )
Thus we have
E[gˆw(w, p)]
= E{(ik,jk)}k
[
n
C
C∑
k=1
pik(I − α∇2fˆik,jk(w,Dtrainik,jk ))∇fˆik,jk(w − α∇fˆik,jk(w,Dtrainik,jk ), Dtestik,jk)
]
a
= E{ik}k
[
n
C
C∑
k=1
E{jk}k
[
pik(I − α∇2fˆik,jk(w,Dtrainik,jk ))∇fˆik,jk(w − α∇fˆik,jk(w,Dtrainik,jk ), Dtestik,jk) | {ik}k
]]
= E{ik}k
 n
C
C∑
k=1
pik
mik
mik∑
j=1
(I − α∇2fˆik,j(w,Dtrainik,j ))∇fˆik,j(w − α∇fˆik,j(w,Dtrainik,j ), Dtestik,j) | C

b
=
n∑
i=1
pi
mi
mi∑
j=1
(I − α∇2fˆi,j(w,Dtraini,j ))∇fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )
= gw(w, p) (13)
where a follows from the Law of iterated Expectation and b follows because each index ik is
selected with probability 1/n. A similar computation shows that E[gˆp(w, p)] = gp(w, p).
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B.2 Bounded Second Moments
Proof. First we show the bound on E[‖gˆp(w, p)‖22]. Recall that gˆp(w, p) =
∑C
k=1
n
C fˆik(w −
α∇fˆik(w,Dtrainik,jk ), Dtestik,jk)eik . Let ci be the number of times index i appears in {ik}Ck=1.
Then, noting that each ci is a binomial random variable with success probability 1n and
C trials, we have
E[‖gˆp(w, p)‖22] =
n∑
i=1
E[(gˆp(w, p)i)2]
=
n∑
i=1
E[(
∑
k∈[C]:ik=i
n
C
fˆi(w − α∇fˆi(w,Dtraini,jk ), Dtesti,jk ))2]
≤ n
2
C2
n∑
i=1
E[(
∑
k∈[C]:ik=i
Bˆ)2] (14)
=
n2
C2
n∑
i=1
E[(ciBˆ)2]
=
n2
C2
n∑
i=1
(
C(n− 1)
n2
+
C2
n2
)Bˆ2
=
n
C
(n+ C − 1)Bˆ2 =: Gˆ2p (15)
where (14) follows from Assumption 1. Next we bound E[‖gˆw(w, p)‖22]. Recall the definition
of gˆw(w, p):
gˆw(w, p) =
C∑
k=1
n
C
pik(I−α∇2fˆik,jk(w,Dtrainik,jk ))∇fˆik,jk(w−α∇fˆik,jk(w,Dtrainik,jk ), Dtestik,jk) (16)
We can write gˆw(w, p) = nC
∑C
k=1Xk where Xk is written as
Xk = pik(I − α∇2fˆik,jk(w,Dtrainik,jk ))∇fˆik,jk(w − α∇fˆik,jk(w,Dtrainik,jk ), Dtestik,jk) (17)
We have
E[‖Xk‖22] =
1
n
n∑
i=1
1
mi
mi∑
j=1
p2i ‖(I − α∇2fˆi,j(w,Dtraini,j ))∇fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )‖22
≤ 1
n
n∑
i=1
p2i
mi
mi∑
j=1
‖(I − α∇2fˆi,j(w,Dtraini,j ))‖22‖∇fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )‖22
(18)
≤ 1
n
n∑
i=1
p2i
mi
mi∑
j=1
(1 + αHˆ)2‖∇fˆi,j(w − α∇fˆi(w,Dtraini,j ), Dtesti,j )‖22 (19)
≤ 1
n
n∑
i=1
p2i
mi
mi∑
j=1
(1 + αHˆ)2Lˆ2 (20)
≤ 1
n
(1 + αHˆ)2Lˆ2 (21)
where (18) follows by the Cauchy-Schwarz Inequality, (19) and (20) follow from Assumption
13
1, and (21) follows from the fact that
∑n
i=1 p
2
i ≤ 1. Thus we have
E[‖gˆw(w, p)‖22] = E[‖
n
C
C∑
k=1
Xk‖22] (22)
≤ E[n
2
C
C∑
k=1
‖Xk‖22] (23)
≤ n(1 + αHˆ)2Lˆ2 (24)
where (23) follows from the convexity of norms and Jensen’s Inequality.
C Proof of Theorem 1
Proof. We adapt the arguments from [Mohri et al., 2019] to our nested gradients case. First
observe that since each Fˆi(w) is convex, φ(w, p) is convex in w and linear, thus concave, in
p. Therefore we can write:
max
p∈∆n
φ(wcT , p)− min
w∈W
φ(w, pcT ) = max
p∈∆n
{
φ(wcT , p)− min
w∈W
φ(w, pcT )
}
= max
p∈∆,w∈W
{φ(wcT , p)− φ(w, pcT )}
≤ 1
T
max
p∈∆,w∈W
{
T∑
t=1
φ(wt, p)− φ(w, pt)
}
(25)
where (25) follows from the convexity of φ in w and the concavity of φ in p. Again using
the convexity of φ in w along with the linearity of φ in p, we have that for any t ≥ 1,
φ(wt, p)− φ(w, pt) = φ(wt, p)− φ(wt, pt) + φ(wt, pt)− φ(w, pt)
≤ 〈(p− pt),∇pφ(wt, pt)〉+ 〈(wt − w),∇wφ(wt, pt)〉
= 〈(p− pt), gˆtp〉+ 〈(wt − w), gˆtw〉
+ 〈(p− pt), (∇pφ(wt, pt)− gˆtp)〉+ 〈(wt − w), (∇wφ(wt, pt)− gˆtw)〉
Thus by rearranging terms and the subadditivity of max,
max
p∈∆,w∈W
{
T∑
t=1
φ(wt, p)− φ(w, pt)
}
≤ max
p∈∆,w∈W
{
T∑
t=1
〈(p− pt), gˆtp〉+ 〈(wt − w), gˆtw〉
}
+ max
p∈∆,w∈W
{
T∑
t=1
〈p, (∇pφ(wt, pt)− gˆtp)〉+ 〈w, (gˆtw −∇wφ(wt, pt))〉
}
−
(
T∑
t=1
〈pt, (∇pφ(wt, pt)− gˆtp)〉 − 〈wt, (∇wφ(wt, pt)− gˆtw)〉
)
(26)
We bound the expectation of each of the above terms separately, starting with the first one.
Note that since 2ab = a2 + b2 − (a− b)2, we have that for any w ∈ W and constant step
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size ηw > 0,
T∑
t=1
〈(wt − w), gˆtw〉 =
1
2
T∑
t=1
1
ηw
‖wt − w‖22 + ηw‖gˆtw‖22 −
1
ηw
‖wt − ηwgˆtw − w‖22
≤ 1
2ηw
T∑
t=1
‖wt − w‖22 + (ηw)2‖gˆtw‖22 − ‖wt+1 − w‖22 (27)
=
1
2ηw
(‖w1 − w‖22 − ‖wT+1 − w‖22) +
ηw
2
T∑
t=1
‖gˆtw‖22 (28)
≤ 1
2ηw
‖w1 − w‖22 +
ηw
2
T∑
t=1
‖gˆtw‖22
≤ 2R
2
W
ηw
+
ηw
2
T∑
t=1
‖gˆtw‖22 (29)
where (27) follows from the projection property and (28) is the result of the telescoping
sum. Since (29) holds for all w ∈ W and its right hand side does does not depend on w,
we can take the maximum over w ∈ W on the left hand side, and the expectation of both
sides with respect to the stochastic gradients, to obtain
E
[
max
w∈W
T∑
t=1
〈(wt − w), gˆtw〉
]
≤ 2R
2
W
ηw
+
ηwTGˆ
2
w
2
(30)
where Gˆ2w = n(1 + αHˆ)2Lˆ2 is the bound on the second moment of the stochastic gradient
with respect to w given in Lemma 1. Using analogous arguments and noting that the radius
of ∆n is 1, we can show that
E
[
max
p∈∆n
T∑
t=1
〈(p− pt), gˆtp〉
]
≤ 2
ηp
+
ηpTGˆ
2
p
2
(31)
where, again from Lemma 1, Gˆ2p =
n(n+C−1)Bˆ2
C . Next, for the second term in (26), we can
use the Cauchy-Schwarz Inequality and again the fact that maxp∈∆n ‖p‖2 = 1 to write
max
p∈∆n
T∑
t=1
〈p,∇pφ(wt, pt)− gˆtp〉 = max
p∈∆n
〈p,
T∑
t=1
∇pφ(wt, pt)− gˆtp〉
≤ ‖
T∑
t=1
∇pφ(wt, pt)− gˆtp‖2 (32)
Note from Lemma 1 that
E[‖∇pφ(wt, pt)− gˆtp‖22] = E[‖gˆtp‖22]− ‖∇pφ(wt, pt)‖22
≤ Gˆ2p
for all t ≥ 1. Define σ˜2p such that E[‖∇pφ(wt, pt) − gˆtp‖22] ≤ σ˜2p ≤ Gˆ2p for all t ≥ 1. Also
note that because the batch selections are independent, the ∇pφ(wt, pt) − gˆtp terms are
uncorrelated random variables with mean 0. Using this fact combined with the definition
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of σ˜2p, we obtain
E[‖
T∑
t=1
∇pφ(wt, pt)− gˆtp‖2]2 ≤ E[‖
T∑
t=1
∇pφ(wt, pt)− gˆtp‖22]
= E[
T∑
t=1
‖∇pφ(wt, pt)− gˆtp‖22]
≤ T σ˜2p
which implies that E[‖∑Tt=1∇pφ(wt, pt)− gˆtp‖2] ≤ √T σ˜p. Using this relation after taking
the expectation of both sides of (32) yields
E
[
max
p∈∆n
T∑
t=1
〈p,∇pφ(wt, pt)− gˆtp〉
]
≤
√
T σ˜p (33)
Using similar arguments and the analogous definition of σ˜2w, with this time using RW to
bound maxw∈W ‖w‖2 after the analogous Cauchy-Schwarz step as in 32, we have
E
[
max
w∈W
T∑
t=1
〈w, gˆtw −∇wφ(wt, pt)〉
]
≤ RW
√
T σ˜w (34)
For the third and final term in (26), note that by the Law of Iterated Expectations and the
unbiasedness of the stochastic gradients, we have that for any t ≥ 1,
E[〈pt, (∇pφ(wt, pt)− gˆtp)〉 − 〈wt, (∇wφ(wt, pt)− gˆtw)〉]
= E
[
E
[〈pt, (∇pφ(wt, pt)− gˆtp)〉 − 〈wt, (∇wφ(wt, pt)− gˆtw)〉|wt, pt]]
= 0
Recalling (25) and (26), by combining the bounds on each of the terms and dividing by T ,
we obtain
E
[
max
p∈∆n
φ(wCT , p)− min
w∈W
φ(w, pCT )
]
≤ 2R
2
W
ηwT
+
ηwGˆ
2
w
2
+
2
ηpT
+
ηpGˆ
2
p
2
+
RW σ˜w√
T
+
σ˜p√
T
(35)
We minimize the above bound by setting the step sizes as
ηw =
2RW
Gˆw
√
T
, ηp =
2
Gˆp
√
T
(36)
to complete the proof, noting that σ˜w ≤ Gˆw and σ˜p ≤ Gˆp.
D Proof of Lemma 2
The result is a sample-approximation version of Theorem 1 in [Finn et al., 2019]. We
include our version of the proof here for completeness.
Proof. Note that Fˆi(w) is the empirical average of the functions fˆi,j(w−α∇fˆi,j(w,Dtraini,j ), Dtesti,j )
for j = 1, . . . ,mi, so we can write Fˆi(w) as the empirical expectation over j:
Eˆj [fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j )] :=
1
mi
mi∑
j=1
fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j ) = Fˆi(w)
(37)
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Using this notation, we show the strong convexity of Fˆi when α < 1/M and each fˆi,j(·, Dtesti,j )
is µ-strongly convex in addition to satisfying Assumption 1. We have
‖∇Fˆi(u)−∇Fˆi(v)‖
= ‖Eˆj
[
(I − α∇2fˆi,j(u,Dtraini,j ))∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )
− (I − α∇2fˆi,j(v,Dtraini,j ))∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )
]‖
= ‖Eˆj
[
(I − α∇2fˆi,j(u,Dtraini,j ))
(∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )
−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )
)− ((I − α∇2fˆi,j(v,Dtraini,j ))
− (I − α∇2fˆi,j(u,Dtraini,j ))
)∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )]‖ (38)
≥ ‖Eˆj
[
(I − α∇2fˆi,j(u,Dtraini,j ))(∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )
−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j ))
]‖
− ‖Eˆj
[
((I − α∇2fˆi,j(v,Dtraini,j ))
− (I − α∇2fˆi,j(u,Dtraini,j )))∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )
]‖
= ‖Eˆj
[
(I − α∇2fˆi,j(u,Dtraini,j ))(∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )
−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j ))
]‖
− α‖Eˆj
[
(∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j ))∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )
]‖ (39)
To lower bound the first term, we use the Mˆ -smoothness of fˆi,j(·, Dtraini,j ), which implies
that the minimum eigenvalue of I − α∇2fˆi,j(u,Dtraini,j ) is at least 1 − αMˆ for all u ∈ W.
Thus,
‖Eˆj
[
(I − α∇2fˆi,j(u,Dtraini,j ))(∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )
−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j ))
]‖
≥ (1− αMˆ)‖Eˆj
[∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )]‖
(40)
By the µˆ-strong convexity of fˆi,j(·, Dtesti,j ) and the triangle inequality, we have
‖Eˆj
[∇fˆi,j(u−α∇fˆi,j(u,Dtraini,j ), Dtesti,j )−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )]‖
≥ µˆ‖Eˆj
[
u− α∇fˆi,j(u,Dtraini,j )− (v − α∇fˆi,j(v,Dtraini,j ))
]‖
≥ µˆ
(
‖u− v‖ − α‖Eˆj
[∇fˆi,j(v,Dtraini,j )−∇fˆi,j(u,Dtraini,j )]‖)
≥ µˆ
(
‖u− v‖ − αEˆj‖∇fˆi,j(v,Dtraini,j )−∇fˆi,j(u,Dtraini,j )‖
)
≥ µ
(
‖u− v‖ − αMˆ‖u− v‖
)
(41)
where the second-to-last inequality follows from Jensen’s Inequality and the last inequality
follows from the Mˆ -smoothness of each fˆi,j(·, Dtraini,j ) Next we upper bound the second term
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in (39). We have
‖Eˆj
[
(∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j ))∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )
]‖
≤ Eˆj
[‖(∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j ))∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )‖] (42)
≤ Eˆj
[‖(∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j ))‖‖∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )‖]
(43)
≤
√
Eˆj [‖∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j )‖2]Eˆj [‖∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )‖2]
(44)
≤ Lˆ
√
Eˆj [‖∇2fˆi,j(u,Dtraini,j )−∇2fˆi,j(v,Dtraini,j )‖2] (45)
≤ Lˆρˆ‖u− v‖ (46)
where (42) follows from Jensen’s Inequality, (43) and (44) follow from the Cauchy-Schwarz
Inequality, (45) follows from the Lˆ-Lipschitzness of fˆi,j(v,Dtesti,j ) for all j ∈ [mi], and (46)
follows from Assumption 1. Combining (39), (40), and (41) and (46) yields that Fˆi is
µ˜ := (µˆ(1− αMˆ)2 − αLˆρˆ)-strongly convex under the given conditions.
E Proof of Lemma 3
Proof. We show the smoothness of each Fˆi by upper bounding the norm of the difference
of its gradients. Using (38) and the triangle inequality,
‖∇Fˆi(u)−∇Fˆi(v)‖
≤ ‖Eˆj
[
(I − α∇2fˆi,j(u,Dtraini,j ))(∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j ))
]‖
+ ‖Eˆj
[
((I − α∇2fˆi,j(v,Dtraini,j ))− (I − α∇2fˆi,j(u,Dtraini,j )))∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )
]‖
(47)
We consider the two terms in the right hand side of (47) separately. Denoting the first
term as Ξ, we use Jensen’s Inequality then the Cauchy-Schwarz Inequality twice, as in (43)
and (44), to obtain
Ξ ≤ (Eˆj[‖I − α∇2fˆi,j(u,Dtraini,j )‖2]Eˆj[‖∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )
−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )‖2
])1/2
≤ (1 + αMˆ)
√
Eˆj
[‖∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )‖2]
(48)
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where to obtain (48) we have used theM -smoothness of fˆi,j . Considering the term remaining
inside the square root, we have
Eˆj
[‖∇fˆi,j(u− α∇fˆi,j(u,Dtraini,j ), Dtesti,j )−∇fˆi,j(v − α∇fˆi,j(v,Dtraini,j ), Dtesti,j )‖2]
≤ Mˆ2Eˆj
[‖u− α∇fˆi,j(u,Dtraini,j )− (v − α∇fˆi,j(v,Dtraini,j ))‖2] (49)
= Mˆ2Eˆj
[‖u− v‖2 + 2α(u− v)T (∇fˆi,j(v,Dtraini,j )−∇fˆi,j(u,Dtraini,j ))
+ α2‖∇fˆi,j(u,Dtraini,j )−∇fˆi,j(v,Dtraini,j )‖2
]
= Mˆ2
(
‖u− v‖2 + 2α2(u− v)TEj [∇fˆi,j(u,Dtraini,j )−∇fˆi,j(v,Dtraini,j )]
+ α2Ej [‖∇fˆi,j(u,Dtraini,j )−∇fˆi,j(v,Dtraini,j )‖2]
)
≤ Mˆ2
(
‖u− v‖2 + 2αMˆ‖u− v‖2 + α2Mˆ2‖u− v‖2
)
(50)
= Mˆ2
(
1 + αMˆ
)2 ‖u− v‖2 (51)
where (50) follows from the Mˆ -smoothness of fˆi,j(·, Dtraini,j ) and the Cauchy Schwarz In-
equality. Thus we have
Ξ ≤ Mˆ(1 + αMˆ)2‖u− v‖ (52)
Note that we have already upper bounded the second term in (47) in the previous lemma
(see Equation (46)). Thus we have that the smoothness parameter of Fˆi is
M˜i := Mˆ(1 + αMˆ)
2 + αLˆρˆ (53)
F Proof of Lemma 4
Proof. We again use the shorthand Xk as defined in Appendix (17), and we also define
Xi,j = pi(I − α∇2fˆi,j(w,Dtraini,j ))∇fˆi,j(w − α∇fˆi,j(w,Dtraini,j ), Dtesti,j ) (54)
for a fixed i ∈ [n] and j ∈ [mi]. Note that Xk is a random variable while Xi,j is deterministic.
Also observe that gˆw(w, p) = 1C
∑C
k=1 nXk, that each nXk is an unbiased estimate of
gw(w, p), and the Xk’s are independent. Using these facts, we have
E[‖gˆw(w, p)− gw(w, p)‖22] = E[‖
1
C
C∑
k=1
nXk − gw(w, p)‖22] (55)
=
1
C2
E[
C∑
k=1
‖nXk − gw(w, p)‖22] (56)
=
1
C
E[‖nX1 − gw(w, p)‖22] (57)
=
1
nC
n∑
i=1
1
mi
mi∑
j=1
‖nXi,j − gw(w, p)‖22 (58)
=
1
nC
n∑
i=1
1
mi
mi∑
j=1
‖nXi,j − npi∇Fˆi(w)‖22 + ‖npi∇Fˆi(w)− gw(w, p)‖22
− 2(nXi,j − npi∇Fˆi(w))(npi∇Fˆi(w)− gw(w, p)) (59)
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Consider
mi∑
j=1
(nXi,j − npi∇Fˆi(w))(npi∇Fˆi(w)− gw(w, p))
= (npi∇Fˆi(w)− gw(w, p))
mi∑
j=1
(nXi,j − npi∇Fˆi(w))
= n(npi∇Fˆi(w)− gw(w, p))
[
mi∑
j=1
(
pi(I − α∇2fˆi(w,Dtraini,j ))∇fˆi(w − α∇fˆi(w,Dtraini,j ), Dtesti,j )
)
−mipi∇Fˆi(w)
]
= n(npi∇Fˆi(w)− gw(w, p))
[
mipi∇Fˆi(w)−mipi∇Fˆi(w)
]
= 0
Therefore we have
E[‖gˆw(w, p)− gw(w, p)‖22]
=
1
nC
n∑
i=1
1
mi
mi∑
j=1
‖nXi,j − npi∇Fˆi(w)‖22 + ‖npi∇Fˆi(w)− gw(w, p)‖22
=
n
C
n∑
i=1
1
mi
mi∑
j=1
‖piXi,j − pi
mi∑
j′=1
Xi,j′‖22 +
n
C
n∑
i=1
‖pi∇Fˆi(w)− 1
n
n∑
i′=1
pi′∇Fˆi′(w)‖22
=
n
C
n∑
i=1
σ2i +
n
C
σ2
G Proof of Theorem 2
Proposition 2. Suppose Assumption 1 holds and W = Rd. Let ηtw and ηtp be constant over
all t, denoted by ηw and ηp, respectively, where ηw < (2/M˜). Let (wτT , p
τ
T ) be the solution
returned by Algorithm 1 after T iterations. Then,
E[‖∇wφ(wτT , pτT )‖22] ≤
2(φ(w1, p1) +B)
T (2ηw − η2wM˜)
+
4ηp
√
nBGˆp
(2ηw − η2wM˜)
+
ηwM˜σ
2
w
(2− ηwM˜)
,
E [φ(wτT , pτT )] ≥ max
p∈∆n
{E [φ(wτT , p)]} −
1
ηpT
− ηpGˆ
2
p
2
where Gˆ2p = n(n+ C − 1)Bˆ2/C.
Proof. Note that
E[‖∇wφ(wτT , pτT )‖22] = E
[
Eτ [‖∇wφ(wτT , pτT )‖22]
]
(60)
= E
[
1
T
T∑
t=1
‖∇wφ(wt, pt)‖22
]
(61)
=
1
T
T∑
t=1
E
[‖gtw‖2] (62)
20
where the un-subscripted expectation in the right hand sides of (60) and (61) is over the
stochastic gradients which determine the sequence {(wt, pt)}t. Thus to show the bound on
E[‖∇wφ(wτT , pτT )‖22] in Proposition 2, we bound the right hand side of (62). To do so we
borrow ideas from the proof of Theorem 1 in Qian et al. [2019]. First recall that by Lemma
3, Fˆi is M˜ -smooth for each i ∈ {1, ..., n}. Then for any u, v ∈ W,
Fˆi(u) ≤ Fˆi(v) +∇Fˆi(v)T (u− v) + M˜
2
‖u− v‖2 (63)
Conditioned on the history up to iteration t, denoted by F t, the above equation implies
E
[
n∑
i=1
ptiFˆi(w
t+1)|F t
]
≤ E
 n∑
i=1
ptiFˆi(w
t) +
(
∇w
n∑
i=1
ptiFˆi(w
t)
)T
(wt+1 − wt) + M˜
2
‖wt+1 − wt‖2|F t
 (64)
Note that ∇w
∑n
i=1 p
t
iFˆi(w
t) = gtw and wt+1 − wt = −ηwgˆtw. Thus, we have
E
[
n∑
i=1
ptiFˆi(w
t+1)|F t
]
≤ E
[
n∑
i=1
ptiFˆi(w
t)− ηw(gtw)T gˆtw +
M˜
2
η2w‖gˆtw‖2|F t
]
(65)
=
n∑
i=1
ptiFˆi(w
t)− ηw‖gtw‖2 +
M˜
2
η2w
(‖gtw‖2 + E [‖gˆtw − gtw‖2|F t])
(66)
where (66) follows because gˆtw is an unbiased estimate of gtw. Using Lemma 4, we have
E
[
n∑
i=1
ptiFˆi(w
t+1)|F t
]
≤
n∑
i=1
ptiFˆi(w
t)−
(
ηw − η
2
wM˜
2
)
‖gtw‖2 +
η2wM˜σ
2
w
2
(67)
Rearranging the terms, we obtain(
ηw − η
2
wM˜
2
)
‖gtw‖2 ≤ E
[
n∑
i=1
ptiFˆi(w
t)−
n∑
i=1
ptiFˆi(w
t+1)|F t
]
+
η2wM˜σ
2
w
2
(68)
= E
[
n∑
i=1
ptiFˆi(w
t)−
n∑
i=1
pt+1i Fˆi(w
t+1)|F t
]
(69)
+ E
[
n∑
i=1
pt+1i Fˆi(w
t+1)−
n∑
i=1
ptiFˆi(w
t+1)|F t
]
+
η2wM˜σ
2
w
2
(70)
We bound the second expectation in the above equation:
E
[
n∑
i=1
pt+1i Fˆi(w
t+1)−
n∑
i=1
ptiFˆi(w
t+1)|F t
]
= E
[
n∑
i=1
(pt+1i − pti)Fˆi(wt+1)|F t
]
≤ E
[
‖pt+1 − pt‖2
n∑
i=1
(
Fˆi(w
t+1)
)1/2 |F t]
(71)
≤ √nBˆE [‖pt+1 − pt‖2|F t] (72)
≤ 2√nBˆ(E [‖ηpgˆtp‖2|F t]) (73)
= 2ηp
√
nBˆGˆp (74)
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where (71) follows from the Cauchy-Shwarz Inequality, (72) follows by the bound on fˆi,j
for all i, (73) follows from the update rule for p combined with the projection property
(since pt ∈ ∆n, ‖pt − (pt + ηpgˆtp)‖ ≥ ‖pt − Π∆n(pt + ηpgˆtp)‖), and (74) follows by Lemma 1,
noting Gˆ2p =
n(n+C−1)Bˆ
C . Using this result, summing (70) from t = 1 to T , and taking the
expectation over all the stochastic gradients of both sides and using the Law of Iterated
Expectations to remove the conditioning on F t, we obtain
(
ηw − η
2
wM˜
2
) T∑
t=1
E
[‖gtw‖2]
≤ E
[
n∑
i=1
p1i Fˆi(w
1)
]
− E
[
n∑
i=1
pT+1i Fˆi(w
T+1)
]
+ 2Tηp
√
nBˆGˆp +
TM˜η2wσ
2
w
2
≤ φ(w1, p1) + Bˆ + 2Tηp
√
nBˆGˆp +
Tη2wM˜σ
2
w
2
Next, dividing both sides by T
(
ηw − η
2
wM˜
2
)
we have
1
T
T∑
t=1
E
[‖gtw‖2] ≤ φ(w1, p1) + Bˆ
T
(
ηw − η
2
wM˜
2
) + 2ηp√nBˆGˆp(
ηw − η
2
wM˜
2
) + ηwM˜σ2w(
2− ηwM˜
) (75)
which by (62) is the desired bound on E[‖∇wφ(wτT , pτT )‖22].
Next we show the bound on the optimality of pτT . As before, we start by evaluating the
expectation over τ :
E [φ(wτT , pτT )] = E [Eτ [φ(wτT , pτT )]] (76)
= E
[
1
T
T∑
t=1
φ(wt, pt)
]
(77)
=
1
T
T∑
t=1
E [φ(wτT , pτT )] (78)
Next, since φ(w, p) is linear in p, we have that for any p ∈ ∆n and any t ∈ {1, ..., T},
E
[
φ(wt, p)− φ(wt, pt)|F t] = E [(p− pt)gtp|F t]
= E
[
(p− pt)gˆtp|F t
]
+ E
[
(p− pt)(gtp − gˆtp)|F t
]
(79)
= E
[
(p− pt)gˆtp|F t
]
(80)
where (80) follows because gˆtp is an unbiased estimate of gtp. Using (80) and the identity
2ab = a2 + b2 − (a− b)2 with a = p− pt and b = ηpgˆtp yields
E
[
φ(wt, p)− φ(wt, pt)|F t] = E [ 1
2ηp
(‖p− pt‖22 + (ηp)2‖gˆtp‖22 − ‖p− (pt + ηpgˆtp)‖22) |F t]
(81)
≤ E
[
1
2ηp
(‖p− pt‖22 + (ηp)2‖gˆtp‖22 − ‖p− pt+1‖22) |F t] (82)
≤ E
[
1
2ηp
(
‖p− pt‖22 + (ηp)2Gˆ2p − ‖p− pt+1‖22
)
|F t
]
(83)
where (82) follows from the projection property and (83) follows from Lemma 1. Summing
from t = 1 to T and taking the expectation over all the stochastic gradients of both sides
22
and using the Law of Iterated Expectations to remove the conditioning on F t, we obtain
T∑
t=1
E
[
φ(wt, p)− φ(wt, pt)] ≤ T∑
t=1
1
2ηp
E
[‖p− pt‖22]− 12ηpE [‖p− pt+1‖22]+ ηp2 Gˆ2p (84)
=
1
2ηp
E
[‖p− p1‖22]+ ηp2 TGˆ2p (85)
≤ 1
ηp
+
ηpTGˆ
2
p
2
(86)
where (84) follows from the telescoping sum and (86) follows from the fact that p, p1 ∈ ∆n
and ∆n is contained in an `2 ball of radius 1. Dividing both sides of (86) by T and
rearranging terms
1
T
T∑
t=1
E
[
φ(wt, pt)
] ≥ E [φ(wτT , p)]−
(
1
ηpT
+
ηpGˆ
2
p
2
)
(87)
Finally, since (87) holds for all p ∈ ∆n, we maximize the right hand side over p ∈ ∆n,
yielding
1
T
T∑
t=1
E
[
φ(wt, pt)
] ≥ max
p∈∆n
[φ(wτT , p)]−
(
1
ηpT
+
ηpGˆ
2
p
2
)
From (78), the left hand side above is equal to E [φ(wτT , pτT )], thus completing the proof.
Theorem 2 follows immediately from Proposition 2 by setting the step sizes appropriately.
H Proof of Theorem 3
First we have the following proposition for unspecified constant stepsizes.
Proposition 3. Suppose Assumptions 1 and 2 hold and W is convex and compact. Let
the step sizes ηtw and ηtp be constant over all t, denoted by ηw and ηp, respectively, where
ηw < (2/M˜). Let (wτT , p
τ
T ) be the solution returned by Algorithm 1 after T iterations. Then
we have
E[‖g¯w(wτT , pτT )‖22] ≤
2(φ(w1, p1) + Bˆ)
T (2ηw − η2wM˜)
+
4ηp
√
nBˆGˆp
(2ηw − η2wM˜)
+
σ2w
(2− ηwM˜)
,
E [φ(wτT , pτT )] ≥ max
p∈∆n
{E [φ(wτT , p)]} −
1
ηpT
− ηpGˆ
2
p
2
.
Proof. Here it is helpful to rewrite ΠW as a prox operation. Defining IW :W → {0,+∞}
as IW(w) = 0 if w ∈ W and IW(w) = +∞ otherwise, the update rule for w becomes:
wt+1 = ΠW(wt − ηtwgtw) = argmin
u∈Rd
{〈gˆtw, u〉+
1
2ηtw
‖u−wt‖22 + IW(u)} = proxηtwIW (wt − ηtwgtw)
and the projected stochastic gradient is equivalent to
g¯tw =
1
ηtw
(wt − proxηtwIW (wt − ηtwgˆtw))
The rewritten objective, using IW to remove the constraint on w, is as follows:
min
w∈Rd
max
p∈∆n
{Φ(w, p) := φ(w, p) + IW(w)} (88)
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With these notations in hand, we are ready to begin the proof. We make analogous
initial arguments to those in the proof of Theorem 2 in [Ghadimi et al., 2016], and cite two
results on the properties of the prox operation from the same paper. By the M˜ -smoothness
of Fˆi for each i, we have equation (63), and thus for any t ∈ {1, ..., T},
n∑
i=1
ptiFˆi(w
t+1) ≤
n∑
i=1
ptiFˆi(w
t) +
(
∇w
n∑
i=1
ptiFˆi(w
t)
)T
(wt+1 − wt) + M˜
2
‖wt+1 − wt‖22
=
n∑
i=1
ptiFˆi(w
t)− ηtw
(
∇w
n∑
i=1
ptiFˆi(w
t)
)T
g¯tw +
M˜
2
(ηtw)
2‖g¯tw‖22
=
n∑
i=1
ptiFˆi(w
t)− ηtw
(
gˆtw
)T
g¯tw +
M˜
2
(ηtw)
2‖g¯tw‖22 + ηtw(δtw)T g¯tw
where in the identity we have used the definitions of g¯t and δtw. Next, using Lemma 1 in
[Ghadimi et al., 2016] with x = wt, γ = ηtw, and g = gˆtw, we obtain
n∑
i=1
ptiFˆi(w
t+1) ≤
n∑
i=1
ptiFˆi(w
t)− [ηtw‖g¯t‖22 + IW(wt+1)− IW(wt)] +
M˜
2
(ηtw)
2‖g¯tw‖22 + ηtw(δtw)T g¯tw
=
n∑
i=1
ptiFˆi(w
t)− [ηtw‖g¯t‖22 + IW(wt+1)− IW(wt)] +
M˜
2
(ηtw)
2‖g¯tw‖22
+ ηtw(δ
t
w)
T gt + ηtw(δ
t
w)
T (g¯tw − gt)
where δtw := gˆtw− gtw and gt :=
1
ηtw
(wt−proxηtwIW (wt− ηtwgtw)) is the projected full gradient
with respect to w. Thus after rearranging terms,
Φ(wt+1, pt) ≤ Φ(wt, pt)−
(
ηtw −
M˜
2
(ηtw)
2
)
‖g¯tw‖22 + ηtw〈δtw, gt〉+ ηtw‖δtw‖‖g¯tw − gt‖
≤ Φ(wt, pt)−
(
ηtw −
M˜
2
(ηtw)
2
)
‖g¯tw‖22 + ηtw〈δtw, gt〉+ ηtw‖δtw‖2
where the last inequality follows from Proposition 1 in [Ghadimi et al., 2016] with x = wt,
γ = ηtw, g1 = gˆtw, and g2 = gtw. Rearranging terms, we have(
ηtw −
M˜
2
(ηtw)
2
)
‖g¯tw‖22
≤ Φ(wt, pt)− Φ(wt+1, pt) + ηtw〈δtw, gt〉+ ηtw‖δtw‖2
=
(
Φ(wt, pt)− Φ(wt+1, pt+1))+ (Φ(wt+1, pt+1)− Φ(wt+1, pt))+ ηtw〈δtw, gt〉+ ηtw‖δtw‖2
=
(
Φ(wt, pt)− Φ(wt+1, pt+1))+ (φ(wt+1, pt+1)− φ(wt+1, pt))+ ηtw〈δtw, gt〉+ ηtw‖δtw‖2
Taking the expectation with respect to the stochastic gradients conditioned on the history
up to time t of each side, we have(
ηtw −
M˜
2
(ηtw)
2
)
E
[‖g¯tw‖22|F t]
≤ E [(Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ E [(φ(wt+1, pt+1)− φ(wt+1, pt)) |F t]
+ ηtwE
[〈δtw, gt〉|F t]+ ηtwE [‖δtw‖2|F t]
= E
[(
Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ E[ n∑
i=1
(pt+1i − pti)Fˆi(wt+1)|F t
]
+ ηtwE
[〈δtw, gt〉|F t]+ ηtwE [‖δtw‖2|F t] (89)
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Note that we can use the Holder Inequality to bound the second expectation in (89). In
doing so we obtain(
ηtw −
M˜
2
(ηtw)
2
)
E
[‖g¯tw‖22|F t]
≤ E [(Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ E
‖pt+1 − pt‖2( n∑
i=1
Fˆi(w
t+1)2
)1/2
|F t

+ ηtwE
[〈δtw, gt〉|F t]+ ηtwE [‖δtw‖2|F t]
≤ E [(Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ 2√nBE [‖ηtpgˆtp‖2|F t]+ ηtwE [〈δtw, gt〉|F t]
+ ηtwE
[‖δtw‖22|F t] (90)
≤ E [(Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ 2√nBηtpGˆp + ηtwE [〈δtw, gt〉|F t]+ ηtwE [‖δtw‖22|F t]
(91)
≤ E [(Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ 2√nBηtpGˆp + ηtwE [‖δtw‖22|F t] (92)
≤ E [(Φ(wt, pt)− Φ(wt+1, pt+1)) |F t]+ 2√nBηtpGˆp + ηtwσ2w (93)
where (90) follows from the definition of B and the update rule for p combined with the
projection property, (91) follows from the definition of Gˆp, (92) follows from the facts that gt
is a deterministic function of the stochastic samples that determine the stochastic gradients
up to time t and gˆtw is an unbiased estimate of gtw, and (93) follows from the computation
of E[‖δw‖2] given in Lemma 4. Summing over t = 1, ..., T , setting the step sizes to be
constants, and taking the expectation with respect to all of the stochastic gradients and
using the Law of Iterated Expectations, we find(
ηw − M˜
2
(ηw)
2
)
T∑
t=1
E
[‖g¯tw‖22] ≤ Φ(w1, p1)− E [Φ(wT+1, pT+1)]+ 2TηpB√nGˆp + Tηwσ2w
≤ Φ(w1, p1) +B + 2TηpB
√
nGˆp + Tηwσ
2
w
Next we divide both sides by T
(
ηw − M˜2 (ηw)2
)
to yield
1
T
T∑
t=1
E
[‖g¯tw‖22] ≤ 2(φ(w1, p1) +B)
T (2ηw − η2wM˜)
+
4ηp
√
nBGˆp
(2ηw − η2wM˜)
+
σ2w
(2− ηwM˜)
Using an analogous argument as (62), we have that the left hand side of the above equation
is equal to E[‖g¯w(wτT , pτT )‖22], thus we have completed the proof of the convergence result in
w.
For the convergence with respect to p, note that the update rule for pt+1 is identical
to the update rule analyzed in Proposition 2, and the output procedure is the same for
both algorithms. Furthermore, since the convergence analysis of p does not depend on the
update rule for w, the analysis with respect to p in the proof of Proposition 2 still applies
here, thus we have the same bound.
The only significant difference between the bound in Proposition 3 and the bound
derived in Proposition 2 is that the term with σ2w is not multiplied by the step size ηw,
thus appears to asymptotically behave as a constant. Therefore, in order to show that
the right hand side in the above bound converges, we must treat σ2w as a function of the
number of stochastic gradients computed during each iteration. Recall that σ2w is an upper
bound on E‖gˆw − gtw‖22, and note from Lemma 4 that we can write it as σ2w = σ˜2w/C, where
σ˜2w does not depend on C or T , and C is the number of sampled task instances used for
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each stochastic gradient computation, and each sampled task instance involves a constant
number of function, gradient and Hessian evaluations. We can therefore define C as an
increasing function of T in order for σ2w to decrease with T , while the total number of oracle
evaluations performed by the algorithm will be O(CT ).
To balance terms, we must choose ηp and σ2w to be of the same order with respect to T .
Thus for some β ∈ (0, 1), let ηp = O(T−β) and C = O(T β). Since here C grows with T ,
we can assume without loss of generality that C > n (since if this were not the case, the
only way we would get improvement over the 1/5 rate, to 1/4, would require β = 1, which
would mean C = m = n = T, which is not realistic). In this case, Gˆ2p can be numerically
upper bounded as
Gˆ2p :=
n(n+ C − 1)
C
Bˆ2 = (
n2
C
+ n− n
C
)Bˆ2 ≤ 2nBˆ2 (94)
Replacing Gˆ2p with this upper bound in the results from Proposition 3 and plugging in the
appropriate step sizes completes the proof of Theorem 3.
I Generalization Results
I.1 Proof of Proposition 1
The result is a standard Rademacher complexity bound, see for example [Mohri et al., 2018],
thus we omit the proof.
I.2 Proof of Theorem 4
Proof. Since DKn+1 ×DJn+1 is a mixture distribution, we have, for any w,
Fn+1(w) = E(Dtrainn+1,j ,Dtestn+1,j)∼Dn+1 [fˆn+1,j(w − α∇fˆn+1,j(w,D
train
n+1,j), D
test
n+1,j)] (95)
=
n∑
i=1
aiE(Dtrainn+1,j ,Dtestn+1,j)∼Di [fˆn+1,j(w − α∇fˆn+1,j(w,D
train
n+1,j), D
test
n+1,j)] (96)
=
n∑
i=1
aiFi(w) (97)
Therefore, using Proposition 1 and a union bound over the n tasks, we have that with
probability at least 1− nδ′ over the choice of samples used to compute Fˆi(w),
Fn+1(w
∗) =
n∑
i=1
aiFi(w
∗) ≤
n∑
i=1
aiFˆi(w
∗) + 2aiRimi(F) + aiBˆ
√
log 1/δ′
2mi
(98)
Making the substitution δ = nδ′ and using the fact that ai ∈ ∆n and the definition of w∗
yields that
Fn+1(w
∗) ≤ max
p∈∆n
n∑
i=1
piFˆi(w
∗) + 2aiRimi(F) + aiBˆ
√
log(n/δ)
2mi
(99)
= min
w∈W
max
p∈∆n
n∑
i=1
piFˆi(w
∗) + 2aiRimi(F) + aiBˆ
√
log(n/δ)
2mi
(100)
(101)
with probability at least 1− δ, which completes the proof.
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Table 3: Omniglot N -way, K-shot classification accuracies (%). After meta-training,
5,000 few-shot classification problems (task instances) are sampled uniformly from the 25
alphabets (tasks) used for meta-training, likewise for the 20 new meta-testing alphabets. For
each alphabet, the average accuracy on task instances from that alphabet is computed, and
statistics are taken across these average accuracies. ‘Weighted Mean’ weighs the alphabet
accuracies by the meta-training distribution, which corresponds to the quantity MAML
aims to optimize, whereas ‘Mean’ weighs all alphabets equally. ‘Worst’ is the minimum
alphabet accuracy, and ‘Std. Dev.’ is the standard deviation across the alphabet accuracies,
with 95% confidence intervals given over three full runs for all statistics.
Meta-training Alphabets Meta-testing Alphabets
(N,K) Algorithm Weighted Mean Mean Worst Mean Worst Std. Dev.
(10,1) MAML 98.5± 1.2 91.0± .4 54.5± 2.5 85.9± 0.3 71.0± 1.2 6.3± .1TR-MAML 95.6± .3 94.0± .1 89.5± 1.0 83.6± .5 70.2± 2.4 6.6± .3
(10,5) MAML 99.1± .1 95.0± .1 70.1± 2.8 92.1± .1 82.9± 0.1 3.8± .1TR-MAML 98.5± .4 98.6± .4 96.2± 1.0 93.8± .7 87.7± 1.4 3.2± .5
J Additional Experimental Results and Details
We performed all experiments on a 3.7GHz, 6-core Intel Corp i7-8700K CPU. For all
experiments, there was no significant difference in the time required to run TR-MAML
compared to MAML.
J.1 Sinusoid Regression
For the sinusoid regression experiments, we adapted the codebase from the original MAML
paper [Finn et al., 2017] available at https://github.com/cbfinn/maml, which is written
in in Tensorflow https://www.tensorflow.org/. We used a batch size of 25 task instances
with J (the number of evaluation points in each task instance/few-shot learning episode)
equal to K. We set ηw = 10−3, α = 10−3, and used one step of SGD update and the
Adam optimizer for the meta-learning update step for w for both TR-MAML and MAML,
consistent with the original sinusoid experiments [Finn et al., 2017]. To update p in
TR-MAML, we used vanilla projected SGD (without an optimizer) with learning rate
ηp = 0.0001 when K = 5 and ηp = 0.0002 when K = 10.
J.2 Few-shot Image Classification
For the image classification experiments on the Omniglot dataset, we adapted the codebase
from the repository available at https://github.com/AntreasAntoniou/HowToTrainYourMAMLPytorch
that implements in Pytorch https://pytorch.org/ the experiments in the paper [Anto-
niou et al., 2019]. Again we kept most of the default parameters consistent. The Adam
optimizer was used for the meta-update of w and vanilla SGD was used to update p. We
set ηp = 2.0× 10−5 for the 5-way experiments, ηp = 1.6× 10−5 for the 10-way experiments,
and ηp = 1.0 × 10−5 for the 20-way experiments. In all cases, we set J = 10. After
meta-training for 60,000 iterations with a batch size of 8, the most recent meta-trained
model was evaluated on both the meta-testing and meta-training tasks (alphabets). One
step of SGD was used for both meta-training and meta-testing in all experiments. Images
were augmented by rotations of 90 degrees, with augmented images considered part of the
same class (thus there were 20 × 4 = 80 images per class), but each image in each class
in each task instance was rotated by the same amount. Additional results for the 10-way
classification case are shown in Table 3.
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