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Abstract
We state and prove generalizations of the Differentiation Lemma and the Reynolds
Transport Theorem in the general setting of smooth manifolds with corners (e.g. cuboids,
spheres, Rn, simplices). Several examples of manifolds with corners are inspected to
demonstrate the applicability of the theorems. We consider both the time-dependent
and time-independent generalization of the transport theorem. As the proofs do not
require the integrand to have compact support (i.e. we neither employ Stokes’ theorem
nor any formalism relying on that assumption), they also apply to the ‘unbounded’ case.
As such, they are of use to most cases of practical interest to the applied mathematician
and theory-oriented physicist. Though the identities themselves have been known for a
while, to our knowledge they have thus far not been considered under these conditions
in the literature. This work was motivated by the study of the continuity equation in
relativistic quantum theory and the general theory of relativity.
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Reynolds Transport Theorem - Leibniz Rule - Poincare´-Cartan invariants
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Subject In this article we derive and rigorously prove two generalizations of the Reynolds
Transport Theorem1
d
dt
∫
St
ρ d3x =
∫
St
(
∂ρ
∂t
+∇ · (ρ~v)
)
d3x . (1)
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1 This is the formulation in three spatial dimensions. See Example 2 below for definitions.
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The theorem is of central importance in fluid dynamics [2, p. 206; 16, p. 78 sq.; 42, §II.6],
quantum mechanics [10; 33, §5.1; 30, §1.2.1; 18, §14.8.1] and many other branches of physics
(see e.g. [36, p. 413, p. 441 & §9.3.4; 19, §6.1]), as it relates the conservation of the integral
on the left throughout time to the validity of the continuity equation (see e.g. Gurtin [16,
§12], Lin and Segel [26, §14.1]). As the name suggests, identity (1) is generally accredited
to O. Reynolds2 [34].
With the restriction that the integrand is assumed to be sufficiently regular, the gener-
alizations of (1) presented here are targeted to apply to most cases of practical interest
to the applied mathematician, mathematical or theoretical physicist. In particular, we
establish rigorous generalizations for the case of ‘unbounded’, ‘curved’ domains lying in
an ‘ambient manifold’ that are ‘smooth’ up to an at most countable number of ‘edges and
corners’ – both for the ‘time-dependent’ and ‘time-independent’ case.3 Rigorously speaking,
the generalizations apply to the integral of a smooth k-form αt over a smooth k-submanifold
St with corners4 (both depending smoothly on a real parameter t) of a smooth n-manifold
Q with corners (0 ≤ k ≤ n < ∞), where St is an image of the time-dependent flow of
some time-dependent vector field X on Q. The ‘time-independent’ case then follows as
a special case. That St may be ‘unbounded’ means that we do not assume αt to have
compact support on it, contrary to many similar statements in the literature.5 This work
was motivated by the study of the continuity equation in the general theory of relativity
and relativistic quantum theory (cf. [43; 33; 32]), but due to the generality of the result we
regard it to be of independent interest.
Prior research So far as we can discern, a slightly adapted form of the equation6
d
dt
∫
St
αt =
∫
St
(
∂
∂t
+ LX
)
αt . (2)
first appeared in an article by Flanders [13, eq. 7.2], who bemoaned the rarity of the Leibniz
rule (see e.g. [44]) and its relatives in the calculus textbooks of his times.7 A decade
later Betounes [5, Cor. 1] also published an article containing (2), seemingly unaware of
2 Truesdell and Toupin [41, §81] also cite Jaumann [20, §383] and Spielrein [39, §29]. They write that
Spielrein [39] first supplied a proof.
3 In the mathematical literature ‘time-dependent vector fields’ are vector fields depending (smoothly) on
a single parameter. When computing its ‘integral curves’ one sets the parameter of the vector field
equal to the parameter of the curve, which justifies the terminology (cf. [35, §3.4; 24, p. 236 sqq.]). We
stress that this differs from the one in physics: First, the parameter need not correspond to any actual
time in applications. Second, ‘time-dependent’ descriptions in physics can be time-independent in the
mathematical sense, see e.g. Example 2.ii) below.
4 A ‘working definition’ of manifolds with corners and examples are given below. We refer to Lee [24, p.
415 sqq.] for a formal introduction.
5 Mathematically, the treatment of ‘improper’ integrals requires that one has to allow integrals over open
domains, as the example
∫∞
−∞ dx e
−x2 =
∫ pi/2
−pi/2 dy e
− tan2y/ cos2y illustrates.
6 LX denotes the Lie derivative along X (cf. [35, §3.3; 24, p. 227 sqq. & p. 372 sqq.] ).
7 He cites Kaplan [22] as well as Loomis and Sternberg [27] as notable exceptions [13; 12] .
2
Flanders’ work. It is notable that Betounes also knew of the importance of the identity
(for parameter-independent α) for the general theory of relativity, since in a later work he
reformulated it in terms of ‘metric’ geometric structures on a special class of submanifolds
of a pseudo-Riemannian manifold [4].8
By now, (2) has found its way into the textbooks under various more or less restrictive
conditions (see e.g. [14; 1]). In a comparatively recent treatment on the mathematical theory
of differential chains, Harrison proved a version of (2) for domains with highly irregular
(e.g. fractal) boundaries [17, Thm. 12.3.4] ‘evolving’ on a smooth manifold via the flow of a
differentiable vector field. Building on his work, Seguin and Fried [37] considered the case
when the irregular domain is a subset of Euclidean space and its evolution is not governed
by a vector field but rather by an ‘evolving chain’, which allows, for instance, for ‘tearing’
and ‘piercing’ of the domain.9 Along with Hinz they elaborated further on their results in
[38], considering a number of explicit examples [38, §6]. Using (parameter-dependent) de
Rham currents10 instead of differential chains, Falach and Segev [11] also considered (2) for
irregular domains of integration in the smooth manifold setting.
In retrospect, the initial treatments [5; 13] of formula (2) suffered from a lack of rigor
regarding the regularity assumptions on S0 (resp. St), which meant that the applicability
of the identity (2) was not fully specified. In particular, the use of Stokes’ Theorem is
only admissible on compact domains or if the integrand has compact support (cf. [35,
Thm. 4.2.14; 24, Thm. 16.11, Thm. 16.25 & Ex. 16.16]). The close connection to Stokes’
Theorem is one of the reasons why many textbook treatments [14, §4.3; 1, Thm. 7.1.12; 27,
p. 419] also make the compactness assumption.11 Yet, due to the ubiquity of ‘improper
integrals’ in applied mathematics and theoretical physics, these theorems do not directly
apply to a class of problems of significant practical relevance. Harrison [17, §4] as well as
Seguin and Fried [37, §2.4] also only consider the bounded case. The formalism of de Rham
currents in Falach’s and Segev’s work [11] explicitly rests on the compactness assumption.
Contribution of this work The aim of this work is to consider a practically employable case,
where compactness of the domain of integration is not required. While the chosen setting
of smooth manifolds with corners is certainly not the most general and most convenient
one, we believe them to be practically employable and relevant mathematical objects. This
refers, in particular, to analysis on the manifold boundary ∂St. If one were not interested
8 To the relativist, the common special case of interest is the one for which the ‘ambient manifold’ is
Lorentzian and the submanifold is spacelike. For the lightlike case other approaches are needed, see e.g.
Duggal and Sahin [9].
9 Note that this can also be achieved with a vector field whose flow is incomplete on its (possibly restricted)
domain. Naturally, this also applies to the time-dependent case.
10 This generalization of the distribution concept to the space of smooth k-forms was named after G. de
Rham [7; 11, §5.1].
11 In the book by Abraham, Ratiu, and Marsden [1], the assumption is implicit due to the use of Thm.
7.1.7.
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in ∂St, then the case for smooth manifolds would suffice.12 In this respect, we emphasize
that the three main theorems of this work (Lemma 1, Theorem 1 and Corollary 1) remain
valid, if manifolds with corners are replaced by manifolds with or ‘without’ boundary (cf.
Example 1.ii) and footnote 20). In this context, the main advantage of considering manifolds
with corners in stating the theorems is that it allows for a unified treatment, independent
of whether Stokes’ theorem is applicable in the particular case of interest or not. A more
general treatment than the one presented here would loosen the differentiability assumptions
on αt or Xt (alternatively Φt), and consider domains St, which are both ‘unbounded’ and
‘highly irregular’. Regarding the latter, it should be possible to find a version of (2) for
which αt is smooth and S0 is any Lebesgue-measurable subset of a smooth manifold Q (see
Dieudonne´ [8, §XVI.22]). A generalization to ‘manifolds with piece-wise smooth boundary’
may also be sensible with respect to applications (see Supplement 8.2B in Abraham, Ratiu,
and Marsden [1, p. 471 sqq.]).
Structure We first review the allowed domains of integration (i.e. manifolds with corners)
for the purposes of this work by giving a rough definition along with several examples and
useful propositions. After ‘having set the stage’, we prove the respective Differentiation
Lemma (cf. [23, Prop. 6.28]). This allows us to prove the generalization of the Reynolds
Transport Theorem for the ‘time-dependent’ case and obtain the time-independent case
as a corollary. We note the close relation of the latter to the Poincare´-Cartan Theorem
and end by rederiving the ordinary Transport Theorem both in the time-independent and
time-dependent picture.
Notation Our notation mainly follows Rudolph and Schmidt [35]. N denotes the set of
natural numbers, N0 := N∪{0} ⊃ N. Z is the set of integers. The real (non-empty) interval
(a, b) ⊆ R is open, [a, b] is closed. If not stated otherwise, mappings and manifolds (with
corners) are assumed to be smooth. For a manifold Q (with corners), TQ denotes the
tangent bundle and T∗Q the cotangent bundle (i.e. the respective ‘total space’). If ϕ is
a (smooth) map, then domϕ is its domain, ϕU the mapping restricted to the domain
U , ϕ∗ is the pushforward/total derivative, and ϕ∗ the pullback mapping. Ωk (Q) is the
(vector) space of smooth k-forms on Q, which are the smooth sections of ∧ k T∗Q. d denotes
the exterior derivative, X· is the contraction, and LX the Lie derivative with respect to
a (tangent) vector (field) X. For convenience, we identify smooth sections of the trivial
bundle Q× R with smooth mappings f ∈ C∞ (Q,R). A dot over a letter usually denotes
the derivative with respect to a parameter. We also use dots as placeholders, i.e. a function
ϕ : q 7→ ϕ(q) may also be written as ‘ϕ( . )’. On R3 (and R4 by ‘including time’) we employ
the ordinary notation for the vector calculus operators and write d3x for dx1 ∧ dx2 ∧ dx3.
12 The manifold boundary of a manifold with corners has (Lebesgue) measure zero. This follows directly
from the definition (cf. [24, p. 125 sqq.]). Thus, one can exclude the boundary for the purpose of
integration.
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Manifolds with corners Roughly speaking, a manifold with corners of dimension n ∈ N0
is an n-manifold, where the ‘local model space’ Rn has been replaced by Cn = [0,∞)n (with
C0 := {0}). In more rigorous terms, it is a second-countable, Hausdorff space Q, which has
the property that for every q ∈ Q there exists a homeomorphism from an open neighborhood
of q to an (relatively) open subset of Cn. As in the case of ‘ordinary manifolds’, one still
needs ‘compatibility conditions’ between such ‘charts with corners’, which gives rise to the
notion of ‘smooth atlas with corners’ and ‘smooth structure with corners’. For the purpose
of this article, however, this characterization of manifolds with corners suffices. We refer to
Lee [24, p. 415 sqq.] for a formal introduction to the subject.
To gain some intuition, we consider a few examples. They also exhibit some important
techniques one can use to show that a given set is canonically a manifold with corners
or can be turned into one by defining an appropriate topology and charts with corners.
Therfore, we allocate some attention to them.
Example 1 (Manifolds with corners)
i) The interval [0, 1] is a manifold with corners. Trivially, [0, 1) has a global corner chart.
As the map ξ : x 7→ −x+1 is a diffeomorphism on R, it can be used to put a ‘smoothly
compatible’ corner chart on (0, 1]. This is canonical in the sense that the resulting
topology of [0, 1] is the subspace topology on R. Note that ξ is orientation reversing.
ii) All (finite-dimensional) manifolds with or ‘without’ boundary are canonically manifolds
with corners [24, p. 417]. This can be shown using
e. : (−∞,∞)→ (0,∞) : x 7→ ex . (3a)
Note that one can also use this to show a one-to-one correspondence between our
definition of manifolds with corners and the one by Joyce [21].
iii) The Cartesian product of finitely many manifolds with corners is (canonically) a
manifold with corners. Its dimension is equal to the sum of the dimensions of each
factor. This essentially follows from
(V1 ∩ Cn1)× (V2 ∩ Cn2) = (V1 × V2) ∩ Cn1+n2 (3b)
for n1, n2 ∈ N0 and open V1 ⊆ Rn1 , V2 ⊆ Rn2 .
iv) By i) and iii) above, the unit n-cube [0, 1]n is (canonically) a manifold with corners.
v) Let N ,Q be smooth manifolds with corners and let ϕ : N → Q be a continuous
mapping. By definition, ϕ is smooth if each ‘local representative’ of ϕ can be extended
to a smooth map in the ordinary sense. Such a ϕ is an immersion, if (ϕ∗)q has full
rank at each q ∈ N .13 If ϕ is an injective immersion, we define the tuple (N , ϕ) as a
smooth submanifold of Q with corners.
13If q is a boundary point, then, due to continuity, (ϕ∗)q is also independent of the chosen extension.
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In that case the image ϕ (N ), if equipped with the coinduced topology14, is also a
smooth manifold with corners in a canonical way. Moreover, if ι is the inclusion of
ϕ (N ) into Q, (ϕ (N ) , ι) is a smooth submanifold of Q with corners. (N , ϕ) and
(ϕ (N ) , ι) are said to be equivalent submanifolds with corners (cf. [35, Rem. 1.6.2.1]).
This justifies the identification of submanifolds with corners as subsets of their ambient
space.
vi) The unbounded set
S0 =
{
~x ∈ R3
∣∣∣∣x2 − x1 ≤ √2 sin(x2 + x1√2
)
, x3 ∈
[
−H
2
,
H
2
]}
(3c)
is an infinite sheet of height H ∈ (0,∞), diagonally cut along a sine curve at an angle
of pi/4. We refer to the first depiction in Figure 1 below.
S0 is canonically a 3-manifold with corners: First set y3 = x3 and rotate(
y1
y2
)
=
1√
2
(
1 1
−1 1
)
·
(
x1
x2
)
(3d)
to find y2 ≤ sin (y1). Now set
y1 = z2, y2 = sin
(
z2
)− z1 and y3 = Hz3/2 (3e)
for ~z ∈ N := [0,∞) × R × [−1, 1]. By ii) and iii), N is a manifold with corners.
Then v) yields the assertion. Furthermore, since the mappings ~z 7→ ~y, ~y 7→ ~x
are diffeomorphisms on R3 and N carries the subspace topology, S0 is (smoothly)
embedded. In this sense the choice of smooth structure (with corners) is canonical.
vii) Every geometric k-simplex (with k ∈ N0) is canonically a smooth manifold with
corners [24, p. 467 sq.].
viii) Consider a square base pyramid of height and length L (with L ∈ (0,∞)):
P0 :=
{
~x ∈ R3
∣∣∣∣x3 ∈ [0, L], and ∣∣x1∣∣ , ∣∣x2∣∣ ≤ L2
(
1− x
3
L
)}
. (3f)
Due to its apex, P0 is not a manifold with corners – at least not canonically.
Nonetheless, we can turn P0 into a manifold with corners by setting
P 10 :=
{
~x ∈ P0
∣∣x2 > x1} and P 20 := {~x ∈ P0∣∣x2 ≤ x1} , (3g)
which corresponds to a cut along the diagonal. By vii), P 20 is a manifold with corners.
Since P 10 is an open subset of a manifold with corners, P
1
0 is a manifold with corners.
Since the intersection of P 10 and P
2
0 is empty and both are 3-manifolds with corners,
their union P0 is a 3-manifold with corners. Note that we obtained this at the cost of
‘adding another face’ and ‘giving up’ embeddedness of P0 into R3.
14 ϕ need not be a topological embedding, see Example 4.19 and 4.20 in Lee [24].
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ix) More generally, if Q is an n-manifold with corners and a subset N consists of an
at most countable union of mutually disjoint submanifolds with corners of same
dimension k ≤ n, then N is a k-(sub)manifold with corners. To show this one employs
the fact that the at most countable union of disjoint second-countable spaces is
second-countable.15 As example viii) shows, N need not carry the subspace topology.
x) Continuing with viii), we define by translation
P~k = P0 + 2L
~k (3h)
for ~k ∈ Z3. Then the union P := ⋃~k∈Z3 P~k is an infinite lattice of mutually disjoint
pyramids. As in viii), P is not canonically a manifold with corners. If we equip P0
with the ‘non-canonical’ topology and smooth structure (with corners) from viii),
however, then by ix) P is a manifold with corners.
If we recall that manifolds with corners are considered domains of integration for the
purpose of this article, then this is an example where the ‘unboundedness’ comes from
having countably many components. In practice, this yields a series of integrals over
the individual components.
xi) When using Stokes’ Theorem on manifolds with corners (cf. Lee [24, Thm. 16.25]),
it is important to keep in mind that the manifold boundary ∂N (as defined via the
charts, see Lee [24, Prop. 16.20]) of a manifold with corners N is in general not
(canonically) a manifold with corners. Yet by choosing an appropriate topology (and
corresponding smooth structure with corners), it can be turned into a manifold with
corners or an at most countable union thereof (cf. Lee [24, p. 417]).
xii) Combining vii) with ix), we find that if a subset S0 of a manifold with corners Q admits
a ‘triangulation’ in the sense that it is the at most countable union of (open subsets
of) disjoint geometric k-simplicies (injectively immersed in Q, for ‘fixed’ k ∈ N0), then
this turns S0 into a manifold with corners. This statement generalizes example x).
♦
The Differentiation Lemma Before we can state the theorems of interest, we need to
consider a ‘natural’ definition of the integral over a possibly ‘unbounded’ manifold with
corners: Such a definition needs to allow for the integration of differential forms without
compact support over open domains. Of course, the compactness assumption is appropriately
replaced by a convergence condition. Furthermore, Lee’s definition of manifolds with corners
implies that we may not be able to find an oriented atlas (with corners) on a 1-dimensional
oriented16 manifold with corners (see Example 1.i) and [24, Prop. 15.6]), so we need to
15 The at most countable union of countably many sets is at most countable (cf. [29, Ex. 2.19]), so this
follows from the definition of second-countability [29, Def. 6.1].
16 The (smooth) orientation is assumed to be given by an ‘oriented base’ in each tangent space (up to
equivalence), not via ‘oriented charts’.
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allow for integration over non-oriented charts. To take account of these points we adapted
the definition from Rudolph and Schmidt [35, Def. 4.2.6].
Definition 1 (Integral on manifolds with corners)
Let S be a (smooth) oriented k-manifold with corners, let
A = {(Uγ , κγ)|γ ∈ I} (4a)
(with index set I) be a smooth, at most countable, locally finite atlas (with corners) for S,
and let {ργ |γ ∈ I} be a (smooth) partition of unity subordinate to A (cf. [24, p. 417 sq.]).
Further, define
sgn: I → {−1,+1} : γ 7→ sgnγ :=
{
+1 , κγ is orientation-preserving
−1 , κγ is orientation-reversing
. (4b)
We make the following definitions:
i) If α is a (smooth) density17 on S, then the integral of α over S is∫
S
α =
∑
γ∈I
∫
κγ(Uγ)
(
κ−1γ
)∗
(ργ α) , (4c)
provided each summand and the whole series converges (absolutely).
ii) If α is a (smooth) k-form on S, then the integral of α over S is∫
S
α =
∑
γ∈I
sgnγ
∫
κγ(Uγ)
(
κ−1γ
)∗
(ργ α) , (4d)
provided the integral
∫
S |α| of the (positive) density |α| exists.
In either case α is called integrable (over S). The integrals over each κγ (Uγ) ⊆ Rk are
taken in the sense of Lebesgue.18 ♦
This definition is independent of the choice of atlas and partition of unity.19 Integrals
over submanifolds are defined as usual via pullback (cf. [35, Def. 4.2.7]). In practice, one
may ‘chop up’ the domain of integration to get countably many (convergent) integrals over
subsets of Rk. That is - roughly speaking and for the purpose of ‘practical integration’
- one does not need to worry much about the technicalities resulting from working with
17 The definition of densities on manifolds with corners is analogous to the one on ‘ordinary’ manifolds. See
Lee [24, p. 427 sqq.] for an elaboration of the theory on manifolds with boundary.
18 All integrals are over sets of the kind U ∩ Ck for some open U ⊆ Rk. Thus the Lebesgue-Borel measure is
sufficient here (see Klenke [23, Thm. 1.55]).
19 Observe that ργα is compactly supported on Uγ . One may then adapt the reasoning by Lee [24, Prop.
16.5].
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manifolds with corners.20 As the resulting series converges absolutely, the total integral is
independent of ‘the order of summation’ (i.e. the sequence of partial sums).
To prove a differentiation lemma in our setting (cf. [23, Prop. 6.28]), we make use of the
following concept.
Definition 2 (Bounded differential form)
Let S be a (smooth) k-manifold with corners, let α ∈ Ωk (S) and let β be a (smooth, positive)
density on S. We say that α is bounded by β, if for all q ∈ S and for all X1, . . . , Xk ∈ TqS
we have
|α|q (X1, . . . , Xk) ≤ βq (X1, . . . , Xk) . (5)
♦
The essential idea is that any k-form restricted to a k-submanifold (with corners) is a
top-degree form. Then, by taking its absolute value, we can draw upon the one-dimensional
definition of boundedness to carry it over to this case.
With an adequate notion of boundedness at our disposal, proving the lemma is straight-
forward.
Lemma 1 (Differentiation Lemma on manifolds with corners)
Let S be a smooth, oriented k-manifold with corners and let I be a (not necessarily open)
non-empty, real interval. Further, let
α : I → Ωk (S) : t 7→ αt (6a)
be a smooth one-parameter family of k-forms.21 If
i) the integral
∫
S αt exists for all t ∈ I, and
ii) there exists an integrable density β on S such that
α˙ :=
∂
∂t
α (6b)
is bounded by β,
then
∫
S α˙ exists and
d
dt
∫
S
α =
∫
S
α˙ . (6c)
♦
20 Since the manifold boundary ∂S has measure zero, we can exclude it and obtain an ‘ordinary’ manifold
S ′ := S \ ∂S. Then for an oriented atlas (which exists), Definition 1 reduces to the one by Rudolph and
Schmidt [35, Def. 4.2.6] (by the change of variables formula), so one does not need to integrate over
corner charts. Moreover, one can add sets of measure zero to make the integration more convenient
(compare with Example 1.viii) above).
21 α : I × S → ∧ k T∗S is smooth as a map between manifolds with corners.
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Note that α˙ is well defined via
(α˙t)q (X1, . . . , Xk) :=
∂
∂t
(αt)q (X1, . . . , Xk) (7)
for any t ∈ I, q ∈ S, and X1, . . . , Xk ∈ TqS (cf. [40, p. 416; 35, Rem. 4.1.10.1] ).
Proof The lemma is essentially a corollary of Prop. 6.28 by Klenke [23]. Note that its
proof does not rely on the openness of the interval for the parameter.
Choose A and ρ as in Definition 1. For each γ ∈ I there exist smooth functions fγ on
I × κγ (Uγ) and hγ on κγ (Uγ) such that22(
κ−1γ
)∗
α = fγ dκ
1 . . . dκk , and
(
κ−1γ
)∗
β = hγ dκ
1 . . . dκk . (8a)
Dropping the index γ for ease of notation, we find∫
U
|ρα| =
∫
κ(U)
(
κ−1
)∗ |ρα| (8b)
=
∫
κ(U)
∣∣∣(κ−1)∗ρ (κ−1)∗α∣∣∣ (8c)
=
∫
κ(U)
∣∣(ρ ◦ κ−1)∣∣ |f | dκ1 . . . dκk . (8d)
Consult Lee [24, Prop. 16.38b] for the second step. But |ρ| ≤ 1, so∫
U
|ρα| ≤
∫
U
|α| ≤
∫
S
|α| , (8e)
and thus
(
ρ ◦ κ−1) f is integrable over κ (U). An analogous argument for β shows that(
ρ ◦ κ−1) h is integrable as well.
The assumption that α˙ is bounded by β implies that for each γ ∈ I we have ∣∣f˙γ∣∣ ≤ hγ
(with f˙ := ∂f/∂t). Consider now the expression∫
S
|α˙| =
∑
γ∈I
∫
κγ(Uγ)
(
κ−1γ
)∗ |ργ α˙| (8f)
=
∑
γ∈I
∫
κγ(Uγ)
∣∣(ργ ◦ κ−1γ )∣∣ ∣∣∣f˙γ∣∣∣ dκ1 . . . dκk (8g)
≤
∑
γ∈I
∫
κγ(Uγ)
∣∣(ργ ◦ κ−1γ )∣∣ |hγ | dκ1 . . . dκk (8h)
=
∫
S
β . (8i)
22 Notationally, we treat fγ like a function on κγ (Uγ).
10
It follows that
∫
S α˙ exists.
To obtain (6c), we need to apply the differentiation lemma [23, Prop. 6.28] twice.
First consider ∫
κ(U)
(
ρ ◦ κ−1) f˙ dκ1 . . . dκk . (8j)
Using the lemma, this equals
d
dt
∫
κ(U)
(
ρ ◦ κ−1) f dκ1 . . . dκk . (8k)
Therefore, we find that ∫
S
α˙ =
∑
γ∈I
sgnγ
d
dt
∫
κγ(Uγ)
(
κ−1γ
)∗
(ργ α) (8l)
=
∑
γ∈I
g˙γ , (8m)
with g : (t, γ) 7→ gγ (t) defined in the obvious manner.
To get the derivative out of the sum, consider the counting measure [23, Ex. 1.30vii]
#: 2I → [0,∞] : J 7→ #J :=
∑
γ∈J
1 , (8n)
where 2I is the power set of I. Then we have∫
I
g d# =
∑
γ∈I
gγ , (8o)
so we have reformulated the series in measure theoretic terms. As for every γ ∈ I the
function gγ is smooth,
∑
γ∈I
|gγ | =
∑
γ∈I
∣∣∣∣∣
∫
Uγ
ργ α
∣∣∣∣∣ ≤
∫
S
|α| , and |g˙γ | ≤
∫
Uγ
ργ β , (8p)
the differentiation lemma indeed yields (6c). 
For further properties of 1-parameter-families of differential forms, see Rudolph and Schmidt
[35, Rem. 4.1.10.1]. Note that the domain in Lemma 1 is not parameter-dependent. To
apply the lemma in the proofs below, we will ‘shift’ this dependence to the integrand.
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The time-dependent case In order to state the transport theorem for the time-dependent
case, we briefly recall some facts on time-dependent vector fields. The respective theory
on manifolds with corners is analogous to the one on manifolds. We refer to Rudolph and
Schmidt [35, §3.4] and Lee [24, p. 236 sqq.] for the latter.
Definition 3 (Time-dependent vector fields on manifolds with corners)
Let Q be a (non-empty) manifold with corners, and let I be some non-empty, real interval
containing 0. A (smooth) time-dependent (tangent) vector field X (on Q) is a smooth map
X : I × Q → TQ : (t, q) 7→ (Xt)q , (9)
(between manifolds with corners) such that Xt is a vector field for every t ∈ I.
If X is a time-dependent vector field, there exists a smooth map Ψ, with domain contained
in R× I ×Q, such that the (maximal) flow of the (time-independent) vector field
∂
∂t
+X , (10)
on I × Q is given by23
(t, t0, q) 7→
(
t0 + t,Ψt (t0, q)
)
. (11)
Then the smooth map
Φ: dom Φ→ Q : (t, t0, q)→ Φt,t0 (q) := Ψt−t0 (t0, q) (12)
with domain
dom Φ =
{
(t, t0, q) ∈ R2 ×Q
∣∣(t− t0, (t0, q)) ∈ dom Ψ} (13)
is called the time-dependent flow of X. ♦
It is possible to consider other subsets of R×Q as valid domains for time-dependent vector
fields on manifold with corners, yet we shall restrict ourselves to the above case. Instead of
the group property, time-dependent flows Φ satisfy the following ‘semi-group identity’
Φt3,t2
(
Φt2,t1(q)
)
= Φt3,t1(q) (14)
for (t2, t1, q) and
(
t3, t2,Φt2,t1(q)
)
in dom Φ. It is also worthwhile to contemplate the fact
that one essentially employs a ‘spacetime’ view to define time-dependent flows – that is,
the time-dependent case is paradoxically defined via the time-independent one.
23 Local existence and uniqueness of Ψ follows from local existence and uniqueness of the ODE in a chart
with corners. Unlike the case for ‘ordinary’ manifolds, it can, however, happen that for some (t0, q) the
solution only exists for t = 0. Nonetheless, for Q 6= ∅ and dimQ > 0, every point in dom Ψ has a (open)
neighborhood in dom Ψ. This follows from the local existence of a smooth extension of the vector field
and the fact that this holds for every point in I ×Q. In turn, it makes sense to say that Ψ is smooth.
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Theorem 1 (Time-dependent transport theorem on manifolds with corners)
1) Let Q be a (non-empty) smooth manifold with corners, let I be a real, non-empty
interval with 0 ∈ I, let X be a smooth, time-dependent vector field on Q with
time-dependent flow Φ, and let S0 ⊆ Q be a smooth, oriented k-submanifold of Q
with corners. If
St := Φt,0 (S0) ⊆ Q (15a)
exists for all t ∈ I, then St (together with the natural inclusion) is a smooth k-
submanifold of Q with corners. Moreover, each St carries a canonical orientation.
2) Define
Ωk (S) :=
⋃
t∈I
Ωk (St) , (15b)
and let
α : I → Ωk (S) : t 7→ αt (15c)
be smooth, in the sense that
Φ∗. ,0 α : I × S0 →
∧
k T∗S0 : (t, q) 7→
(
Φ∗t,0 αt
)
q
(15d)
is smooth. If for all t ∈ I
i) the integral
∫
Stαt exists, and
ii) the k-form
∂
∂t
(
Φ∗t,0 αt
)
(15e)
is bounded by a (smooth) integrable density β on S0,
then we have
d
dt
∫
St
αt =
∫
St
(
∂
∂t
+ LXt
)
αt . (15f)
♦
Proof 1) For every t ∈ I the mapping
Φt,0 : dom Φt,0 → Q : q 7→ Φt,0 (q) (16a)
is injective, smooth and has full rank.24 Then, as S0 with its inclusion mapping ι is a
(smooth) manifold with corners, the map ι∗Φt,0 is a smooth, injective immersion. So
(S0, ι∗Φt,0) is a smooth submanifold of Q, and (15a) yields an equivalent submanifold
(see Example 1.v) above). St ‘inherits’ its orientation from S0 via the pushforward of
the map
Φ˜t : S0 → St : q 7→ Φ˜t (q) := Φt,0 (q) . (16b)
24 By Definition 3, dom Φt,0 = dom Ψt (0, . ). Again, by asking for the local existence of a smooth extension,
it makes sense to say that t 7→ Φt,0 is smooth and, accordingly, to determine its differential on dom Φt,0.
The latter is again well-defined by continuity.
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2) First reformulate:
d
dt
∫
St
αt =
d
dt
∫
S0
Φ∗t,0 αt . (16c)
So Lemma 1 leads us to consider
∂
∂t
Φ∗t,0 αt =
∂
∂t′
∣∣∣∣
t
Φ∗t′,0 αt′ (16d)
=
∂
∂t′
∣∣∣∣
t
Φ∗t′,0 αt +
∂
∂t′
∣∣∣∣
t
Φ∗t,0 αt′ . (16e)
By definition of Φ, we have
LXtαt =
∂
∂s
∣∣∣∣
0
(
Ψs (t, .)
)∗
αt =
∂
∂s
∣∣∣∣
0
Φ∗s+t,t αt . (16f)
So, the first term in (16e) is
∂
∂t′
∣∣∣∣
t
Φ∗t′,0 αt =
∂
∂s
∣∣∣∣
0
Φ∗s+t,0 αt (16g)
=
∂
∂s
∣∣∣∣
0
(Φs+t,t ◦ Φt,0)∗ αt (16h)
= Φ∗t,0
(
∂
∂s
∣∣∣∣
0
Φ∗s+t,t αt
)
, (16i)
which finally yields
∂
∂t
Φ∗t,0 αt = Φ
∗
t,0 (LXtαt + α˙t) . (16j)
Applying first Lemma 1 on (16c), and then (16j) yields the assertion. 
Remark 1
Consider the situation above with dimS0 = dimQ ≥ 1. If αt is nowhere vanishing on St
for each t ∈ I, then it is a volume form on it (by choosing the corresponding orientation).
In that case
LXtαt = divt (Xt)αt , (17a)
where divt (Xt) denotes the divergence of Xt induced by αt.
25 Then we find that for every
t ∈ I
d
dt
∫
St
αt =
∫
St
(
∂αt
∂t
+ divt (Xt) αt
)
. (17b)
As shown in Example 2 below, (17b) is a ‘time-dependent’ generalization of Reynolds
Transport Theorem. ♦
25 This equation is independent of the chosen orientation. Locally divX = ∂i
(
f Xi
)
/f with f := |α1...k| 6= 0.
14
The time-independent case From a relativistic perspective, the view of time as a ‘global
parameter’ is rather unnatural. Furthermore, even within Newtonian (continuum) mechanics
the ‘spacetime view’ is often conceptually more coherent (see e.g. Example 2 below). In
this respect, we regard the following special case of Theorem 1 as the physically adequate
generalization of Reynolds Transport Theorem (in the setting of manifolds with corners).
Corollary 1 (Reynolds Transport Theorem on manifolds with corners)
1) Let Q be a (non-empty) smooth manifold with corners, let I be a real, non-empty
interval with 0 ∈ I, let X be a smooth (time-independent) vector field on Q with flow
Φ, and let S0 ⊆ Q be a smooth, oriented k-submanifold of Q with corners. If
St := Φt (S0) ⊆ Q (18a)
exists for all t ∈ I, then St (together with the natural inclusion) is a smooth k-
submanifold of Q with corners. Each St carries a canonical orientation.
2) Let α be a smooth k-form on the open subset domα of R×Q, such that
domα ⊇
⋃
t∈I
Φt (S0) =: SI . (18b)
If for all t ∈ I
i) the integral
∫
Stα exists, and
ii) the k-form
∂
∂t
(
Φ∗t (αSt)
)
(18c)
is bounded by a (smooth), integrable density β on S0,
then we have
d
dt
∫
St
α =
∫
St
LXα . (18d)
♦
Proof Set αt := αSt and apply Theorem 1. 
Remark 2 (Poincare´-Cartan invariants)
Corollary 1 is closely related to the theory of Poincare´-Cartan invariants. These derive
their name from the Poincare´-Cartan Theorem, frequently encountered in the study of
Hamiltonian systems (see [35, p. 182 sqq.; 3, §44; 25, Appx. 4] for a modern treatment, [6;
31] for the original works in French). Given a vector field X and a k-form α, integrable on
St for all t ∈ I (as in Corollary 1), one distinguishes three kinds of invariants:
i) α is invariant (on SI ⊆ Q), if LXα vanishes on SI .
Then, by Corollary 1,
∫
St α is conserved.
26
26 Of course, one needs to show the existence of β. This is obtained from Φ∗t (αSt) = αS0 (cf. [35, Eq.
3.3.3; 24, Prop. 9.41]), so β = 0. This identity also yields the conservation of the integral by itself.
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ii) α is absolutely invariant (on SI ⊆ Q), if LfXα vanishes for all f ∈ C∞ (Q,R) on
SI ⊆ Q. Note that this is equivalent to the vanishing of both X · α and X · dα on
SI .27
Now for given f ∈ C∞ (Q, [0, 1]) let ΦfX be the flow of fX, and set
Sft := ΦfXt (S0) (20a)
for t ∈ I. Then, as in i) above, we find that for any such f the quantity ∫Sft α is both
conserved and independent of f .
iii) α is relatively invariant (on SI ⊆ Q), if X · dα vanishes on SI ⊆ Q.
Consider the setting of Corollary 1 and assume both S0 and ∂S0 are compact manifolds
with corners. Since S0 and St are diffeomorphic, we have
∂St = Φt (∂S0) , (20b)
so ∂St is also compact (as a continuous image of a compact set). Similarly, St is
compact. Then, by Corollary 1, Stokes’ Theorem [24, Thm. 16.25] and Cartan’s
formula,
d
dt
∫
∂St
α =
∫
St
dLXα = 0 . (20c)
Thus
∫
∂St α is conserved.
Under certain conditions, the Poincare´-Cartan theorem gives a one-to-one correspondence
between conservation of the respective integrals and the validity of the geometric differential
equations. ♦
Applications We finish our treatment by showing that both Theorem 1 and Corollary 1
imply the ordinary transport theorem.
Example 2 (Reynolds Transport Theorem)
i) In this approach, we consider the time t in Newtonian (continuum) mechanics as a
parameter. It is therefore an example for Theorem 1.
Consider Q = R3 equipped with the Euclidean metric and standard coordinates ~x.
Let t 7→ ρ (t, . ) be a smooth 1-parameter family of real-valued, nowhere vanishing
functions on R3, and let ~v be a smooth time-dependent vector field with parameter
values on the same interval I around 0 and time-dependent flow ~Φ. ,. (see Definition 3).
Choose a smooth 3-submanifold S0 of R3 with corners, e.g. (3c) from Example 1.vi).
By assumption St = ~Φt,0 (S0) exists for every t ∈ I. A possible ‘temporal evolution’
of S0 is shown in Figure 1. By Theorem 1.1), each St is a smooth 3-submanifold of Q
27 Observe that LfXα = df ∧ (X · α) + f LXα [35, p. 182]. Choose f = 1 to get (LXα)SI= 0. Then
choose a chart centered at an arbitrary point q to find (X · α)q = 0 for all q ∈ SI . Finally, Cartan’s
formula (cf. [35, Prop. 4.18; 24, Thm. 14.35]) yields both the forward and reverse implication.
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Figure 1: A portion of St obtained from (3c) at four times t. This (time-independent)
flow was obtained from the Lorenz equations, which are known for exhibiting
chaotic behavior (cf. [15, §2.3; 28]). Nonetheless, St is a smooth manifold with
corners at each t and (21d) can be used to formulate conservation laws on it (e.g.
conservation of mass).
with corners. So by appropriate restrictions in domain
αt := ρ (t, . ) dx
1 ∧ dx2 ∧ dx3 = ρ (t, . ) d3x (21a)
yields a smooth, nowhere-vanishing 3-form on St (identifying it as a subset of R3). In
order to apply identity (17b), ρ (t, .) needs to be integrable on St for all t and we need
to satisfy condition 2).ii) of Theorem 1. The latter is equivalent to the real valued
function
(t, ~x) 7→ ∂
∂t
(
ρ
(
t, ~Φt,0 (~x)
)
det
(
∂~Φt,0
∂~x
(~x)
))
(21b)
being bounded by some (smooth) t-independent, integrable function h on S0. Then
(17b) yields
d
dt
∫
St
ρ (t, ~x) d3x =
∫
St
(
∂ρ
∂t
+
(
1
ρ
∇ · (ρ~v)
)
ρ
)
(t, ~x) d3x (21c)
=
∫
St
(
∂ρ
∂t
+∇ · (ρ~v)
)
(t, ~x) d3x (21d)
This is the Reynolds Transport Theorem for nowhere vanishing ρ.
By employing (15f) instead of (17b), one can arrive at this result without the artificial
restriction on ρ. The calculation is analogous to the one in (21j)-(21l) below.
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ii) We also show how to obtain the transport theorem from the ‘time-independent’
Corollary 1 by employing the concept of a Newtonian spacetime (see Reddiger [33,
§2]).
So let R4, equipped with the appropriate geometric structures and standard coordinates
(t, ~x), be our ‘spacetime’. Let ρ be a smooth real-valued function and v be a smooth
vector field on R4. We would like v to be a Newtonian observer vector field (cf. [33,
Def. 2.3 & Rem. 2.4]), i.e.
v =
∂
∂t
+ ~v (21e)
with ~v tangent to the hypersurfaces of constant t (i.e. ~v is ‘spatial’). If we again take
S0 to be a smooth submanifold of R3 with corners, then
S ′0 := {0} × S0 (21f)
is a smooth hypersurface of R4 with corners, i.e. a (4 − 1)-dimensional, embedded
submanifold of R4 with corners. The values of the flow Φ of v can be written as
Φs (t, ~x) =
(
t+ s, ~Φs (t, ~x)
)
. (21g)
Since we are only interested in the evolution starting from t = 0, we set ~Φs (0, ~x) ≡
~Φs (~x). Then we may define the ‘temporal evolution’ of S0 via
S ′t := Φt
(S ′0) = {t} × ~Φt (S0) = {t} × St , (21h)
whenever St exists for given t ∈ R. We would like to integrate the form
α := ρ dx1 ∧ dx2 ∧ dx3 (21i)
over it. One easily checks that the assumptions on α demanded by Corollary 1 are
the same as in the ‘time-dependent’ case above with ~Φt,0 replaced by ~Φt. Finally, we
employ Cartan’s formula and observe that the integrands with dt-terms vanish to find
d
dt
∫
St
ρd3x =
∫
St
Lvα (21j)
=
∫
St
(
v (ρ) d3x+ ρ d
(
v · d3x)) (21k)
=
∫
St
(
∂ρ
∂t
+∇ · (ρ~v)
)
d3x . (21l)
This is to support our claim that even within Newtonian (continuum) mechanics, taking
a ‘spacetime-view’ as opposed to a ‘time-as-a-parameter-view’ is often conceptually
more coherent. Moreover, employing the ‘Newtonian spacetime’ concept allows one
to choose domains of integration which are not ‘constituted of simultaneous events’.28
♦
28 Appropriate care must be taken here in the choice of integrand.
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A similar treatment allows one to relate Liouville’s equation to conservation of the momentum
phase space probability in statistical mechanics. Further examples can be found in the
articles by Flanders [13] and Betounes [5].
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