A recent technique for extending the singular eigenfunction method in linear transport theory to prob~ems which are not strictly I-dimensional is compared to a more naive approach based on the Founer transform. The latter appears to have advantages with regard to simplicity and directness.
INTRODUCTION
The i-dimensional form of the time-independent one-speed transport equation with isotropic scattering is conventionally solved by means of the "singulareigenfunction" technique. Recently a method for extending this technique to problems which are not strictly i-dimensional has been proposed by Kaper.2 This method, although evidently limited in its applicability to problems in which the boundary surfaces are no more complicated than parallel planes, does allow boundary conditions which vary over these planes. Thus the "reduced" 3-dimensional form of the transport equation is used throughout, and one may handle, for example, point sources, rather than only plane sources.
The extension of the i-dimensional theory to this wider class of problems is far from trivial. Indeed, a fairly elaborate mathematical framework, involving the theory of generalized analytic functions, 3 is required. The solutions obtained from this framework are initially in the form of complex 2-dimensional integrals, the reduction of which to more readily useful form is, again, nontrivial.
Our purpose here is to compare the above method to a much more naive approach based on the Fourier transform. We hope to show that the latter has at least as wide a range of applicability as the singular eigenfunction method, while at the same time requiring much less sophisticated mathematics. Moreover, the Fourier-transform method seems in several ways more direct; in particular, it provides solutions directly in a form suitable for evaluation.
contour integrals. The Fourier-transform method, which yields solutions in contour integral form directly, is presented in Sec. 2. In the conclusion, we attempt to summarize the essential differences between the two techniques.
THE SINGULAR EIGENFUNCTION SOLUTIONS
The reduced transport equation has the form (1 + , :
Here, is by no means intended to imply that / is an analytic function of ,.
The evident similarity between Eq. (1.10) and the standard form of the I-dimensional transport equation! is exploited in Ref.
2 by applying to Eq. (1.10) a variation of the singular-eigenfunction technique. Thus, one seeks eigenfunctions of the form "Pv(X, ') = e-x1vcf>(y, '), (1.13) where cf>(y, ') is a generalized function of the complex variable " defined for test functions with support in G. Discrete and continuum "modes" are obtained from Eqs. (1.10) and (1.13), and these are then shown to possess the usual ("half-range" and "full-range") completeness and orthogonality properties. Without attempting to reproduce the work of Kaper here, we wish to remark on a few of the differences between the singular-eigenfunction theory of Eq. (1.10) and the conventional I-dimensional analysis.
Primary among these differences is the mathematical complexity of the 3-dimensional dispersion function (1.14) '-'11 G A(y) is analytic "almost nowhere" inside the region G. Only for Y ¢ G can it be written in closed form:
A(y), like the I-dimensional dispersion function which it resembles, has the two roots (1.17) where, denoting the known l I-dimensional roots by ±L, we have (1.18) However, because of the qualification y ¢ G on Eq.
(US), one cannot conclude in general that the ±Yo will be roots of A. This technical difficulty (which, as we shall see below, has only a temporary significance) is dealt with in Ref.
2 by defining the function But it must be observed that these modes do not occur in the case le(B2) = O. Equation (1.10) always possesses a continuum of eigenvalues. Here, the continuum is 2-dimensional:
all ' 11 E G and the corresponding eigenfunctions
are generalized analytic functions, with the definitions 
This theorem plays a role here somewhat analogous to that of the Plemelj formulas in the conventional theory. It is used in the half-range orthogonality proof, for example, to find a function XC,) which is analytic for , ¢ G+, continuous on the boundary aG+ of G+, and which satisfies Of course, the degree of complexity of the completeness and orthogonality proofs has little bearing on the task of solving specific problems. Indeed, Kaper shows that this task proceeds in a quite straightforward manner. Given a problem of the general form of Eq. (1.1), with the addition perhaps of inhomogeneous terms, and conditions specified on boundary planes perpendicular to the x axis, we first transform the angular density and angle variables according to Eqs. (1.7)-(1.9). Then, as in the I-dimensional theory, we expand the unknown transformed density "P in terms of the eigenfunctions of Eqs. (1.21)-(1.24), and expect the given boundary conditions, together with the appropriate (half-range or full-range) orthogonality relations, to provide the expansion coefficients. For purposes of comparison with a quite different approach to be described below, we wish now to examine the solutions Kaper obtains in this way to two very simple problems.
A. The Infinite-Space Green's Function
The infinite-space Green's function satisfies, for all r,
and is found by Kaper to have the representation avail ourselves of the "theorem" (1.27) and its corollary (1.28). These are easily seen to imply that the integrand in Eq. (1.40) may be written in the form 1 () ( 
With regard to the line integral in Eq. (1.42), one further significant manipulation is allowed: Since (i) There will be a pole at r = ,(r = '0) unless ,ao) E G-or ,ao) E I;
(ii) there will be a pole at r = Vo unless Xc(B2) = 1.
[It is important to note, from Eq. With these remarks, it is evident that we may write Here, of course, (1.46) and /+' is a path surrounding the cut /+ (cf. Fig. 2 
where the A± are the boundary values of A on its cut.
In case either, or ' 0 is on /+, we avoid the pole by a small semicircle and may write the integral in terms of a principal value plus pole contributions in the conventional way.
( 
B. The Albedo Problem
If Na(x, B(",) ,n) satisfies the homogeneous equation where '. (1.56) y ., Our task now is to substitute Eqs. (1.52) and (1.53) into Eq. (1.51), and to reduce the integral over G+ to a simple branch-cut integral. These manipulations are somewhat lengthier than, but otherwise very similar to, the procedure we performed above for the infinitespace Green's function. Omitting both the detailed calculation and the general result, we state here only the most physically interesting result, namely, that the emergent angular density, which according to Eqs. , fl < 0, 1.57
ultimately reduces to plus an integral over aG+; since x = 0, the contour for the latter may be deformed into a contour at infinity, with some residues. The final result is Eq. (1.59).
Let us consider an alternative formulation.
THE FOURIER-TRANSFORM METHOD
A rather general problem in linear transport theory may be stated as follows:
Let V be some (bounded or unbounded) region of 3-dimensional space with boundary S. We are to find that function 4>(r,n), for rEV and 10.1 = 1, which satisfies (0. . V + 1)4>(r,n) = ..£-. per) + q(r,n), rEV, 417" (2.1) given the boundary data 4>.(r., 0.) and 0. inward to V; that is, are the angular density and density, respectively. q represents any external sources which may be present, and, like 4>., is presumed to be given.
In order to express Eq. Equation (2.5) holds,of course,only for rEV, the domain of definition of 4>(r,n). We now extend this domain by assuming Eq. (2.5) to hold for all r, so that we may take its 3-dimensional Fourier transform. With the convention (2.8) obtain the equation (2.12) where
417" 1 -ik·n (2.13) is the 3-dimensional dispersion function and (2.14) (2.15) result of course from the given boundary and external source contributions, respectively.
A "general" prescription for solving any transport problem of the form (2.1) can now be given:
(i) In some way (perhaps only approximately), we are to solve Eq. (2.12) 
for J)v(k).
(ii) Equation (2.9) then immediately provides
(iii) Finally, we take the inverse Fourier transform of~.
Of course only step (ii) is trivial. In fact, the practicality of this prescription is in general very questionable. All we hope to show is that for at least that class of problems considered in the previous section, namely, problems in which the boundaries depend upon only one space variable, the method outlined above is indeed workable.
Our hopes for solving Eq. (2.12) rest essentially in the observation that 
where (2.19) and
The correspondence between these functions and the dispersion function used in Sec. 1 is clear: We are now prepared to apply the method outlined to specific transport problems.
B. The Infinite Space Green's Function
It is clear (and in fact well known) that this problem is almost trivially solved by the Fourier transform. Since the region V is all space and we have a point source with direction no at to, we find We use the notation
where, of course, k = k.,.
As(k) has its only singularities, branch points, at and we take the branch cuts l± as extending to ±ioo along the imaginary axis (cf. Fig. 3) . Because of the resemblance of Eq. (2.20) to the form of the 1-dimensional dispersion function, we may infer that A 3 (k) has only two simple zeros, namely,
i.e., in this translation-invariant case, Eq. (2.12) may be solved algebraically. Equation (2.19) yields
The 2-dimensional Fourier transform of the angular density ¢a(x, k(.,) , n) = 1.. foo dk.,e-ik%"~a(k, n) (2.35) = _ e-ik,.,.r,.,oJ"oo dk e-ik(X'-Zo)
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C. Half-Space Problems
Somewhat less trivial, but still quite straightforward, is the application of the method based on Eq. (2.12) to problems involving half-spaces.
When V is the region {x > 0, -00 < y < 00, -00 < Z < oo}, we have 
which is analytic for 1m (k) < 0, then Eq. (2.12) may be written in the form 
is analytic in R, and that (with the proper branch
Hence we may write
50) where (2.54) satisfies both the analyticity requirements and Eq. (2.47). Furthermore, it is evident that Here P(k) is an entire function which can generally be taken to be zero.12 Thus, from Eq. (2.60), (2.63 ) and the general half-space problem is solved.
As a particular example we consider again the albedo problem, in which there is no external source Q(k) = ° (2.64) (2.55) but a boundary condition of the form We will take the J4(k) as being defined by Eqs.
(2.53) and (2.54) even for k rj: R (Le., k E 1+ or k E U.
With this convention, it should be noted that Eq.
(2.47) holds only for k E R. It is not hard to show that, for k E R, (1.57), and for this reason will be found useful below.
Further identities and simplifications concerning the A±(k) are easily deduced l l ; but we wish to return our attention to Eq. (2.48), which may now be written in the form
Thus if we define the function
then F(k) is analytic in the plane cut along the real axis, and has a discontinuity along the cut given by (2.61) It follows in a well-known 9 way that (with properly behaved Band Q) (2.67) whence [from Eq. (2.9)]
To check that Eq. (2.68) agrees with Eq. (1.59), it is only necessary to observe that, for fl < 0, ~a is analytic in the upper-half k = k", plane except for a pole at k = w. Hence, for x = 0, the inverse k", transform involves only a simple residue calculation. Using the explicit forms of the A± functions, we find the emergent angular density
It is easy to verify that whence, in view of the relations (2.49) and the fact that,B = .x-I, the equivalence of Eqs. (2.69) and (1.60) becomes evident.
We could now go on to consider problems in which the region V is finite in the x direction, i.e., slab problems. It is in fact possible in this case also to derive from Eq. (2.12) a general prescription ("general" in the sense that the particular sources and boundary data need not be specified beforehand) which provides, at least in the usual wide slab approximation, the desired transformed densities.H This prescription involves a combination of functiontheoretic techniques with a Fredholm-like iterative procedure. But we will not delve into these, or other still more complicated problems here; it is hoped that the above examples suffice to demonstrate the workability of the technique we have outlined with regard to that class of problems to which the singular eigenfunction technique based on Eq. (1.10) is applicable.
CONCLUSION
Our comparison of the two methods for solving problems in what might be called "quasi-3-dimensional" linear transport theory may be summarized in the following remarks-remarks which can be expected to apply regardless of the particular problem considered.
By expanding in terms of the set of functions {e ik "'; k real} we are led naturally to the dispersion function A 3 (k), which can be expressed in closed form and which has fairly simple analytic properties. On the other hand, use of the set of functions provided by Eqs. (1.21)-(1.24) (the orthogonality and completeness of which is neither well known nor trivial to prove) leads one to the much more mathematically formidable function A( s); one must then use the theory of generalized analytic functions to eliminate the pathologies of the latter, so that final answers ultimately may be expressed in terms of Am = Aa( -i/O.
A second and, perhaps, more significant difference between the two methods is that, according to the prescription given in Sec. 2, one finds the transformed density p(k) [from which the transformed angular density ~(k, Q) is trivially obtained] first, rather than, as in the singular-eigenfunction technique, determining the angular density first. The result is that the former method is almost entirely free of the mathematical complexities associated with 2-dimensional angular integrals.
Of course both these distinctions are without force in the I-dimensional B(",) = ° theory.14 But when B(",) =;1= 0, they have the effect of making the Fouriertransform analysis substantially more elementary and direct.
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