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KOSHLIAKOV KERNEL AND IDENTITIES INVOLVING THE
RIEMANN ZETA FUNCTION
ATUL DIXIT, NICOLAS ROBLES, ARINDAM ROY, AND ALEXANDRU ZAHARESCU
Abstract. Some integral identities involving the Riemann zeta function and func-
tions reciprocal in a kernel involving the Bessel functions Jz(x), Yz(x) and Kz(x)
are studied. Interesting special cases of these identities are derived, one of which is
connected to a well-known transformation due to Ramanujan, and Guinand.
1. introduction
In their long memoir [20, p. 158, Equation (2.516)], Hardy and Littlewood obtain,
subject to certain assumptions unproved as of yet (for example, the Riemann Hypoth-
esis), an interesting modular-type transformation involving infinite series of Mo¨bius
function as suggested to them by some work of Ramanujan. By a modular-type trans-
formation, we mean a transformation of the form F (α) = F (β) for αβ = constant. On
pages 159 − 160, they also give a generalization of the transformation for any pair of
functions reciprocal to each other in the Fourier cosine transform as indicated to them
by Ramanujan.
Let Ξ(t) be Riemann’s Ξ-function defined by [31, p. 16]
Ξ(t) := ξ(1
2
+ it), (1.1)
where
ξ(s) :=
1
2
s(s− 1)pi− s2Γ
(s
2
)
ζ(s) (1.2)
is the Riemann ξ-function [31, p. 16]. Here Γ(s) is the gamma function [1, p. 255] and
ζ(s) is the Riemann zeta function [31, p. 1].
A natural way to obtain similar such modular-type transformations is by evaluating
integrals of the type ∫ ∞
0
f(t)Ξ(t) cos
(
1
2
t logα
)
dt,
where f(t) = φ(it)φ(−it) for some analytic function φ, since they are invariant under
α→ 1/α, although the aforementioned transformation involving series of Mo¨bius func-
tion is not obtainable this way. Ramanujan studied an interesting integral of this type
in [29].
Motivated by Ramanujan’s generalization, the authors of the present paper, in [12],
studied integrals of the above type but with the cosine function replaced by a general
function Z
(
1
2
+ it
)
, which is an even function of t, real for real t, and depends on
the functions reciprocal in the Fourier cosine transform. Several integral evaluations
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such as the one connected with the general theta transformation formula [10, Equation
(4.1)], and those of Hardy [19, Equation (2)] and Ferrar [10, p. 170] were obtained in
[12] as special cases by evaluating these general integrals for specific choices of f .
Ramanujan [29] also studied integrals of the form∫ ∞
0
f
(
t
2
, z
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
dt,
where
f(t, z) = φ(it, z)φ(−it, z), (1.3)
with φ being analytic in the complex variable z and in the real variable t. With f
being of the form just discussed, in the present paper, we study a generalization of the
above integral of the form∫ ∞
0
f
(
t
2
, z
)
Ξ
(
t + iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt, (1.4)
where the function Z
(
1
2
+ it, z
)
depends on a pair of functions which are reciprocal to
each other in the kernel
cos
(piz
2
)
Mz(4
√
x)− sin
(piz
2
)
Jz(4
√
x), (1.5)
where
Mz(x) :=
2
pi
Kz(x)− Yz(x).
Here Jz(x) and Yz(x) are Bessel functions of the first and second kinds respectively,
and Kz(x) is the modified Bessel function.
We call this kernel as the Koshliakov kernel since Koshliakov [23, Equation 8] was
the first mathematician to construct a function self-reciprocal in this kernel, namely,
he showed that for real z satisfying −1
2
< z < 1
2
,∫ ∞
0
Kz(t)
(
cos(piz)M2z(2
√
xt)− sin(piz)J2z(2
√
xt)
)
dt = Kz(x). (1.6)
(It is easy to see that this formula actually holds for complex z with −1
2
< Re(z) < 1
2
.)
Dixon and Ferrar [13, Equation (1)] had previously obtained the special case z = 0 of
the above integral evaluation.
The Koshliakov kernel occurs in a variety of places in number theory, for example, in
the extended form of the Vorono¨ı summation formula [4, Theorems 6.1, 6.3]. In view
of Koshliakov’s aforementioned work, the integral transform∫ ∞
0
g(t, z)
(
cos(piz)M2z(2
√
xt)− sin(piz)J2z(2
√
xt)
)
dt,
where g(t, z) is a function analytic in the real variable t and in the complex variable z, is
named in [4, p. 70] as the first Koshliakov transform of g. It arises naturally when one
considers a function corresponding to the functional equation of an even Maass form
in conjunction with Ferrar’s summation formula; see the work of Lewis and Zagier [24,
p. 216–217], for example.
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Let the functions ϕ and ψ be related by
ϕ(x, z) = 2
∫ ∞
0
ψ(t, z)
(
cos (piz)M2z(4
√
tx)− sin (piz) J2z(4
√
tx)
)
dt, (1.7)
and
ψ(x, z) = 2
∫ ∞
0
ϕ(t, z)
(
cos (piz)M2z(4
√
tx)− sin (piz) J2z(4
√
tx)
)
dt. (1.8)
Moreover, define the normalized Mellin transforms Z1(s, z) and Z2(s, z) of the functions
ϕ(x, z) and ψ(x, z) by
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
Z1(s, z) =
∫ ∞
0
xs−1ϕ(x, z) dx, (1.9)
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
Z2(s, z) =
∫ ∞
0
xs−1ψ(x, z) dx, (1.10)
where each equation is valid in a specific vertical strip in the complex s-plane. Set
Z(s, z) := Z1(s, z) + Z2(s, z) and Θ(x, z) := ϕ(x, z) + ψ(x, z), (1.11)
so that
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
Z(s, z) =
∫ ∞
0
xs−1Θ(x, z) dx (1.12)
for values of s in the intersection of the two vertical strips.
In this paper, we evaluate the integrals in (1.4) for two specific choices of f(t, z)
satisfying (1.3). The function Z
(
1
2
+ it, z
)
in these integrals depends on the functions
ϕ(x, z) and ψ(x, z) satisfying (1.7) and (1.8), and belonging to the class ♦η,ω defined
below.
Definition 1.1. Let 0 < ω ≤ pi and η > 0. For a fixed z, if u(s, z) is such that
i) u(s, z) is analytic of s = reiθ regular in the angle defined by r > 0, |θ| < ω,
ii) u(s, z) satisfies the bounds
u(s, z) =
{
Oz(|s|−δ) if |s| ≤ 1,
Oz(|s|−η−1−|Re(z)|) if |s| > 1,
(1.13)
for every positive δ and uniformly in any angle |θ| < ω, then we say that u belongs to
the class ♦η,ω and write u(s, z) ∈ ♦η,ω.
We are now ready to state our two main theorems.
Theorem 1.2. Let η > 1/4 and 0 < ω ≤ pi. Suppose that ϕ, ψ ∈ ♦η,ω, are reciprocal
in the Koshliakov kernel as per (1.7) and (1.8), and that −1/2 < Re(z) < 1/2. Let
Z(s, z) and Θ(x, z) be defined in (1.11). Let σ−z(n) =
∑
d|n d
−z. Then,
32
pi
∫ ∞
0
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2)
=
∞∑
n=1
σ−z(n)n
z/2Θ
(
pin,
z
2
)
−R(z), (1.14)
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where
R(z) := piz/2Γ
(−z
2
)
ζ(−z)Z
(
1 +
z
2
,
z
2
)
+ pi−z/2Γ
(z
2
)
ζ(z)Z
(
1− z
2
,
z
2
)
. (1.15)
With αβ = 1, and the pair (ϕ(x, z), ψ(x, z)) = (Kz(2αx), βKz(2βx)) which easily
satisfies (1.7) and (1.8) (as can be seen from (1.6), we obtain the following result [9,
Equation (3.18)]:
Corollary 1.3. Let −1 < Re(z) < 1. Then
− 32
pi
∫ ∞
0
Ξ
(
t + iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
(t2 + (z + 1)2)(t2 + (z − 1)2) dt
=
√
α
(
α
z
2
−1pi
−z
2 Γ
(z
2
)
ζ(z) + α−
z
2
−1pi
z
2Γ
(−z
2
)
ζ(−z)− 4
∞∑
n=1
σ−z(n)n
z/2K z
2
(2npiα)
)
.
(1.16)
This result is illustrated below.
Figure 1. Left: Difference between the left and right sides of (1.16);
Right: Quotient left side
right side
of (1.16);
Here z = 0 and the series on the right is truncated to 10 sums.
This identity is connected with the Ramanujan-Guinand formula (See Equation (3.7)
below.). Our second result is
Theorem 1.4. Let η > 1/4 and 0 < ω ≤ pi. Suppose that ϕ, ψ ∈ ♦η,ω, are reciprocal
in the Koshliakov kernel as per (1.7) and (1.8), and that −1/2 < Re(z) < 1/2. Let
Z(s, z) and Θ(x, z) be defined in (1.11). Then,
pi
z−3
2
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
t2 + (z + 1)2
= piz+1/2Γ
(
z + 3
2
) ∞∑
n=1
σ−z(n)n
z+1
∫ ∞
0
Θ
(
x,
z
2
) x1+z/2
(x2 + pi2n2)(z+3)/2
dx− S(z),
(1.17)
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where
S(z) := 2−1−zΓ(1 + z)ζ(1 + z)Z
(
1 +
z
2
,
z
2
)
+ 2−zΓ(z)ζ(z)Z
(
1− z
2
,
z
2
)
.
As a special case when again αβ = 1, and (φ(x, z), ψ(x, z)) = (Kz(2αx), βKz(2βx)),
we obtain the following result established in [9, Equation (4.23)].
Corollary 1.5. Let −1 < Re(z) < 1 and define
λ(x, z) = ζ(z + 1, x)− x
−z
z
− 1
2
x−z−1, (1.18)
where ζ(z, x) is the Hurwitz zeta function. Then
8(4pi)
z−3
2
Γ(z + 1)
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
t2 + (z + 1)2
dt
= α
z+1
2
(
∞∑
n=1
λ(nα, z)− ζ(z + 1)
2αz+1
− ζ(z)
αz
)
. (1.19)
As in the previous case, the graphical illustration of this corollary is given below.
Figure 2. Left: Difference between the left and right sides of (1.19);
Right: Quotient left side
right side
of (1.19);
Here z = 3/4 and the series on the right is truncated to 10 sums.
This is related to the modular-type transformation involving infinite series of Hurwitz
zeta function. (See Equation (4.9) below.)
Theorem 5.3 from [11] gives a sufficient condition for a function to be equal to its
first Koshliakov transform. In the same paper [11, Equations (4.8), (4.17)], there are
two new explicit examples of such a function whereas [4, p. 72, Equation (15.18)]
contains a further new one. One may be able to obtain further corollaries of our
theorems by working with these other examples. However, none of them is as simple
as Kz(x), and so we do not pursue this matter here. We note that Theorems 1.2 and
1.4 work for any pair of functions reciprocal in the kernel (1.5), not necessarily self-
reciprocal. Dixon and Ferrar [13, Section 5] study, for example, the pair (ϕ(x), ψ(x)) =
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e−x,− 2
pi
(e4xli(e−4x) + e−4xli(e4x))
)
, which is reciprocal in (1.5) with z = 0. Here li(x)
denotes the logarithmic integral function defined by the Cauchy principal value
li(x) = lim
ε→0+
(∫ 1−ε
0
dt
log t
+
∫ x
1+ε
dt
log t
)
.
Finally, it must be mentioned here that Guinand [17, Theorem 6], [18, Equation (1)]
derived the following summation formula involving σs(n):
∞∑
n=1
σ−z(n)n
z
2f(n)− ζ(1 + z)
∫ ∞
0
x
z
2f(x) dx− ζ(1− z)
∫ ∞
0
x−
z
2 f(x) dx
=
∞∑
n=1
σ−z(n)n
z
2 g(n)− ζ(1 + z)
∫ ∞
0
x
z
2 g(x) dx− ζ(1− z)
∫ ∞
0
x−
z
2 g(x) dx. (1.20)
Here f(x) satisfies certain appropriate conditions (see [17] for details) and g(x) is the
transform of f(x) with respect to
−2pi sin (1
2
piz
)
Jz(4pi
√
x)− cos (1
2
piz
) (
2piYz(4pi
√
x)− 4Kz(4pi
√
x)
)
,
which, up to a constant factor, is nothing but the Koshliakov kernel in (1.5). Nasim [25]
derived a transformation formula involving functions reciprocal in Koshliakov kernel,
and which is similar to (1.20).
2. Preliminaries
The Riemann zeta function satisfies the following functional equation [31, p. 22, eqn.
(2.6.4)]
pi−
s
2Γ
(s
2
)
ζ(s) = pi−
(1−s)
2 Γ
(
1− s
2
)
ζ(1− s), (2.1)
sometimes also written in the form
ξ(s) = ξ(1− s), (2.2)
where ξ(s) is defined in (1.2).
For Re(s) > max(1, 1+Re(a)), the following Dirichlet series representation is well
known [31, p. 8, Equation (1.3.1)]:
ζ(s)ζ(s− a) =
∞∑
n=1
σa(n)
ns
, (2.3)
Throughout the paper we use Ra to denote the residue of a function being considered
at its pole z = a.
We also use Parseval’s theorem in the form [28, p. 83, Equation (3.1.13)]
1
2pii
∫
(σ)
G(s)H(s)t−sds =
∫ ∞
0
g(x)h
(
t
x
)
dx
x
, (2.4)
where G and H are Mellin transforms of g and h respectively.
The following lemma will be instrumental in proving our theorems.
Lemma 2.1. Let η > 0 and 0 < ω ≤ pi. Let −1/4 < Re(z) < 1/4. Suppose that
ϕ, ψ ∈ ♦η,ω are Koshliakov reciprocal functions. One has
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(1) Z(s, z) = Z(1− s, z) for all s in −η − |Re(z)|/2 < Re(s) < 1 + η + |Re(z)|/2.
(2) Z(σ + it, z)≪z e(
pi
2
−ω+ε)|t| for every ε > 0.
Proof. Fix η > 0, 0 < ω ≤ pi and let ϕ, ψ ∈ ♦η,ω. We begin by proving the first part
of the claim involving the functional equation between Z1 and Z2. Set
w(s, z) := Γ
(
s− z
2
)
Γ
(
s+ z
2
)
. (2.5)
Note that
w(1− s, z)Z1(1− s, z)
=
∫ ∞
0
x−sϕ(x, z) dx
= 2
∫ ∞
0
x−s
∫ ∞
0
ψ(t, z)
(
cos (piz)M2z(4
√
tx)− sin (piz) J2z(4
√
tx)
)
dt dx
= 2
∫ ∞
0
ψ(t, z)
∫ ∞
0
x−s
(
cos (piz)M2z(4
√
tx)− sin (piz) J2z(4
√
tx)
)
dx dt
= 2pi2−2s
∫ ∞
0
ts−1ψ(t, z)
∫ ∞
0
u−s
(
cos (piz)M2z(4pi
√
u)− sin (piz)J2z(4pi
√
u)
)
du dt
=
22s−1
pi
Γ (1− s− z) Γ (1− s+ z) (cos (piz)− cos(pis))
∫ ∞
0
ts−1ψ(t, z) dt
=
22s−1
pi
Γ (1− s− z) Γ (1− s+ z) (cos (piz)− cos(pis))w(s, z)Z2(s, z), (2.6)
where in the penultimate step, we used the integral evaluation∫ ∞
0
x−s
(
cos (piz)M2z(4pi
√
x)− sin (piz) J2z(4pi
√
x)
)
dx
=
1
22−2spi3−2s
Γ (1− s− z) Γ (1− s+ z) (cos (piz)− cos(pis)) ,
valid for 1
4
< Re(s) < 1± Re(z). This can in turn be obtained by replacing s by 1− s,
z by 2z, and letting y = 1 in Lemma 5.1 of [11]. Using the duplication formula for the
gamma function
Γ(s)Γ
(
s+
1
2
)
=
√
pi
22s−1
Γ(2s), (2.7)
and the reflection formula
Γ(s)Γ(1− s) = pi
sin(pis)
,
we see that
Z1(1− s, z) = Z2(s, z).
Similarly, Z2(1− s, z) = Z1(s, z), and hence from (1.11), we see that
Z(1− s, z) = Z(s, z).
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The interchange of the order of integration in the third step in (2.6) requires justifica-
tion. We provide that below using Fubini’s theorem. We only show that the double
integral ∫ ∞
0
ψ(t, z)
∫ ∞
0
x−s
(
cos (piz)M2z(4
√
tx)− sin (piz)J2z(4
√
tx)
)
dx dt
converges absolutely for 3
4
< Re(s) < 1 − |Re(z)|. (This necessitates Re(z) to be
between −1/4 and 1/4.) The absolute convergence of the other one can be proved
similarly.
Fix ε0 > 0 such that
3
4
+ ε0 6 Re(s) 6 1− |Re(z)| − ε0.
Then
|x−s| ≤
{
xε0−1+|Re(z)|, if 0 ≤ x ≤ 1,
x−ε0−3/4, if x ≥ 1. (2.8)
The asymptotics of Bessel functions of the first and second kinds [1, p. 360, 364] give
Jz(v)≪z
{
vRe(z), if 0 ≤ v ≤ 1,
v−1/2, if v > 1,
Yz(v)≪z


1 + | log v|, if z = 0, 0 ≤ v ≤ 1,
v−|Re(z)|, if z 6= 0, 0 ≤ v ≤ 1,
v−1/2, if v > 1,
whereas those for the modified Bessel function [1, p. 375, 378] give
Kz(v)≪z


1 + | log v|, if z = 0, 0 ≤ v ≤ 1,
v−|Re(z)|, if z 6= 0, 0 ≤ v ≤ 1,
v−1/2e−v, if v > 1.
(2.9)
Therefore
∣∣∣cos (piz)M2z(4√tx)− sin (piz) J2z(4√tx)∣∣∣≪z


1 + | log(tx)|, if z = 0, 0 ≤ tx ≤ 1,
(tx)−|Re(z)|, if z 6= 0, 0 ≤ tx ≤ 1,
(tx)−1/4, if tx ≥ 1.
(2.10)
We now divide the first quadrant of the t, x plane into six different regions whose
boundaries are determined by the t = 1, x = 1 and the hyperbola xt = 1.
Let D = [0,∞)× [0,∞). Set
Fz(t, x) := x
−sψ(t, z)
(
cos (piz)M2z(4
√
tx)− sin (piz) J2z(4
√
tx)
)
and
Iψ(s, z) :=
∫
D
|Fz(x, t)|dλ,
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x t = 1
D4 D2
D3
D6
D5
D1
0.0 0.5 1.0 1.5 2.0 2.5 3.0
t0.0
0.5
1.0
1.5
2.0
2.5
3.0
x
Figure 3. Regions from the hyperbola xt = 1.
where dλ denotes the Lebesgue measure. Let
Iψ(s, z) := I1(s, z) + I2(s, z) + · · ·+ I6(s, z), with Ij(s, z) :=
∫∫
Dj
|Fz(x, t)|dλ,
We estimate each Ij separately. Let us assume that ε < ε0. Using (1.13), (2.8), and
(2.10) in the regions D1,D2,· · · ,D6, we have
I1(s, z)≪ε,z
∫∫
D1
1
x1−ε0−|Re(z)|
1
tδ
1
(xt)ε+|Re(z)|
dx dt =
∫ 1
0
dx
x1−ε0+ε
∫ 1
0
dt
tδ+ε+|Re(z)|
<∞,
I2(s, z)≪
∫∫
D2
1
x3/4+ε0
1
t1+η+|Re(z)|
1
t1/4x1/4
dx dt≪
∫ ∞
1
dx
x1+ε0
∫ ∞
1
dt
t5/4+η
<∞,
I3(s, z)≪
∫∫
D3
1
x3/4+ε0
1
tδ
1
(xt)ε+|Re(z)|
dx dt
≪ε
∫∫
D3
1
x3/4+ε0+ε+|Re(z)|
1
tδ+ε+|Re(z)|
dx dt
=
∫ ∞
1
1
x3/4+ε0+ε+|Re(z)|
∫ 1/x
0
dt
tδ+ε+|Re(z)|
dx
≪
∫ ∞
1
dx
x7/4−δ+ε0
<∞,
I4(s, z)≪
∫∫
D4
1
x3/4+ε0
1
tδ
1
t1/4x1/4
dx dt =
∫ ∞
1
1
x1+ε0
∫ 1
1/x
dt
tδ+1/4
dx≪
∫ ∞
1
1
x1+ε0
dx <∞,
I5(s, z)≪
∫∫
D5
1
x1−|Re(z)|−ε0
1
t1+|Re(z)|+η
1
(xt)ε+|Re(z)|
dx dt
=
∫∫
D5
1
x1−ε0+ε
1
t1+2|Re(z)|+η+ε
dx dt
=
∫ ∞
1
1
t1+2|Re(z)|+η+ε
(∫ 1/t
0
dx
x1−ε0+ε
)
dt
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≪ε,ε0
∫ ∞
1
dt
t1+2|Re(z)|+η+ε0
<∞.
Finally,
I6(s, z)≪
∫∫
D6
1
x1−|Re(z)|−ε0
1
t1+|Re(z)|+η
1
t1/4x1/4
dx dt
=
∫ ∞
1
1
t5/4+|Re(z)|+η
∫ 1
1/t
dx
x5/4−|Re(z)|−ε0
dt
≪
∫ ∞
1
1
t1+2|Re(z)|+η+ε0
dt <∞.
Hence Iψ(s, z) <∞, which justifies the interchange of the order of integration in (2.6).
Finally, let us look at Z2(s, z) and the Mellin transform of ψ(t, z). We split up the
integral as∫ ∞
0
|ψ(t, z)||ts−1| dt =
∫ 1
0
|ψ(t, z)||ts−1| dt+
∫ ∞
1
|ψ(t, z)||ts−1| dt.
Since ψ ∈ ♦η,ω, for the latter integral, we have∫ ∞
1
|ψ(t, z)||ts−1| dt≪
∫ ∞
1
tRe(s)−2−|Re(z)|/2−η dt <∞,
provided that Re(s) < 1 + η + |Re(z)|
2
. Similarly, for the first integral, we have∫ 1
0
|ψ(t, z)|tRe(s)−1dt≪
∫ 1
0
tRe(s)−1−δ dt <∞,
provided that Re(s) > δ. This shows that the function Z2(s, z) is well-defined and
analytic, as a function of s, in the region
δ < Re(s) < 1 + η +
|Re(z)|
2
, (2.11)
for every δ > 0. Similarly, Z1(s, z) is well-defined and analytic in s in this region. Thus,
by analytic continuation, the equality Z1(1− s, z) = Z2(s, z) holds in the vertical strip
−η − |Re(z)|
2
< Re(s) < 1 + η +
|Re(z)|
2
.
To prove the second part of the lemma, let us consider the line along any radius vector
r and angle θ (we would choose −θ, if t = Im(s) < 0), where |θ| < ω. Then by Cauchy’s
theorem we can deform the integral (1.9) to
h(σ + it, z)Z1(σ + it, z) =
∫ ∞
0
rσ+it−1eiθ(σ+it)ϕ(reiθ, z) dr,
where θ, t > 0. Therefore, by splitting the range of integration to [0, 1] and [1,∞] and
the fact that Z1 is analytic in the region defined by (2.11) we see that
|h(σ + it, z)Z1(σ + it, z)| ≤ e−θt
∫ ∞
0
rσ−1|ϕ(reiθ, z)| dr ≪ e−|θ||t|, (2.12)
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since ϕ ∈ ♦η,ω. By Stirling’s formula for Γ(σ + it) in the vertical strip p ≤ σ ≤ q [7,
p. 224], we have, as |t| → ∞,
|Γ(s)| =
√
2pi|t|σ− 12 e− 12pi|t|
(
1 +O
(
1
|t|
))
, (2.13)
as |t| → ∞. Now combining (2.5), (2.12) and (2.13) we get
Z1(1− s, z) = Z2(s, z)≪z e(pi2−ω+ε)|t|,
for every ε > 0. This completes the proof the lemma. 
3. Generalization of an integral identity connected with the
Ramanujan-Guinand formula
We prove Theorem 1.2 here. The convergence of the series in (1.14) follows from the
fact that Θ(s, z) ∈ ♦η,ω.
Using (1.1) and (2.2), it is easy to see that
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
= Ξ
(−t + iz
2
)
Ξ
(−t− iz
2
)
.
Along with (1.3) and part (i) of Lemma 2.1, this gives∫ ∞
0
f
(
t
2
, z
)
Ξ
(
t + iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
=
1
2
∫ ∞
−∞
f
(
t
2
, z
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
=
1
i
∫
(
1
2
)
φ
(
s− 1
2
, z
)
φ
(
1
2
− s, z
)
ξ
(
s− z
2
)
ξ
(
s+
z
2
)
Z
(
s,
z
2
)
ds. (3.1)
Now choose
φ(s, z) :=
((
s+
1
2
+
z
2
)(
s+
1
2
− z
2
))−1
so that from (3.1),
16
∫ ∞
0
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2)
=
1
4i
∫
(
1
2
)
pi−sΓ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
ζ
(
s− z
2
)
ζ
(
s +
z
2
)
Z
(
s,
z
2
)
ds (3.2)
Since −1/2 < Re(z) < 1/2 and Re(s) = 1/2, we have 1/4 < Re(s − z/2) < 3/4. In
order to use (2.3), with s replaced by s− z/2 and a replaced by −z, which is therefore
valid for Re(s) > 1± Re( z
2
)
, we shift the line of integration from Re(s) = 1/2 to
Re(s) = 5/4. In doing so, we encounter a pole of order 1 at s = 1 − z/2 (due to
ζ(s+z/2)) and a pole of order 1 at s = 1+z/2 (due to ζ(s−z/2)). Using the notation
for the residue of a function at a pole, we see that the integral in (3.2) is equal to
1
4i
(∫
( 5
4
)
pi−sΓ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)
Z
(
s,
z
2
)
ds− 2pii (R1+ z
2
+R1− z
2
))
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=
1
4i
( ∞∑
n=1
σ−z(n)n
z/2
∫
( 5
4
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
(pin)−sZ
(
s,
z
2
)
ds
− 2pii
(
pi−
(1+z)
2 Γ
(
1 + z
2
)
ζ(1 + z)Z
(
1 +
z
2
,
z
2
)
+ pi−
(1−z)
2 Γ
(
1− z
2
)
ζ(1− z)Z
(
1− z
2
,
z
2
)))
=
pi
2
∞∑
n=1
σ−z(n)n
z/2Θ
(
pin,
z
2
)
− pi
2
(
piz/2Γ
(−z
2
)
ζ(−z)Z
(
1 +
z
2
,
z
2
)
+ pi−z/2Γ
(z
2
)
ζ(z)Z
(
1− z
2
,
z
2
))
,
where in the penultimate step, we used the part (ii) of Lemma 2.1 and (2.13) to see
that the integrals along the horizontal segments of the contour [1
2
− iT, 5
4
− iT, 5
4
+
iT, 1
2
+ iT, 1
2
− iT ] tend to zero as T →∞, then interchanged the order of summation
and integration because of absolute convergence, and in the ultimate step we used (2.1)
twice.
This completes the proof of Theorem 1.2.
In the following corollary and at few other places in the sequel, we use the notation
Θ(x) = Θ(x, 0) and Z(s) = Z(s, 0).
Corollary 3.1. Let d(n) denote the number of positive divisors of n. Then
32
pi
∫ ∞
0
Ξ2
(
t
2
)
Z
(
1 + it
2
)
dt
(1 + t2)2
=
∞∑
n=1
d(n)Θ(pin)− (Z ′(1) + (γ − log 4pi)Z(1)).
Proof. Let z → 0 in Theorem 1.2, and note that the expansion around z = 0 of R(z),
defined in (1.15), is given by
R(z) = (γ − log 4pi)Z(1) + Z ′(1) +O(z),
where γ is Euler’s constant. 
3.1. Proof of the integral identity connected with the Ramanujan-Guinand
formula. Corollary 1.3 is proved here. As mentioned before its statement, we substi-
tute ϕ(x, z) = Kz(2αx) in (1.8), where α > 0. The fact that Kz(x) ∈ ♦η,ω for any
η > 0 is obvious from (2.9). Let β = 1/α. From (1.6), it is easy to see then that
ψ(x, z) = βKz(2βx). For Re(s) > ± Re(ν) and q > 0, we have [26, p. 115, Equation
(11.1)] ∫ ∞
0
xs−1Kν(qx) dx = 2
s−2q−sΓ
(
s− ν
2
)
Γ
(
s+ ν
2
)
. (3.3)
Using (1.9), (1.10), (3.3), and the fact that αβ = 1, we see that
Z1(s, z) =
1
4
α−s and Z2(s, z) =
1
4
αs−1 (3.4)
so that
Z
(
1 + it
2
,
z
2
)
=
1
2
√
α
cos
(
1
2
t logα
)
(3.5)
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and
Θ
(
pin,
z
2
)
= Kz/2(2pinα) + βKz/2(2pinβ). (3.6)
Then Theorem 1.2 gives
−32
pi
∫ ∞
0
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2) =
1
2
(F(α, z) + F(β, z)) ,
where
F(α, z) :=
√
α
(
α
z
2
−1pi
−z
2 Γ
(z
2
)
ζ(z) + α−
z
2
−1pi
z
2Γ
(−z
2
)
ζ(−z)− 4
∞∑
n=1
σ−z(n)n
z/2K z
2
(2npiα)
)
.
Now the Ramanujan-Guinand formula [18], [30, p. 253] gives, for ab = pi2,
√
a
∞∑
n=1
σ−z(n)n
z/2Kz/2(2na)−
√
b
∞∑
n=1
σ−z(n)n
z/2Kz/2(2nb)
=
1
4
Γ
(z
2
)
ζ(z){b(1−z)/2 − a(1−z)/2}+ 1
4
Γ
(
−z
2
)
ζ(−z){a(1+z)/2 − a(1+z)/2}. (3.7)
(See [5] for history and other details.)
Invoking (3.7), with a = piα and b = piβ, it is seen that F(α, z) = F(β, z), with the
help of which we deduce that, for −1/2 < Re(z) < 1/2,
−32
pi
∫ ∞
0
Ξ
(
t + iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2) = F(α, z).
Since both sides of the above identity are analytic for −1 < Re(z) < 1, by the principle
of analytic continuation, the result holds for −1 < Re(z) < 1 as well. This proves
Corollary 1.3.
4. Generalization of an integral identity involving infinite series of
Hurwitz zeta function
Theorem 1.4 is proved here. To see that the series on the right-hand side of (1.17)
is convergent, it suffices to show that
P(z) :=
∞∑
n=1
σ−z(n)n
z+1
∫ 1
0
Θ
(
x,
z
2
) x1+z/2
(x2 + pi2n2)(z+3)/2
dx
converges. Since Θ ∈ ♦η,ω , Θ
(
x, z
2
) ≪ x−δ for 0 < x < 1 and for every δ > 0, so that
the inside integral does not blow up as x→ 0. Thus,
P(z)≪
∞∑
n=1
σ−Re(z)(n)
n2
. (4.1)
The series on the right-hand side converges as long as Re(z) > −1 as can be seen from
(2.3). Let
φ(s, z) =
1
s+ (z + 1)/2
Γ
(
z − 1
4
+
s
2
)
.
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Using (1.3) and (3.1), we see that
4
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
t2 + (z + 1)2
= − 1
4i
∫
(
1
2
)
(
s− z
2
)(
s− 1 + z
2
)
Γ
(
s
2
+
z
4
− 1
2
)
Γ
(z
4
− s
2
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
× ζ
(
s− z
2
)
ζ
(
s+
z
2
)
Z
(
s,
z
2
)
pi−s ds
=
1
i
(∫
(
5
4
) Γ
(
s
2
+
z
4
+
1
2
)
Γ
(z
4
− s
2
+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
× ζ
(
s− z
2
)
ζ
(
s+
z
2
)
Z
(
s,
z
2
)
pi−s ds− 2pii (R1+ z
2
+R1− z
2
))
=
1
i
( ∞∑
n=1
σ−z(n)n
z/2
∫
(
5
4
) Γ
(
s
2
+
z
4
+
1
2
)
Γ
(z
4
− s
2
+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
× Z
(
s,
z
2
)
(pin)−s ds− 2pii (R1+ z
2
+R1− z
2
))
, (4.2)
where in the penultimate step we used the functional equation Γ(w + 1) = wΓ(w) of
the Gamma function. Here R1+ z
2
is the residue of the integrand at the pole of order 1
due to ζ
(
s− z
2
)
, and R1− z
2
is the residue of the integrand at the pole of order 1 due
to ζ
(
s− z
2
)
. These residues turn out to be
R1+ z
2
= 2−zpi(1−z)/2Γ(1 + z)ζ(1 + z)Z
(
1 +
z
2
,
z
2
)
,
R1− z
2
= 21−zpi(1−z)/2Γ(z)ζ(z)Z
(
1− z
2
,
z
2
)
. (4.3)
Note that for 0 < Re u < Re w, Euler’s beta integral is given by∫ ∞
0
xu−1
(1 + x)w
dx =
Γ(u)Γ(w − u)
Γ(w)
,
so that for − Re(z
2
)− 1 < d = Re(s) < Re( z
2
)
+ 2,
1
2pii
∫
(d)
Γ
(
s
2
+
z
4
+
1
2
)
Γ
(z
4
− s
2
+ 1
)
x−s ds = 2Γ
(
z + 3
2
)
x(z+2)/2
(1 + x2)(z+3)/2
.
Along with (1.12) and (2.4), this gives∫
(
5
4
) Γ
(
s
2
+
z
4
+
1
2
)
Γ
(z
4
− s
2
+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
Z
(
s,
z
2
)
(pin)−s ds
= 4piiΓ
(
z + 3
2
)
(pin)(z+2)/2
∫ ∞
0
Θ
(
x,
z
2
) x1+z/2
(x2 + pi2n2)(z+3)/2
dx. (4.4)
From (4.2), (4.3) and (4.4), we obtain (1.17). This completes the proof of Theorem
1.4.
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Corollary 4.1. Let d(n) =
∑
d|n 1 as before. Then,
pi−3/2
∫ ∞
0
∣∣∣∣Γ
(−1 + it
4
)∣∣∣∣
2
Ξ2
(
t
2
)
Z
(
1 + it
2
)
dt
1 + t2
=
pi
2
∞∑
n=1
nd(n)
∫ ∞
0
xΘ(x)
(x2 + pi2n2)3/2
dx− 1
2
((γ − log(2pi))Z(1) + Z ′(1)) .
Proof. Let z → 0 in Theorem 1.4, and note that
S(0) =
1
2
((γ − log(2pi))Z(1) + Z ′(1)) .

4.1. Proof of the integral identity involving infinite series of Hurwitz zeta
function. We now prove Corollary 1.5. We again choose the pair (φ(x, z), ψ(x, z)) =
(Kz(2αx), βKz(2βx)) where αβ = 1. So from (3.4)-(3.6),
pi
z−3
2
2
√
α
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t + iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
t2 + (z + 1)2
dt
= piz+1/2Γ
(
z + 3
2
) ∞∑
n=1
σ−z(n)n
z+1
∫ ∞
0
x1+z/2
(x2 + pi2n2)(z+3)/2
(
Kz/2(2αx) + βKz/2(2βx)
)
dx
− (2−3−zΓ(1 + z)ζ(1 + z) (α−1− z2 + α z2 )+ 2−2−zΓ(z)ζ(z) (α−1+ z2 + α− z2 )) . (4.5)
For Re(a) > 0, Re(b) > 0 and Re(ν) > −1, we have [15, p. 678, formula 6.565.7]∫ ∞
0
x1+ν(x2 + a2)
µ
Kν(bx) dx = 2
νΓ(ν + 1)aν+µ+1b−1−µSµ−ν,µ+ν+1(ab),
whereas from the footnote on the first page of [14], we have
Sµ,ν(w) = w
µ+1
∫ ∞
0
te−wt2F1
(
1− µ+ ν
2
,
1− µ− ν
2
;
3
2
;−t2
)
dt.
Thus∫ ∞
0
x1+ν(x2 + a2)
µ
Kν(bx) dx = a
2µ+2
(
2
b
)ν
Γ(ν+1)
∫ ∞
0
ye−aby2F1
(
1 + ν,−µ, 3
2
;−y2
)
dy.
(4.6)
Let a = pin, b = 2α, u = −(3 + z)/2 and v = z/2 in (4.6) so that∫ ∞
0
x1+z/2Kz/2(2αx)
(x2 + pi2n2)(3+z)/2
dx =
(pin)−1−zα−z/2
1 + z
Γ
(
1 +
z
2
)
×
∫ ∞
0
e−2pinαy
(1 + y2)(1+z)/2
sin((1 + z) tan−1 y) dy,
since [15, p. 1006, formula 9.121.4]
2F1
(
1− a
2
,
2− a
2
;
3
2
;
w2
u2
)
=
(u+ w)a − (u− w)a
2awua−1
.
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Thus
piz+1/2Γ
(
z + 3
2
) ∞∑
n=1
σ−z(n)n
z+1
∫ ∞
0
x1+z/2
(x2 + pi2n2)(z+3)/2
Kz/2(2αx) dx
=
α−z/2
2
√
pi
Γ
(
z + 1
2
)
Γ
(
1 +
z
2
) ∞∑
m=1
m−z
∫ ∞
0
∞∑
k=1
e−2pimkαy
sin((1 + z) tan−1 y) dy
(1 + y2)(1+z)/2
=
αz/2
2
√
pi
Γ
(
z + 1
2
)
Γ
(
1 +
z
2
) ∞∑
m=1
∫ ∞
0
sin
(
(1 + z) tan−1
(
x
mα
))
(x2 +m2α2)(1+z)/2
dx
e2pix − 1
=
αz/2
2z+2
Γ(z + 1)
∞∑
m=1
(
ζ(z + 1, mα)− (mα)
−z
2
− (mα)
−z
z
)
, (4.7)
where in the last step, we used (2.7), and Hermite’s formula for the Hurwitz zeta
function [27, p. 609, formula 25.11.29], namely,
ζ(w, a) =
1
2
a−w +
a1−w
w − 1 + 2
∫ ∞
0
sin (w tan−1(t/a))
(a2 + t2)w/2
dt
e2pit − 1 ,
which is valid for w 6= 1 and Re(a) > 0.
Hence from (4.5), (4.7), and the fact that αβ = 1, we deduce that
2zpi
z−3
2
Γ(z + 1)
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t + iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2
t logα
)
t2 + (z + 1)2
dt
=
1
2
{
α
z+1
2
(
∞∑
n=1
λ(nα, z)− ζ(z + 1)
2αz+1
− ζ(z)
αz
)
+ β
z+1
2
(
∞∑
n=1
λ(nβ, z)− ζ(z + 1)
2βz+1
− ζ(z)
βz
)}
,
(4.8)
where λ(x, z) is defined in (1.18). To obtain (1.17), it only remains to show that
α
z+1
2
(
∞∑
n=1
λ(nα, z)− ζ(z + 1)
2αz+1
− ζ(z)
αz
)
= β
z+1
2
(
∞∑
n=1
λ(nβ, z)− ζ(z + 1)
2βz+1
− ζ(z)
βz
)
.
(4.9)
The limiting case z → 0 of this identity appears on page 220 of Ramanujan’s Lost
Notebook [30], and is discussed in detail in [3].
In [8] as well as in [9], (4.9) was proved as a consequence of Corollary 1.4 and the
fact that cos
(
1
2
t logα
)
= cos
(
1
2
t log β
)
for αβ = 1. Hence to avoid circular reasoning,
we must obtain a new proof of it which does not make use of the integral involving the
Riemann Ξ-function present in this corollary.
The aforementioned limiting case was proved in [3, Section 4] in the manner sought
above using Guinand’s generalization of the Poisson summation formula [16, Theorem
1]. This requires use of a result of Ramanujan [3, Equation (1.4)] that the function
ψ(x+ 1)− log x is self-reciprocal in the Fourier cosine transform, i.e.,∫ ∞
0
(ψ(1 + x)− log x) cos(2piyx) dx = 1
2
(ψ(1 + y)− log y) .
KOSHLIAKOV KERNEL AND THE RIEMANN ZETA FUNCTION 17
For (4.9), this method, however, does not look feasible as the one-variable generalization
of ψ(x+1)− log x relevant to the problem, namely x−z/z− ζ(z+1, x+1), is not self-
reciprocal in the Fourier cosine transform. Hence we prove (4.9) by first obtaining a new
proof of the equivalent modular transformation in the first equality in the following
result, also proved in [11, Theorem 6.3] using the integral involving the Ξ-function.
This new proof is, of course, independent of the use of this integral, and generalizes
Koshliakov’s proof for the case when z = 0 [22, p. 248].
Assume −1 < Re z < 1. Let Ω(x, z) be defined by
Ω(x, z) := 2
∞∑
n=1
σ−z(n)n
z/2
(
epiiz/4Kz(4pie
pii/4
√
nx) + e−piiz/4Kz(4pie
−pii/4
√
nx)
)
,
where σ−z(n) =
∑
d|n d
−z and Kν(z) denotes the modified Bessel function of order ν.
Then for α, β > 0, αβ = 1,
α(z+1)/2
∫ ∞
0
e−2piαxxz/2
(
Ω(x, z) − 1
2pi
ζ(z)xz/2−1
)
dx
= β(z+1)/2
∫ ∞
0
e−2piβxxz/2
(
Ω(x, z)− 1
2pi
ζ(z)xz/2−1
)
dx. (4.10)
Upon proving (4.10), we show that∫ ∞
0
e−2piαxxz/2
(
Ω(x, z) − 1
2pi
ζ(z)xz/2−1
)
dx
=
Γ(z + 1)
(2pi)z+1
∞∑
n=1
(
λ(nα, z)− ζ(z + 1)
2αz+1
− ζ(z)
αz
)
, (4.11)
thereby proving (4.9). The special case of (4.11) was obtained in [10].
The function Ω(x, z) has many nice properties. For example, it has a very useful
inverse Mellin transform representation [11, Equation (6.6)], valid for c = Re s > 1±
Re z
2
:
Ω(x, z) =
1
2pii
∫ c+i∞
c−i∞
ζ(1− s+ z
2
)ζ(1− s− z
2
)
2 cos
(
1
2
pi
(
s+ z
2
)) x−sds. (4.12)
It also satisfies the following identity [11, Proposition 6.1] and Re x > 0:
Ω(x, z) = −Γ(z)ζ(z)
(2pi
√
x)z
+
xz/2−1
2pi
ζ(z)− x
z/2
2
ζ(z + 1) +
xz/2+1
pi
∞∑
n=1
σ−z(n)
n2 + x2
. (4.13)
Lastly, we mention that it plays a vital role in obtaining a very short proof of the
extended version of the Vorono¨ı summation formula [4, Theorem 6.1] in the case when
the associated function is analytic in a specific region.
We begin with the following lemma, which is interesting in its own right, and shows
that the function Ω(x, z) − 1
2pi
ζ(z)x
z
2
−1 is self-reciprocal when integrated against the
Bessel function of the first kind of order z. It is a one variable generalization of a result
of Koshliakov [21, Equation (11)].
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Lemma 4.2. Let Jν(w) denote the Bessel function of the first kind of order ν. Let
−1 < Re z < 1. For Re(x) > 0, we have∫ ∞
0
Jz(4pi
√
xy)
(
Ω(y, z)− 1
2pi
ζ(z)y
z
2
−1
)
dy =
1
2pi
(
Ω(x, z)− 1
2pi
ζ(z)x
z
2
−1
)
.
Proof. For − Re (z
2
)
< Re s < 3
4
, we have [11, p. 225]∫ ∞
0
xs−1Jz(4pi
√
xy)dx = 2−2spi−2sy−s
Γ
(
s+ z
2
)
Γ
(
1− s+ z
2
) ,
and from (4.12) and an application of the residue theorem, we find that for Re s < 1±
Re
(
z
2
)
, ∫ ∞
0
ys−1
(
Ω(y, z)− 1
2pi
ζ(z)y
z
2
−1
)
=
ζ(1− s+ z
2
)ζ(1− s− z
2
)
2 cos
(
1
2
pi
(
s + z
2
)) . (4.14)
Hence using Parseval’s formula [28, p. 83, Equation (3.1.11)], we see that for ± Re(
z
2
)
< c = Re s < min
(
3
4
, 1± Re (z
2
))
,∫ ∞
0
Jz(4pi
√
xy)
(
Ω(y, z)− 1
2pi
ζ(z)y
z
2
−1
)
dy
=
1
2pii
∫
(c)
(2pi)−2sx−sΓ
(
s+ z
2
)
Γ
(
1− s+ z
2
) ζ (s− z2) ζ (s+ z2)
2 sin
(
pi
2
(
s− z
2
)) ds
=
1
2pii
∫
(c)
ζ(1− s + z
2
)ζ(1− s− z
2
)
4pi cos
(
1
2
pi
(
s+ z
2
)) x−sds,
where in the last step we used the functional equation for ζ(s) twice. The result now
follows from (4.14). 
We now prove the modular transformation 4.10. Using Lemma 4.2, we see that
α(z+1)/2
∫ ∞
0
e−2piαxxz/2
(
Ω(x, z) − 1
2pi
ζ(z)xz/2−1
)
dx
= 2piα(z+1)/2
∫ ∞
0
e−2piαxxz/2
∫ ∞
0
Jz(4pi
√
xy)
(
Ω(y, z)− 1
2pi
ζ(z)y
z
2
−1
)
dy dx
= 2piα(z+1)/2
∫ ∞
0
(
Ω(y, z)− 1
2pi
ζ(z)y
z
2
−1
)∫ ∞
0
e−2piαxxz/2Jz(4pi
√
xy) dx dy, (4.15)
where the interchange of the order of integration follows from Fubini’s theorem.
Now use the formula [15, p. 709, formula 6.643.1]∫ ∞
0
xµ−
1
2 e−axJ2ν(2b
√
x) dx =
Γ
(
µ+ ν + 1
2
)
bΓ(2ν + 1)
e−
b2
2aa−µMµ,ν
(
b2
a
)
,
which is valid for Re
(
µ+ ν + 1
2
)
> 0, with b = 2pi
√
y, ν = z/2, µ = (z+1)/2, a = 2piα,
and then the definition [15, p. 1024] of the Whittaker function
Mk,µ(z) = z
µ+ 1
2 e−z/21F1
(
µ− k + 1
2
; 2µ+ 1; z
)
, (4.16)
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to deduce that ∫ ∞
0
e−2piαxxz/2Jz(4pi
√
xy) dx =
e−2piy/αyz/2
2piαz+1
. (4.17)
Finally we obtain (4.10) from (4.15), (4.17) and the fact that αβ = 1.
It only remains to now prove (4.11). We first prove it for 0 < Re z < 1 and then
extend it by analytic continuation. To that end, we use (4.13) to evaluate the integral
on the left-hand side of (4.11). Note that∫ ∞
0
e−2piαxxz/2
(
−Γ(z)ζ(z)x
−z/2
(2pi)z
− x
z/2
2
ζ(z + 1)
)
dx = −Γ(z)ζ(z)
α(2pi)z+1
−Γ(z + 1)ζ(z + 1)
2(2piα)z+1
.
(4.18)
Also,∫ ∞
0
e−2piαx
xz+1
pi
∞∑
n=1
σ−z(n)
n2 + x2
dx =
∞∑
m=1
m−z
∫ ∞
0
xz+1
pi
e−2piαx
∞∑
k=1
1
x2 +m2k2
dx,
where the interchange of the order of summation and integration is justified by absolute
convergence. It is well known [6, p. 191] that for t 6= 0,
2t
∞∑
k=1
1
t2 + 4k2pi2
=
1
et − 1 −
1
t
+
1
2
.
So∫ ∞
0
e−2piαx
xz+1
pi
∞∑
n=1
σ−z(n)
x2 + n2
dx =
∞∑
m=1
m−z
∫ ∞
0
e−2piαxxz
(
1
m(e2pix/m − 1) −
1
2pix
+
1
2m
)
dx
=
∞∑
m=1
∫ ∞
0
e−2piαmttz
(
1
e2pit − 1 −
1
2pit
+
1
2
)
dt
=
Γ(z + 1)
(2pi)z+1
∞∑
m=1
{
ζ(z + 1, mα)− (mα)
−z
z
− (αm)
−z−1
2
}
=
Γ(z + 1)
(2pi)z+1
∞∑
m=1
λ(mα, z), (4.19)
where in the penultimate step, we used the following result [27, p. 609, formula
(25.11.27)], valid for Re(w) > −1, w 6= 1, Re(a) > 0:
ζ(w, a) =
1
2
a−w +
a1−w
w − 1 +
1
Γ(w)
∫ ∞
0
xw−1e−ax
(
1
ex − 1 −
1
x
+
1
2
)
dx
with w = z + 1, a = αm amd x = 2pit.
Finally (4.18) and (4.19) give (4.11). This completes the proof of the modular
transformation in (4.9) for 0 < Re z < 1. As explained in [8, p. 1162], the result
follows for −1 < Re z < 1 by analytic continuation.
This proves (4.9), and hence along with (4.8), completes the proof of Corollary 1.5.
Acknowledgements
20 ATUL DIXIT, NICOLAS ROBLES, ARINDAM ROY, AND ALEXANDRU ZAHARESCU
The first author is funded in part by the grant NSF-DMS 1112656 of Professor Victor
H. Moll of Tulane University and sincerely thanks him for the support. The second
author wishes to acknowledge partial support of SNF grant 200020 149150\1.
References
[1] M. Abramowitz and I. Stegun, Handbook of Mathematical Functions: with Formulas, Graphs,
and Mathematical Tables, Dover, New York, 1972.
[2] G.E. Andrews and B.C. Berndt, Ramanujan’s Lost Notebook, Part IV, Springer, New York, 2013.
[3] B.C. Berndt and A. Dixit, A transformation formula involving the Gamma and Riemann zeta
functions in Ramanujan’s Lost Notebook, The legacy of Alladi Ramakrishnan in the mathematical
sciences, K. Alladi, J. Klauder, C. R. Rao, Eds, Springer, New York, 2010, pp. 199–210.
[4] B. C. Berndt, A. Dixit, A. Roy and A. Zaharescu, New Pathways in Analysis and Analytic Number
Theory Motivated by Two Incorrect Claims of Ramanujan, in preparation.
[5] B.C. Berndt, Y. Lee, and J. Sohn, The formulas of Koshliakov and Guinand in Ramanujan’s lost
notebook, Surveys in Number Theory, Series: Developments in Mathematics, vol. 17, K. Alladi,
ed., Springer, New York, 2008, pp. 21–42.
[6] J.B. Conway, Functions of One Complex Variable, 2nd ed., Springer, New York, 1978.
[7] E. T. Copson, Theory of Functions of a Complex Variable, Oxford University Press, Oxford,
1935.
[8] A. Dixit, Analogues of a transformation formula of Ramanujan, Internat. J. Number Theory 7,
No. 5 (2011), 1151-1172.
[9] A. Dixit, Transformation formulas associated with integrals involving the Riemann Ξ-function,
Monatsh. Math. 164, No. 2 (2011), 133–156.
[10] A. Dixit, Ramanujan’s ingenious method for generating modular-type transformation formulas,
The Legacy of Srinivasa Ramanujan, RMS-Lecture Note Series No. 20 (2013), pp. 163–179.
[11] A. Dixit and V. H. Moll, Self-reciprocal functions, powers of the Riemann zeta function and
modular-type transformations, J. Number Thy. 147 (2015), 211–249.
[12] A. Dixit, N. Robles, A. Roy and A. Zaharescu, Zeros of combinations of the Riemann ξ-function
on bounded vertical shifts, J. Number Theory. 149 (2015), 404-434.
[13] A. L. Dixon and W. L. Ferrar, Infinite integrals of Bessel functions, Quart. J. Math. 1 (1935),
161–174.
[14] M. L. Glasser, Integral representations for the exceptional univariate Lommel functions, J. Phys.
A: Math. Theor. 43 (2010), pp. 155207.
[15] I. S. Gradshteyn and I. M. Ryzhik, eds., Table of Integrals, Series, and Products, 5th ed., Aca-
demic Press, San Diego, 1994.
[16] A.P. Guinand, On Poisson’s summation formula, Ann. Math. (2) 42 (1941), 591–603.
[17] A.P. Guinand, Summation formulae and self-reciprocal functions (II), Quart. J. Math. 10 (1939),
104–118.
[18] A. P. Guinand, Some rapidly convergent series for the Riemann ξ-function, Quart. J. Math. (Ox-
ford) 6 (1955), 156–160.
[19] G.H. Hardy, Note by Mr. G.H. Hardy on the preceding paper, Quart. J. Math. 46 (1915), 260–261.
[20] G.H. Hardy and J.E. Littlewood, Contributions to the Theory of the Riemann Zeta-Function and
the Theory of the Distribution of Primes, Acta Math., 41(1916), 119–96.
[21] N.S. Koshliakov, On some summation formulae connected with the theory of numbers I, C. R.
(Dokl.) Acad. Sci. URSS 2 (3) (1934), 401–404.
[22] N.S. Koshliakov, Note on some infinite integrals, C. R. (Dokl.) Acad. Sci. URSS 2 (1936), 247–
250.
[23] N. S. Koshliakov, Note on certain integrals involving Bessel functions, Bull. Acad. Sci. URSS Ser.
Math. 2 No. 4, 417–420; English text 421–425 (1938).
[24] J. Lewis and D. Zagier, Period functions for Maass wave forms. I, Ann. Math. 153, No. 1 (2001),
191–258.
KOSHLIAKOV KERNEL AND THE RIEMANN ZETA FUNCTION 21
[25] C. Nasim, A summation formula involving σk(n), k > 1, Canad. J. Math. 21 (1969), 951–964.
[26] F. Oberhettinger, Tables of Mellin Transforms, Springer-Verlag, New York, 1974.
[27] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark (eds.), NIST Handbook of Math-
ematical Functions, Cambridge University Press, Cambridge, 2010.
[28] R.B. Paris and D. Kaminski, Asymptotics and Mellin-Barnes Integrals, Encyclopedia of Mathe-
matics and its Applications, 85. Cambridge University Press, Cambridge, 2001.
[29] S. Ramanujan, New expressions for Riemann’s functions ξ(s) and Ξ(t), Quart. J. Math. 46 (1915),
253–260.
[30] S. Ramanujan, The Lost Notebook and Other Unpublished Papers, Narosa, New Delhi, 1988.
[31] E.C. Titchmarsh, The Theory of the Riemann Zeta Function, Clarendon Press, Oxford, 1986.
Department of Mathematics, Tulane University, New Orleans, LA 70118, USA
E-mail address : adixit@tulane.edu
Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190, CH-8057
Zu¨rich, Switzerland
E-mail address : nicolas.robles@math.uzh.ch
Department of Mathematics, University of Illinois, 1409 West Green Street, Ur-
bana, IL 61801, USA
E-mail address : roy22@illinois.edu
Department of Mathematics, University of Illinois, 1409 West Green Street, Ur-
bana, IL 61801, USA and Institute of Mathematics of the Romanian Academy, P.O. Box
1-764, Bucharest RO-70700, Romania
E-mail address : zaharesc@illinois.edu
