ABSTRACT Utilizing low-resolution analog-to-digital converters (ADCs) was proven to be efficient in releasing the burden of power consumption for future wireless systems. In this paper, we analyze and optimize the achievable rate of the multi-input multi-output channel with low-resolution ADCs at the receiver by assuming that the channel state information is known at both the transmitter and the receiver. Toward this end, we first derive the approximate achievable rate of the considered channel model by exploiting the Bussgang theorem. According to the derived achievable rate expression, we propose two approaches, namely, the singular value decomposition-based approach and the gradient-based approach, to jointly optimize the transmit signal covariance and the receive analog combiner. Moreover, an upper bound of achievable rate is derived from the information theory point of view to evaluate the optimality of the derived achievable rate. Extensive simulation results are provided to assess the performance of the proposed designs. We show that the proposed designs can reach the upper bound at low signal-to-noise ratio (SNR), which implies that our optimized achievable rate approaches the capacity at low SNR.
I. INTRODUCTION
To satisfy the high transmission rate (1000 times higher than fourth generation (4G)) requirements in fifth generation (5G) wireless communications, more spectrum bandwidth resources are required. To achieve this goal, besides exploring some licensed spectrum assigned to other wireless systems via cognitive radio [1] - [3] , exploiting unlicensed carrier frequency band on millimeter wave (mmWave) has been regarded as a promising way. The potential advantage of using mmWave frequency band is that the channel bandwidths are greatly broader than those in lower frequency band [4] . It is noted that the transmit signals in mmWave suffer high attenuations compared with the ones over low frequency bands. In this case, antenna array is important for mmWave systems to achieve reliable transmissions. However, due to the small wavelength, the antenna array containing a larger number of antennas only occupies a limited area space, which creates favorable advantage of using mmWave systems in practice.
Transmitting in high carrier frequencies brings some design challenges [5] . One major problem is the high power consumption introduced by high sampling rate and high resolution analog-to-digital conversions (ADCs). The power cost becomes severer when deploying multiple antennas as the number of ADCs linearly increases with the number of antennas. Consider that the power consumption grows exponentially with the resolution of ADCs [6] , one efficient solution to decrease the power cost is to reduce the number of quantization bits at ADCs.
Using low resolution ADCs, especially ultra low resolution ADCs, greatly changes the wireless communication theories and designs established for the ones with infinite ADC resolution. The corresponding studies have attracted attentions from both academia and industries. For example, under low precision ADC conditions, some physical-layer techniques, like the channel estimation [7] , [8] , the power allocation for OFDM system [9] and multiuser detection [10] have been investigated.
On the other hand, the performance evaluation, including achievable rate/capacity analysis and the corresponding optimization, is another important research direction and has been studied in [11] - [22] with different channel setups and assumptions. Singh et al. [11] and Mezghani and Nossek [12] studied the capacity of single-input singleoutput (SISO) channels with one-bit ADCs. In specific, Singh et al. [11] showed that when the transmit channel state information (CSIT) is known, binary antipodal signaling is optimal. Mezghani and Nossek [12] further showed that the QPSK signaling is optimal for block fading SISO channels without CSIT. After [11] and [12] , the multi-input multioutput (MIMO) technique was considered in [13] - [22] to further enhance the performance. In general, the results obtained in [11] and [12] are not applicable in the MIMO channel.
Regarding the MIMO extensions, Mezghani and Nossek [13] proved that the independent QPSK signaling across different antennas is optimal for the one-bit quantized MIMO channel with only receiving CSI (CSIR). Ivrlac and Nossek [14] analyzed the binary space-time block codes with optimal decoding for MIMO systems with one-bit receive signal quantization. A mixed-ADC architecture was proposed in [15] for the cellular uplink channel and the corresponding performance was analyzed under an assumption of Rician fading channels. Mo and Heath [16] analyzed the capacity of one-bit quantized MIMO channels. In Specific, the authors derived the exact capacity of the multiple-input single-output channels. Jacobsson et al. [17] considered the massive MIMO multi-user uplink channel by assuming that the CSI is not known at both transmitter and receiver. In this case, the linear minimum mean square error (LMMSE) based channel estimation was proposed and the corresponding achievable rate was analyzed. Roth and Nossek [18] derived the achievable rate with hybrid beamforming and compared with the achievable rate obtained by digital beamforming. Mollén et al. [19] analyzed the achievable rate of uplink channel where each user is equipped with single antenna. To derive the achievable rate, the authors first proposed a LMMSE based channel estimation approach. Then, a lower bound of the achievable ergodic rate was derived.
Although characterizing the achievable rate of the systems with low ADC resolutions has received wide attentions, there still exist some challenging problems remaining unresolved. The first problem is that existing works are mostly restricted on one-bit quantization [11] - [14] , [16] . Extension to general low resolution ADCs with few-bit quantization is urgent as slightly increasing the bit number can significantly enhance the performance. It is noted that the achievable rate analysis of the few-bit quantization ADCs is more complicated than the one-bit ADCs as its output is binary. In this case, the corresponding achievable rate, even the capacity, was relatively easier to analyze. The second problem is the achievable rate optimization. Although the works in [15] and [17] - [19] provided some initial studies on the low resolution ADCs with few-bit quantization, the works [15] , [17] , [19] focused more on the performance analysis and the work [18] optimized the system from the hybrid beamforming perspective. Few works aimed to maximize the achievable rate from the signaling design and analog combining design points of view.
In this work, we focus on the above two problems. We aim to optimize the achievable rate of the MIMO channel model with low resolution ADCs, i.e., with few-bit quantization. By assuming that the channel state information is known at both transmitter and receiver, we jointly optimize the transmit signal covariance and the receive analog combiner to enhance the achievable rate. To this end, by utilizing the Bussgang theory, we first extend the results in [21] and [22] and derive the approximate achievable rate by considering the analog combiner at the receiver. To enhance the achievable rate, two approaches, i.e., the singular value decomposition (SVD) based approach and the gradient based approach, are proposed to jointly optimize the transmit signal covariance and the receive analog combiner. Moreover, an upper bound of the achievable rate is derived to assess the performance from the information theory point of view. Extensive simulation results are provided to evaluate the performance of proposed designs. In specific, our simulation results show that the proposed designs can reach the capacity at low signal-tonoise ratio (SNR).
The rest of the paper is organized as follows. In Section II, we present the system model. The capacity upper bound and achievable rate analysis are provided in Section III. The transmit signaling and receive analog combiner are jointly optimized in Section IV. Simulation results are provided in Section V. Finally, we conclude the paper in Section VI.
Notations: E(·) denotes the expectation operator. Superscripts A T , A * , and A H denote the transpose, conjugate, and conjugate transpose of matrix A, respectively. Tr(A), A −1 and |A| stand for the trace, inverse and determinant of A, respectively. diag(a) denotes a diagonal matrix with a being its diagonal entries. 0 and I denote the zero and identity matrices, respectively. The distribution of a circular symmetric complex Gaussian vector with mean vector x and covariance matrix is denoted by CN (x, ). A 0 implies that matrix A is a semidefinite positive matrix. 
II. SYSTEM MODEL
Consider a MIMO system with few-bit quantization ADCs at the receiver as shown in Fig. 1 . We assume that there are n antennas at the transmitter side and m antennas at the receiver side. The baseband received signal in the system is given by
where H ∈ C m×n denotes the channel matrix, x ∈ C n×1 denotes the signal sent by the transmitter, y ∈ C m×1 is the receiver signal before post-processing, and n ∈ C m×1 is the additive noise following circular symmetric complex Gaussian distribution CN (0, σ 2 I). In addition, we assume that signal x satisfies the following power constraint
where Q = E(xx H ) is the covariance matrix of signal x, P t denotes the maximum power available at the transmitter. We assume that the singular value decomposition of the channel H is represented by H = U V H where U and V are m × m and n × n unitary matrices, respectively, is a matrix with non-zero elements on its diagonal elements and the diagonal elements {λ 1 , λ 2 , · · · , λ min(n,m) } are arranged in decreasing order with λ i being the i-th singular value. In the considered system, before being input to ADCs, the received signal y is first linearly processed by an analog combiner W ∈ C m×m . We have
whereñ = Wn. Here we adopt vector to precisely vary the signal phase and amplitude in real time. In this case, the analog combiner W is not necessary to have a constant norm for all entries [23] . Then, signal y is quantized by total 2mb bits with each stream being separately quantized by 2b bits with b ≥ 2 where b bits are for real part and the remaining b bits are for imaginary part. The output after b-bit quantization is denoted by
In this work, we assume the channel state information is perfectly known at the transmitter and receiver. Consequently, the channel capacity can be denoted by
III. CAPACITY UPPER BOUND AND ACHIEVABLE RATE
In this section, we perform performance analysis of the considered system. We first give a capacity upper bound. After that, the achievable rate is derived, which will be further maximized in next section.
A. CAPACITY UPPER BOUND

Theorem 1: For the considered b-level quantized MIMO channel, the capacity is upper bounded by
and x) ); and Q(·) is the tail probability of the standard normal distribution.
Proof: To proceed, we first consider a case where the used 2b bits for each data stream is large enough. Then, the performance of quantization is not degraded compared with the unquantized one. For the unquantized MIMO system, the capacity is achieved by decomposing the channel into parallel channels using transmit precoding and the linear post-processing matrix [28] . In specific, the rate in the i-th channel is given by
, we see that the rate of channel is not degraded due to quantization. In this case, we can set W = U H to achieve the capacity of the channel. Hence, the channel capacity of the considered quantized system is bounded by a as indicated in (7).
In the second case, we denote the mutual information of the considered system as follows
To get the upper bound of I (x; r), we first get the upper bound of H(r). Since at the receiver, we have total 2mb bits and the achievable rate cannot be greater than 2mb. On the other hand, if the quantization does not degrade the performance, I (x; r) equals to the channel capacity a given in (7) with W = U H . Moreover, H(r|x) is the differential entropy of quantized gaussian noise, which is not greater than the Gaussian one equalling to log |π eσ 2 WW H | = log |π eσ 2 I|. Thus, H(r) is upper bounded by a+log |π eσ 2 I|. Finally, the entropy H(r) is upper bounded by min 2mb, a + log |π eσ 2 I| .
To obtain the upper bound of I (x; r), we further derive the lower bound of H(r|x). Mo and Heath [16] have proven that
It is noted that H(r|x) characterizes the differential entropy of quantized gaussian noise n. When b > 2, we have more bits to quantize n, which implies that the differential entropy of output must be not smaller than the one obtained with 2 bits. Hence, we have
Thus, we complete the proof of Theorem 1.
B. ACHIEVABLE RATE
To derive achievable rate, following [21] and [22] , we use the Bussgang theorem to linearly model the quantized signal r, which can be represented as r = Fy + e (11) VOLUME 7, 2019 where e is the uncorrelated distortion and F can be obtained from the linear MMSE estimation of r from y, given by
By treating WH as an equivalent channel and Wn as an equivalent additive noise, using the result in [21] and [22] , the achievable rate of the considered system can be approximated as
where ρ q is the quantization distortion error determined by the quantizer type and the number of bits used at the receiver [22] 
It is known that in our work, we assume the CSI is available at both transmitter and receiver sides. Therefore, we can further optimize covariance matrix Q and analog combiner W to improve the achievable rate, which is our focus in next section.
IV. JOINT TRANSMIT SIGNALING AND RECEIVE ANALOG COMBINER OPTIMIZATION
In this section, we present how to joint optimize the transmit signaling and the receive analog combiner to improve the achievable rate in (13) . Optimizing the transmit signaling is actually to optimize the statistics of signal x, i.e., Q. In summary, the joint design problem can be represented as
It is observed that optimization problem with few-bit quantization for the MIMO channel in (14) is quite different from the one with infinite resolution ADCs [28] and is more challenging. Due to the nonconvexity of (14), we propose two methods in what follows to find the suboptimal solutions.
A. SVD BASED DESIGN
It is known that for the MIMO channel with infinite resolution ADCs, it has been proven in [28] that the optimal signaling has a specific optimal structure which depends on the SVD of the channel matrix. In the few-bit quantization system, the SVD based signaling structure is not necessarily optimal. However, as in the system with infinite resolution ADCs, by imposing certain structures on Q and W, we are able to parallelize the MIMO channel to avoid the inter-stream interference. Furthermore, we can see that the SVD based structure is able to simplify the complicated joint design problem to a simple power allocation problem.
To parallelize the MIMO channel, we need to design Q and W such that the components WW H and WHQH H W H in (14a) are diagonal matrices. According to the SVD decomposition of the channel matrix H, one solution is given as follows:
where V and U are unitary matrices related to the SVD decomposition of the channel, Q = Diag λ q,1 , λ q,2 , · · · , λ q,n and W = Diag λ w,1 , λ w,2 , · · · , λ w,m . With the structure given in (15), the channel is parallelized and the achievable rate in (13) only depends on the power allocated to each subchannel. It is noted as the achievable rate in (13) Proof: After parallelizing the MIMO channel using (15) , the rate given in (13) is denoted as
where the second equation succeeds since all the corresponding matrix in r are diagonal, which completes the proof of Lemma 1. With (15), the original optimization problem in (14) reduces to
Lemma 2: The optimization problem (17) is a convex problem and the optimal solution of λ q,i is given by
where β is chosen to satisfy n i=1 λ q,i = P t . Proof: In (17), it is seen that the power constraint (17b) is linear with respect to λ i , ∀i. In this case, to prove the convexity of problem (17), we only need to prove that the objective function in (17) is concave. By rewriting the objective function as compositional function given as r = f (g(λ i ) with f (x) = log(x) and g(λ i ) = 1 +
Since f (x) is a nondecreasing concave function and g(λ i ) is a concave function with respect to λ i , we can prove that the compositional function f (λ i ) is concave [26] . Due to the convexity of problem (17) , the optimal solution can be found by using Karush-Kuhn-Tucher (KKT) conditions. To proceed, we first write the Lagrangian function of (17), which is given by:
where β and β i are Lagrangian multipliers. With (19) , the resultant set of KKT conditions are obtained as
Multiplying (20b) by λ q,i , we have
where the second equation is obtained from (20c). To satisfying (21), we consider the following two cases:
, we must have λ q,i = 0. 
. In Case 2, the optimal λ q,i can be found by solving
where θ 1 = βσ 2 (ρ q λ 2 i +λ 2 i ) and θ 2 = βσ 4 − 1 ln 2 σ 2 (1−ρ q )λ 2 i . The solution of (22) is given by
By combining Case 1 and Case 2, we obtain the final solution given in (18) . It is worth noting that from (20a), β must be larger than zero. Hence, to satisfy (20b), the Lagrangian multiplier β in (18) must be chosen to satisfy n i=1 λ q,i = P t , which completes the proof of Lemma 2.
B. GRADIENT BASED DESIGN
In SVD based signaling design, we assume that covariance matrix Q and analog combiner W have specific structures which can parallelize the channel. Although this can simplify design, it is not necessarily optimal and may compromise the performance. In this subsection, we propose a new signaling design in which we do not impose any given structures on Q and W, i.e., we directly solve the optimization problem (14) . Specifically, we decompose the original problem into two subproblems, where the combiner matrix W is optimized in the first subproblem with given Q, and Q is optimized in the second subproblem with given W.
1) SOLVE W WITH GIVEN Q
In the first subproblem, with given Q, the combiner matrix W is optimized by solving the following unconstrained problem
As optimization problem (24) is nonconvex, to solve (24), we develop a steepest descent algorithm in what follows. In the algorithm, the general way to update W can be written as
where W [k] is the update of W in the k-th iteration, α [k] is the step size used in the k-th iteration. In (38), to obtain W [k+1] , we move W [k] along the steepest descent with a step of −s [k] ∇r(W [k] ). The step sizes α [k] in (38) is also important for the convergence of the algorithm and they can be determined according to the Armijo rule [27] . In this rule, we set α [k] = θ m k , where m k is the minimal nonnegative integer that satisfies the following inequality
where σ and θ are constants with σ being a parameter close to 0 and θ being a proper choice from 0.1 to 0.5 [27] .
To get the update of W [k+1] in (38), the key is to compute the gradient ∇r(W [k] ). To derive ∂r(W) ∂W , using the rule ∂ ln det(Z) = Tr(Z −1 ∂Z) [24] , we have
where (27c) is obtained by using the rule ∂Z −1 = −Z −1 · ∂Z · Z −1 [24] . In specific, ∂B in (27) has a form of
To obtain ∂r(W)
∂W , we first present the following lemma. 
where equation (31a) is obtained due to the fact Tr
, here we assume that Z 1 = I, Z 2 = K and Z 3 = M(z n,m e n e H m )N; equation (31c) is obtained as we can express Tr (I K) (M(z n,m e n e H m )N) = z n,m e H m N (I K) Me n using the circular property of trace operation. With (32), we obtain (29). This completes the proof of Lemma 3.
Moreover, using the circular property of trace operation, the second term in (27c) can be written as
Then, using Lemma 3 and (32),
2) SOLVE Q WITH GIVEN W
In the second subproblem, with given W, the covariance matrix Q is optimized by solving the following constrained problem
As the variable Q in optimization problem (34) should be semidefintie positive and satisfy the power constraint, the steepest decent algorithm proposed to solve W is no longer applicable. To solve non-convex problem (34), we next develop a subgradient algorithm to find a suboptimal Q [25] .
To proceed, we first write the Lagrangian function of (34) given as
with Q 0. The corresponding Lagrangian dual function is given by
Further, the convex dual problem can be represented as
In the subgradient method, we solve (34) using a two-step iterative algorithm. In the first iteration, we aim to find a solution to minimize L(Q, λ) for some given λ. Then, we apply subgradient approach to update λ towards the optimal solution of (37).
To find a semidefintie positive Q to minimize L(Q, λ), we develop a gradient projection (GP) algorithm in the first iteration. In GP algorithm, the general way to update Q can be written as
where Q [k] is the update of Q in the k-th iteration,α [k] ∈ (0, 1] is the step size used in the k-th iteration, andQ [k] is given byQ
where proj[·] denotes the projection onto the feasible set of Q 0, and s [k] is a positive scalar. In (39), to obtainQ [k] , we move Q [k] along the steepest descent with a step of
, λ) onto the feasible set region, thereby obtaining a feasible solutionQ [k] . It is worth noting that (38) can be equivalently rewritten as
According to (40) and the fact that the feasible region is a convex region, we claim that Q [k+1] must be a feasible solution as bothQ [k] and Q [k] are feasible. Now we derive
. Similarly to (27) , again using the rule ∂ ln det(Z) = Tr(Z −1 ∂Z) [24] , we have
By using the circular property of trace operation, we rewrite (40) as
where
Using (29), we obtain
With (43) and (33), we can finally find ∇L(Q [k] , λ). Now we consider the projection process. Denote by G the convex feasible region constructed by semidefinite positive constraint. The projection process is actually to find a feasible point in G closest to Q [k] − s [k] ∇L(Q [k] , λ), i.e., to find the solution according the following optimization problem
where In the second iteration, we use subgradient approach to update the Lagrangian multiplier λ. As Tr(Q) − P t is the subgradient of the dual problem (37), we update λ by
where β is the multiplier. The complete gradient based algorithm can be summarized as follows:
Algorithm 1 Gradient Based Design Algorithm
• Initialize find a initial point Q [0] and W [0] , and Q [0] is a feasible point in the set constructed by (14b).
• Repeat -Repeat * Compute ∇r(W [k] ) according to (33)č" * Update W according to (38); -Until |r(W [k+1] ) − r(W [k] )| ≤ 1 where 1 is a preset convergence accuracy.
is a pre-set convergence accuracy. * Update λ according to (45); -Until |r(Q [k+1] ) − r(Q [k] )| ≤ 3 where 3 is a preset convergence accuracy.
• Until |r(
where 4 is a pre-set convergence accuracy.
As problem (14) is nonconvex, the proposed gradient based approach Algorithm 1 can only converge to a local optimal solution and the gap between the suboptimal solution and optimal solution generally depends on the choice the initial point.
V. SIMULATION RESULTS
In this section, we present some simulation results to evaluate the proposed designs by comparing with the derived upper bound and the approach proposed in [16] . The channels are modeled as Rayleigh fading, i.e., the elements of each channel matrix are complex Gaussian random variables with zero mean and unit variance. Since the noise powers at all antennas of the receiver are set to one, we define SNR of the system as SNR = P t .
In Fig. 2 , we illustrate the power allocation λ q,i at different parallel channels at SNR = 0dB and SNR = 10dB with n = m = 5 and b = 3. It is observed that at low SNR, most of power are assigned to the subchannels with large gains to get a better performance and the subchannels with small gains are ignored. At high SNR, the power is assigned over all subchannels. In general, more power is assigned to the subchannels with small gains. This observation is similar to the traditional MIMO channels with infinite number bits ADCs. In Fig. 4 and Fig. 5 , we compare the performance of different designs at n = m = 5 with b = 3 and b = 5, respectively. In zero-forcing (ZF) approach, we assume a ZF beamformer as in [16] and assume Q = F ZF F H ZF where F ZF = βH H (HH H ) −1 and β is a scalar used to meet the power constraint. In gradient approach, we try different initializations and choose one with best performance. The tried initializations include five random ones, scaled identity matrix, and the SVD based solution. The curves in Fig. 4 and Fig. 5 show that the proposed SVD based approach and gradient approach greatly outperform the ZF approach. Moreover, the gradient based approach outperforms the SVD based approach, but the former is not superior to the latter too much. This implies that the SVD based approach can achieve a performance near the good local optimal solution. By comparing with the upper bound, we observe that at low SNR, the proposed gradient based approach and the SVD based approach are able to achieve the upper bound.
With increase of b, the SNR range approaching the upper bound is enlarged. The curves in Fig. 5 show that the upper bound can be approached when SNR ≤ 15dB. In Fig. 6 , we show the performance improvement by increasing the number of quantization bits or the number of antennas. It is observed that both schemes can significantly enhance the achievable rate. In specific, at high SNR, increasing the quantization bit number is more efficient than increasing the antenna number. The curves in Fig. 6 show that increasing bit number from 3 to 5 can almost achieve the same performance with the scheme by doubling the antenna number from 5 to 10.
VI. CONCLUSION
In this paper, the achievable rate of the MIMO channel model with low resolution ADCs at the receiver was maximized by jointly optimizing the transmit signal covariance and the receive analog combiner. The singular value decomposition based approach and the gradient based approach were proposed to perform jointly optimization. By comparing with the upper bound, we showed that the upper bound can be reached at low SNR, which implies that the capacity can be achieved at low SNR.
