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012.07.0Abstract Lifetime of sensor networks based on ﬁnding energy efﬁcient paths is a crucial topic in
wireless sensor networks research. This paper aims to implement an optimal algorithm for wireless
sensor networks (WSNs) to solve the most convenient problems within this area: energy efﬁciency,
energy balance, and routing path. This metric is based on a decentralized manner as in the distrib-
uted energy balance routing algorithm (DEBR) [1]. We will demonstrate the effectiveness of our
proposed method by comparing four existing efﬁcient routing algorithms. Results are shown and
discussion is held to verify the great effects on network lifetime and network energy balance.
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All rights reserved.1. Introduction
Wireless sensor networks are used in different applications.
One of these is its use in environmental monitoring. Large num-
bers of small, low-cost battery-powered sensors can be scat-
tered randomly over a large area, where they will
automatically sense and record local environmental conditions.
The sensors use low-power wireless transceivers to transmithoo.com (S.S. Abd El-Day-
lty of Engineering, Alexandria
g by Elsevier
g, Alexandria University. Product
06their recorded data to a receiver. When making such networks
operational, we should effectively manage resources such as
battery life and communication bandwidth [2]. A fundamental
objective of wireless sensor networks is to transmit sensed data
to sink nodes or the base station for further analysis [3]. To
achieve this objective, a proper routing algorithm that deter-
mines the paths of the data ﬂow should be presented. Sensors
are limited in power thus; the routing algorithm should have
a design to allow ﬁnding paths consuming the least amount
of power to prolong the lifetime. Most energy efﬁcient routing
algorithms route signiﬁcant trafﬁc via some sensors, which are
close to the base station or on energy efﬁcient paths and there-
by, drain their power quickly. As a result, the sensor networks
become unable to detect events from their regions. Thus, the
distribution of the data trafﬁc over the whole network is an
important factor towards extending network lifetime. One of
the typical methods to save energy in sensor networks is to con-
sider a duty cycle on sensors in the design of the medium access
control (MAC) layer [4]. Many applications assume that allion and hosting by Elsevier B.V. All rights reserved.
14 M.R.M. Rizk et al.sensors have an ability to communicate with the base station di-
rectly [5]. In some other applications [6,7], only a small portion
of sensors can communicate with the base station directly due
to their limited transmission capabilities.
Sensor network generally consists of a large number of
nodes and the routing algorithm should adopt a local decision
making scheme. It might not respond properly to upcoming
events after a period of time during which sensors become
inactive from energy depletion. To capture the advantages of
energy balance, this study discuses energy cost (EC), to estab-
lish energy sufﬁciency as well as efﬁciency.
The organization of the paper is as follows. Section 2 de-
scribes efﬁcient algorithms within this area, and Section 3 pre-
sents the proposed method. Section 4 shows the experimental
results.
2. Network topology
In the DEBR [1] each sensor uses a ﬁxed transmission power
for communicating with its neighboring sensors; whereas, it
transmits data to the base station with the minimum transmis-
sion power. The neighboring distance is the maximal reachable
distance with the ﬁxed transmission power for neighboring
sensors. For a given sensor, the sensors within its neighboring
distance are its ‘‘neighboring sensors’’ or ‘‘neighbors.’’ In this
scheme, each sensor can be aware of the current energy level of
its neighbors or energy required to transmit from its neighbor-
ing sensors to the base station [8]. A sensor’s neighboring sen-
sors can receive all the messages the sensor transmits, since
every node has the same neighbor distance.
2.1. Energy consumption model
Generally, sensors consume energy when they sense, receive
and transmit data [9]. However, the amount of energy con-
sumption for sensing is unaffected by the routing algorithm
and only a small difference exists between the power consump-
tion for idle and receiving modes [10]. Therefore, in this work,
we consider only the energy consumed while transmitting mes-
sages. According to the radio model [5], energy consumption
(E) for transmitting data is proportional to the transmission
distance as well as the square of the amount of data. By nor-
malization of the amount of sensed data, the energy consump-
tion model is simpliﬁed to:
E ¼ d2 ð1Þ
where E and d are the required energy and the transmission
distance, respectively [10].
2.2. Lifetime of sensor network
The sensor network lifetime is deﬁned as the time until the ﬁrst
node or a portion of nodes become incapable (due to energy
depletion) of sending data to its neighbors [9]. The portion
(number of depleted nodes) can vary depending on the context
of the sensor networks. In this work, the lifetime of a sensor
network is the number of rounds until the ﬁrst (L1), 10%
(L10), or 20% (L20) of node(s) expend all their energy [10].
L1 denotes the full functioning period of the sensor network.
We will validate the effectiveness of our proposed routingalgorithm using a sensor network’s lifetime as the performance
measure.
2.3. Integer programming (IP) model
Consider a sensor network where n sensors are deployed ran-
domly in a target area, and the sensors transmit all sensed data
to the base station. N and B denote the set of sensor nodes and
the base station. Sensor i, i 2 N has a set of neighbor nodes (Ni)
according to the network topology. Ei and Di(T) are the bat-
tery capacity of sensor i and the data trafﬁc generated by sen-
sor i during any time interval [0,T]. Lastly, eij and xij represent
the required energy for a transmission and the number of
transmissions from node i to j, respectively. Given a time inter-
val [0,T] and Di(T), i2 N, the IP problem [1] involves maximiz-
ing the minimum residual energy of sensors at time T. Since all
sensed data should be sent to the base station, the incoming
and outgoing data trafﬁc at a sensor are the same. The incom-
ing trafﬁc at node i consists of data from its neighbors and
data generated by node i itself during the time interval [0,T].
On the other hand, the outgoing trafﬁc is the sum of the trafﬁc
sent by a sensor i to neighbors of the sensor and the base sta-
tion. Therefore, the trafﬁc equation for each node is:
X
j:i2Nj
xji þDiðTÞ
X
j2NiþfBg
xij for all i 2 N ð2Þ
In fact, constraints in Eq. (2) guarantee that all data are trans-
mitted to the base station. By summing (2) for i the following
equation can be obtained:
X
j2N
xjB ¼
X
i2N
DiðTÞ ð3Þ
Eq. (3) means that the incoming trafﬁc to the base station is
equal to data generated by all sensors during [0,T].The resid-
ual energy of sensor i at time T is the initial energy of sensor
i minus the total energy consumed to transmit data to neigh-
bors and the base station. Eq. (4) guarantees that the residual
energies of all sensors are greater than and equal to the mini-
mum residual energy of sensors, R.
Ei 
X
j2NiþfBg
eijxij P R for all i 2 N ð4Þ
Now, we have an IP formulation maximizing the minimum
residual energy of sensors. The objective is to maximize the
minimum residual energy of sensors, R, with the constraints
of Eqs. (2)–(4) is:
Maximize R
subject to
X
j:i2Nj
xji þDiðTÞ ¼
X
j2NiþfBg
xij for all 2 N
Ei 
X
j2NiþfBg
eijxij P R forall i 2 N
Xij : non-negative integer for all i and j
ð5Þ
The result of this problem provides routing policies (xij) for
sensors so that make the given sensor network energy balanced
at time T. For computational convenience we solve the IP
problem as LP problem to derive the upper bound for the per-
formance of routing algorithms. A transformation to LP re-
quires the assumption that Di(T) is a linear function of T.
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3.1. Observations upon the DEBR
In the DEBR each sensor uses a ﬁxed transmission power for
communicating with its neighboring sensors when each sensor
is to transmit data to the base station. The routing algorithm
presented in [1] uses a path with energy sufﬁciency as well as
energy efﬁciency to pursue energy balance for the sensor net-
work. Energy sufﬁciency depends upon the available energy,
and energy efﬁciency depends upon the required energy. By
using a composite of both quantities, a good path that achieves
energy balance can be found. The deﬁnition of the composite
measure, energy cost (ECi) for a transmission from node i to
j is:
ECij ¼ Required energy from node i to j
Available energy at node i
ð6Þ
The total energy cost (TECik) of a neighboring node k at senor
i is simply the sum of the energy costs from node i to k and
from node k to the base station:
TECik ¼ ECik þ ECk;BS ð7Þ
Sensor i can select the best candidate, node K, for direct com-
munication with the base station:
k ¼ ArgminðTECijÞ j 2 Nifig ð8Þ
Fig. 1 shows the number of active sensors against the num-
ber of rounds; a round means that every sensor sends its data
to the base station once. In the DEBR algorithm, the majority
of sensors is alive up to 200 rounds and deplete simulta-
neously. Fig. 1 shows the better performance of the DEBR
[1] routing algorithm compared with the other three methods
[5,11,12]. Moreover all sensors remain alive and even have suf-
ﬁcient energy for responding to upcoming events.
After validation of the DEBR algorithm [1] we have ob-
served: (1) DEBR occasionally prevents sensors from using
the most energy efﬁcient path to achieve an energy balance
of sensors. (2) DEBR guarantees elimination of loops in any
routing path. After sensor A sends data to sensor B located0 100 200 300 400 500 600 700
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Figure 1 The number of active sensors against the number of
rounds and the lifetime for each algorithm.on the minimal energy cost path, sensor B also considers
sensor A as one of the candidates for data transmission. How-
ever, sensor B never routes data to sensor A, a sensor routes
data to a neighbor only if the neighbor incurs less energy cost
than the sensor itself. As this routing mechanism continues,
DEBR always assures ﬁnding a routing path to the base sta-
tion without loops. On the other hand, the DEBR may suffer
several problems: (1) DEBR uses the assumption that all nodes
have an identical neighbor distance then, sensors have to ex-
pend the same transmission power for its neighboring nodes
regardless of the exact distances to neighboring nodes. (2) In
DEBR, all nodes make a local routing decision. Node i selects
K as the best candidate for transmitting data to the base sta-
tion without considering whether K sends data directly to the
base station or not. (3) The DEBR has not achieved network
sensors energy balance.
Several modiﬁcations are to be applied to improve the
DEBR performance:
 It is to consider the exact distance between neighbors to
reduce the consumed energy when a sensor transmits to
the closed neighbor sensor.
 Improve the routing decision making at each sensor: If node
i selects k as the best candidate for transmitting data, it will
know whether k will send data directly to the base station or
route it to another node.
 Keep an adequate energy balance for the sensors in the
wireless network and achieve balance of the network better
than that of DEBR.
4. Experimental results
We consider sensor network with 100 nodes randomly de-
ployed in a 100 m · 100 m square area with the base station lo-
cated at (50,150) as shown in Fig. 2. In the network one sensor
has an assigned initial battery level of 2,500,000. The initial en-
ergy levels are established by determining the amount of en-
ergy needed for the farthest node to transmit data to the
base station 100 times with DC [10]. We provide several exper-
imental results to validate our proposed methods. Results are
compared with four existing algorithms: distributed energy0 10 20 30 40 50 60 70 80 90 1000
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Figure 2 The conﬁgurations of the experimental sensor network:
100 m · 100 m square.
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Figure 4 Remaining energy distribution in case of exact neigh-
bor distance after 150 rounds.
Table 1 Comparison between DEBR with proposed exact
neighbor distance and the other four different algorithms for
lifetime (L1, L10, L20) of WSNs.
Algorithm L1 L10 L20
DEBR with exact distance 250 300 330
DEBR 210 245 250
DC 100 120 140
MTE 10 60 110
SOR 30 108 150
16 M.R.M. Rizk et al.balance routing (DEBR), direct communication (DC),
minimum transmission energy (MTE), and self-organized
routing (SOR) [1,5,11]. In DC, every sensor simply transmits
data directly to the base station without considering any en-
ergy efﬁcient indirect path. MTE and SOR consider indirect
routing to save sensor power but make routing decisions based
on energy efﬁciency only.
4.1. Exact neighboring distance
In this section we will consider the exact distance between sen-
sors. Each sensor transmits data to each one of its neighbors
with a different transmission energy corresponding to the exact
distance between sensors. This will differ from the previously
described method of DEBR algorithm that used ﬁxed trans-
mission energy for data communication between a sensor
and its neighbors. We validate the effectiveness of the pro-
posed routing algorithm using a sensor network’s lifetime as
the performance measure. Fig. 3 shows a comparison between
the DEBR with ﬁxed neighbor distance and the proposed exact
neighbor distance. From the ﬁgure we notice that in the case of
exact neighbor distance, the ﬁrst sensor depletes its energy
after 250 iterations but in case of DEBR it depletes its energy
after 210 iterations only that ensures prolong the network life-
time. Fig. 4 shows the remaining energy distribution in case of
exact neighbor distance after 150 rounds. From Fig. 4, it could
be noticed that the residual energy of the sensors is large en-
ough to respond to the upcoming events after 150 rounds;
moreover the residual energy of the sensors are nearest to each
other that achieves the network energy balance. Table 1 gives
the results of the Lifetime of sensor networks (L1, L10, L20)
for DEBR with ﬁxed and exact neighbor distances respectively.
From this table it is observed the better performance of the as-
sumed model that uses exact distance.
4.2. Updated energy cost
The basic idea of the proposed algorithm is to use a path hav-
ing the minimum EC. When a sensor i send data to the base
station, it can transmit data to the base station directly or
route the data to one of its neighbors (Ni). In other words,0 100 200 300 400 500 600 700
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Figure 3 The lifetime of DEBR with exact and ﬁxed neighbor
distance.the local sensor determines which sensor is the best candidate
among its neighbors that gives minimum energy cost (EC).
Sensor i considers the total required energy to the base station
via neighboring nodes taking into consideration whether the
neighbor sends the data directly to the base station or route
the data to another sensor in the network .The total energy
cost (TECij) of a neighboring node j at sensor i is simply the
sum of the energy cost from node i to j and from node j to
the base station or to any one of the neighbors of node j (Nj):
TECij ¼ ECij þminðTECjvÞ v€Nj þ fBSg
For allv 2 Nj; v–i; v–j ð9Þ
K ¼ ArgminðTECijÞ j€Ni þ fig ð10Þ
If the best candidate node is the node i itself, it sends data to the
base station and completes the routing process for the data.
Otherwise, it forwards the data to the best candidate among
its neighboring nodes and that node then repeats the same rout-
ing process. This process continues until a node selects itself as
the best candidate and sends directly to the base station. This
localized decision making may result an indirect path that is
better than direct transmission. Through this local decision
making process, a sensor network can achieve energy balance
and prolong the network lifetime. Fig. 5 shows a comparison
between the DEBR and the proposed updated energy cost algo-
rithms. From this ﬁgure we notice that in the case of updated
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Figure 5 Lifetime of DEBR with updated energy cost.
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Figure 6 Remaining energy distribution of sensors for updated
EC after 150 rounds.
Table 2 Lifetime (L1, L10, L20) for the proposed algorithm
with updated energy cost compared to four other existing
algorithms.
Algorithm L1 L10 L20
DEBR with updated EC 300 305 320
DEBR 210 245 250
DC 100 120 140
MTE 10 60 110
SOR 30 108 150
Table 3 Lifetime (L1, L10, L20) for the Proposed cascaded
algorithms compared to DEBR algorithm.
Algorithm L1 L10 L20
Cascaded algorithms 280 310 330
DEBR 210 245 250
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Figure 7 Lifetime of cascaded and DEBR algorithms.
An optimum distributed energy balanced algorithmfor wireless sensor networks 17energy cost method, the ﬁrst sensor depletes its energy after 300
iterations but in case of DEBR it depletes its energy after 210
iterations only. Fig. 6 shows the remaining energy distribution
in case of updated energy cost algorithm after 150 rounds.
From Fig. 6, it could be noticed that the residual energy of
the sensors is large enough to respond to the upcoming events
after 150 rounds; moreover the residual energy of the sensors
are nearest to each other that achieves the network balance.Table 2 gives the results of the Lifetime of sensor networks
(L1, L10, L20) for DEBR and updated energy cost algorithms.
As shown in Table 2 the proposed algorithm is dominantly bet-
ter than the conventional DEBR algorithm for all various life-
time deﬁnitions, with 1.42, 1.24 and 1.28 times of the
conventional DEBR for L1, L10 and L20 respectively.
4.3. Cascaded algorithms
This method combines between the two mentioned algorithms,
updated energy cost and exact neighbor distance. Table 3 gives
the results of the Lifetime of sensor networks (L1, L10, L20)
for cascaded algorithms and DEBR. As shown in Table 3
the use of cascaded algorithms is better than the DEBR algo-
rithm for all various lifetime deﬁnitions, with 1.33, 1.26 and
1.32 times of DEBR for L1, L10 and L20 respectively.
Fig. 7 shows the lifetime of Cascaded algorithms versus
DEBR. From the ﬁgure we show that the use of cascaded algo-
rithms gives lifetime better than of DEBR. Also noticeable is
that the cascaded algorithm has similar patterns to the
optimal.
4.4. The use of multiple base stations
Since the energy consumed in routing a message from any sen-
sor node to its nearest base station is proportional to the num-
ber of hops the message has to travel, employing multiple base
stations effectively reduces the energy consumption per mes-
sage delivered, and hence prolongs the lifetime of the sensor
network. In this section, we will consider two base stations in-
stead of one. We have effectively either reduced or retained the
hop count of each sensor node in the network. The location of
the ﬁrst base station at point (150, 50) and the second at point
(50, 150). Figs. 8 and 9 illustrate the lifetime of the sensor net-
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Figure 8 Lifetime of the sensor network using one and two base
stations.
Figure 9 Remaining energy distribution of sensors for two base
stations after 150 rounds.
Table 4 Lifetime (L1, L10, L20) for DEBR algorithm with
one and two base stations.
Algorithm L1 L10 L20
DEBR with two BS 350 380 400
DEBR with one BS 210 245 250
DC 100 120 140
MTE 10 60 110
SOR 30 108 150
18 M.R.M. Rizk et al.work using one and two base stations and the residual energy
of the sensors respectively. From Fig. 8 we notice that in case
of two base stations, the ﬁrst sensor depletes its energy after
350 iterations but in case of one base station it depletes its en-
ergy after 210 iterations only that ensures prolong the network
lifetime. Fig. 9 shows that in case of using two base stations the
residual energy of the sensors is large enough to respond to theupcoming events after 150 rounds. This will differ from using
one base station in DEBR algorithm. Table 4 gives the results
of the Lifetime of sensor networks (L1, L10, L20) for one and
two base stations. As shown in Table 4 the use of two base sta-
tions is dominantly better than one base station for the DEBR
algorithm for all various lifetime deﬁnitions, with 1.66, 1.55
and 1.6 times of one base station for L1, L10 and L20
respectively.
5. Conclusion
A novel distributed energy balanced algorithm for data rout-
ing in wireless sensor networks has been presented. This meth-
od introduces two different cascaded algorithms to prolong the
network’s lifetime. The proposed exact neighbor distance and
updated energy cost algorithms each has prolonged the lifetime
by 34% better than the conventional DEBR. Furthermore, the
dual base stations technique has showed great effect on
increasing the lifetime of sensors and achieving better remain-
ing energy distribution within the proposed network.
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