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The Region Connection Calculus (RCC) is perhaps the most influential topological relation
calculus. Based on the first-order logic, the RCC, however, does not fully meet the needs of
applicationswhere the vagueness of entities or relations is important andnot ignorable. This
paper introduces standard models for the fuzzy region connection calculus (RCC) proposed
by Schockaert et al. (2008) [18]. Each of such a standard fuzzy RCC model is induced by
a standard RCC model in a natural way. We prove that each standard fuzzy RCC model is
canonical in the sense that any satisfiable set of fuzzy RCC8 constraints have a solution in it.
Apolynomial realizationalgorithm is alsoprovided.As a sideproduct,we show similar sets of
fuzzy constraints have similar solutions if both are satisfiable. This allows us to approximate
fuzzy RCC constraints that have arbitrary bounds by those have boundswith finite precision.
© 2011 Published by Elsevier Inc.
1. Introduction
The Region Connection Calculus (RCC), proposed by Randell et al. [14], is perhaps the most influential topological for-
malism. The RCC is a first order theory with one primitive connectedness relation C. Using the connectedness relation,
many other topological relations, including the well-known RCC5 and RCC8 relations, are defined. The basic RCC8 (or RCC5)
relations are jointly exhaustive and pairwise disjoint (JEPD). This means, each pair of objects stand in one and only one basic
relation.
Due to its expressive power andflexibility, theRCChas beenwidely adopted in the researchof qualitative spatial reasoning
(QSR), Geographical Information Science (GIScience), and other disciplines [4]. Based on classical first-order logic, the RCC
is not directly applicable to handle the vagueness that abounds in human activities. For example, when referring to Sydney,
wemay ormay not include its suburbs. Moreover, even the relations between crisp entities sometimes depend on situation:
we may say one building is next to another when there is some inevitable gap between them.
Some remarkable efforts have been devoted to extend topological relations to vague and/or fuzzy regions, see e.g.
[1–3,5,9,13,16,22]. Interested readers may consult [18] for more information. This work is mainly concerned with the
fuzzy set approach.
Fuzzy set theory provides an effective approach to dealwith vagueness. Instead of assertingwhether an element is in a set
or not, fuzzy set theory uses a quantity in I = [0, 1] to denote the degree to which the element is considered as belonging to
the set. There exist some general methods for extending crisp relations to fuzzy phenomena. For a crisp relation R ⊆ U ×U,
suppose r, s are two fuzzy sets on U, which take values in V = {1 = α1 > α2 > · · · > αk > αk+1 = 0}, the fuzzy relation
between r and s can be defined by the following equations [6,10]
FR(r, s) =
k∑
i,j=1
(αi − αi+1)(αj − αj+1)R(ri, sj), (1)
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F∗R (r, s) =
k∑
i=1
(αi − αi+1)R(ri, si), (2)
where ri = {x ∈ U : r(x) ≥ αi} is theαi-cut of r and sj = {x ∈ U : s(x) ≥ αj} is theαj-cut of s. These general methods have
been applied to extend topological relations by Zhan [22] and Li and Li [13]. In particular, [13]makes complete classifications
of the topological relations between fuzzy regions using RCC5 and RCC8. Although two composition operators are provided
there, the computational complexity of this fuzzification of RCC5 and RCC8 is not analyzed. Moreover, this fuzzification only
considers fuzzy regions that take values in a fixed finite domain V ⊆ I.
Schockaert et al. [18] propose a novel fuzzification of the RCC theory. Let U be an arbitrary nonempty set, and let C be
a reflexive, symmetric fuzzy relation on U . They regard (U, C) as a fuzzy connection structure and define, in analogy with
the original RCC, several other well-known RCC8 relations in terms of C by generalizing logical conjunction and implication
to fuzzy logic connectives, and universal and existential quantification to the infima and suprema of truth degrees. This
fuzzy RCC has several nice properties. First of all, it makes no assumptions on how regions should be represented and thus
keeps themost generality of the original RCC. Second, theweak-composition based reasoning technique developed for RCC8
algebra [7,12,15] is extended to determine the consistency of fuzzy RCC constraints in NP time. Actually, the consistency of
a normalized fuzzy RCC8 network can be determined by checking the validity of a set of basic conditions and transitivity
rules [19].
However, the connection between these fuzzy connection structures and crisp RCC models is still missing. Schockaert et
al. [17] define special fuzzy connectedness in terms of the closeness between fuzzy sets, and prove in [19] that any consistent
set of fuzzy RCC constraints has a solution in these models. On the other hand, as admitted in [19], this closeness based
interpretation is counterintuitive in some situations. For example, two externally connected closed disks will be interpreted
as overlapping in the closeness-based interpretation.
Several key results of [19] rely on the assumption that all bounds of the fuzzy RCC8 constraints are taken from a finite
domain
k = {0, 1/k, 2/k, . . . , (k − 1)/k, 1}. (3)
The authors regard this as having no practical consequences because computers only deal with finite precisions. Sup-
pose Θ is an arbitrary set of fuzzy RCC8 constraints. They, however, do not explain why it is possible, or how one could,
transform Θ into another set of fuzzy RCC8 constraints which take values in k for some k ≥ 1, without changing the
consistency and solutions of Θ . Actually, a small change of bounds may turn a consistent set into an inconsistent set.
This puts doubts on approximating fuzzy constraints by constraints whose bounds are taken from a specific finite domain
like k .
In this paper, we introduce a natural way to define fuzzy connectedness relations in terms of standard RCC connectedness
relations. Let (U,C) be the standard RCC model defined on a topological space X (see e.g. [8,12]). A fuzzy set r of X is
called a fuzzy region if all of its α-cuts (0 < α ≤ 1) are crisp regions in U . Write UI for the set of all fuzzy regions on
X . The fuzzy connectedness relation C between two fuzzy regions r, s is defined as a value in [0, 1] that amalgamates all
connectedness evidences fromα-cuts of r andβ-cuts of s in (U,C).Wecall (UI, C) the standard fuzzyRCCmodel onX induced
by (U,C).
We then show each standard fuzzy RCC model (in particular the one defined on Rn) is canonical in the sense that any
consistent set of fuzzy RCC constraints have a solution in it. To this end, we devise a polynomial realization algorithm for
consistent and normalized fuzzy RCC8 networks. The algorithm is similar to the cubic realization algorithm devised for
classical RCC8 constraints [11]. The construction described in the algorithm enables us to prove that two similar sets of fuzzy
constraints have similar solutions if both are satisfiable, where fuzzy sets A, B are similar if sup{|r(x) − s(x)| : x ∈ X} is
smaller than a predefined number.
This paper proceeds as follows. Section 2 introduces the fuzzy set theory and RCC models. Section 3 presents standard
fuzzy RCC models. In Sections 4 and 5, we discuss the consistency problem of the fuzzy RCC constraints and present a
polynomial method to construct a solution for an arbitrary consistent and normalized network. Section 6 shows that a small
perturbation will not change much the solution of a consistent fuzzy RCC8 network and, thus, justifies the rationality of
approximating fuzzy constraints by constraints whose bounds are taken from a finite domaink. The last section concludes
the paper.
In this paper, we use α, β to denote a value in I = [0, 1], and write r, s, t for crisp subsets of X , r, s, t for fuzzy subsets
of X; and use R, S, T to denote crisp relations, R, S, T to denote fuzzy relations.
2. Preliminary
2.1. Basic notions of fuzzy set theory
Let X be the universe of discourse. A fuzzy set r of X [21] is defined as a function from X to [0, 1]. For x ∈ X , the value
r(x) reflects to what extent x belongs to r. We use ran(r) to denote the range of r. For α ∈ [0, 1], the α-cut of r is defined as
rα ≡ {x ∈ X : r(x) ≥ α}. We call r1 the core of r and call {x ∈ X : r(x) > 0} the support of r. A fuzzy set is called normalized
if its core is nonempty.
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Table 1
Definitions of topological relations in the origin and the fuzzy RCC [19].
Rel. RCC definition Fuzzy RCC definition
DC ¬C(r, s) 1 − C(r, s)
P (∀t ∈ U)(C(t, r) → C(t, s)) inf t∈UI {IW (C(t, r), C(t, s))}
O (∃t ∈ U)(P(t, r) ∧ P(t, s)) supt∈UI {TW (P(t, r), P(t, s))}
PO O(r, s) ∧ ¬P(r, s) ∧ ¬P(s, r) min(O(r, s), 1 − P(r, s), 1 − P(s, r))
EC C(r, s) ∧ ¬O(r, s) min(C(r, s), 1 − O(r, s))
EQ P(r, s) ∧ P(s, r) min(P(r, s), P(s, r))
PP P(r, s) ∧ ¬P(s, r) min(P(r, s), 1 − P(s, r))
NTP (∀t ∈ U)(C(t, r) → O(t, s)) inf t∈UI {IW (C(t, r),O(t, s))}
TPP PP(r, s) ∧ ¬NTP(r, s) min(PP(r, s), 1 − NTP(r, s))
NTPP PP(r, s) ∧ NTP(r, s) min(1 − P(s, r),NTP(r, s))
For a set r ⊂ X , we write χr : X → {0, 1} for the characteristic function of r, i.e., χr(x) is 1 if x ∈ r and 0 otherwise. For
κ ∈ [0, 1], we write χr ∧ κ for the fuzzy set r such that r(x) is κ if x ∈ r and 0 otherwise.
For two fuzzy sets r and s, we say r is a subset of s, denoted by r ⊆ s, iff r(x) ≤ s(x) for any x ∈ X . Their (standard)
intersection r ∧ s and union r ∨ s are fuzzy sets defined by the following equations:
(r ∧ s)(x) = min(r(x), s(x)), (4)
(r ∨ s)(x) = max(r(x), s(x)). (5)
For a crisp set X , a fuzzy relation on X is a function from X × X into [0, 1]. For a fuzzy relation R and x, y ∈ X , R(x, y)
usually denotes to what degree x is related to y by R.
2.2. Connection structures and RCC models
A (fuzzy) connection structure is a pair (U,C) ((U, C), resp.), where U is a nonempty set and C (C, resp.) is a reflexive
and symmetric binary (fuzzy, resp.) relation on U . Several other topological relations can be defined on each connection
structure. These include the RCC8 basic relationsDC,EC,PO,EQ,TPP,NTPP, and the converses ofTPP andNTPP (see
Table 1 for their definitions). Note that we adopt, following [18], the Łukasiewicz t-norm TW and its corresponding residual
implicator IW to generalize the standard logical conjunction and implication, where
TW (a, b) = max{0, a + b − 1}, (6)
IW (a, b) = min{1, 1 − a + b}. (7)
The rationality of this choice has been properly justified in [18] for fuzzy RCC8. For clarity, we use T and I to denote TW and
IW from now on.
The RCC theory requires its model to have several additional properties.
Definition 1 [20]. A connection structure (U,C) is an RCC model if U is the set obtained by removing the bottom from a
Boolean algebra (B;+, ·,−,⊥,), and C satisfies:
C1. (∀x ∈ U)[C(x,) ∧ ¬C(x,⊥)];
C2. (∀x ∈ U)[x =  → C(x,−x)];
C3. (∀x, y, z ∈ U)[C(x, y + z) ↔ C(x, y) ∨ C(x, z)];
C4. (∀x ∈ U)[x =  → (∃y ∈ U)¬C(x, y)].
The elements in U are called regions.
Suppose (U,C) is an RCC model. Then for any a, b ∈ U , we have:
(P1) There exists c s.t.NTPP(c, a).
(P2) IfDC(a, b), then there exists c s.t.NTPP(a, c) andDC(c, b).
(P3) If PO(a, b) or EC(a, b), then there exists c s.t.NTPP(a, c) and PO(c, b).
Definition 2 [8]. Suppose 〈X, τ 〉 is a topological space.X is called connected if there are no closed sets u, v such that u∪v = X
and u ∩ v = ∅. X is called a T1 space, if for any distinct points x, y ∈ X , there exists an open set u ∈ τ such that x ∈ u
and y ∈ u. X is called regular, if for any point x ∈ X and any closed set u, there exist open sets v1, v2 ∈ τ such that
x ∈ v1, u ⊂ v2, v1 ∩ v2 = ∅.
A subset u of X is called regular open (regular closed resp.), if u = (u)◦ (u = u◦ resp.).
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Suppose X is a connected regular T1 space. Let U be the set of nonempty regular closed subsets of X . Define binary relation
C on U asC(a, b) iff a∩ b = ∅. It can be proved thatC satisfies the axioms in Definition 1, so (U,C) is an RCCmodel. This is
known as the standard RCCmodel associated to X . Examples include all n-dimensional Euclidean spaces. 1 In the remainder
of this paper, we always assume that a connection structure (or an RCC model) is defined on some underlying topological
space X that is a connected regular T1 space, e.g. the 2-dimensional Euclidean Space R
2.
3. Standard fuzzy RCC models
Definition 3. Let (U,C) be a connection structure (or an RCC model) whose underlying space is X . A fuzzy subset r of X is
called a fuzzy region if its support and all α-cuts (α > 0) of r are regions in U .
We write UI for the class of all fuzzy regions over U . Suppose r is a fuzzy set such that ran(r) is contained in a finite set
 ⊆ [0, 1]. It is easy to show that r is a fuzzy region if and only if all α-cuts (α ∈  \ {0}) of r are regions in U , as the
union of finite regions is a still a region. We call r a-region, and write U for the class of-regions. It is obvious that for a
-region r, we have r = ∨α∈(rα ∧ α).
Given a connection structure (an RCC model) (U,C), an interesting problem is to extend C to fuzzy regions in UI , i.e., to
decide to what degree two fuzzy regions in UI should be considered as connected. It is natural to require that the extension
should coincide with Cwhen only crisp regions are considered.
For two fuzzy regions r, s, suppose C(rα, sβ) holds for some α and β . It is reasonable to require that C(r, s) ≥ T(α, β).
Note that this implies in particular that C(r, s) = 1 if C(r1, s1).
Definition 4. Let (U,C) be a connection structure (an RCC model, resp.) with underlying space X . We call (UI, C) the fuzzy
connection structure induced by (U,C) (standard fuzzy RCC model on X , resp.), where C is the fuzzy relation on UI defined as:
C(r, s) = sup{T(α, β) : C(rα, sβ)}, (r, s ∈ UI). (8)
Write P,O, respectively, for the fuzzy extension of RCC8 relations P,O, and write NTP, or N for short, for the fuzzy
extension of NTP (cf. Table 1). Note that besides the primitive fuzzy relation C, these fuzzy relations are the only three
which have qualifiers in their definitions. Furthermore, all the other fuzzy RCC8 relations can be calculated from C,O, P,N
directly according to Table 1. Therefore, these four relations are of particular importance.
The fuzzy relation C between two fuzzy regions r, s is defined by amalgamating all connectedness evidences from α-cuts
of r and β-cuts of s. We have similar results for relations O, P and N in the following sense.
Theorem 1. For fuzzy regions r, s in a standard fuzzy RCC model (UI, C), we have
O(r, s) = sup{T(α, β) : O(rα, sβ)}, (9)
P(r, s) = sup{α : (∀β)P(rβ, sT(α,β))}, (10)
N(r, s) = sup{α : (∀β)NTPP(rβ, sT(α,β))}. (11)
Proof. We first show Eq. (10) holds, and then use Eq. (10) to prove Eq. (9). Let α∗ = sup{α : (∀β)P(rβ, sT(α,β))}. We show
that
P(r, s) = inf
t∈UI{I(C(t, r), C(t, s))} ≥ α
∗.
For any α < α∗, we assert α ≤ I(C(t, r), C(t, s)) holds for any fuzzy region t ∈ UI . In fact, as α < 1, we only need to
prove
C(t, r) + α ≤ 1 + C(t, s).
Recall C(t, r) = sup{T(γ, δ) : C(tγ , rδ)} by definition. For any γ and δ such that C(tγ , rδ) holds, if α + δ ≤ 1, then
T(γ, δ)+α ≤ 1+C(t, s) holds. Supposeα+δ > 1. ByP(rδ, sδ+α−1), we haveC(tγ , sδ+α−1). So T(γ, δ+α−1) ≤ C(t, s),
i.e., T(γ, δ) + α ≤ 1 + C(t, s). Therefore C(t, r) + α ≤ 1 + C(t, s).
It remains to prove
P(r, s) = inf
t∈UI{I(C(t, r), C(t, s))} ≤ α
∗.
1 It is proved that every RCC model can be embedded in such a standard model defined by some connected T1 space X which is weakly regular[8], please refer
to [8] for details.
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For any  > 0, we prove there exists a fuzzy region t such that I(C(t, r), C(t, s)) ≤ α∗ + . By the definition of α∗, we know
that there exists some γ such that¬P(rγ , sγ+α∗+−1), i.e., there exists a crisp region t such that
C(t, rγ ) and ¬C(t, sγ+α∗+−1).
Let t = χt be the characteristic function of t. Then C(t, r) ≥ γ and C(t, s) ≤ γ + α∗ +  − 1 hold. Therefore C(t, s) ≤
C(t, r) + α∗ +  − 1. So I(C(t, r), C(t, s)) ≤ α∗ + . Due to the arbitrariness of , we know P(r, s) ≤ α∗.
The proof of Eq. (11) is similar to that of Eq. (10).
We next prove Eq. (9). To this end, we first show
O(r, s) = sup
t∈UI
{T(P(t, r), P(t, s))} ≤ sup{T(α, β) : O(rα, sβ)}.
For any t ∈ UI , let t∗ be the fuzzy region defined by χt1 , i.e., t∗(x) = 1 if t(x) = 1, otherwise t∗(x) = 0. By Eq. (10), it is
straightforward to prove that P(t∗, r) = sup{γ : P(t1, rγ )} and P(t∗, s) = sup{γ : P(t1, sγ )}.
Obviously, we have t∗ ⊆ t. Suppose α = P(t, r) and β = P(t, s). From Eq. (13) (see below) we know that α ≤ P(t∗, s)
and β ≤ P(t∗, s). Consequently, we have P(t1, rα) and P(t1, sβ). This impliesO(rα, sβ).
On the other side, assume O(rα, sβ) holds for some α and β . That is, there exists some crisp region t ∈ U such that
P(t, rα) and P(t, sβ). Consider the fuzzy region t∗ defined by the characteristic function of t, i.e., t∗(x) = 1 if x ∈ t,
t∗(x) = 0 otherwise. By Eq. (10), we have P(t∗, r) ≥ α and P(t∗, s) ≥ β . Therefore,O(r, s) = supt∈UI {T(P(t, r), P(t, s))} ≥
T(P(t∗, r), P(t∗, s)) ≥ T(α, β). 
As a direct corollary, we have
Corollary 1. Suppose r and s are two fuzzy regions in a standard fuzzy RCC model (UI, C). If ran(r) = 1 and ran(s) = 2 are
both finite, then the following equations hold:
C(r, s) =max{T(α, β) : C(rα, sβ), α ∈ 1, β ∈ 2}.
O(r, s) =max{T(α, β) : O(rα, sβ), α ∈ 1, β ∈ 2},
P(r, s) =min{I(α,max{β : P(rα, sβ), β ∈ 2}) : α ∈ 1},
N(r, s) =min{I(α,max{β : NTPP(rα, sβ), β ∈ 2}) : α ∈ 1}.
Remark 1. This corollary gives an effectiveway for computing the fuzzy topological relation between twofinite valued fuzzy
regions. The well-known Egg-Yolk model, first introduced in [3] and then extended in [19], represents each vague region as
k nested crisp regions. The vague regions in this model, called Egg-Yolk regions, can be naturally regarded as specific fuzzy
regions that take values from k = {0, 1/k, 2/k, . . . , (k − 1)/k, 1}. The fuzzy connectedness of two Egg-Yolk regions is
defined in terms of the standard connectedness on the n-dimensional Euclidean space [19, Eq. (85)]. Schockaert et al. also
show how to compute the corresponding O, P,N relations between two Egg-Yolk regions [19, p. 280]. Finally, they prove
that any satisfiable fuzzy RCC8 network also has solutions in Egg-Yolk models [19, Prop. 6].
It is worthwhile to point out that the Egg-Yolk models in [19] resemble the standard fuzzy RCC models. In fact the Egg-
Yolk models can be regarded as prototypes of standard fuzzy RCC models in some sense, despite the following differences.
First of all, a standard fuzzy RCC model considers the class of all fuzzy regions, while an Egg-Yolk model is defined for
Egg-Yolk regions, which be regarded as specific fuzzy regions that take values from k. Second, the fuzzy connectedness
relations of these two kinds ofmodels are defined in a similar way from some standard (classical) RCCmodels (cf. Eq. (8) and
[19, Eq. (85)]), but on different domains: the Egg-Yolk models are defined in the n-dimensional Euclidean space, while our
standard fuzzymodels are defined on connected regular T1 topological spaces. One can easily check that Eq. (8) is equivalent
to, but more concise than [19, Eq. (85)] as far as Egg-Yolk regions are concerned.
Our Theorem 1 shows that the fuzzy RCC8 relations O, P and N defined as in Table 1 have similar characterizations as C.
Comparedwith similar results claimed in [19, p. 280] for the Egg-Yolkmodels, our result is more general and provedwithout
assuming a certain underlying topological space, e.g. the Euclidean space. Note the proof of Theorem 1 is applicable to the
Egg-Yolk models.
Before discussing the satisfaction problem, we summarize some useful properties of fuzzy connection structures.
Proposition 1. Suppose r ⊆ s are fuzzy regions in a fuzzy connection structure. Then
C(r, t) ≤ C(s, t), O(r, t) ≤ O(s, t), (12)
P(r, t) ≥ P(s, t), N(r, t) ≥ N(s, t). (13)
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Table 2
Relations between the crisp and fuzzy RCC8 relations for crisp regions a and b.
DC EC PO EQ TPP NTPP TPP−1 NTPP−1
C(a, b) 0 1 1 1 1 1 1 1
O(a, b) 0 0 1 1 1 1 1 1
P(a, b) 0 0 0 1 1 1 0 0
N(a, b) 0 0 0 0 0 1 0 0
P(b, a) 0 0 0 1 0 0 1 1
N(b, a) 0 0 0 0 0 0 0 1
Lemma 1 [18]. For fuzzy regions r, s in a fuzzy connection structure, we have 2
C(r, s) = C(s, r), O(r, s) = O(s, r), (14)
N(r, s) ≤ P(r, s) ≤ O(r, s) ≤ C(r, s), (15)
N(r, r) ≤ P(r, r) = O(r, r) = C(r, r) = 1. (16)
Furthermore, we have the following composition rules.
Lemma 2 [19]. For fuzzy regions r, s and t (which could be identical) in a fuzzy connection structure, we have
T(C(r, s), P(s, t)) ≤ C(r, t), (17)
T(C(r, s),N(s, t)) ≤ O(r, t), (18)
T(O(r, s), P(s, t)) ≤ O(r, t), (19)
T(P(r, s), P(s, t)) ≤ P(r, t), (20)
T(P(r, s),N(s, t)) ≤ N(r, t), (21)
T(N(r, s), P(s, t)) ≤ N(r, t). (22)
The fuzzy RCC8 relations between fuzzy regions r and s can be completely captured by a 6-tuple 〈C(r, s),O(r, s), P(r, s),
N(r, s), P(s, r),N(s, r)〉. In particular, if r and s are crisp regions, then the elements in the 6-tuple take values from {0, 1}. The
constraints in Lemma 1 confines all the 26 = 32 possibilities of the 6-tuple to 11, three (〈1, 1, 1, 0, 1, 1〉, 〈1, 1, 1, 1, 1, 0〉,
and 〈1, 1, 1, 1, 1, 1〉) of which are not realizable by crisp regions. Each of the rest 8 possible 6-tuples corresponds to a crisp
RCC8 relation, shown in Table 2. Furthermore, it can be verified that if only crisp regions are considered, then the RCC-8
composition table can be derived by Lemma 2.
It is worthwhile to address that for finite valued fuzzy region r, we always have N(r, r) < 1. Though it is possible for
some regions (e.g., a fuzzy region with a trapezoid-shape characteristic function) the N relation of itself is 1, this requires a
“continuous” characteristic function in some sense.
4. Consistency and satisfaction
In this section, we recall some basic definitions and results about the consistency of fuzzy RCC8 constraints.
Definition 5 [19]. Let V = {vi}ni=1 be a set of spatial variables. An atomic fuzzy RCC formula over V has the form R(vi, vj) ≤ λ
or R(vi, vj) ≥ λ, where λ ∈ [0, 1], vi, vj are spatial variables in V , and R is a fuzzy RCC8 relation defined in Table 1.
Definition 6 [19]. A setN of atomic fuzzy RCC formula is consistent or satisfiable, if there exists a fuzzy connection structure
(U, C) and a set of regions {ai}ni=1 in U , such that R(ai, aj) ≤ λ (or R(ai, aj) ≥ λ) holds for each formula R(vi, vj) ≤ λ (or
R(vi, vj) ≥ λ) in N . In this case, we call {ai}ni=1 a solution of N .
Definition 7 [19]. A set N of atomic fuzzy RCC8 formula over V is called a normalized fuzzy RCC8 network or a normalized
network for short, if (i) there exist two formulae of the form R(vi, vj) ≥ λ and R(vi, vj) ≤ λ (λ ∈ [0, 1]) for each fuzzy RCC
relation R in {C, P,O,N} and each pair of vi, vj , and (ii) N contains no other formulae.
From now on, we assume a normalized network N has the form
N = {C(vi, vj) = λCij, O(vi, vj) = λOij , P(vi, vj) = λPij, N(vi, vj) = λNij }ni,j=1. (23)
The consistency problem of normalized/standard fuzzy RCC8 networks has been studied by Schockaert et al. in [19]. In
details, it is shown by [19, Corollary 1] that a normalized fuzzy RCC8 networkN with all λNii < 1 is satisfiable iffN satisfies
(i) Eq.s 24-26 (referred as basic conditions henceforth),
2 Note though not proved in [18], N(r, s) ≤ P(r, s) follows directly from their definitions and the fact that O(r, s) ≤ C(r, s).
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λCij = λCji, λOij = λOji , (24)
λNij ≤ λPij ≤ λOij ≤ λCij, (25)
λNii < λ
C
ii = λOii = λPii = 1, (26)
and (ii) a set of 31 transitivity rules. Each transitivity rule has the form T(δij, δjk) ≤ δik , where either δij or 1 − δij takes a
value from {λCij, λOij , λPij, λNij , λPji, λNji }.
The sufficiency part of their result ([19, Proposition 1]) relies on the construction of a solution in a particular kind of fuzzy
connection structures, called the (n;α, 0)-model, which is defined as follows. The universe UI is the set of all normalized
fuzzy sets in Rn, and the connectedness relation Cα is defined by
Cα(r, s) = sup
p∈Rn
T(r(p), sup
q∈Rn
T(Rα(p, q), s(q))), (27)
where Rα(p, q) is 1 if d(p, q) ≤ α, and 0 otherwise. Intuitively, two points are considered as close if their distance is no
more than α, and far otherwise. The degree of the connectedness of two fuzzy region r, s is decided by the supremum of
T(r(p), s(q)), where points p and q are considered as close.
However, given a particular standard fuzzy RCC model (fuzzy connection structure) rather than the (n;α, 0)-model, the
problem that whether a normalized fuzzy RCC8 network has a solution in this standard fuzzy RCC model (fuzzy connection
structure) remains open. This paper shows that if a normalized fuzzy RCC8 network is satisfiable (i.e., it has a solution in some
standard fuzzy RCC model), then it also has a solution in any standard fuzzy RCC model (see Theorem 2). This generalizes
the result of [19, Proposition 1]. Furthermore, we find that only the following 6 rules (Eq.s 28-32) of the 31 transitivity rules
in [19] are actually necessary, because the other 25 rules can be derived from these 6 rules and the basic conditions. Besides,
the fuzzy RCC8 networks considered in [19] are assumed to satisfy λNii < 1. We show that the λ
N
ii < 1 restriction can be
removed, though a slightly different construction is needed as a trade-off (see Remark 3).
T(λCij, λ
P
jk) ≤ λCik, (28)
T(λCij, λ
N
jk) ≤ λOik, (29)
T(λOij , λ
P
jk) ≤ λOik, (30)
T(λPij, λ
P
jk) ≤ λPik, (31)
T(λPij, λ
N
jk) ≤ λNik, (32)
T(λNij , λ
P
jk) ≤ λNik. (33)
The following theorem shows that the basic conditions and the reduced transitivity conditions are sufficient forN to be
satisfiable in any standard fuzzy RCC model, generalizing the results of [19] of particular models.
Theorem 2. Let (UI, C) be a standard fuzzy RCC model. Suppose N in Eq. (23) is a normalized fuzzy network with all λNii < 1.
Then N is satisfiable in (UI, C) iff it satisfies the basic conditions (Eqs. (24)–(26)), and the transitivity rules (Eqs. (28)–(32)).
The necessity of Theorem2 follows directly from Lemmas 1 and 2.We leave the sufficiency part to the next section, where
we describe a model-independent method for constructing a solution of N .
The Proposition 6 of [19] states that, if N is a consistent fuzzy RCC network and formulas in N take bounds from certain
finite set, then it has an Egg-Yolk model. Compared with this proposition, Theorem 2 is more general: it holds for any
consistent fuzzy network and any standard fuzzy RCC model. Besides, we prove this result by constructing a solution in
polynomial time.
5. A polynomial realization algorithm
Let (UI, C) be a standard fuzzy RCCmodel. SupposeN is a normalized fuzzy RCC8 network defined as in Eq. (23). Assume
all the λNii is strictly less than 1 and N satisfies Eqs. (24)–(32). We next construct a solution of N in (UI, C).
The method is inspired by the cubic realization algorithm for crisp RCC8 described in [11]. For an RCC model (U,C) and
a network N of basic RCC8 constraints in the crisp case, we first introduce a region in U for each spatial variable, each EC
or PO constraint. Then we generate for each region a series of n nested regions, where n is the number of the variables in
N . These nested subregions are constructed to fulfill the NTPP constraints, and hence are referred as ntpp-shells in this
paper. Then a solution is constructed by the constraints and these base regions.
The above method also works in the fuzzy case. Nonetheless, more ntpp-shells (depending on the N constraints) are
needed. This is because, the degree of a fuzzy region has to be lowered gradually to satisfy the N constraints. Consider
constraint λN11 = 1 − 1/k. According to Eq. (11), this constraint requires that, for two β1-cut and β2-cut, if there is no other
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different α-cut between them, then the difference of β1 and β2 is no more than 1/k. In other words, the characteristic
function of the region can not contain “steps” higher than 1/k. Therefore the fuzzy region has at least k different α-cuts, and
we have to construct at least k ntpp-shells.
Before we go into the details of the construction, we first introduce some notations which can clarify the argument.
Definition 8. Let (U,C) be a crisp RCC model, with the introduced fuzzy RCC model (UI, C). Assume  is a set of crisp
regions in U , and r a fuzzy region in UI . r is said to be based on , if ran(r) is finite and every α-cut of r is the union of some
regions in . The standard decomposition of r (with respect to ) is defined as
∨
u∈
(χu ∧ κ(u)), (34)
where κ(u) = max{α ∈ ran(r) : u ⊆ rα}.
It is straightforward to show that r is equal to its standard decomposition.
We first select a set of crisp regions 0 from the underlying crisp RCC model (U,C):
0 = {ui}ni=1 ∪ {uCij : i = j} ∪ {uOij : i < j}, (35)
such that the RCC8 relation between any two different u, u′ in 0 is DC, except we require EC(uCij, uCji). The pair of crisp
regions uCij and u
C
ji are selected to fulfill the C constraints between vi and vj , while the crisp region u
O
ij is for the O constraints.
In the crisp case, similar regions are selected for the EC and PO constraints respectively.
Next we select the ntpp-shells. The number of the shells depends on the N constraints, with upper bound L = n1/,
where
 = 1 − max{λNij : λNij < 1}. (36)
To simplify the proof, we construct L + 1 ntpp-shells. In detail, we associate each region u = u0 ∈ 0 with L + 1 (crisp)
nested regions u1, u2, . . . , uL+1, such that
• NTPP(uh, uh+1) for 0 ≤ h ≤ L;
• ifDC(u0, v0), thenDC(uL+1, vL+1); and
• if EC(u0, v0), then PO(uL+1, v0) and PO(u0, vL+1).
In other words, we also require uh is a non-tangential part of uh+1, and uL+1 is close enough to u0 such that it does not meet
or overlap any other regions if possible. It can be proved that these regions can be selected in an arbitrary RCCmodel, which
has properties P1–P3 (see Section 2.2).
Leth = {uk : u ∈ 0, 0 ≤ k ≤ h}, where 0 ≤ h ≤ L + 1 be the (k+ 1)-innermost shells. We callL+1 the set of base
regions.
Define the one-shell-expansion function expand : L → L+1 as
expand(uh) = uh+1 (uh ∈ L). (37)
This function can be extended to the fuzzy regions based onL . For a fuzzy region rwhich is based onL and has standard
decomposition
∨
u∈L χu ∧ κ(u), the one-shell-expansion of r is defined to be the fuzzy region
expand(r) = ∨
u∈L
χexpand(u) ∧ κ(u). (38)
For fuzzy regions r and s based on L , the fuzzy RCC8 relations between them can be computed as follows.
Lemma 3. Let r and s be two fuzzy regions based on L. Suppose the standard decomposition of r and s are
∨
u∈L χu ∧ κ(u)
and
∨
u∈L χu ∧ μ(u), respectively. Then
C(r, s) =max{T(κ(u), μ(v)) : u, v ∈ L,C(u, v)}, (39)
O(r, s) =max{T(κ(u), μ(v)) : u, v ∈ L,O(u, v)}, (40)
P(r, s) =min{I(κ(u), μ(u)) : u ∈ L}, (41)
N(r, s) =min({I(κ(u), μ(expand(u)) : u ∈ L}
= P(expand(r), s), (42)
where we assume μ(uL+1) = 0 for any u0 ∈ 0 in the last equation.
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Proof. Note that for any α, β > 0, rα and sβ are unions of subsets of
L . Therefore,C(rα, sβ) iff there exist some u, v ∈ L
such that u ⊆ rα , v ⊆ sβ and C(u, v). Therefore,
C(r, s) = sup{T(α, β) : C(rα, sβ)}
= sup{T(α, β) : (∃u, v ∈ L)(κ(u) ≥ α,μ(v) ≥ β,C(u, v))}
= max{T(κ(u), μ(v)) : u, v ∈ L,C(u, v)}.
The second equation can be similarly proved. For the last two equations, we have
P(r, s) = sup{α : (∀β)P(rβ, sT(α,β))}
= sup{α : (∀β)(∀u ∈ L)(u ⊆ rβ → u ⊆ sT(α,β))}
= sup{α : (∀u ∈ L)(∀β)(κ(u) ≥ β → μ(u) ≥ T(α, β))}
= sup{α : (∀u ∈ L)(μ(u) ≥ T(α, κ(u)))}
= min{I(κ(u), μ(u)) : u ∈ L},
N(r, s) = sup{α : (∀β)NTPP(rβ, sT(α,β))}
= sup{α : (∀β)(∀u ∈ L)(u ⊆ rβ → NTPP(u, sT(α,β))}
= sup{α : (∀β)(∀u ∈ L)(u ⊆ rβ → expand(u) ⊆ sT(α,β))}
= sup{α : (∀u ∈ L)(∀β)(κ(u) ≥ β → μ(expand(u)) ≥ T(α, β))}
= sup{α : (∀u ∈ L)(μ(expand(u)) ≥ T(α, κ(u)))}
= min{I(κ(u), μ(expand(u))) : u ∈ L}.
= P(expand(r), s).
This ends the proof. 
For a fuzzy region r, let sub(r, α) be the fuzzy region defined as
sub(r, α)(x) = max(0, r(x) − α). (43)
We now construct for each spatial variable a fuzzy region which is based on L+1. Let
aCi = χri ∨
∨
j<i
(χrCij
∧ λCij) ∨
∨
j>i
χrCij
, (44)
aOi = aCi ∨
∨
j<i
(χrOij
∧ λOij ) ∨
∨
j>i
χrOij
, (45)
a
N,0
i = aPi =
∨
j
sub(aOj , 1 − λPji), (46)
a
N,h+1
i = aN,hi ∨
∨
j
sub(expand(aN,hj ), 1 − λNji ), (47)
where 0 ≤ h ≤ L − 1 in Eq. (47).
Theorem 3. Let N be a normalized fuzzy network with all λNii < 1. Suppose N satisfies the basic conditions (Eqs. (24)–(26)),
and the transitivity rules (Eqs. (28)–(32)). Then the set of fuzzy regions {aN,Li }ni=1 constructed in Eqs. (44)–(47) is a solution ofN .
Proof. A sketch of the proof is provided in Appendix A. 
Note that in the N steps of the construction, if a fix point has been reached, i.e., a
N,h+1
i = aN,hi for all 1 ≤ i ≤ n, then the
algorithm can stop immediately.
Example 1. Consider the normalized network defined in Table 3. It is easy to verify thatN satisfies all the basic conditions
and transitivity rules. We use the above method to construct a solution in the standard RCC model on the real line. There
are in total seven steps of the procedure (four of which are for the N constraints), shown in Fig. 1, where the white region
and the shaded region stand for fuzzy regions constructed for v1 and v2 respectively. We have a
N,4
i = aN,Li for i = 1, 2, so
{aN,41 , aN,42 } is a solution of N .
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Table 3
A normalized fuzzy RCC8 network N .
(i, j) (1, 1) (1, 2) (2, 1) (2, 2)
λCij 1 1 1 1
λOij 1 0.8 0.8 1
λPij 1 0.6 0.4 1
λNij 0.8 0.4 0 0.6
Fig. 1. Illustration of the construction procedure of network {λC12 = 1, λO12 = 0.8, λP12 = 0.6, λP21 = 0.4, λN11 = 0.8, λN12 = 0.4, λN21 = 0, λN22 = 0.6}. The
white region stands for a1, and the shaded region stands for a2.
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Algorithm 1: Generating a solution of a satisfiable fuzzy network N
Input: N = {λCij, λOij , λPij, λPij}ni,j=1
Output: A solution of N
for 1 ≤ i ≤ n do
aCi ← χri ;
for 1 ≤ j ≤ n, j = i do
if j < i then aCi ← aCi ∨ (χrCij ∧ λCij);
else aCi ← aCi ∨ χrCij ;
end
end
for 1 ≤ i ≤ n do
aOi ← aCi ;
for 1 ≤ j ≤ n, j = i do
if j < i then aOi ← aOi ∨ (χrOij ∧ λOij );
else aOi ← aOi ∨ χrOij ;
end
end
for 1 ≤ i ≤ n do
a
N,0
i ← 0;
for 1 ≤ j ≤ n do
a
N,0
i ← aN,0i ∨ sub(aOj , 1 − λPji);
end
end
L ← n1/(1 − max{λNij : λNij < 1});
for 1 ≤ h ≤ L do
for 1 ≤ i ≤ n do
for 1 ≤ j ≤ n do
a
N,h+1
i ← aN,hi ∨ sub(expand(aN,hj ), 1 − λNji );
end
end
end
return {aN,Li }ni=1.
The pseudo-code of the construction procedure is given in Algorithm 1. Note that, each fuzzy region r in the algo-
rithm is based on L , and can be represented by an array with size |L| = O(Ln2) storing the coefficients in its stan-
dard decomposition (see Eq. (34)). Furthermore, the operations over fuzzy regions in the algorithms (e.g. intersection) can
be carried out by manipulating the coefficients of the operands, which takes O(Ln2) time. There are O(Ln2) operations
in total, so the time complexity of the algorithm is no more than O(L2n4). The following proposition provides a better
result.
Proposition 2. The complexity of the construction procedure is O(Ln4), i.e. O(n5), where n is the cardinality of V, and  is
defined in Eq. (36).
Proof. For any 0 ≤ h < L and 1 ≤ i ≤ n, we consider the coefficients of aN,h+1i and aN,hi . By Proposition 8, we know that
there are only O(n2) different coefficients (i.e. κhi (u
h+1) and κh+1i (uh+1), for u0 ∈ 0). Therefore the body of the last loop
in the algorithmwhich updates a
N,h
i can be implemented in O(n
2) time instead of O(Ln2). So the complexity of Algorithm 1
is O(Ln4). 
The following proposition gives an estimation of the range of the constructed solution.
Proposition 3. Let N be a consistent normalized network with λNii < 1. Let a
N,L
i be the fuzzy regions defined as Eq. (47). Let
C,O = {λCij, λOij } ∪ {0}, P = {λPij}, N = {λNij } ∪ {1}. Then we have
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ran(aN,Li ) ⊆ L, (48)
where 0 = T(C,O, P), and h+1 = T(h, N) for 0 ≤ h ≤ L − 1.
In particular, if  contains {λCij, λOij , λPij, λNij } ∪ {0, 1} and is closed under operation T (e.g., k = {0, 1/k, 2/k, . . . ,
(k − 1)/k, 1}), then the degrees of all the fuzzy regions constructed above are also in .
Remark 2. It is worth noting that the proof of Theorem 1 and that of Lemma 1 only use Axiom C3 of the RCC model, which
states that C(x, y + z) iff C(x, y) or C(x, z). Therefore, Theorem 1 still holds if a standard fuzzy RCC model is replaced with
a fuzzy connection structure induced by some connection structure which satisfies C3. Furthermore, once the base regions
are chosen, the proof of Theorem 3 does not rely on other axioms of the RCC structure either. This implies that Theorem 2
holds for general fuzzy connection structure as long as it supplies a sufficient number of base regions.
We consider the (n;α, 0)-model introduced by Schockaert et al. [17,19]. Let U be the powerset of Rn. Define Cα as
Cα = {(r, s) : d(r, s) ≤ α}, (49)
where d(r, s) = inf{d(p, q) : p ∈ r, q ∈ s}. It is clear that Cα is a connection structure that satisfies the axiom C3.
It is straightforward to verify that (UI, Cα) is the fuzzy connection structure induced by (U,Cα). Moreover, it is always
possible to choose base regions from Rn for any n ≥ 1. Therefore, a network has a solution in the (n;α, 0)-model for any
n ≥ 1 iff it satisfies the basic conditions and the transitivity rules. This shows the Propositions 1 and 2 of [19] can be viewed
as a special case of Theorem 2.
Remark 3. Theorem 2 (and [19, Prop. 1] requires that λNii < 1 for all 1 ≤ i ≤ n. It is argued in [19] that this requirement
has no effect if all N constraints are introduced by TPP and NTPP constraints [19, Propsition 2], which is usually the case in
applications.
Nonetheless, the satisfiability of fuzzy RCC networkN without restriction λNii < 1 is still interesting. It turns out that the
basic conditions and the transitivity rules are also sufficient for the unrestricted case. However, “continuous” ntpp-shells
may be needed in the constructions. To be precise, for each base region u ∈ 0, we need a function fu : [0, 1] → U , such
that
• fu(0) = u;• NTPP(fu(p), fu(q)) for any 0 ≤ p < q ≤ 1;• IfDC(u, v) for u, v ∈ 0, thenDC(fu(1), fv(1)); and• If EC(u0, v0) for u, v ∈ 0, then PO(fu(1), v) and PO(u, fv(1)).
Let aPi =
∨
u∈0 u ∧ κi(u) be the fuzzy region with standard decomposition as defined in Eq. (46). Define
aNi = aPi ∨
∨
u∈0
⎛
⎝ ∨
p∈[0,1]
fu(p) ∧ (μi(u) − p)
⎞
⎠ , (50)
whereμi(u) = max1≤j≤n{T(κj(u), λNji )}. In other words, the fuzzy region aNi jumps down at the boundary of the regions in
0 from degree κ(u) toμ(u), then goes gradually to zero. It can be proved that {aNi }ni=1 is a solution ofN . Interestingly, this
construction is somewhat simpler than that used in the original case: aNi has a direct expression instead of an iterated one.
As a trade-off, the fuzzy regions in the solution are no longer finite valued.
6. Approximation
Because the limited precision of the computers, we usually have to approximate real numbers (to rational number, for
example). As a consequence, fuzzy regions and fuzzy constraints are also approximated. An important question then is how
the consistency and solutions change when we approximate fuzzy constraints?
When reasoning with the fuzzy RCC, Schockaert et al. [19] assume that all bounds of the fuzzy RCC8 constraints are taken
from a finitek (see Eq. (3)). SupposeΘ is an arbitrary set of fuzzy RCC8 constraints. They do not explain why it is possible,
or how one could, transform Θ into another set of fuzzy RCC8 constraints which take values in k for some k ≥ 1, without
changing the consistency of Θ . In this section, we justify the rationality of such an approximation.
We first define the distance function d between two fuzzy sets r, s on X as
d(r, s) = sup{|r(x) − s(x)| : x ∈ X}. (51)
Using the distance function, it is possible to describe that two fuzzy sets (fuzzy regions, fuzzy constraints) are similar if their
distance is very small. We say two sets of fuzzy RCC constraints are similar if the distance between any two corresponding
constraints are similar.
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The following proposition is straightforward to prove.
Proposition 4. The distance function d defined above satisfies
• d(r, s) + d(s, t) ≥ d(r, t),
• d(r ∨ s, r′ ∨ s′) ≤ max{d(r, r′), d(s, s′)},
• d(χr ∧ λ, χr ∧ γ ) = |λ − γ |,• d(sub(r, λ), sub(s, γ )) ≤ d(r, s) + |λ − γ |,
• d(expand(r), expand(s)) = d(r, s).
The following result shows that the fuzzy RCC relation changes continuously as we approximate the fuzzy regions.
Proposition 5. Let r, r′, s and s′ be fuzzy regions. Suppose d(r, r′) ≤  and d(s, s′) ≤ . Then |R(r, s) − R(r′, s′)| ≤ 2 for
any R in {C,O, P,N}.
Proof. By d(r, r′) ≤ , we have r′α+ ⊆ rα ⊆ r′α− . The proposition follows from Definition 4 and Theorem 1. 
The following result shows that, if two networks of fuzzy RCC constraints are similar, then their solutions constructed
as in Theorem 3 are also similar. Note that the set 0 of base regions selected in Eq. (35) is irrelevant to the particular
normalized network N . It is only related to the number of spatial variables in N .
Proposition 6. Let
N = {R(vi, vj) = λRij : R ∈ {C,O, P,N}}ni,j=1
N ′ = {R(vi, vj) = ρRij : R ∈ {C,O, P,N}}ni,j=1
be two consistent normalized fuzzy RCC networks, where |λRij − ρRij | ≤  for any R ∈ {C,O, P,N} and 1 ≤ i, j ≤ n. Let L and L′
be the ntpp-shell numbers ofN andN ′ respectively. Let aN,Li and b
N,L′
i be the solutions ofN andN ′ constructed as in Theorem 3.
Then we have
d(a
N,L
i , b
N,L′
i ) ≤ (max{L, L′} + 2). (52)
Proof. By Proposition 4, we have d(a
N,0
i , b
N,0) ≤ 2. Suppose L ≤ L′. For h = L, . . . , L′ − 1, let aN,h+1i be the fuzzy regions
defined by Eq. (47). It can be proved that d(a
N,k
i , b
N,k) ≤ (k + 2) for any 0 ≤ k ≤ L′, and aN,Li = aN,L+1i = · · · = aN,L
′
i .
Therefore d(a
N,L
i , b
N,L′
i ) ≤ (L′ + 2). 
Suppose N is a normalized network and all bounds of the constraints in N are taken from . Give a deviation tolerance
bound  > 0, we now discuss whether it is possible to approximate N with a network N ′ such that
• all bounds of constraints in N ′ are taken in k for some k;• N ′ is also consistent;
• the difference of the solutions of N and N ′ constructed in Theorem 3 is no more than .
A natural idea is to replace each bound α in  with kα/k to get a new normalized network N ′. The difference of the
two networks is clearly no more than 1/k, and the solutions (if they exist) will differ at most (L+ 2)/k. However, we cannot
assure that the new normalized network is also consistent. For example, if T(λPij, λ
P
jk) is exactly λ
P
ik for some i, j, k inN , this
N ′ may possible violate the transitivity rule T(λPij, λPjk) ≤ λPik .
Suppose  = {αi}li=0, where
0 = α0 < α1 < · · · < αl−1 < αl = 1.
Choose 0 < δ < α1. Let α
′
i = αi − δ for i = 1, 2, . . . , l − 1 and α′0 = 0, α′l = 1. Then we have
• α′i < α′j iff i < j;• If T(αi, αj) ≤ αk , then T(α′i , α′j ) ≤ α′k . In particular, if αk = 0, 1, then T(α′i , α′j ) + δ ≤ α′k
By Theorem2,we can replace eachαi withα
′
i without jeopardizing the consistency. Therefore, the consistency is not violated
if we further change α′i into α′′i = kα′i/k ∈ k for any k > 1/δ.
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It is straightforward to see that that
|αi − α′′i | ≤ |αi − α′i | + |α′i − α′′i | < δ + 1/k < 2δ.
This means that the difference of the solutions is no more than 2(L + 2)δ. In other words, if the deviation tolerance bound
is , then we can safely approximate N with a normalized network N ′ bounds of which are all taken from k for
k > max{1/α1, 2(L + 2)/}.
7. Conclusion
This paper defined standard fuzzy RCC models for the fuzzy region connection calculus proposed by Schockaert et al.,
and proved that each standard model is canonical in the sense that any consistent network of fuzzy RCC8 constraints has
a solution in it. We also proved that the consistency of a normalized fuzzy RCC8 network can be determined by checking
a set of three basic conditions and six transitivity rules. For a consistent normalized fuzzy RCC8 network, a solution can be
constructed in polynomial time. Our construction is robust in the sense that similar normalized networks may have similar
solutions if both normalized networks are consistent. Roughly speaking, the (n;α, 0)-model of Schockaert et al. [19] can be
taken as a special case of our standard fuzzy RCC model.
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Appendix A. Proof for Theorem 3
It is clear that each a
N,h
i is a fuzzy region based on
h. Let
∨
u∈h χu ∧ κhi (u) be the standard decomposition of aN,hi . First
we give two technical results about the coefficients κhi (u).
Proposition 7. For any 0 ≤ h < L and 1 ≤ i ≤ n, we have
κh+1i (u0) = κhi (u0), (A.1)
κh+1i (uk) = max
1≤j≤n{κ
h
j (u
k−1) + λNji − 1} ∪ {κhi (uk)}, 1 ≤ k ≤ L. (A.2)
Proof. The fact that κ1i (u
0) = κ0i (u0) can be proved by an exhaustive case analysis for u0 ∈ 0 using the transitivity rules.
To show Eq. (A.1) is not hard by inductive method. Eq. (A.2) follows directly from Eq. (47). 
The following proposition shows that the coefficients of a base region uh are always zero until the h-step in the ntpp-
construction, and remain the same value (possibly 0) after in the following steps.
Proposition 8. For 1 ≤ i ≤ n, u0 ∈ 0, 0 ≤ h ≤ L, we have
κ0i (u
h) = κ1i (uh) = · · · = κh−1i (uh) = 0, (A.3)
κhi (u
h) = κh+1i (uh) = · · · = κLi (uh). (A.4)
Proof. We prove Eq. (A.3) by showing the following equivalent equation:
κki (u
k+1) = κki (uk+2) = · · · = κki (uL) = 0 (0 ≤ k ≤ L).
By Eqs. (44)–(46) we know this equation holds for k = 0, because only regions in 0 have been used. Assume the equation
holds for some 0 ≤ k < L. For k′ > k + 1, by Eq. (A.2),
κk+1i (uk
′
) = max {κkj (uk
′−1) + λNji − 1 : 1 ≤ j ≤ n} ∪ {κki (uk
′
)}
= max {0 + λNji − 1 : 1 ≤ j ≤ n} ∪ {0}
= 0.
Therefore the equation also holds for k + 1. So Eq. (A.3) has been proved.
For Eq. (A.4), the case h = 0 has already been proved in Proposition 7. We now prove κ2i (u1) = κ1i (u1). By Eq. (A.4) we
know that
κ2i (u
1) = max {κ1j (u0) + λNji − 1 : 1 ≤ j ≤ n} ∪ {κ1i (u1)}.
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Because κ1j (u
0) = κ0j (u0), we only need to prove for any 1 ≤ j ≤ n,
κ0j (u
0) + λNji − 1 ≤ κ1i (u1),
which follows direct from Eq. (A.4).
By inductive method, similarly we can prove κLi (u
1) = · · · = κ2i (u1) = κ1i (u1). Eq. (A.4) can be proved using inductive
method one more time (on index h). 
We now prove Theorem 3 by the following three lemmas.
Lemma 4. {aN,Li }ni=1 satisfies all the C,O constraints in N .
Proof. It is obvious that aCi , a
O
i , a
P
i are based on
0. According to Lemma3, it is straightforward to verify thatC(aOi , a
O
j ) = λCij
and O(aOi , a
O
j ) = λOij .
We now show O(aPi , a
P
j ) = λOij . It is clear that aOi ⊆ aPi , so O(aPi , aPj ) ≥ O(aOi , aOj ) = λOij .
Suppose aPi =
∨
u∈0 κ(u) and aPj =
∨
u∈0 μ(u). Note that for any base region u, v in 0,O(u, v) iff u = v. Therefore
from Lemma 3 we have
O(aPi , a
P
j ) = max{T(κ(u), μ(u)) : u ∈ 0}.
It remains to show that T(κ(u), μ(u)) ≤ λOij for any u ∈ 0. This can be proved by case analysis, and we only discuss the
case that u = uk where k = i, j. It can be computed that κ(uk) = λPki andμ(uk) = λPkj . By transitivity rule T(λOik, λPkj) ≤ λPij
and basic condition λPki ≤ λOki = λOik, λPij ≤ λOij , we have
T(κ(uk), μ(uk)) = T(λPki, λPkj) ≤ T(λOik, λPkj) ≤ λPij ≤ λOij .
That C(aPi , a
P
j ) = λCij and P(aPi , aPj ) = λPij can be similarly proved by exploiting Lemma 3, the basic conditions and the
transitivity rules of the network N . We omit the details.
We next prove {aN,Li }ni=1 satisfies all the C constraints. Note thatC(uk, vl) iffC(u0, v0) for any two uk, vl ∈ L . Moreover,
sinceNTPP(u0, uk), we have κhi (u
k) ≤ κhi (u0) for any u ∈ , 0 ≤ k ≤ L, 0 ≤ h ≤ L. So
C(a
N,L
i , a
N,L
j ) =max{T(κLi (uk), κLj (vl)) : uk, vl ∈ L,C(uk, vl)}
=max{T(κLi (u), κLj (v)) : u, v ∈ ,C(u, v)}
=max{T(κ0i (u), κ0j (v)) : u, v ∈ ,C(u, v)}
= C(aPi , aPj ) = λCij.
Similarly we can prove {aN,Li }ni=1 satisfies all the O constraints. 
Lemma 5. {aN,Li }ni=1 satisfies all the P constraints in N .
Proof. We already have that P(a
N,0
i , a
N,0
j ) = λPij . Assume P(aN,h−1i , aN,h−1j ) = λPij for some 0 ≤ h < L.
By Lemma 3 and Proposition 8, for any 0 < h ≤ L, we have
P(a
N,h
i , a
N,h
j )
= min{I(κhi (u), κhi (u)) : u ∈ h}
= min{I(κhi (u), κhj (u)) : u ∈ h−1} ∪ {I(κhi (uh), κhj (uh)) : u ∈ 0}
= min{I(κh−1i (u), κh−1j (u)) : u ∈ h−1} ∪ {I(κhi (uh), κhj (uh)) : u ∈ 0}
The following equation holds by the assumption:
min{I(κh−1i (uk), κh−1j (uk)) : u ∈ h−1} = P(aN,h−1i , aN,h−1j ) = λPij .
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We now show I(κi(u
h), κj(u
h)) ≥ λPij for any u ∈ 0. By Proposition 7 and Proposition 8, we have
κhi (u
h) = max{κh−1i (uh)} ∪ {κh−1k (uh−1) + λNki − 1 : 1 ≤ k ≤ n}
= max{κh−1k (uh−1) + λNki − 1 : 1 ≤ k ≤ n}.
Suppose κh−1k (rh−1) + λNki − 1 gets the maximum value when k = k0. Because the constraints network satisfies the
transitivity rule T(λNk0i, λ
P
ij) ≤ λNk0j , we have
1 − κi(uh) + κj(uh)
= 1 − max{κh−1k (uh−1) + λNki − 1 : 1 ≤ k ≤ n}
+max{κh−1k (uh−1) + λNkj − 1 : 1 ≤ k ≤ n}
≥ 1 − (κh−1k0 (uh−1) + λNk0i − 1) + (κh−1k0 (uh−1) + λNk0j − 1)
= 1 − λNk0i + λNk0j
≥ λPij .
Therefore I(κi(u
h), κj(u
h)) ≥ λPij , i.e., P(aN,hi , aN,hj ) = λPij . 
We have the following proposition estimating the upper bound of max{κhi (uh) : 0 ≤ i ≤ n, u ∈ 0}, i.e., the greatest
degree of the outmost shell of region a
N,h
i .
Proposition 9. Suppose 0 ≤ h = pn + q ≤ L, where 0 ≤ q < n. Then
max{κhi (uh) : 0 ≤ i ≤ n, u ∈ 0} ≤ 1 − p(1 − m), (A.5)
where m = max{λNij : λNij < 1}. Moreover, there are at most q different base regions u ∈ 0 such that κhi (uh) gets the above
maximum value.
Proof. The idea is to construct a superset of a
N,h
i with standard decomposition
∨
u∈L(χu ∧ ιhi (u)), and to prove ιhi satisfies
the proposition.
Let ι0i (u
0) = 1, ι0i (uk) = 0 for any 1 ≤ i ≤ n, u ∈ 0, 0 < k ≤ L. Moreover, for any 0 ≤ h < L, ιh+1i (uk) =
max{ιhi (uk)} ∪ {ιhj (uk−1) + λji − 1 : 1 ≤ j ≤ n}, where λji = 1 iff λNji = 1, otherwise λji = m.
Therefore, for any 1 ≤ i ≤ n, 0 ≤ h ≤ L and uk ∈ L , we have κhi (uk) ≤ ιhi (uk), ιhi (uk+1) ≤ ιhi (uk), and κhi (uk) is either
0 or 1 − p(1 − m) for some non-negative integer p ≤ 1/(1 − m). As Proposition 8, we also have
ι0i (u
k) = ι1i (uk) = · · · = ιk−1i (uk) = 0, (A.6)
ιki (u
k) = ιk+1i (uk) = · · · = ιli(uk). (A.7)
For any u ∈ 0, let k = max{ιki (uk) : 1 ≤ i ≤ n}. As ιk+1i (uk+1) ≤ ιk+1i (uk) = ιki (uk), we have k+1 ≤ k . If
k+1 < k , apparently k − k+1 ≥ 1 − m unless k+1 = 0.
In the case k+1 = k , we assume I = {i : k = ιki (uk)} and J = {i : k+1 = ιk+1i (uk+1)}. By ιki (uk) =
ιk+1i (uk) ≥ ιk+1i (uk+1), we have J ⊆ I . We now prove J  I . Otherwise for any i ∈ I , ιki (uk) = ιk+1i (uk+1). Moreover,
by ιk+1i (uk+1) = max{ιkj (uk) + λji − 1 : 1 ≤ j ≤ n}, we know for any i1 ∈ J , there exists some i2 ∈ I such that
λi1i2 = 1. This implies that there exist some i and j such that λij = λji = 1. Therefore, λNij = λNji = 1. As a consequence,
λNii ≥ T(λPij, λNji ) ≥ T(λNij , λNji ) = 1, which contradicts with λNii < 1, one of the basic conditions of the constraints network.
So J  I , i.e., the number of the elements getting the maximum value is strictly decreasing.
Therefore ιhi satisfies the proposition, which is a stronger result as κ
h
i (u
k) ≤ ιhi (uk). 
Lemma 6. {aN,Li }ni=1 satisfies all the N constraints in N .
Proof. We first show that, for any 0 < h ≤ L, the following equation holds.
min{I(κhi (u), κhj (expand(u))) : u ∈ h−1} = λNij . (A.8)
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For the case that h = 1,
min{I(κ1i (u0), κ1j (u1)) : u ∈ 0}
= min{I(κ0i (u0),max{κ0k (u0) + λNkj − 1}) : u ∈ 0}
≥ min{I(κ0i (u0), κ0i (u0) + λNij − 1) : u ∈ 0}
= λNij .
To prove the left hand side of Eq. (A.8) equals to λNij , we consider base region ui. By the assumption that the constraints
network satisfies the transitivity rule T(λPik, λ
N
kj) ≤ λNij , we have
κ1j (u
1
i ) =max{κ0k (ui) + λNkj − 1 : 1 ≤ k ≤ n}
=max{λPik + λNkj − 1 : 1 ≤ k ≤ n}
≤ max{λNij } = λNij .
Meanwhile, as λPii = 1,
κ1j (u
1
i ) =max{λPik + λNkj − 1 : 1 ≤ k ≤ n}
≥λPii + λNij − 1 = λNij .
Therefore κ1j (u
1
i ) = λNij . So
min{I(κ1i (u0), κ1j (u1)) : u ∈ 0} ≤ I(κ1i (u0i ), κ1j (u1i )) = I(1, λNij ) = λNij .
Let 0 < h < L. Suppose Eq. (A.8) holds for some h, we next show it also holds for h + 1.
min{I(κh+1i (u), κh+1j (expand(u))) : u ∈ h}
= min{I(κh+1i (uk), κh+1j (uk+1)) : u ∈ 0, 0 ≤ k ≤ h − 1}
∪ {I(κh+1i (uh), κh+1j (uh+1)) : u ∈ 0}
= min{I(κhi (uk), κhj (uk+1)) : u ∈ 0, 0 ≤ k ≤ h − 1}
∪ {I(κh+1i (uh), κh+1j (uh+1)) : u ∈ 0}
= min{λNij } ∪ {I(κh+1i (uh), κh+1j (uh+1)) : u ∈ 0}.
So we only need to show I(κh+1i (uh), κ
h+1
j (u
h+1)) ≥ λNij for any u ∈ 0. This follows from
I(κh+1i (uh), κ
h+1
j (u
h+1)) = 1 − κh+1i (uh) + κh+1j (uh+1)
= 1 − κhi (uh) + max{κhk (uh) + λNkj − 1 : 1 ≤ k ≤ n}
≥ 1 − κhi (uh) + (κhi (uh) + λNij − 1) = λNij .
It remains to prove that
min{I(κLi (u), κLj (expand(u))) : u ∈ L\L−1} ≥ λNij . (A.9)
By the fact that κLj (expand(u
L)) = 0 for any u ∈ 0, we only need to show κLi (uL) ≤ 1 − λNij . Followed directly by
Proposition 9, we have
max{κLi (uL) : 0 ≤ i ≤ n, u ∈ 0} ≤ 1 − (1 − m)1/(1 − m) ≤ 0.
Therefore, κLi (u
L) = 0 ≤ 1 − λNij for every 1 ≤ i ≤ n. This completes the proof. 
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