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Abstract: Lake ecosystems across the world are under combined pressures of eutrophication and
climate change, which increase the risk of harmful cyanobacteria blooms, reduced ecological status,
and degraded ecosystem services. In Europe, the third cycle of river basin management plans
(2021–2027) according to the Water Framework Directive must take into account the potential impacts
of climate change on water quality, including effects on relevant biological indicators. Here, we
applied a Bayesian network as a meta-model for linking future climate and land-use scenarios
for the time horizon 2050–2070, via process-based catchment and lake models, to cyanobacteria
abundance and ecological status of a eutrophic lake. Building upon previous applications of the
model, a new version was developed to include relevant climatic variables such as wind speed.
Explorative scenarios showed that the combination of low wind and high temperature gave the
most synergistic effects on cyanobacteria under high levels of eutrophication (Chl-a concentration).
Considering the management target of good ecological status, however, the climate-related promotion
of cyanobacteria blooms contributed most to degrading the ecological status at intermediate levels of
eutrophication. Future developments of this model will aim to strengthen the link between climate
variables and ecological responses, to make the model also useful for seasonal forecasting.
Keywords: ecological status; cyanobacteria; climate change scenarios; socio-economic scenarios;
eutrophication; lake; Bayesian network model; wind; river basin management; Water
Framework Directive
1. Introduction
Humans rely on freshwaters to provide a number of key services, such as water for drinking
and agricultural irrigation, effluent dilution, hydropower generation, industrial cooling, fishing, and
recreation. As a result of urbanization, population growth, and agricultural intensification, freshwaters
have become the most threatened ecosystem type in large parts of the world, suffering historic and
on-going widespread declines in the quantity and quality of habitats and the abundance of many
species [1,2]. Harmful cyanobacterial blooms are becoming more common and widespread, and due to
the toxins produced by many bloom-forming species, they are of particular concern for drinking water
supplies, fisheries, and recreation [3,4].
Future generations can expect to experience more frequent harmful cyanobacterial blooms due to
a warming climate and continued eutrophication [5]. Predictions of how the frequency and severity of
cyanobacterial blooms are likely to change towards the middle of this century are of great interest,
potentially allowing the development of site-specific catchment management plans to mitigate or
adapt to predicted changes. However, to predict future conditions, we first need to understand the key
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factors controlling bloom occurrence, before we can then predict how these factors may change in the
future as land use and climate change. In a recent review, Burford et al. [5] highlighted the need for
observations and models which capture the role of both eutrophication and a changing climate.
The EU Water Framework Directive (WFD) [6] is the major policy driver for improving the
condition of European freshwaters. The WFD requires that all waterbodies achieve at least “Good”
ecological status by 2027, and requires River Basin Management Plans (RBMPs) to be developed to
monitor and report current status and develop measures to achieve goals [7]. A key feature of the WFD
is the use of the catchment-scale as the management unit, thereby allowing for the integrated effect of
all pressures on water bodies to be considered. In contrast to traditional water regulations, the WFD
requires that assessments of water quality are primarily based on biological indicators of ecosystem
integrity [8]. Another novel feature is the requirement to consider future adaptation to climate change
within RBMPs [9]. Modelling of future potential changes in water quality under future scenarios of
change can therefore help support RBMP development and WFD implementation [10].
Process-based models are commonly used to predict future changes in freshwater pressures, such as
nutrient loading and lake water temperature, under climate and land management change. For example,
within the EU FP7 project MARS (Managing Aquatic ecosystems and water Resources under multiple
Stress) [11], the status of physico-chemical elements (e.g., total phosphorus and nitrogen) were simulated
in 16 European catchments up to the end of the 21st century [12]. Whilst many process-based models
exist to predict physical and chemical variables, the factors governing changes in biological and ecological
indicators, which in some areas are of most relevance to the WFD, are generally not understood well
enough to be incorporated into process-based models. Instead, empirical or data-driven models are often
used. In recent years, Bayesian network (BN) modelling has become a popular tool in environmental
assessment and management [13–15], and provides a powerful means of linking abiotic process-based
models to biological water quality indicators. A BN has the ability to link all the key components in a
model chain into a single meta-model that can be run more easily and quickly than the process-based
model chain. The graphical structure can be visualized, communicated, and discussed with stakeholders
who are not familiar with mathematical modelling. The modelling framework can also be expanded to
include expert knowledge. Within the MARS project, BNs were used to predict biological indicators in
five of the 16 catchments (in Norway, Finland, Denmark, The Netherlands, and Portugal) [16].
For the Norwegian case study catchment, a BN was developed to predict cyanobacterial blooms
and ecological status of Lake Vansjø in southeast Norway [17]. The BN modelled the combined effects
and interactions of nutrients and temperature, and provides a useful starting point for future predictions.
Factors other than nutrients and temperature play important roles in controlling the occurrence and severity
of cyanobacterial blooms, such as the size, alkalinity, and humic content of lakes [18,19]. Modelling of
cyanobacterial blooms should therefore be adapted to the lake type. Moreover, cyanobacterial blooms have
been observed to be more likely during periods of low wind speed [20], when increased stratification can
occur [21]. Under future climate change these periods of low wind may become more likely: atmospheric
stilling (reduced surface wind speeds) is a phenomenon observed globally. So, in addition to recent
increases in surface air temperature, reduced wind speed needs to be considered when evaluating the
influence of climate change on lake ecosystems [22]. Current climate models have low skill at forecasting
future changes in wind, but sensitivity (‘what if’) analyses can usefully be conducted within plausible
ranges, to predict outcomes under e.g., worst- and best-case wind scenarios.
Within this paper, we describe a new updated BN to predict cyanobacteria in Lake Vansjø in
Norway, incorporating additional important explanatory variables (Figure 1). Adding more predictor
variables poses difficulties when it comes to training the model using only a limited dataset of observed
data, and so the new updated BN was parameterized using an alternative statistical technique to that
used previously. The BN is then applied to predict potential future cyanobacterial blooms using the
MARS story lines, a common set of scenarios representing future land-use and climate, adapted to the
local conditions of the case study in dialogue with stakeholders. Finally, we consider potential future
uses for the model, for example to produce seasonal predictions of cyanobacterial bloom risk.
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Figure 1. Simplified illustration of the Bayesian network (BN) model for Lake Vansjø, embedded in 
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framework (Figure 1): (1) Climate and management scenarios (yellow nodes; Drivers); (2) output from 
the process-based lake model MyLake (blue nodes; Pressures and abiotc States); (3) climatic data (red 
nodes; Pressures or abiotic States), (4) monitoring data from Lake Vansjø (green nodes; biotic States); 
and (5) the national classification system for ecological status of lakes (grey nodes; Impacts). The set 
of arrows pointing to a node represents the conditional probability table for this node. 
2. Materials and Methods  
2.1. Case Study 
Our case study is the Morsa catchment, consisting of the river Hobøl and lake Vansjø (Figure 2). 
The key pressures affecting water quality in this catchment are related to agriculture and climate 
change [23]. The catchment is one of the most agricultural in Norway, although land is still dominated 
by forestry (78%), with 15% agricultural land and 7% lakes. Agricultural land-use is mainly cereal 
production (89%), with small areas under grass (9.8%), vegetables (0.6%), and potatoes (<0.1%). Lake 
Vansjø is made up of two main sub-basins, Storefjorden in the east and Vanemfjorden in the west. 
Here, we focus on Vanemfjorden, which is shallower (max depth 19 m), has a much higher proportion 
of agriculture, especially vegetable crops, and is more susceptible to eutrophication and 
cyanobacterial blooms. All the following references to Lake Vansjø will refer to this basin. 
Agricultural activities contribute about 48% of the total phosphorus (P) input to the river basin, 
followed by natural runoff (39%), wastewater treatment plants (5%), and scattered dwellings (8%) 
[24]. The lake has a long history of eutrophication from at least the 1970s, when systematic monitoring 
of the lake began. Total P concentrations in Vanemfjorden lie between 20 and 40 μg/L P, above the 
threshold of 20 μg/L required for good ecological status according to the Water Framework Directive 
(Table 1) [25]. The lake, and in particular the basin Vanemfjorden, has suffered from toxin-producing 
Figure 1. Simplified illustration of the Bayesian network (BN) model for Lake Vansjø, embedded
in the conceptual framework of the MARS (Managing Aquatic ecosystems and water Resources
under multiple Stress) project. Oval nodes are variables in the BN model; boxes show the sources of
data and other information. The BN model has five modules, which can be mapped to the DPSIR
framework (Figure 1): (1) Climate and management scenarios (yellow nodes; Drivers); (2) output from
the process-based lake model MyLake (blue nodes; Pressures and abiotc States); (3) climatic data (red
nodes; Pressures or abiotic States), (4) monitoring data from Lake Vansjø (green nodes; biotic States);
and (5) the national classification system for ecological status of lakes (grey nodes; Impacts). The set of
arrows pointing to a node represents the conditional probability table for this node.
2. Materials and Methods
2.1. Case Study
Our case study is the Morsa catchment, consisting of the river Hobøl and lake Vansjø (Figure 2).
The key pressures affecting water quality in this catchment are related to agriculture and climate
change [23]. The catchment is one of the most agricultural in Norway, although land is still dominated
by forestry (78%), with 15% agricultural land and 7% lakes. Agricultural land-use is mainly cereal
production (89%), with small areas under grass (9.8%), vegetables (0.6%), and potatoes (<0.1%).
Lake Vansjø is made up of two main sub-basins, Storefjorden in the east and Vanemfjorden in the
west. Here, we focus on Vanemfjorden, which is shallower (max depth 19 m), has a much higher
proportion of agriculture, especially vegetable crops, and is more susceptible to eutrophication and
cyanobacterial blooms. All the following references to Lake Vansjø will refer to this basin. Agricultural
activities contribute about 48% of the total phosphorus (P) input to the river basin, followed by natural
runoff (39%), wastewater treatment plants (5%), and scattered dwellings (8%) [24]. The lake has a long
history of eutrophication from at least the 1970s, when systematic monitoring of the lake began. Total P
concentrations in Vanemfjo den lie between 20 and 40 µg/L P, above threshold of 20 µg/L required
for good ecological status according to the Water Fram work Directive (Table 1) [25]. The lake, a d in
particular the basin Vanemfjorden, has suffered from toxin-producing cyanobacterial blooms, with
bathing bans in place during much of the early 2000s, although these have been less frequent during
the last decade [26].
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Figure 2. Location and land-use distribution in the Vansjø-Hobøl catchment. The MyLake model
is evaluated at the Vanemfjorden s a ion (open circle), while Kure is the main river monitoring site.
A black arrow indicates the outlet of the lakes to the Oslo fjord. (After [27]).
A chain of process-based models has be n set up a d applied to simulate the key physical
and chemical processes of the catchment (PERSiST and INCA-P) and lake (MyLake), all with daily
temporal resoluti n. PERSiST [28] simula ed the run-off in the river system, using inputs of catchment
characteristics and time series of daily air temperature and precipitation. PERSiST was used to generate
time series of soil m isture deficit and hydrologically effective rainfall (the rainfall contributing to
runoff), which were then used to drive INCA-P. INCA-P [29] generated predictions of the river’s
discharge and material transport, i.e., concentration of suspended solids, soluble reactive P, and total P.
MyLake [30] used the predictions from INCA-P in combination with meteorological data to predict
variables such as lake temperature, stratification, and concentrations of P fractions. The fraction
of particulate organic P (POP) predicted by MyLake is used as a proxy for Chl-a, assuming that
phytoplankton has a constant C:P ratio of 106:1 and a constant POP:Chl-a ratio of 1:1 [30]. Hence, this
variable has a double role as an abiotic state (POP) predicted by MyLake and a biological indicator
used in the lake classification system (Table 1).
This model chain was applied to simulate lake processes in Lake Vansjø for the future storylines
defined in the MARS project [23]. The model chain can predict two important indicators of ecological
status of lakes: Total P and Chl-a (Table 1). However, ecological status assessment of lakes in Northern
Europe should also be based on the phytoplankton community composition, including the seasonal
maximum cyanobacteria concentration [31]. Cyanobacteria abundance cannot yet be predicted by
MyLake or other lake models that are suitable for Lake Vansjø, to our knowledge. Existing mechanistic
lake models that predict cyanobacteria abundance, such as PROTECH [32], are not applicable because
they cannot handle thermodynamics of Scandinavian lakes that freeze during winter. Therefore, we
used a more empirical modelling approach, Bayesian networks [33–35], to link the abiotic model
predictions to the most relevant biological indicators and onwards to the ecological status classes.
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Table 1. Boundaries of status classes (all in µg/L) for biological and chemical elements included in the
BN model, according to the Norwegian classification system, for lakes of type L-N8a (large, lowland,




Total P 20 39
2.2. Bayesian Network as a Meta-Model for Future Storylines
In past EU projects REFRESH and MARS, we applied Bayesian network modelling as a meta-model
for linking the outcome of process-based models (abiotic water quality) to biological indicators that
are required for assessment of water quality according to the WFD [17,27]. The BN model was set up
for Vanemfjorden in Lake Vansjø. (Previous BN models applied in this lake have focused on the less
eutrophied Easter basin, Storefjorden) [37–39]. The conceptual meta-model for Lake Vansjø and its
catchment has five modules (Figure 1):
1. climate and management scenarios (yellow nodes),
2. output from the process-based lake model MyLake (blue nodes),
3. climatic data (red nodes),
4. monitoring data from Lake Vansjø (green nodes), and
5. the national classification system for ecological status of lakes (grey nodes).
In the current study, this approach was used to predict ecological status under the future storylines
defined in the MARS project [11]. Within MARS, three storylines were constructed to project the
impacts of multiple stressors on aquatic ecosystems under alternative plausible future conditions [40]:
“Consensus World”, “Fragmented World”, and “Techno World” (Table 2). These storylines comprise
multiple combinations of drivers and pressures for a given aquatic system for the current situation, and
are shaped by future climatic scenarios (Representative Concentration Pathways-RCPs) and Shared
Socioeconomic Pathways (SSPs).
• Consensus World (RCP4.5 and SSP2): the economy and population keep on growing, but
environmental protection is prioritized. This is the best-case scenario for this case study.
• Fragmented World (RCP8.5 and SSP3) is based upon inequality: each country needs to fight for
its own survival and the environment is only protected locally by rich countries.
• Techno World (RCP8.5 and SSP5) represents a future in which the world will be driven by economy.
Policies are focused on enhancing trade and not on the environment. This is the worst-case scenario.
The specific implementation of each story line for the Vansjø catchment (Table 2) was evaluated
in discussion with local stakeholders and water managers. This collaboration ensured that the
implementation of the story lines would be based on expert knowledge including local pressures,
climate impacts, and realistic mitigation measures. In this way, the storylines delivered a qualitative
framework and, where possible, quantitative data for catchment and lake model simulations in seven
European case study catchments [23].
Based on the downscaling of climate models and storylines to the Morsa catchment, future data
were simulated by two climate models, IPSL (from Institut Pierre Simon Laplace) and GFDL (from
Geophysical Fluid Dynamics Laboratory), and for the agricultural and water-related scenarios [27]. The
future climate data contain daily values of air temperature, precipitation, wind, and other variables on a
0.5◦ × 0.5◦ grid, for the period 2006–2095. The process-based model chain provided predicted daily values
for variable such as lake temperature, total P, and Chl-a for 25 scenarios in total (Table S16), representing
different combinations of climate scenarios, climate models, management scenarios, and periods. For
each scenario, MyLake generated 60 sets of simulated data, based on alternative parameter combinations.
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Table 2. Downscaling of the MARS storylines focusing on agricultural and water-related development
for the Lake Vansjø catchment (Morsa). All storylines assume an extension of the growing season
by two months. RCP: representative concentration pathway. WWTPs: wastewater treatment plants.
After [23].
Storyline Climate Scenario Agricultural Development Water-Related Development
Consensus World RCP4.5
10% of grassland converted to forest;
30% shift from vegetables and crops to
unfertilized grasslands;
50% decrease in fertilization;
50% decrease in erosion
50% decrease in effluent from
scattered dwellings and WWTPs
Fragmented World 1 RCP8.5
5% of forest converted to grassland;
30% of grassland converted to arable land;
15% increase in fertilization;
15% increase in erosion
25% increase in effluent from
scattered dwellings and WWTPs
Techno World 1 RCP8.5
10% of forest areas converted to grassland;
60% of grassland converted to arable land;
30% increase in fertilization;
30% increase in erosion;
40% increase in effluent from
scattered dwellings and WWTPs
1 Fragmented World and Techno World have different interpretations in Couture et al. [27] and Mack et al. [23].
We follow the labelling used by Couture et al. [27].
2.3. Revised BN Model Structure
The development and application of the original BN model for Lake Vansjø (basin Vanemfjorden)
under different scenarios are described by Moe et al. [17] and Couture et al. [27]. The latter version of
the BN model took the MyLake outputs lake temperature, TP concentration, and Chl-a concentration
as predictor variables.
In this study, the aim was to expand the BN model to more explicitly account for changes in key
climatic variables. To achieve this, we explored the relationships between relevant lake monitoring
data (lake temperature, Total P, Chl-a, cyanobacteria) and measured meteorological variables (air
temperature, precipitation, and wind speed). Other potentially relevant stressor variables for the
lake ecosystem, e.g., total nitrogen or water color (humic content), were not considered because these
were not included in the process-based model MyLake. Therefore, it was not possible to predict these
variables for the different scenarios with the process-based model chain. The process-based model
MyLake was originally built for Lake Vansjø [30], assuming that it is a P-limited system, which is
common for Northern European lakes. Another potentially relevant variable was Secchi depth, which
could be estimated from the process-based lake model output. Secchi depth was nevertheless omitted
from the BN model, because it is not used in the classification system for the given lake type (Table 1).
The national classification guidance states that current class boundaries are not applicable for lakes
with high turbidity, such as Lake Vansjø.
The monitoring data used for this analysis were downloaded from NIVA’s monitoring database
through the user interface AquaMonitor (http://www.aquamonitor.no). The following data were
included: water temperature (years 1993–1996, 2005–2013), Total P (1990–2013), Chl-a (1990–2013),
and biomass of cyanobacteria (2004–2013). Integrated water samples from 0 to 4 m were collected for
the chemical and biological analysis. The concentration of cyanobacteria were originally estimated
as biovolume (mL/L). For each cyanobacteria species in a sample, the biovolume was estimated as
the count of cells per unit water (cells/L) multiplied by the species-specific cell volume (mL/cell).
By convention, concentration was reported as biomass (ug/L), assuming that the phytoplankton cells
have the same density as water. From 2005 all variables were measured once per week, except for
cyanobacteria, which were measured every two weeks. All monitoring data were aggregated to
bi-weekly (14-days) average. Only data from the growing seasons months (May to October) were
included in the model, in accordance with the national classification system.
Meteorological data were downloaded for the period 2007–2016 from the Norwegian
Meteorological Institute (https://www.met.no/). The data included mean daily temperature, total
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precipitation, and wind speed measured at Rygge (meteorological station no. 17150). The meteorological
data were aggregated to the same bi-weekly temporal scale as the monitoring data by average
(temperature and wind speed) or by sum (precipitation).
The candidate explanatory variables for cyanobacteria were Chl-a and lake temperature (cf. [17]), as
well as the new meteorological variables air temperature, wind speed, and precipitation. All statistical
analyses were carried out in R, version 3.5.0 [41]. Relationships between meteorological data and
lake monitoring data were explored by linear correlation, scatter plot smoothing, and regression trees.
Linear correlation coefficients for all pairs of variables are displayed in the lower left panel of Figure 3,
while the upper panel displays the data as scatter plots with smooth regression curves obtained by
LOWESS (locally-weighted polynomial regression, [42]). The explanatory variables with highest linear
correlation with cyanobacteria were Chl-a (r = 0.78) and lake temperature (r = 0.46). Air temperature
had almost as high a correlation (r = 0.38), but also had a high correlation with water temperature
(r = 0.89). Air temperature was therefore omitted from the BN model, since lake temperature was
already a node in the BN model, and we assumed that lake temperature would have a more direct
effect on the biology than air temperature. Although lake (and air) temperature showed smaller
linear correlation with cyanobacteria than with Chl-a, the scatter plots indicated a stronger non-linear
increase in cyanobacteria with high temperatures than for Chl-a. Conversely, for wind, the scatter plot
displayed high cyanobacteria values only at low wind speeds. For precipitation, there was no strong
linear correlation (all r < 0.22) or other systematic patterns (Figure 3). The revised candidate set of
predictor variables for cyanobacteria were therefore Chl-a, lake temperature, and wind speed.
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Discretization of continuous variables into intervals is a crucial step in the development of a
traditional BN model with discrete nodes, since the method of discretization may strongly influence
the model predictions [43]. Yet there is no consensus on how to select a method for discretization.
We applied two main approaches to guide our decision on node intervals: (1) the class boundaries of
the national classification system for ecological status of lakes [36] and (2) a statistical approach based
on regression tree analysis. The class boundaries of Good/Moderate and Moderate/Poor status (Table 1)
were used as intervals for the variables directly related to the quality elements used in the national
classification system (Table 1): Total P, Chl-a, cyanobacteria, and CyanoMax. For Total P and Chl-a, a
high number of values were simulated by the MyLake model, therefore the number of intervals could
be doubled without compromising the parametrization of conditional probability tables (Section 2.4).
The number of intervals was increased to six by splitting each of the three intervals at their midpoint.
For the remaining continuous variables (Lake temperature and Wind speed), regression tree
analysis (R package Rpart) [44] was used to identify non-linearities and breakpoints in relationships
between these variables and cyanobacteria (Figure 4). For lake temperature, the first significant split
was at 18.98 ◦C (Figure 4a). This split gave a good balance of observations in the two branches (both
n = 45), and the value 19 ◦C was chosen as the interval boundary. For wind speed (Figure 4b), the first
significant split at 3.4 m/s resulted in one branch with 28 observations (higher wind speed) and one
branch with 49 observations.
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The selection of method for parametrization of conditional probability tables (CPT) is another
critical step in the development of a BN model. In the original BN for Lake Vansjø [17], where the
cyanobacteria node had two parent nodes (Chl-a and lake temperature), the CPT of this node was
based on counts of observations. However, the addition of one more predictor variable (wind speed)
would result in the doubling of the number of cells in the CPT from 18 to 36, and the number of
observations (90) would not be sufficient for generating probability distributions merely based on
counts. BN software offers other methods of quantifying CPTs based on sparse data, such as the
expectation maximation algorithm [45]. Here, we used a statistical method: an ordinal regression
method to estimate the probability of the three states of cyanobacteria status with the three parent
nodes as predictor variables [46]. Ordinal regression is similar to logistic regression (where the response
variable is 0/1), but allows for more than two ranked categories in the response variable (such as
the ecological status classes High-Good, Moderate, and Poor-Bad), and estimates the cumulative
probability of each state. We used the function “clm” (cumulative logit model) in the R package
“ordinal” [47]. Lake temperature and wind were used as categorical predictor variables with two states
(low/high) as specified above, while Chl-a was still used as a continuous predictor variable (it was not
possible to have all three predictor variables as categorical) (Figure 5).
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Comparison of nested ordinal regression models for the response variable cyanobacteria (Table 3)
showed that wind speed alone was a better predictor than either Chl-a or lake temperature. The model
with the lowest AIC value was no. 5, with Chl-a and wind speed as predictor variables. However, it
was only marginally better (differenc in AIC was l ss than 2) than model no. 6, which also contained
lake tempera ure. We th refore chose to include all three variables as parent nod s for cyanobacteria
in the revised BN model, to retain the ability for the model to explore effects of future increases
in temperature.
Table 3. Model comparison of ordinal regression models with cyanobacteria as response variable and
candidate predictor variables Chl-a (continuous), Lake temperature (binary), and Wind speed (binary).
AIC: Akaike’s Information Criterion. Lower AIC values indicate a better model.
Model No. Explanatory Variables Number of Obs. AIC
1 Chl-a 107 91.54
2 Lake temperature 90 117.9
3 Wind speed 90 81.4
4 Chl-a + Lake temperature 90 70.7
5 Chl-a + Wind speed 77 55.9
6 Chl-a + Lake temperature + Wind speed 73 56.4
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The final BN model structure is shown conceptually in Figure 1 and described in Table 4.
The Chl-a node is not linked directly to lake temperature and Total P in this model, although Chl-a
abundance is commonly influenced by these variables in nature [48]. The reason is that the causal
relationships between Total P and water temperature are modelled explicitly by the process-based
MyLake model. These relationships are therefore represented implicitly by the arrows connecting
the Scenarios and Chl-a nodes. The BN model was re-built in the software GeNIe version 2.2.2016.2
(https://www.bayesfusion.com/), the software chosen for collaborative BN modelling within the MARS
project [16].
Table 4. Overview of nodes in the Bayesian network model. More details on the states are described
by [17]. For “Classification system”, see Table 1. For “MARS storylines”, see Table 2.




Scenario no. Numbers 25 (Root node)
Climate scenario Categories 3 MARS storylines
Agriculture scenario Categories 4 MARS storylines
Domestic wastewater scenario Categories 4 MARS storylines
Period
(time horizon) Numbers 3 MARS storylines
Month Categories 6 (Root node)
Climate Wind speed Intervals (unit: m/s) 2 Count of data (simulated)
Process-based lake
model
Lake temperature Intervals (unit: ◦C) 2 Count of data (simulated)
Chl-a Intervals (unit: µg/L) 6 Count of data (simulated)
Total P Intervals (unit: µg/L) 6 Count of data (simulated)
Biological
monitoring data
Cyanobacteria Intervals (unit: µg/L) 3 Statistical model
CyanoMax Intervals (unit: µg/L) 3 Classification system
Ecological status
Status Cyanobacteria Ordered categories 3 Classification system
Status Chl-a Ordered categories 3 Classification system
Status Phytoplankton Ordered categories 3 Classification system
Status Total P Ordered categories 3 Classification system
Status of lake Ordered categories 3 Classification system
2.4. Parametrization of Conditional Probability Tables
The discrete probability distributions in the CPTs were obtained by different approaches in the
different modules of the BN model (Figure 1) (see [17] for more details).
In Module 3 (climate), the conditional probability distribution of Wind speed (above or below
3.4 m/s) was calculated as the frequency distribution of these two states for each scenario and for each
month of the year. In Module 2 (lake model output), likewise, the conditional probability distribution
of each child node (Water temperature, Chl-a, and Total P) was calculated as the frequency distribution
of this variable for each scenario and for each month. An example of a resulting CPT is shown in
Figure 6a.
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(a) CPT based on counts of data: Chl-a conditionally on Scenario (MARS storyline, see Table 4) and 
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and Chl-a. (c) CPT based on a combination rule: status of phytoplankton conditionally on Chl-a and 
cyanobacteria. The color code is used to visualize the gradient of probabilities from 0% (green) to 
100% (red), which can be particularly helpful when the probability tables are parameterized by counts 
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and Warm & Calm (Table 5). A subset of the BN model (Modules 2–4) were run for these four 
scenarios in combination with six levels of eutrophication (Chl-a concentration). The purpose was to 
investigate the response of the cyanobacteria to these stressor combinations, and to identify stressor 
interactions.  
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In Module 4 (biological monitoring data), we used the ordinal regression model for cyanobacteria
(Section 2.3) to obtain the p obability distribution for the different combinations of the parent nodes,
using the predict function (predict.clm). To obtain a single input value for each interval of Chl-a (as
required for the predict function), we used the median Chl-a concentration of each Chl-a interval
(Figure 3). The resulting CPT for cyanobacteria is shown in Figure 6b. The CPT for CyanoMax (the
maximum of cyanobacteria for each year; Table 1) was obtained by counting the number of observed
cyanobacteria values in each concentration interval and each season, and calculating the frequency
distribution across the corresponding CyanoMax intervals for all of these observations. For example,
out of the 34 observations of cyanobacteria concentration below 1000 µg/L in the months May–June,
10 observations (29%) came from a year where the CyanoMax in the same year exceeded 2000 µg/L.
Thus, even if the predicted cyanobacteria concentration for a single date in June is below 1000 µg/L,
there is still a 29% probability that the CyanoMax value will be >2000 µg/L later that year.
In Module 5 (national classification system), the CPTs for ecological status are implementations
of the rules defined by the national classification guidance (see [17]). An example is shown in
Figure 6c. The BN assigns the probability of ecological status of the lake given estimates total P, Chl-a,
and cyanobacteria abundance, according to the status class boundaries for each variable (Table 2).
The ecological status is determined by two biological indicators (Chl-a and cyanobacteria) and one
physico-chemical indicator (total P), using the following two combination rules: (1) if the cyanobacteria
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status is lower than Chl-a status, then the combined phytoplankton status is set to the average of
the Chl-a and cyanobacteria. (If the cyanobacteria status is equal to or higher than the Chl-a status,
then the cyanobacteria status is not included). (2) If the phytoplankton status is High or Good, and
Total P status is lower than the phytoplankton status, then the combined lake status is reduced by one
status class. (The status assessment of Chl-a and Total P based on individual months is not strictly
correct, since the assessment should be based on the average of observations from the whole period
May–October).
The CPTs of all nodes in the revised BN model are available in Supplementary Materials
(Tables S1–S15).
2.5. Running the BN Model for Scenarios
The revised BN model was run for two types of scenarios: (1) explorative “what-if” scenarios
based on weather conditions, and (2) future climate and management scenarios.
2.5.1. Explorative Scenarios
Four explorative what-if scenarios were defined by the different states of lake temperature
(above/below 19 ◦C) and wind (above/below 3.4 m/s): Cold & Windy, Cold & Calm, Warm & Windy,
and Warm & Calm (Table 5). A subset of the BN model (Modules 2–4) were run for these four scenarios
in combination with six levels of eutrophication (Chl-a concentration). The purpose was to investigate
the response of the cyanobacteria to these stressor combinations, and to identify stressor interactions.
Table 5. Explorative what-if scenarios for cyanobacteria defined by weather conditions.
Variable Low State Name Low Interval High State Name High Interval
Wind speed Calm <3.4 m/s Windy >3.4 m/s
Lake temperature Cold <19 ◦C Warm >19 ◦C
2.5.2. Future Climate and Management Scenarios
In this study, we made use of the future climate and nutrient run-off data provided by the MARS
scenarios to predict changes in ecological status under different scenarios for the time horizon 2060
(2050–2070). The BN model was run for the three MARS storylines (Consensus World, Fragmented
World, and Techno World), as well as for scenarios with climate change only. Table 6 gives a summary
of the output from the climate model and the process-based model chain [27], which served as input
for the BN when run for these scenarios.
Water 2019, 11, 1767 13 of 24
Table 6. Overview of process-based model predictions for selected MARS scenarios and storylines. For each scenario, the table shows mean values (and standard
deviations) of variables predicted by climate model IPSL (wind) or lake model MyLake (lake temperature, Total P, and Chl-a) for months May–October, time
horizons 2030 and 2060 respectively. Scenarios codes: BL = extended baseline, 4.5 = climate scenario RCP4.5, 8.5 = climate scenario RCP8.5, CW = Consensus World,






Wind (m/s) Lake Temperature (◦C) Total P (µg/L) Chl-a (µg/L)
Code Name 2030 2060 2030 2060 2030 2060 2030 2060
BL Extendedbaseline Current Current Current 2.16 (0.48) 2.17 (0.55) 14.8 (4.8) 14.9 (4.7) 16.7 (6.0) 14.1 (5.6) 8.3 (4.5) 6.3 (3.7)
4.5 RCP4.5 RCP4.5 Current Current 2.13 (0.54) 2.11 (0.53) 17.4 (4.7) 18.4 (4.5) 17.6 (5.3) 15.9 (5.2) 8.7 (4.0) 7.2 (3.5)
8.5 RCP8.5 RCP8.5 Current Current 2.08 (0.46) 2.05 (0.51) 17.6 (4.9) 19.2 (4.4) 17.1 (5.3) 16.0 (5.0) 8.6 (4.1) 7.3 (3.5)
CW ConsensusWorld RCP4.5 Environmental Stable 2.13 (0.54) 2.11 (0.53) 17.4 (4.7) 18.4 (4.5) 14.1 (4.1) 12.4 (3.5) 7.6 (3.7) 6.2 (3.0)
FW FragmentedWorld RCP8.5
Intermediate Intermediate
2.08 (0.46) 2.05 (0.51) 17.6 (4.9) 19.2 (4.4)
19.1 (6.2) 18.3 (6.1) 9.2 (4.3) 8.0 (3.9)
TW Techno World Intensive Increase 21.4 (7.3) 21.1 (7.5) 9.9 (4.7) 9.0 (4.3)
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3. Results and Discussions
3.1. Effects of Explorative What-If Scenarios on Ecological Status
The combined effects of lake temperature, wind speed, and Chl-a concentration on cyanobacteria
and phytoplankton status was explored for all possible combinations of the parent nodes, for the
month of July. Two examples of combinations are shown in Figure 7: high (a) vs. low (b) wind speed
in combination with high lake temperature and intermediate Chl-a concentrations. In all cases, the
phytoplankton status was worse than the Chl-a status. This is due to the way phytoplankton status is
determined by the Chl-a status in combination with the cyanobacteria status: the cyanobacteria status
can contribute to reducing the phytoplankton status, but not improving it (cf. Figure 6c). In these
examples, the probability of the seasonal maximum of cyanobacteria (CyanoMax) exceeding 1000 µg/L
is always above zero, therefore the probability of high-good phytoplankton status will always be
somewhat reduced by the probability of high cyanobacteria biomass.
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Figure 7. BN model runs for two explorative scenarios (see Table 5): (a) warm and windy weather,
and (b) warm and calm weather; both with intermediate Chl-a concentration (15–20 µg/L), for July.
The change from windy to calm weathe results in increased probability of cyanobacteri abundance
exceeding 1 0 µg/L (from 0 to s: .4" represents the interval 0–3.4.
Status codes: HG = High-Good; M = Moderate, PB = Poor-Bad. Note: the bar colors are automatically
selected by th software (GeNIe) and do not represent any color code.
The predicted probability distributions for cyanobacteria and phytoplankton status are summaries
of a representative selection of the what-if scenarios in Figure 8. This figure illustrates that there
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was a strong interaction between the effects of the three stressors on the cyanobacteria status and the
consequences for the total phytoplankton status. When the weather scenario was windy (Figure 8a),
the probability of a cyanobacteria bloom is low (probability of Poor-Bad status is 14%). This result
is not affected by the Chl-a concentration. The results shown in Figure 8a are also representative
for the two scenarios Cold & Windy and Cold & Calm (not shown). In other words, increasing
the level of eutrophication should not result in increased risk of cyanobacteria bloom as long as the
weather conditions are unfavorable for cyanobacteria (cold and/or windy). For these scenarios, the
total phytoplankton status (Figure 8b) mainly reflected the Chl-a concentration. When Chl-a was low
(<10.5 µg/L), there was a 18% probability that high CyanoMax (>1000 µg/L) reduced the phytoplankton
status from High-Good to Moderate. For intermediate Chl-a concentration (10.5–20 µg/L), there was
10% probability that even higher CyanoMax (>2000 µg/L) reduced the phytoplankton from Moderate
to Poor-Bad. For the highest Chl-a concentration (>20 µg/L), the abundance of cyanobacteria could no
longer contribute to reducing the combined phytoplankton status, which was already in the worst
category (Poor-Bad).
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Figure 8. Examples of results from exploratory scenarios of weather conditions (Table 5) and Chl-a 
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combined with three intervals of Chl-a concentration: 0–10.5 µg/L (High-Good status), 10.5–20 µg/L 
Figure 8. Examples of results from exploratory scenarios of weather conditions (Table 5) and Chl-a
concentrations. The two weather scenari s Warm & Windy (a,b) nd Warm & Calm (c,d) are combined
with th ee i tervals of Chl-a concentration: 0–10.5 µg/L (High-Good status), 10.5–20 µg/L (Mo erate
status), and >20 µg/L (Poor-Bad status). The left panel (a,c) shows t e pr bability distribution of
cyanobacteria status; the right panel (b,d) shows the probability of phytoplankton status, which
combines Chl-a status and cyanobacteria status (cf. the combination rule in Figure 6c). Note that the
results shown in the upper panel are also representative for the two weather scenarios Cold & Calm
and Cold & Windy.
When the weather scenario was Warm & Calm (Figure 8c), which is favorable for cyanobacteria,
the probability of a cyanobacteria bloom increased abruptly with Chl-a concentration: the probability
of CyanoMax exceeding 2000 µg/L increased from ca. 25% (lowest Chl-a concentration) to ca. 90%
(highest Chl-a concentration). The consequences for the combined phytoplankton status (Figure 8d)
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was most pronounced for the intermediate Chl-a concentration (10.5–20 µg/L): the calm and warm
weather conditions resulted in an increase in the probability of Poor-Bad status from ca. 10% to 20%.
The lower Chl-a interval represented conditions where cyanobacteria blooms were not likely, while the
higher Chl-a interval represented a situation where cyanobacteria blooms were likely but would not
affect the already Poor-Bad ecological status.
Many studies of environmental factors promoting cyanobacteria have focused on the effects of
nutrients in combination with high temperature [21,49]. The importance of stable water conditions
and stratification (stability of the water column) is also well documented (e.g., [50]). A model of
cyanobacteria blooms in New South Wales (Australia) suggested that increased stratification is more
important than nutrients for cyanobacteria bloom formation [45]. However, predictive models for
cyanobacteria have only recently taken into account the role of wind [3]. For example, a predictive
model based on high-frequency lake monitoring data of water temperature, light, wind speed, and
cyanobacterial fluorescence (a proxy for biomass) was able to successfully predict cyanobacterial
fluorescence over the coming days and weeks [51].
In summary, the exploration of weather scenarios show that (1) the combination of high temperature
and calm wind will promote high concentrations of cyanobacteria, (2) this stressor interaction has the
strongest effect on cyanobacteria when Chl-a concentration is high, (3) but the effect of this stressor
combination on the phytoplankton status is highest when Chl-a concentration is intermediate. Note that
this assessment only considers the impacts of cyanobacteria in terms of the ecological status, as defined
by the Water Framework directive. At higher levels of eutrophication (Chl-a concentrations), there is a
higher risk of cyanobacterial blooms affecting ecosystem services such as drinking and bathing water
quality [39,52], even if this is not manifested as a further reduction of ecological status.
3.2. Predicted Lake Quality under Future Story Lines
The full BN model was run for the three MARS storylines, as well as for climate and management
scenarios separately, for the two time horizons 2030 (2020–2040) and 2060 (2050–2070). Here we present
results from the BN model based on the climate model IPSL for the years 2050–2070. The updated
probability distributions of all nodes are displayed for examples of the best-case and worst-case
storylines: Consensus World (Figure 9a) and Techno World (Figure 9b), run for the month July.
A summary of the BN model predictions for selected nodes are shown for a larger number of scenarios
in Figure 10: the baseline scenario (i.e., current management practice extended to time horizon 2060),
the two climate scenarios and the three storylines.
In the Techno World scenario (Figure 9a), more intensive agriculture and increased wastewater
effluents in combination with higher climate gas emissions resulted in higher levels of eutrophication.
Compared with the Consensus World scenario, the probability of meeting the management target
(High-Good status) for Chl-a was reduced from 84% to 63%, while the corresponding probability for Total
P was reduced from 93% to 58%. The climatic variables showed only a weak (and probably insignificant)
change between the two storylines: the probability of warm days (lake temperature >19 ◦C) increased
from 41.8% to 43.4%, while the probability of calm days (wind speed <3.4 m/s) was reduced from 86.7%
to 81.9%. (The mean wind speed for the whole season, however, showed a slight increase; Table 2).
In contrast, the difference in cyanobacteria status between these storylines only weakly reflected
the increase in Chl-a concentration. The BN results indicate that cyanobacteria concentrations show
little response to changes in scenarios and storylines. One reason for this apparent lack of response by
cyanobacteria is the discretization of the concentration gradient based on the status class boundaries
(1000 and 2000 µg/L). The frequency of observed cyanobacteria concentrations >1000 µg/L in the
monitoring data is quite low, even for the most favorable environmental conditions. The ordinal
regression model is based on relatively few observations (103 samples), of which only 13 samples
have cyanobacteria concentration exceeding 1000 µg/L. This implies that the CPT for cyanobacteria is
associated with high uncertainty. As a result, the probabilities of different cyanobacteria states do not
vary much between different scenarios. A cyanobacteria node with a finer discretization of the interval
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below 1000 µg/L would likely have displayed a stronger response within this range to increased Chl-a
concentrations, even if the probability of blooms would not be affected. In future versions of the
model, more sophisticated methods for parametrizing CPTs based on few data [14] could allow for a
cyanobacteria node with higher resolution and possibly higher sensitivity to environmental change.
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(a) Consensus World and (b) Techno World. Note that the worsening of lake status (lower probability 
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Moreover, the two climate scenarios had little difference in wind speed (Table 2, Figure 10a),
therefore the probability distribution of the Wind speed node remained almost unaltered (Figure 9).
The wind speeds predicted by the climate model were usually calm (ca. 90% of predicted
values <3.4 m/s), while the observed meteorological data for Lake Vansjø had only 56% calm days.
This mismatch was probably due to inadequacies in the downscaling of the climate model predictions
to the local conditions of Lake Vansjø. Therefore, the stressor interaction between wind and lake
temperature seen in exploratory scenarios (Figure 8) did not emerge in full BN runs for different future
scenarios (Figure 10). The predicted status class distributions of this model are therefore consistent
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with the previous model version without wind speed [27]. However, it is still possible to explore
alternative metrics of stability based on these meteorological data, such the number of consecutive
calm days, which might reveal a stronger response of cyanobacteria to the future wind conditions.
Although cyanobacteria did not show a clear response to the scenarios in the study, this variable still
has an important role in the overall status classification of the lake. Across all scenarios, cyanobacteria
(Figure 10b) contributed to worsening the status assessed by phytoplankton (Figure 10e), compared
to an assessment by Chl-a alone (Figure 10d); the latter assessment is typically the outcome of
process-based models [23]. In this BN approach, the cyanobacteria status contributes to a more correct
and more protective assessment of the overall response of phytoplankton status, and thereby of total
lake status, to the scenarios.
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Figure 10. Predicted probability distributions for selected nodes of the BN model of Lake Vansjø:
(a) Wind speed, (b) Cyanobacteria status, (c) Lake temperature, (d) Chl-a status, (e) Phytoplankton
status, (f) Total P and (g) Lake status (ordered according to the nodes’ positions in Figure 1). Projections
for the future climate scenarios and storylines using the IPSL climate model are shown, for the
20-year period 2050–2070 (months May–October). Color codes: Temperature: blue = Cold (<19 ◦C),
red = Warm (≥19 ◦C). Wind speed: blue = calm (<3.4 m/s), red = windy (≥3.4 m/s). Status nodes:
green = High-Good, yellow = Moderate, bro n = Poor-Bad. Cyanobacteria concentration: green =
<1000, yellow = 1000−2000, bro n 2000 (µg/L). Future scenarios and storylines: BL = extended
baseline, 4.5 = climate scenario, R 4. , . cli ate scenario RCP8.5, CW = Consensus World, FW =
Fragmented World, TW = Techno orld.
Our model h s assumed that the conditional probabilistic relationships among nodes stay
the same under future scenarios, which may be violated e.g., when the underlying relationships
are non-lin ar or influenced by oth r variabl s. For example, we assumed that the amo nt of
cyanobacteri under future sc arios can be predicted by the increase in Chl-a, temperature, and
wind. Interaction between environmental stressors re common in freshwater ecosyst ms [53],
and synergistic interactions between warming and nutrient enrichment have been documented for
cyanobacteria in lakes worldwide [54]. In the future, Lake Vansjø might experience longer periods of
high temperature and calm weather than those recorded so far, which may potentially have a stronger
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synergistic effect on the cyanobacteria abundance than is captured in the current CPTs. Moreover, we
have not accounted for other environmental conditions that can change with future climate and land
use, such as changes in discharge, nitrogen and phosphorus run-off, and humic content. In this respect,
the current BN can be considered a conservative model, which is more likely to underestimate than to
overestimate changes in lake status under the future scenarios.
3.3. Assessment of the Bayesian Network Modelling Approach
During recent decades, Bayesian network models have been applied to analyze and predict the
occurrence of potentially harmful cyanobacteria in lakes and coastal waters in many parts of the world.
The examples show a great range of spatial scales, ranging from single case studies of individual
lakes (e.g., [38]) to larger sets of lakes [55] and large coastal areas (e.g., [56]). Likewise, the temporal
resolution of BN models for cyanobacteria span high-frequency models with real-time data [57] to
seasonal forecast [58] and assessment for future decades (this study). This diversity of models suggests
that the BN approach is useful for predicting the occurrence and abundance of cyanobacteria, across
different scales and systems.
Nevertheless, the application of the BN methodology in the context of environmental management
poses many challenges. The traditional non-dynamic networks cannot contain loops, which puts
constraints on the ecological processes that can be modelled. Phosphorus and phytoplankton dynamics
in lakes are typically dominated by feedback processes [30]. For example, high phytoplankton biomass
can reduce the Secchi depth, which can in turn limit further phytoplankton growth due to light
limitation. In our study, such feedback loops were handled by dynamic models (INCA-P and MyLake),
while the BN summarized the outcome of the catchment and lake processes. Another challenge is the
propagation of uncertainty. Although the explicit modelling of uncertainty or variability is a desirable
property of BNs, the accumulation of uncertainty along the network means that the final output nodes
of interest may show low sensitivity to changes in environmental conditions [46]. While a BN model
can incorporate uncertainty for all variables, the predicted probability of a given state of a variable is
still typically expressed as a single value, without a distribution or confidence interval. Therefore, it is
not straightforward to evaluate the solidity of the calculated probabilities and to decide what should
be considered a significant change in probability. Other limitations associated with the use of BNs in
environmental science have been discussed elsewhere, e.g., [52,59].
For assessment of the ecological status of surface waters according to the WFD, the BN approach
is an important supplement to the existing process-based models, providing an opportunity to include
biological elements, as demonstrated in this study. Biological monitoring data are often sparse and
costly compared to physico-chemical monitoring data, but theory or expert knowledge of selected
biological indicators can be used as a first step to construct causal links (CPTs) between abiotic and
biotic responses. This is clearly an added value for use of models in water management, at least in
Europe where the WFD requires that assessments are based primarily on biology [8]. Moreover, the
WFD requires that potential impacts of climate change are considered in the next cycle (2021–2026)
of river basin management plans [9]. Much information can be found on the likely effects of climate
change on specific taxonomic groups or environmental processes, but incorporating such information
into predictive models remains a challenge. The BN methodology can facilitate the use of such
knowledge, manifested as expert judgement of probabilities under given climatic scenarios.
A Bayesian network developed for integrating coastal eutrophication models [46] was able to
accommodate a diversity of methods, and allowed for the prediction of more policy-relevant ecosystem
attributes. Compared to process-based models, a BN model may be relatively easy to interpret for end
users without training in modelling [60]. Therefore, BNs are promising tools for supporting informed
decision making and thus the work of water managers [56].
Bayesian models more generally can have many of the benefits of BNs without the loss of
information due to the discretization of nodes. For example, a Bayesian seasonal bloom forecast model
for the Western Lake Erie Basin was extended to provide new regional predictions to reflect nearshore
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conditions or regional variations, which are important for local stakeholders [58]. By linking predictive
basin-wide models to regional regression estimates the authors were able to better predict potential
bloom impacts at scales and in specific areas that allow for better management responses. There is also
rapid development within the field of BN modelling, and the more advanced versions such as hybrid
BNs (containing continuous and discrete nodes), dynamic BNs, and integrated BNs [14] may overcome
some of the shortcomings of traditional BNs. Nevertheless, their strengths will remain in exploration
of “what-if” scenarios, and in being able to incorporate both expert knowledge and empirical data [14].
3.4. Conclusions and Outlook
In this paper, we have demonstrated the importance of climatic variables, in particular wind speed,
for driving the probability of cyanobacterial blooms. Our explorative scenarios suggest that low wind
speed in combination with high temperature reduce the probability of achieving the WFD-defined
water management goals of Good ecological status, and to cause further degradation of lakes that have
Moderate or worse status. The Bayesian network approach enabled linking of this biological indicator
to future climate and management scenarios, for predicting ecological status of our case study lake for
the time horizon 2050–2070. Although the class boundaries used for ecological status classification of
lake Vansjø are specific for this lake type, the classification system is compliant with the WFD and the
class boundaries are intercalibrated with other European lake classification systems [61]. Therefore,
this modelling approach can easily be adapted to other lakes for which the same type of information
is available.
The link between future climate scenarios and ecological responses in our study was weakened by
the mismatch between modelled and observed data on wind speed. This link might be improved by a
better downscaling and adjustment of the projected climate data to the catchment region in question,
and by using climatic metrics with higher ecological relevance (e.g., the number of consecutive
calm days). For further development of the BN model, we will continue to investigate options
for parametrizing and updating the conditional probability table for cyanobacteria. For example,
hierarchical Bayesian modelling of monitoring and meteorological data from other relevant lakes may
provide a more representative CPT.
The discretization of continuous variables for discrete BN models typically lead to loss of precision
and should ideally be avoided [43]. A longer-term goal is therefore to transform the model into a
continuous-variable BN [62], to make more efficient use of the available information. In the current
study, we have taken a first step in this direction, by letting the link from abiotic to biotic variables
(cyanobacteria) be based on a statistical model instead of the counts of observations.
This BN model can also be adapted to predict the ecological status and the risk of not achieving
management targets for short-term scenarios, such as within the next season. This is the aim of the
on-going EU-funded project WATExR (https://watexr.eu/), which focuses on integration of climate
seasonal prediction and ecosystem impact modelling for an efficient adaptation of water resources
management to increasing climate extreme events. In practice, any forecasting of climatic variables
such as wind and temperature for the coming season will have high uncertainty. Nevertheless, we can
use for example the best- and worst-case weather projections (temperature and wind) in combination
with the most recent monitoring and climate data available (e.g., Chl-a, Total P, precipitation and
temperature) to predict a plausible range of outcomes (abundance of cyanobacteria and ecological
status). In this way, an adapted version of our model has the potential to support river basin managers
in making risk assessments and decisions that account for extreme climatic events.
Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/9/1767/s1:
A file named Tables_BN_Vansjo_2019-08-07.xlsx containing the conditional probability tables of all 15 child nodes
in Table 1 as separate sheets. Table S1: Climate scenario, Table S2: Agricultural scenario, Table S3: Domestic
wastewater scenario, Table S4: Period, Table S5: Wind speed, Table S6: Lake temperature, Table S7: Chl-a, Table S8:
Total P, Table S9: Cyanobacteria, Table S10: CyanoMax, Table S11: Status Cyanobacteria, Table S12: Status Chl-a,
Table S13: Status Phytoplankton, Table S14: Status Total P, Table S15: Status of lake. In addition, the file contains a
description of the two root notes: Table S16: Scenario no., Table S17: Month.
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