In this research, various extracted features were used in the development of an automated ultrasonic sensor based inspection system that enables defect classification in each ceramic component prior to despatch to the field. Classification is an important task and large number of irrelevant, redundant features commonly introduced to a dataset reduces the classifiers performance. Feature selection aims to reduce the dimensionality of the dataset while improving the performance of a classification system. In the context of a multi-criteria optimization problem (i.e. to minimize classification error rate and reduce number of features) such as one discussed in this research, the literature suggests that evolutionary algorithms offer good results. Besides, it is noted that Particle Swarm Optimization (PSO) has not been explored especially in the field of classification of high frequency ultrasonic signals. Hence, a binary coded Particle Swarm Optimization (BPSO) technique is investigated in the implementation of feature subset selection and to optimize the classification error rate. In the proposed method, the population data is used as input to an Artificial Neural Network (ANN) based classification system to obtain the error rate, as ANN serves as an evaluator of PSO fitness function.
Introduction
The motivation for this research stems from a requirement for providing a non-destructive testing method capable of detecting and locating any defects and microstructural variations within armour ceramic components before issuing them to soldiers in the combat zone. Porosity, density variation, un-sintered silicon, presence of free silicon metal and fatigue in ceramics are examples of such defects. The development of an automated ultrasonic sensor based inspection system would make possible the checking of each ceramic component and immediately alert the operator about the presence of these defects [1] . In general, classification aims to classify the given data set into different groups based on the information defined by its features. Various classification systems often require a large number of features in the data sets, but not all of them are useful for classification. Without prior knowledge, it is difficult to determine which features are useful. As a result, a large number of features are usually introduced to the data set that includes relevant, irrelevant and redundant features [2] . Moreover, a large number of features do not essentially provide higher classification accuracy. In some instances the performance of algorithm's predictive accuracy of the data might decrease. Therefore, feature selection can function as a pre-processing tool of great significance prior to solving classification problems. The purpose of feature selection is to reduce the number of irrelevant features and avoid complexity, while maintaining acceptable classification accuracy [3] . By eliminating irrelevant features, feature selection could reduce the training time, minimize number of features, simplify the learning rate of classifier and improve the classification performance [3, 4] .
The success of a classification system mainly depends on the search strategy in the feature selection process. Different approaches use different ways to generate feature subsets and progress the search process [5] . Feature subset selection algorithms can be broadly classified into two categories, i.e. wrapper and filter approaches. If the feature selection is performed independent of the learning algorithm then the technique is a filter approach. Wrapper approaches mainly include learning or a classification algorithm in the evaluation process and commonly achieve better results. While, filter approaches are argued to be computationally more efficient and less expensive than wrapper approach, its main drawback is that an optimal selection of features may not be independent of learning algorithm used to construct the classifier [6] . sequential forward search (SFS) and sequential backward search (SBS). In SFS, the features are sequentially added to an empty set until further addition does not increase the classification performance. On the contrary, in SBS, a full set of features are used and during the search process the redundant features are successively removed. Though this sequential strategy is fast and easy to implement the limitation of these two methods is that, once a feature is selected (removed), it cannot be removed (selected) later, which is the so-called ''nesting effect" [2, 7] . In addition, these search algorithms involves partial search and computational complexity and hence it will be difficult in determining a near optimal solution [7] . In order to overcome this effect, a binary Particle Swarm Optimization (BPSO) based feature selection approach is investigated in this research.
Particle Swarm Optimization (PSO) has been successfully applied to many fields, such as mathematical function optimization, artificial neural network training and fuzzy system control [8] . The advantages of PSO technique are its high computational efficiency, rapid convergence and its ability to successfully avoid local minima [9] . Several authors [2, [9] [10] [11] [12] have used PSO in various ways in finding the global optimum solution. Few authors have investigated on improving the convergence phenomenon [8, 13] , inertia weight [8] , social and cognitive parameters [4, 13] and several others [2, 3, 14] have used the PSO in feature selection approaches. Moreover, hybrid methods that combine GA and PSO have also been proposed recently [10, 15] . Although PSO and feature selection were individually investigated earlier, there are very limited studies on multi-objective feature selection in the field of classification of ultrasonic signals [9, 16] . Hence, the main objective of this research is to find best feature subset with small number of features and simultaneously attain a lower classification error rate. Later the experimental results were compared with results obtained using genetic algorithms (GA).
Related work on feature selection
Several researchers [17, 18] mentioned that traditional feature selection approaches like SFS and SBS suffer from 'nesting effect' and this limitation can be overcome by combining both SFS and SBS into single algorithm where it performs l times forward selection followed by r times backward elimination. However, this method has a challenge to determine the optimal values (l, r) [19] . The relief algorithm is a feature selection method where it assigns a weight to individual feature to represent the relevance of the feature to the target concept. Yet, this algorithm attempts to find all relevant features regardless of the redundancy between them [20] . The classical filter feature selection algorithm FOCUS starts with an empty feature subset and thoroughly examines all possible subsets of features. The algorithm then selects the minimal feature subset. Though FOCUS performs in-depth search to determine the best feature subset, it is computationally expensive [21] .
In recent times, the PSO approach has gained more attention for solving the feature subset selection problems. Bing et al. [2] , have investigated two PSO-based multi-objective feature selection algorithms to generate Pareto front on nondominated solutions (feature subsets). The first algorithm introduced nondominated sorting into PSO to address feature selection and second algorithm applied the ideas of crowding, mutation and dominance to PSO to address feature selection problems. The empirical results showed that the second algorithm achieved better results than the first algorithm. Nevertheless, the author stated that it is not certain whether the achieved Pareto fronts can improve the feature selection performance and thus needs further investigation [2] . Unler and Murat [4] have proposed a discrete PSO algorithm where feature subsets are coded in binary strings. The experimental results were compared with two other heuristic strategies (TS and SS) using publicly available datasets. The results demonstrated that the approach was competitive in classification accuracy as well as computational performance, however, the author has emphasized that the proposed methodology needs improvement in terms of adaptive feature selection procedure, as the size of addition of candidate features were restricted in the current application [4] . Ghamisi and Benediktsson [10] , proposed a feature selection method based on integration of genetic algorithm and particle swarm optimization approaches. The accuracy obtained on validation samples from the support vector machine classifier is chosen as fitness value. Two different scenarios were considered and tested for road detection. The author has emphasized that the proposed results were able to select most informative features and discriminate between road and background pixels [10] . Daamouche et al. [22] proposed the use of PSO to select the most useful features for classification of morphological profiles. Sharkawy et al. [9] investigated a PSO based technique to select significant features extracted from electrical partial discharge (PD) pulse patterns in transformer oils. The proposed approach resulted in obtaining higher classification accuracy [9] . In recently published research, Kesharaju and Nagarajah [7] have performed feature subset selection using Genetic Algorithms (GA) and Artificial Neural Network (ANN). The classification performance was then compared against an approach based on Principal Component Analysis (PCA). The experimental study has shown that PCA performed best than GA as the feature selection methods for reducing computation time and improving classification accuracy of a defect detection system for ceramic components [7] . Tu et al. [3] have used PSO along with Support Vector Machines (SVM) to implement feature selection. The proposed method was then applied to five different classification problems chosen from the literature. The results from the experiments have revealed that the proposed method has not only reduced the required features but also obtained higher classification accuracy compared to other feature selection methods [3] . Tran et al. [11] has proposed an improved PSO approach for feature selection that can be employed on high-dimensional gene datasets with large number of features. The PSO algorithm has reduced the size of the feature set, where k-Nearest Neighbour (KNN) with leave one out cross validation (LOOCV) were used to evaluate classification performance [11] .
Particle Swarm Optimization (PSO)
A Particle Swarm Optimizer is a nature-inspired swarm intelligence algorithm and is currently widely applied because of its effective approach to nonlinear function optimization [23] . It is a random population-based search technique first introduced by Kennedy and Eberhart [24] in 1995 and is motivated by the social behavior of organisms such as bird flocking and fish schooling. The underlying phenomenon of PSO is that knowledge is optimized by social interaction in the population where thinking is not only personal but also social [4] .
Standard PSO is based on the principle that each single candidate solution can be represented as a particle in the swarm. Each particle has a position in the search space, which is represented by a vector as x i = (x i1 , x i2 , . . .. . .., x id ), where d is the dimensionality of the search space. Each particle while moving in the search space makes use of its individual memory gained by the swarm as a whole to search for the best optimal solution. Hence, all of the particles have velocities represented as v i = (v i1 , v i2 , . . .. . .., v id ) that direct the movement of the particles. During the movement, each particle updates its position and velocity according to its own experience and that of its neighbors. Further, all particles have fitness values that are evaluated by the fitness function to be optimized [2, 9] .
The initial swarm is generally created in such a way that the population of the particles is distributed randomly over the search space. At every iteration, each particle keeps track of its coordinates in the problem space associated with the best fitness value and the particle is updated by following two ''best" values: the personal best pbest and the best position obtained by the population so far gbest [2] . The velocity and position of the ith particle in the (k + 1)th iteration is mathematically defined as
where C 1 and C 2 are acceleration constants, rand 1 and rand 2 are random values uniformly distributed in (0, 1), W is the inertia weight (to control the influence of the previous velocities on the current velocity), X i k shows the position of each particle in d-dimensional search space, pb i k is the best previous position of each particle (pbest) and gb k is the best position of all particles (gbest). The algorithm either stops when a predefined fitness value is obtained or when maximum number of iterations are met. The original version of the PSO has been operated in continuous space. However, many optimization problems are set in discrete space and in the view of this; Kennedy and Eberhart [25] re-developed the PSO to binary particle swarm optimizer (BPSO). In BPSO, a particle moves to the corners of the search space by flipping various numbers of bits (x id ). The moving velocity is defined as change of probabilities that a bit will be in one state or the other. Accordingly, on each dimension, a particle moves in a search space which is restricted to 0 and 1; where v id represents the probability of bit x id taking the value of 1. Eq. (1) is applied to update the velocity though x id , pb i k and gb k are restricted to 0 or 1.
A logistic sigmoid function S(v id ) is introduced to transform v id to the range of (0, 1) and BPSO updates the position of each particle according to following Eq. (3)
If randðÞ < S ðv id Þ then x id ¼ 1
where rand() is a random number selected from a uniform distribution in [0.1, 1.0].
Experimental procedure
The silicon carbide ceramic samples used in the current study were supplied by Australian Defence Apparel (Melbourne, Australia). The pulse echo ultrasonic technique was used to inspect two double-curved, ceramic tiles of 300 mm in length and 7.5 ± 0.5 mm in thickness. Due to the rough curved surface as well as presence of high density areas in ceramic components, a delay line contact transducer of 10 MHz frequency, 12.7 mm element diameter was chosen for scanning the defective ceramic tiles. The experimental set-up of contact testing is shown in Fig. 2 . Different defects such as porosity, free silicon and un-sintered material are generated in the ceramic tiles during and after the manufacturing process. Ultrasonic signals were acquired and the three data sets (training, validation and testing) were created by scanning two ceramic tiles with various defects. The training dataset consisting of 132 ultrasonic signals obtained from various defect types is presented in Table 1 . The validation and testing datasets contained 67 and 400 signals respectively.
Feature extraction
Feature extraction addresses the problem of finding the most compact and informative set of features, to improve the efficiency of data storage and processing. The method developed for feature extraction includes a multi-domain approach using both time and frequency based information including wavelet domain features as inputs to a classifier. Figs. 1a and 1b shows the ultrasonic feature extraction in both time and frequency domain approaches. Statistical features from the time-domain (kurtosis, mean, front surface echo amplitude, first back surface echo amplitude, energy of samples and peak value) and other features extracted using the discrete wavelet transform (DWT) [26] were considered for this classification problem. These features have been shown to be more indicative of defect information along with characteristic frequencies of each signal. An initial set of twelve (12) features were selected listed under Sections 4.1.1 and 4.1.2. These features known as ''original feature set" will be the particles position vector. [26] . 
Features from time domain

First back-wall echo amplitude (BWE_1). 2. Second back-wall echo amplitude (BWE_2). 3. Front wall echo amplitude (FEW). 4. Median (median).
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Feature selection by BPSO
Although feature selection is predominantly performed to select relevant and informative features, it can have other motivations, including:
General data reduction, i.e. to limit storage requirements and increase algorithm speed. Feature set reduction to save resources in the next round of data collection or during utilization. Performance improvement.
To gain knowledge about the process of generating the data [27] .
In this section, BPSO feature selection approach with Artificial Neural Network (ANN) based classification performance as a fitness function evaluator is detailed. Commonly used PSO feature selection optimization method has been used as a single objective technique only to minimize the error value of the classifier. In this research, the aim is to look at whether BPSO performs feature selection with multi-objective approach, i.e. selection of an optimal feature subset with small number of features while maximizing the classification performance of the recognition system. The results obtained could also be used as a reference to compare the performance of other methods. (4) is to minimize the classifier error rate that is obtained by the selected features during the training process.
Objective functionðFitnessÞ ¼ Error rate ð4Þ
where n = total number of patterns Y i = output of ANN classifier and t i = targets given while training the network 2. In BPSO algorithm, the population is represented as a n-bit binary string, where 'n' here is the number of features present in the data set as well as the dimensionality of the search space. As indicated in Eq. (3), if sigmoid function S (v id ) is larger than rand, then its position is represented as '1',which means that the feature is selected and vice versa if S (v id ) is smaller than rand, it infers the non-selected feature. The population size is set as 20; the cognitive and social parameters (C 1 and C 2 ) were set as 2.75 and 1.45 respectively (where 
[12] where W max is start of inertia weight set to 0.9 W min is end of inertia weight set to 0.05
itermax is maximum number of iterations and k is the current iteration These values are chosen based on the common settings in the literature.
5. The algorithm starts by initializing the position and velocity of each particle randomly. 6. After the position of individual particle is now given in a binary string form, each particle is updated according to Eqs. (1) and (2). 7. While the stopping criteria and maximum numbers of iterations are not met, particles fitness values are calculated using the objective function shown in Eq. (4). The objective function to be optimized by PSO is chosen to be a combination of the classification error of ANN classifier in addition to the total number of selected features. 8. Then at each iteration, search for pbest and gbest are implemented. Later, the position and velocity of the ith particle are updated by pbest and gbest in the swarm and the exploration for the optimal solution (best particle) is continued by updating the iterations until convergence is achieved. 9. Later the best particle obtained is saved along with its position and it is tested on testing dataset. The classification performance of the particle is recorded for each of the defect classes individually. Fig. 2 illustrates a flowchart of the proposed binary PSO algorithm.
Feature classification
Artificial Neural Network (ANN) is a popular classification technique determined by the functions computed by the neurons, connectivity of the network and the weights associated with the connections [6] . Generally, neural networks are trained so that a particular input leads to a specific target output. That is, ANNs communicate by sending signals to each other through a large number of biased or weighted connections. Learning in neural networks is highly significant and during the process of learning, the network adjusts its parameters and the synaptic weights, in response to an input stimulus so that its actual output response converges to the desired output response [28] . The weights are changed at every epoch.
In this research, the tan-sigmoid, 'tansig' and 'purelin' were used for the hidden layers and the output layer respectively. Determination of number of neurons for the hidden layer is often achieved through experimentation [1] . Original feature set was considered initially and several combinations of input and hidden layer neurons were investigated by evaluating the error values. The lowest error value was obtained for neural network configurations containing 12, 8 and 1 neurons in the first, hidden and output layers respectively. During training for each epoch, input vectors were supplied to the network, along with the target values. The target values and the actual output values were then compared and error value calculated according the Eq. (5). To ensure that the network did not over-fit; a cross validation procedure was followed by presenting the network with a validation dataset that consisted of 67 signals. The process of training and validating was repeated until the validation error decreased and the weights of the network were saved at this stage.
Results and discussion
In general, feature selection is based on two aspects: one is to obtain a set of features that do not perform similar function and the other is to find the smallest subset that can provide significant information. In this study, a standard BPSO is used to explore the best feature subset to successfully differentiate classification results. Like other evolutionary algorithms, the standard PSO algorithm has a disadvantage that it is likely to get stuck in a local optimum. I.e. In standard PSO if the position of gbest is not altered after several iterations, numerous particles cluster around gbest instead of exploring the rest of the search space. While in BPSO, the velocity is treated as the probability of a bit change of the particle. If the gbest is moved frequently, the particles will not cluster around a certain location and this avoids from falling into a local optimum (see Fig. 3) .
Initially, the ''original feature set" was provided as inputs to the neural network classifier to classify the ultrasonic signals and the classification accuracy is noted as 88%. In order to improve the classification performance rate, the proposed BPSO feature selection algorithm is implemented. Another evolutionary technique, Genetic algorithm (GA) is chosen to evaluate the performance of the proposed method as a feature selection method. Fig. 4 shows the comparison of classification error values obtained by both methods with iterations.
From the result obtained in Fig. 4 , it can be noted that the solution of GA remained unchanged at 0.60 after several iterations, indicating that GA is trapped in a local optimum. On the other hand, BPSO still found exploring for the optimal value (0.58). It was also surprising to find that GA and BPSO performed very closely in terms of minimizing classification error. Classification performance results along with number of features selected by BPSO and GA are listed in Table 2 . Although, GA selected the feature subset with minimal number of features (i.e. '5') BPSO outperformed GA and achieved higher classification accuracy percentage of 97%. The most repetitively selected features in the process are found to be 1, 3, 4 and 7 (BWE_1, BWE_2, FEW and mean). It can be noted that all these features are from group of 'time domain'. Later, the feature subset obtained by BPSO is used to classify various defect classes in the testing dataset and the classification accuracy percentage for five classes is illustrated in Fig. 5 . The results demonstrate that BPSO has achieved highest accuracy in classifying all defect classes in less time than GA.
Conclusion
The advantages of using binary PSO as an optimization method in improving the classification accuracy of neural networks in the context of defect detection in reaction-sintered SiC armour ceramic components has been demonstrated. In this paper, a feature selection technique using binary Particle Swarm Optimization technique has been presented that does not need prior knowledge of desired number of features to carry out experiments. The selection of appropriate input features has been optimized using BPSO based feature selection approach. Moreover, the results obtained using BPSO algorithm satisfies the objectives of the proposed research by identifying a reduced number of features as well as minimizing classification error rate.
This proposed algorithm based on evolutionary technique is computationally faster than other feature selection methods like genetic algorithms (GA), SFS and SBS where these methods generally need extensive search process time in finding best solution. Compared to GA's BPSO is easier to implement as it has a small number of parameters, computationally less expensive and converges more quickly. A feed-forward neural network is used to evaluate fitness values, as it can handle high-dimensional data with limited number of training samples. Moreover, the combination of BPSO technique coupled with neural network performed better than the neural network with 12 ''original features" alone and also assisted in finding significant features. 
