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Re´sume´
A` l’e`re ou` notre identite´ nume´rique se confond toujours davantage avec notre
identite´ personnelle, les besoins en se´curite´ de nos comptes en ligne sont d’autant
plus marque´s. Les mots de passe sont a` la fois la manie`re de s’authentifier la plus
utilise´e et a` la fois le maillon le plus faible de la chaˆıne de se´curite´. Malgre´ l’inde´niable
fragilite´ de la plupart des mots de passe utilise´s en ligne, le mot de passe reste le
meilleur moyen de s’authentifier re´unissant se´curite´, accessibilite´ et respect de la vie
prive´e.
L’objectif de cette the`se est de faciliter la conception de mesures de robustesse
des mots de passe qui soient pertinentes vis-a`-vis des attaques les plus sophistique´es
sur les mots de passe. Ces attaques reposent sur des mode`les probabilistes de la
manie`re dont les utilisateurs choisissent leur mot de passe. Il s’ave`rent que ces
attaques sont tre`s efficaces pour trouver des mots de passe plus complexes que
ceux habituellement trouve´s par les me´thodes na¨ıves. Ce travail repose sur trois
contributions pour identifier les points cle´s d’une mesure de robustesse des mots
de passe moderne. La premie`re contribution mode´lise le processus d’attaque sur les
mots de passe, formalise et mesure la performance d’un tel processus. La deuxie`me
contribution se charge de montrer que les me´thodes actuellement de´ploye´es pour
mesurer la robustesse des mots de passe ne sont pas suffisantes pour se pre´munir
des attaques sophistique´es. La troisie`me contribution analyse algorithmiquement les
attaques sophistique´es en observant leur comportement dans le but de concevoir des
me´thodes efficaces pour augmenter le couˆt d’exe´cution de ces attaques. La validation
des me´thodes s’est effectue´e en utilisant des mots de passe issus de fuites de donne´es
publiques, totalisant plus de 500 millions de mots de passe.
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Introduction
“Se´same, ouvre-toi !” est la phrase permettant aux quarante voleurs d’ouvrir la
porte de la caverne dans laquelle ils stockent leur butin, dans le conte “Ali Baba et
les Quarante Voleurs” de “Les mille et Une nuits”. Cette phrase ce´le`bre sert de mot
de passe pour authentifier les personnes ayant le droit d’entrer dans la caverne, elle
est une donne´e d’authentification, qui peut eˆtre partage´e (dans le cas des Quarante
voleurs) ou bien personnelle. De nos jours, les mots de passe servent a` nous authentifier
afin d’ouvrir les portes de notre identite´ nume´rique, essentiellement en ligne. Le
de´veloppement d’Internet, de ses applications personnelles et professionnelles ont
suscite´ le besoin que ces mots de passe deviennent des secrets personnels afin de
servir a` l’authentification d’un unique internaute.
L’utilisation d’un mot de passe est aujourd’hui le moyen d’authentification le plus
utilise´ sur Internet. D’apre`s Troy Hunt, de´veloppeur en se´curite´ et auteur de “Have I
Been Pwned” [22], “Despite its many flaws, the one thing that the humble password
has going for it over technically superior alternatives is that everyone understands
how to use it. Everyone.” [23](“Malgre´ ses faiblesses, la seule chose qui permette
au simple mot de passe de de´passer les alternatives techniques nouvelles est le fait
que tout le monde sait comment s’en servir. Absolument tout le monde.”). C’est
sa simplicite´ qui fait son succe`s, mais cela en fait e´galement sa faiblesse. En 2018,
Dashlane, une socie´te´ proposant des services de stockage des mots de passe, estime
que l’internaute moyen posse`de plus de 200 comptes en ligne avec mots de passe [9].
Il est donc e´vident qu’il ne peut pas retenir ses 200 mots de passe diffe´rents, ce
qui l’ame`ne bien souvent a` les re´utiliser. La meˆme anne´e, Chun Wang [50] observe
que 52% des utilisateurs sur les 30 millions e´tudie´s re´utilisent au moins un mot de
passe sur plusieurs services, alors qu’en 2014 des chercheurs estimaient ce nombre
entre 43% et 51% [8]. De meˆme, d’autres chercheurs confirmaient que les utilisateurs
re´utilisaient chaque mot de passe sur entre 1 et 4 sites diffe´rents [52].
La re´utilisation et la faiblesse des mots de passe ont suscite´ l’inte´reˆt des pirates
informatique. Le site “haveibeenpwned.com” [22] recense plus de 340 sites web pirate´s
entre 2007 et 2019, totalisant plus 6 milliards de comptes utilisateurs concerne´s.
Chaque anne´e, toujours plus de services en ligne se trouvent mis a` nu et leur donne´es
fuitent, contenant bien souvent les mots de passe de leurs utilisateurs. Ce qui inquie`te
e´galement, c’est la taille de ces bases de donne´es : les plus larges d’entre elles peuvent
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contenir plusieurs centaines de millions de comptes, et bien souvent les mots de passe
ne sont pas prote´ge´s avec les fonctions de hachage adapte´es.
Pour palier ce vol massif des mots de passe, il existe une mesure tre`s inte´ressante :
l’authentification forte. Le principe consiste a` multiplier les facteurs ne´cessaires pour
authentifier un utilisateur. En utilisant l’authentification forte, le vol du mot de
passe ne suffit plus pour se connecter au compte d’un utilisateur, il faut aussi lui
voler son te´le´phone ou son empreinte digitale. Il existe 3 facteurs d’authentification :
la connaissance d’un secret, la possession d’un objet et la biome´trie. Les mots
de passe font partie du facteur connaissance d’un secret, il faut alors prouver la
possession d’un objet ou utiliser la biome´trie pour parler d’authentification forte
avec les mots de passe. Ainsi, il est devenu courant de trouver des services web qui
propose l’authentification forte en demandant des modalite´s de plusieurs facteurs
diffe´rents, par exemple un mot de passe et la ve´rification d’un code envoye´ par SMS
(meˆme si c’est de´conseille´ a` cause des failles dans le protocole SS7 [13]), ou un code
ge´ne´re´ en fonction du temps (one-time password) via une application sur te´le´phone.
Cependant, la confirmation par email repose sur la connaissance d’un secret et n’offre
pas d’authentification forte avec les mots de passe, elle est donc a` proscrire dans ce
cadre.
Pre´sentation du sujet
La vocation de cette the`se est de proposer, ou pre´parer des pistes pour concevoir
une mesure de robustesse des mots de passe qui soit capable de les prote´ger des
nouvelles attaques base´es sur les e´nume´rateurs probabilistes. Pour cela, il est ne´cessaire
de re´soudre au pre´alable deux challenges. Le premier challenge consiste a` eˆtre capable
d’e´valuer la performance d’un attaquant qui utilise ces e´nume´rateurs probabilistes
pour retrouver les mots de passe d’une base cible´e. Le deuxie`me challenge consiste
a` montrer que les me´thodes actuellement de´ploye´es pour mesurer la robustesse des
mots de passe ne sont pas suffisantes pour se prote´ger en pratique des attaques
utilisant ces e´nume´rateurs probabilistes. Ce deuxie`me challenge justifie le fait qu’il
faille concevoir de nouvelles mesures de robustesse qui soient capables de prote´ger
efficacement les mots de passe des e´nume´rateurs probabilistes.
Cette the`se s’intitule mesure de la robustesse des mots de passe. Ce titre
comporte deux notions qui ne´cessitent d’eˆtre de´finies : robustesse et mot de passe.
La communaute´ scientifique s’accorde a` dire qu’un mot de passe est une chaˆıne
de caracte`res secre`te qui permet de de´verrouiller l’acce`s a` des donne´es. Un mot de
passe peut prendre plusieurs formes et eˆtre utilise´ dans diffe´rents contextes : compte
local a` un ordinateur, compte sur un service en ligne, code PIN d’un te´le´phone, ...
La robustesse d’un mot de passe est de´finie comme e´tant sa re´sistance a` un
attaquant qui tente de le deviner. Elle s’exprime en une quantite´ d’effort qu’un
attaquant va devoir rassembler pour le trouver. Selon les usages, cette re´sistance
n’est pas conside´re´e de la meˆme manie`re : un mot de passe local a` un ordinateur
fait plutoˆt l’objet d’attaques cible´es contrairement aux mots de passe des comptes
en ligne qui font plutoˆt l’objet d’attaques massives. La robustesse peut eˆtre de´finie
dans trois sce´narios diffe´rents : la robustesse d’un mot, la robustesse d’un ensemble
3de mots, et la robustesse d’un mot dans un ensemble de mots. Il apparaˆıt donc que
meˆme si la notion de robustesse est simple a` de´finir, elle est bien plus complique´e a`
mesurer.
Il existe dans la litte´rature plusieurs familles de contributions qui proposent
une manie`re de mesurer la robustesse d’un mot de passe en utilisant diffe´rents
mode`les : les entropies, les mesures heuristiques, les chaˆınes de Markov, les grammaires
probabilistes... Weir montre [53] que l’entropie telle que propose´e dans les consignes
du NIST Special Publication 800-63-1 [6] n’est pas une bonne mesure de la robustesse.
En effet, un mot de forte entropie peut eˆtre tre`s populaire et donc eˆtre trouve´ dans les
premiers. C’est pourquoi des mode`les probabilistes ont e´te´ propose´s pour la mesure de
la robustesse. Ces mode`les ne´cessitent d’eˆtre entraˆıne´s sur une base d’apprentissage
afin d’obtenir une approximation de la fac¸on dont sont choisis les mots de passe. Il
est ensuite possible de calculer, pour un mot de passe donne´, la probabilite´ qu’il
soit choisi par un nouvel utilisateur dans ce mode`le. Ce qui permet de de´finir la
robustesse du mot en fonction de cette probabilite´ : moins le mot est probable, plus
il est robuste.
Afin d’e´valuer de tels mode`les, les auteurs de ces contributions ont construit
des e´nume´rateurs permettant de parcourir les mots possibles du mode`le entraˆıne´.
L’e´valuation de l’efficacite´ de ces algorithmes consiste a` faire apprendre le mode`le sur
une partie de la base de donne´es, la partie d’apprentissage, et de ge´ne´rer de nouveaux
mots pour compter combien de fois ces mots apparaissent dans la partie restante
de la base. Plus un e´nume´rateur retrouve de mots dans la base de donne´es, plus il
est juge´ efficace. De cette manie`re, il devient possible de comparer les algorithmes
entre eux afin de de´terminer celui qui trouve le plus de mots en un nombre imparti
de mots ge´ne´re´s. Par exemple, si au bout de 109 candidats, l’algorithme A trouve
80% de la base et l’algorithme B en trouve 50%, A est meilleur que B en 109 essais.
Cette manie`re de mesurer l’efficacite´ d’un algorithme s’appelle dans la litte´rature le
”number of guesses” (NoG), correspondant au nombre de mots retrouve´s de la base
de donne´es en fonction du nombre de mots ge´ne´re´s (les tentatives).
Le NoG est une bonne manie`re d’e´valuer l’efficacite´ d’un e´nume´rateur isole´, en
variant les parame`tres tels que la base de donne´es attaque´e. Cependant, certaines
contributions ont tendance a` se servir du NoG pour comparer les e´nume´rateurs
entre eux, afin de montrer qu’un e´nume´rateur est meilleur pour attaquer une base
de donne´es particulie`re. La comparaison entre deux e´nume´rateurs n’est possible que
si le temps ne´cessaire pour ge´ne´rer un mot est le meˆme pour les deux, ce qui n’est
ge´ne´ralement pas le cas. Le NoG n’est pas une mesure capable de prendre en compte
d’autres facteurs importants lorsque l’on attaque une base de donne´es de mots de
passe en pratique. Les parame`tres fondamentaux a` prendre en compte lorsque l’on
attaque une base de donne´es sont : le temps pour ge´ne´rer un ou plusieurs candidats,
la me´moire utilise´e par le processus, la capacite´ de l’e´nume´rateur a` eˆtre paralle´lise´.
Ces parame`tres fondamentaux sont essentiels pour choisir la strate´gie a` adopter afin
d’attaquer une base de donne´es. Ge´ne´ralement, c’est le temps de ge´ne´ration des
candidats qui est le parame`tre le plus important, car c’est celui qui va de´terminer
le temps d’exe´cution de l’attaque, tandis que les attaquants ont bien souvent acce`s
a` une tre`s grande quantite´ de me´moire vive leur permettant de ne pas avoir a` se
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soucier de l’espace me´moire utilise´ par le processus. Puisque ces e´nume´rateurs sont
utilise´s en pratique pour attaquer des bases de donne´es, la prise en compte de ces
parame`tres fondamentaux est ne´cessaire a` la bonne e´valuation des e´nume´rateurs, et
par conse´quent a` la mesure de la performance des attaques les utilisant. Une premie`re
piste de travail est donc d’eˆtre capable de mesurer la performance des e´nume´rateurs
en prenant en compte ces parame`tres fondamentaux.
Les services en ligne proposent beaucoup de me´triques de robustesse des mots
de passe. Les plus re´pandues sont les me´triques heuristiques : l’estimation de la
robustesse n’est effectue´e qu’en regardant la composition du mot de passe (sa taille
et les classes de caracte`res utilise´es). En ge´ne´ral, les me´triques heuristiques ne
sont efficaces que contre la force brute. Plus re´cemment, des me´triques issues de
la recherche acade´mique ont e´te´ propose´es, permettant de prendre en compte des
attaques plus avance´es que celles conside´re´es par les heuristiques. Une deuxie`me
piste de travail est de se demander a` quel point ces me´triques de robustesse, qu’elles
soient heuristiques ou non, sont efficaces pour se prote´ger des attaques utilisant les
e´nume´rateurs probabilistes. Si ces me´triques ne s’ave`rent pas suffisamment efficaces,
alors cela justifie le fait qu’il faille de´velopper de nouvelles me´triques de robustesse
qui prennent en compte ces nouvelles attaques.
Afin de proposer des me´triques de robustesse qui soient pertinentes pour se
prote´ger des e´nume´rateurs probabilistes, il faut e´tudier dans quelles conditions ces
e´nume´rateurs sont moins performants. Sur l’ensemble des algorithmes de ge´ne´ration
de candidats de la litte´rature, un seul fait l’objet d’une analyse du couˆt en temps et en
espace de son exe´cution. Tous les autres algorithmes sont e´tudie´s, dans la litte´rature,
en mode`le boˆıte noire, c’est-a`-dire que seules les entre´es et les sorties sont observe´es
durant son exe´cution. Une troisie`me piste de travail est donc d’e´tudier ces algorithmes
en mode`le boˆıte blanche, c’est-a`-dire en analysant les structures de donne´es utilise´es
afin de comprendre comment elles e´voluent au cours de l’exe´cution, notamment
pour repe´rer les conditions dans lesquelles ces e´nume´rateurs voient leur performance
baisser. Comprendre la manie`re dont e´voluent leurs structures de donne´es permet de
fixer des objectifs plus pre´cis que doivent atteindre les mesures de robustesse pour
rendre plus couˆteuse en temps et en me´moire la ge´ne´ration des candidats.
Contributions
Le premier travail nous a permis de proposer une formalisation de la performance
qui tient compte de parame`tres importants que sont la vitesse d’e´nume´ration des
candidats, la vitesse de la fonction de hachage et le taux de succe`s de l’algorithme
d’e´nume´ration. Puisqu’il n’est pas possible d’effectuer les mesures exactes ne´cessaires
au calcul de cette performance de manie`re pre´cise en un temps raisonnable, nous
avons duˆ mettre en place des techniques pour estimer ces valeurs. Une fois ces
estimations effectue´es, nous avons montre´ que meˆme les attaques les plus na¨ıves telle
que la force brute sont efficaces dans certaines conditions, par exemple lorsqu’une
fonction de hachage rapide est utilise´e. Nous avons e´galement montre´ que la lenteur
d’un e´nume´rateur n’est pas un proble`me lorsqu’une fonction de hachage lente est
utilise´e, a` condition que son taux de succe`s compense sa lenteur. Ce travail permet
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doit eˆtre e´value´ avec la bonne me´thode, c’est-a`-dire en tenant compte e´galement de
sa vitesse d’e´nume´ration et la vitesse de la fonction de hachage.
En filtrant les bases de donne´es de mots de passe avec les politiques heuristiques
e´tudie´es dans le second travail, nous avons conduit des expe´riences afin de montrer
a` quel point ces politiques ne sont pas efficaces pour se pre´munir de ces attaques.
En utilisant les outils formels et techniques pre´sente´s dans le premier travail, nous
avons montre´ que meˆme une politique utilisant ZXCVBN, mesure de robustesse
pre´sente´e comme la re´fe´rence, avec un score requis maximal, ne permet pas de se
pre´munir suffisamment des attaques utilisant les mode`les probabilistes. Les re´sultats
confirment le fait qu’il faille concevoir de nouvelles me´triques de robustesse des mots
de passe qui tiennent compte de ces mode`les probabilistes, car si l’on peut espe´rer
une augmentation de l’utilisation des fonctions de hachages lentes dans les services
en ligne, on constatera e´galement une augmentation de l’usage de ces mode`les pour
en attaquer les mots de passe.
L’analyse du comportement de deux e´nume´rateurs probabilistes, OMEN et PCFG,
d’un point de vue algorithmique dans le troisie`me travail nous a permis d’observer
l’e´volution des structures de donne´es utilise´es dans ces algorithmes. Ainsi, nous avons
e´te´ capables de mesurer l’e´volution du couˆt de ge´ne´ration des candidats durant
l’e´nume´ration. Ce travail aborde le proble`me de l’analyse des performance d’un
e´nume´rateur d’un autre angle. En effet, dans la litte´rature tout comme dans les deux
premiers travaux, les e´nume´rateurs sont ge´ne´ralement e´tudie´s en mode`le boˆıte noire,
c’est-a`-dire que seules les entre´es et les sorties sont e´tudie´es. Ici, nous regardons
l’inte´rieur des algorithmes, apportant des informations supple´mentaires permettant
de concevoir des me´thodes pour rendre plus couˆteuse la ge´ne´ration de candidats.
Nous montrons par exemple, que si l’on veut que le couˆt de ge´ne´ration des candidats
dans PCFG soit line´aire en le nombre de candidats ge´ne´re´s, alors il faut que la taille
de la file de priorite´ augmente de manie`re exponentielle, ce qui semble difficile a`
re´aliser en pratique.
Enfin, nous rassemblons les conclusions de chaque travail de ce manuscrit pour
proposer des pistes de conception des me´triques de robustesse modernes, pour
lesquelles nous de´finissons les proprie´te´s que nous jugeons pertinentes a` posse´der.
Meˆme si de prime abord il peut sembler facile de proposer une me´trique posse´dant
les deux premie`res proprie´te´s essentielles que sont la multimodalite´ et l’adaptabilite´,
il est loin d’eˆtre e´vident de trouver une me´trique qui soit e´galement utilisable.

Chapitre 1
Pre´sentation du domaine
Dans ce chapitre sont pre´sente´s les notions et principes essentiels aborde´s dans le
manuscrit ainsi que les diffe´rents outils qui ont pu eˆtre utilise´s lors de cette the`se.
Nous pre´sentons e´galement les grandes familles des mode`les probabilistes e´tudie´es
dans le domaine de la se´curite´ des mots de passe.
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1.1 Terminologie
1.1.1 Mot de passe
Un mot de passe est une chaˆıne de caracte`res qui sert a` l’authentification d’un
individu aupre`s d’un service ou d’un appareil. Il est souvent couple´ a` un nom
d’utilisateur unique. Dans cette the`se, les secrets qui peuvent eˆtre assimile´s a` des
mots de passe tels que les codes PIN, les sche´mas de de´verrouillage de te´le´phone, et
autres, ne sont pas conside´re´s. Seuls les mots de passe choisis par des utilisateurs
lors de l’inscription a` un service en ligne sont e´tudie´s. En effet, choisir un code PIN,
un sche´ma de de´verrouillage ou autre n’est pas la meˆme expe´rience que celle qui
consiste a` choisir un mot de passe (quasi-)librement, et cela introduit des biais qui
ne sont pas e´tudie´s dans cette the`se.
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1.1.2 Fonction de hachage
Une fonction de hachage est une fonction H de´finie telle que
H : Σ∗ → Σk.
C’est une fonction qui associe a` une donne´e en entre´e de taille arbitraire, une donne´e
en sortie de taille fixe appele´e empreinte, permettant d’identifier rapidement la
donne´e d’entre´e. On conside`re ge´ne´ralement trois proprie´te´s de se´curite´ pour une
fonction de hachage.
Re´sistance a` l’attaque sur la premie`re pre´-image : e´tant donne´e l’empreinte
H(m), il est difficile de retrouver m.
Re´sistance a` l’attaque sur la seconde pre´-image : e´tant donne´s H(m) et m,
il est difficile de trouver m′ tel que H(m′) = H(m).
Re´sistance aux collisions : il est difficile de trouver deux mots m et m′ tels que
H(m) = H(m′).
Dans le cadre de cette the`se, la re´sistance a` l’attaque sur la seconde pre´-image
n’intervient pas, puisque cela implique d’avoir une premie`re pre´-image, donc de
pouvoir de´ja` s’authentifier. Meˆme si les deux autres proprie´te´s doivent eˆtre garanties, il
est ge´ne´ralement plus facile quand on s’attaque aux mots de passe de chercher des pre´-
images correspondantes aux empreintes attaque´es, a` cause des biais introduits dans la
cre´ation des mots de passe. De plus, d’autres proprie´te´s de se´curite´ supple´mentaires
ne´cessaires pour le stockage du mot de passe sont pre´sente´es dans la section 1.2.2.
1.1.3 Candidat
Lors d’une attaque sur les mots de passe, un candidat est un mot ge´ne´re´ par
l’attaquant, qu’il compare avec un ou plusieurs mots de passe originaux dans le but
de trouver le plus de mots de passe possible. Ge´ne´rer des candidats est une e´tape
ne´cessaire lorsque les mots de passe ne sont pas directement accessibles, c’est-a`-dire
prote´ge´s par des fonctions de hachage ou de chiffrement. Dans ce cas, la strate´gie la
plus inte´ressante pour l’attaquant est de tester des candidats un par un et de ve´rifier
si leurs empreintes correspondent a` celles attaque´es.
1.1.4 Mode`le probabiliste et e´nume´rateur parfait
Un mode`le probabiliste de mot de passe est une mode´lisation de la manie`re dont
sont construits les mots de passe.
Mode`le probabiliste : Soit W = {w1, w2, w3, ...} un ensemble de mots (fini
ou) de´nombrable. On de´finit un mode`le probabiliste M qui associe pour chaque mot
w ∈ W la probabilite´ p(w) qu’un utilisateur choisisse w comme mot de passe. On
obtient ainsi la distribution de probabilite´ p telle que∑
w∈W
p(w) = 1.
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E´nume´rateur parfait : EM est un e´nume´rateur parfait base´ sur le mode`leM
qui e´nume`re les mots w1, w2, w3, ... tels que p(w1) ≥ p(w2) ≥ p(w3)... EM e´nume`re
les mots par probabilite´ de´croissante au sens large d’apre`s le mode`le.
Rang d’un mot : Soit X une variable ale´atoire telle que X
p←− W, c’est-
a`-dire que X est choisie dans W avec la distribution p. On de´finit la fonction
R :W → {1, ..., |W|} qui calcule le rang d’un mot w ∈ W , et on de´finit a` partir de
X la variable ale´atoire G = R(w) qui donne le nombre de candidats ge´ne´re´s par EM
pour trouver w.
Robustesse en moyenne : On note E[G] la valeur moyenne de G telle que
E[G] =
|W |∑
i=1
i.pi =
∑
w∈W
R(w)p(w).
E[G] est la robustesse en moyenne d’un mot deW . Cette formule est valable e´galement
pour les e´nume´rateurs probabilistes (non-parfaits), ou` seule la fonction R diffe`re car
les candidats ne sont plus e´nume´re´s dans l’ordre de´fini par M.
Attaque d’une base de donne´es D : On utilise E pour attaquer une base de
donne´es D de mots de passe en essayant les mots dans l’ordre d’e´nume´ration de E.
On de´finit la performance P (E, c) de E sur D apre`s c candidats e´nume´re´s comme le
rapport du nombre de mots trouve´s par E apre`s les c essais divise´ par le cardinal de
D, c’est-a`-dire :
P (E, c) =
|w ∈ D, R(w) ≤ c|
|D| .
Pour comparer deux mode`les M1 et M2, on fixe 0 < t ≤ 1 un ratio de D, et on
cherche pour chaque e´nume´rateur parfait EM1 et EM2 , les plus petit c
1
t et c
2
t tels
que P (EM1 , c
1
t ) = t et P (EM2 , c
2
t ) = t. On dit que M1 est meilleur que M2 pour
une t-attaque si c1t < c
2
t .
Exemple : Soit t = 1
2
. Soient P (E1, c
1
t = 10
6) = t et P (E2, c
2
t = 10
9) = t. E1
trouve la moitie´ de D en moins de tentatives que E2. On peut donc en conclure que
M1 est meilleur pour une 12 -attaque que M2.
Les grandes familles de mode`les probabilistes sont pre´sente´es dans la section 1.5.
1.1.5 E´nume´rateur probabiliste
En pratique, e´nume´rer les candidats par probabilite´ de´croissante est tre`s couˆteux,
car les mots de probabilite´s proches n’ont pas de raison de se ressembler. Par exemple,
“password” et “123456” sont deux mots de passe tre`s probables (parmi les plus utilise´s)
mais pourtant structurellement tre`s e´loigne´s. Si un e´nume´rateur devait les ge´ne´rer a`
la suite, il lui faudrait effectuer davantage d’ope´rations que pour deux mots proches.
Afin d’eˆtre efficace dans la ge´ne´ration des candidats, il est ne´cessaire de ge´rer un
compromis entre le couˆt de ge´ne´ration des candidats et leur production dans un ordre
de´croissant de probabilite´. Un e´nume´rateur probabiliste EM est donc un algorithme
efficace de ge´ne´ration de candidats base´ sur un mode`le M. EM n’est pas parfait
car il ne respecte pas la condition p(w1) ≥ p(w2) ≥ p(w3)...∀w ∈ W. Cependant,
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l’objectif des e´nume´rateurs probabilistes est le suivant : si l’on regroupe les candidats
ge´ne´re´s par paquets Wi de N candidats, et que l’on note
Π(Wi) =
∑
w∈W
p(w)
N
la probabilite´ moyenne des mots de Wi, alors on souhaite que
Π(Wi) > Π(Wi+1),
c’est-a`-dire que les probabilite´s moyennes des mots des Wi de´croissent au long de
l’e´nume´ration. Les e´nume´rateurs, a` de´faut de pouvoir ge´ne´rer les mots par probabilite´
de´croissante, parcourent des ensembles de mots pour lesquelles la probabilite´ moyenne
de´croˆıt. Ce compromis reste cohe´rent avec la t-attaque de´finie pre´ce´demment car
apre`s un grand nombre de candidats, l’ordre dans lequel ils ont e´te´ ge´ne´re´s a peu
d’influence sur la performance.
Il est toujours possible de comparer ces e´nume´rateurs entre eux avec le calcul de
P (E, c). Cependant, dire que c1t < c
2
t suffit a` dire que E1 est meilleur que E2 pour
une t-attaque, mais ne permet plus de dire que M1 est meilleur que M2.
Ces e´nume´rateurs sont dits probabilistes du fait qu’ils se reposent sur un mode`le
probabiliste, meˆme si tous les algorithmes qui le composent sont de´terministes. Ils
fonctionnent en deux e´tapes : l’apprentissage et l’e´nume´ration.
Apprentissage : cette e´tape consiste a` entraˆıner le mode`le probabiliste sur des
donne´es re´elles, lui permettant d’avoir une estimation de la loi de distribution des
mots de passe. Le choix des donne´es d’entraˆınement est donc tre`s important, car il
faut a` la fois proposer suffisamment de donne´es pour avoir une bonne estimation
de la distribution, et a` la fois proposer des donne´es les moins biaise´es possibles.
Un des risques souvent releve´ dans le domaine de l’apprentissage statistique est le
phe´nome`ne de sur-apprentissage : lorsque l’on fournit trop de donne´es sur lesquelles
s’entraˆıner, la mode`le fini par en apprendre les caracte´ristiques spe´cifiques.
E´nume´ration : cette deuxie`me e´tape consiste a` e´nume´rer les mots candidats en
suivant une strate´gie correspondante au choix du compromis entre e´nume´rer les mots
par ordre de probabilite´ selon le mode`le et le couˆt pour les ge´ne´rer. Cela ne´cessite de
maintenir une structure de donne´es a` parcourir, de´finie selon le mode`le probabiliste
et la strate´gie adopte´e pour le compromis.
E´valuation : pour e´valuer ces e´nume´rateurs, il faut donc choisir une base de
donne´es d’entraˆınement et une base de donne´es d’e´valuation. Pour cela, on utilise
ge´ne´ralement une base de mots de passe publique D. On effectue une partition
(Da,De) de D ou` Da sert a` l’apprentissage et De sert a` l’e´valuation de l’e´nume´ration.
Apre`s avoir entraˆıne´ le mode`le sur Da, on calcule P (EM, c) en utilisant De. Dans
les travaux re´alise´s durant cette the`se et sauf indication contraire, on partitionne D
ale´atoirement en deux ensembles de meˆme taille.
1.1.6 Base de mots de passe
Une base de mots de passe est un fichier, souvent sous format texte, compose´
d’un ensemble de mots de passe. Ces mots de passe sont ge´ne´ralement organise´s
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sous forme de liste, ou` chaque e´le´ment correspond a` un compte utilisateur. La
plupart du temps, quand une base de mots de passe fuite, elle contient e´galement
des informations personnelles supple´mentaires au mot de passe, comme l’identifiant
du compte, l’adresse me´l, le nom, le pre´nom, ou l’adresse de l’internaute.
Juridiquement, de´tenir une base de donne´es avec les informations personnelles
des utilisateurs rele`ve du recel, car ces bases de donne´es sont issues d’un crime ou
d’un de´lit. Cependant, dans les travaux de cette the`se, les informations personnelles
autre que les mots de passe ne sont pas utilise´es, uniquement les mots de passe ont
donc e´te´ conserve´s. Aussi, le fait de ne conserver que les mots de passe ne permet
plus de leur associer une identite´.
La robustesse des mots de passe de´pend du service sur lequel ils sont utilise´s. Un
utilisateur ne porte pas autant d’importance a` un compte LinkedIn ou Myspace qu’a`
son compte Facebook ou son compte mail.
Les bases de donne´es utilise´es durant cette the`se sont maintenant pre´sente´es.
Rockyou est la base publique la plus utilise´e dans la recherche, car les mots de
passe sont en clair et elle est facilement trouvable sur Internet. Rockyou est une
entreprise proposant des services de re´seau social et de jeu vide´o. En 2009, une
vulne´rabilite´ SQL a permis a` l’attaquant de re´cupe´rer les donne´es d’authentification
des 32 millions de compte. La politique de composition de mots de passe interdisait
d’utiliser des caracte`res spe´ciaux. L’entreprise a mis plusieurs jours avant de notifier
aux utilisateurs que leurs donne´es avaient fuite´.
LinkedIn est un re´seau social proposant de mettre en lien les professionnels pour
afficher leur carrie`re, leur emploi, leurs offres d’emplois, ... En 2012, un attaquant
se procure la base de donne´es contenant 164 millions d’adresses mail et de mots de
passe. Les donne´es n’e´taient pas disponibles jusqu’en 2016 ou` elles ont e´te´ vendues
sur le marche´ noir. Les mots de passe e´taient hache´s avec SHA-1 sans sel, ce qui a
permis d’en casser une tre`s grande partie en quelques jours. Aujourd’hui, 98% des
mots de passe ont e´te´ retrouve´s [44].
Myspace est un re´seau social permettant d’e´crire un blog et de partager ses
compositions musicales. En 2008, 360 millions d’adresses mail, de noms d’utilisateur
et de mots de passe sont re´cupe´re´s par un attaquant. Ces donne´es sont vendues en
2016 sur le marche´ noir. Les mots de passe e´taient mis tout en minuscules, tronque´s
a` 10 caracte`res et hache´s avec SHA-1 sans sel. Aujourd’hui, 98% des mots de passe
ont e´te´ retrouve´s [44].
Troy Hunt est un expert en se´curite´ informatique, proprie´taire du site “Have I
Been Pwned ? (HIBP)”. Ce site web permet a` un utilisateur de ve´rifier si ses donne´es
personnelles ont e´te´ compromises apre`s une fuite de base de donne´es. En 2017, Troy
Hunt rend disponible au te´le´chargement 300 millions de mots de passe prote´ge´s avec
SHA-1, sans sel. Ces mots de passe re´sultent de l’agre´gation de plusieurs bases de
donne´es ayant fuite´s. Aujourd’hui, 99,69% des mots de passe ont e´te´ retrouve´s [44],
dont une grande proportion e´taient de´ja` casse´s car faisant partie de pre´ce´dentes
fuites.
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1.2 Stockage des mots de passe
1.2.1 Ge´ne´ralite´s
Lorsque l’on souhaite s’authentifier aupre`s d’un service sur internet, dans la
grande majorite´ des cas c’est la connaissance d’un secret qui est retenue comme
me´thode d’authentification. Il est donc ne´cessaire au service de retenir l’ensemble
des secrets correspondants a` chacun de ses utilisateurs.
Il est e´vident que les secrets ne doivent pas eˆtre stocke´s tels quels, en clair,
puisqu’une intrusion serait suffisante a` l’attaquant pour prendre connaissance des
mots de passe de tous les utilisateurs. Aussi, il serait possible pour les administrateurs
des syste`mes de connaˆıtre les mots de passe des utilisateurs, meˆme si ce n’est pas
leur seul moyen de les connaˆıtre. Pour reme´dier a` ce proble`me, les fonctions de
hachage sont souvent utilise´es. Lors de l’inscription, l’empreinte du mot de passe est
stocke´e dans la base de donne´es, et lors de la connexion, l’empreinte est recalcule´e
puis compare´e a` celle enregistre´e lors de l’inscription. Puisqu’on estime qu’une
collision est peu probable, une correspondance entre les empreintes permet d’accepter
la connexion de l’utilisateur. Le chiffrement des mots de passe par une fonction
cryptographique syme´trique fait de´bat, car un attaquant qui retrouverait la cle´ de
chiffrement pourrait de´chiffrer tous les mots de passe, meˆme si elle n’est ge´ne´ralement
pas stocke´e au meˆme endroit que la base de mots de passe. Par exemple, la base
de donne´es d’Adobe a fuite´ en 2013, contenant 153 millions de comptes avec nom
d’utilisateur, adresse mail, mot de passe chiffre´ avec 3DES et un indice sur ce mot
de passe (en cas d’oubli). La cle´ de chiffrement n’a toujours pas e´te´ retrouve´e, meˆme
si les indices sur les mots de passe permettent d’avoir une bonne confiance sur les
mots de passe correspondants. Il existe d’ailleurs des mots croise´s a` ce sujet [14].
Un second proble`me qui se pose est le fait que deux utilisateurs partageant le
meˆme mot de passe auraient la meˆme empreinte dans la base de donne´es, ce qui n’est
pas souhaitable dans le cas d’une attaque car cela facilite le travail de l’attaquant.
Pour re´soudre ce proble`me est introduite la notion de sel : c’est une chaˆıne ale´atoire
qui pre´fixe le mot de passe avant de calculer son empreinte et qui est stocke´e a` ses
coˆte´s dans la base de donne´es. Ainsi, meˆme si deux utilisateurs partagent le meˆme
mot de passe et a` condition que la taille du sel soit suffisamment grande, ils ne
partagerons pas la meˆme empreinte dans la base. Ceci oblige l’attaquant a` recalculer
les empreintes avec tous les sels de la base pour chacune des tentatives qu’il effectue.
1.2.2 Choix de la fonction de hachage
Il existe beaucoup de fonctions de hachage disponibles dans la litte´rature. Cepen-
dant, les besoins en se´curite´ pour stocker les mots de passe et en cryptographie ne
sont pas les meˆmes. En ge´ne´ral, la taille des entre´es en cryptographie est grande, ce
qui n’est pas le cas des mots de passe, qui dans la grande majorite´ des cas sont tre`s
courts. Du fait que les mots de passe soient des entre´es courtes, mais e´galement du
fait que ce soient des humains qui les ge´ne`rent, l’attaquant a un avantage a` essayer
des mots candidats puis a` comparer leurs empreintes a` celles attaque´es.
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Les fonctions de hachage cryptographiques telles que SHA-1, SHA-256, SHA-512,
SHA3, MD5, ... sont conc¸ues pour eˆtre rapides, re´sistantes aux collisions, et aux
attaques par pre´-image. Dans un contexte de stockage des mots de passe, la rapidite´
de la fonction de hachage donne un avantage a` l’attaquant, car il devient capable
d’essayer beaucoup de candidats dans un temps imparti. Une fonction de hachage
particulie`re, celle utilise´e dans Windows (jusqu’a` Windows 7 pour compatibilite´),
est NTLM. Elle avait la particularite´ de mettre le mot de passe en majuscules et de
hacher se´pare´ment ses 7 premiers octets et ses 7 derniers, ce qui donnait un avantage
conse´quent a` l’attaquant, car il est plus facile d’attaquer deux mots de passe de 7
octets qu’un seul de 14 octets.
Des fonctions de hachage ont donc e´te´ de´veloppe´es afin de pouvoir stocker les
mots de passe de manie`re plus se´curise´e. On peut citer bcrypt [43], scrypt [42],
PBKDF2 [32] et Argon2 [2]. Ces fonctions ont l’avantage d’eˆtre lentes, c’est-a`-dire
que calculer l’empreinte d’un mot requiert de re´pe´ter une ope´ration couˆteuse un
grand nombre de fois. Par exemple, bcrypt repose sur la re´pe´tition de la fonction
d’initialisation des cle´s de la fonction de chiffrement Blowfish, qui est couˆteuse. Le
deuxie`me avantage de ces fonctions, c’est qu’elles sont adaptatives, c’est-a`-dire qu’il
est possible de parame´trer le couˆt ne´cessaire (en temps, en espace me´moire, en nombre
de threads) pour calculer une empreinte. Cela consiste simplement a` faire varier le
nombre de fois ou` l’ope´ration couˆteuse est re´pe´te´e. De cette manie`re, il devient possible
de s’adapter a` l’augmentation de la puissance de calcul de l’attaquant. Ces deux
avantages permettent aussi de rendre beaucoup moins inte´ressant l’utilisation des
cartes graphiques et des circuits imprime´s de´die´s au cassage des mots de passe (ASIC,
FPGA), car il ne devient plus possible de grandement paralle´liser les ope´rations
duˆ au fait que ces fonctions sont couˆteuses en me´moire. Les ASIC et les FPGA
sont devenus tre`s populaires (et donc plus abordables) avec l’arrive´e du minage des
cryptomonnaies.
Il est donc aujourd’hui vivement recommande´ d’utiliser ces fonctions de hachage
lentes et couˆteuses en me´moire. Elles ont tendance a` eˆtre de plus en plus utilise´es,
meˆme si elle ne sont pas encore majoritaires dans les fuites de donne´e que l’on constate
ces dernie`res anne´es. La figure 1.1 montre la distribution des fonctions de hachage
utilise´es dans les fuites re´centes. Ces statistiques sont cependant suˆrement biaise´es,
du fait qu’un service qui utilise une mauvaise fonction de hachage a probablement
plus de risques de se faire voler sa base a` cause de mauvaises pratiques de se´curite´.
Ces fonctions ont tout de meˆme le de´savantage d’augmenter la charge de l’infra-
structure du service qui les utilise, mais la se´curite´ a un prix. Ce de´savantage n’est
cependant rien compare´ a` la se´curite´ offerte par ces fonctions.
Quelque soit le choix de la fonction et de ses parame`tres, l’utilisation d’une
fonction de hachage lente est de´ja` une progression majeure compare´e a` l’utilisation
des fonctions rapides. Si l’on en vient a` se poser la question de quelle fonction lente
choisir et avec quels parame`tres, c’est de´ja` qu’une bataille a e´te´ gagne´e. Cependant,
il est raisonnable de ne pas choisir des parame`tres plus petits que ceux par de´faut.
Si l’on se re´fe`re a` la publication spe´ciale du NIST [38], le nombre d’ite´ration pour
PBKDF2 doit eˆtre d’au moins 10000, ce qui e´quivaut a` un couˆt 10 pour bcrypt (210
ite´rations) et 512 tours pour Argon2i (avec m = 8Kb, p = 1) sur un ordinateur
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Figure 1.1 – Distribution de l’utilisation des fonctions de hachage dans les fuites de
mots de passe depuis 2011. Source : haveibeenpwned.com
portable moyen.
1.3 Attaques
Il existe diffe´rentes attaques sur les mots de passe, elles sont pre´sente´es ici.
Chaque attaque (sauf quelques cas) peut eˆtre utilise´e soit pour une attaque en ligne
ou hors-ligne.
1.3.1 Types d’attaque
Il existe deux familles d’attaques sur les mots de passe : en ligne et hors-ligne.
Lorsque l’on attaque des mots de passe, on essaie de deviner les mots de passe un
a` un en effectuant une requeˆte aupre`s d’un oracle afin de savoir si la tentative est
correcte. Ces deux familles d’attaques permettent de distinguer deux oracles :
— attaque en ligne : l’oracle est a` distance, sur le re´seau, de´tenu par le serveur et
hors de controˆle de l’attaquant
— attaque hors-ligne : l’oracle est local, hors du re´seau, de´tenu par l’attaquant et
partiellement sous le controˆle de l’attaquant
1.3.1.1 En ligne
Une attaque en ligne consiste pour l’adversaire a` se rendre sur l’interface de
connexion du service, jouant le roˆle d’oracle, et a` essayer diffe´rentes combinaisons
nom d’utilisateur / mot de passe. Cette attaque requiert une connexion au re´seau et
demande de questionner le service a` chaque tentative. Elle est par conse´quent tre`s
couˆteuse pour l’attaquant.
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Cette attaque est compose´e de deux e´tapes pour chaque tentative : ge´ne´rer un
candidat, et ve´rifier aupre`s du service en ligne s’il est correct. L’oracle peut eˆtre
configure´ pour accepter un nombre de requeˆtes limite´.
1.3.1.2 Hors-ligne
Contrairement a` l’attaque en ligne, l’attaque hors-ligne ne requiert pas de
connexion au re´seau. Apre`s s’eˆtre procure´ une copie de la base de donne´es contenant
la liste mots de passe prote´ge´s du service, l’attaquant se charge lui-meˆme de ve´rifier si
les couples nom d’utilisateur / mot de passe sont pre´sents. L’attaquant joue lui-meˆme
le roˆle de l’oracle. Cette attaque requiert cependant une intrusion (par l’attaquant
ou une entite´ tierce) dans le syste`me du service en question pour y re´cupe´rer la base
de donne´es. Le couˆt de l’attaque dans ce cas de´pend du niveau de protection offert
par le service sur les mots de passe ainsi que des ressources mate´rielles dont dispose
l’attaquant.
Cette attaque se de´compose en trois e´tapes : ge´ne´rer un candidat, le hacher, et
ve´rifier s’il est dans la base de donne´es. Le nombre de requeˆtes aupre`s de l’oracle est
illimite´, mais des contre-mesures comme les fonctions de hachage lentes permettent
de rendre couˆteuses les requeˆtes.
Dans ce manuscrit, on se place dans un sce´nario d’attaque hors-ligne, et on ne
conside`re pas les attaques en ligne.
1.3.2 Force brute
Probablement l’attaque la plus connue du grand public, la force brute est un
e´nume´rateur non-probabiliste. Elle consiste a` tester toutes les combinaisons possibles
d’un jeu de caracte`res donne´, de manie`re incre´mentale. Cette attaque garantit de
trouver les mots de passe attaque´s, a` condition que les caracte`res qui les composent
soient dans le jeu de caracte`res utilise´. Cependant, elle requiert un temps infini
pour garantir de trouver tous les mots, c’est pourquoi en pratique ces attaques sont
tronque´es. En ge´ne´ral, si une fonction de hachage rapide est utilise´e pour prote´ger les
mots de passe, c’est la premie`re attaque lance´e. Si l’on conside`re un jeu de caracte`res
de taille 95 (26 lettres minuscules, 26 majuscules, 10 chiffres, 33 caracte`res spe´ciaux),
il faut 3h45 et 8 cartes graphiques GTX 1080Ti pour casser tous les mots de passe
de moins de 8 caracte`res prote´ge´s avec NTLM [19].
Calcul du rang d’un mot m pour la force brute :
Soit l la taille du mot m = c1...cl, et soit A l’alphabet utilise´ par la force brute.
Le rang R(m) est calcule´ tel que
R(m) = Acl − 1 +
l−1∑
i=1
|A|i + (Aci − 1)|A|l−i
ou` Aci est la position de la lettre ci dans l’alphabet A.
preuve : e´nume´rer m = c1...cl peut se de´composer en 2 e´tapes : 1) e´nume´rer tous
les mots de taille 1 ≤ i < l, puis 2) e´nume´rer les mots de taille l qui pre´ce`dent m
dans l’ordre lexicographique.
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1) Il y a
∑l−1
i=1 |A|i mots de taille 1 ≤ i < l.
2) pour compter les mots de taille l qui pre´ce`dent m = c1...cl dans l’ordre lexico-
graphique, il faut compter les mots w = w1...wl tels que w1 < c1, puis les mots
w = c1w2...wl tels que w2 < c2, ainsi de suite jusqu’aux mots w = c1...cl−1wl tels que
wl < cl. Ceci est e´quivalent, pour chaque lettre ci du mot m, a` e´nume´rer Aci fois
tous les mots de taille l − i. Il y a donc
l∑
i=1
(Aci − 1)|A|l−i
mots de taille l qui pre´ce`dent m dans l’ordre lexicographique. On a donc
R(m) =
∑l−1
i=1 |A|i +
∑l
i=1(Aci − 1)|A|l−i
= Acl − 1 +
∑l−1
i=1 |A|i + (Aci − 1)|A|l−i
1.3.3 Dictionnaire
Un dictionnaire est une liste de mots qui peuvent a` la fois provenir du dictionnaire
d’une langue ou bien eˆtre une compilation de mots de passe pre´ce´demment casse´s.
Une attaque par dictionnaire consiste donc a` choisir un dictionnaire et a` essayer
chacun de ses mots un par un. Elle est bien souvent utilise´e dans un sce´nario d’attaque
hors-ligne. Cependant dans le cas d’une attaque en ligne, un dictionnaire bien plus
petit et personnalise´ est plus inte´ressant compte tenu des protections re´seau possibles.
Cette attaque est tre`s rapide car elle ne requiert aucun calcul pour ge´ne´rer les
candidats. Elles est e´galement l’une des premie`res attaques lance´es lorsque la fonction
de hachage est rapide.
1.3.4 Re`gles de re´e´criture
Cette technique n’est pas une attaque au sens propre mais se combine a` une
attaque, le plus souvent celle par dictionnaire. Elle consiste a` transformer les candidats
en appliquant des re`gles de remplacement, d’ajout, de suppression, d’inversion de
caracte`res afin d’imiter les me´thodes utilise´es par les humains pour cre´er leurs mots
de passe.
Une re`gle de re´e´criture R : A → X est une fonction qui remplace toutes les
occurrences du mot A par le mot X dans un mot w. Les re`gles de re´e´criture
s’appliquent donc a` des mots et permettent de produire d’autres mots. Par exemple,
si w = abaaaababb et R : a→ c, alors R(w) = cbccccbcbb. L’exemple le plus connu est
le leetspeak, ou` l’on remplace des lettres par des chiffres ou des caracte`res spe´ciaux,
par exemple le mot “password” devient “p@$$w0rd”. SiW est l’ensemble des mots de
de´part, et {R1, ..., Rn} un ensemble de re`gles de re´e´criture diffe´rentes, alors l’ensemble
des mots produits correspond a` l’application de chaque re`gle sur chaque mot de W
(il peut y avoir des doublons) et son cardinal est N = n× Card(W). De ce fait, N
peut eˆtre tre`s grand si l’on utilise un grand dictionnaire avec beaucoup de re`gles.
Par exemple, le dictionnaire “openwall” de John The Ripper, contient 5 millions de
mots, et Hashcat propose une compilation des 64 re`gles de re´e´criture les plus utilise´es.
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Si l’on combine les deux, on obtient un ensemble de 320 millions de mots. C’est
pourquoi il est ne´cessaire, pour un attaquant, de limiter la taille du dictionnaire ou
le nombre de re`gles en fonction de sa puissance de calcul.
1.3.5 Compromis temps-me´moire
Les compromis temps-me´moire, dans le cadre des attaques sur les mots de passe,
permettent d’effectuer des pre´-calculs sur les fonctions de hachage utilise´es. La
premie`re publication d’un tel compromis est celle de Martin Hellman [20] qui est
destine´e a` casser des cle´s cryptographiques. Dans cette publication, Hellman propose
une manie`re efficace de stocker des pre´-calculs de pre´-images d’une fonction de
hachage. Pour cela, on calcule des chaˆınes en appliquant successivement a` un mot
de de´part m la fonction de hachage H et une fonction de re´duction R. R prend
une empreinte, sortie de H, en entre´e et produit un mot dans l’espace que l’on veut
couvrir. On calcule ainsi e = H(R(H(R(...R(H(m)))))) et on stock m et e. Il est
possible ainsi de savoir si l’empreinte H(m′) d’un mot m′ que l’on souhaite retrouver
est dans la table. Soit e′ = H(m′). Si e′ est stocke´e dans la table a` la chaˆıne i,
alors m′ = R(H(R(...R(H(mi))))), c’est-a`-dire que l’on retrouve m′ en appliquant
toute la chaˆıne sauf la dernie`re fonction de hachage. Si e′ n’est pas dans la table,
alors on calcule e′′ = H(R(e′)) et on cherche si e′′ est dans la table, de la meˆme
manie`re qu’avec e′ (sauf qu’on effectue un hachage et une re´duction de moins que
pour retrouver m′ quand e′ est dans la table). On re´pe`te cette ope´ration jusqu’a`
trouver e(n) qui soit dans la table ou que n de´passe la taille des chaˆınes de la table.
Le principal proble`me de cette structure re´side dans la fait que R peut provoquer
des collisions (H aussi mais dans une moindre mesure), c’est-a`-dire deux empreintes
diffe´rentes qui produisent le meˆme mot. On dit que les chaˆınes fusionnent et dans ce
cas, la fin d’une chaˆıne peut avoir plusieurs de´buts.
Philippe Oechslin [39] propose de diversifier la fonction R afin de re´duire le
nombre de collisions et donc de fusions des chaˆınes (voir Figure 1.2). Ainsi, il fixe le
nombre de fonctions de re´duction et parame`tre chacune d’entre elles avec un entier
diffe´rent. Meˆme si deux empreintes ei et ej produisent le meˆme mot mi+1 par des
Figure 1.2 – Exemple de calcul de table arc-en-ciel (Wikipe´dia)
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fonctions de re´ductions Ri et Rj , la suite de la chaˆıne sera diffe´rente a` condition que
i 6= j et donc les chaˆınes de fusionnent pas.
Les tables arc-en-ciel sont un compromis temps-me´moire tre`s inte´ressant pour
casser des mots de passe. Par exemple, a` l’e´poque de la publication, la fonction de
hachage de Windows tronquait les mots de passe a` 14 caracte`res, les mettait en
majuscules et hachait se´pare´ment la premie`re et la deuxie`me moitie´. Il e´tait possible
d’essayer les 237 mots de passe diffe´rents (7 caracte`res parmi 36 avec re´pe´titions) en
seulement 13 secondes avec une table arc-en-ciel de 7Go. Une manie`re efficace et
facile de se pre´munir des compromis temps-me´moire est d’utiliser un sel. Il oblige
l’attaquant a` pre´-calculer une table pour chaque valeur de sel possible, ce qui n’est pas
faisable lorsque l’univers des sels est suffisamment grand, d’ou` l’inte´reˆt de choisir un
sel de taille suffisante. Bcrypt utilise un sel de 128 bits, ce qui permet de diversifier la
fonction de hachage de 2128 manie`res diffe´rentes. Meˆme si le sel est une contre-mesure
tre`s efficace face aux tables arc-en-ciel (et aux pre´-calculs en ge´ne´ral), les fuites de
donne´es re´centes montrent que son usage n’est pas encore totalement ge´ne´ralise´.
De telles attaques ne sont pas prises en compte dans ce manuscrit.
1.3.6 Filtres de Bloom et de´rive´s
Lorsque l’on attaque les mots de passe dans un sce´nario hors-ligne, il est ne´cessaire
de ve´rifier si les candidats ge´ne´re´s sont pre´sents dans la base de donne´es. Cependant,
il est impensable de stocker la base de donne´es telle quelle en me´moire, car cette
base peut parfois atteindre des tailles allant jusqu’a` plusieurs gigaoctets.
Pour re´soudre ce proble`me, on utilise une structure de donne´es probabiliste
appele´e filtre de Bloom [3]. Cette structure permet de ve´rifier l’absence d’un e´le´ment
de manie`re certaine, mais ve´rifier la pre´sence d’un e´le´ment s’effectue avec une certaine
probabilite´ d’erreur. Il peut donc y avoir des faux positifs mais pas de faux ne´gatifs.
L’inte´reˆt d’une telle structure est le fait que sa taille en me´moire soit fixe et petite
compare´e a` la taille de l’ensemble des e´le´ments qu’elle contient.
Ces filtres sont construits de la manie`re suivante. Soit T un tableau de m bits,
initialise´ a` 0. Soit P un ensemble d’e´le´ment a` stocker. Soient hi, 1 ≤ i ≤ k un
ensemble de fonctions de hachage telles que hi : P → [1,m].
Insertion : pour inse´rer un e´le´ment e ∈ P , on calcule ti = hi(e) et on e´crit T [ti] = 1
pour 1 ≤ i ≤ k.
Ve´rification : pour ve´rifier si un e´le´ment e ∈ P est pre´sent, on calcule ti = hi(e) et
ve´rifie si T [ti] = 1 pour 1 ≤ i ≤ k. Si au moins une case n’est pas a` 1, alors l’e´le´ment
est absent avec certitude. Si toutes les cases sont a` 1, alors l’e´le´ment est ge´ne´ralement
pre´sent avec forte probabilite´.
Il peut y avoir des faux positifs du fait que les T [ti] ont pu eˆtre mis a` 1 par
plusieurs insertions auparavant. Dans le cas ou` un e´le´ment est annonce´ pre´sent, le
logiciel de cassage de mot de passe fera une ve´rification de pre´sence supple´mentaire
dans la base de donne´es elle-meˆme. Ce syste`me a quand meˆme l’avantage de re´duire
grandement le nombre de recherches dans la base de donne´es car un candidat est en
moyenne plus souvent absent que pre´sent dans le filtre de Bloom.
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1.4 Outils
Dans cette section sont pre´sente´s les outils utilise´s pendant cette the`se.
1.4.1 Hashcat
Hashcat est un logiciel libre de cassage de mots de passe [47]. Il s’utilise en ligne
de commande et permet d’utiliser les cartes graphiques de la machine pour casser
une liste de mots de passe prote´ge´s par une fonction de hachage. Il supporte pre`s de
400 fonctions de hachage diffe´rentes. Il posse`de plusieurs modes d’attaques :
— par dictionnaire avec ou sans re`gle de re´e´criture
— utilisant un mode`le de chaˆıne de Markov
— par combinaison de deux dictionnaires (les candidats sont le produit carte´sien
des deux ensembles, par concate´nation)
Une fonctionnalite´ ajoute´e re´cemment dans Hashcat et qui tisse un pont avec le
travail effectue´ durant cette the`se est la fonction “slow candidates”. Il s’agit d’une
interface logicielle permettant d’y attacher des e´nume´rateurs de candidats avance´s
qui pour la plupart sont lents, tels que OMEN, la PCFG de Weir, ... Cela permettra
dans le futur d’implanter plus facilement les algorithmes de la litte´rature au sein
meˆme d’Hashcat, e´vitant ainsi d’avoir a` communiquer a` travers des tubes entre le
programme e´nume´rateur et le programme qui appliquait la fonction de hachage. Le
second inte´reˆt majeur d’une telle interface est de pouvoir effectuer le maximum de
travail sur le CPU puisque les fonctions de hachage lentes empeˆchent d’exploiter le
paralle´lisme des cartes graphiques.
Le mode Markov implante´ dans Hashcat est une version modifie´e du mode`le
pre´sente´ en section 1.5.1 : il tient compte des positions des caracte`res. Lors de
sa phase d’apprentissage, Hashcat entraˆıne le mode`le en me´morisant e´galement la
position du n-gram dans le mot. Lors de la phase d’attaque, Hashcat choisit d’abord
les chaˆınes qui satisfont les positions.
De part son usage intensif des cartes graphiques et du langage OpenCL, les
phe´nome`nes e´tudie´s dans cette the`se sont parfois difficiles a` mesurer. Par exemple,
mesurer le temps ne´cessaire pour ge´ne´rer un candidat n’a pas re´ellement de sens
quand les calculs se font de manie`re paralle`le.
1.4.2 John The Ripper
John The Ripper est un logiciel libre de cassage de mots de passe [25]. Il est a`
l’origine destine´ a` re´cupe´rer les mots de passe d’une machine UNIX, mais supporte
de´sormais plus d’une centaine de fonctions de hachage. Il est populaire du fait qu’il
peut fonctionner sans avoir besoin d’eˆtre configure´, meˆme s’il posse`de des parame`tres
avance´s pour les utilisateurs plus aguerris. John The Ripper utilise essentiellement le
CPU et permet nativement de paralle´liser et distribuer une attaque sur plusieurs
nœuds d’un re´seau, meˆme si la manie`re de re´partir le travail est rustique (pas de
communication entre les nœuds). Il posse`de plusieurs modes d’attaques :
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— “single” : utilisation des informations personnelles des comptes utilisateurs a`
attaquer (nom d’utilisateur, ...)
— “incremental” : un mode simple base´ sur un mode`le de chaˆıne de Markov
d’ordre 2
— “external” : permet a` l’attaquant de coder une strate´gie de ge´ne´ration des
candidats
— “Markov” : utilisation d’un mode`le de chaˆıne de Markov configurable dans les
fichiers de configuration
— “wordlist” : attaque par dictionnaire
— “rules” : application des re`gles de re´e´criture
Puisque John The Ripper ne fait quasiment pas usage des cartes graphiques pour
attaquer les mots de passe, il est plus facile d’y inte´grer des mesures utiles dans
cette the`se. Par exemple, mesurer le temps pour ge´ne´rer un candidat peut se faire
facilement a` condition que les calculs soient effectue´s de manie`re se´quentielle.
Calcul du rang d’un mot m pour le mode Markov de JtR : L’estimation
du rang R(m) dans l’e´nume´ration de JtR-Markov se fait en calculant un encadrement
de ce rang. Apre`s avoir effectue´ l’apprentissage sur une base de donne´es, on dispose
d’un fichier contenant les statistiques calcule´es par l’algorithme d’apprentissage. Il se
pre´sente sous la forme suivante :
proba1 (97) = 97
proba2 (112) = 51
proba2 (122) = 44
proba2 (100) = 51
. . .
ou` chaque ligne contient la fre´quence d’un 1-gram ou 2-gram. Pour chaque ligne,
la partie droite de l’e´galite´ correspond au niveau du N -gram, c’est-a`-dire la valeur
logarithmique discre´tise´e de sa fre´quence, ce qui permet de travailler avec des sommes
plutoˆt qu’avec des produits. Plus le niveau est grand, moins le N -gram est fre´quent.
Ensuite, “proba1” signifie que la fre´quence correspond a` la premie`re lettre d’un mot
(un 1-gram), et “proba2” a` la fre´quence d’un 2-gram. Entre parenthe`ses se situent
les codes ASCII des lettres composants le N -gram concerne´ par cette fre´quence. La
premie`re ligne indique que la lettre ’a’ (97 en ASCII) a un niveau de 97 lorsqu’elle
commence un mot, tandis que la deuxie`me ligne indique que ’ap’ (97 et 122 en ASCII)
a un niveau de 51. Le niveau d’un mot m est la somme des niveaux des N -grams qui
le composent. Par exemple, le niveau du mot “password” est calcule´ en ajoutant les
niveaux du 1-gram ’p’ et des 2-grams “pa”, “as”, “ss”, “sw”, “wo”, “or”, et “rd”.
Ainsi, plusieurs mots peuvent avoir le meˆme niveau. L’encadrement du rang R(m)
peut eˆtre calcule´ en utilisant l’outil “genmkvpwd” fourni avec John The Ripper. E´tant
donne´ le fichier de statistiques, le niveau n du mot et la taille des candidats a` ge´ne´rer,
l’outil calcule le nombre de candidats a` ge´ne´rer pour atteindre n, ce qui de´finit la
borne infe´rieure Rl(m) ≤ R(m). Il faut ensuite calculer le nombre de candidats a`
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ge´ne´rer pour atteindre n+ 1, ce qui de´finit la borne supe´rieure R(m) ≤ Rs(m). On
prend alors le milieu
Rl(m) +Rs(m)
2
de ces bornes comme estimation de R(m).
1.4.3 PACK
PACK (Password Analysis and Cracking Kit) est un ensemble de scripts en
Python permettant d’effectuer des analyses statistiques sur une liste de mots de
passe. Il est compose´ de 4 scripts :
— StatsGen : affiche les statistiques relatives a` la liste de mots de passe telles que
la taille, les caracte`res utilise´s, les masques correspondants ...
— MaskGen : a` partir d’une analyse effectue´e par StatsGen, MaskGen ge´ne`re les
masques correspondants dans un format utilisable pas les logiciels de cassage
de mots de passe
— PolicyGen : permet de ge´ne´rer un ensemble de masques satisfaisant des
contraintes impose´es aux mots de passe dans un contexte d’entreprise par
exemple
— RuleGen : permet de tenter de deviner les re`gles de re´e´critures utilise´es pour
passer d’un mot du dictionnaire a` son mot de passe
Puisque PACK est un logiciel relativement lent, nous avons de´veloppe´ notre
propre logiciel d’analyse statistique des mots de passe. Les de´tails techniques sont
de´crits dans l’annexe A.
1.5 Familles de mode`les probabilistes
Dans la litte´rature, il existe trois grandes familles de mode`les probabilistes pour les
mots de passe : les chaˆınes de Markov, les grammaires probabilistes non-contextuelles
(PCFG), et les mode`les utilisant l’apprentissage profond.
Les mode`les probabilistes sont particulie`rement inspire´s des mode´lisations ef-
fectue´es dans le domaine du traitement automatique du langage naturel. Ceci est
principalement duˆ au fait que, bien souvent, les internautes construisent leurs mots
de passe en utilisant des mots ou des noms dans leur langue. Ainsi, cela explique
pourquoi les attaques base´es sur ces mode`les fonctionnent particulie`rement bien.
1.5.1 Chaˆınes de Markov
Les chaˆınes de Markov sont connues pour eˆtre efficaces dans la mode´lisation
du langage. Elles permettent d’estimer la probabilite´ d’apparition d’une lettre de
l’alphabet dans un mot en fonction d’un nombre fixe de lettres qui la pre´ce`dent.
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La probabilite´ classique p(m) (hors mode´lisation) d’un mot m = c1c2...ck est
p(m) = p(c1)p(c2|c1)p(c3|c1c2)...p(ck|c1c2...ck−1) =
k∏
i=1
p(ci|c1..ci−1)
c’est-a`-dire que la probabilite´ d’apparition d’une lettre de´pend de toutes les pre´ce´dentes.
Un mode`le de chaˆıne de Markov permet de calculer une estimation ρn de cette
probabilite´ avec
ρn(m) = p(c1)p(c2|c1)...p(ck|ck−n..ck−1) =
k∏
i=1
p(ci|ci−n..ci−1)
ou` n, appele´ l’ordre, est le parame`tre qui de´termine la me´moire du processus.
Plus n est grand, plus ρn est proche de p, mais plus la mode´lisation est couˆteuse en
me´moire, car il faut pouvoir stocker tous les n-grams possibles. Dans le cas ou` n = 0,
ρ0(m) =
∏k
i=1 p(ci), le processus n’a pas de me´moire.
En 2005, Arvind Narayanan et Vitaly Shmatikov [37] proposent un nouveau
compromis temps-me´moire (appele´ temps-espace dans la publication) reposant sur
un mode`le de chaˆıne de Markov. Le postulat de base est que les utilisateurs ont
tendance a` reproduire la distribution des lettres de leur langage dans leurs mots de
passe. Ainsi, il est possible de re´duire l’espace de recherche des mots en exploitant des
techniques de mode´lisation Markoviennes utilise´es dans le traitement automatique des
langues. Les auteurs proposent dans un second temps un algorithme qui ge´ne`rent des
candidats en utilisant les pre´-calculs effectue´s. Ceci de´fini un e´nume´rateur probabiliste
base´ sur les chaˆınes de Markov.
L’e´tape d’apprentissage consiste a` calculer les fre´quences de tous les n-grams,
sous-parties de taille n d’un mot, d’une liste de mots en entre´e. L’algorithme ge´ne`re
ensuite, dans sa phase d’e´nume´ration, des nouveaux candidats en essayant de les
ge´ne´rer du plus probable au moins probable. Dans cet article, les valeurs de n
propose´es sont 0 et 1 : on parle de chaˆıne de Markov d’ordre 0 et 1.
Un inte´reˆt supple´mentaire de cet algorithme est le fait qu’il dispose d’une fonction
d’indexation, qui permet en un temps raisonnable de ge´ne´rer le ie´me candidat sans
ge´ne´rer les i − 1 pre´ce´dents, ce que ne permettent pas les autres e´nume´rateurs
probabilistes d’aujourd’hui.
Cet algorithme est la base des modes Markov des logiciels John The Ripper et
Hashcat. OMEN [11] est un e´nume´rateur probabiliste base´ sur les chaˆınes de Markov.
Il est pre´sente´ en section 3.4.1. OMEN et le mode Markov de John The Ripper sont
les deux e´nume´rateurs base´s sur les chaˆınes de Markov e´tudie´s dans ce manuscrit.
Une e´tude plus approfondie de l’algorithme d’OMEN est effectue´e dans le chapitre 6.
1.5.2 Grammaires probabilistes non-contextuelles
1.5.2.1 Ge´ne´ralite´s
Les grammaires probabilistes non-contextuelles (Probabilistic Context-Free Gram-
mars en anglais) sont e´galement efficaces pour mode´liser un langage. Une PCFG peut
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eˆtre de´finie [29] comme un quintuplet d’ensembles finis 〈Σ,N ,S,R,P〉, ou` Σ est un
ensemble de symboles terminaux, N un ensemble de non-terminaux, S le symbole
spe´cial “de´but” de N , et R un ensemble de re`gles de production de la forme A→ B
avec A ∈ N et B ∈ (Σ ∪N )∗. Ces grammaires sont dites non-contextuelles car les
parties gauches des re`gles de production ne sont toujours forme´es que d’un seul
symbole de N . Elles sont dites probabilistes car a` chaque re`gle de production A→ B
est associe´e une probabilite´ PA→B ∈ [0, 1]. On a donc une distribution de probabilite´s
sur A note´e PA(B) = PA→B. Le dernier ensemble P = {PA→B|(A → B) ∈ R} est
l’ensemble de toutes les probabilite´s associe´es aux re`gles telles que
∀A ∈ N ,
∑
{B|(A→B)∈R}
PA→B = 1.
On note W l’ensemble des mots produits par une PCFG. Pour tout mot w ∈ W ,
on note Rw l’ensemble des re`gles qui permettent de le produire. Rw est unique, c’est
le seul ensemble qui permet de produire w, car les PCFG sont non-ambigue¨s. W est
donc un produit carte´sien, ce qui nous permet de de´finir la probabilite´
p(w) =
∏
A→B∈Rw
PA→B
c’est-a`-dire que la probabilite´ de w est le produit des probabilite´s des re`gles permettant
de le produire.
Dans la litte´rature, il existe deux e´nume´rateurs utilisant les grammaires proba-
bilistes : l’e´nume´rateur de Weir [54] et celui de Komanduri [29]. Dans cette the`se,
seule la grammaire de Weir a e´te´ e´tudie´e.
1.5.2.2 Grammaire de Weir
Matt Weir propose en 2009 [54] un algorithme de ge´ne´ration de candidat base´ sur
des Grammaires Probabilistes Non Contextuelles (PCFG), qu’il fixe comme e´tant non
re´cursives et non ambigue¨s. Les candidats ainsi ge´ne´re´s correspondent en re´alite´ aux
terminaux de la grammaire. Pour cela, Weir de´finit Q = (N\S) comme l’ensemble
des symboles non-terminaux sans le symbole “de´but”, et les re`gles de production de
la grammaire sont soit de la forme
S → Q,Q ∈ Q∗
soit de la forme
A→ T,A ∈ Q, T ∈ Σ.
Les e´le´ments de Q∗ sont appele´s bases compose´es. Graˆce a` ces deux formes de re`gle,
les grammaires ne sont pas re´cursives car tous les symboles, hormis S, produisent
des terminaux. Deux contraintes sont ajoute´es a` ces grammaires :
— les symboles a` gauche et a` droite dans une re`gle doivent eˆtre de meˆme longueur
— un terminal ne peut comporter les lettres que d’un seul alphabet
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Σ : {password, baseball, 123, !} (terminaux)
N : {S, L8, D3, S1} (non-terminaux)
R : S → L8S1 (bases compose´es)
S → L8D3S1
L8 → password (production des terminaux)
L8 → baseball
D3 → 123
S1 →!
P : PS→L8S1 = 0.75 (probabilite´s)
PS→L8D3S1 = 0.25
PL8→password = 0.5
PL8→baseball = 0.5
PD3→123 = 1.0
PS1→! = 1.0
Figure 1.3 – Un exemple de grammaire probabiliste non-contextuelle
Les alphabets de´finis dans le cadre de ces grammaires sont L,D, S ou` L contient
tous les lettres alphabe´tiques de la langue anglaise, D les chiffres et S les caracte`res
spe´ciaux. Ainsi, Q peut s’e´crire de la forme Q = {Li, Di, Si},∀i ∈ [1,M ] ou` M
est une longueur maximale arbitraire des symboles. L’indice i indique la longueur
des symboles des parties droites des re`gles de production (a` cause de la premie`re
contrainte).
La figure 1.3 montre un exemple d’une PCFG de´duite depuis le corpus de
mots {password !, password !, baseball !, baseball123 !}, ou` PA→B est la probabilite´
d’application de la re`gle A→ B.
Pour ge´ne´rer de nouveaux mots en utilisant cette grammaire, on part du symbole
S et on applique successivement les re`gles jusqu’a` obtenir un terminal. L’ensemble
des mots qui peuvent eˆtre produits de la sorte s’appelle un langage, dans lequel a`
chaque mot est associe´e une probabilite´ e´gale au produit des probabilite´s des re`gles
emprunte´es. L’algorithme de Weir a pour but de ge´ne´rer de nouveaux mots du plus
probable au moins probable. Pour cela, l’algorithme maintient une file de priorite´
permettant d’avoir une bonne estimation du prochain mot du langage directement
moins probable que le pre´ce´dent. Une analyse plus approfondie de l’algorithme de
Weir est effectue´e dans le chapitre 6.
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Figure 1.4 – Un exemple de re´seau de neurones, avec n = 3 et |N | = 8. Par Dake,
Mysid. CC BY 1.0.
https://commons.wikimedia.org/w/index.php?curid=1412126
1.5.3 Apprentissage profond et re´seaux de neurones
Les re´seaux de neurones sont une technique d’apprentissage machine permettant
d’approximer des fonctions de grande dimension. Le mode`le consiste en un ensemble
de neurones N , re´partis sur diffe´rentes couches L1, ..., Ln, et ou` chaque neurone est
connecte´ a` tous ceux de la couche pre´ce´dente et de la couche suivante. A` chaque
neurone est associe´e une fonction, dont les variables sont les images des fonctions
des neurones de la couche pre´ce´dente, et dont l’image sert pour la couche suivante.
Chaque fonction posse`de e´galement des parame`tres pour ponde´rer les variables
d’entre´e afin de favoriser les plus inte´ressantes. L’apprentissage profond consiste a`
faire choisir de manie`re automatique les parame`tres des fonctions en donnant des
entre´es au re´seau et en lui indiquant quelle doit eˆtre la sortie.
Dans le cadre de la mesure de la robustesse des mots de passe, les re´seaux de
neurones sont utilise´s pour pre´dire la suite d’un mot donne´ en entre´e. De cette
manie`re, si l’utilisateur commence a` taper son mot et que le re´seau de neurones
pre´dit correctement les lettres suivantes, alors la robustesse du mot de´croˆıt. Pour
cela, le re´seau de neurones est entraˆıne´ sur un corpus de mots de passe. Ensuite,
la robustesse d’un mot de passe est calcule´e en fonction du nombre de caracte`res
correctement pre´dits par le re´seau.
Les deux contributions majeures sur le sujet publie´es au moment ou` cette the`se a
de´bute´ sont [35, 21], les re´sultats sont prometteurs mais encore a` leurs balbutiements.
Nos travaux sont compatibles avec les me´thodes d’apprentissage profond, elles
pourront donc eˆtre inte´gre´es dans le futur si des re´sultats plus probants voient le
jour.

Chapitre 2
Proble´matique et e´tudes re´alise´es
Dans ce chapitre, la proble´matique est tout d’abord expose´e. Ensuite, les e´tudes
re´alise´es durant la the`se sont pre´sente´es de manie`re plus de´taille´e.
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2.1 Proble´matique
Il existe diffe´rentes manie`res de conside´rer la robustesse d’un mot de passe. On
note s la fonction qui mesure la robustesse d’un mot m, s(m) est donc la robustesse
du mot m. Intuitivement, on peut penser qu’un humain est capable d’estimer s(m)
a` l’œil nu. Pour une personne quelconque, le mot de passe “guizmo12” peut sembler
faible, alors que le mot “K89Plkz427Fd” lui semblerait tre`s fort. Cependant, rien
n’indique que le deuxie`me mot n’est pas un mot partage´ par beaucoup de comptes,
auquel cas il suffirait de le trouver une seule fois pour casser tous les comptes qui
l’utilisent. Ou bien il se peut que ce mot de passe soit aussi le nom de l’utilisateur.
Dans ces cas, on peut penser que sa robustesse change. Cette mesure a` l’œil nu
conside`re que la robustesse est une proprie´te´ intrinse`que du mot de passe, et qu’il
est donc possible de la mesurer uniquement en regardant ce mot de passe. Dans
cette cate´gorie, on retrouve comme mesures de robustesse les entropies et les mesures
heuristiques.
Une deuxie`me manie`re d’estimer s(m) est de voir la robustesse d’un mot de
passe comme une proprie´te´ contextuelle et non comme une proprie´te´ intrinse`que.
On note donc s(m|C) la robustesse de m selon le contexte C. De ce point de vue,
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on souhaite posse´der le maximum d’informations contextuelles d’un mot de passe
afin de mieux e´valuer sa robustesse : le nom d’utilisateur associe´, les informations
personnelles de l’utilisateur, le service sur lequel il est utilise´... Lorsque l’attaquant
utilise des informations contextuelles pour attaquer un mot de passe, il effectue une
premie`re e´tape, tre`s importante, de collecte des donne´es sur l’utilisateur, afin de
faire grandir C le plus possible, tout en restant pertinent. Il construit ensuite un
dictionnaire de candidats en fonction de ces donne´es personnelles, afin d’essayer un
a` un les candidats. Meˆme si la vision d’une robustesse intrinse`que semble la plus
naturelle, les informations contextuelles permettent de trouver, en moyenne, le mot
de passe beaucoup plus rapidement que sans information.
Une troisie`me manie`re d’estimer s(m) est de conside´rer que m appartient a` une
base de donne´es, m ∈ D. On note s(m|D) la robustesse du mot m sachant qu’il
est dans D. Ainsi, il est possible de de´finir un mode`le probabiliste M associant
des probabilite´s aux mots de D. Plus un mot est probable d’apre`s M, moins il est
robuste. Des e´nume´rateurs peuvent eˆtre de´finis sur ce mode`le probabiliste, permettant
d’attaquer des mots de passe. C’est dans cette vision de la robustesse que les travaux
de cette the`se sont re´alise´s.
La robustesse d’un mot de passe est e´galement temporelle : un mot de passe fort
aujourd’hui peut ne plus l’eˆtre plus tard. Par exemple, un mot de passe ale´atoire de 8
caracte`res pouvait eˆtre conside´re´ comme robuste dans les anne´es 80 car la puissance
de calcul des attaquants ne permettait pas en temps raisonnable de le trouver, mais
aujourd’hui les puissances de calcul sont telles que ce mot de passe est obsole`te. La
mesure de la robustesse des mots de passe doit donc e´voluer au cours du temps pour
s’adapter aux nouvelles techniques et a` l’augmentation de la puissance de calcul.
Les entropies traditionnelles de Shannon et Re´nyi ont e´te´ propose´es comme
mesures intrinse`ques de la robustesse des mots de passe. Cependant, l’entropie
permet de qualifier la quantite´ d’information de´livre´e par une source, alors qu’un mot
de passe est le re´sultat d’un processus de ge´ne´ration, et non une source. L’entropie
aurait donc du sens pour qualifier le me´canisme de ge´ne´ration du mot de passe, mais
ne permet pas de mesurer la robustesse d’un mot de passe tout seul. Les entropies
ont progressivement e´te´ abandonne´es car elles sont tre`s peu corre´le´es avec la difficulte´
a` casser les mots de passe [4, 27, 53].
A` la place il est devenu courant d’e´valuer la robustesse des mots de passe
en simulant l’attaque par un e´nume´rateur, auparavant entraˆıne´ sur un jeu de
donne´es [37, 5, 54, 11]. Il y a deux avantages a` cette manie`re de mesurer la ro-
bustesse. Premie`rement, il est possible de calculer, d’apre`s le mode`le entraˆıne´, la
probabilite´ qu’un mot de passe soit choisi par un nouvel utilisateur. Deuxie`mement,
cela permet d’estimer la robustesse d’un mot de passe dans un sce´nario concret
d’attaque. Cependant elle requiert de parame´trer correctement les e´nume´rateurs, ce
qui peut entraˆıner une mauvaise estimation de la robustesse s’ils sont moins bien
entraˆıne´s que les attaquants re´els.
Vient alors la question de l’e´valuation de ces algorithmes. Puisqu’il existe plusieurs
e´nume´rateurs, base´s sur diffe´rents mode`les probabilistes, il devient ne´cessaire de les
comparer pour comprendre les avantages et inconve´nients de chacun. Actuellement,
les e´nume´rateurs sont compare´s graˆce a` une me´trique appele´e “number of guesses”
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qui de´finit le nombre de mots de passe trouve´s dans un ensemble de mots cible´
en fonction du nombre de candidats ge´ne´re´s par l’algorithme. Ainsi, pour chaque
candidat ge´ne´re´, on compte le nombre de fois ou` il apparaˆıt dans l’ensemble de mots
cible´. On estime que le meilleur e´nume´rateur est celui qui a trouve´ le plus de mots de
passe en un certain nombre de candidats, repre´sentant le couˆt que souhaite mettre
l’adversaire dans son attaque.
2.2 E´tudes re´alise´es
Afin de proposer une mesure de robustesse des mots de passe qui prenne en
compte les nouvelles attaques probabilistes, il faut au pre´alable effectuer trois e´tudes :
e´valuer des performances des e´nume´rateurs dans un contexte concret d’attaque,
e´valuer la pertinence des mesures de robustesses actuelles pour prote´ger des attaques
probabilistes, et enfin comprendre de quelles manie`res il est possible de faire baisser
les performance des e´nume´rateurs probabilistes.
2.2.1 Performance des e´nume´rateurs
La premier travail, situe´ au chapitre 4, consiste a` e´valuer ces attaques en simulant
l’utilisation d’un logiciel de cassage de mots de passe, en mesurant la performance des
e´nume´rateurs dans ce sce´nario. Ce travail est ne´cessaire car il permet de mesurer la
vitesse a` laquelle un attaquant en pratique va casser des mots conside´re´s, en fonction
de parame`tres qui auront e´te´ fixe´s au pre´alable. Parmi ces parame`tres, on retrouve
la fonction de hachage utilise´e pour prote´ger les mots de passe de la base, le nombre
de candidats que l’attaquant peut essayer dans une pe´riode, sa capacite´ a` paralle´liser
les taˆches, l’espace me´moire dont il dispose. Une fois ces parame`tres fixe´s, il devient
possible de lancer des expe´rimentations afin d’estimer la progression de l’attaquant
en fonction du temps, et ainsi augmenter les parame`tres de se´curite´ si l’on estime que
sa progression est trop rapide. On peut imaginer qu’un administrateur syste`me lance
ce genre d’attaque sur la base de mots de passe qu’il administre afin de de´terminer
les e´ventuelles faiblesses tant au niveau de la robustesse des mots de passe que des
parame`tres de se´curite´.
2.2.2 Efficacite´ des mesures heuristiques
La deuxie`me contribution, situe´e au chapitre 5, consiste a` e´valuer l’efficacite´ des
mesures heuristiques de robustesse contre les mode`les probabilistes. L’hypothe`se
que l’on souhaite tester est que les politiques de composition des mots de passe
actuellement de´ploye´es sur les services web ne sont pas toutes efficaces pour se
prote´ger des e´nume´rateurs probabilistes. Pour cela, on utilise les outils de la premie`re
contribution pour mesurer la performance des e´nume´rateurs probabilistes dans des
sce´narios ou` les mots de passe sont filtre´s par ces mesures heuristiques. Si l’hypothe`se
est ve´rifie´e, cela confirme le fait qu’il est ne´cessaire de concevoir de nouvelles mesures
de robustesse des mots de passe qui soient re´sistantes contre les e´nume´rateurs
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probabilistes. Meˆme s’il paraˆıt simple de prime abord de de´finir une telle mesure qui
soit efficace contre un e´nume´rateur donne´, il est loin d’eˆtre e´vident qu’une meˆme
mesure soit efficace contre plusieurs e´nume´rateurs.
2.2.3 Analyse du comportement des e´nume´rateurs
Dans un troisie`me temps, il est ne´cessaire de comprendre par quels moyens il est
possible de faire baisser la performance d’un e´nume´rateur probabiliste. Ce travail est
pre´sente´ dans le chapitre 6. Dans les deux pre´ce´dentes contributions, les e´nume´rateurs
e´taient e´tudie´s en mode`le boˆıte noire, c’est-a`-dire que le fonctionnement interne n’e´tait
pas e´tudie´. Cependant, il est essentiel d’observer ces e´nume´rateurs en mode`le boˆıte
blanche en variant les bases de donne´es d’entraˆınement afin de cerner la manie`re dont
e´voluent les structures de donne´es utilise´es. Puisque les e´nume´rateurs probabilistes
sont bien souvent des algorithmes qui parcourent des structures de donne´es (listes,
arbres, ...), la difficulte´ a` ge´ne´rer des candidats se traduit par une augmentation de
la taille de ces structures. Ainsi, en e´tudiant l’e´volution de la taille de ces structures,
il devient possible d’identifier les ensembles sur lesquels l’e´nume´rateur est freine´.
De ce fait, une mesure de robustesse doit faire en sorte d’augmenter le nombre de
mots de passe dans ces ensembles pour qu’elle soit efficace contre ces e´nume´rateurs
probabilistes.
Chapitre 3
Travaux connexes
Dans ce chapitre, l’ensemble des travaux connexes a` cette the`se sont pre´sente´s de
manie`re a` situer les contributions re´alise´es dans leur contexte.
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3.1 Pre´mices
Dans cette section sont pre´sente´s les premiers travaux concernant la se´curite´ des
mots de passe. A` l’e´poque ou` les syste`mes a` temps partage´s ont fait leur premiers pas,
les besoins en se´curite´ pour les mots de passe commencent a` e´merger. La premie`re
publication a` ce sujet date de 1979 [36] par Robert Morris et Ken Thompson, dans
laquelle les auteurs pre´sentent la manie`re dont sont stocke´s les mots de passe dans
le syste`me UNIX de l’e´poque : on sauvegarde le chiffre´ d’un message constant en
utilisant comme cle´ le mot de passe avec l’algorithme DES. Meˆme si les auteurs ne
parlent pas de fonction de hachage, le principe est le meˆme : ne pas avoir a` stocker
de cle´s afin qu’un attaquant ne puisse pas de´chiffrer. Ainsi, pour retrouver le mot
de passe associe´ a` un compte en connaissant son chiffre´, il existe deux solutions :
effectuer une attaque a` clair connu sur DES ou une force brute sur la cle´ de chiffrement.
L’attaque a` clair connu e´tait probablement faisable a` l’e´poque, mais peu de re´sultats
probants avaient e´te´ publie´s. Les humains ayant tendance a` choisir des mots de passe
courts et simples, la recherche de la cle´ de chiffrement e´taient bien plus simple a`
effectuer.
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Les auteurs alertaient de´ja` a` l’e´poque sur le fait que le facteur critique d’une
recherche de mot de passe est la quantite´ de temps ne´cessaire pour chiffrer un candidat
et le ve´rifier. Ainsi, plus la fonction de chiffrement est rapide, plus l’attaquant peut
essayer de mots en un temps donne´.
De cet article se de´gagent trois axes d’ame´lioration de la se´curite´ des mots de
passe : utiliser une fonction de chiffrement lente, rendre les mots de passe moins
pre´dictibles, et saler les mots de passe. Ces trois axes sont encore d’actualite´ meˆme si
davantage d’efforts sont mis sur la robustesse (non-pre´dictibilite´) des mots de passe,
sachant que des fonctions de hachage lentes et salant les mots de passe existent dans
la litte´rature et sont satisfaisantes.
Dans la version 7 d’UNIX, publie´e en 1979, la fonction crypt(3) est modifie´e pour
prendre en compte les conseils de cette publication. Le message constant est alors
chiffre´ 25 fois avec les 8 premiers caracte`res du mots de passe comme cle´ (chaque
caracte`re est code´ sur 7 bits, ce qui donne une cle´ de taille 56 bits) en utilisant
l’algorithme DES. Un sel de 12 bits est utilise´ pour permuter la E-box de DES afin
de rendre les pre´-calculs difficiles.
Les fuites de bases de mots de passe dans la de´cennie 2010 montrent une dissonance
entre l’avancement des trois axes de´gage´s par ce papier et l’usage des recommandations
en pratique. En effet, il semblerait que les deux axes “ralentir le chiffrement” et
“saler les mots de passe” sont encore aujourd’hui ne´glige´s malgre´ leur importance,
puisque beaucoup de fuites de donne´es montrent des mots de passe hache´s avec des
fonctions rapides et sans sel (voir figure 1.1). Pourtant, ces deux mesures sont simples
a` mettre en œuvre car des imple´mentations de fonctions lentes avec gestion du sel
existent dans la plupart des langages et sont faciles a` utiliser. En revanche, l’aspect
“rendre les mots de passe moins pre´dictibles” est celui qui pose le plus de proble`mes
aujourd’hui tant en recherche qu’en pratique.
La deuxie`me publication importante au de´but des attaques sur les mots de passe
est publie´e en 1992 [28]. Ici, Klein se procure une liste de 13797 mots de passe hache´s
et sale´s avec la fonction de chiffrement pre´sente´e dans le pre´ce´dent papier. L’objectif
de l’auteur est de tester la re´sistance de ces mots de passe face a` un attaquant qui
souhaite en trouver le maximum. La strate´gie utilise´e dans ce travail est compose´e
principalement d’attaques par dictionnaire avec des traitements supple´mentaires
tels que l’application de re`gles de re´e´criture et la combinaison de mots de diffe´rents
dictionnaires. Apre`s une attaque de presque 12 CPU mois (12 CPU pendant un mois
ou 1 CPU pendant 12 mois), environ 25% des mots de passe ont e´te´ trouve´s, dont
21% la premie`re semaine. D’apre`s ces statistiques, sur un syste`me compose´ de 50
comptes, le premier mot de passe est casse´ en moins de 2 minutes. Une fois que
l’attaquant a mis un pied dans le syste`me, meˆme si le mot de passe root n’est pas
casse´, il est libre d’exploiter des failles de se´curite´ pour e´lever ses privile`ges. Dans ce
papier, l’attaquant n’effectue pas de force brute, ce qui est dommage car il aurait
e´te´ inte´ressant de voir a` quel point les mesures conseille´es par Morris et Thompson
e´taient efficaces.
Ce qui est inte´ressant dans cette contribution est le fait que de´ja` a` l’e´poque,
la puissance de l’attaquant e´tait mesure´e en temps de calcul (12 CPU mois), ce
qui permettait de connaˆıtre concre`tement de quoi l’attaquant e´tait capable. Ceci
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est important lorsque l’on doit choisir des parame`tres de se´curite´ en fonction de la
puissance de l’adversaire comme la difficulte´ dans les fonctions de hachage lentes.
Comme le chantent un ce´le`bre groupe de musique : “Know your enemy” 1.
A` la suite de ces deux publications concernant les attaques sur les mots de passe,
Massey publie un article en 1994 [34] ou` il cherche une relation entre l’entropie et le
nombre d’essais ne´cessaires pour trouver un mot de passe (“guessing”). Pour cela il
de´finit le mode`le d’un attaquant souhaitant retrouver la valeur d’un mot de passe
parmi un ensemble de possibilite´s, tel que de´fini dans la section 1.1.4.
Massey montre que la loi ge´ome´trique comme distribution de probabilite´ permet
de maximiser l’entropie H(X) ou` X est la variable ale´atoire telle que de´finie dans la
section 1.1.4. Il montre ensuite que H(X) offre une borne exponentiellement infe´rieure
a` E[G], telle que . Cela signifie, que moins les mots de D sont e´quiprobables, plus le
nombre moyen d’essais ne´cessaires pour retrouver la valeur que prend X sera grand.
En revanche, Wang et al. [51] ont montre´ que la distribution des mots de passe
ge´ne´re´s par les utilisateurs suit plutoˆt une loi de Zipf, qui peut eˆtre parame´tre´e pour
coller aux spe´cificite´s de la base de donne´es en ne gardant que les mots de passe dont
le nombre d’occurrences de´passe un seuil fixe´, de´pendant de la base.
3.2 Protection des mots de passe en base de donne´es
La premie`re manie`re historique de stocker les mots de passe en base de donne´es
(autrement qu’en clair) dans les syste`mes UNIX e´tait d’utiliser une fonction de
chiffrement et de se servir du mot de passe comme cle´. Cependant, la puissance de
calcul des machines augmentait trop rapidement pour permettre aux utilisateurs
d’adapter l’entropie et la longueur de leur mots de passe a` une telle croissance. Il a
donc e´te´ ne´cessaire de stocker les mots de passe de manie`re adaptative, c’est-a`-dire
en fonction de la puissance de calcul de l’attaquant. En 1999, Niels Provos et David
Mazie`res proposent une nouvelle fonction de hachage de´die´e au stockage de mots
de passe appele´e bcrypt. Elle utilise en interne la fonction de chiffrement Blowfish.
bcrypt posse`de trois proprie´te´s inte´ressantes pour stocker des mots de passe : elle est
lente, elle inte`gre la gestion du sel, et elle est adaptative.
Elle est lente. L’algorithme de bcrypt commence avec une e´tape d’initialisation
de l’e´tat des cle´s de l’algorithme Blowfish, appele´e EksBlowfishSetup. C’est cette
e´tape qui est couˆteuse car elle effectue un grand nombre d’expansions de cle´.
Elle inte`gre la gestion du sel. Le sel est utilise´ lors des expansions des cle´s,
et doit eˆtre passe´ en parame`tre de la fonction de hachage. De ce fait, il n’est pas
ne´cessaire au de´veloppeur de ge´rer lui meˆme le sel, e´vitant ainsi des erreurs qui ont
conduit a` des faiblesses de se´curite´ dans le passe´.
Elle est adaptative. Le nombre d’expansions de cle´s successives dans l’e´tape
EksBlowfishSetup est de´termine´ par un parame`tre de bcrypt appele´ le couˆt. L’ini-
tialisation des cle´s est re´pe´te´e 2couˆt fois. Ainsi, il est possible, de manie`re simple,
d’augmenter le couˆt ne´cessaire pour hacher un mot de passe en fonction des ressources
1. Pas Green Day.
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de l’attaquant au cours du temps. Cela ne´cessite cependant de connaˆıtre le mot de
passe afin de calculer la nouvelle empreinte.
bcrypt est inte´ressante a` utiliser pour stocker les mots de passe, car elle permet
de ralentir grandement la vitesse des attaques : par exemple, sur une carte graphique
GTX 1080 Ti [19], l’attaquant est capable de hacher 2× 104 mots par seconde avec
bcrypt(couˆt 5, 600 avec un couˆt de 10), alors qu’il en hache 109 avec SHA-1. Aussi,
le fait qu’EksBlowfishSetup modifie constamment les S-boxes utilise´es empeˆche leur
partage par plusieurs instances. Il est donc ne´cessaire d’avoir autant de copies des
S-boxes, de taille 4KB, en me´moire que d’instance de mot a` hacher en simultane´.
Meˆme si aujourd’hui il reste envisageable sur un ordinateur de pre´voir 4GB de
me´moire pour hacher 106 mots en meˆme temps, cela devient couˆteux de cre´er des
circuits imprime´s (ASIC, FPGA) avec autant de me´moire. Meˆme s’il existe des ASIC
pour miner les cryptomonnaies utilisant scrypt, le rapport performances/prix des
CPU et GPU pour miner est meilleur. Ce genre de circuit est tre`s efficace contre des
mots de passe hache´s avec des fonctions rapides et peu couˆteuses en me´moire comme
SHA-1 ou SHA256.
Au de´but des anne´e 2000, les premiers FPGA et ASIC font leur apparition pour
casser des mots de passe [12]. Ces mate´riels sont des circuits inte´gre´s programme´s
pour calculer un nombre restreint de fonctions a` tre`s grande vitesse. Le proble`me de
bcrypt est que le couˆt en me´moire pour hacher un mot de passe est constant, il ne
peut donc pas eˆtre adapte´ en fonction des ressources de l’adversaire. Ceci implique
qu’au lieu de rendre plus rapide les FPGA/ASIC pour exe´cuter bcrypt, il est plus
inte´ressant d’agrandir les circuits pour exe´cuter plusieurs bcrypt en paralle`le, sans
devoir augmenter la me´moire de manie`re conse´quente. Par exemple, pour cracker les
mots de passe deux fois plus vite, il suffit de dupliquer le circuit sur la meˆme carte.
Une manie`re naturelle de freiner cet avantage de l’attaquant est d’augmenter
la taille des circuits. Ainsi il deviendra plus couˆteux de paralle´liser les exe´cutions
des fonctions de hachage. Pour cela, Colin Percival introduit la notion de fonction
“memory-hard” ainsi que scrypt [41], une fonction de hachage dont l’espace me´moire
et le temps ne´cessaires a` une exe´cution sont parame´trables.
Plus re´cemment, Argon2 [2] a e´te´ de´veloppe´e, gagnant de la Password Hashing
Competition [1] en 2015. C’est une fonction de hachage “memory-hard” dont le
temps, l’espace et le nombre de cœurs requis pour une exe´cution sont parame´trables.
Elle posse`de deux variantes : Argon2d et Argon2i. Argon2d (“d” pour de´pendant)
est plus rapide, utilise des zones me´moire qui sont de´pendantes des donne´es d’entre´e
et est donc vulne´rable aux attaques par canaux cache´s. Elle est adapte´e pour les
cryptomonnaies et les applications qui ne sont pas susceptibles d’eˆtre attaque´es par
canaux cache´s. Argon2i (pour inde´pendant) utilise des zones me´moires de manie`re
inde´pendante des donne´es d’entre´e, ce qui la prote`ge des attaques par canaux cache´s.
Elle est plus lente, et les auteurs recommandent cette variante pour hacher les mots
de passe.
Il est recommande´ aujourd’hui d’utiliser Argon2 car son parame´trage peut-eˆtre
effectue´ plus finement. Il est possible d’ajuster la me´moire requise de manie`re
inde´pendante du temps, ce qui n’est pas le cas de scrypt.
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3.3 Me´triques de robustesse
Dans cette section sont pre´sente´s les principaux travaux proposant des me´triques
de robustesse des mots de passe, ainsi que les principaux travaux qui comparent
ces me´triques ou e´tudient leur efficacite´ pour prote´ger des mots de passe contre des
attaques contemporaines.
3.3.1 Me´triques heuristiques
Une me´trique est heuristique si elle ne conside`re que le contenu du mot afin
d’en e´valuer la robustesse. Cela vient en opposition aux me´trique statistiques qui
observent la distribution des mots de passe pour mesurer la robustesse.
3.3.1.1 ZXCVBN
Une me´trique heuristique plus sophistique´e que celles que l’on trouve ge´ne´ralement
dans les services en ligne est celle propose´e par Wheeler [55] pour le service Dropbox,
appele´e ZXCVBN (une suite de touches adjacentes d’un clavier en disposition
QWERTY). Cette me´trique essaie de reconstituer la manie`re dont le mot de passe
a e´te´ construit, et prend en compte plusieurs attaques diffe´rentes. Pour cela, elle
de´coupe le mot en jetons (tokens) selon une liste de strate´gies : mots dans une
liste, dates, nombre, leetspeak, ... Ensuite, pour chaque jeton, elle estime le nombre
d’essais a` chaque attaque pour le deviner. Pour une attaque par dictionnaire, le
nombre d’essais est le rang du jeton dans la liste, pour une attaque par force brute,
le nombre d’essais est la moitie´ (en moyenne) du cardinal de l’ensemble des mots de
meˆme longueur. Le nombre d’essais du mot est estime´ comme e´tant la somme du
nombre d’essais pour chaque jeton. La me´trique attribue un score entier entre 0 et 4
en fonction du nombre d’essais estime´. Les scores 0, 1, 2 et 3 correspondent a` un
nombre d’essais estime´ a` moins de 103, 106, 108 et 1010 respectivement, et le score 4
au dela`. ZXCVBN se veut le´ger et utilisable dans un navigateur web, ce qui en fait
sa popularite´.
3.3.2 Me´triques statistiques
Les travaux proposant des me´triques de robustesse statistiques des mots de passe
sont pre´sente´s dans cette partie. Les me´triques statistiques sont des me´triques qui
e´valuent la robustesse des mots en fonction de donne´es observe´es (fuites de mots de
passe, sondages, ...). Elles viennent en opposition aux me´triques heuristiques qui ne
prennent en compte que la composition du mot.
Castelluccia et al. [7] proposent une me´trique adaptative de robustesse des mots de
passe fonde´e sur un mode`le de chaˆıne de Markov. Une mesure est dite adaptative si elle
e´volue au cours du temps pour un mot de passe donne´. La mesure propose´e requiert
de maintenir une table ou` l’on compte le nombre d’occurrences de chaque n-gram sur
l’ensemble des mots de passe. Ainsi, lorsqu’un nouvel utilisateur s’enregistre, il est
possible de calculer un score de robustesse en fonction de la distribution des n-grams
observe´s auparavant. Dans le cas ou` le score de robustesse calcule´ est infe´rieur a` un
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seuil fixe´, le mot de passe est rejete´. Sinon, il est accepte´ et la table est mise a` jour.
Un bruit est ajoute´ lors de la mise a` jour de la table afin de garantir qu’une e´ventuelle
fuite de cette table apporte le minimum d’information possible a` l’attaquant. Cette
me´thode est inte´ressante, car elle permet de controˆler plus finement la popularite´
des n-grams, et ainsi e´viter des mots de passe construits a` partir d’un meˆme mot.
Cependant, elle n’est pas suffisante car elle ne permet pas d’estimer la capacite´ de
l’attaquant a` casser les mots de passe, et ne permet pas non plus de conside´rer un
attaquant utilisant un autre mode`le probabiliste, comme une grammaire.
Une me´trique similaire a` celle propose´e par Castelluccia est PathWell, propose´e par
KoreLogic, une entreprise de se´curite´ informatique ame´ricaine. PathWell fonctionne
sur le meˆme principe que la me´trique de Castelluccia, mais avec les bases compose´es
d’une grammaire de Weir. Pour cela, on compte le nombre d’occurrences de chaque
base compose´e. Ainsi, a` chaque fois qu’un mot de passe est entre´ dans le syste`me, sa
base compose´e est calcule´e (par exemple L6D2S1) et son nombre d’occurrences est
incre´mente´. On peut ensuite parame´trer le syste`me pour interdire les bases compose´es
trop populaires, obligeant les utilisateurs a` en utiliser une moins populaire. De la
meˆme manie`re que la me´trique de Castelluccia, PathWell est inte´ressante mais ne
suffit pas pour se prote´ger d’un attaquant qui utiliserait les chaˆınes de Markov pour
attaquer les mots de passe.
Une me´trique qui correspond aux attentes de cette the`se est celle de Kelley et
al. [27]. Dans ce travail, les auteurs mettent en place une me´trique de robustesse qui
calcule un score en simulant deux attaques : une base´e sur les mode`les de Markov,
et l’autre utilise les grammaires probabilistes de Weir. En ayant une estimation du
nombre d’essais ne´cessaires de ces deux attaques pour casser le mot de passe en
entre´e, le score est calcule´ en un temps raisonnable car les attaques sont simule´es. De
plus, les attaques peuvent eˆtre parame´tre´es en entraˆınant les mode`les probabilistes
associe´s sur les donne´es souhaite´es, permettant ainsi de s’adapter au public du service
l’utilisant. Simuler une attaque supple´mentaire demande du travail mais permet de
s’inte´grer facilement a` la solution propose´e. Le principal inconve´nient d’une telle
solution est l’espace ne´cessaire pour stocker les mode`les entraˆıne´s, ce qui rend difficile
son utilisation dans un navigateur web.
Dell’Amico et Filippone [10] ame´liorent le principe en estimant le rang d’e´nume´ration
d’un mot de passe via une me´thode de Monte Carlo : un e´chantillonnage des candidats
est effectue´ afin d’obtenir une estimation d’ou` se situe le mot de passe en fonction
des candidats tire´s ale´atoirement. De cette manie`re, il est possible d’estimer le rang
meˆme de mots reque´rant 280 essais pour eˆtre trouve´s, ce qui n’est pas le cas de
la me´trique pre´ce´dente, qui elle est plus couˆteuse en temps et en espace. Dans les
travaux de cette the`se, il n’a pas e´te´ ne´cessaire d’estimer le rang des mots aussi loin
que 280, c’est pourquoi cette me´thode n’a pas e´te´ utilise´e.
3.3.3 Me´trique multimodale
Une me´trique multimodale est un regroupement de plusieurs me´triques spe´cifiques,
et dont le but est de couvrir les de´fauts de chacune des me´triques avec les qualite´s des
autres, par exemple associer des me´triques heuristiques et des me´triques statistiques.
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C’est probablement l’approche la plus inte´ressante en terme d’efficacite´. Cependant,
concevoir de telles me´triques demande un travail plus approfondi pour plusieurs
raisons :
— il faut s’assurer que les me´triques sont compatibles entre elles, c’est-a`-dire que
leur regroupement nuise un minimum l’utilisabilite´ du syste`me ;
— e´valuer leur efficacite´ ne´cessite de montrer que c’est bien le regroupement
de ces me´triques qui font que le syste`me fonctionne, et non uniquement un
sous-ensemble de ces me´triques ;
— il faut que l’implantation d’une me´trique multimodale reste simple, car com-
plexite´ rime souvent avec biais et faille de se´curite´. De plus, si l’on veut que les
services l’adoptent, il faut soit fournir une implantation facile a` comprendre,
soit permettre aux de´veloppeurs de l’e´crire facilement (par exemple, proposer
une Request For Comments).
Dans leur publication en deux parties, Galbally, Coisel et Sanchez [15, 16]
de´finissent ce qu’est une me´trique multimodale et quelles doivent eˆtre ses proprie´te´s.
Ils de´coupent en deux temps l’e´valuation de la robustesse d’un mot de passe :
1. e´valuation d’un mot trivial : un mot est trivial s’il est trouvable en un nombre
limite´ d’essais ;
2. e´valuation d’un mot non-trivial : un mot n’est pas trivial s’il doit eˆtre trouve´
par une attaque plus sophistique´e base´e sur un mode`le probabiliste.
Ils proposent enfin un me´trique de robustesse multimodale en 4 modules :
1. re´sistance a` une attaque par dictionnaire ;
2. re´sistance a` une attaque par force brute ;
3. re´sistance a` une attaque base´e sur une chaˆıne de Markov a` me´moire adaptative ;
4. re´sistance a` une attaque base´e sur une chaˆıne de Markov hie´rarchique.
Les deux premiers modules sont simples a` implanter, et ne ne´cessitent que de choisir
un bon dictionnaire. Cependant, les deux derniers modules sont probablement plus
complexes a` implanter.
L’attaque du module 3 est dite a` me´moire adaptative car la me´moire de la chaˆıne de
Markov n’est pas fixe´e (le parame`tre n). L’attaque du module 4 est dite hie´rarchique
car elle proce`de en plusieurs e´tapes : elle estime d’abord la probabilite´ d’occurrence
des structures de plus haut ordre (a` la manie`re d’une grammaire probabiliste) pour
ensuite estimer la probabilite´ de chaque structure. Par exemple, l’enchaˆınement des
diffe´rentes classes de caracte`res dans un mot de passe peut e´galement eˆtre repre´sente´
par une chaˆıne de Markov, et chaque suite de caracte`res d’une meˆme classe par une
autre chaˆıne de Markov.
3.3.4 E´tudes de mesures existantes
Dans cette sous-section sont pre´sente´s les travaux qui testent l’efficacite´ des
mesures de robustesse face a` des attaques de l’e´poque.
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Komanduri et al. [30] e´tudient les effets des politiques de cre´ation de mots de
passe sur le comportement des utilisateurs et la robustesse de leurs mots de passe.
En e´tudiant le comportement des utilisateurs, ils remarquent que la politique de
cre´ation qui demande un mot de passe de taille 16 minimum permet d’avoir a` la fois
un bon taux d’acceptation du premier mot de passe, peu de re´utilisation et assez peu
de frustration de la part des utilisateurs. C’est pour cette raison que cette politique
a e´te´ choisie pour les travaux de la deuxie`me contribution.
Dans une publication de 2015, Ur et al. [48] comparent l’efficacite´ des e´nume´rateurs
probabilistes pour casser des mots de passe selon diffe´rents contextes. Ils e´valuent
e´galement l’efficacite´ de l’attaque re´alise´e par des professionnels de la re´cupe´ration
de mots de passe. Ils montrent que les professionnels sont tre`s souvent meilleurs
que les e´nume´rateurs probabilistes utilise´s avec les parame`tres par de´faut, mais
que s’ils sont bien parame´tre´s et utilise´s ensemble, ces e´nume´rateurs peuvent eˆtre
quasiment aussi efficaces que les professionnels. Les re´sultats montrent e´galement
que les e´nume´rateurs ne peuvent pas eˆtre efficaces sur toutes les donne´es. En effet,
pour chaque e´nume´rateur, il existe des ensembles de mots qu’il a du mal a` casser.
Ces re´sultats affirment le fait qu’il ne faille pas se reposer sur un unique e´nume´rateur
pour e´valuer la robustesse des mots de passe.
Segreti et al. [45] e´valuent l’efficacite´ des politiques de composition adaptatives.
Pour cela, ils conduisent une e´tude en utilisant la me´trique propose´e par KoreLogic [31]
et montrent que ces me´triques adaptatives apportent une se´curite´ conse´quente sans
pour autant incomber sur l’utilisabilite´. La me´trique PathWell de KoreLogic conserve
la liste des bases compose´es (au sens de la grammaire de Weir, c’est-a`-dire la suite
des classes de caracte`res) utilise´es pour les mots de passe. Si une structure devient
trop utilise´e, elle est bannie, obligeant les nouveaux utilisateurs a` en utiliser une
autre.
Golla et al. [17] proposent une manie`re d’e´valuer la pre´cision des me´triques de
robustesse des mots de passe en calculant des similitudes entre une base de re´fe´rence
et les scores retourne´s par les me´triques sur une base de test. Ils montrent que les
me´triques acade´miques base´es sur des mode`les probabilistes tels que les chaˆınes de
Markov, les grammaires probabilistes ou les re´seaux de neurones re´currents sont
les plus pre´cises et efficaces pour mesurer la robustesse des mots de passe. Ceci
confirme le fait qu’il faille s’en servir pour se prote´ger des attaquants utilisant des
e´nume´rateurs probabilistes pour attaquer les mots de passe.
3.4 Mode`les probabilistes
La premie`re publication de l’utilisation d’un mode`le probabiliste pour casser des
mots de passe est en 2005, ou` les auteurs pre´sentent un compromis temps-espace
qui utilise les chaˆınes de Markov [37]. Les modes Markov de John The Ripper et
Hashcat sont base´s sur ce mode`le.
Les algorithmes d’OMEN et celui de la grammaire de Weir sont e´tudie´s plus en
de´tails dans le chapitre 6, ou` leur comportement est analyse´ dans le but de mieux
prote´ger les bases de donne´es contre des attaques les utilisant.
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3.4.1 OMEN
En 2015, Markus Du¨rmuth, Fabian Angelstorf, Claude Castelluccia et Daniele
Perito proposent OMEN [11], Ordered Markov ENumerator, un algorithme base´
sur les chaˆınes de Markov. Cet e´nume´rateur est une ame´lioration du compromis
temps-espace de 2005 qui le rend plus performant, en approximant les probabilite´s
des candidats afin de gagner en espace et en temps. Pour cela, OMEN va ranger
chaque n-gram dans une case en fonction de sa probabilite´. Les cases sont nume´rote´es
de 0 a` −9 (les nombres sont ne´gatifs), et les n-gram les plus probables sont range´s
dans des cases proches de 0. La re´partition des n-gram dans les 10 cases n’est pas
uniforme mais logarithmique, c’est-a`-dire que la cardinal des cases augmente quand
on s’approche de −9.
Pour ge´ne´rer des candidats de taille l fixe, OMEN choisit l − n + 1 cases. Il
va ensuite ge´ne´rer tous les chevauchements possibles des n-grams des cases qu’il a
choisies. Au de´but de l’e´nume´ration, OMEN choisira des cases proches de 0, car elles
permettent de ge´ne´rer des candidats plus probables que les autres. Puis au fur et a`
mesure de l’e´nume´ration, OMEN choisira des cases dont le nume´ro est plus petit.
Les candidats seront alors moins probables mais en plus grand nombre.
Le fait que plusieurs n-gram de probabilite´s diffe´rentes soient range´s dans la
meˆme case (proce´de´ appele´ “smoothing”) ne permet plus d’ordonner parfaitement
les candidats, cependant, l’ordre dans lequel ils sont ge´ne´re´s reste acceptable par
rapport au gain de performance et d’espace que ce compromis apporte.
De plus, OMEN s’adapte au succe`s des mots ge´ne´re´s. En effet, il ordonne les
ensembles de mots a` ge´ne´rer en fonction du taux de succe`s des mots de meˆme
longueur. Par exemple, si les mots de taille 8 qu’il a ge´ne´re´ ont permis d’avoir un
meilleur taux de succe`s que ceux d’une autre taille, il continuera a` ge´ne´rer des mots
de taille 8. L’avantage d’avoir une strate´gie adaptative est de ne pas passer trop de
temps a` e´nume´rer des candidats qui ne permettent pas de trouver beaucoup de mots
de passe. Un de´savantage est que cela rend difficile de calculer le rang d’un mot dans
l’e´nume´ration, puisque cela de´pend de la base attaque´e.
3.4.2 Grammaire de Weir
En 2009, Matt Weir propose d’utiliser les grammaires probabilistes pour attaquer
les mots de passe [54]. Pour cela, il utilise les grammaires probabilistes non re´cursives
et non ambigue¨s, telles que de´finies dans la partie 1.5.2.2. Les terminaux produits
par ces grammaires sont ainsi utilise´s comme candidats dans le processus de cassage
des mots de passe.
Pour produire les terminaux de ces grammaires de manie`re efficace, l’auteur
utilise une structure de donne´es, la file de priorite´, pour parcourir la grammaire.
Afin de mesurer l’efficacite´ de l’utilisation de cet algorithme dans le cadre des
attaques sur les mots de passe, la grammaire est entraˆıne´e sur une partie d’une base
de donne´es de mots de passe ayant de´ja` fuite´e. Ensuite, l’algorithme de Weir parcourt
cette grammaire et on mesure le nombre de mots de passe trouve´s dans l’autre partie
de la base de donne´es, en fonction du nombre de mots ge´ne´re´s par l’algorithme. On
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trace ensuite la courbe du nombre de mots trouve´s en fonction du nombre de mots
ge´ne´re´s. L’efficacite´ de l’algorithme de Weir est compare´e a` celle du mode Markov de
John The Ripper.
Les re´sultats montrent que l’algorithme de Weir est bien meilleur que le mode
Markov de John The Ripper car il trouve environ 50% de mots de passe en plus en
3× 108 candidats. De plus, l’algorithme de Weir est d’autant plus efficace que les
mots sont longs car la taille des candidats est prise en compte, alors que JtR les
ge´ne`re par taille croissante ce qui devient tre`s couˆteux vers la fin.
Le principal inconve´nient a` l’utilisation de cet algorithme est l’espace me´moire
utilise´ par la grammaire et par la file de priorite´. En effet, plus l’attaque sera longue
et plus la file de priorite´ sera grande. Il peut donc eˆtre inte´ressant d’e´tudier des
compromis me´moire/pre´cision afin de re´duire la taille de la file tout en garantissant
une efficacite´ raisonnable.
3.4.3 Grammaire de Komanduri
Dans son manuscrit de the`se, Saranga Komanduri [29] propose une ame´lioration
des grammaires de Weir. Premie`rement, il sugge`re d’apprendre les fre´quences des
re`gles de la forme Li → w ou` w est un terminal, depuis les donne´es d’apprentissage
car a` l’origine, Weir attribuait une probabilite´ uniforme a` ces re`gles pour des raisons
de simplicite´. Cette ame´lioration permet d’eˆtre plus fide`le a` la re´alite´ mais aussi de
re´duire le nombre de terminaux et donc l’espace me´moire requis. Dans un deuxie`me
temps, pour encore re´duire l’espace me´moire utilise´, l’auteur fait une approximation
des probabilite´s des terminaux ce qui permet de les regrouper plus facilement. La
troisie`me ame´lioration est la possibilite´ de produire des terminaux qui ne sont
pas pre´sents dans les donne´es d’apprentissage, en leur assignant une probabilite´
uniforme. Enfin, il propose de complexifier la grammaire utilise´e en ne produisant
plus uniquement que des terminaux ne comportant qu’une seule classe de caracte`res
mais en autorisant des terminaux compose´s de plusieurs classes de caracte`res.
3.5 E´nume´rateurs non-probabilistes
3.5.1 PRINCE
PRINCE [46] est un e´nume´rateur non-probabiliste qui prend en entre´e une liste de
mots, et calcule les produits carte´siens des partitions de mots de meˆme longueur. Dans
un premier temps, chaque mot w = c1...ck de l’ensemble d’entre´e W est range´ dans
la partition Pk regroupant les mots de taille k. Ensuite, e´tant donne´e la longueur
maximum l des candidats que l’on souhaite ge´ne´rer, PRINCE calcule toutes les
partitions d’entiers possibles a1, a2, ..., an telles que
∑n
i=1 ai ≤ l. Chaque possibilite´
s = a1, ..., an est appele´e une chaˆıne. PRINCE calcule le cardinal de chaque chaˆıne
tel que
S = Card(s = a1, ..., an) =
n∏
i=1
Card(Pai).
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Les s sont ensuite ordonne´es par ordre croissant de cardinalite´ S. Pour chaque
s = a1, ..., an dans l’ordre, PRINCE calcule le produit carte´sien Φs des ensembles
Pa1 , ..., Pan , et produit les mots issus de la concate´nation des mots de chaque n-uplet
de Φs, sans permutation. Par exemple, si on conside`re la chaˆıne s = 2 + 3 + 4, alors
PRINCE ge´ne´rera toutes les concate´nations possibles des mots de taille 2, 3 et 4,
sans permutation.

Chapitre 4
Mesure de la performances des
e´nume´rateurs
L’objectif de ce chapitre est de formaliser et mesurer la performance des
e´nume´rateurs de mots de passe. Pour cela, il a e´te´ ne´cessaire de mode´liser
le processus d’attaque hors-ligne sur les mots de passe prote´ge´s par une fonction de
hachage. Une formalisation du calcul de la performance de ce processus est ensuite
expose´e. La mesure des diffe´rentes quantite´s afin de calculer cette performance a
demande´ de re´soudre des challenges techniques qui n’avaient pas e´te´ pre´sente´s dans
la litte´rature, ne´cessitant de de´finir la performance en fonction du taux de succe`s
et de la vitesse du processus. Les expe´riences mene´es montrent tre`s clairement que
l’e´nume´rateur PCFG est meilleur dans presque toutes les conditions teste´es, meˆme
quand la fonction de hachage est rapide, par exemple SHA-1. Les e´nume´rateurs
rapides et optimise´s pour la cassage de mots de passe tels que le mode Markov
de John The Ripper et la force brute ont tout de meˆme de bonnes performances
lorsque la fonction de hachage attaque´e est rapide. Au contraire, les e´nume´rateurs
probabilistes deviennent bien plus performants lorsque la fonction de hachage est
lente, telle que bcrypt. Il est donc ne´cessaire, si les e´nume´rateurs ont pour objectif
de casser des mots de passe, qu’ils soient e´value´s en tenant compte du processus
complet et en particulier de la vitesse a` laquelle ils ge´ne`rent des candidats.
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4.1 Introduction
Ce chapitre pre´sente trois contributions. Tout d’abord, la mode´lisation du proces-
sus de cassage des mots de passe ainsi que la formalisation de sa performance sont
pre´sente´es, en tenant compte du couˆt de traitement des candidats. Deuxie`mement,
puisque la mesure de la performance ne peut pas eˆtre directement effectue´e, il est
ne´cessaire de conduire deux mesures distinctes du taux de succe`s et de la fre´quence du
processus. Il se pre´sente un effet similaire a` celui d’Heisenberg : mesurer la fre´quence
a un impact sur sa valeur, ce qui demande de mettre en œuvre une technique appro-
prie´e pour effectuer cette mesure. La troisie`me contribution concerne les re´sultats
des expe´riences sur les bases de donne´es fuite´es. Les re´sultats confirment que les
fonctions de hachage cryptographiques rapides sont inadapte´es pour le stockage des
mots de passe, puisque meˆme les strate´gies les plus na¨ıves telle que la force brute
sont tre`s performantes en les attaquant. Ces expe´riences montrent e´galement que
les e´nume´rateurs acade´miques sont tre`s utiles pour attaquer des bases de donne´es
prote´ge´es avec des fonctions de hachage lentes. Ces fonctions sont donc ne´cessaires
mais pas suffisantes pour prote´ger les mots de passe de ces attaques. Pour rendre
ces e´nume´rateurs probabilistes encore plus efficaces, les de´veloppeurs devraient les
implanter dans les logiciels de cassage de mots de passe.
Les contributions de ce travail permettent de bien choisir une fonction de hachage
en connaissance des menaces en termes d’e´nume´rateurs (coˆte´ de´fense) mais aussi
pour choisir un bon ensemble d’e´nume´rateurs par rapport a` la fonction de hachage
utilise´e (coˆte´ attaque, casseurs de mots de passe, pentesteurs).
Pour mesurer l’impact des fonctions de hachage, nous souhaitons mesurer les
performances du syste`me complet de cassage des mots de passe, comprenant la
ge´ne´ration des candidats, leur hachage et la recherche de leur empreinte dans la base
cible. La performance sur une pe´riode de temps donne´e est de´finie comme le nombre
de mots de passe trouve´s dans cette pe´riode.
Comme pre´sente´s dans le chapitre 1.5, les e´nume´rateurs probabilistes acade´miques
tentent d’ordonner les candidats ge´ne´re´s par probabilite´ de´croissante au de´triment
de la vitesse a` laquelle ils les ge´ne`rent. D’un autre coˆte´, les e´nume´rateurs plus
rustiques imple´mente´s dans les logiciels de cassage tels que John The Ripper et
Hashcat, privile´gient la vitesse de ge´ne´ration des candidats sans le faire dans un ordre
de´croissant de probabilite´. Aussi, la fonction de hachage est de´terminante pour la
vitesse du syste`me complet, car plus elle est rapide plus on peut tester de candidats
dans une pe´riode donne´e. La qualite´ des candidats ge´ne´re´s par les e´nume´rateurs
probabilistes est meilleure, mais ils sont plus lents a` produire. Il faut donc trouver
un compromis entre la vitesse d’e´nume´ration des candidats et leur qualite´. Nous
savons que la fonction de hachage a une influence sur la performance du syste`me
complet, cependant nous souhaitons mesurer cet impact pour avoir une vision plus
fine du compromis vitesse/qualite´. Par exemple, jusqu’a` quelle lenteur de fonction
de hachage la force brute est-elle une me´thode viable ?
Ce chapitre est organise´ de la fac¸on suivante : premie`rement, le contexte et
les choix de fonction de hachage et des bases de donne´es sont rapidement expose´s.
Ensuite, la mode´lisation du processus de cassage des mots de passe est pre´sente´e en
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section 4.3. En section 4.4 est pre´sente´e la manie`re dont la performance est calcule´e
en fonction des mesures du taux de succe`s et de la fre´quence. En section 4.5 sont
pre´sente´s les re´sultats des mesures de performance sur deux base de donne´es en
simulant deux fonctions de hachage diffe´rentes. La conclusion est ensuite de´veloppe´e.
4.2 Contexte
Dans ce travail, nous conside´rons deux fonctions de hachage : la premie`re, SHA-1,
de part sont usage massif dans les fuites de donne´es re´centes. SHA-1 sera une
repre´sentante de la classe des fonctions cryptographiques rapides (MD5, SHA-1,
SHA2, SHA-3, ...), puisque dans cette e´tude ces fonctions ont un comportement
similaire. La deuxie`me fonction utilise´e est bcrypt, une re´fe´rence pour stocker les
mots de passe, avec un couˆt de 10 ce qui est la valeur par de´faut de la fonction
password hash() de PHP au moment de l’e´criture. Argon2, Scrypt et bcrypt sont
e´galement tre`s similaires dans le cadre de ce travail, c’est pourquoi bcrypt sera la
repre´sentante de sa classe car elle est davantage utilise´e que Argon2 et Scrypt, mais
aussi parce que le seul parame`tre qui nous inte´resse est le couˆt en temps d’une
exe´cution. Dans les expe´riences qui suivent, deux des bases de donne´es pre´sente´es en
section 1.1.6 sont utilise´es : LinkedIn et Rockyou.
Lors de nos expe´riences, nous avons rapidement remarque´ que la fre´quence de
ge´ne´ration des candidats par les e´nume´rateurs n’e´tait pas constante. Meˆme si l’on a
l’impression de prime abord que cette fre´quence varie peu au de´but de l’e´nume´ration,
on remarque ne´anmoins des pe´riodes ou` la fre´quence va lourdement chuter, provoquant
des pics de baisse de fre´quence. Ceci s’explique par le fait que les e´nume´rateurs vont
souvent devoir changer l’ensemble des mots sur lesquels ils travaillent, impliquant un
nombre important d’ope´rations a` effectuer pour passer d’un ensemble a` un autre.
Aussi, plus l’on avance dans l’e´nume´ration et plus les structures de donne´es utilise´es
grandissent, demandant davantage d’ope´rations pour les parcourir. Il est donc faux
d’estimer que cette fre´quence est constante sur l’ensemble de l’e´nume´ration.
4.3 Mode´lisation
4.3.1 Contexte
Le processus d’attaque sur les mots de passe, au niveau du traitement d’un seul
candidat, se re´sume en 3 e´tapes (voir Figure 4.1) :
(i) ge´ne´rer un candidat c
(ii) le hacher en calculant H(c)
(iii) chercher une correspondance de l’empreinte H(c) dans la base cible D
En pratique, l’e´tape (iii) est ne´gligeable, meˆme lorsqu’une fonction de hachage
rapide est utilise´e. En effet, les logiciels de cassage de mots de passe utilisent une
structure probabiliste, similaire a` un filtre de Bloom avec une seule fonction de
hachage, pour stocker les empreintes attaque´es en me´moire. Nous ne´gligerons donc
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tc H(c)
(i) (ii) (iii)
H(c) dans D?
Figure 4.1 – Processus de traitement d’un candidat
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Figure 4.2 – Processus de ge´ne´ration de plusieurs candidats en fonction du temps
cette e´tape. Ainsi, selon la fonction de hachage utilise´e dans l’e´tape (ii), le goulot
d’e´tranglement du syste`me est soit l’e´tape (i), soit l’e´tape (ii).
A` une e´chelle plus large et donc au traitement de plusieurs candidats, le processus
peut eˆtre repre´sente´ comme sur la Figure 4.2. Les c repre´sentent la ge´ne´ration d’un
candidat et les p signifient que le candidat correspondant est un mot de passe pre´sent
dans la base de donne´es attaque´e.
4.3.2 Formalisation de la performance
Le processus de cassage des mots de passe est un processus continu. Il y a donc
un besoin de formaliser la notion de performance pour une attaque sur les mots de
passe.
Conside´rons dans un premier temps la performance au niveau de la ge´ne´ration
d’un seul candidat. Pour tout i ∈ N, notons ti l’instant ou` le traitement du ie´me
candidat est termine´, gi le gain de ce candidat, i.e. le nombre de fois qu’il apparaˆıt
dans la base de donne´es D, et ci le temps requis pour traiter ce candidat (les 3
e´tapes), i.e. ci = ti − ti−1. La performance est donc P (ti−1, ti) = gi. Ainsi
P (ti−1, ti) = ci
gi
ci
=
∫ ti
ti−1
g(t)
c(t)
dt,
ou` c(t) et g(t) sont constants sur ]ti−1, ti].
Ce mode`le peut e´galement eˆtre utilise´ s’il y a une paralle´lisation, puisque g(t) et
c(t) peuvent eˆtre mesure´s sur plusieurs cœurs.
Soit t1 et t2 deux instant tels que t1 < t2. La performance dans cette pe´riode
]t1, t2] est donc
P (t1, t2) =
∫ t2
t1
g(t)
c(t)
dt,
ou` c(t) = ci et g(t) = gi, pour tout ti−1 < t ≤ ti.
4.3. MODE´LISATION 47
La fre´quence F (t1, t2) est par de´finition le nombre de candidats traite´s entre t1 et
t2. On a
F (t1, t2) =
∫ t2
t1
1
c(t)
dt.
Le taux de succe`s S(t1, t2) est de´fini comme le ratio entre le nombre de mots
trouve´s dans la pe´riode ]t1, t2] et le nombre de candidats traite´s dans le meˆme temps :
S(t1, t2) =
P (t1, t2)
F (t1, t2)
.
Comparaison des performances d’e´nume´rateurs. Il existe deux cas qui
de´pendent de la fonction de hachage choisie. Pour chaque candidat i, on a ci =
cig + c
i
h + c
i
d ou` c
i
g correspond a` l’e´tape (i), c
i
h a` l’e´tape (ii), et c
i
d a` l’e´tape (iii), avec
cid ne´gligeable en pratique. Soient E1 et E2 deux e´nume´rateurs dont on souhaite
comparer les performances. On a deux cas :
— cas a) une fonction de hachage lente est utilise´e. Alors pour tout i on a
ci = cig + c
i
h ≈ cih
et
F1(t1, t2) ≈ F2(t1, t2),
et si
S1(t1, t2) > S2(t1, t2)
alors on a
P1(t1, t2) > P2(t1, t2),
c’est-a`-dire que l’e´nume´rateur E1 a une meilleure performance que E2 quand
E1 a un meilleur taux de succe`s.
— cas b) une fonction rapide est utilise´e. Alors pour tout i on a
ci = cig + c
i
h ≈ cig,
et si
S1(t1, t2)
cg,1
>
S2(t1, t2)
cg,2
alors on a
P1(t1, t2) > P2(t1, t2).
C’est a` dire que l’e´nume´rateur avec le meilleur ratio taux de succe`s sur temps
de ge´ne´ration des candidats est le plus performant. Il y a donc ici un compromis
entre le taux de succe`s et la vitesse de l’e´nume´rateur.
Les travaux de la litte´rature calculant le taux de succe`s a` partir du de´but de
l’e´nume´ration sans tenir compte de la fre´quence correspondent au cas a), quand une
fonction lente est utilise´e. En effet dans ce cas, la vitesse d’e´nume´ration n’est pas
vraiment importante et les meilleures performances sont obtenues graˆce a` un meilleur
taux de succe`s. Dans le cas b), lorsqu’une fonction rapide est utilise´e, l’e´nume´rateur
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tH(c)cm’ m’’
(i) (i)’’ (ii) (iii)(i)’
H(c) dans D?
Figure 4.3 – Processus de ge´ne´ration d’un candidat avec mesure du temps
d’exe´cution
E1 ne doit pas uniquement avoir un meilleur taux de succe`s que E2 mais aussi eˆtre
plus rapide, ou alors que son taux de succe`s contre-balance la diffe´rence de vitesse
entre les deux. Par exemple, si E2 a un taux de succe`s deux fois plus grand que E1
mais est cent fois plus lent, les performances de E2 seront cinquante fois plus petites
pour la meˆme pe´riode de temps. Dans ce cas, mesurer uniquement le taux de succe`s
pour comparer leur performance n’est pas suffisant.
4.3.3 Estimation de la performance
En pratique, mesurer directement la performance pour tout intervalle de temps
]t1, t2] n’est pas possible car ceci ne´cessite de mesurer le temps apre`s chaque candi-
dat, c’est-a`-dire de faire un appel a` la fonction clock(). Ceci ajoute une ope´ration
supple´mentaire a` exe´cuter pour l’e´nume´rateur, ce qui le ralentit. La Figure 4.3 illustre
le processus de cassage de mots de passe avec ces appels supple´mentaires m′ et m′′.
Plus l’e´nume´rateur est rapide dans la ge´ne´ration des candidats, plus il est impacte´ par
les appels a` clock(). Il aurait e´te´ possible de contourner ce proble`me en ne mesurant
le temps qu’apre`s un nombre fixe de candidats N , ne permettant plus de calculer
la performance pour tout ]t1, t2]. Cependant, nous avons choisi une manie`re plus
convenable de calculer la performance, en se´parant les mesures du taux de succe`s et
de la fre´quence, et en les mesurant pour des petites pe´riodes afin d’en de´duire une
estimation de la performance. Ces mesures sont prises pour chaque intervalle d’une
seconde :
P (j, j + 1) = F (j, j + 1)S(j, j + 1)
ou` j est un instant et j + 1 cet instant plus une seconde.
Le fait de mesurer se´pare´ment la fre´quence et le taux de succe`s offre plusieurs
avantages. Tout d’abord, les mesures n’ont pas besoin d’eˆtre effectue´es en meˆme
temps, ce qui e´vite les interfe´rences dans les mesures de temps. Deuxie`mement,
pour mesurer le taux de succe`s, il devient possible d’utiliser des astuces (lorsque
disponibles) qui e´vitent de lancer l’e´nume´rateur pour prendre les mesures, ce qui
fait gagner du temps. Par exemple, pour la force brute, il est possible et efficace de
calculer quand un mot donne´ sera e´nume´re´ en fonction de l’alphabet conside´re´ et
de la taille du mot (de´tails dans la section 1.3.2). Pour JtR-Markov, il est possible
de calculer une approximation du rang d’e´nume´ration d’un mot de manie`re efficace
(de´tails dans la section 1.4.2). Graˆce a` ces astuces, plutoˆt que de lancer l’e´nume´ration
et attendre que l’algorithme trouve les mots de la base de donne´es, il est possible
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pour chaque mot de la base de donne´es, de calculer son rang d’e´nume´ration. Ceci
n’est cependant pas possible pour OMEN et PCFG, qui demandent d’eˆtre lance´s
pour mesurer leur taux de succe`s. Le troisie`me avantage est le fait que la mesure du
taux de succe`s n’est pas influence´e par les performances de la machine, ni perturbe´e
par d’e´ventuels autres processus qui utiliseraient toutes les ressources. Si nous avions
mesure´ directement la performance, il aurait fallu eˆtre davantage vigilants sur le fait
que les mesures n’aient pas e´te´ perturbe´es. Dans notre cas, seule la mesure de la
fre´quence est influence´e par une surcharge de la machine, mais cela pose moins de
difficulte´s que pour la performance.
D’abord, comme mentionne´ pre´ce´demment, la mesure de cg(t) a une influence
sur sa valeur. Il est donc ne´cessaire d’effectuer le moins de mesures possibles tout en
gardant une pre´cision suffisante. Nous avons observe´ que cg(t) ne varie pas beaucoup
entre j et j + 1, sa valeur est donc suppose´e constante pour cette pe´riode. Notons
cg sa valeur, et mettons-lui comme valeur la moyenne de cg(t). Deuxie`mement, ch
peut eˆtre conside´re´ comme constant pour une fonction de hachage donne´e, puisque
la taille des mots de passe est presque toujours infe´rieure a` la taille de l’entre´e de
la fonction de compression utilise´e dans la fonction de hachage. Autrement dit, les
donne´es d’entre´es sont bien souvent trop courtes pour faire varier significativement
le calcul de l’empreinte.
Soit c = cg + ch dans l’intervalle ]j, j + 1], alors F (j, j + 1) =
1
c
est la fre´quence
de l’e´nume´rateur pour cette pe´riode.
Conside´rons maintenant une pe´riode de k secondes ]t1, t2 = t1 + k], on a
P (t1, t2) =
k−1∑
l=0
P (t1 + l, t1 + l + 1)
que l’on appelle la performance cumule´e, a` la manie`re des travaux de la litte´rature
(sauf que le temps n’e´tait pas pris en compte), qui utilisaient la me´trique “number of
guesses (NoG)”, appele´e fonction de re´partition (Cumulative Distribution Function
(CDF)).
4.4 Mesure des performances
Le calcul des performances n’a jamais e´te´ conside´re´, bien que le couˆt en temps
de ge´ne´ration des candidats ait rapidement e´te´ mentionne´ dans un article de la
litte´rature [48]. En particulier, il n’a jamais e´te´ mentionne´ que le taux de succe`s S et
la performance F doivent eˆtre mesure´s se´pare´ment si l’on veut pouvoir effectuer les
mesures de manie`re pre´cise et en un temps raisonnable. Une estimation de ces deux
valeurs est suffisante pour avoir une bonne estimation de la performance. De plus,
cela permet d’e´tudier ces deux proprie´te´s de manie`re inde´pendante.
Ne´anmoins, comme mentionne´ dans [48], puisque certains e´nume´rateurs sont tre`s
rapides dans leur e´nume´ration, mesurer S(j, j + 1) et F (j, j + 1) en pratique est
un challenge technique. Les mesures effectue´es sont maintenant pre´sente´es. Tout
d’abord, aucune implantation d’e´nume´rateur ne propose de mesurer le temps entre
chaque candidat. L’implantation d’OMEN permet de mesurer le taux de succe`s
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au fil des candidats ge´ne´re´s. Pour les autres e´nume´rateurs, il est ne´cessaire de
prendre des mesures adapte´es en fonction de l’implantation. Puisque le temps n’a
pas d’importance lors de la mesure du taux de succe`s, il est possible d’utiliser des
techniques diffe´rentes en fonction des e´nume´rateurs.
Nombre de candidats ge´ne´re´s pour une pe´riode. Les e´tapes (ii) et (iii)
sont suppose´es constantes pour une fonction de hachage donne´e, seule l’e´tape (i)
a donc besoin d’eˆtre mesure´e. Pour les meˆmes raisons e´voque´es dans la section
pre´ce´dente, mesurer le temps entre chaque candidat jusqu’a` atteindre une seconde
est un proce´de´ trop couˆteux, surtout pour les e´nume´rateurs tre`s rapides. A` la place,
une estimation du nombre de candidats ge´ne´re´s en une seconde est effectue´e, en
mesurant le temps ne´cessaire pour ge´ne´rer N candidats, on en de´duit le nombre de
candidats ge´ne´re´s en une seconde. Par exemple, en moyenne PCFG ge´ne`re environ
8× 104 candidats par seconde, OMEN environ 106, JtR-Markov environ 2× 107 et la
force brute environ 1.6× 109 (ces temps ne sont pas constants durant l’e´nume´ration,
mais servent ici a` avoir une ide´e de leurs valeurs). Afin de re´duire l’erreur commise,
on fait varier N jusqu’a` ce que le temps moyen pour ge´ne´rer N candidats soit
proche d’un dixie`me de seconde au de´but de l’e´nume´ration, afin d’avoir a` la fois une
bonne estimation de c(t) et un nombre acceptable de nombres flottants a` stocker,
correspondant a` chaque valeur de temps. On se rame`ne ensuite a` 1 seconde avec un
produit en croix. Les valeurs de N de´termine´es sont visibles dans la Figure 4.4.
E´nume´rateur force-brute JtR-Markov OMEN PCFG
N 109 4× 106 105 104
Figure 4.4 – valeur de N pour estimer la fre´quence de chaque e´nume´rateur
A` l’issu de cette mesure, on obtient une liste de nombres flottants T = [T1, T2, ..., Tk]
ou` chaque Ti repre´sente le temps ne´cessaire pour ge´ne´rer N candidats.
Taux de succe`s. Pour mesurer le taux de succe`s, il est ne´cessaire d’avoir pour
chaque candidat ci, son rang ri dans l’e´nume´ration et son gain g
i (combien de fois
il apparaˆıt dans la base de donne´es). Il existe deux manie`res de mesurer le taux
de succe`s : en exe´cutant l’algorithme et en comptant les occurrences dans la base
de donne´es, ou a` rebours en calculant pour chaque mot de passe de la base son
rang dans l’e´nume´ration. La premie`re me´thode s’applique quelque soit l’e´nume´rateur.
Cependant, cela demande de les exe´cuter, ce qui prend du temps surtout si l’on
souhaite faire cette mesure pour un grand nombre de candidats. La deuxie`me me´thode
n’est applicable que pour deux e´nume´rateurs : JtR-Markov et la force-brute puisque
le rang d’un mot est pre´dictible et facilement calculable graˆce a` la fonction de rang
R(m) tel que montre´ dans les sections 1.3.2 et 1.4.2.
A` l’issu de cette mesure, on obtient une liste SR = [(r1, g
1), ..., (rl, g
l)] de couples
(rang, gain) pour chaque mot de passe de la base de donne´es attaque´e.
Calcul de la performance. Une fois que les taux de succe`s et les fre´quences
ont e´te´ mesure´s, il est possible de calculer la performance en les appariant de la
manie`re suivante : pour chaque i ∈ {0, ..., k}, on calcule la somme des gains des
candidats de rang r tel que riN ≤ r < r(i+1)N .
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Figure 4.5 – Attaque sur LinkedIn
Courbe. La valeur du point correspondant a pour abscisse
∑i
j=0 Tj (la somme
des temps ne´cessaires pour ge´ne´rer les iN candidats pre´ce´dents), et pour ordonne´e
Pi. On affiche donc le point (
∑i
j=0 Tj, Pi).
4.5 Re´sultats expe´rimentaux
Dans cette section sont pre´sente´s les re´sultats du calcul des performances pour
quatre e´nume´rateurs : la force brute, le mode Markov de John The Ripper, OMEN
et l’e´nume´rateur base´ sur PCFG, sur les bases de donne´es LinkedIn et Rockyou, en
simulant deux fonctions de hachage, SHA-1 et bcrypt (avec un couˆt de 10). Plutoˆt
que de tracer les courbes de performances telles quelles, on trace le pourcentage de
la base de donne´e trouve´ depuis le de´but. Ainsi, cela permet de se comparer aux
travaux de la litte´rature mais aussi de comparer les graphiques entre eux puisque les
bases de donne´es ne sont pas de meˆme taille. Les mesures de vitesses des fonctions
de hachage proviennent de [19], ou` pour SHA-1, 1/ch ≈ 12.5× 109, et pour bcrypt
avec un couˆt de 10, la valeur par de´faut de la fonction password hash() de PHP,
1/ch ≈ 700. Les mesures dans Hashcat sont effectue´es sur bcrypt avec un couˆt de 5,
ce qui signifie 25 tours de la fonction de de´rivation de cle´ interne. Ainsi, ch pour un
couˆt de 10 est 25 plus petit, donnant 23× 103/25 ≈ 700.
Sur la Figure 4.5a montrant les performances des e´nume´rateurs en attaquant
LinkedIn prote´ge´e par SHA-1, JtR-Markov et PCFG cassent environ 60% des mots
de passe apre`s quatre heures, tandis qu’OMEN ne casse qu’environ 43% et la force
brute 36%. La force brute, malgre´ la na¨ıvete´ de la me´thode, montre tout de meˆme
de bons re´sultats. PCFG est e´tonnamment bon puisqu’il exploite le fait qu’un grand
nombre de mots de passe partagent la meˆme structure dans cette base de donne´es :
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Figure 4.6 – Attaque sur Rockyou
37% des mots de passe partagent les 5 structures les plus fre´quentes. Cependant, en
simulant bcrypt (Fig. 4.5b), les performances des e´nume´rateurs sont chamboule´es.
A` cause de la faible qualite´ des candidats de la force brute, le processus passe son
temps a` hacher des candidats n’ayant que peu de succe`s. Apre`s quatre heures, la
force brute a casse´ moins de 1% de la base de donne´e, tandis que PCFG continue
d’eˆtre efficace en cassant 43% de la base. OMEN remonte dans le classement en
cassant plus de 18% de la base. Finalement, JtR-Markov est moins bon qu’OMEN,
en ne trouvant que 11% des mots de passe apre`s quatre heures.
En attaquant Rockyou prote´ge´e par SHA-1 (Fig. 4.6a), JtR-Markov casse 15%
des mots de plus que sur LinkedIn apre`s quatre heures, ou` OMEN casse 23% de
plus que sur LinkedIn, et la force brute 12% de plus. Cependant, PCFG conserve
des performances similaires a` celles sur LinkedIn avec du SHA-1. Sur Rockyou avec
du bcrypt (Fig. 4.6b), les re´sultats sont similaires a` ceux contre LinkedIn avec du
bcrypt : meˆme si les e´nume´rateurs cassent proportionnellement moins de mots de
passe, l’ordre des performances est conserve´. Les “marches” visibles sur les courbes
d’OMEN est duˆ au fait que l’algorithme ge´ne`re, par ensemble, des candidats de
meˆme longueur, et que les candidats dans ces ensembles sont ge´ne´re´s par probabilite´
de´croissante. Quand OMEN change la longueur des candidats, il casse soudainement
beaucoup de mots de passe.
4.5.1 Bases prive´es des mots de passe les plus faibles
Mot de passe faible : dans les expe´riences mene´es ici, nous de´signons un mot
de passe comme faible s’il fait partie des premiers mots de passe attaque´s par un
adversaire. Ceci regroupe les mots de passe les plus trivialement cassables. Dans le
premier sce´nario, les mots de passe faibles sont ceux trouve´s par une force brute
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pendant une heure environ. Dans le deuxie`me sce´nario, ce sont ceux qui ne satisfont
pas une politique de se´curite´ donne´e.
4.5.1.1 Re`gles des professionnels du cassage de mots de passe
Dans ce sce´nario, on attaque des sous-ensembles des bases de donne´es ou` les
mots de passe les plus faibles ont e´te´ retire´s. Les mots de passe de taille 6 ou moins,
ceux tout en minuscules de taille 7 ou 8, en majuscules de taille 7 ou 8, et ceux ne
contenant que des chiffres de taille 7 a` 12 sont retire´s des bases de donne´es. Ces
mots de passe faibles sont ge´ne´ralement attaque´s en premier par les professionnels
du cassage de mots de passe [18]. Dans cette partie comme dans la suivante, l’e´tape
d’apprentissage est exe´cute´e a` nouveau sur la moitie´ de l’ensemble filtre´. Par exemple,
s’il n’y a pas de mot de longueur infe´rieure a` 8, l’e´nume´rateur ne testera pas de mots
de longueur infe´rieure a` 8.
Si l’on compare a` l’attaque sur la base entie`re de LinkedIn (Figure 4.5a), PCFG est
l’e´nume´rateur qui souffre le moins du manque de mots de passe faibles (Figure 4.7a),
car il perd moins de 5% de performance, tandis que JtR-Markov et OMEN en perdent
quasiment 20%. La force brute devient beaucoup moins inte´ressante car elle attaque
essentiellement des mots de passe tre`s faibles au de´but. Quand bcrypt est utilise´
(Figure 4.7b), meˆme si l’on peut faire les meˆmes remarques pour la force brute,
OMEN et PCFG, on constate que JtR-Markov ne casse quasiment pas de mots de
passe, et devient quasiment aussi peu efficace que la force brute.
En attaquant la base de donne´es Rockyou avec SHA-1 sans les mots de passe les
plus faibles (Figure 4.8a), le phe´nome`ne est similaire a` l’attaque sur LinkedIn, c’est-
a`-dire que PCFG est peu impacte´, tandis que les trois autres e´nume´rateurs perdent
environ 20% de performance chacun. Quand bcrypt est utilise´, chaque e´nume´rateur
perd e´galement environ 20% de performance sauf OMEN, qui lui n’en perd que 10.
Ceci est duˆ au fait qu’OMEN s’adapte a` la base de donne´es attaque´e en re´ordonnant
les ensembles de mots qu’il parcourt.
Cette expe´rience montre que meˆme si l’on retire les mots de passe les plus faibles
des bases de donne´es, les performances des e´nume´rateurs restent satisfaisantes. Il
est donc e´vident que retirer les mots de passe les plus faibles, tel que de´fini lors de
cette expe´rience, n’est pas suffisant a` faire baisser les performances des e´nume´rateurs
e´tudie´s.
4.5.1.2 Re`gles heuristiques e´tudie´es par les acade´miques
Dans cette partie, nous e´tudions les performances des e´nume´rateurs sur des
sous-ensembles de la base LinkedIn, de´finis selon 4 politiques de composition telles
que pre´sente´es dans l’article [48]. Les performances peuvent en effet varier selon les
mots pre´sents dans la base attaque´e, comme le montrent les re´sultats de l’expe´rience
pre´ce´dente, ou` PCFG e´tait meilleur quand les mots de passe faibles e´taient retire´s de
la base. Les 4 sous-ensembles conside´re´s dans cette expe´riences sont :
— basic : les mots de passe conserve´s contiennent au moins 8 caracte`res
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Figure 4.7 – Attaque sur LinkedIn sans les mots de passe faibles
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Figure 4.8 – Attaque sur Rockyou sans les mots de passe faibles
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— complex : les mots de passe contiennent au moins 8 caracte`res dont un de
chaque classe (minuscule, majuscule, chiffres, symboles)
— longbasic : les mots de passe contiennent plus de 16 caracte`res
— longcomplex : les mots de passe contiennent plus de 12 caracte`res d’au moins
3 classes diffe´rentes
Ces politiques de composition, bien qu’arbitraires, repre´sentent convenablement
celles utilise´es en pratique dans les services en ligne.
Il faut noter que le filtre basic est tre`s proche du de´but de l’attaque par les
professionnels tel qu’effectue´e dans l’expe´rience pre´ce´dente. On a donc une forte
ressemblance entre les graphiques 4.7 et 4.9.
Lorsque la politique basic est applique´e sur LinkedIn (Figure 4.9a), la force brute
est beaucoup moins performante car l’espace des mots de taille 8 et plus est plus
long a` explorer. Ceci est valable aussi pour les trois autres politiques de composition
applique´es a` LinkedIn. Cependant, PCFG est toujours aussi performant et trouve 60%
de la base en 14400 secondes, autant que sur la base originale, tandis que JtR-Markov
en trouve 50%, soit plus de 10% en moins que sur la base originale. OMEN quant a`
lui a des performances similaires, meˆme si la courbe de sa performance est moins
pentue que sur la base d’origine.
Concernant l’attaque de la base LinkedIn filtre´e avec la politique complex
(Figure 4.10a), les trois e´nume´rateurs JtR-Markov, OMEN et PCFG cassent quasiment
autant de mots de passe apre`s 4 heures, cependant leur progression est diffe´rente.
Ne´anmoins, les performances des e´nume´rateurs sur l’attaque de la base avec la
politique longbasic (Figure 4.11a) sont beaucoup moins bonnes, excepte´ pour
PCFG. JtR-Markov et la force brute ne trouvent quasiment pas de mots de passe en
4 heures, et OMEN en trouve moins de 10%, alors que PCFG trouve environ 30%,
ce qui montre encore une fois que PCFG est meilleur lorsque les mots de passe les
moins robustes sont retire´s.
Sur la base LinkedIn avec la politique longcomplex (Figure 4.12a), l’e´cart entre
PCFG et OMEN est moins important qu’avec la politique longbasic. En revanche,
JtR-Markov trouve 1% de la base de donne´es, compare´e a` 0% sur LinkedIn avec
la politique longbasic, duˆ au fait que les mots de passe ici sont en moyenne plus
courts.
On remarque que par ces diffe´rentes expe´riences, les performances des e´nume´rateurs
sont tre`s de´pendantes des bases de donne´es attaque´es. Certains e´nume´rateurs sont
meilleurs lorsque beaucoup de mots de passe faibles sont pre´sents, comme c’est le cas
de JtR-Markov. Cependant, de`s que l’on retire une partie des mots de passe faibles,
on constate que PCFG devient nettement meilleur que les autres e´nume´rateurs,
meˆme si avec certaines politiques de composition les performances sont sensiblement
les meˆmes.
4.6 Conclusion
Les expe´riences mene´es dans ce chapitre montrent que la performance du processus
de cassage des mots de passe est de´pendant non pas seulement de son taux de succe`s,
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Figure 4.9 – Attaque sur LinkedIn + filtre basic
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Figure 4.10 – Attaque sur LinkedIn + filtre complex
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Figure 4.11 – Attaque sur LinkedIn + filtre longbasic
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Figure 4.12 – Attaque sur LinkedIn + filtre longcomplex
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mais e´galement de la vitesse d’e´nume´ration des candidats et de la vitesse de la
fonction de hachage. En effet, si l’on utilise une fonction rapide telle que SHA-1, on
permet aux e´nume´rateurs les plus rapides de casser beaucoup de mots de passe, meˆme
si les candidats ge´ne´re´s sont de mauvaise qualite´. Par exemple la force brute reste
une me´thode viable pour casser des mots de passe sur LinkedIn avec SHA-1 car elle
est quasiment aussi performante que OMEN. Si cette force brute e´tait imple´mente´e
sur carte graphique, elle serait probablement meilleur que OMEN dans ces conditions.
En revanche, utiliser bcrypt pour prote´ger les mots de passe permet de faire baisser
fortement les e´nume´rateurs rapides tels que JtR-Markov et la force brute. Cependant,
cela n’empeˆche pas les e´nume´rateurs probabilistes tels que PCFG et OMEN d’eˆtre
efficaces. Les expe´riences montrent e´galement que PCFG est le meilleur e´nume´rateur
dans quasiment toutes les conditions teste´es, meˆme lorsque la fonction de hachage
est rapide. PCFG est notamment largement meilleur que les autres e´nume´rateurs
lorsque l’on retire les mots de passe faibles des bases de donne´es. Ceci indique que
PCFG a une meilleure capacite´ d’adaptation aux spe´cificite´s des bases de donne´es
que ses concurrents, l’apprentissage e´tant refait a` chaque fois.
Les expe´riences sur les bases de donne´es filtre´es ou` l’on retire les mots de passe
les plus faibles montrent que les filtres e´tudie´s ne sont pas suffisants pour contrer les
attaques utilisant des e´nume´rateurs probabilistes. Il est donc ne´cessaire aujourd’hui
d’utiliser des me´triques de robustesse plus adapte´es a` ces e´nume´rateurs. Le chapitre
suivant traite de ce proble`me, a` savoir a` quel point les me´triques heuristiques
de robustesse sont pertinentes pour prote´ger les mots de passe des e´nume´rateurs
probabilistes.
Chapitre 5
Efficacite´ des politiques heuristiques
contre les mode`les probabilistes
Dans ce chapitre, on e´value l’efficacite´ des mesures de robustesse heuristiques
pour se prote´ger des attaques utilisant des mode`les probabilistes. Les mesures de
robustesse heuristiques conside´re´es dans ce chapitre sont celles qui imposent des
re`gles obligatoires que doivent satisfaire les mots de passe pour eˆtre accepte´s. En
utilisant les outils formels et techniques de la premie`re contribution, on s’inte´resse
ici a` e´tudier ce qui fait qu’une base de donne´es est re´sistante face aux diffe´rents
e´nume´rateurs probabilistes, car cela permet de mettre en avant la robustesse de
cette base mais aussi la robustesse des mots qui la composent. Pour cela, nous
e´tudions les performances des e´nume´rateurs de manie`re locale, sur une courte
pe´riode de temps, de manie`re a` percevoir l’e´volution de leur comportement au
cours du temps. Meˆme si les expe´riences du chapitre 4 montrent que complex et
longcomplex ne permettent pas de re´duire suffisamment les performances des
e´nume´rateurs, les expe´riences mene´es dans ce chapitre permettent d’avoir un angle
d’observation diffe´rent. Ici, l’ide´e n’est pas de comparer les e´nume´rateurs entre
eux ni de comparer les me´triques de robustesse entre elles, mais plutoˆt d’e´tudier
l’efficacite´ de chaque me´trique de robustesse pour prote´ger une base de donne´es
contre chaque e´nume´rateur.
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CHAPITRE 5. EFFICACITE´ DES POLITIQUES HEURISTIQUES CONTRE LES
MODE`LES PROBABILISTES
5.1 Introduction
L’hypothe`se que l’on souhaite tester dans ce chapitre est la suivante : les me´triques
heuristiques de robustesse des mots de passe sont inefficaces pour prote´ger les mots de
passe contre les e´nume´rateurs base´s sur des mode`les probabilistes. Pour re´aliser ce test,
on mesure la performance locale des attaques utilisant un e´nume´rateur probabiliste
pour casser les mots de passe d’une base de donne´es filtre´es avec 3 diffe´rentes me´triques
heuristiques : complex, longcomplex et ZXCVBN. La mesure de la performance est
effectue´e telle que de´crite dans le chapitre 4. Puisque ZXCVBN est parame´trable, on
teste e´galement l’hypothe`se sur les bases filtre´es avec les diffe´rents scores propose´s
par ZXCVBN. Puisque l’on souhaite savoir si les me´triques heuristiques sont efficaces
pour rendre les mots de passe plus robustes face aux e´nume´rateurs probabilistes, il est
peu pertinent de simuler l’usage d’une fonction de hachage rapide car ceci constitue
de´ja` un avantage pour l’attaquant. De plus, les conclusions n’auraient pas permises
de mesurer l’apport en se´curite´ apporte´ par les me´triques heuristiques par rapport
a` l’utilisation d’une fonction de hachage adapte´e au stockage des mots de passe.
C’est pourquoi, dans ce chapitre, nous simulons l’usage de bcrypt pour prote´ger les
mots de passe en base de donne´es. Conduire une e´tude de la performance de ces
attaques permet de montrer de quoi l’attaquant est capable. Ceci permet e´galement
de donner des conseils pertinents pour choisir des politiques de se´curite´ des mots de
passe en fonction de la se´curite´ et l’utilisabilite´ de chaque me´thode. Ce travail peut
eˆtre observe´ de deux points de vue diffe´rents. Le premier permet de s’inte´resser a`
l’efficacite´ des e´nume´rateurs probabilistes face aux bases filtre´es en faisant varier la
base des mots de passe. Ce point de vue permet de se focaliser sur les e´nume´rateurs.
Le deuxie`me point de vue permet d’e´tudier la robustesse d’une base ou d’une base
filtre´e face aux diffe´rents e´nume´rateurs probabilistes afin de de´terminer l’attaque la
plus performante. De ce point de vue, on s’inte´resse davantage a` e´tudier ce qui fait
qu’une base de donne´es est re´sistante face a` ces e´nume´rateurs probabilistes, car cela
permet de mettre en avant la robustesse de cette base mais aussi la robustesse des
mots de passe qui la composent.
Nous montrons dans ce chapitre que meˆme les me´triques heuristiques les plus
e´labore´es telles que ZXCVBN associe´es avec une fonction de hachage lente ne
permettent pas de prote´ger efficacement les mots de passe face aux e´nume´rateurs
probabilistes, car ils restent performants meˆme apre`s avoir retire´ les mots de passe
les plus triviaux. Cependant, les 3 me´triques teste´es sont tout de meˆme efficaces
pour prote´ger des attaques les plus na¨ıves telles que le mode Markov de John The
Ripper et la force brute. Si l’on part dans l’optique que les fonctions de hachage
lentes grandissent en popularite´, l’usage des e´nume´rateurs probabilistes devrait se
ge´ne´raliser car ce sont les seules me´thodes efficaces contre ces fonctions, comme
montre´ dans le chapitre 4, ce qui implique de remplacer ces me´triques heuristiques
avec des me´thodes nouvelles qui prote`gent de ces e´nume´rateurs.
Ce chapitre est organise´ de la manie`re suivante : premie`rement, nous pre´sentons
le contexte du travail en section 5.2, deuxie`mement la manie`re dont sont filtre´es
les bases de donne´es est pre´sente´e en section 5.3, les de´tails des expe´riences sont
pre´sente´s en section 5.4, et enfin les re´sultats sont expose´s en section 5.5. Nous
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conclurons en section 5.6.
5.2 Contexte
5.2.1 Bases et e´nume´rateurs e´tudie´s
Les 3 bases de donne´es e´tudie´es dans ce chapitre sont Rockyou, LinkedIn et
Myspace. Les e´nume´rateurs probabilistes e´tudie´s dans ce chapitre sont la PCFG de
Weir, OMEN et le mode Markov de John The Ripper (JtR-Markov). Simuler une
attaque utilisant la force brute aurait e´te´ naturel afin de la comparer aux autres
e´nume´rateurs, cependant le fait d’utiliser bcrypt avec les me´triques heuristiques ne
permet pas a` la force brute d’eˆtre efficace, entraˆınant une performance trop faible.
C’est pourquoi les performances de la force brute ne sont pas montre´es.
De la meˆme manie`re que dans le chapitre pre´ce´dent, l’attaque d’une base de
donne´es ou d’une base de donne´es filtre´e s’effectue en deux e´tapes : l’apprentissage est
exe´cute´ sur une moitie´ ale´atoire de la base et l’e´valuation de l’e´nume´ration s’effectue
sur la deuxie`me moitie´. L’e´tape d’apprentissage est donc re´pe´te´e pour chaque base
de donne´es attaque´e afin que les e´nume´rateurs puissent s’adapter aux spe´cificite´s de
chaque base.
5.2.2 Utilisabilite´
Une politique de se´curite´ des mots de passe est un ensemble de re`gles que doit
satisfaire un mot de passe pour eˆtre accepte´ dans le syste`me. Un aspect important lors
de l’utilisation d’une politique de se´curite´ des mots de passe est l’utilisabilite´. Cette
notion de´finit a` quel point une politique de se´curite´ est accepte´e par les utilisateurs
finaux. Pour une politique de se´curite´ des mots de passe, elle est souvent mesure´e
en le nombre de fois ou` un utilisateur doit modifier son mot de passe afin qu’il soit
accepte´ par cette politique. Une politique tre`s utilisable accepte facilement les mots
de passe. La difficulte´ principale lorsque l’on conc¸oit des politiques de se´curite´ des
mots de passe est de ge´rer le compromis entre la se´curite´ et l’utilisabilite´ qu’elles
offrent, meˆme si ces deux proprie´te´s ne sont pas incompatibles.
5.2.3 Fonctions de hachage
Il est important e´galement de bien choisir la fonction de hachage pour le stockage
des mots de passe. Meˆme si dans les fuites de donne´es re´centes, les fonctions rapides
restent majoritairement utilise´es (voir Figure 1.1), elles ne sont pas recommande´es
car elles donnent un avantage a` l’attaquant. Il faut donc utiliser des fonctions lentes.
Pour les meˆmes raisons qu’au chapitre 4, nous choisissons d’utiliser bcrypt comme
repre´sentante des fonctions de hachage lentes.
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LinkedIn Rockyou Myspace
Origine 175087762 32603388 308875476
longcomplex 11719618 (6.7%) 1436604 (4.4%) 0
complex 13452789 (7.7%) 479432 (1.5%) 0
1 161142769 (82%) 27993172 (85.8%) 296253876 (95.9%)
2 99698258 (56.9%) 13175372 (40.4%) 131164838 (42.4%)
3 54340823 (31%) 5573554 (17%) 45188326 (14.6%)
4 22778267 (13%) 1247387 (3.8%) 2312808 (0.7%)
Figure 5.1 – Taille des ensembles issus des processus de filtrage (proportion par
rapport a` la base de donne´es originale)
5.3 Filtres sur les bases de donne´es
Afin de mesurer les performances des e´nume´rateurs contre des mots de passe
de diffe´rentes robustesses, nous simulons deux sce´narios utilise´s en pratique pour
renforcer la robustesse des mots de passe. Le premier est l’usage des heuristiques
basiques complex et longcomplex : les mots de passe de la base de donne´es sont filtre´s
en fonction de re`gles simples telles que la longueur du mot ou les caracte`res qui le
composent. Lorsque les mots de passe sont filtre´s avec complex, seuls ceux de taille 8
ou plus et ayant au moins un caracte`re de chacune des 4 classes sont conserve´s. Pour
longcomplex, les mots de passe de taille 12 ou plus et ayant au moins 3 classes de
caracte`res diffe´rentes sont conserve´s. Myspace, de part la manie`re dont les mots de
passe e´taient stocke´s (voir 1.1.6), ne peut pas eˆtre filtre´e avec ces deux me´triques
basiques car tous les mots sont de taille 10 ou moins (longcomplex impossible) et
tout en minuscules (complex impossible). Le deuxie`me sce´nario est l’usage d’une
me´trique heuristique plus e´labore´e, ZXCVBN : un mot de passe est conserve´ si
le score retourne´ par ZXCVBN est supe´rieur a` un parame`tre fixe´ par le service.
Pour chaque base de donne´es D ∈ {LinkedIn,Rockyou,Myspace} et pour chaque
score s ∈ {0, 1, 2, 3, 4}, nous filtrons D en retirant les mots de passe de score < s.
Par exemple, si s = 3 sur LinkedIn, on retire les mots de passe de score 0, 1 et 2 et
on conserve ceux de score 3 et 4. La table 5.1 de´crit la taille de chaque ensemble issu
de ces processus de filtrage.
Il faut noter que les filtres sont applique´s sur des bases de donne´es existantes, ce
qui introduit un biais car dans des conditions re´elles d’application de ces me´triques,
les mots de passe rejete´s peuvent eˆtre modifie´s jusqu’a` eˆtre accepte´s.
5.4 Expe´riences
5.4.1 Mesure de la performance
Nous souhaitons comparer le comportement d’un e´nume´rateur sur la base de
donne´es d’origine avec les versions filtre´es de cette base en calculant le pourcentage
de mots de passe trouve´s au cours du temps. Pour cela, nous devons d’abord montrer
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qu’au long de l’e´nume´ration, le pourcentage de mots de passe trouve´s d’un sous-
ensemble ale´atoire SD par un e´nume´rateur E est sensiblement le meˆme que sur la
base de donne´es originale D, a` condition que SD soit suffisamment grand. On peut
montrer cela en effectuant le tirage ale´atoire avec des essais de Bernoulli.
Sous-base ale´atoire : Soit p la moyenne de la proportion de mots de passe dans
SD (la rapport entre le cardinal de SD et celui de D). Chaque mot de passe de D
est ajoute´ dans SD avec probabilite´ p. Puisque les essais sont inde´pendants, SD
peut eˆtre construit durant l’e´nume´ration. Quand un mot de passe de D est trouve´,
on effectue un essai de Bernoulli pour savoir si ce mot est ajoute´ dans SD. Les
graphiques pre´sente´s dans la section suivante montrent la moyenne du pourcentage
de mots de passe trouve´s dans l’intervalle des 140 secondes qui pre´ce`dent le temps
donne´. Soit t (resp. s) le nombre de mots de passe trouve´s dans D (resp. SD) dans
un tel intervalle.
Proposition : la valeur moyenne de s est t.p, et la probabilite´ d’avoir un e´cart
grand entre s et t.p peut eˆtre borne´ par une borne de Chernoff.
Preuve : pour tout δ > 0, on a Pr(|t.s− t.p| > δ.t.p) ≤ e− 2t.p.δ
2
3 .
Exemple d’application : avec la base de donne´es LinkedIn et p = 0.13, si nous
avons une moyenne de 0.1% des mots de passe trouve´s dans un intervalle de 140s, nous
avons t.p = 0.001× 22778267× 0.13 = 2961, ce qui permet d’assurer un pourcentage
tre`s similaire de SD dans le meˆme intervalle. Ainsi, les graphiques resterons tre`s
similaires, sauf quand la moyenne des pourcentage devient tre`s faible, mais cela ne
change pas la progression de l’attaque. Nous nous attendons a` des re´sultats diffe´rents
du fait que les processus de filtrage des bases de donne´es ne sont pas des tirages
ale´atoires.
5.4.2 Parame`tres d’expe´rimentation
Dans nos expe´riences, nous avons choisi de tracer les courbes de la moyenne de la
performance sur un intervalle de 140 secondes, ce qui repre´sente 1% du temps total
de l’attaque. On trace donc un point au plus toutes les 140 secondes repre´sentant la
moyenne de la performance sur les 140 secondes qui pre´ce`dent. Ce temps est pertinent
car cela permet d’observer les phe´nome`nes locaux tout en gardant des graphiques
assez lisibles. L’avantage de tracer la moyenne de la performance sur des pe´riodes
courtes est que cela permet de comprendre les comportements diffe´remment que dans
le chapitre pre´ce´dent. En effet, lorsque l’on trace les courbes de manie`re cumulative,
c’est-a`-dire avec le pourcentage de mots trouve´s depuis le de´but de l’e´nume´ration, les
variations locales sont camoufle´es par la progression globale. En trac¸ant la moyenne
sur des pe´riodes courtes, on peut observer les hausses et les baisses de performances
tout au long de l’e´nume´ration. On peut donc de´tecter les e´nume´rateurs qui deviennent
tre`s performants apre`s une certaine pe´riode de temps, et ceux qui deviennent tre`s
peu performants au bout d’un certain temps. La Figure 5.13 en est un bon exemple,
ou` les performances sont parfois tre`s faibles, et parfois augmentent d’un coup.
De plus, nous avons choisi de tracer les courbes sur quatre heures d’attaque, parce
que nous avons observe´ que ce temps e´tait suffisant pour repre´senter les performances
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Figure 5.2 – Performance de JtR-Markov sur Rockyou avec et sans filtre complex
de chaque e´nume´rateur. Au dela` de quatre heures, l’ordre des courbes reste inchange´,
c’est pourquoi nous avons tronque´ les attaques pour simplifier les graphiques.
5.5 Re´sultats
Dans cette section, nous pre´sentons les graphiques de la performance des e´nume´rateurs
sur les 3 bases de donne´es avec chacun des filtres. L’axe des abscisses repre´sente le
temps depuis le de´but de l’attaque, et l’axe des ordonne´es repre´sente la moyenne
du pourcentage trouve´ de la base de donne´es dans les 140 secondes qui pre´ce`dent.
L’axe des abscisses est fixe´ sur l’intervalle [0, 14400] et l’axe des ordonne´es est fixe´
sur l’intervalle [10−3, 101] toujours pour des raisons de simplicite´ d’affichage.
5.5.1 Heuristiques basiques
Nous pre´sentons maintenant les performances locales des e´nume´rateurs probabi-
listes pour casser les mots de passe des bases de donne´es avec et sans filtre.
5.5.1.1 Mode Markov de John The Ripper
Le mode Markov de John The Ripper, contrairement a` PCFG et OMEN, est
fortement impacte´ par l’application des filtres heuristiques basiques, comme le
montrent les figures 5.2 et 5.3. Dans de tels sce´narios, le filtre longcomplex permet
de bloquer totalement l’attaque, tandis que le filtre complex ne permet de re´duire
que d’un facteur 10 la performance de l’attaque.
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Figure 5.3 – Performance de JtR-Markov sur LinkedIn avec et sans filtre complex
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Figure 5.4 – Performance de PCFG sur Rockyou avec et sans filtres heuristiques
basiques
5.5.1.2 PCFG
La figure 5.4 montre que globalement le filtre complex re´duit les performances
de PCFG sur Rockyou compare´ a` l’attaque sans filtre. Le filtre longcomplex est
encore plus efficace. Cependant, les performances diffe`rent de moins d’un ordre
de grandeur, ce qui signifie que PCFG trouve avec ces filtres, plus de 10% de ce
qu’il trouve sans filtre. La figure 5.5 re´ve`le que PCFG est tout autant impacte´ sur
LinkedIn que sur Rockyou. Cependant, entre 3000 et 6000 secondes, PCFG e´nume`re
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Figure 5.5 – Performance de PCFG sur LinkedIn avec et sans filtres heuristiques
basiques
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Figure 5.6 – Performance de OMEN sur Rockyou avec et sans filtres heuristiques
basiques
les candidats de l’une de ses structures pour laquelle le taux de succe`s est proche de 0.
Ce comportement est observable e´galement sur la figure 5.13 avec le filtre ZXCVBN.
5.5.1.3 OMEN
OMEN est moins impacte´ par l’application de ces heuristiques basiques. C’est
probablement graˆce a` sa strate´gie adaptative. Comme on peut le voir sur la figure 5.6,
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Figure 5.7 – Performance de OMEN sur LinkedIn avec et sans filtres heuristiques
basiques
il n’y pas un seul meilleur filtre pour toute la dure´e de l’attaque. Ce phe´nome`ne
peut e´galement s’observer sur la base LinkedIn en figure 5.7, bien qu’entre 4000
et 9000 secondes, OMEN a une mauvaise performance sur la base d’origine. C’est
probablement un effet pervers de sa strate´gie adaptative : durant cette pe´riode,
OMEN parcourt un tre`s grand ensemble de mots de taille infe´rieure a` 8, dont tre`s
peu sont des mots de passe. En effectuant l’apprentissage sur les bases filtre´es,
OMEN s’adapte et ne propose plus ces mots car ils sont trop courts pour passer les
filtres, ce qui lui permet d’essayer d’autres mots de taille plus grande plus toˆt dans
l’e´nume´ration.
Avec ces observations, nous montrons que le filtre longcomplex est le meilleur des
deux pour re´duire les performances des e´nume´rateurs. Ceci e´tait de´ja` davantage visible
sur les figures 4.10 et 4.12 du chapitre pre´ce´dent. Cependant, meˆme avec l’utilisation
de bcrypt, ces deux heuristiques basiques n’ont pas un impact suffisamment significatif
sur les performances d’OMEN et PCFG sur des dure´es d’attaque longues.
5.5.2 ZXCVBN
Chaque courbe repre´sente la performance de l’e´nume´rateur observe´ sur la base
de donne´es filtre´e avec le score de ZXCVBN correspondant.
On observe que la plupart du temps, augmenter le score requis des mots de passe
re´duit la performance des attaques. Cependant, ceci n’a pas le meˆme impact sur tous
les e´nume´rateurs.
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Figure 5.8 – Attaque de JtR-Markov sur Rockyou avec ZXCVBN
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Figure 5.9 – Attaque de JtR-Markov sur Myspace avec ZXCVBN
5.5.2.1 Mode Markov de John The Ripper
Les figures 5.8, 5.9 et 5.10 montrent que JtR-Markov, sur toutes les bases de
donne´es, est totalement stoppe´ quand les scores requis sont 3 ou 4, tandis qu’il
devient peu performant quand le score est 2. Ce n’est pas uniquement lie´ au score
en lui-meˆme, mais e´galement au fait que John The Ripper est tre`s rapide pour
ge´ne´rer des candidats, ce qui permet a` bcrypt d’eˆtre une tre`s bonne contre-mesure.
Cela explique e´galement les lignes droites sur les graphiques : puisque John The
Ripper est tre`s rapide, on collecte beaucoup plus de candidats pour une pe´riode de
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Figure 5.10 – Attaque de JtR-Markov sur LinkedIn avec ZXCVBN
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Figure 5.11 – Attaque de PCFG sur Rockyou avec ZXCVBN
temps courte, qui prennent du temps a` eˆtre hache´s avec bcrypt. JtR-Markov n’a pas
une performance de´croissante car comme e´nonce´ dans la section 1.1.5, il parcourt
des ensembles de mots tels que la probabilite´ moyenne des mots de ces ensembles
soit de´croissante. Puisque JtR-Markov conside`re des ensembles Wi tre`s grands, la
de´croissance de performance n’est pas visible sur une petite pe´riode de temps.
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Figure 5.12 – Attaque de PCFG sur Myspace avec ZXCVBN
5.5.2.2 PCFG
La figure 5.11 indique que la performance de PCFG est globalement de´croissante
au fil du temps, ce qui est attendu car les Wi (tels que de´finis dans la section 1.1.5)
qu’il conside`re sont de taille beaucoup plus petite que ceux de JtR-Markov. On
observe que les scores 0, 1 et 2 donnent des performances proches pour PCFG, ce qui
signifie qu’ils ne sont pas vraiment efficaces pour prote´ger les mots de passe de cette
attaque. Cependant, apre`s 4000 secondes d’attaque, les scores 3 et 4 font baisser la
performance d’environ un ordre de grandeur, devenant ainsi moins de 0.001% de la
taille de la base de donne´es.
La figure 5.12 montre que PCFG n’est pas impacte´ par une politique de score
e´leve´ avec Myspace. Le score 4 permet d’avoir une performance de PCFG presque
toujours la plus basse, mais ce score ne permet pas de baisser significativement cette
performance.
On observe sur la figure 5.13 que les courbes se croisent au fil du temps sur
LinkedIn. Au de´but de l’attaque, les scores 2, 3 et 4 sont plutoˆt efficaces contre
PCFG. Apre`s 3000 secondes et jusqu’a` 6000 secondes, ce sont les scores 0 et 1
qui prote`gent le mieux contre cette attaque. Au dela` de 10000 secondes, le score 4
redevient le plus efficace, alors que les scores 2 et 3 sont proches des scores 0 et 1. Les
baisses soudaines de performances que l’on peut observer entre 0 et 6000 secondes sont
dues a` la manie`re de fonctionner de PCFG : il ite`re sur les structures inde´pendamment
du nombre de mots de passe trouve´s. Dans ces moments, PCFG est bloque´ sur une
structure peu rentable.
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Figure 5.13 – Attaque de PCFG sur LinkedIn avec ZXCVBN
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Figure 5.14 – Attaque d’OMEN sur Rockyou avec ZXCVBN
5.5.2.3 OMEN
On peut observer que globalement les performances sont lie´es aux scores sur la
figure 5.14. Meˆme si chaque incre´mentation du score n’offre pas beaucoup plus de
re´sistance face a` OMEN, la diffe´rence entre les scores 0 et 4 est conside´rable (environ
2 ordres de grandeur). De manie`re surprenante, le score 4 offre moins de protection
que le score 3 sur la base Myspace (figure 5.15), meˆme si les performances sont assez
proches les unes des autres.
Comme montre´ sur la figure 5.16, les scores 1 et 2 n’augmentent pas significati-
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Figure 5.15 – Attaque d’OMEN sur Myspace avec ZXCVBN
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Figure 5.16 – Attaque d’OMEN sur LinkedIn avec ZXCVBN
vement la robustesse des mots de passe de LinkedIn face a` OMEN. Cependant, les
scores 3 et 4 offrent une meilleure protection puisque la performance est presque
toujours nulle. Le score 4 offre quasiment une protection comple`te face a` cette attaque.
Sur Myspace, ajouter une restriction sur le score de ZXCVBN aux mots de passe en
plus de l’usage de bcrypt ne permet pas d’augmenter re´ellement la robustesse des
mots de passe. Cependant, pour Rockyou, les scores 3 et 4 contre PCFG et OMEN
permettent de baisser les performances d’environ 2 ordre de grandeur, ce qui signifie
que les attaques sont cent fois plus couˆteuses. OMEN est totalement inefficace contre
LinkedIn avec l’usage du score 4 de ZXCVBN, tandis que PCFG est moins efficace
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uniquement apre`s 10000 secondes d’attaque.
5.5.3 Synthe`se
Les expe´riences montrent que meˆme en filtrant les mots de passe avec des
me´triques de robustesse, les bases de donne´es restent peu re´sistantes aux attaques des
e´nume´rateurs probabilistes. C’est pourquoi nous ne recommandons pas l’utilisation
de telles me´triques pour prote´ger les mots de passe des e´nume´rateurs probabilistes.
Meˆme si les expe´riences indiquent que ZXCVBN permet d’obtenir une meilleure
re´sistance des mots de passe face a` PCFG et OMEN que les heuristiques basiques,
ZXCVBN n’est pas efficace sur tous les ensembles e´tudie´s : Myspace n’est quasiment
pas prote´ge´e de l’attaque de PCFG et OMEN, meˆme quand le score requis est e´leve´.
Par pre´caution, ZXCVBN doit eˆtre conside´re´ comme inadapte´e pour mesurer la
robustesse des mots de passe face aux attaques base´es sur les e´nume´rateurs PCFG et
OMEN.
5.5.4 Compromis se´curite´-utilisabilite´
Une politique offrant une bonne utilisabilite´ rejette le moins de mots de passe
possible. Ainsi, on peut supposer qu’un filtre qui rejette peu de mots de passe est plus
utilisable qu’un filtre qui en rejette beaucoup. ZXCVBN avec un score de 3 ou 4 rejette
moins de mots de passe que complex et longcomplex. De plus, les bases de donne´es
sont mieux prote´ge´es avec ZXCVBN face aux e´nume´rateurs probabilistes, puisque
leur performances sont en moyenne dix fois moins e´leve´es qu’avec les heuristiques
basiques. Ceci laisse penser que ZXCVBN sera mieux accepte´ par les utilisateurs
finaux. Comme il n’est pas suffisamment efficace sur toutes les bases de donne´es
mais qu’il n’y a pas d’alternative viable pour le moment, nous ne le sugge´rons qu’en
dernier recours avec un score de 3 ou 4 .
5.6 Conclusion
Dans ce chapitre, nous avons montre´ que les bases de donne´es ne deviennent
pas suffisamment re´sistantes aux attaques des e´nume´rateurs probabilistes, meˆme
lors qu’on y retire les mots de passe les plus faibles, en e´tudiant l’e´volution des
performances locales des e´nume´rateurs face aux bases de donne´es filtre´es. En effet,
complex et longcomplex, qui pourtant sont les heuristiques qui offrent le meilleur
compromis se´curite´/utilisabilite´ face aux attaques plus na¨ıves telles que la force brute,
ne re´duisent pas suffisamment les performances des e´nume´rateurs probabilistes sur
les bases de donne´es e´tudie´es. De plus, ZXCVBN, pre´sente´ comme une mesure de la
robustesse avance´e, ne prote`ge pas efficacement les bases de donne´es. Ne´anmoins, si
il est parame´tre´ avec un score de 3 ou 4, alors cela permet d’obtenir une meilleure
se´curite´ et utilisabilite´ que complex et longcomplex. C’est pourquoi, ZXCVBN ne
doit eˆtre utilise´ qu’en dernier recours pour prote´ger les bases de donne´es jusqu’a` ce
que des me´triques plus adapte´es soient conc¸ues.
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De plus, les bases de donne´es vont de plus en plus eˆtre prote´ge´es avec des fonctions
de hachage lentes, ce qui laisse penser que les e´nume´rateurs probabilistes tels que
PCFG et OMEN vont e´galement devenir plus populaires pour casser des mots de
passe. Ainsi, il y a besoin de concevoir de nouvelles me´triques de robustesse qui
soient efficaces contre ces attaques. Les me´triques multimodales [15], qui agre`gent
plusieurs me´triques plus e´le´mentaires, sont un pas dans la bonne direction pour
renforcer les bases de donne´es face aux attaques novatrices base´es sur les e´nume´rateurs
probabilistes.
Meˆme s’il semble possible de concevoir des nouvelles politiques de se´curite´ qui
soient suffisamment efficaces pour prote´ger d’un e´nume´rateur donne´, le ve´ritable
challenge serait qu’elles soient efficaces contre tous les e´nume´rateurs, tout en ga-
rantissant qu’elles soient accepte´es par les utilisateurs. On pourrait par exemple
na¨ıvement proposer une politique de se´curite´ PE efficace pour chaque e´nume´rateur
E. Ces politiques rejetteraient les mots de passe dont la robustesse est infe´rieure a`
un seuil. Une politique naturelle P et efficace contre tous les e´nume´rateurs est celle
qui fait passer le mot de passe par chaque politique PE et n’accepte que les mots
dont la robustesse est supe´rieure a` tous les seuils. Mais P ame`ne plusieurs proble`mes.
Premie`rement, elle risque de rejeter beaucoup de mots, ce qui frustrera suˆrement les
utilisateurs. Deuxie`mement, comment indiquer a` l’utilisateur la raison du rejet ? Et
comment lui indiquer les manie`res de renforcer son mot de passe ?
Chapitre 6
Analyse du comportement des
e´nume´rateurs probabilistes
Dans ce chapitre, on analyse le comportement des e´nume´rateurs probabilistes en
e´tudiant l’e´volution des structures de donne´es qu’ils utilisent. L’objectif est de
comprendre et isoler les parame`tres permettant de freiner les performances de
ces e´nume´rateurs. Graˆce a` ce travail, il devient possible de faire en sorte que les
mots de passe d’une base de donne´es soient disperse´s dans l’espace de recherche
de sorte a` freiner les performances des e´nume´rateurs.
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6.1 Introduction
Dans les deux chapitres pre´ce´dents, nous avons montre´ que les e´nume´rateurs
probabilistes e´taient tre`s efficaces pour attaquer les bases de donne´es de mots de
passe. Dans l’optique de proposer de nouvelles manie`res d’e´valuer la robustesse
des mots de passe, il est ne´cessaire de bien comprendre comment fonctionnent ces
e´nume´rateurs afin de de´terminer les diffe´rents moyens de rendre plus couˆteuses
leurs exe´cutions. Dans ce chapitre, on e´tudie deux e´nume´rateurs probabilistes de
l’e´tat de l’art : l’implantation de la grammaire de Weir et OMEN. Pour chacun
de ces e´nume´rateurs, on pre´sente tout d’abord les algorithmes qui le composent,
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tout en identifiant les ope´rations les plus couˆteuses que l’on devra observer durant
les analyses, en pre´sentant dans un premier temps l’algorithme d’entraˆınement du
mode`le probabiliste et ensuite l’algorithme de ge´ne´ration des candidats. Ensuite, on
expose les choix des structures de donne´es pour implanter les algorithmes. Les choix
effectue´s sont selon nous ceux qui permettent au programme d’eˆtre le plus rapide
possible et le moins couˆteux en me´moire. Les expe´riences sont alors pre´sente´es, ou`
les mesures concernant les structures de donne´es sont pre´sente´es.
6.2 PCFG de Weir
On rappelle qu’une PCFG est de´finie comme un quintuplet de 4 ensembles finis
et d’un e´le´ment, 〈Σ,N ,S,R,P〉, ou` Σ est un ensemble de symboles terminaux, N
un ensemble de non-terminaux, S le symbole spe´cial “de´but” de N , R un ensemble
de re`gles de production de la forme A → B avec A ∈ N et B ∈ (Σ ∪N )∗, et P est
l’ensemble des probabilite´s associe´es aux re`gles.
Weir de´finit Q = (N\S) [54] comme l’ensemble des symboles non-terminaux sans
le symbole “de´but”. Les re`gles de production de la grammaire sont soit de la forme
S → Q,Q ∈ Q∗
soit de la forme
B → T,B ∈ Q, T ∈ Σ.
Les e´le´ments de Q sont appele´s bases simples, et les e´le´ments de Q∗ sont appele´s
bases compose´es.
Soit w un mot quelconque. On note w = T1...Tk le de´coupage de w en k terminaux,
c’est-a`-dire que chaque Ti n’est compose´ que de lettres provenant d’une seule classe
de caracte`res. On note Qw la base compose´e de w, et B(Ti) la base simple du terminal
Ti.
Exemple : Soit w =“ordinateur12 !”. On a T1 =“ordinateur”, T2 =“12”, T3 =“ !”.
La base compose´eQw de ce mot estQw = L10D2S1 car il est compose´ de 10 minuscules
suivies de 2 chiffres et terminant par un caracte`re spe´cial. Les bases simples de w
sont B(T1) = L10, B(T2) = D2, B(T3) = S1. De ce mot de´coulent 4 re`gles :
— S → L10D2S1
— L10 → ordinateur
— D2 → 12
— S1 →!
De´finition des probabilite´s : dans une grammaire probabiliste, on de´finit une
distribution de probabilite´ pA pour chaque A intervenant dans une re`gle de la forme
A → B. On de´finit pA(B) la probabilite´ d’appliquer la re`gle A → B a` partir de A,
pour chaque B tel que A → B est une re`gle.
Dans le cas ou` A = S, pS est bien un distribution de probabilite´ associe´e a` S car∑
pS(B) = 1 pour tout B intervenant dans une re`gle de la forme S → B.
Soit B = B(Tj) la base simple d’un terminal Tj. On de´finit pB(Tj) comme e´tant
le rapport entre le nombre d’occurrences de Tj divise´ par le nombre d’occurrences de
B dans la base de donne´es d’apprentissage.
6.2. PCFG DE WEIR 77
6.2.1 Algorithme d’apprentissage
Cet algorithme va parcourir la base de donne´es d’entraˆınement D et calculer les
statistiques sur toutes les re`gles rencontre´es, c’est-a`-dire la fre´quence d’apparition
de chaque re`gle. On suppose que les probabilite´s pA correspondent aux fre´quences
observe´es dans D. Cet algorithme calcule donc les probabilite´s pS et pB pour chaque
base simple B. Pour chaque mot w ∈ D, l’algorithme calcule la base compose´e Qw
associe´e a` w. Qw est calcule´e est parcourant les caracte`res un a` un. Une fois Qw
calcule´e, on incre´mente les compteurs acc[S] (le nombre total de bases compose´es) et
acc[Qw] associe´s. Ensuite, pour le meˆme mot w, l’algorithme de´coupe Qw en k bases
simples, telle que Qw = B1...Bk = B(T1)...B(Tk). Pour chaque terminal Ti de w, on
calcul B = B(Ti) et on incre´mente les compteurs acc[B] et acc[Ti]. L’algorithme ici
ne fait pas de distinction entre les minuscules et les majuscules.
Une fois D totalement parcourue, l’algorithme calcule les distributions de proba-
bilite´s. Pour chaque base compose´e Qi, on a
pS(Qi) = acc[Qi]
acc[S]
pS(Qi) est le ratio entre le nombre d’occurrences de la base compose´e Qi et le nombre
total de bases compose´es.
Pour chaque terminal Ti, on note B = B(Ti) sa base simple. On a :
pB(Ti) =
acc[Ti]
acc[B]
pB(Ti) est le ratio entre le nombre d’occurrences du terminal Ti et le nombre total
de bases simples B. C’est lors du calcul de ces deux probabilite´s que l’on suppose
que la probabilite´ refle`te la fre´quence observe´e dans D des re`gles.
Ensuite, puisque la production d’un mot w = T1...Tk se fait de manie`re unique, et
que l’ensembleW de tous les mots produits par la grammaire est un produit carte´sien,
on peut calculer la probabilite´ p(w) en effectuant le produit des distributions de
probabilite´s utilise´es pour de´composer w en terminaux, tel que
p(w) = pS(Q)
k∏
i=1
pBi(Ti). (6.1)
Pour gagner en espace me´moire et en vitesse d’exe´cution, l’algorithme peut
arrondir les probabilite´s, par un proce´de´ appele´ “smoothing” dans la publication de
Weir. Notons, cela ne permet plus de garantir la ge´ne´ration des candidats par ordre
de probabilite´ de´croissante.
6.2.2 Algorithme de ge´ne´ration
Cet algorithme va faire en sorte de produire les mots de la grammaire entraˆıne´e
dans un ordre de´croissant de probabilite´, a` moins que les probabilite´s n’aient e´te´
arrondies. Pour cela, l’algorithme se repose sur une file de priorite´, ou` les e´le´ments sont
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ordonne´s par probabilite´ de´croissante. Chaque e´le´ment de la file est un quadruplet
〈Q, w, p(w), piv〉 ou` Q est une base compose´e, w le prochain candidat de Q a` eˆtre
ge´ne´re´, p(w) la probabilite´ de w, et piv une valeur pivot de´terminant la prochaine
base simple sur laquelle appliquer une re`gle.
Initialisation. L’algorithme initialise la file de priorite´ F de cette manie`re.
Pour chaque base compose´e Q, on calcule le candidat le plus probable ayant pour
base compose´e Q. Pour cela, on applique la re`gle ri la plus probable de la forme
B → T , pour chaque base simple B de Q.
On calcule p(w) en fonction de la probabilite´ de Q et celles des re`gles r :
p(w) = pS(Q).
k∏
i=1
pB(Ti)
telle que de´finie dans l’e´quation 6.1. Le pivot est initialise´ a` 0 indiquant que la
prochaine re`gle a` appliquer concerne la premie`re base simple. On inse`re dans F le
quadruplet 〈Q, w, p(w), piv〉.
Ge´ne´ration. L’algorithme de ge´ne´ration peut prendre un parame`tre α en entre´e,
correspondant au seuil de probabilite´ au dela` duquel les e´le´ments ne sont pas inse´re´s
dans la file de priorite´.
On de´pile 〈Q, w, p(w), piv〉 de F .
On affiche w, puis on calcule les prochains candidats en continuant l’application
des re`gles de la manie`re suivante : pour chaque base simple B telle que sa position
pos ≥ piv dans Q, on acce`de a` la re`gle r de la forme B → Ti applique´e juste avant
de produire w en utilisant un pointeur, et on re´cupe`re r′ = B → Tj la re`gle qui suit
r dans un ordre de probabilite´ de´croissante.
On applique r′ pour produire w′. On calcule
p(w′) = p(w).
pB(Tj)
pB(Ti)
. (6.2)
On inse`re dans F le quadruplet 〈Q, w′, p(w′), pos〉 si p(w′) > α en conservant
l’ordre des e´le´ments (probabilite´ de´croissante).
Utilisation de pointeurs. Afin d’eˆtre efficace dans la ge´ne´ration des candidats, il
est plus inte´ressant d’utiliser des pointeurs pour indiquer la progression de l’algorithme
dans les re`gles a` appliquer, au lieu de stocker la re`gle elle meˆme dans le quadruplet.
Dans un premier temps, les re`gles sont stocke´es dans un dictionnaire Dict ou` une cle´
est une base simple B et ou` une valeur est la liste de terminaux Ti intervenants dans
les re`gles du type B → Ti. Ces listes sont trie´es par ordre de´croissant de probabilite´.
Par exemple, on acce`de a` la liste des terminaux de la base simple L8 en utilisant
Dict[L8]. Ainsi, Dict[L8][0] pointe le terminal le plus probable de L8.
Ensuite, pour chaque base simple B d’une base compose´e Q, on me´morise dans
un tableau la position m, appele´ pointeur, de la dernie`re re`gle de la forme B → T
applique´e concernant B. Ainsi, a` chaque fois que l’on souhaite appliquer la re`gle
suivante, il suffit d’incre´menter le pointeur. C’est seulement a` l’affichage du candidat
qu’il est ne´cessaire de re´cupe´rer les terminaux correspondants aux re`gles de´signe´es
par les pointeurs. Par exemple, si l’on conside`re Q = L8D2L2D2, le tableau des
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positions des re`gles concernant L8, D2, L2, D2 est initialise´ a` [0, 0, 0, 0], on sait donc
que c’est la premie`re re`gle de chaque base simple qui est applique´e. Lorsque l’on
souhaite appliquer la re`gle suivante pour L8, il suffit d’incre´menter le premier nombre
du tableau, en s’assurant qu’on ne de´passe pas le nombre de terminaux de L8.
Pre´terminal : Weir introduit une notion dans son algorithme de ge´ne´ration de
candidat, appele´e pre´terminal.
Un pre´terminal est un mot ou` l’on ne va pas appliquer les re`gles concernant un
type de base simple particulier. Par exemple, le mot L1012! est un pre´terminal car la
base simple L10 n’a jamais e´te´ remplace´e. Ainsi, au lieu de ge´ne´rer des mots candidats
ou` au moins une re`gle est applique´e par base simple, l’algorithme de Weir va ge´ne´rer
des pre´terminaux ou` il reste des bases simples de la forme Li. Ceci permet de terminer
l’application des re`gles pour les bases simples restantes de manie`re massivement
paralle`le sur des cartes graphiques par exemple, et ainsi ge´ne´rer plusieurs candidats
a` la suite pour un meˆme e´le´ment de la file.
Les re`gles restantes, de la forme Li → Tj sont soit calcule´es avec la grammaire,
soit en utilisant une ressource supple´mentaire tel un dictionnaire. L’inconve´nient
est que l’application des re`gles de manie`re paralle`le ne permet plus de ge´ne´rer les
candidats par ordre de´croissant de probabilite´s, car toutes les re`gles sont applique´es
en meˆme temps. L’algorithme prend donc chaque pre´terminal par ordre de probabilite´
de´croissante et applique l’ensemble des re`gles restantes, jusqu’a` un certain seuil de
probabilite´.
Dans notre cas, nous n’utilisons pas ces pre´terminaux et ge´ne´rons directement les
terminaux, car l’aspect paralle`le ne nous inte´resse pas pour e´tudier la file de priorite´.
6.2.3 Structure de donne´es
Dans cet algorithme de ge´ne´ration de candidats, la structure de donne´es princi-
palement utilise´e est la file de priorite´. A` chaque fois que l’on ge´ne`re un candidat, on
effectue ces ope´rations :
1. de´filage d’un e´le´ment ;
2. application de l re`gles ;
3. calcul de l probabilite´s, deux produits de nombres flottants (e´quation 6.2) ;
4. enfilage de l e´le´ments.
ou` l est le nombre de bases simples dont la position est supe´rieure au pivot et pour
lesquelles il reste des re`gles a` appliquer. Dans le cas ou` il n’y a plus de re`gle a`
appliquer pour la base simple concerne´e, l’algorithme passe a` la base simple suivante
sans inse´rer d’e´le´ment. L’ope´ration 1 se fait en temps constant, car la file est trie´e. La
deuxie`me e´tape de´pend de l, et la troisie`me se re´sume a` 2l produits. La dernie`re e´tape
de´pend e´galement de l, mais aussi de la taille s de la file, car il faut chercher l’endroit
ou` placer les e´le´ments inse´re´s. Une insertion se fait donc en log(s) comparaisons de
deux e´le´ments de F (recherche par dichotomie). A` chaque candidat ge´ne´re´, on insert
donc l e´le´ments, ce qui de´termine l’agrandissement de la file. Le couˆt de l’e´nume´ration
est donc essentiellement dans l’enfilage des e´le´ments, l’application des re`gles et la
mise a` jour des probabilite´s.
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L’e´tape de mise a` jour de la probabilite´ du prochain candidat s’effectue en deux
ope´rations (e´quation 6.2) : une division de l’ancienne probabilite´ par la probabilite´ de
la dernie`re re`gle applique´e puis un produit avec la nouvelle re`gle applique´e. Retrouver
ces deux re`gles se fait en deux acce`s directs en utilisant les pointeurs. On suppose
que ces deux ope´rations sont ne´gligeables par rapport a` l’ope´ration 4.
C’est donc essentiellement la taille de la file de priorite´ qui de´termine le couˆt de
ge´ne´ration de chaque candidat.
6.2.4 Analyse de l’e´volution de la file de priorite´
Dans cette partie, on e´tudie la taille de la file de priorite´ de l’algorithme de
Weir durant l’e´nume´ration et en fonction de diffe´rents parame`tres telle que la base
de donne´es d’apprentissage. Pour cela, on lance l’algorithme d’e´nume´ration et on
affiche apre`s N = 106 candidats la taille de la file de priorite´, car c’est moins couˆteux
que de l’afficher apre`s chaque candidat. On affiche e´galement le nombre de mots
trouve´s avec ces N candidats, afin de garder un œil sur la difficulte´ a` trouver des
mots de passe durant l’e´nume´ration. Nous avons utilise´ notre propre implantation de
l’algorithme de Weir, en C++, afin de maˆıtriser totalement les ope´rations effectue´es
par le programme et e´galement d’eˆtre bien plus rapide que l’implantation en Python
originale. La taille des files sont diffe´rentes de l’implantation originale effectue´e par
Weir car celui-ci introduit des compromis afin de re´duire l’espace me´moire utilise´
au de´triment de proposer des candidats dans un ordre de´croissant de probabilite´,
comme le fait de terminer l’application des re`gles sur des cartes graphiques.
6.2.4.1 Choix des parame`tres
Nous avons choisi d’effectuer la mesure de la taille de la file jusqu’a` 109 candidats,
car soit au dela` la file continue de grandir de la meˆme manie`re, ou bien dans le cas
ou` α n’est pas trop petit, l’algorithme termine avant. Pour rappel, α est le seuil de
probabilite´ en dessous duquel les e´le´ments ne sont pas inse´re´s dans la file de priorite´.
Bases de donne´es : trois bases de donne´es sont utilise´es dans ces expe´riences :
Rockyou, LinkedIn et Myspace. Nous avons partitionne´ chaque base de donne´es de
manie`re ale´atoire, une partie pour l’apprentissage et une partie pour l’e´valuation et
la mesure du nombre de mots trouve´s.
Parame`tre α : nous avons analyse´ deux valeurs de α : 0 (aucune restriction sur
p(w)), et 10−10. Les autres valeurs essaye´es n’ont pas permis d’observer de diffe´rence
majeure avec l’une des deux pre´ce´dentes.
PathWell : nous avons e´galement teste´ le filtrage des bases avec PathWell [31]
pour empeˆcher l’utilisation des bases compose´es trop populaires. Pour cela, nous
avons fixe´ un seuil de popularite´ au dela` duquel une base compose´e n’est plus
autorise´e. Par exemple si seuil = 100, alors chaque base compose´e peut eˆtre utilise´e
uniquement 100 fois. Nous avons re´alise´ l’expe´rience pour un seuil de 104 et 102, pour
lesquels nous fixons α = 0. D’autres valeurs de seuil ont e´galement e´te´ e´tudie´es, mais
n’ont pas permis d’observer de diffe´rence majeure avec celles pre´sente´es.
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Figure 6.1 – Rockyou avec α = 10−10
6.2.4.2 Re´sultats en faisant varier α
Sur Rockyou avec α = 10−10 (Figure 6.1), PCFG termine apre`s avoir ge´ne´re´
un peu plus de 2.5 × 108 candidats. La file de priorite´ grandit jusqu’a` environ
2× 108 candidats et ensuite la file se vide. Au plus haut, la taille de la file atteint
8× 106 e´le´ments. Le nombre de mots trouve´s de´croˆıt de moins en moins vite, jusqu’a`
atteindre environ 103 mots trouve´s tous les 106 candidats ge´ne´re´s. Avec α = 0
(Figure 6.2), PCFG atteint la limite des 109 candidats que l’on s’est fixe´e. Au de´but
de l’e´nume´ration et jusqu’a` environ 0.2× 109 candidats, la file grandit de manie`re
quasi-line´aire, avec un accroissement de la taille plus important au tout de´but.
Cependant, on remarque que la file commence a` grandir de plus en plus a` partir de
0.4× 109 candidats. Le nombre de mots trouve´s au cours de l’e´nume´ration de´croˆıt
de la meˆme manie`re qu’avec α = 10−10.
En attaquant LinkedIn avec α = 10−10 (Figure 6.3), PCFG ge´ne`re un peu plus
de 3.5× 108 candidats. Le pic de la taille de la file se situe a` 3× 108 candidats et
vaut environ 1.8 × 107 e´le´ments. Cependant, la croissance de la file est diffe´rente
de celle contre Rockyou et α = 10−10. Meˆme si elle e´volue en deux temps comme
avec Rockyou, ici elle augmente vite jusqu’a` 108 puis moins vite jusqu’a` 3 × 108,
alors qu’avec Rockyou, la file augmente vite jusqu’a` 108 mais oscille ensuite entre
7×106 et 8×106 e´le´ments jusqu’a` 2.5×108 candidats. La courbe du nombre de mots
trouve´s montre une baisse drastique au tout de´but de l’e´nume´ration, probablement
duˆ au fait qu’une seule structure a e´te´ utilise´e et qu’elle n’a pas e´te´ tre`s fructueuse.
Avec α = 0 (Figure 6.4), la taille de la file augmente de moins en moins au cours
de l’e´nume´ration. Contrairement a` Rockyou, la croissance ne semble pas augmenter
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Figure 6.2 – Rockyou avec α = 0
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Figure 6.3 – LinkedIn avec α = 10−10
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Figure 6.4 – LinkedIn avec α = 0
apre`s 0.4 × 109 candidats. Cela signifie que la difficulte´ a` ge´ne´rer des candidats
n’augmente pas line´airement en le nombre de candidats ge´ne´re´s.
Sur Myspace avec α = 10−10 (Figure 6.6), la taille de la file de priorite´ de´crit
sensiblement la meˆme cloche que pour Rockyou. Cependant, avec α = 0 (Figure 6.5),
la file grandit quasi-line´airement au cours de l’e´nume´ration, avec semble-t-il trois
phases : entre 0 et 0.075×109 candidats, ou` la file grandit assez vite, entre 0.075×109
et 0.4× 109 ou` la file grandit un peu moins vite, et apre`s ou` la file grandit encore
moins vite. On peut re´sumer que sur Rockyou et Myspace, apre`s 0.4× 109 candidats,
la file grandit de manie`re line´aire.
On rappelle que le couˆt de l’insertion d’un e´le´ment dans la file de priorite´ s’effectue
en un nombre logarithmique en la taille de la file de comparaisons d’e´le´ments. Ceci
signifie que si la taille de la file grandit de manie`re line´aire, alors le couˆt d’insertion
d’un e´le´ment grandit de manie`re logarithmique. Doubler la taille de la file ne rend
donc pas l’insertion deux fois plus couˆteuse mais log(2) fois plus couˆteuse.
Dans le cas ou` l’on souhaite augmenter le couˆt de l’attaque utilisant PCFG, les
objectifs sont donc les suivants :
(1) Croissance exponentielle : si la taille de la file croˆıt de manie`re exponen-
tielle, alors le couˆt d’insertion des e´le´ments croˆıt de manie`re line´aire. Dans ce cas,
ge´ne´rer deux fois plus de candidats est donc deux fois plus couˆteux en insertions.
(2) Pic de taille au plus toˆt : Plus la valeur maximale de la taille de la
file est atteinte rapidement dans l’e´nume´ration, plus le couˆt d’insertion augmente
rapidement. Par exemple, si au lieu d’atteindre 5× 107 e´le´ments en 109 candidats,
cette valeur est atteinte en 108 candidats, alors les insertions deviennent log(10) fois
plus couˆteuses a` partir de ce moment.
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Figure 6.5 – Myspace avec α = 10−10
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Figure 6.6 – Myspace avec α = 0
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Figure 6.7 – Rockyou avec seuil = 104
(3) De´croissance tardive : lorsque α est parame´tre´e de sorte a` obtenir un
nombre raisonnable de candidats ge´ne´re´s (de l’ordre de 108 par exemple), on veut
que le moment ou` la file commence a` se vider se situe le plus tard possible.
La courbe ide´ale est celle qui est au plus haut durant toute l’e´nume´ration et
chute tre`s rapidement a` la fin. Cette courbe est possible uniquement quand toutes
les probabilite´s des structures et des re`gles sont e´gales. Cependant, atteindre ce
cas est tre`s difficile, car il faudrait n’autoriser qu’une seule utilisation de chaque
base compose´e et de chaque terminal, ce qui ne semble pas faisable vis-a`-vis de
l’utilisabilite´. Une solution envisageable serait d’utiliser PathWell [31] afin d’interdire
l’utilisation d’une base compose´e trop populaire.
6.2.4.3 Re´sultats en filtrant les bases avec PathWell
Si l’on filtre la base Rockyou avec PathWell et un seuil de 104 (Figure 6.7), on
remarque que la taille de la file de priorite´ grandit de manie`re line´aire, jusqu’a` 6×107
en 109 candidats. C’est autant que sans PathWell, mais la croissance est diffe´rente.
La nombre de mots trouve´s en revanche est 10 fois moins important.
Avec un seuil a` 102 (Figure 6.8), la taille de la file est plus de 2 fois plus grande
qu’avec un seuil a` 104 au bout de 109 candidats, avec une croissance de file toujours
presque line´aire, ce qui veut e´galement dire qu’a` tout moment, la file est 2 fois plus
grosse avec 102 qu’avec 104. On peut donc dire que le couˆt de l’attaque est multiplie´
par log(2). Le nombre de mots trouve´s a encore diminue´ de plus d’un ordre de
grandeur par rapport au seuil de 104. L’attaque est donc 10 fois moins fructueuse et
log(2) fois plus couˆteuse.
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Figure 6.8 – Rockyou avec seuil = 102
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Figure 6.9 – LinkedIn avec seuil = 104
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Figure 6.10 – LinkedIn avec seuil = 102
Contrairement a` Rockyou, l’application du filtre avec seuil a` 104 sur la base
LinkedIn fait doubler la taille de la file apre`s 109 candidats (Figure 6.9) par rapport
a` la taille de la file sans filtre. Cela rend e´galement line´aire l’agrandissement de celle
ci, ce qui n’e´tait pas le cas sans filtre. Le nombre de mots trouve´s diminue d’environ
un ordre de grandeur par rapport a` l’attaque sur la base non filtre´e.
Avec un seuil a` 102 (Figure 6.10), la taille de la file en attaquant LinkedIn double
presque de taille par rapport a` 104, la` ou` le nombre de mots trouve´s diminue encore
d’un ordre de grandeur.
Tout comme avec LinkedIn, l’application du filtre PathWell avec un seuil a` 104
sur Myspace (Figure 6.11) fait presque doubler la taille de la file a` 109 candidats, et
permet e´galement de la faire grandir de manie`re line´aire.
Avec un seuil a` 102 (Figure 6.12), la file grandit jusqu’a` 1.6× 108 e´le´ments en 109
candidats. Le nombre de mots trouve´s diminue aussi d’environ un ordre de grandeur.
Sur ces 3 bases de donne´es, l’utilisation de PathWell permet de faire grandir la
file de priorite´ de PCFG plus vite, jusqu’a` presque 4 fois plus vite pour LinkedIn,
mais aussi de re´duire le nombre de mots trouve´s de jusqu’a` deux ordres de grandeur.
Cependant, cela requiert de parame´trer un seuil suffisamment bas, car au dela` de 102
les effets de PathWell se re´duisent beaucoup. Un effet inte´ressant cependant est le fait
que l’agrandissement de la file devienne line´aire, ce qui rend la taille de la file plus
pre´dictible, car dans le cas des bases non filtre´es, la taille de la file n’augmente pas
de manie`re line´aire en le nombre de candidats ge´ne´re´s, mais semble avoir une allure
de courbe logarithmique : il devient proportionnellement plus facile d’inse´rer des
e´le´ments apre`s 109 candidats qu’a` 108 candidats. Il faut tout de meˆme se rappeler que
seules les bases compose´es sont limite´es en nombre d’utilisation, et pas les terminaux.
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Figure 6.11 – Myspace avec seuil = 104
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Figure 6.12 – Myspace avec seuil = 102
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6.3 OMEN
On rappelle qu’OMEN est un algorithme de ge´ne´ration de candidats base´ sur
un mode`le de chaˆıne de Markov. Ces mode`les permettent d’estimer la probabilite´
d’apparition d’une lettre de l’alphabet en fonction des n lettres qui la pre´ce`dent dans
le mot. On note ρn(m) la probabilite´ du mot m dans le mode`le. Ainsi, on a
ρn(m) = p(c1)p(c2|c1)...p(ck|ck−n..ck−1) =
k∏
i=1
p(ci|ci−n..ci−1)
ou` n est appele´ l’ordre de la chaˆıne de Markov, parame`tre de´terminant la me´moire
du processus. On appelle n-gram un mot de taille n. Ainsi, les n-grams dans un
mot de taille l sont au nombre de l − n + 1. On note “|” l’ope´rateur binaire de
chevauchement de deux n-gram. La de´composition en n-gram d’un mot w s’e´crit
w = w1|w2|...|wl−n+1.
6.3.1 Algorithme d’apprentissage
Cet algorithme va parcourir la base de donne´es d’entraˆınement D et calculer les
fre´quences de tous les n-grams. Pour cela, pour chaque mot w de la base de donne´es,
l’algorithme extrait ses l− n+ 1 n-grams et incre´mente le compteur associe´. Ensuite,
au lieu de calculer la probabilite´ p(g) de chaque n-gram g, OMEN va discre´tiser ces
probabilite´s et les placer dans un nombre fixe H de niveaux. Les niveaux prennent
leurs valeurs dans {0, 1, ..., H − 1}. Chaque niveau η correspond a` un intervalle de
probabilite´ tel que η(g) = d−log(c1.p(g) + c2)c ou` c1 et c2 sont choisis de telle sorte
que le n-gram le plus fre´quent soit de niveau 0 et celui le moins fre´quent soit de
niveau H − 1 1. Si l’on note pmax la probabilite´ du n-gram le plus probable et pmin
celle du n-gram le moins probable, alors
c1 =
exp(1−H)− 1
pmin − pmax
et
c2 = 1− c1.pmax.
1. Dans l’article original, les niveaux sont ne´gatifs
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Preuve : On veut que η(pmax) = 0 et η(pmin) = H − 1. On re´sout le syste`me{−log(c1.pmax + c2) = 0
−log(c1.pmin + c2) = H − 1
⇒
{
log(c1.pmax + c2) = 0
log(c1.pmin + c2) = 1−H
⇒
{
c1.pmax + c2 = 1
c1.pmin + c2 = exp(1−H)
⇒
{
c2 = 1− c1.pmax
c1.pmin + c2 = exp(1−H)
⇒
{
c2 = 1− c1.pmax
c1.pmin + 1− c1.pmax = exp(1−H)
⇒
{
c2 = 1− c1.pmax
1− c1(pmin − pmax) = exp(1−H)
⇒
{
c2 = 1− c1.pmax
c1 =
exp(1−H)−1
(pmin−pmax)
Le choix du nombre de niveaux a un impact a` la fois sur la pre´cision de l’algorithme
et son temps d’exe´cution. Plus il y a de niveaux, plus l’ordre des mots ge´ne´re´s est
proche de celui du mode`le, mais plus le temps d’exe´cution est long.
6.3.2 Algorithme d’e´nume´ration
L’algorithme d’e´nume´ration se re´sume principalement a` une boucle appelant la
fonction enumPwd(η, l) ou` l est la taille et η la somme des niveaux des n-grams des
mots a` ge´ne´rer. Pour cela, enumPwd calcule tous les vecteurs a = (a1, ..., al−n+1)
tels que
l−n+1∑
i=1
ai = η
Ensuite, pour chaque vecteur a, il ge´ne`re tous les mots de la forme
w = w1|w2|...|wl−n+1
ou` chaque wi est un n-gram de niveau ai.
L’algorithme d’e´nume´ration est donc une boucle appellant la fonction enumPwd
en organisant les parame`tres η et l de manie`re a` s’adapter au taux de succe`s au cours
de l’e´nume´ration.
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1. Pour cela, OMEN exe´cute dans un premier temps enumPwd(0,l) pour chaque
valeur de l conside´re´e (entre 3 et 20 par de´faut) et calcule le taux de succe`s
sp, c’est-a`-dire le rapport entre le nombre de mots trouve´s dans la base de
donne´es cible´e et le nombre de candidats ge´ne´re´s. Chaque taux de succe`s est
stocke´ dans une liste L de taille n (le nombre de tailles diffe´rentes), ou` chaque
e´le´ment est le triplet (sp, η, l) et ou` L est trie´e par sp de´croissant.
2. OMEN choisit le triplet le plus probable, (sp, η, l) = L[0], exe´cute
enumPwd(η + 1, l)
et calcule son taux de succe`s sp′. Il ajoute l’e´le´ment (sp′, η + 1, l) a` L en
pre´servant l’ordre et recommence cette e´tape jusqu’a` ce que L soit vide.
6.3.3 Structures de donne´es
Dans un premier temps, OMEN maintient une liste de priorite´ pour s’adapter a` la
base de donne´es attaque´e. Cette liste est de taille constante, elle de´pend uniquement
du nombre de valeurs diffe´rentes de l qui est un parame`tre d’OMEN. De plus, cette
liste est relativement courte, car on ne souhaite rarement ge´ne´rer des mots de tre`s
grande taille, et ses e´le´ments sont simplement des triplets d’entiers petits.
C’est quand OMEN fait appel a` enumPwd(η,l) que les structures de donne´es
servant a` ge´ne´rer les candidats sont re´ellement utilise´es. Tout d’abord, la fonction
doit calculer tous les vecteurs de la forme a = (a1, ..., al−n+1). Ces vecteurs peuvent se
calculer de manie`re re´cursive, et n’ont pas besoin d’eˆtre stocke´s car leur utilisation est
inde´pendante. Si l’on prend a = (a1, ..., al−n+1) l’un de ces vecteurs, OMEN construit
un arbre de profondeur l − n+ 1 ou` chaque niveau j de l’arbre correspond au choix
d’un n-gram du niveau de probabilite´ aj. La racine est e´tiquete´e “ˆ” indiquant le
de´but du mot, tandis que le reste des nœuds sont e´tiquete´s avec le n-gram choisi.
Ainsi, l’ensemble des nœuds de profondeur 1 correspond a` l’ensemble des n-grams
de niveau a1. La dernie`re condition pour construire cet arbre est que le pre´fixe de
taille n− 1 de l’e´tiquette d’un nœud doit eˆtre le suffixe de taille n− 1 de l’e´tiquette
de son pe`re, afin de garantir que tout chemin de la racine a` une feuille forme une
chaˆıne de Markov. Ge´ne´rer les candidats de a s’effectue en parcourant cet arbre en
profondeur, et en affichant un candidat a` chaque fois que l’on visite une feuille, en
effectuant une concate´nation des e´tiquettes du chemin (avec chevauchement). Un
exemple d’arbre se trouve sur la figure 6.13.
Couˆt de construction : pour construire un arbre de cette forme, il faut d’abord
organiser les n-grams dans les niveaux de manie`re a` pouvoir fabriquer des chaˆınes
efficacement. Une bonne manie`re de faire est d’avoir un dictionnaire U pour chaque
niveau ηi, ou` les cle´s sont les suffixes s de taille n − 1 et les valeurs une liste de
n-grams ayant pour pre´fixe s et e´tant dans le niveau ηi. Ainsi, rechercher l’ensemble
des n-grams de niveau ai ayant pour pre´fixe le mot s se fait en temps constant
en utilisant U [ai][s]. Cette liste peut eˆtre vide, si aucun n-gram de niveau ai ne
commence par s (la conse´quence est explique´e un peu plus bas). La construction
de ce dictionnaire peut se faire pendant la phase d’apprentissage, durant l’e´tape de
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Figure 6.13 – Un exemple d’arbre. Ici les mots ge´ne´re´s sont “swords”, “swordo”, ...,
“restor”, “restop”, ..., “parpay”, “parpat”.
calcul des niveaux de chaque n-gram, sans couˆt supple´mentaire en temps. Ensuite,
e´tant donne´ un vecteur a = (a1, ..., al−n+1), il est simple de parcourir en profondeur
l’arbre associe´. En pratique, il n’est pas ne´cessaire de construire explicitement cet
arbre car il peut eˆtre parcouru a` la vole´e en utilisant le dictionnaire cre´e´ a` l’e´tape
pre´ce´dente. Pour cela, on utilise la fonction re´cursive de´finie par l’algorithme 1 ou`
pref est le de´but du prochain mot en cours de construction (servant de me´moire a`
l’appel re´cursif) et a le vecteur de niveaux de probabilite´s.
Algorithme 1 Ge´ne´rerMots(pref = ””, a)
1: η = a[0]
2: suffixe suf = pref [−(n− 1) :] . les n− 1 dernie`res lettres de pref
3: pour chaque n-gram g de U [η][suf ] faire
4: c = g[−1] . la dernie`re lettre de g
5: si taille(a) == 1 alors
6: afficher pref + c . concate´nation
7: sinon
8: Ge´ne´rerMots(pref + c, a[1 :])
On appelle une premie`re fois la fonction Ge´ne´rerMots avec la chaˆıne vide comme
pre´fixe et le vecteur a entier, puis a` chaque appel re´cursif la fonction remplit le pre´fixe
avec les n-grams se´lectionne´s et s’appelle a` nouveau elle-meˆme en retirant le premier
e´le´ment de a. La taille des arbres ainsi ge´ne´re´s de´pend de plusieurs parame`tres :
1. la longueur l des mots a` ge´ne´rer.
Les arbres seront de profondeur l − n+ 1.
2. du nombre de n-gram de chaque niveau du vecteur a.
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La taille de l’arbre est borne´e par
∏l−n+1
i=1 Card(ηi), le produit des cardinaux
des niveaux de a. Cependant, toutes ces combinaisons ne forment pas une
chaˆıne.
D’autre part, il n’est pas possible de savoir a` l’avance en fonction de l, n, a et
Card(ηi) si l’on peut construire un tel arbre. En effet, il faut construire la racine et
les premiers enfants avant de se rendre compte qu’il n’y a pas de n-gram pouvant
continuer la chaˆıne entame´e. Par exemple, imaginons que sur l’arbre en Figure 6.13,
apre`s avoir construit le nœud e´tiquete´ “arp”, il n’existe pas de 3-gram de niveau
a3 commenc¸ant par “rp”, alors “arp” n’a pas de fils et donc cette partie de l’arbre
ne sera pas de la bonne longueur. Mais ce cas ne peut pas eˆtre de´tecte´ avant, il est
donc ne´cessaire de construire le de´but de l’arbre pour s’en rendre compte. Il arrive
donc, qu’apre`s avoir construit un grand nombre de nœuds, l’arbre ne permette pas
de ge´ne´rer un seul candidat.
Nous allons donc mesurer le couˆt de ge´ne´ration des candidats en utilisant le
nombre de nœuds d’arbre cre´e´s pour produire ce candidat.
6.3.4 Analyse du nombre de nœuds cre´e´s par candidat
Pour chaque candidat cre´e´ par l’algorithme de ge´ne´ration, nous allons mesurer le
nombre de nœuds ne´cessaires pour le produire. Les bases de donne´es utilise´es sont
Rockyou, LinkedIn et Myspace. Nous mesurons e´galement, pour chaque candidat
ge´ne´re´, le nombre de fois qu’il apparaˆıt dans la base cible. De la meˆme manie`re
que nous avons fait avec PCFG, nous avons d’abord analyse´ le comportement de
l’algorithme sur les 3 diffe´rentes bases de donne´es sans application de filtre. Dans un
deuxie`me temps, nous avons applique´ aux bases de donne´es, un filtre qui interdit
l’usage d’un n-gram au dela` d’un certain nombre seuil d’utilisations. C’est a` dire que
si un n-gram est utilise´ plus de seuil fois dans la base de donne´es, aucun nouveau mot
de passe le contenant ne sera autorise´. De la meˆme manie`re que nous avons proce´de´
avec PathWell, nous filtrons une base de la manie`re suivante : nous me´langeons
la base de donne´es, puis nous la parcourons pour compter l’utilisation de chaque
n-gram. Si a` tout moment un mot de passe contient un n-gram de´ja` utilise´ plus de
seuil fois, alors ce mot de passe n’est pas conserve´. Nous appelons ce filtre “le filtre
n-gram”.
Nous avons choisi d’utiliser l’implantation en C d’OMEN fournie par les auteurs,
car elle est suffisamment rapide et lisible pour y faire nos modifications. Nous avons
e´galement choisi d’utiliser les parame`tres par de´faut d’OMEN, en l’occurrence n = 4,
car les expe´riences pour n = 2 et n = 3 n’ont pas permises d’apporter des re´sultats
diffe´rents pour le nombre de nœuds ge´ne´re´s par candidat. En revanche, n = 4 permet
de trouver davantage de mots de passe dans la base de donne´es que n = 2 et n = 3.
6.3.4.1 Choix des parame`tres
Nous avons choisi de tracer la courbe du nombre de nœuds parcourus et le
nombre de mots trouve´s en fonction du nombre de candidats ge´ne´re´s, c’est-a`-dire
en fonction de l’avancement de l’algorithme dans la ge´ne´ration des candidats. Nous
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avons effectue´ ces mesures jusqu’a` 1010 candidats car cela suffit pour mettre en
e´vidence le comportement de l’algorithme, mais aussi car cela demande un temps
d’exe´cution important.
Afin de rendre plus rapide la ge´ne´ration des candidats et de pouvoir aller assez
loin dans l’e´nume´ration, nous n’avons pas re´cupe´re´ le nombre de nœuds parcourus
et le nombre de mots trouve´s pour chaque candidat ge´ne´re´ mais pour des blocs de
104 candidats. Ceci suppose donc que le nombre de nœuds parcourus et le nombre
de mots trouve´s sont constants sur ces 104 candidats. A` l’e´chelle de l’e´nume´ration,
pour laquelle nous sommes capables d’aller jusqu’a` 1010 candidats, cette supposition
n’influe pas sur les graphiques car c’est principalement le comportement sur une
longue pe´riode que nous e´tudions ici.
Ensuite, malgre´ cette supposition, la variation du nombre de nœuds parcourus
d’un bloc de 104 candidats a` l’autre est trop importante pour que l’on puisse tracer
un graphique lisible. Nous trac¸ons donc a` la place une moyenne sur les 104 blocs
pre´ce´dents le candidat ge´ne´re´. Ce n’est pas e´quivalent a` calculer une moyenne sur
108 candidats car ici nous calculons une moyenne sur des blocs inde´pendants.
Dans la premie`re expe´rience, nous avons effectue´ les mesures sur les bases non
filtre´es. Dans la deuxie`me expe´riences, nous avons effectue´ l’expe´rience avec seuil =
104 et seuil = 103. En fixant seuil = 102, nous avons constate´ qu’OMEN devient
terriblement lent a` ge´ne´rer les candidats (2× 108 apre`s 20h d’e´nume´ration), ce qui
veut dire qu’il passe son temps a` construire des arbres pour ge´ne´rer tre`s peu de
candidats. Cette lenteur indique que ce genre de filtre est efficace pour se pre´munir
des attaques utilisant OMEN. En revanche, comme de´ja` e´nonce´ dans ce manuscrit,
nous n’avons pas de garantie sur l’utilisabilite´ d’une telle me´thode.
6.3.4.2 Re´sultats sur les bases non filtre´es
Sur LinkedIn non filtre´e (Figure 6.14), OMEN parcourt au de´but de l’e´nume´ration
en moyenne 106 nœuds pour ge´ne´rer 104 candidats, et ceci jusqu’a` environ 0.7× 1010
candidats. Par la suite, ce nombre varie entre 105 et 106 nœuds. On remarque que
le nombre de nœuds parcourus n’augmente pas au fil de l’e´nume´ration, il a meˆme
parfois tendance a` baisser. Concernant le nombre de mots trouve´s par bloc de 104
candidats, ce nombre oscille entre 1 et 103 au tout de´but de l’e´nume´ration, et devient
nul entre 0.2× 1010 et 0.7× 1010.
Sur Rockyou non filtre´e (Figure 6.15), on remarque un comportement similaire a`
celui sur LinkedIn. La moyenne du nombre de nœuds parcourus oscille autour de
5× 105 jusqu’a` 0.5× 1010 candidats. Au dela`, ce nombre montre une plus grande
variation entre 105 et 106. La courbe du nombre de mots trouve´s posse`de la meˆme
allure que celle sur LinkedIn.
Sur Myspace non filtre´e (Figure 6.16), la moyenne du nombre de nœuds parcourus
pour la ge´ne´ration des candidats ne varie pas beaucoup durant l’e´nume´ration, il
oscille entre 5× 105 et 7× 105. On remarque cependant que l’allure de la courbe du
nombre de mots trouve´s durant l’e´nume´ration est caracte´ristique du fonctionnement
d’OMEN, c’est-a`-dire qu’il ge´ne`re des mots par longueur l (par exemple l = 3 puis
l = 4 puis l = 5), et pour chaque longueur il parcourt des ensembles de mots qu’il
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Figure 6.14 – OMEN sur LinkedIn
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Figure 6.15 – OMEN sur Rockyou
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Figure 6.16 – OMEN sur Myspace
ordonne par probabilite´ de´croissante. Ce qui explique la forme de “monte´e subite
puis descente en oscillant”. Les monte´es subites correspondent au changement de
longueur de mot, tandis que chaque oscillation correspond a` un ensemble de mots
pour un vecteur a donne´. On remarque e´galement que les courbes du nombre de
mots trouve´s sur LinkedIn et Rockyou sont de la meˆme forme que celle sur Myspace
sauf qu’elles sont plus faibles d’un ordre de grandeur.
6.3.4.3 Re´sultats sur les bases filtre´es avec le filtre n-gram
Lorsque l’on attaque LinkedIn ou` un seuil de 104 est utilise´ pour le filtre n-gram
(Figure 6.17), on remarque que la moyenne du nombre de nœuds parcourus oscille
beaucoup plus que sans filtre. On aperc¸oit a` la fois des pics bas a` 3×104 nœuds, ce qui
indique en moyenne 3 nœuds parcourus pour ge´ne´rer un candidat, a` la fois des pics
hauts pouvant aller jusqu’a` 107 nœuds. Cependant, on ne voit pas d’augmentation
claire du nombre de nœuds parcourus sur l’ensemble de l’e´nume´ration. En effet, a`
certaines pe´riodes ce nombre augmente effectivement, par exemple entre 0.4× 1010 et
0.8× 1010, mais de´croˆıt fortement a` d’autres pe´riodes, par exemple entre 0.2× 1010
et 0.35× 1010 candidats.
Le nombre de mots trouve´s est quant a` lui bien infe´rieur a` celui de LinkedIn sans
filtre, ce qui est rassurant sur le fait que le filtre n-gram est une me´thode pertinente
pour re´duire la performance de l’attaque avec OMEN, en tout cas sur LinkedIn.
Le seuil a` 103 (Figure 6.18) permet de confirmer les explications pour le seuil a`
104, meˆme si l’on remarque une bien plus grande pe´riode de pic bas entre 0.5× 1010
et 0.9× 1010 candidats. Le nombre de mots trouve´s est quant a` lui encore plus faible.
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Figure 6.17 – OMEN sur LinkedIn avec seuil = 104
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Figure 6.18 – OMEN sur LinkedIn avec seuil = 103
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Figure 6.19 – OMEN sur Rockyou avec seuil = 104
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Figure 6.20 – OMEN sur Rockyou avec seuil = 103
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Figure 6.21 – OMEN sur Myspace avec seuil = 104
Sur Rockyou, on remarque que parame´trer le filtre n-gram avec seuil = 104
(Figure 6.19) ne permet pas de grandement augmenter le nombre moyen de nœuds
parcourus, contrairement a` seuil = 103 (Figure 6.20) ou` l’on peut observer des pics
hauts a` 107 plus fre´quemment. Meˆme si avec seuil = 104 le nombre moyen de nœuds
oscille davantage que sans filtre, les pics hauts ne sont que 2 a` 3 fois plus e´leve´s que
sans filtre, tandis que les pics bas sont 2 fois plus bas avec seuil = 104 que sans
filtre. Le nombre de mots trouve´s est e´galement grandement re´duit lorsque l’on filtre
Rockyou avec le filtre n-gram.
La` ou` sans filtre la courbe du nombre moyen de nœuds parcourus e´tait relativement
stable sur Myspace, ce n’est plus le cas lorsqu’elle est filtre´e avec le filtre n-gram
parame´tre´ a` seuil = 104 (Figure 6.21) et seuil = 103 (Figure 6.22). En effet, la
courbe oscille beaucoup plus avec seuil = 104 et encore plus avec seuil = 103. La`
ou` avec seuil = 104 la courbe oscille autour de la meˆme valeur que sans filtre, avec
seuil = 103 la courbe oscille plutoˆt autour de 2× 106, soit 4 fois la valeur sans filtre.
Le nombre de mots trouve´s est encore une fois tre`s faible indiquant que le filtre
n-gram permet de re´duire drastiquement les performance d’OMEN sur ces trois bases
de donne´es.
6.4 Conclusion
Nous avons pre´sente´ dans ce chapitre une analyse du comportement de deux
algorithmes d’e´nume´ration base´s sur des mode`les probabilistes : l’algorithme de la
grammaire de Weir et OMEN.
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Figure 6.22 – OMEN sur Myspace avec seuil = 103
Nous proposons une nouvelle manie`re de mesurer le couˆt de ge´ne´ration des candi-
dats pour les e´nume´rateurs PCFG et OMEN. Cette manie`re d’analyser le couˆt de
ge´ne´ration des candidats permet de mieux comprendre comment fonctionnent ces al-
gorithmes, rendant plus simple la conception de de´fenses pour se prote´ger des attaques
les utilisant. Cette me´thode d’analyse du couˆt de ge´ne´ration est comple´mentaire a` la
mesure du temps de ge´ne´ration d’un candidat utilise´e dans le chapitre 4.
Pour PCFG, nous avons remarque´ que le couˆt de ge´ne´ration d’un candidat e´tait
principalement lie´ aux ope´rations effectue´es sur la file de priorite´ de l’algorithme.
Cette structure de donne´es est unique tout de long de l’algorithme, ce qui rend
assez facile son analyse. Ceci permet de confirmer le fait que plus on va loin dans
l’e´nume´ration des candidats, plus il devient couˆteux de les ge´ne´rer, meˆme si ce couˆt
n’est pas line´aire en le nombre de candidats ge´ne´re´s. Il faudrait pour cela eˆtre capable
de faire grandir la file de priorite´ de manie`re exponentielle, en obligeant l’algorithme
a` ajouter toujours de plus en plus d’e´le´ments dans la file. Ceci est possible lorsque le
nombre de bases simples des e´le´ments de la file augmente au fil de l’e´nume´ration, ce
qui demande a` ajouter 1 e´le´ment a` la file au de´but, puis 2, puis 3, 4, ... pour chaque
candidat ge´ne´re´. De cette fac¸on, la taille de la file grossirait de manie`re exponentielle.
Les expe´riences montrent e´galement que PathWell est une bonne me´thode pour
se pre´munir des attaques utilisant PCFG, au moins du point de vue de la performance
de l’attaque, car elle permet d’augmenter le couˆt de ge´ne´ration des candidats, en
faisant croˆıtre davantage la taille de la file, mais aussi en re´duisant significativement
le nombre de mots trouve´s. PathWell n’est pas une me´thode complique´e a` mettre
en place, meˆme si une seule publication montre qu’elle est bien accepte´e par les
utilisateur [45].
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OMEN est cependant plus difficile a` analyser algorithmiquement que PCFG, car
il n’utilise pas une unique structure de donne´es mais parcourt des arbres diffe´rents
tout au long de l’e´nume´ration. De plus, le nombre de nœuds d’un arbre de´pend de
plusieurs parame`tres qui ne sont pas tous pre´visibles tel que le nombre de n-grams
d’un niveau fixe´ commenc¸ant par une pre´fixe donne´. Contrairement a` PCFG, cette
mesure du couˆt de ge´ne´ration des candidats ne permet pas de montrer que ce couˆt
augmente durant l’e´nume´ration. Ainsi, il ne semble pas re´ellement plus difficile pour
OMEN de ge´ne´rer des candidats apre`s 5×109 candidats qu’au de´but de l’e´nume´ration,
meˆme s’il existe des pe´riodes durant lesquelles la difficulte´ varie significativement.
Mesurer le nombre de nœuds parcourus pour ge´ne´rer un candidat n’est peut-eˆtre pas
la meilleure me´thode pour mettre en avant l’augmentation du couˆt de ge´ne´ration des
candidats durant l’e´nume´ration, mais reste tout de meˆme une bonne me´thode pour
montrer la diffe´rence de couˆt entre les versions non filtre´es et filtre´es des bases de
donne´es.
Le filtre n-gram permet d’augmenter le couˆt de ge´ne´ration des candidats pour
OMEN, ainsi que de faire baisser drastiquement le nombre de mots trouve´s, ce qui
montre que c’est une bonne me´thode pour faire baisser les performances d’OMEN.
Cependant, ce filtre semble plus contraignant que PathWell car bannir un n-gram a
probablement plus d’impact sur les nouveaux mots de passe que bannir une base
compose´e.
PathWell et le filtre n-gram ne sont probablement pas les meilleures manie`res
de faire baisser les performances de PCFG et OMEN, elles semblent cependant
suffisantes et efficaces. En revanche, meˆme si PathWell est montre´ comme e´tant
appre´cie´e des utilisateurs [45], notre filtre n-gram le sera probablement moins.
Une meilleure alternative au filtre n-gram serait de s’inspirer de [7] ou` les auteurs
comptent le nombre d’occurrences de chaque n-gram et rejettent les mots de passe
qui utilisent trop de n-grams trop populaires. Pour cela, on calcule la probabilite´
d’apparition p(wi) de chaque n-gram wi rencontre´ dans la base de donne´es, et on
fixe p(wi) = 0 pour les wi non rencontre´s dans la base de donne´es. Quand un mot de
passe est entre´ dans le syste`me, on calcule un score
s(w = w1|...|wl−n+1) =
l−n+1∏
i=1
p(wi)
et on accepte w comme mot de passe si s(w) ≥ t ou` t est un seuil de score de´termine´
a` l’avance. Ainsi on ne se base plus sur la popularite´ d’un seul n-gram mais sur la
popularite´ de l’ensemble des n-grams du mot.

Chapitre 7
Piste pour la mise en œuvre d’une
mesure de robustesse efficace
Dans ce chapitre, nous synthe´tisons les travaux des chapitres pre´ce´dents dans
le but de proposer des pistes de re´flexion pour la mise en œuvre de mesures de
robustesse efficaces contre les e´nume´rateurs probabilistes. On se place dans la
situation ou` l’on souhaite mesurer la robustesse d’un mot de passe en fonction
d’un ensemble de mots de passe. Dans un premier temps, l’objectif est de de´finir
formellement les proprie´te´s souhaite´es d’une mesure de robustesse pour qu’elle
soit efficace dans le temps. En meˆme temps que de chercher a` de´finir une mesure
de robustesse qui soit universelle, il faut e´galement mettre en place des solutions
plus pratiques telles que les me´triques multimodales de robustesse. Ensuite, nous
proposons des suggestions d’ame´lioration aux mesures existantes pour prendre en
compte les attaques probabilistes.
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7.1 Proprie´te´s souhaite´es d’une mesure de robustesse
Dans cette partie, nous de´finissons les proprie´te´s que l’on souhaite satisfaire
lorsque l’on conc¸oit une mesure de robustesse moderne, qui soit pre´cise et pertinente
pour se pre´munir des attaques sur les mots de passe.
Dans leur publication en deux parties [15, 16], Javier Galbally, Iwen Coisel et
Ignacio Sanchez identifient les proprie´te´s ne´cessaires a` une mesure de robustesse des
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mots de passe pour eˆtre efficace dans le temps. Ils exposent dans un premier temps
les 3 cate´gories de mesures de robustesse existantes dans la litte´rature :
— cate´gorie 1 : robustesse base´e sur les attaques. Les me´triques mesurent la
robustesse des mots de passe en fonction du temps ne´cessaire aux attaques
connues pour les casser.
— cate´gorie 2 : robustesse base´e sur des heuristiques. Ces me´triques mesurent
la robustesse de manie`re intrinse`que au mot de passe, par exemple en fonction
du nombre de caracte`res et/ou des classes de chacun. La mesure propose´e par
le NIST [38] en est un exemple.
— cate´gorie 3 : robustesse base´e sur des mode`les probabilistes. Ces me´triques
mesurent la robustesse des mots de passe en fonction de statistiques recueillies
sur des bases de donne´es fuite´es de mots de passe. Les exemples typiques sont
les chaˆınes de Markov et les grammaires probabilistes.
Chacune de ces cate´gories a ses avantages et ses inconve´nients.
— Cate´gorie 1 : robustesse base´e sur une attaque
— Avantages : Ces me´thodes permettent d’estimer le temps ne´cessaire
a` une ou plusieurs attaques pour casser les mots de passe, permettant
d’avoir une vision pratique et temporelle de la re´sistance des mots de
passe. Elles prennent en compte la puissance de calcul de l’attaquant, et
permettent donc de s’y adapter.
— Inconve´nients : Il faut prendre en compte toutes les attaques connues
sur les mots de passe afin de pouvoir proposer une me´thode pertinente pour
le plus de mots de passe possibles. De plus, ces me´thodes ne permettent
pas de prendre en compte le contexte d’utilisation du mot pour proposer
une robustesse plus pre´cise.
— Cate´gorie 2 : robustesse base´e sur des heuristiques
— Avantages : Ces me´thodes sont tre`s rapides a` exe´cuter, car elles ne
demandent aucune ressource externe ni calcul couˆteux. Elles permettent
globalement de se prote´ger des attaques les plus na¨ıves telles que la force
brute.
— Inconve´nients : Ces me´thodes ne prennent pas en compte les biais
lors de la cre´ation des mots de passe par les utilisateurs. On sait que le
choix d’un mot de passe par un humain n’est pas ale´atoire, et donc ces
me´thodes ne sont pas efficaces si les modifications re´alise´es pour satisfaire
les heuristiques sont trop pre´dictibles. De plus, ces me´thodes ge´ne`rent
bien souvent de la frustration aupre`s des utilisateurs car elles demandent
en ge´ne´ral plus de tentatives pour passer les re`gles.
— Cate´gorie 3 : robustesse base´e sur des mode`les probabilistes
— Avantages : Ces me´thodes prennent en compte les biais des utilisateurs
lors du choix de leur mot de passe, en calculant des statistiques sur
l’utilisation de motifs, de re´pe´titions, sur un ensemble de mots de passe.
Ainsi, un mot de passe qui contient un motif trop souvent rencontre´ dans
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les mots de passe ayant fuite´s verra sa robustesse baisser. Ces me´thodes
permettent e´galement d’augmenter la re´sistance des mots de passe face
aux attaques plus sophistique´es telles que les grammaires probabilistes ou
les mode`les de chaˆınes de Markov.
— Inconve´nients : Elles ont besoin d’entraˆıner les mode`les sur des donne´es
re´elles, il faut donc avoir des donne´es suffisamment repre´sentatives et de
taille suffisamment conse´quente. De plus, les mode`les entraˆıne´s occupent
relativement beaucoup de place en me´moire, ce qui demande des res-
sources plus importantes pour les utiliser. Il est par exemple quasiment
inenvisageable d’utiliser ces me´thodes dans le navigateur (en Javascript
par exemple), et le calcul doit se faire coˆte´ serveur.
Des avantages et inconve´nients de chaque me´thode, les auteurs en font deux
conclusions :
1. il n’existe pas de me´thode universelle, unique, permettant de mesurer la robus-
tesse des mots de passe de manie`re pleinement satisfaisante ;
2. les mesures de robustesse doivent s’adapter aux diffe´rents environnements afin
de proposer des mesures pre´cises.
On appelle ici environnement l’ensemble des informations contextuelles dans
lesquelles e´voluent les mots de passe. Il peut s’agir a` la fois d’informations ge´ne´rales
telles que la langue du site web, le public vise´ par le site, l’importance apporte´e a`
la se´curite´ du compte par les utilisateurs (un jeu vide´o a peut-eˆtre moins de valeur
qu’une boˆıte mail ou un profil de re´seau social), et a` la fois d’informations plus
spe´cifiques telles que la politique de cre´ation de mot de passe et la base de donne´es
(afin de faire de l’apprentissage).
Ce qui les ame`nent a` proposer deux objectifs pour les nouvelles mesures de
robustesse a` concevoir :
1. les nouvelles mesures doivent eˆtre multimodales, c’est-a`-dire qu’elles doivent
exploiter les avantages de diffe´rentes me´thodes afin de couvrir le plus de menaces
possibles envers les mots de passe.
2. les mesures doivent pouvoir s’adapter a` l’environnement dans lequel e´voluent
les mots de passe dont on souhaite mesurer la robustesse, graˆce a` un processus
d’entraˆınement.
Nous proposons d’ajouter un volet mise a` jour a` l’adaptabilite´ d’une me´trique
de robustesse. En effet, si au lancement d’un service la me´trique de robustesse est
pertinente et bien parame´tre´e (langue, disposition du clavier, entraˆınement sur des
donne´es proches de la langue, ...), cela peut e´voluer avec le temps et donc ne plus eˆtre
vrai dans le futur. Apre`s quelques anne´es et des centaines de milliers de mots de passe
entre´s dans le syste`me, on peut retrouver beaucoup de comportements re´currents
(chiffres a` la fin, mots du dictionnaire anglais, ...), ce qui n’est pas souhaitable. Nous
proposons donc de demander qu’une me´trique de robustesse puisse e´voluer avec le
temps, en mettant a` jour ses parame`tres et de refaire son entraˆınement. E´videment,
ce processus peut eˆtre fait manuellement en relanc¸ant l’apprentissage des mode`les
probabilistes par exemple, mais c’est tre`s couˆteux et bien souvent impossible car
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les mots de passe ne sont pas stocke´s en clair. Il est alors inte´ressant d’ajouter une
e´tape de mise a` jour des mode`les dans la me´trique de robustesse.
A` ces deux objectifs, nous rajouterons un troisie`me essentiel pour nous, qui est
l’utilisabilite´. En effet, meˆme si une mesure de robustesse est multimodale et s’adapte
tre`s bien au contexte des mots de passe, si cette mesure n’est pas facile a` utiliser
alors elle ne sera pas adopte´e car trop frustrante.
Ces objectifs se regroupent dans deux notions : la se´curite´, pour la multimodalite´
et l’adaptabilite´, et l’utilisabilite´.
Si l’on re´sume, on souhaite atteindre 3 objectifs lors de la conception d’une
me´trique de robustesse des mots de passe :
— multimodalite´ ;
— adaptabilite´ au contexte et mise a` jour des parame`tres ;
et un objectif secondaire : l’utilisabilite´.
Il est fort probable que ces 3 objectifs ne puissent pas eˆtre atteints de manie`re
tre`s satisfaisante pour une meˆme me´trique de robustesse. De plus, l’utilisabilite´
est la variable d’ajustement car on souhaite d’abord fixer le curseur de la se´curite´
(multimodalite´ et adaptabilite´) et ensuite avoir une valeur d’utilisabilite´ la plus
grande.
Lorsque l’on conc¸oit une mesure de robustesse des mots de passe, on souhaite
qu’elle permette de renforcer la se´curite´ des mots de passe de manie`re significative
mais e´galement qu’elle suscite le moins de frustration possible. Nous avons donc
un syste`me ou` l’on souhaite maximiser deux fonctions : la se´curite´ et l’utilisabilite´.
Cependant, nous estimons que la se´curite´ est plus importante que l’utilisabilite´.
7.1.1 Multimodalite´
Puisqu’il n’est pas possible de trouver une unique mesure de robustesse qui soit
efficace pour toutes les attaques, il faut proposer une me´trique de robustesse qui
rassemble plusieurs me´triques e´le´mentaires afin d’obtenir les avantages de chacune
d’entre elles. C’est ce qu’on appelle une me´trique multimodale.
De´finition : Soient s1, s2, ..., sk des me´triques e´le´mentaires de robustesse des
mots de passe, c’est-a`-dire que chaque si donne un score a` w vis-a`-vis d’une attaque
fixe´e ai de n’importe quel type (force brute, dictionnaire, mode`le probabiliste, ...).
Une me´trique multimodale est une fonction S : Rk → R prenant en entre´e k scores
de robustesse et calculant un score de robustesse multimodale.
Exemple 1 :
S(w) = min(s1(w), s2(w), ..., sk(w))
est un exemple simple de mesure de robustesse multimodale qui consiste a` supposer
que la robustesse de w est sa robustesse face a` l’attaque la plus efficace pour le casser.
Ici, on se place dans le mode`le d’un attaquant qui choisit directement l’attaque la
plus efficace contre le mot de passe w. C’est une mesure de robustesse conservative,
qui offre une borne peut-eˆtre trop infe´rieure.
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Exemple 2 :
S(w) =
k∑
i=1
si(w)
k
est une mesure multimodale consistant a` calculer la moyenne des scores de robustesse
donne´s par les me´triques e´le´mentaires. Ici, on se place dans le mode`le d’un attaquant
qui choisi uniforme´ment une attaque dans {a1, ..., ak} pour casser w.
Exemple 3 :
S(w) =
k∑
i=1
pii.si(w)
Π
ou` pii est la ponde´ration affecte´e a` si et ou` Π =
∑k
i=1 pii. Ici, on ponde`re le score
donne´ par chaque si car on se place dans le mode`le d’un attaquant qui privile´gie
certaines attaques, en conside´rant que chaque attaque n’a pas le meˆme impact sur la
robustesse. Par exemple, si l’attaque a1 est moins couˆteuse que les autres, on peut lui
affecter une ponde´ration plus e´leve´e car elle sera probablement utilise´e plus souvent
par l’attaquant.
On peut s’inspirer des travaux re´alise´s en biome´trie concernant la fusion d’in-
formation [24], comme le sugge`rent les auteurs de [15, 16]. Ils utilisent dans leur
publication une somme ponde´re´e pour fusionner les scores de plusieurs me´triques de
robustesse.
7.1.2 Adaptabilite´ au contexte et mise a` jour des parame`tres
Une bonne me´trique de robustesse doit pouvoir s’adapter au contexte dans lequel
les mots de passe vivent et e´galement pouvoir e´voluer au cours du temps.
7.1.2.1 Adaptabilite´
De´finition : Soit W l’ensemble des mots de passe d’un service donne´. On note
C = c1, c2, ..., cn le contexte constitue´ d’un ensemble d’e´le´ments de diverses natures
(la langue, la disposition du clavier, ...). On note S(w|C) la robustesse du mot w
quand S connaˆıt le contexte, et S(w) quand elle ne le connaˆıt pas. On dit que S est
adaptable si
∃w ∈ W|S(w|C) 6= S(w)
c’est-a`-dire qu’au moins un mot de la base de l’ensemble W a vu son score de
robustesse e´voluer. Autrement dit, S prend en compte le contexte C dans l’e´valuation
de la robustesse de w.
En ge´ne´ral, la connaissance de C apporte de l’information a` S, c’est-a`-dire que
@w ∈ W|S(w|C) > S(w).
En revanche, il peut exister des situations ou` connaˆıtre du contexte est contre-
productif, par exemple lorsqu’un mot de passe de´rive´ de la langue franc¸aise est
enregistre´ dans une base de donne´es principalement anglaise. Dans ce cas, connaˆıtre
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le fait que la base de donne´es soit en anglais peut ralentir l’attaquant. Cependant,
on suppose ici que le contexte est pertinent.
De´finition : On dit que S est progressive en connaissance de C si
∑
w∈W
S(w|C)
#W <
∑
w∈W
S(w)
#W
c’est-a`-dire que la connaissance de C permet a` S d’eˆtre plus pre´cis sur l’e´valuation
de la robustesse en moyenne des mots de W .
On souhaite donc qu’une mesure de robustesse soit progressive en connaissance
de C. On souhaite e´galement trouver le contexte C qui permette a` S d’eˆtre la plus
progressive possible.
7.1.2.2 Mise a` jour des parame`tres
De´finition : Soient W l’ensemble des mots de passe d’un service a` un instant t,
et W ′ l’ensemble des mots de passe a` un instant t′, avec t′ > t et #W ′ > #W. On
note St(w) la robustesse du mot w a` l’instant t. On dit que S a e´te´ mise a` jour entre
t et t′ si
∃w ∈ W|St(w) 6= St′(w)
c’est-a`-dire qu’au moins un mot de W a vu sa robustesse e´voluer entre t et t′.
Autrement dit, S a pris en compte les nouveaux mots de passe, ceux de l’ensemble
W ′ −W , pour ajuster la robustesse des anciens mots de passe.
Cette mise a` jour peut se faire par exemple en relanc¸ant la phase d’apprentissage
des mode`les probabilistes, ce qui est tre`s couˆteux et impossible en pratique car les
mots de passe ne sont pas stocke´s en clair. Au lieu de relancer l’apprentissage complet
a` chaque ajout de mot de passe, on peut mettre a` jour le mode`le uniquement en ayant
le nouveau mot de passe w. Dans le cas de PCFG, il faut calculer sa base compose´e
Qw = B1...Bk ainsi que les terminaux T1...Tk correspondants, et mettre a` jour les
probabilite´s dans le mode`le. Il est ne´cessaire de conserver le nombre d’occurrences
de chaque base compose´e et de chaque terminal afin de pouvoir refaire les calculs de
probabilite´.
Mise a` jour de pS. Soit q le nombre de bases compose´es enregistre´es dans le
syste`me, Qw la base compose´e du nouveau mot w et pS(Qw) la probabilite´ de Qw. Il
faut ajuster la probabilite´ des bases compose´es. Pour chaque base compose´e Qi du
syste`me, on a
p′S(Qi) =
b+ q.pS(Qw)
1 + q
ou`
b =
{
1 si Qi = Qw,
0 sinon.
Mise a` jour de pBi. Soit Ti le terminal correspondant a` la base simple Bi dans
le mot w = T1...Tk. Soit t le nombre de terminaux de la base simple Bi enregistre´s
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dans le syste`me. Pour chaque terminal Tj de la base simple Bi enregistre´s dans le
syste`me, on calcule la nouvelle probabilite´ de Bi telle que
p′Bi(Tj) =
b+ t.pBi(Tj)
1 + t
ou`
b =
{
1 si Ti = Tj,
0 sinon.
7.1.3 Utilisabilite´
L’utilisabilite´ U d’une me´trique de robustesse est sa facilite´ d’utilisation. Elle
est inversement proportionnelle a` la frustration engendre´e par l’utilisation de cette
me´trique. L’utilisabilite´ peut se mesurer de plusieurs manie`res.
7.1.3.1 Nombre moyen de tentatives
La premie`re manie`re consiste a` mesurer le nombre moyen de tentatives des
utilisateurs pour faire valider leur mot de passe.
De´finition : Soient w1, ..., wm les mots de passe enregistre´s dans un syste`me
donne´. On note ni le nombre de tentatives pour que le mot de passe wi soit accepte´
dans le syste`me. L’utilisabilite´ UM en nombre moyen de tentatives de la me´trique S
est de´finie telle que
UM(S) =
1
m
m∑
i=1
ni.
Plus UM(S) est grand, moins S est utilisable. On peut penser cependant que
faire beaucoup de tentatives n’est pas toujours frustrant pour un utilisateur.
7.1.3.2 Proportion d’abandons
La deuxie`me me´thode consiste a` mesurer la proportion d’abandons de cre´ation
de compte sur le syste`me.
De´finition : Soient q le nombre de fois ou` les utilisateurs ont abandonne´ le
processus de cre´ation de compte, et m le nombre de mots de passe dans la base de
donne´es. L’utilisabilite´ UA en proportion d’abandons de la me´trique S est de´finie
telle que
UA(S) =
q
m
.
Plus UA(S) est grand, moins S est utilisable. On remarque que UA(S) peut
eˆtre plus grand que 1 car il peut y avoir plus d’utilisateurs ayant abandonne´s que
d’utilisateurs s’e´tant enregistre´s.
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7.2 Suggestions d’ame´lioration de ZXCVBN
ZXCVBN est un bon exemple de me´trique de robustesse multimodale, que nous
avons pre´sente´ en section 3.3.1.1. Cette me´trique permet de prendre en compte
plusieurs attaques possibles sur les mots de passe, en de´coupant le mot en jetons
selon des re`gles pre´-e´tablies et en mesurant la robustesse de chaque jeton face a` chaque
attaque supporte´e. Cette mesure est e´galement adaptable au contexte d’utilisation du
mot de passe car le dictionnaire utilise´, la puissance de calcul de l’attaquant, la langue
dans laquelle est construit le mot de passe, la disposition du clavier sont autant de
parame`tres de cette me´trique. Cependant, elle ne s’adapte pas automatiquement au
fur et a` mesure que les mots de passe sont entre´s, c’est-a`-dire qu’aucune e´tape de
mise a` jour des parame`tres et des ressources n’est pre´vue, ce qui est pourtant ce que
nous pouvons souhaiter d’une me´trique de robustesse.
L’inconve´nient de cette me´trique, comme expose´ dans le chapitre 5, est qu’elle
n’est pas efficace pour se prote´ger des attaques base´es sur les mode`les probabilistes.
On ne peut donc pas recommander son utilisation aujourd’hui. C’est pourquoi nous
proposons des ame´liorations afin qu’elle devienne efficace contre ces attaques.
7.2.1 Inte´grer les mode`les probabilistes
Puisque cette me´trique est multimodale, il est possible d’y ajouter des modules
pour prendre en compte ces attaques base´es sur les mode`les probabilistes. Par
exemple, en entraˆınant une PCFG, on peut ainsi donner un score
S(w) = pS(Q)
k∏
i=1
PBi(Ti)
a` un mot w = T1...Tk tel que de´fini dans la formule 6.1. ZXCVBN calcule un nombre
d’essais moyen ne´cessaires pour trouver un jeton, il faut alors transformer S(w) en
un nombre d’essais pour l’inte´grer a` ZXCVBN. On peut par exemple utiliser une
me´thode de Monte-Carlo telle que de´finie dans [10] ou` un e´chantillonnage est effectue´
sur le mode`le probabiliste pour estimer le rang d’un mot donne´ en entre´e. Pour cela,
on ge´ne`re ale´atoirement un ensemble W de n mots en respectant les distributions de
probabilite´s du mode`le probabiliste. Le tirage d’un mot wj se fait de cette manie`re :
on tire une base compose´e Q = B1...Bk avec probabilite´ pS puis on tire pour i de 1 a`
k un terminal Ti avec probabilite´ pBi . On a w = T1...Tk. Cette ope´ration est re´pe´te´e
n fois. Le rang R(w) d’un mot est estime´ a` une valeur R˜(w) de´finie telle que
R˜(w) =
∑
wj∈W
{
1
S(wj).n
si S(wj) > S(w),
0 sinon.
Cet e´chantillonnage peut eˆtre pre´-calcule´, et il peut eˆtre utilise´ quelque soit le
mode`le probabiliste car uniquement le tirage ale´atoire du mot wj de´pend du mode`le.
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7.2.2 Mise a` jour des parame`tres de ZXCVBN
ZXCVBN pourrait gagner en pre´cision si ses parame`tres e´taient mis a` jour durant
son utilisation au sein d’un service. On peut par exemple mettre a` jour le dictionnaire
embarque´ afin d’y ajouter les mots de passe qui deviennent trop populaires. De`s
que le nombre d’occurrences d’un mot de passe de´passe un seuil pre´de´fini, le mot de
passe est ajoute´ au dictionnaire.
En plus de mettre a` jour le dictionnaire, il devient ne´cessaire de mettre a` jour les
mode`les probabilistes en fonction des mots de passe ajoute´s au service, tel que de´fini
dans la partie 7.1.2.2. En outre, si un e´chantillonnage via la me´thode de Monte-Carlo
a e´te´ effectue´ pour approximer le rang d’un mot de passe, il est ne´cessaire d’effectuer
a` nouveau cet e´chantillonnage car les probabilite´s ont change´. Il peut eˆtre inte´ressant
de chercher un me´canisme pour acce´le´rer ce processus de mise a` jour de l’e´chantillon
sans avoir a` refaire tout l’e´chantillonnage.
7.2.3 Implications sur la se´curite´
Le fait d’inte´grer les mode`les probabilistes dans la mesure de robustesse ne´cessite
de stocker les mode`les entraˆıne´s. De ce fait, un attaquant qui arrive a` mettre la main
dessus a un avantage car il obtient des informations sur la distribution des mots
de passe de la base de donne´es. Il peut donc se servir de ce mode`le pour construire
et exe´cuter un e´nume´rateur dans le but de casser les mots de passe de la base de
donne´es.
Il serait donc inte´ressant de mettre en place des me´canismes permettant de limiter
la quantite´ d’information qui fuite lorsque le mode`le probabiliste entraˆıne´ fuite. Dans
le papier [7], les auteurs ajoutent du bruit aux fre´quences enregistre´es des n-grams, et
calculent la borne supe´rieure a` la quantite´ d’information de´tenue par le syste`me. Ils
montrent que cette borne supe´rieure est petite, ce qui limite grandement la quantite´
d’information qui fuite. On peut donc s’inspirer de cette me´thode pour ajouter du
bruit dans le mode`le probabiliste entraˆıne´, afin de faire en sorte qu’un attaquant qui
se procure ce mode`le n’obtienne qu’une quantite´ petite d’information. Pour cela, on
ajoute le bruit sur les distributions de probabilite´s. Dans le cas de PCFG, on peut
remplacer la mise a` jour de chaque base compose´e Qi par le calcul
p′S(Qi) =
b+ q.pS(Qw)
1 + Γ + q
ou`
b =

1 si Qi = Qw,
1 avec probabilite´ γ,
0 sinon
et ou` Γ est le nombre de fois ou` le cas (2), b = 1 avec probabilite´ γ, a e´te´ applique´.
On a donc, a` chaque mise a` jour d’une probabilite´ pour une base compose´e qui n’est
pas Qw, un tirage ale´atoire pour de´terminer si l’on incre´mente artificiellement le
nombre d’occurrences de Qi. On peut appliquer le meˆme principe pour les bases
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simples, avec e´ventuellement une probabilite´ de bruit diffe´rente. Les valeurs de γ
dans [7] sont de l’ordre de 10−6 et 10−7.
7.3 Conclusion
Si l’on re´sume les caracte´ristiques souhaite´es d’une me´trique de robustesse des
mots de passe moderne et efficace, nous avons :
— multimodalite´ : la me´trique exploite les avantages de diffe´rentes me´thodes de
mesure de score afin de tirer les avantages de chacune d’entre elles ;
— adaptabilite´ : la me´trique est parame´trable a` l’initialisation, c’est-a`-dire qu’elle
est capable de prendre en compte des parame`tres tels que la langue du service,
s’entraˆıner sur une base de donne´es de mots de passe fournie, afin de proposer
une mesure pertinente et personnalise´e de la robustesse. De plus, elle pre´sente
une proce´dure de mise a` jour de ses mode`les probabilistes et de ses parame`tres
afin d’e´voluer durant la vie du service pour proposer une mesure pertinente
dans le temps ;
et dans un second temps, une proprie´te´ non-ne´gligeable mais moins importante que
les deux autres :
— utilisabilite´ : la me´trique est simple a` appre´hender par les utilisateurs du
service, c’est-a`-dire qu’elle ne demande pas de compe´tence particulie`re, et fait
en sorte que les utilisateurs puissent choisir leur mot de passe rapidement, c’est-
a`-dire que les utilisateurs voient leur mot de passe accepte´ dans les premie`res
tentatives ;
E´videmment, ces proprie´te´s sont souhaite´es, il n’est donc pas e´vident qu’une
me´trique de robustesse satisfaisant ces 3 proprie´te´s existe. Nous avons e´galement
propose´ des pistes d’ame´liorations pour ZXCVBN, afin qu’il puisse utiliser les mode`les
probabilistes en respectant les objectifs que nous avons de´finis. Meˆme nous n’avons
pris que ZXCVBN comme exemple, les propositions expose´es sont bien e´videmment
utilisables pour d’autres me´triques de robustesse multimodales.
Conclusion
Nous avons e´tudie´ dans cette the`se les e´nume´rateurs probabilistes lorsqu’ils sont
utilise´s pour casser des mots de passe. Nous avons dans un premier temps pre´sente´ le
cadre dans lequel se de´roule cette the`se a` travers la de´finition des termes utilise´s, la
pre´sentation des outils et des familles de mode`les probabilistes. Nous avons e´galement
discute´ des travaux connexes et positionne´ notre travail par rapport a` ces travaux de
l’e´tat de l’art. Le manuscrit ainsi que la the`se re´alise´e sont structure´s autour de trois
principaux travaux : la mesure de la performance des e´nume´rateurs dans un contexte
d’attaque sur les mots de passe, la mesure de l’efficacite´ des politiques heuristiques
contre les attaques utilisant les mode`les probabilistes et finalement l’analyse du
comportement des e´nume´rateurs probabilistes d’un point de vue algorithmique. Ces
trois travaux nous ont permis de discuter des pistes et des proprie´te´s ne´cessaires a` la
conception d’une me´trique de robustesse moderne, prenant en compte a` la fois les
attaques les plus na¨ıves mais e´galement les attaques les plus modernes et pre´cises.
Travaux re´alise´s et contributions
Le premier travail re´alise´ consiste en la mesure des performances des e´nume´rateurs
dans le contexte d’une attaque sur une base de donne´es de mot de passe prote´ge´s par
une fonction de hachage. Nous avons dans un premier temps propose´ une formalisation
de la performance qui tient compte de parame`tres importants que sont la vitesse
d’e´nume´ration des candidats, la vitesse de la fonction de hachage et le taux de
succe`s de l’algorithme d’e´nume´ration. Puisqu’il n’est pas possible d’effectuer les
mesures exactes ne´cessaires au calcul de cette performance de manie`re pre´cise en un
temps raisonnable, nous avons duˆ mettre en place des techniques pour estimer ces
valeurs. Une fois ces estimations effectue´es, nous avons montre´ que meˆme les attaques
les plus na¨ıves telle que la force brute sont efficaces dans certaines conditions, par
exemple lorsqu’une fonction de hachage rapide est utilise´e. Nous avons e´galement
montre´ que la lenteur d’un e´nume´rateur n’est pas un proble`me lorsqu’une fonction de
hachage lente est utilise´e, a` condition que son taux de succe`s compense sa lenteur. Ce
travail permet de montrer que si un e´nume´rateur a pour but de casser des mots de
passe, alors il doit eˆtre e´value´ avec la bonne me´thode, c’est-a`-dire en tenant compte
e´galement de sa vitesse d’e´nume´ration et la vitesse de la fonction de hachage.
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Le second travail re´alise´ e´value l’efficacite´ des politiques heuristiques de se´curite´
des mots de passe pour se prote´ger des attaques utilisant les mode`les probabilistes. En
filtrant les bases de donne´es de mots de passe avec les politiques heuristiques e´tudie´es,
nous avons conduit des expe´riences afin de montrer a` quel point ces politiques ne
sont pas efficaces pour se pre´munir de ces attaques. En utilisant les outils formels
et techniques pre´sente´s dans le premier travail, nous avons montre´ que meˆme une
politique utilisant ZXCVBN, mesure de robustesse pre´sente´e comme e´tant la re´fe´rence,
avec un score requis maximal, ne permet pas de se pre´munir suffisamment des attaques
utilisant les mode`les probabilistes. Les re´sultats affirment le fait qu’il faille concevoir
de nouvelles me´triques de robustesse des mots de passe qui tiennent compte de ces
mode`les probabilistes, car si l’on peut espe´rer une augmentation de l’utilisation des
fonctions de hachage lentes dans les services en ligne, on constatera e´galement une
augmentation de l’usage de ces mode`les pour en attaquer les mots de passe.
Le troisie`me travail de cette the`se consiste en l’analyse du comportement de deux
e´nume´rateurs probabilistes, OMEN et PCFG, d’un point de vue algorithmique. Nous
observons l’e´volution des structures de donne´es utilise´es dans ces algorithmes, ce
qui nous permet de mesurer l’e´volution du couˆt de ge´ne´ration des candidats. Ce
travail aborde le proble`me de l’analyse des performances d’un e´nume´rateur d’un autre
angle. En effet, dans la litte´rature tout comme dans les deux premiers travaux, les
e´nume´rateurs sont ge´ne´ralement e´tudie´s en mode`le boˆıte noire, c’est-a`-dire que seules
les entre´es et les sorties sont e´tudie´es. Ici, nous regardons l’inte´rieur des algorithmes,
apportant des informations supple´mentaires permettant de concevoir des me´thodes
pour rendre plus couˆteux la ge´ne´ration de candidats. Nous montrons par exemple,
que si l’on veut que le couˆt de ge´ne´ration des candidats dans PCFG soit line´aire
en le nombre de candidats ge´ne´re´s, alors il faut que la taille de la file de priorite´
augmente de manie`re exponentielle, ce qui semble difficile a` re´aliser en pratique.
Enfin, nous rassemblons les conclusions de chaque travail de ce manuscrit pour
proposer des pistes pour concevoir des me´triques de robustesse modernes, pour
lesquelles nous de´finissons les caracte´ristiques que nous jugeons pertinentes a` posse´der.
Meˆme s’il ne semble pas si difficile de proposer une me´trique posse´dant les deux
premie`res proprie´te´s essentielles que sont la multimodalite´ et l’adaptabilite´, il est
loin d’eˆtre e´vident de trouver une me´trique qui soit e´galement utilisable.
Perspectives de travail
Dans ce manuscrit, un accent a particulie`rement e´te´ mis sur les performances des
e´nume´rateurs et la se´curite´ des me´triques de robustesse. Nous pre´sentons maintenant
les perspectives de travail qui pourraient faire suite a` cette the`se.
ZXCVBN et mode`les probabilistes. Comme propose´ de manie`re de´taille´e
dans le chapitre 7, il nous semble pertinent d’ajouter a` ZXCVBN un module
d’e´valuation du score d’un mot w en utilisant les mode`les probabilistes. Ceci requiert
d’eˆtre capable de calculer un rang d’e´nume´ration r(w), ou une estimation, du mot w
en fonction de son score S(w) lie´ a` la probabilite´ de sa de´composition en fonction du
mode`le. On pourra utiliser la me´thode de Monte-Carlo comme sugge´re´e et de´taille´e
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dans le chapitre 7. Une fois ceci re´alise´, il convient de mesurer l’utilisabilite´ de la
nouvelle me´trique en utilisant les outils des chapitres 5 et 6, par exemple en e´valuant
le taux de rejet des filtres, c’est-a`-dire en calculant quelle proportion des bases de
donne´es seraient filtre´es par une telle me´trique, ou par exemple en conduisant une
e´tude sur l’utilisabilite´ de cette me´thode. ZXCVBN ayant pour vocation d’eˆtre
assez le´ger, il serait pertinent e´galement d’e´tudier l’espace requis par ce syste`me et
e´ventuellement de mettre en place des techniques pour le re´duire.
E´tude algorithmique des e´nume´rateurs probabilistes. Dans le chapitre 6,
nous fournissons la premie`re analyse algorithmique et comportementale de deux
e´nume´rateurs probabilistes de l’e´tat de l’art. Pour effectuer ces analyses, nous avons
fait des choix sur les ope´rations que nous conside´rons comme couˆteuses dans la
ge´ne´ration des candidats. Dans le cas de PCFG, il est assez clair que l’insertion
dans la file de priorite´ est l’ope´ration la plus couˆteuse de l’algorithme. Cependant, la
manie`re dont fonctionne OMEN ne permet pas de simplifier aussi bien l’algorithme
que celui de PCFG, car OMEN utilise a` la fois des vecteurs et des fonctions re´cursives
qui ne sont pas une seule et unique structure durant toute la ge´ne´ration des candidats.
Ceci rend d’autant plus complexe son analyse algorithmique et comportementale. Ce
travail d’e´tude en mode`le boˆıte blanche des e´nume´rateurs probabilistes manque dans le
domaine, car la plupart des travaux effectue´s utilisent ces algorithmes en mode`le boˆıte
noire, ce qui ne permet pas toujours de mettre en avant les couˆts des algorithmes
pour ge´ne´rer des candidats. En e´tudiant plus pre´cise´ment et plus profonde´ment
les structures de donne´es utilise´es, on pourrait proposer des ame´liorations a` ces
algorithmes au niveau de l’utilisation me´moire, de leur paralle´lisation, d’e´ventuels
pre´-calculs possibles, ...
Bilan ge´ne´ral
Les e´nume´rateurs probabilistes peuvent eˆtre compare´s a` la peˆche au chalut ou
a` la dynamite : on vise une zone et on lance le chalut, puis on re´colte les poissons
capture´s. Plus le chalut est petit et plus il y a de poissons dans la zone, plus la peˆche
est bonne. En revanche, le chalut est plus couˆteux a` fabriquer s’il est grand et le
poisson plus difficile a` remonter s’il y en a beaucoup. En re´alite´, c’est la densite´ de
poisson qui nous inte´resse. Tout comme la densite´ de mots de passe : ce que
l’on souhaite, c’est essayer le minimum de candidats d’un ensemble pour trouver le
maximum de mots de passe. Pour cela, on essaye donc de minimiser la distance
entre chaque candidat, afin de rendre l’e´nume´ration la moins couˆteuse possible.
Il nous semble en re´alite´ que la mesure de la robustesse des mots de passe peut
se faire depuis deux points de vue :
1. on construit des mesures de robustesse inde´pendamment des attaques. C’est le
cas des me´trique heuristiques et des entropies. On e´value ensuite l’efficacite´ de
ces robustesses en conduisant des attaques.
2. on conside`re un ensemble d’attaques possibles sur les mots de passe, et on
construit une me´trique qui permette de prote´ger le plus grand nombre d’entre
eux. On e´value ces me´triques de la meˆme manie`re que dans le cas the´orique.
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Premier axe de recherche : formaliser la notion de distance. De ce point
de vue, on souhaite de´finir une distance qui soit utilise´e par un e´nume´rateur de telle
sorte que pour retrouver un certain pourcentage de la base de donne´es attaque´e, la
somme des distances entre les mots ge´ne´re´s par l’e´nume´rateur soit minimale. Il y
a deux challenges ici : trouver une bonne distance et trouver un e´nume´rateur qui
minimise la somme des distances entre chaque couple de mots successifs. Les mode`les
probabilistes e´tudie´s dans cette the`se permettent de´ja` de de´finir une distance entre
les mots, correspondant aux diffe´rences entre leurs probabilite´s. Ainsi, pour une
distance d et un e´nume´rateur E donne´s, il devient possible de comparer la robustesse
de deux bases de donne´es D1, D2 entre elles. Si on fixe un pourcentage t de la base de
donne´es a` retrouver, alors on peut les ordonner en fonction de la somme des distances
des mots permettant de trouver t% de ces bases. Meˆme si d n’est pas ne´cessairement
optimale, c’est-a`-dire qu’elle permet de minimiser la somme des distances pour tous
les e´nume´rateurs, il est possible en revanche qu’elle tienne compte du plus grand
nombre d’e´nume´rateurs possible.
Deuxie`me axe de recherche : construire des mesures en fonction des
menaces. C’est le point de vue adopte´ par les me´triques multimodales, car on
e´nume`re les diffe´rentes attaques possibles et on construit une me´trique agre´geant
les modalite´s permettant de se prote´ger contre chaque attaque. Ici, chaque attaque
utilise une distance diffe´rente entre les mots, et la mesure de robustesse cherche a`
espacer les mots le plus possible pour toutes les distances utilise´es. Par exemple,
l’e´nume´rateur base´ sur la grammaire probabiliste de Weir de´finit la distance entre
deux mots proportionnellement a` la diffe´rence de leurs probabilite´s : plus deux mots
ont une probabilite´ proche (ce qui est le cas de mots partageant la meˆme base
compose´e), plus la distance les se´parant est petite. D’un point de vue imple´mentation,
plus deux mots sont proches, moins il est couˆteux de les e´nume´rer a` la suite (en
termes de nombres d’ope´rations par exemple).
De part les travaux effectue´s durant cette the`se, on est amene´s a` se poser plusieurs
questions plus philosophiques sur le domaine.
Premie`rement, est-il possible de de´finir une mesure de robustesse qui soit tre`s
satisfaisante, c’est-a`-dire une mesure qui soit efficace contre toutes les attaques, meˆme
celles qui n’existent pas encore ? On pourrait penser que non, mais rien indique
aujourd’hui que c’est impossible. Dans le cas ou` ce ne serait pas possible, alors
la seule solution est de construire ces mesures de robustesse de manie`re pratique,
en se de´fendant contre chaque attaque et en imaginant des mesures de robustesse
multimodales.
Deuxie`mement, est-il possible de trouver une distance unique qui soit satisfaisante
peu importe l’attaque ? Meˆme si notre intuition nous laisse penser que la re´ponse
est ne´gative, formaliser cette notion de distance est un travail qui peut faire l’objet
d’une the`se, et qui apporterait des outils inte´ressants pour le domaine. Meˆme s’il
n’est pas possible de trouver une telle distance, il est peut-eˆtre possible d’en trouver
une qui soit plus ge´ne´rale et qui regroupe les distances de´finies par plusieurs mode`les
probabilistes. On pourrait donc mieux se prote´ger des plusieurs attaques base´es sur
ces mode`les probabilistes sans avoir a` concevoir une me´trique multimodale compose´e
de modules prote´geant chacun contre une attaque.
Publications de l’auteur
Confe´rences internationales avec comite´ de lecture et
avec actes
1. Valois, M., Lacharme, P., Le Bars, J-M. Performance of Password Guessing
Enumerators Under Cracking Conditions. In 34th International Conference on
ICT Systems Security and Privacy Protection (IFIP SEC 2019) (pp. 67-80).
Lisbon, Portugal, June 25-27, 2019. Springer International Publishing.
2. Cuan, B., Damien, A., Delaplace, C., Valois, M. Malware Detection in PDF
Files Using Machine Learning. In 15th International Conference on Security
and Cryptography (SECRYPT 2018) (pp. 412-419). Porto, Portugal, July 26-28,
2018. Scitepress Digital Library.
Pre´sentations et Se´minaires
1. Valois, M., Lacharme, P., Le Bars, J-M. En quoi les politiques de cre´ation
de mots de passe peuvent les affaiblir ? Invite´ aux JRSSI (Journe´es re´unissant
les Responsables de la Se´curite´ des Syste`mes d’Information), Novembre 2018,
Muse´um d’Histoire Naturelle, Paris.
117

Bibliographie
[1] Jean-Philippe Aumasson. Password hashing competition. https://
password-hashing.net/, 2015.
[2] Alex Biryukov, Daniel Dinu, and Dmitry Khovratovich. Argon2 : new generation
of memory-hard functions for password hashing and other applications. In
Security and Privacy (EuroS&P), 2016 IEEE European Symposium on, pages
292–302. IEEE, 2016.
[3] Burton H Bloom. Space/time trade-offs in hash coding with allowable errors.
Communications of the ACM, 13(7) :422–426, 1970.
[4] Joseph Bonneau. The science of guessing : analyzing an anonymized corpus of
70 million passwords. In 2012 IEEE Symposium on Security and Privacy, pages
538–552. IEEE, 2012.
[5] Joseph Bonneau. Statistical metrics for individual password strength (transcript
of discussion). In International Workshop on Security Protocols, pages 87–95.
Springer, 2012.
[6] William Burr, Donna Dodson, and W Polk. Electronic authentication guideline.
Technical report, National Institute of Standards and Technology, 2004.
[7] Claude Castelluccia, Markus Du¨rmuth, and Daniele Perito. Adaptive password-
strength meters from Markov models. In NDSS, 2012.
[8] Anupam Das, Joseph Bonneau, Matthew Caesar, Nikita Borisov, and XiaoFeng
Wang. The tangled web of password reuse. In NDSS, volume 14, pages 23–26,
2014.
[9] Dashlane. Kanye west tops dashlane’s list of 2018’s “worst password offenders”.
https://blog.dashlane.com/password-offenders-2018/, 2018.
[10] Matteo Dell’Amico and Maurizio Filippone. Monte carlo strength evaluation :
Fast and reliable password checking. In Proceedings of the 22nd ACM SIGSAC
Conference on Computer and Communications Security, pages 158–169. ACM,
2015.
119
120 BIBLIOGRAPHIE
[11] Markus Du¨rmuth, Fabian Angelstorf, Claude Castelluccia, Daniele Perito, and
Abdelberi Chaabane. OMEN : Faster password guessing using an Ordered Mar-
kov ENumerator. In International Symposium on Engineering Secure Software
and Systems, pages 119–132. Springer, 2015.
[12] EFF. ”EFF DES cracker” machine brings honesty to crypto de-
bate. https://web.archive.org/web/20100101001853/http://w2.eff.
org/Privacy/Crypto/Crypto_misc/DESCracker/HTML/19980716_eff_
descracker_pressrel.html, 1998.
[13] Tobias Engel. Exploit SS7 to redirect phone calls/sms. https://attack.mitre.
org/techniques/T1449/, 2014.
[14] Ben Falconers. Adobe crossword. https://zed0.co.uk/crossword/, 2013.
[15] Javier Galbally, Iwen Coisel, and Ignacio Sanchez. A new multimodal approach
for password strength estimation—part I : Theory and algorithms. IEEE
Transactions on Information Forensics and Security, 12(12) :2829–2844, 2017.
[16] Javier Galbally, Iwen Coisel, and Ignacio Sanchez. A new multimodal approach
for password strength estimation—part II : Experimental evaluation. IEEE
Transactions on Information Forensics and Security, 12(12) :2845–2860, 2017.
[17] Maximilian Golla and Markus Du¨rmuth. On the accuracy of password strength
meters. In Proceedings of the 2018 ACM SIGSAC Conference on Computer and
Communications Security, pages 1567–1582. ACM, 2018.
[18] Dan Goodin. Anatomy of a hack : How crackers ransack passwords like “qeadzc-
wrsfxv1331”, 2013.
[19] Jeremie Gosney. 8x Nvidia GTX 1080 Hashcat benchmarks. https://gist.
github.com/epixoip/ace60d09981be09544fdd35005051505, 2018.
[20] Martin Hellman. A cryptanalytic time-memory trade-off. IEEE transactions on
Information Theory, 26(4) :401–406, 1980.
[21] Briland Hitaj, Paolo Gasti, Giuseppe Ateniese, and Fernando Perez-Cruz. Pass-
gan : A deep learning approach for password guessing. In International Confe-
rence on Applied Cryptography and Network Security, pages 217–237. Springer,
2017.
[22] Troy Hunt. Have I been pwned, 2017.
[23] Troy Hunt. Here’s why [insert thing here] is
not a password killer. https://www.troyhunt.com/
heres-why-insert-thing-here-is-not-a-password-killer/, 2018.
[24] Anil K Jain, Patrick Flynn, and Arun A Ross. Handbook of biometrics. Springer
Science & Business Media, 2007.
[25] John The Ripper Community. John the ripper implementation. https://
github.com/magnumripper/JohnTheRipper, 2019.
BIBLIOGRAPHIE 121
[26] Peter Kacherginsky. Password analysis and cracking kit. https://github.com/
iphelix/pack, 2014.
[27] Patrick Gage Kelley, Saranga Komanduri, Michelle L Mazurek, Richard Shay,
Timothy Vidas, Lujo Bauer, Nicolas Christin, Lorrie Faith Cranor, and Julio
Lopez. Guess again (and again and again) : Measuring password strength by
simulating password-cracking algorithms. In 2012 IEEE Symposium on Security
and Privacy, pages 523–537. IEEE, 2012.
[28] Daniel V. Klein. ”foiling the cracker” : A survey of and improvements to
password security. In Usenix Security Workshop, 1992.
[29] Saranga Komanduri. Modeling The Adversary To Evaluate Password Strength
With Limited Samples. PhD thesis, Microsoft Research, 2016.
[30] Saranga Komanduri, Richard Shay, Patrick Gage Kelley, Michelle L Mazurek,
Lujo Bauer, Nicolas Christin, Lorrie Faith Cranor, and Serge Egelman. Of
passwords and people : measuring the effect of password-composition policies.
In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems, pages 2595–2604. ACM, 2011.
[31] KoreLogic. LibPathWell. https://github.com/KoreLogicSecurity/
libpathwell, 2015.
[32] RSA Laboratories. https://tools.ietf.org/html/rfc2898#section-5.2.
[33] T. Alexander Lystad. Passpal, password analysis software. https://github.
com/arex1337/Passpal, 2012.
[34] James L Massey. Guessing and entropy. In Information Theory, 1994. Procee-
dings., 1994 IEEE International Symposium on, page 204. IEEE, 1994.
[35] William Melicher, Blase Ur, Sean M Segreti, Saranga Komanduri, Lujo Bauer,
Nicolas Christin, and Lorrie Faith Cranor. Fast, lean, and accurate : Modeling
password guessability using neural networks. In USENIX Security Symposium,
pages 175–191, 2016.
[36] Robert Morris and Ken Thompson. Password security : A case history. In
Communications of the ACM, volume 22, pages 594–597. ACM, 1979.
[37] Arvind Narayanan and Vitaly Shmatikov. Fast dictionary attacks on passwords
using time-space tradeoff. In ACM conference on Computer and communications
security (CCS), pages 364–372. ACM, 2005.
[38] NIST. Nist special publication 800-63b. https://pages.nist.gov/800-63-3/,
2017.
[39] Philippe Oechslin. Making a faster cryptanalytic time-memory trade-off. In An-
nual International Cryptology Conference (CRYPTO), pages 617–630. Springer,
2003.
[40] OpenWall. John the ripper. http://www.openwall.com/john, 2017.
122 BIBLIOGRAPHIE
[41] Colin Percival. Stronger key derivation via sequential memory-hard functions.
BSDCan, pages 1–16, 2009.
[42] Colin Percival and Simon Josefsson. The scrypt password-based key derivation
function. Technical report, IETF, 2016.
[43] Niels Provos and David Mazieres. A future-adaptable password scheme. In
USENIX Annual Technical Conference, FREENIX Track, pages 81–91, 1999.
[44] s3in !c. Hashes.org. https://hashes.org, 2017.
[45] Sean M. Segreti. Diversify to survive : Making passwords stronger with adaptive
policies. In USENIX Symposium on Usable Privacy and Security. USENIX,
2017.
[46] Jens Steube. Probability infinite chained elements. https://hashcat.net/
events/p14-trondheim/prince-attack.pdf, 2014.
[47] Jens Steube. Hashcat implementation. https://github.com/hashcat/
hashcat, 2019.
[48] Blase Ur, Sean M Segreti, Lujo Bauer, Nicolas Christin, Lorrie Faith Cranor,
Saranga Komanduri, Darya Kurilova, Michelle L Mazurek, William Melicher,
and Richard Shay. Measuring real-world accuracies and biases in modeling
password guessability. In 24th USENIX Security Symposium (USENIX Security
15), pages 463–481, 2015.
[49] Mathieu Valois, Patrick Lacharme, Jean-Baptiste Jorand, and Yannick Bass.
C++ implementation of PACK with additionnal features. https://git.
unicaen.fr/passwords/cppack.
[50] Chun Wang, Steve T. K. Jan, Hang Hu, Douglas Bossart, and Gang Wang. The
next domino to fall : Empirical analysis of user passwords across online services.
In Proc. of CODASPY, 2018.
[51] Ding Wang, Haibo Cheng, Ping Wang, Xinyi Huang, and Gaopeng Jian. Zipf’s
law in passwords. IEEE Transactions on Information Forensics and Security,
12(11) :2776–2791, 2017.
[52] Rick Wash, Emilee Rader, Ruthie Berman, and Zac Wellmer. Understanding
password choices : How frequently entered passwords are re-used across websites.
In Twelfth Symposium on Usable Privacy and Security ({SOUPS} 2016), pages
175–188, 2016.
[53] Matt Weir, Sudhir Aggarwal, Michael Collins, and Henry Stern. Testing metrics
for password creation policies by attacking large sets of revealed passwords.
In Proceedings of the 17th ACM conference on Computer and communications
security, pages 162–175. ACM, 2010.
[54] Matt Weir, Sudhir Aggarwal, Breno De Medeiros, and Bill Glodek. Password cra-
cking using probabilistic context-free grammars. In 2009 30th IEEE Symposium
on Security and Privacy, pages 391–405. IEEE, 2009.
BIBLIOGRAPHIE 123
[55] Dan Lowe Wheeler. ZXCVBN : Low-budget password strength estimation. In
Proc. USENIX Security, 2016.
[56] Robin Wood. Pipal, password analyser. https://digi.ninja/projects/pipal.
php.

Annexe A
Version C++ de PACK
Re´sume´
Dans cet annexe, nous pre´sentons un outil permettant d’analyser une base
de mots de passe en calculant des statistiques sur ces derniers. Les principaux
inconve´nients des solutions actuelles sont leur lenteur, leur abandon et les
proble`mes d’encodage des caracte`res. Par le biais de ce projet e´tudiant, nous
proposons une solution rapide, paralle´lisable et peu couˆteuse en me´moire pour
re´pondre a` ces inconve´nients. Cet outil a pour but d’eˆtre inte´gre´ facilement
dans la chaˆıne de l’analyse de se´curite´ des mots de passe, que ce soit pour les
tests d’intrusion, les chercheurs en se´curite´ ou bien les casseurs de mots de
passe. Meˆme s’il est oriente´ vers son usage en ligne de commande, il posse`de
e´galement un mode graphique qui offre une approche plus visuelle du proble`me
afin de sensibiliser un plus large public aux proble´matiques lie´es a` la robustesse
des mots de passe.
A.1 Introduction
La se´curite´ des mots de passe repose beaucoup sur les informations qu’un attaquant
posse`de sur ceux-ci a` priori : sa facilite´ a` les attaquer grandit avec la quantite´
d’informations qu’il accumule concernant ces mots. C’est pourquoi un attaquant
qui souhaite casser des mots de passe effectue ge´ne´ralement une e´tape d’analyse
statistique des mots de passe de´ja` casse´s pour y extraire des motifs re´currents.
Divers outils open-source existent pour effectuer de telles analyses sur des bases
de donne´es de mots de passe : PACK [26], Passpal [33], Pipal [56], le premier e´tant
la re´fe´rence dans la communaute´. Cependant, e´tant tous e´crits avec des langages
interpre´te´s, leur temps d’exe´cution peut s’ave´rer tre`s long. Par exemple, sur une base
contenant environ 500 millions de mots de passe, pour une taille de pre`s de 5Go,
PACK met 45 minutes pour terminer. Passpal et Pipal ne sont pas plus rapide. De
plus, aucun de ces outils ne permet la paralle´lisation, alors qu’il semblerait que le
calcul de ces statistiques puisse en profiter grandement. Aussi, ces outils ne sont plus
maintenus et utilisent des versions obsole`tes des langages, ce qui pose des proble`mes,
par exemple l’encodage des caracte`res pour Python 2 entre autres.
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Nous pre´sentons ici l’outil ainsi que les diffe´rents challenges techniques qu’il a fallu
re´soudre. De plus, on e´tudie l’apport du paralle´lisme dans ce processus d’analyse et
les conse´quences sur l’usage de la me´moire vive. Nous re´pondons ici a` ces questions.
A.2 Bref Historique
Ce projet est a` l’origine un projet annuel e´tudiant dans le cadre du diploˆme
d’inge´nieur de l’ENSICAEN. Il a e´te´ re´alise´ par Jean-Baptiste Jorand et Yannick Bass
sous licence MIT. Nous avons ensuite repris le projet afin d’ajouter des fonctionnalite´s
pre´sentes dans PACK. Ce projet s’inscrit dans le cadre de la the`se intitule´e ”Mesure
de la Robustesse des Mots de Passe”, re´alise´e par Mathieu et encadre´e par Patrick.
A.3 L’outil
Le code source de l’outil, disponible sur notre de´poˆt git [49], est e´crit en C++
pour des raisons de performances. Une fois compile´, il se pre´sente sous la forme d’un
exe´cutable a` utiliser en ligne de commande. Il prend en argument le chemin vers
le fichier contenant la liste de mots de passe a` analyser (un mot par ligne), ainsi
qu’une liste d’options et de parame`tres. Il calcule ensuite diffe´rentes statistiques sur
ces mots en nombre et proportion en fonction de :
— leur taille
— leur jeu de caracte`res
— leur masque simple
— leur masque avance´
Par exemple, le mot de passe ”P@ssword123” est de taille 11, utilise le jeu de
caracte`res ”minuscule, majuscule, chiffre, caracte`re spe´cial” (lowercase, uppercase,
digit, special), a pour masque simple ”majuscule, caracte`re spe´cial, minuscule, chiffres”
(USLD), et pour masque avance´ ”majuscule, caracte`re spe´cial, minuscule, minuscule,
minuscule, minuscule, minuscule, minuscule, chiffre, chiffre, chiffre” (USLLLLLLDDD
ou USL6D3). Ces statistiques permettent de de´celer des similarite´s entre les mots de
passe, mais aussi d’en apprendre sur les politiques de cre´ation des mots de passe :
s’il n’existe pas de mots plus court que 6 caracte`res, c’est tre`s probablement qu’ils
ont e´te´ interdits. La figure A.1 montre un exemple de sortie de l’outil.
A.3.1 Filtres
L’outil permet e´galement de filtrer les mots a` analyser graˆce a` des expressions
re´gulie`res afin de rejetter des mots qui seraient aberrants ou ayant une trop grosse
influence sur les statistiques. Par exemple, dans la base de donne´es Linkedin, beaucoup
de mots de passe de taille 15 n’utilisant que des chiffres sont pre´sents, on peut donc
soupc¸onner un comportement automatique tel un robot. Ces mots n’ont donc pas
beaucoup d’inte´reˆt dans notre analyse.
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Se l e c t ed 496672991 on 496672991 passwords
(100 %)
Secur i ty r u l e s :
Minimal l ength o f a password : 8
Minimum of s p e c i a l c h a r a c t e r s in a password : 0
Minimum of d i g i t s in a password : 1
Minimum of upper c h a r a c t e r s in a password : 1
−−> 4966732 passwords (1 %) r e s p e c t the s e c u r i t y r u l e s
min − max :
d i g i t : 0 − 470
lower : 0 − 318
upper : 0 − 150
s p e c i a l : 0 − 133
S t a t i s t i c s r e l a t i v e to l ength :
8 : 31 ,69% (157416701)
10 : 16 ,56% (82298172)
9 : 13 ,53% (67249475)
7 : 9 ,615% (47757564)
S t a t i s t i c s r e l a t i v e to c h a r s e t s :
loweralphanum : 45 ,91% (228049679)
lowera lpha : 24 ,36% (120999045)
numeric : 8 ,605% (42741330)
mixedalphanum : 6 ,799% (33772341)
S t a t i s t i c s r e l a t i v e to simplemasks :
l o w e r d i g i t : 30 ,47% (151370975)
lower : 24 ,36% (120999045)
d i g i t : 8 ,605% (42741330)
d i g i t l o w e r : 6 ,013% (29868932)
l o w e r d i g i t l o w e r : 3 ,767% (18712738)
S t a t i s t i c s r e l a t i v e to advancedmask :
? l ? l ? l ? l ? l ? l ? l ? l : 15 ,06% (74847808)
othermasks : 11 ,68% (58034271)
? l ? l ? l ? l ? l ? l ? l ? l ? l ? l : 2 ,143% (10644579)
Figure A.1 – Un exemple de sortie de l’outil
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Pour calculer les proportions des masques simples et avance´s, une table d’associa-
tion est utilise´e. Dans le cas ou` il existe beaucoup de masques diffe´rents, cette table
grossit vite et le programme passe son temps a` re´soudre les collisions de cle´s. C’est
pourquoi une option est disponible pour regrouper les masques plus long qu’une
taille donne´e, car en pratique ils sont tre`s peu fre´quents. Cela fait aussi gagner de
l’espace me´moire.
A.3.2 Paralle´lisme
Une fonctionnalite´ majeure demande´e e´tait l’utilisation du paralle´lisme afin de
gagner en performance, un de´faut important des anciens outils. Pour cela l’outil
construit des threads POSIX de C++, et chaque thread se charge de traiter une
partition du fichier. Le thread principal va lire une premie`re fois le fichier afin de
compter le nombre de lignes, puis il donne a` chaque thread le nume´ro de la ligne du
de´but et de fin de sa partition. Ainsi, chaque thread va lire sur le disque la partie
du fichier qui lui correspond et effectuer le traitement de ses lignes. Une fois que
les threads ont termine´ leur traitement, le thread principal s’occupe de fusionner
les statistiques effectue´es sur les partitions De cette manie`re, aucune me´moire n’est
utilise´e pour stocker les mots du fichier, et c’est avantageux car les fichiers sont
souvent tre`s gros. Ceci ne´cessite par contre de lire une premie`re fois le fichier pour
compter le nombre de ligne.
Cependant, cette manie`re de proce´der ne peut pas fonctionner lorsque le fichier
n’est pas remontable, par exemple avec l’entre´e standard, puisque nous avons besoin
de lire deux fois le fichier. La solution provisoire trouve´e consiste a` stocker la liste des
mots en me´moire puis de re´partir le travail, comme pour un fichier sur le disque. Cela
a l’inconve´nient de consommer beaucoup plus d’espace me´moire, nous recommandons
ce mode uniquement si vous avez suffisamment de me´moire vive et que vous ne pouvez
pas stocker le fichier sur le disque. Une manie`re plus e´le´gante et fonctionnelle serait
d’utiliser une thread pool : les threads sont tous cre´e´s de`s le de´but et des petites taˆches
leur sont donne´es re´gulie`rement. De cette manie`re, il n’y a pas besoin de connaˆıtre le
nombre de lignes du fichier pour proce´der a` l’analyse, et le fonctionnement serait le
meˆme avec un fichier sur le disque qu’avec un flux de mots depuis l’entre´e standard.
Ne´anmoins, il ne semble pas y avoir de manie`re standard en C++ d’utiliser une
thread pool, c’est pourquoi nous re´fle´chissons actuellement a` une solution qui nous
convienne.
A.3.3 Gestion de l’UTF-8
Un de´faut majeur des anciens outils est leur manque de gestion des caracte`res
unicode. En franc¸ais par exemple, les caracte`res accentue´s e´taient ignore´s ce qui
faussaient les re´sultats. Notre outil supporte de´sormais les caracte`res UTF-8 a`
condition que le fichier le soit aussi.
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Figure A.2 – Les graphiques de l’interface visuelle
A.3.4 Re`gles de Se´curite´
Un aspect inte´ressant dans l’analyse d’une liste de mots de passe est l’ade´quation
ou non des mots a` diffe´rentes re`gles de composition. Par exemple, combien de mots
satisfont les conditions ”plus long que 8”, ”avec au moins 1 caracte`re spe´cial”,
”posse`de au moins deux chiffres” ? Cela permet par exemple, dans le contexte d’une
analyse de se´curite´ d’une entreprise, d’avoir un aperc¸u de combien de mots devront
eˆtre modifie´s lors d’un changement de politique de cre´ation de mots de passe de
l’entreprise.
A.3.5 Interface Graphique
Nous avons aussi re´alise´ une interface graphique a` cet outil afin de pouvoir le
pre´senter lors d’e´ve`nements de me´diation scientifique tels que la feˆte des sciences.
L’outil reste principalement oriente´ ligne de commande, l’usage de l’interface gra-
phique n’est donc qu’optionnel. L’interface, ou` les re´sultats sous forme de graphiques
sont visibles sur la figure A.2, permet de charger le fichier des mots de passe et de
se´lectionner les options comme en ligne de commande, et affiche un histogramme
et un camembert sur les statistiques globales. Cette interface est re´alise´e en Qt5
en requiert la librairie Qtcharts pour la partie graphique. La version 18.04 permet
d’installer facilement les de´pendances avec les paquets qt5-default et libqt5charts5-dev.
A.4 Re´sultats
Sur la base de 500 millions de mots, PACK mettait 45 minutes pour terminer.
Ici, simplement en changeant de langage de programmation, nous mettons 7 minutes
pour terminer sur le meˆme fichier, soit 6.5 fois moins que PACK, sans paralle´lisme.
La paralle´lisation de l’analyse s’ave`re efficace, jusqu’a` un certain point. La
figure A.3 nous montre l’e´volution du temps de calcul en fonction du nombre de
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Figure A.3 – Temps de calcul en seconde en fonction du nombre de threads utilise´s
threads utilise´s. Nous constatons que jusqu’a` 8 threads, l’apport est important, d’un
facteur 4 entre 1 et 8 threads, re´duisant ainsi le temps de calcul a` environ 1,5 minutes.
Au dela` de 8 threads, il n’y a plus de gain, car chaque thread n’a plus assez de travail
pour compenser la lecture du fichier et la fusion des re´sultats par le thread principal.
A.5 Ame´liorations Futures
Une fonctionnalite´ inte´ressante et qui pourrait faire le lien avec la recherche sur le
the`me de la mesure de la robustesse des mots de passe est la de´tection d’utilisation
de re`gles de re´e´criture, a` la manie`re du script ”rulegen” de PACK. Par exemple,
connaˆıtre le nombre de mots de passe qui de´rivent du mot ”password” (”p@ssword”,
”password123”, ”P@ssword123 !”).
En utilisant une threads pool, il est possible que le temps d’exe´cution soit encore
ame´liore´, car la gestion des threads par le langage est suˆrement plus efficace que de
le faire a` la main. Cela permettrait aussi de pouvoir utiliser correctement l’outil avec
l’entre´e standard, ce qui permettrait d’utiliser l’outil dans une chaˆıne de commande
afin d’e´viter de stocker de trop gros fichiers contenant les mots de passe.
A.6 Conclusion
La solution propose´e par le biais de ce projet e´tudiant a pour vocation de
remplacer PACK de manie`re transparente car c’est un outil de´ja` tre`s utilise´ dans la
communaute´ des chercheurs en se´curite´ des mots de passe. C’est pourquoi l’affichage
des re´sultats est tre`s proche de celui de PACK, et que les diffe´rentes options pour
traiter les re´sultats ulte´rieurement sont aussi disponibles. Il est par exemple possible
d’e´crire les masques avance´s calcule´s dans un fichier pour s’en servir avec les logiciels
de cassage de mots de passe Hashcat [47] et John The Ripper [40].
L’interface graphique est aussi un moyen visuel de montrer au grand public a` quel
point la se´curite´ de nos mots de passe est faible. Comme dans la capture pre´sente´e
en figure A.2, on peut pointer la trop grosse partie des mots de passe qui ne sont
compose´s que de minuscules, que de chiffres ou qui sont assez courts.
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A` l’e`re ou` notre identite´ nume´rique se confond toujours davantage avec notre
identite´ personnelle, les besoins en se´curite´ de nos comptes en ligne sont d’autant
plus marque´s. Les mots de passe sont a` la fois la manie`re de s’authentifier la plus
utilise´e et a` la fois le maillon le plus faible de la chaˆıne de se´curite´. Malgre´ l’inde´niable
fragilite´ de la plupart des mots de passe utilise´s en ligne, le mot de passe reste le
meilleur moyen de s’authentifier re´unissant se´curite´, accessibilite´ et respect de la vie
prive´e.
L’objectif de cette the`se est de faciliter la conception de mesures de robustesse
des mots de passe qui soient pertinentes vis-a`-vis des attaques les plus sophistique´es
sur les mots de passe. Ces attaques reposent sur des mode`les probabilistes de la
manie`re dont les utilisateurs choisissent leur mot de passe. Il s’ave`rent que ces
attaques sont tre`s efficaces pour trouver des mots de passe plus complexes que
ceux habituellement trouve´s par les me´thodes na¨ıves. Ce travail repose sur trois
contributions pour identifier les points cle´s d’une mesure de robustesse des mots
de passe moderne. La premie`re contribution mode´lise le processus d’attaque sur les
mots de passe, formalise et mesure la performance d’un tel processus. La deuxie`me
contribution se charge de montrer que les me´thodes actuellement de´ploye´es pour
mesurer la robustesse des mots de passe ne sont pas suffisantes pour se pre´munir
des attaques sophistique´es. La troisie`me contribution analyse algorithmiquement les
attaques sophistique´es en observant leur comportement dans le but de concevoir des
me´thodes efficaces pour augmenter le couˆt d’exe´cution de ces attaques. La validation
des me´thodes s’est effectue´e en utilisant des mots de passe issus de fuites de donne´es
publiques, totalisant plus de 500 millions de mots de passe.
Password Strength Measurement
At the era where our digital identity is always more linked with our personal identity,
the security needs of our online accounts become more significant. Passwords are
both the most used authentication mean and the weakest link in the security chain.
Despite the undeniable weakness of passwords, they remain the best authentication
factor which gathers security, accessibility and privacy protection.
The purpose of this thesis is to ease the design of passwords strength measurement
methods. Such methods needs to be relevant according the most sophisticated attacks
on passwords. Such attacks lay on probabilistic models which model the way that
passwords are chosen. These attacks are very efficient to find more complex passwords
that are usually not found by naive techniques. To identify the requirements for a
modern password strength measure, the work is driven by three contributions. The
first contribution shows how we model the attack process on passwords, formalize
and measure the performance of such a process. The second contribution shows
that currently deployed strength measurement techniques lack to protect passwords
against sophisticated attacks. In the third contribution, we analyse the algorithms of
sophisticated attacks by observing their behaviour, we the aim of designing techniques
that increase their execution cost. The methods has been validated by using passwords
from publicly disclosed leaks, for a total of more than 500 millions passwords.
Spe´cialite´ Informatique. Mots-cle´s : Se´curite´, mot de passe, robustesse, mode`les
probabilistes, e´nume´rateurs, fonctions de hachage
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