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This note considers the conditions that have been put on the set of transition 
matrices of finite state Markov Decision Processes in order to prove the existence 
of optimal policies, and the convergence of algorithms. It is shown that no two of 
the nine conditions considered are equivalent. 
1. INTRODUCTION 
The object of this note is to see how some of the conditions that have been 
required of transition matrices in Markov Decision Processes are related to one 
another. We concentrate on the case where the state and action space is finite, 
and on the average cost criterion. 
Consider a Markov Decision Process where {l,..., N} is the set of states and 
there is a finite set K(i) of actions available in state i. Let r,(K) be the immediate 
reward of taking action K while in state i, while pii is the probability that the 
next state of the system will be state j, when action k is taken in state i. 
Lef f be a decision rule that chooses an action k(i) E K(i) for each state i. 
Denote by P the class of all decision rules, and by 9’ the corresponding sets of 
all possible transition matrices. This set has the closedness property, described 
in [l], namely that if PI , Pz E 9, then for any i, 1 < i < N, the matrix obtained 
from PI by replacing the ith row of PI by ith row of Pz belongs to 8. 
A general policy r consists of choosing rules fi , fi ,..., fn ,... at each step of 
the process, where fi is the rule with i periods to go. Define Vn(r), the reward 
in n periods using policy V, as the vector 
where V(m) is the scrap value. This is chosen according to the conditions of 
the problem, but is usually taken to be zero. If n is f, f ,..., f ,..., then it is a 
stationary policy and we denote it by fm . The aim is to find the policy ST that 
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maximises P(m), for all components. One way of finding the optimal policy is 
to use a value iteration algorithm, by defining 
where o(O) can be defined arbitrarily. Brown [4] showed that {v(n) - ng} is 
bounded uniformly in 12, permitting the interpretation of gi = lim,,, et(n)&z 
as the maximal expected return per period, or gain, starting from state i. We 
only consider the case where gi is independent of i. Another way of calculating 
the optimal gain, g, is the relative value algorithm in [13], where we chose one 
special state, m, and define 
gn + wn(4 = gKFj yik + 5 PdN w,-d.~I , 
1 I 
i# m, 
j=l 
w,(m) = 0, 
having chosen wO(i) arbitrarily. Under certain conditions g, converge to g. 
Recall that the states of a transition matrix of a Markov chain can be divided 
into equivalence classes of communicating states. States i and j are in the same 
class if there is an n r , na such that p$ > 0 and ~$2 > 0. Different authors use 
the same term to define different properties of these classes, so we state our 
terminology. If all the states in a class are recurrent or persistent, the class is 
called ergodic, and if for a state i, the set {n 1 p$ > 0} has highest common 
factor of 1, the state is aperiodic. If a chain has only one equivalence class 
which is ergodic and aperiodic, it is called regular, so for some n pFj > 0 for 
all i, j. We say the transition matrix is single ergodic aperiodic, S.E.A., if it has 
several communicating classes but only one ergodic one, and this is also aperiodic. 
However [lo] calls these chains “completely ergodic.” 
We now list some of the conditions that have been put on the class in various 
papers on Markov Decision Theory, and consider the connections between 
them. 
Condition 1 (C.l) 
VP E 9, P is regular. 
This condition was used by Brown [4] to prove that limn+m(zl(n) - ng) exists 
where g is called the gain of the vector and was used by Derman and Strauch [6] 
to show that there is always a stationary optimal policy, though they immediately 
extend the proof to hold under condition C.7. 
550 L. C. THOMAS 
Condition 2 (C.2) 
VP E 9, P is S.E.A. with a common persistent state Y, and p,, > 0. 
This was introduced by Anthonisse and Tijms [2] as an easy condition to 
check, that also implies condition C.3. 
Condition 3 (C.3) 
There is an Y, N > 1 and 01 > 0 such that (PI ,.. PN)i,. > 01, VP, ,..., PN E 9’. 
White [13] introduced this condition to prove the convergence of the relative 
value algorithm for the average cost Markov Decision Process. It is somewhat 
akin to the Doeblin-condition introduced in [8]. White also showed that this 
condition implies that lim,,, u(n) - ng exists for all w(0) and that the con- 
vergence is geometric. 
Condition 4 (C.4) 
VP E 8, P is S.E.A. with a common persistent state Y. 
This is a weakening on C.2. It does not require the strong aperiodic condition 
P,, > 0. 
Condition 5 (C.5) 
There is a N > 1 such that for n > N, PIPS . . . P, is S.E.A. where Pi E 8. 
This is the asymptotic Markov condition dealt with by Wolfowitz [14]. 
Anthonisse and Tijms [l] showed that it is equivalent to the following two 
conditions. 
Condition 5’ (C.5’) 
There is an integer N 3 1 such that for K > N and any Pi E 8, 1 < i < k, 
the matrix PI . . . Pr, is scrambling i.e. any two rows of PIP, . . . Pk have a 
positive entry in the same column. 
Condition 5” (C.5”) 
There is an integer N > 1 such that for each k > N and any Pi E B, 
1 < i < k, there is a state Y, such that (PI . . . P& 3 a > 0. 
Thus C.5” is a weakening of C.3 in which the column with all positive entries 
will be different for different choices of PI ,..., Pr, . It is an easy exercise to 
show that White’s proof of the convergence of the relative value algorithm [13] 
still holds under this condition. It also ensures that there is an average cost for 
any policy, stationary or non-stationary, since [I] shows that (PI . . . PJij 
converges to n5 , so that there is a limiting distribution. 
Condition 6 (C.6) 
For any states i, j there is a P E 9, and rz > 1 such that pz > 0. This was 
introduced by Bather [3] and implies that there is an optimal stationary policy 
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in the average cost case, with the gain being independent of the initial state. 
He then extended the result to convex decision spaces. Hordijk [9] also used 
this condition to prove the existence of an optimal stationary policy. 
Condition 7 (C.7) 
VP E 9, P is S.E.A. 
Howard [IO] showed that this ensured a bounded solution to the optimality 
equation in the average cost case. Using the result that lim,,, Ym(foo) = ng 1+ p, 
the optimality equation becomes 
This condition ensures that a g and 9, which satisfy this equation, exist and are 
bounded. Derman and Strauch [6] also showed that this condition is enough 
for there to be a stationary policy which is optimal. 
Condition 8 (C.8) 
There is a state s and a finite number B such that for any stationary policy 
f, if N = inf{n > 1 1 X, = s}, then 
Exp{N 1 X0 = i> < B, Vi 
where Xi is the state of the system in the ith period. This condition of bounded- 
ness on first arrival at state s can be applied in the denumerable state case and 
ensures that the optimality equation for the average cost case has a bounded 
solution, see Derman [5], Derman and Veinott [7] and Hordijk [9]. 
Condition 9 (C.9) 
The Markov decision process is simply connected, i.e. the state set consists 
of a single connected class C, along with a set of states T that are transient under 
all policies, where 
(i) i,jeC + P$ >0, some Peg 
(ii) iEC,jET+P~=O,Vn,VPE9’ 
Platzman [l l] shows that this condition is enough for the relative value algorithm 
to converge. It ensure that the average gain per stepg is independent of the 
starting state. 
Several of the above conditions imply that lim,,, w(n) - ng exists for all 
choices of o(O). Schweitzer and Federgruen [12] proved that a necessary and 
sufficient condition for the existence of this limit is that there exists a randomised 
maximal gain policy whose transition matrix is aperiodic. It is trivial to see that 
condition C.7 implies this condition, and hence by the following theorem that 
conditions 1,2, 3,4 and 5 also imply it. However, since the Schweitzer- 
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Federgruen condition depends on the rewards as well as the transition matrices, 
it cannot imply any of the above conditions. Neither do conditions 6, 8 or 9 
imply it. 
2. RELATIONSHIP BETWEEN THE CONDITIONS 
No two of the above nine conditions are equivalent, and the relationships 
between them are given below. 
THEOREM. C.2 3 C.3 3 C.4, C.5 a C.7 Z- C.9; Cl => C.6 3 C.9; C.l + 
C.4 =E= (2.8 3 C.9; and none of the implications is an equivalence. 
Diagrammatically we have 
Proof. C.2 * C.3. The proof of this is given in Anthonisse and Tijms [2]. 
DefineS,,=r,S,={iIi$lJ~~~S 12 and for each k E K(i), there is ai E uiz’, S, 
with&(k) > 01, i.e. S, are the states that you can get to r by every policy, for 
the first time after k steps. It is enough to show that if &i S, # (I,..., n}, 
then S, # (0). Suppose the opposite, then there is a transition matrix P such 
that pii = 0, Vi 4 uf:‘, S, , i E utli S, . Thus (i 1 i 4 UtLi S,} is a closed set 
which contradicts the fact that P is S.E.A. with persistent state s. 
C.3 P C.2. Take 
pz(p p $ so PL(i ; i) 
which satisfies White’s condition but P,, = 0, Y = 1,2, 3. 
C.3 G- C.4. The implication is trivial. To show C.4 + C.3, look at the case 
where 
CONNECTEDNESS CONDITIONS 553 
so has persistent state (2) and 
with persistent states {1,2, 3}, so satisfying C.4. However, 
and 
so C.3 is not satisfied. 
C.3 * C.5. As was pointed out trivially, C.3 * C.5” which is equivalent 
to C.5. The counterexample showing C.5 + C.3 is the same matrix as above 
where 
These do not satisfy C.3, but look at PiPj , Pi , Pj E L?, i.e., 
Since they are all scrambling, and the product of any matrix with a scrambling 
matrix remains scrambling, PI , P2 satisfy C.5’ with N = 2. 
C.4 3 C.7. Again the proof is trivial, while the counterexample showing 
C.7 + C.4 has B consisting of the 8 possible matrices obtained from 
Row 1: (4, $0); (4, 0, -k>; 
Row 2: (4, 4, 0); (0, +, 4); 
Row 3: (4, 0, +); (0, 4, t). 
These have no common persistent state, though all are S.E.A. In fact, this exam- 
ple also implies C.5 P C.4, since all the matrices are scrambling. 
C.5 3 C.7. Again the implication is trivial. To show C.7 + C.5, let 9 
consist of matrices constructed from 
Row 1: (0, 8, 4, 0); (0, 0, 4, 4); 
Row 2: (0, 4, +, 0); (+, 4, 0, 0); 
Row 3: (4, 0, 0, 4); (&, 4, 0,O); 
Row 4: (+, O,O, 4.); (O,O, 4, a). 
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is not S.E.A. We have to check that any matrix of B is S.E.A., but since each 
row involves two entries, the only form of ergodic classes we can have is two 
of two states each, or one of four states. Since the first row involves two other 
states, it must be the latter. Aperiodicity is ensured by a positive diagonal term 
in the second row. Again this example also implies C.4 + C.5, and C.l + C.5, 
since the matrices are regular. 
C.7 * C.9. In order that C.9 does not hold, the state set must be divided 
into two separate connected classes C, , C, so that 
(i) i,jECiz-PG>0,somePE9 
(ii) iECl,jEC20riECz,jEC1 z- PG =O,Vn,VPEY. 
Since under C.7 any P E B is S.E.A., it has an ergodic class C which must be in 
one of the above connected classes of C.9, say C, . Since all the other transient 
states i are such that for any state j E C, , pl; > 0 for some 1z, none of them 
can be in C, as they cannot satisfy condition (ii). Thus C, will be empty and C.7 
holds. The converse, C.9 3 C.7, is not true. Look at 
C.1 z- C.6 3 C.9. The implications again follow immediately from the 
definitions and the trivial example B = (t :) shows C.9 P C.6, while 
satisfies C.6 but not C.l. C.l => C.4 is again immediate, and 
satisfies C.4 but not C. 1. 
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c.4 =P C.8. This follows because any persistent state in a finite Markov 
chain is reached infinitely often, and so the time until first arrival is bounded. 
However, C.8 f> C.4 as the states in C.8 need not be aperiodic, i.e. 9 = (f i). 
This example also shows that C.8 + C.7, whereas the fact that C.7 k C.8 is 
given by the counterexample for C.7 and C.4, since no state is recurrent for all 
the matrices in 8. 
Lastly C.8 + C.9. Recall that if C.9 is not to hold, there must be two 
connected classes C, , C, such that for any i E C, , j E C, then P$ = P9; = 0, 
Vn, and VP E g. Let the persistent states of C.8 be in C, , then since the expected 
first arrival from any other state j to s is bounded, we cannot have Ps = 0, VTZ. 
Thus there can be no states in C, and C.9 holds. Again the example 
shows C.9 + C.8. In fact, this example also shows C.6 + C.8. 
To show there are no further equivalences between these conditions, it is 
sufficient to show C.6 + C.7, and C.2 P C.6. The first is given by the same 
example that shows C.6 f> C.8 above, while B = (i :) satisfies C.2 but not C.6. 
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