Variance components and nonlinearity by Kubáček, Lubomír & Tesaříková, Eva
Acta Universitatis Palackianae Olomucensis. Facultas Rerum
Naturalium. Mathematica
Lubomír Kubáček; Eva Tesaříková
Variance components and nonlinearity




© Palacký University Olomouc, Faculty of Science, 2006
Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to
digitized documents strictly for personal use. Each copy of any part of this document must contain
these Terms of use.
This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz
Acta Univ. Palacki. Olomuc., Fac. rer. nat.,
Mathematica 45 (2006) 89–101
Variance Components and Nonlinearity*
Lubomír KUBÁČEK 1, Eva TESAŘÍKOVÁ 2
1Department of Mathematical Analysis and Applications of Mathematics
Faculty of Science, Palacký University
Tomkova 40, 779 00 Olomouc, Czech Republic
e-mail: kubacekl@inf.upol.cz
2Department of Algebra and Geometry, Faculty of Science, Palacký University
Tomkova 40, 779 00 Olomouc, Czech Republic
e-mail: tesariko@inf.upol.cz
(Received January 12, 2006)
Abstract
Unknown parameters of the covariance matrix (variance components)
of the observation vector in regression models are an unpleasant obstacle
in a construction of the best estimator of the unknown parameters of the
mean value of the observation vector. Estimators of variance componets
must be utilized and then it is difficult to obtain the distribution of the
estimators of the mean value parameters. The situation is more compli-
cated in the case of nonlinearity of the regression model. The aim of the
paper is to contribute to a solution of the mentioned problem.
Key words: Variance components; nonlinear regression model; lin-
earization region; insensitiveness region.
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where Y is an n-dimensional random vector (observation vector) with the mean
value equal to f(β), β ∈ Rk (k-dimensional Euclidean space) and the covariance
matrix equal to
∑p
i=1 ϑiVi. Here ϑ = (ϑ1, . . . , ϑp)
′ is a p-dimensional vector of
variance components and ϑ ∈ ϑ ⊂ Rp; ϑ is an open set in Rp. The symmetric
and positive semidefinite (p.s.d.) matricesV1, . . . ,Vp are given and all variance
components are positive.
The problem is to find a decision whether the model can be linearized (with
respect to β) and estimators of the variance components (ϑ) can be used in-
stead of the true values in estimation of β. One of the possible approaches is
demonstrated in the case of the bias of the estimator of β.
2 Preliminaries
In the following text it will be assumed that the model considered can be char-
acterized with sufficient accuracy as























δβ, i = 1, . . . , n,
and the vector β0 is as near as possible to the true value β
∗ of the parameter β.
The linear version of the model considered is







, δβ ∈ Rk, ϑ ∈ ϑ. (2)
The regularity of the model will be assumed in the following consideration,
i.e., the rank of the matrix F is r(F) = k < n, and ∀{ϑ ∈ ϑ}Σ(ϑ) = ∑pi=1 ϑiVi
is positive definite (p.d.).
Lemma 2.1 In the model (2) the ϑ0-LBLUE (locally best linear unbiased es-
timator) of the parameter β is β̂ = β0 + δ̂β, where






Here ϑ∗ is the actual value of the vector parameter ϑ.
Proof is well known and therefore it is omitted.
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The notation SA (A is any n×n matrix) means the matrix with the (i, j)-th
entry equal to
{SA}i,j = Tr(ViAVjA), i, j = 1, . . . , p.
Further (MF Σ0MF )+ is the Moore–Penrose generalized inverse of the matrix
MFΣ0MF , MF = I−PF = FF+ (in more detail cf. [7]).




(0) is the value of the parameter ϑ as near as possible to the
actual value ϑ∗). Then the ϑ0-MINQUE (minimin norm quadratic unbiased
estimator; in more detail cf. [8]) of the vector ϑ is
ϑ̂ = S−1(MF Σ0MF )+
⎛
⎜⎝
(Y − f0)′(MF Σ0MF )+V1(MF Σ0MF )+(Y − f0)
...
(Y − f0)′(MF Σ0MF )+Vp(MF Σ0MF )+(Y − f0)
⎞
⎟⎠ .
In the case of normality the variance matrix of this estimator is Varϑ0(ϑ̂) =
2S−1(MF Σ0MF )+ .
Proof Cf. [8].
3 Influence of nonlinearity on the estimator of ϑ








κ′(δβ)(MF Σ0MF )+V1(MF Σ0MF )+κ(δβ)
...
κ′(δβ)(MF Σ0MF )+Vp(MF Σ0MF )+κ(δβ)
⎞
⎟⎠ .
Proof It is valid
Eβ0,ϑ
[
(Y − f0)′(MF Σ0MF )+Vj(MF Σ0MF )+(Y − f0)
]
= Eβ0,ϑ(Y − f0)′(MF Σ0MF )+Vj(MF Σ0MF )+Eβ0,ϑ(Y − f0)
+ Tr
[
(MF Σ0MF )+Vj(MF Σ0MF )+Σ(ϑ)
]
Now it is sufficient to use the equalities
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Let the Bates and Watts intrinsic measure of nonlinearity [1] at the point









































, i = 1, . . . , p.
Proof Let ζ̂ = (ζ̂1, . . . , ζ̂p)′, where
ζ̂i = (Y − f0)′(MF Σ0MF )+Vi(MF Σ0MF )+(Y − f0), i = 1, . . . , p.
Then, with respect to Lemma 3.1
Eβ0,ϑ(ϑ̂)− ϑ =
= S−1(MF Σ0MF )+
[
Eβ0,ϑ(ζ̂)− S(MF Σ0MF )+ϑ
]





κ′(δβ)(MF Σ0MF )+V1(MF Σ0MF )+κ(δβ)
...
κ′(δβ)(MF Σ0MF )+Vp(MF Σ0MF )+κ(δβ)
⎞
⎟⎠








κ′(δβ)(MF Σ0MF )+V1(MF Σ0MF )+κ(δβ)
...




















p Vp(MF Σ0MF )+κ(δβ)
⎞
⎟⎟⎠ .
The inclusions M(Vi) = {Viu : u ∈ Rn} ⊂ M(Σ0), i = 1, . . . , p, are a
consequnce of the assumption that the matrices V1, . . . ,Vp are p.s.d. and
ϑi > 0, i = 1, . . . , p. These inclusions imply
κ′(δβ)(MF Σ0MF )+ϑ
(0)
i Vi(MF Σ0MF )
+κ(δβ)
≤ κ′(δβ)(MF Σ0MF )+Σ0(MF Σ0MF )+κ(δβ) = κ′(δβ)(MF Σ0MF )+κ(δβ).
















|ki,j |κ′(δβ)(MF Σ0MF )+κ(δβ).
Now the definition of K(int)ϑ0 (β0) can be used and thus





























In the case of the model (2) when variance components are known, then the
BLUE of β is
β̂ = [F′Σ−1(ϑ)F]−1F′Σ−1(ϑ)Y.
This estimator is biased in the model (1) and




Let the Bates and Watts parametric curvature at the point (β0, ϑ0) be


























∀{h ∈ Rk}|h′b| ≤ ε
√
h′[F′Σ−1(ϑ0)F]−1h.
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Proof Cf. in [4] and [6].











and for the bias b
Lb =
{







have the same shape, i.e. we have to use the smaller of them. Usually Lb ⊂ Lϑ.
The necessary condition for efficient utilization of Theorem 3.2. and Lemma
4.1 is δβ∗ ∈ Lb ∩Lϑ and at the same time the difference ϑ∗ −ϑ0 must be in so
called nonsensitivenes region which is in more detail described in the following
section.
5 Nonsensitiveness region
How the small shift δϑ of the parameter ϑ can change the statistical properties
of the estimator β̂(ϑ) is given in the following statement.
Lemma 5.1 Let
h′β̂(Y, ϑ0 + δϑ) = h′[F′Σ−1(ϑ0 + δϑ)F]−1F′Σ−1(ϑ0 + δϑ)Y,
h′β̂(Y, ϑ0) = h′[F′Σ−1(ϑ0)F]−1F′Σ−1(ϑ0)Y,
v = Y − Fβ̂(Y, ϑ0).
Then
(i) h′β̂(Y, ϑ0 + δϑ) = h′β̂(Y, ϑ0)− L′hΣ(δϑ)Σ−1(ϑ0)v,
where Σ(δϑ) =
∑p





















⎟⎠ [MF (Σ(ϑ0)MF ]+(V1Lh, . . . ,VpLh).
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Then
Varϑ0 [h
′β̂(Y, ϑ0 + δϑ)] = Varϑ0 [h
′β̂(Y, ϑ0)] + δϑ′Whδϑ.
If an experimenter can admit
√
Varϑ0 [h′β̂(Y, ϑ0)] + δϑ
′Whδϑ ≤ (1 + ε)
√
Varϑ0 [h′β̂(Y, ϑ0)],
then δϑ∗ must be in the region
Nh =
{







In order to recognize whether δβ∗ and δϑ∗ are in the regions Lb∩Lϑ and Nh,
respectively, we must have some information an an accuracy of the estimators
β̂ and ϑ̂.
The first orientation on the confidence region of the parameter β is the set
Eβ =
{
δβ : (δβ − δ̂β)′F′Σ−1(ϑ0)F(δβ − δ̂β) ≤ χ2k(0, 1− α)
}
,
where χ2k(0, 1− α) is the (1 − α)-quantile of the central chi-square distribution
with k degrees of freedom.
Unfortunately the confidence region for the parameter ϑ is not known, how-
ever some information on it we can obtain by the help of the following lemma.
Lemma 5.3 Let










⇒ ∀{i = 1, . . . , p} |ϑi| ≤ t
√
2{S−1(MF Σ0MF )+}i,i.
Proof It is a direct consequence of Theorem 2.2. in [5]
Remark 5.4 If the real number t > 0 is sufficiently large such that
|ϑ̂i − ϑ∗| < t
√
2{S−1(MF Σ0MF )+}i,i, i = 1, . . . , p,
occur with certainty (with sufficiently high probability), then we can be practi-
cally sure that the actual value ϑ∗ of the vector ϑ is in the domain
Kϑ =
{
δϑ : (δϑ− δ̂ϑ)′S(MF Σ0MF )+(δϑ− δ̂ϑ) < 2t2
}
.
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6 Inference on linearization
A comparison of the sets Eβ ,Kϑ,Nh,Lb,Lϑ leads to a decision whether the
considered model with unknown variance components can be linearized. In the
first step we shall take into account the following lemma.








(ii) S(MF Στϑ0MF )+ = τ
2S(MF Σϑ0MF )+ .






(iv) Wh(τϑ0) = 1τ Wh(ϑ0).



















(consequence of Lemma 6.1 (i) and (ii)).
1
τ
δϑ′Wh(ϑ0)δϑ = δϑ′Wh(τϑ0)δϑ ≤ 2ε3Varτϑ0 [h′β̂(τϑ0)]
= τ2ε3Varϑ0 [h
′β̂(ϑ0)]
(it is to be remarked that β̂(τϑ0) = β̂(ϑ0)). The last inequality can be inter-
preted as follows. If the value ϑ0 is changed into τϑ0, then the admissible shift
δϑ is changed into the shif
√
τδϑ.
Now the sequence of the steps necessary to make a decision can be described.






{2S−1(MF Σϑ0MF )+}i,i, i = 1, . . . , p,
(it implies |Eϑ0(ϑ̂i) − ϑi| ≤ ε2
√
Varϑ0(ϑ̂i), i = 1, . . . , p, i.e. biases caused by
nonlinearity can be neglected). Thus we determined the region Lϑ0 , i.e.
Lϑ0 =
{
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(ii) To choose the value ε3 and to determine the set
Nh =
{





Shifts δϑ inside the set Nh does not enlarge the standard deviation of the
estimator h′δ̂β more than ε3
√
Varϑ0(h′β̂).
(iii) To check the inclusions Eβ ⊂ Lb ∩ Lϑ and
Kϑ =
{




If these inclusions are satisfied (the actual value δβ∗ of δβ is suffiently small
for the bias of the estimator ϑ̂ and the actual δϑ∗ is with high probability
in the nonsensitiveness region), then the model with the estimated variance
components can be linearized and the estimates ϑ̂ can be used for the estimation
of β without any essential deterioration of the statistical properties.
However if the last inclusion is not satisfied, then the model with unknown
variance components cannot be linearized and it would be necessary to prepare
another experiment in order to make the estimators of ϑ more precise. In more
detail it is shown in the next section.
7 Numerical example
Two points A and B with coordinates (0, 0) and (0, 800) are located in a
plane. Third point P is determined by measurement of the angles ∠BAP
and ∠PBA, respectively, and distances AP and BP . The coordinates and
distances are given in meters, angles are given in sexagesimal system. Measure-
ment are stochastically independent, the variance in measurement of angles is
σ2ω = (10
′′)2 = (10/206264.806 rad)2 = (4.848 × 10−5 rad)2 and the variance
in measurement distances is σ2D = (0.05m)
2. Each angle is measured M(= 2)-
times and each distance is measured N(= 2)-times. The approximate value of

























































































BP = 800.000 D
(0)
AP = 414.110,


























































f ′3 = (−0.8660254, 0.5000000), f ′4 = (0.2588190, 0.9659258),
























































































































































































































ci,j = f ′i
[
M(f1f ′1 + f2f ′2)
(σ(0))2ω
+
N(f3f ′3 + f4f ′4)
(σ(0))2D
]−1
fj , i, j = 1, 2.
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Then







3.97× 1017, 5.9× 1010







− 2M c1,1 + c2,2
(σ(0)ω )6
+ M2















































1.09× 10−9, −1.21× 10−10
−1.29× 10−4, 8.18× 10−4
)
.


















































δβ : δβ′F′Σ−1ϑ0 Fδβ ≤ 32735.1
}
.
Now we can check whether Eβ ⊂ Lϑ. At least it must be satisfied the inequality




Now it is necessary to check the inclusion Eβ ⊂ Lb ∩ Lϑ. If 1 − α = 0.95,
ε1 = 0.522576, then the situation is given in Fig. 1.
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Fig. 1: Regions Lb, Lϑ (with the same ε1) and Eβ (for 1− α = 0.95).
As far as the linearization is concerned, there is no problem, since the region
Lb and Lϑ are very large in a comparison with the confidence ellipse Eβ.












′Σ(ϑ0)−1F]−1F′Σ−1(ϑ0), h1 = (1, 0)′, h2 = (0, 1).
Fig. 2: Regions Kϑ for t = 4, Nh1 and Nh2 for ε3 = 0.1.





























δϑ : δϑ′Wh2δϑ ≤ 9.26454× 10−5
}
.
For ε3 = 0.1 and t = 4, see Fig. 2.
As far as the sensitiveness is concerned, the situation is more complicated.
Fig. 2 shows that an accuracy of the estimators ϑ̂1 and ϑ̂2 based on the mea-
surement results only is not sufficient. It is necessary to realize an additional
experiment for the more accurate estimation of the parameters ϑ1 and ϑ2.
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