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During the last decades, parallel computer systems with tremendous computational
power, thousands of processors and deep and complex memory hierarchies have been
developed. Even though modern parallel architectures provide great opportunities to
solve computationally intensive problems, their complexity confronts software developers
with immense challenges, since the performance of programs strongly depends on the
characteristics of the target platform, such as multi-core processor design and cache
architecture. To obtain optimal performance, applications would have to be tuned for
each specific target architecture. But the rapidly growing variety of parallel platforms and
the fast time to market makes such manual tuning a time-consuming and costly process.
The problem of manual tuning is also compounded by the fact that the performance of
many programs depends on input data. Consequently, such programs have to be tuned
for every possible set of input data.
Auto-tuning is a promising way to avoid manual tuning. The key idea of auto-tuning
is the generation of several implementation variants of an algorithm based on program
transformations and optimization techniques such as loop interchange, loop tiling, and
scheduling. Then, the variant with the best performance on the target machine is selected
from the set of generated implementation variants.
This work targets auto-tuning for the efficient solution of initial value problems (IVPs)
of systems of ordinary differential equations (ODEs) on modern computer systems. As
an example for solution methods for IVPs, a class of explicit predictor–corrector methods
of Runge–Kutta type is considered, which possesses a deeply nested loop structure with
potential for different loop transformations and different types of parallelism.
In this work online auto-tuning algorithms for the sequential and the parallel execution
of a given method are presented. Online auto-tuning is supported by offline benchmarks
and exploits the time-stepping nature of ODE methods to selects suitable parameters for
variants and the best implementation variant from a candidate pool at runtime during
the first time steps.
The auto-tuning algorithms include the selection of suitable tile sizes for implementa-
tion variants containing tiled loops. Suitable tile sizes are selected by a combination of
an analytical model, based on the working spaces of the loops and regarding the cache
organization of the target platform, and an empirical search.

Kurzfassung
Wa¨hrend der letzten Jahrzehnte sind parallele Computersysteme mit enormer Rechen-
leistung, Tausenden von Prozessoren und immer tieferen und komplexeren Speicher-
hierarchien entwickelt worden. Wenngleich ihre Nutzung die Mo¨glichkeit schafft, extrem
rechenintensive Probleme zu lo¨sen, stellt ihre zunehmende Komplexita¨t die Software-
Entwickler vor immense Herausforderungen, da die Leistung eines Programms sehr stark
von den Eigenschaften der Zielplattform, wie Multicore- und Cache-Architektur, ab-
ha¨ngt. Aufgrund dessen muss der Programmcode fu¨r jede einzelne Zielplattform opti-
miert werden, damit eine hohe Programmleistung erreicht werden kann.
Die rapid wachsende Vielfalt an unterschiedlichen parallelen Plattformen und ihre
schnelle Markteinfu¨hrung macht jedoch das manuelle Optimieren des Programmcodes,
auch manuelles Tuning genannt, zu einem zeitraubenden und kostspieligen Prozess. Zu-
sa¨tzlich wird das manuelle Tuning dadurch erschwert, dass die Leistung vieler Program-
me von den Eingabedaten abha¨ngt. Folglich mu¨ssen solche Programme obendrein fu¨r
jede mo¨gliche Kombination von Eingabedaten optimiert werden.
Automatisches Tuning von Software (Autotuning) ist eine vielversprechende Technik,
um ein manuelles Tuning zu vermeiden. Die Grundidee des Autotunings besteht dar-
in, mehrere Varianten eines Programms basierend auf Programmtransformationen und
Optimierungstechniken wie Loop-Interchange, Loop-Tiling oder Scheduling (Ablaufpla-
nung) zu erzeugen. Dann wird aus generierten Varianten die Variante mit der besten
Laufzeit auf der Zielplattform gewa¨hlt.
Diese Arbeit befasst sich mit dem Entwurf von Autotuning-Techniken zur Beschleu-
nigung der Lo¨sung von Anfangswertproblemen gewo¨hnlicher Differentialgleichungssys-
teme auf modernen Computersystemen. Dazu wird eine ausgewa¨hlte Klasse von Lo¨-
sungsverfahren fu¨r nicht steife Anfangswertprobleme gewo¨hnlicher Differentialgleichun-
gen (ODEs), na¨mlich eine Klasse expliziter Pra¨diktor-Korrektor-Verfahren vom Runge-
Kutta-Typ, betrachtet. Die Umsetzung der Berechnungsvorschrift dieser Verfahren fu¨hrt
zu einer tief verschachtelten Schleifenstruktur, die ein großes Potenzial unterschiedlicher
Schleifentransformationen und verschiedener Arten von Parallelita¨t besitzt.
In dieser Dissertation werden Online-Autotuning-Algorithmen fu¨r die sequentielle und
die parallele Ausfu¨hrung der betrachteten Verfahren vorgestellt. Das Online-Autotuning
wird durch Offline-Benchmarks unterstu¨tzt und nutzt die zeitschrittorientierte Berech-
nungsstruktur von ODE-Verfahren aus, um zur Laufzeit geeignete Programmparameter
und die schnellste Implementierungsvariante auf der Zielplattform zu wa¨hlen.
Die pra¨sentierten Autotuning-Algorithmen beinhalten eine Methode zur automati-
schen Auswahl geeigneter Blockgro¨ßen fu¨r Implementierungsvarianten mit Loop-Tiling.
Geeignete Blockgro¨ßen werden durch eine Kombination aus einem analytischen Modell,
basierend auf der Berechnung der Gro¨ße von Arbeitsra¨umen und unter Beru¨cksichtigung
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Differentialgleichungen sind ein Standardwerkzeug in der mathematischen Modellierung,
mit dem sich viele Vorga¨nge in Physik, Chemie, Elektrotechnik, Biologie, Statistik und
anderen Gebieten beschreiben lassen. Man findet Differentialgleichungen oft dort, wo die
zeitliche Entwicklung eines Systems modelliert werden soll. Da die wenigsten Differenti-
algleichungen sich analytisch lo¨sen lassen, werden zur ihrer Lo¨sung meistens numerische
Verfahren eingesetzt [GJ09]. Durch die Verfu¨gbarkeit von Hochleistungsrechnern ko¨nnen
zunehmend auch große und rechenintensive Modelle in annehmbarer Rechenzeit simu-
liert, d. h. approximativ durch numerische Integrationsverfahren (als Solver bezeichnet)
gelo¨st werden.
Ein bekanntes Beispiel fu¨r rechenintensive Anwendungen sind Klima- und Wettersi-
mulationen. Auch im Bereich der Stro¨mungsmechanik werden numerische Simulationen
verwendet, um Modelle zur Beschreibung der Wa¨rmestrahlung, der Thermodiffusion
und chemischer Reaktionen mit ausreichender Genauigkeit und Geschwindigkeit lo¨sen
zu ko¨nnen [Bre04].
Dass der Bedarf an Rechenleistung zur Durchfu¨hrung komplexer numerischer Simula-
tionsrechnungen extrem hoch sein kann, wird am Beispiel der Millennium-XXL-Simula-
tion [ASW+13, Ju¨l11] deutlich. Diese bisher gro¨ßte, jemals durchgefu¨hrte, kosmologische
N-Ko¨rper-Simulation, stellte sogar fu¨r Supercomputer eine große Herausforderung dar.
Die Simulation berechnet die Entwicklung des Universums von einem Zeitpunkt kurz
nach dem Urknall bis heute. Aufgrund der immer noch begrenzten physikalischen Re-
chenleistung aktueller Supercomputer konnte nicht das komplette Universum simuliert
werden, sondern nur ein Ausschnitt davon (ein Raumwu¨rfel mit etwa 10 Milliarden Licht-
jahren Kantenla¨nge und etwa 300 Milliarden Teilchen) [Ju¨l11]. Die Simulation wurde
auf der Juropa-Maschine am Supercomputerzentrum Ju¨lich auf 12228 Prozessor-Ker-
nen durchgefu¨hrt und beno¨tigte insgesamt etwa 10 Tage, was insgesamt 2,86 Millionen
CPU-Stunden entspricht.
Im Zusammenhang mit Differentialgleichungen begegnet man oft Anfangswertproble-
men (AWPs) fu¨r gewo¨hnliche Differentialgleichungen oder Differentialgleichungssysteme
(engl. ordinary differential equation (ODE)). Beispiele fu¨r diese Probleme sind: die Be-
rechnung der Flugbahn einer Rakete beim Wiedereintritt in die Erdatmospha¨re [Pla10],
die Schwingung einer eingespannten Saite [HNW09a] oder die Beschreibung des Ablaufs
einer chemischen Reaktion von zwei Substanzen [LN71]. Zudem entstehen Anfangswert-
probleme fu¨r Systeme gewo¨hnlicher Differentialgleichungen durch ra¨umliche Diskretisie-
rung zeitabha¨ngiger partieller Differentialgleichungen [Cas05].
Bei einem Anfangswertproblem fu¨r ein System gewo¨hnlicher Differentialgleichungen
soll ausgehend von vorgegebenen Anfangswerten, y0 ∈ Rn zum Zeitpunkt t0 ∈ R, die
Lo¨sung y(t) einer gegebenen Differentialgleichung gefunden werden, fu¨r die zusa¨tzlich
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y(t0) = y0 gelten soll.
Numerische Verfahren zur Lo¨sung von Anfangswertproblemen gewo¨hnlicher Differen-
tialgleichungssysteme (ODE-Verfahren) approximieren die Lo¨sungsfunktion y(t) durch
die Berechnung einer Folge von diskreten Zeitschritten κ = 0, 1, 2, . . . [SWP12, GJ09].
Solche Lo¨sungsverfahren werden allgemein als Zeitschrittverfahren bezeichnet. Ausge-
hend vom Integrationszeitpunkt t0 und der Anfangsapproximation η0 = y(t0) = y0 wird
in jedem Zeitschritt κ eine Na¨herungslo¨sung ηk berechnet.
Die Zeit zur Lo¨sung eines Anfangswertproblems wird außer im Fall einer Echtzeit-
simulation nicht vorgegeben, sondern ha¨ngt von der Komplexita¨t und der Gro¨ße des
zu lo¨senden Differentialgleichungssystems, der vorgegebenen Genauigkeitstoleranz, der
La¨nge des Integrationsintervalls und dem gewa¨hlten Integrationsverfahren ab [Glo¨14].
Daher kann die Lo¨sung eines Anfangswertproblems sehr rechenintensiv sein, d. h. sehr
hohen Zeitaufwand und viele Zeitschritte beno¨tigen, was hohe Anforderungen an die
Leistungsfa¨higkeit verwendeter Computersysteme stellt.
Der hohe Rechenbedarf zur Lo¨sung von Anfangswertproblemen erfordert eine effiziente
Umsetzung von Integrationsverfahren zur ihrer Lo¨sung auf aktuellen Rechnersystemen.
Moderne Prozessoren und Multiprozessorsysteme bieten zwar eine hohe Rechenleistung,
ihr Aufbau wird aber immer komplexer. Die Multiprozessorsysteme werden zunehmend
heterogen und zeichnen sich durch immer tiefere Speicherhierarchien, hierarchische Ver-
bindungsnetzwerke und die Verfu¨gbarkeit von SIMD-Vektorinstruktionen aus [PH13].
Dadurch bedingt wird es fu¨r die Programmentwickler und Wissenschaftler immer schwie-
riger, ihre Programme so weit zu optimieren oder zu parallelisieren, dass die verfu¨gbare
Rechenleistung massiv-paralleler Computer optimal ausgenutzt werden kann.
Die Performance eines (parallelen) Programms ha¨ngt sehr stark von den Eigenschaf-
ten der Zielplattform ab, wie z. B. der Multicore-Architektur, der Cachearchitektur sowie
der Topologie und Bandbreite des Speichers. Aus diesem Grund muss der Programmco-
de fu¨r die Zielplattform optimiert werden, damit eine hohe Programmleistung erreicht
werden kann. Das manuelle Optimieren von Programmcode durch den Entwickler ist
sehr aufwa¨ndig und durch sta¨ndig ku¨rzer werdende Entwicklungszyklen von neuen Pro-
zessorgenerationen und ihre stets steigende Komplexita¨t schlichtweg zu teuer und nicht
praktikabel. Außerdem ist ein manuell optimierter Programmcode schwer zu warten. Bei
Lo¨sungsverfahren zur Lo¨sung von Differentialgleichungen wird der Prozess des manuel-
len Optimierens noch dadurch zusa¨tzlich erschwert, dass die Programmperformance von
den Eingabedaten abha¨ngt. Dies bedeutet, dass der Programmcode nicht nur fu¨r jede
neue am Markt erscheinende Prozessorgeneration, sondern auch fu¨r jede Probleminstanz
erneut optimiert werden muss.
Zwar verfu¨gen die aktuellen Compiler u¨ber verschiedene Optimierungstechniken, um
die Laufzeit eines Programms zu verbessern, verzichten aber o¨fters darauf, bestimmte
Codestellen zu optimieren, damit die Korrektheit von Programmen nicht gefa¨hrdet wird
[Aho08].
Das manuelle Optimieren des Programmcodes kann durch das automatische Software-
Tuning (Autotuning) vermieden werden. Beim Autotuning, das seit einiger Zeit vor al-
lem im wissenschaftlichen Bereich eingesetzt wird, wird das Programm automatisch auf
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das vorgegebene Ziel (z. B. schnelle Ausfu¨hrungszeit, geringer Energieverbrauch) hin op-
timiert. Autotuning wurde erfolgreich fu¨r einige mathematische Basisalgorithmen, wie
Matrixmultiplikation [WPD01, BACD97] und FFT [FJ05] eingesetzt, fu¨r ODE-Verfahren
aber bisher nicht.
Den Kernpunkt dieser Dissertation bildet die Entwicklung von Autotuning-Algorith-
men und Techniken zum effizienten numerischen Lo¨sen von Anfangswertproblemen ge-
wo¨hnlicher Differentialgleichungssysteme auf modernen parallelen Architekturen. Die
entworfenen Algorithmen erlauben eine automatische Anpassung von ODE-Verfahren
an spezifische Eigenschaften der Zielplattform und das zu lo¨sende Anfangswertproblem.
Die Anwendbarkeit von Autotuning-Techniken auf ODE-Verfahren wird anhand einer
ausgewa¨hlten Klasse von Lo¨sungsverfahren fu¨r nicht steife Anfangswertprobleme ge-
wo¨hnlicher Differentialgleichungen, na¨mlich einer Klasse expliziter Pra¨diktor-Korrektor-
Verfahren (PC-Verfahren) vom Runge-Kutta-Typ, gezeigt.
1.1. Zielsetzung der Arbeit
Das Ziel dieser Arbeit ist die Beschleunigung der Lo¨sung von Anfangswertproblemen ge-
wo¨hnlicher Differentialgleichungssysteme durch Anwendung des automatischen Softwa-
re-Tunings und Ausnutzung verfu¨gbarer Rechenleistung paralleler Rechnerarchitekturen.
Dadurch soll die Rechenzeit zur Lo¨sung von Probleminstanzen verku¨rzt werden.
Um dieses Ziel zu erreichen, sollen in dieser Dissertation Autotuning-Algorithmen
und Techniken zum numerischen Lo¨sen von Anfangswertproblemen gewo¨hnlicher Diffe-
rentialgleichungssysteme auf aktuellen Prozessor- und Rechnerarchitekturen entworfen
werden. Im Fokus dieser Arbeit stehen Rechner mit gemeinsamem Adressraum, zu wel-
chen sowohl gro¨ßere ccNUMA-Rechnersysteme, wie z. B. die SGI UV 2000 mit 2048
Prozessorkernen [Cor14], als auch kleinere Multicore-Systeme za¨hlen. Die entwickelten
Autotuning-Techniken lassen sich aber auch auf Systeme mit verteiltem Speicher u¨ber-
tragen, was in dieser Dissertation ebenfalls gezeigt wird.
Durch den Einbau von Autotuning-Techniken sollen die Implementierungsvarianten
der ODE-Verfahren sich automatisch an die Zielplattform und das zu lo¨sende Anfangs-
wertproblem anpassen ko¨nnen, indem eine effiziente Implementierungsvariante und ge-
eignete Programmparameter automatisch ausgewa¨hlt werden.
Die Berechnungsstruktur von ODE-Verfahren erlaubt i. d. R. die Generierung einer
Vielzahl von Implementierungsvarianten, die sich zwar in der Reihenfolge verwendeter
Schleifen und den Datenstrukturen unterscheiden, jedoch numerisch a¨quivalent sind.
Aufgrund von Unterschieden in der Schleifenstruktur a¨ndert sich die Reihenfolge der
Speicherzugriffe, was dazu fu¨hrt, dass die Implementierungsvarianten ein unterschiedli-
ches Laufzeit- und Skalierbarkeitsverhalten aufweisen. Welche Implementierungsvariante
mit welchen Parametern (z. B. Blockgro¨ße fu¨r Loop-Tiling) die schnellste ist, ha¨ngt von
den Eigenschaften der Zielplattform wie der Cachearchitektur und der Charakteristik
des zu lo¨senden Anfangswertproblems ab.
Da der Aufwand fu¨r eine manuelle Auswahl von Implementierungsvarianten und Pro-
grammparametern aufgrund der Abha¨ngigkeit von vielen Faktoren (Eigenschaften der
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Zielplattform und des Testproblems, verwendetes Integrationsverfahren) sehr hoch sein
kann, sollen in dieser Arbeit Autotuning-Algorithmen entwickelt werden, die fu¨r ein zu
lo¨sendes Anfangswertproblem und eine gegebene Zielplattform eine effiziente Implemen-
tierungsvariante und geeignete Parameter automatisch auswa¨hlen ko¨nnen.
Es existiert eine Vielzahl unterschiedlicher expliziter und impliziter ODE-Lo¨sungsver-
fahren (s. Kapitel 3). In dieser Arbeit wird eine Klasse expliziter PC-Verfahren vom
Runge-Kutta-Typ betrachtet. Die betrachtete Klasse expliziter PC-Verfahren vom Run-
ge-Kutta-Typ ist aufgrund ihres großen Parallelita¨tspotenzials bezu¨glich des Systems
und der Methode gewa¨hlt worden.
Die Entwicklung von Autotuning-Algorithmen soll ausgehend von den bereits existie-
renden und auf die Lokalita¨t hin optimierten sequentiellen bzw. parallelen Varianten fu¨r
gemeinsamen Adressraum des betrachteten Lo¨sungsverfahrens erfolgen [KR07b]. Zuerst
soll ein Autotuning-Ansatz fu¨r sequentielle Varianten des Verfahrens entworfen werden
und dessen Anwendbarkeit anhand einer Reihe von Experimenten auf unterschiedlichen
Rechnersystemen und fu¨r verschiedene Anfangswertprobleme gezeigt werden. Im na¨chs-
ten Schritt soll ein Autotuning-Ansatz fu¨r parallele Implementierungsvarianten fu¨r ge-
meinsamen Adressraum entwickelt werden.
In der Auswahlmenge von Implementierungsvarianten sind unter anderem Varianten
mit Loop-Tiling enthalten, deren Laufzeit sehr stark von der gewa¨hlten Blockgro¨ße be-
einflusst werden kann. Die Optimierung der Blockgro¨ße fu¨r Loop-Tiling-Varianten stellt
einen wichtigen Beitrag dieser Arbeit dar. In dieser Arbeit soll zuerst untersucht werden,
wie stark die Performance von sequentiellen bzw. parallelen Varianten von der gewa¨hl-
ten Blockgro¨ße abha¨ngt. Danach soll eine Strategie zur automatischen Blockgro¨ßenbe-
stimmung ausgearbeitet und in den Autotuning-Algorithmus integriert werden. Da der
Suchraum mo¨glicher Blockgro¨ßen sehr groß sein kann, muss ein Weg gefunden werden,
diesen in mo¨glichst kurzer Zeit durchlaufen zu ko¨nnen.
Der große Suchraum von Programmvarianten stellt allgemein eine Herausforderung fu¨r
das Implementieren eines Autotuning-Ansatzes dar. Vor allem das Testen sehr langsamer
Implementierungsvarianten zur Laufzeit verringert die Performance des resultierenden
Autotuning-Algorithmus. In dieser Arbeit soll daher eine Strategie entwickelt werden,
mit der die Evaluierung langsamer Implementierungsvarianten zur Laufzeit vermieden
wird.
1.2. Aufbau der Arbeit
Die Arbeit ist wie folgt gegliedert:
• Im Kapitel 2 werden mathematische Grundlagen zur Theorie von gewo¨hnlichen Dif-
ferentialgleichungen eingefu¨hrt. Im darauf folgenden Kapitel 3 werden numerische
Verfahren zur ihrer Lo¨sung vorgestellt. Diese Grundlagen tragen zum Versta¨ndnis
der in dieser Dissertation vorgestellten Konzepte und Algorithmen bei.
• Kapitel 4 stellt die wichtigsten Grundlagen zum automatischen Tuning von Soft-
ware (Autotuning) dar und motiviert seine Notwendigkeit anhand der aktuellen
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Entwicklungen im Bereich der Hardwarearchitektur und der sich daraus erge-
bende Herausforderungen fu¨r die Softwareentwicklung. Es folgt die Definition des
Autotuning-Problems und die anschließende Unterteilung der Autotuning-Ansa¨tze
nach dem Zeitpunkt der Evaluierung von Implementierungsvarianten und Para-
metern. Des Weiteren werden die Strategien zur Traversierung des Suchraumes
beschrieben und die allgemeinen Herausforderungen und Probleme bei der Ent-
wicklung eines Autotuning-Ansatzes skizziert.
• Der U¨berblick u¨ber verwandte Arbeiten anderer Autoren wird im Kapitel 5 gege-
ben. Außerdem wird die eigene Arbeit in die aktuelle Forschungslandschaft einge-
ordnet.
• Kapitel 6 gibt einen U¨berblick u¨ber den Aufbau und die Funktionsweise von Ca-
ches und erla¨utert das Prinzip der zeitlichen und der ra¨umlichen Lokalita¨t von
Programmen. Es folgt die Darstellung der Techniken zur Optimierungen der Spei-
cherzugriffslokalita¨t und die Beschreibung der Programmoptimierung mittels Vek-
torisierung. Anschließend wird auf die Grenzen der Codeoptimierung durch Com-
piler eingegangen.
• Im Kapitel 7 wird untersucht, ob eine automatische Selektion von sequentiellen
Implementierungsvarianten der betrachteten ODE-Verfahren wa¨hrend der Laufzeit
mo¨glich ist. Darauf aufbauend wird der entwickelte Autotuning-Grundalgorithmus
fu¨r die sequentiellen Implementierungsvarianten vorgestellt, der zwar eine schnelle
Implementierungsvariante auswa¨hlen kann, aber noch keine Programmparameter
optimiert. Die Anwendbarkeit des Algorithmus wird anhand von Laufzeitexperi-
menten auf unterschiedlichen Zielarchitekturen und fu¨r verschiedene Testprobleme
gezeigt.
• Im Kapitel 8 wird der Autotuning-Grundalgorithmus um eine automatische Aus-
wahl von Blockgro¨ßen fu¨r Loop-Tiling-Varianten erweitert. In anschließenden Ex-
perimenten wird die Gu¨te ausgewa¨hlter Blockgro¨ßen systematisch auf verschie-
denen Rechnersystemen und fu¨r unterschiedliche Implementierungsvarianten und
Systemgro¨ßen evaluiert.
• Im Kapitel 9 wird zuna¨chst beschrieben, welche A¨nderungen zur Laufzeitverbesse-
rung an den bereits existierenden parallelen Implementierungsvarianten aus [KR07b]
vorgenommen wurden und es werden neue parallele Implementierungsvarianten
vorgestellt. Danach wird ein Autotuning-Algorithmus zur automatischen Auswahl
paralleler Implementierungsvarianten und zugeho¨riger Parametern fu¨r gemeinsa-
men Adressraum pra¨sentiert. Die gea¨nderte Strategie der Blockgro¨ßenauswahl wird
dargestellt und eine Laufzeitvorhersage zum Ausschluss langsamer Implementie-
rungsvarianten beschrieben.
• Im Kapitel 10 werden weitere durchgefu¨hrte und laufende Arbeiten zur Erweiterung
des Autotuning-Frameworks pra¨sentiert.
5
• Kapitel 11 fasst die Dissertation zusammen und gibt einen Ausblick auf mo¨gliche
zuku¨nftige Forschungsaufgaben.
1.3. Zugeho¨rige Publikationen
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2. Grundlagen zur Theorie von gewo¨hnlichen
Differentialgleichungen
Differentialgleichungen (DGL) oder Systeme von Differentialgleichungen sind
ein Standardwerkzeug in der mathematischen Modellierung, mit dem sich viele Vorga¨nge
in der Natur, der Technik, der Physik, der Biologie oder in der Wirtschaft beschreiben
lassen. Eine DGL ist eine Gleichung, die eine gesuchte Funktion von einer oder mehreren
Variablen sowie mindestens eine Ableitung dieser Funktion entha¨lt.
Nachfolgend werden nur einige Bespiele fu¨r die Verwendung von DGL in unterschied-
lichen Bereichen der Naturwissenschaft und Technik genannt:
• Beschreiben von Bewegungen verschiedener Himmelsko¨rper, Satellitenbahnberech-
nung,
• Beschreiben von zeitlichen Abla¨ufen chemischer Reaktionen (Reaktionskinetik),
• Simulation des Moleku¨lverhaltens unter vorgegebenen Umgebungsbedingungen wie
z. B. der Temperatur (Moleku¨ldynamik),
• Simulation elektrischer Schaltkreise,
• Wachstumsmodelle zum Berechnen einer Population (z. B. Bakterienpopulation),
• Vorhersage des postoperativen Erscheinungsbildes.
Ha¨ngt die gesuchte Funktion nur von einer vera¨nderlichen Variablen ab, so spricht
man von einer gewo¨hnlichen DGL. Bei vielen physikalischen Vorga¨ngen jedoch ha¨ngt
die gesuchte Funktion von mehreren Vera¨nderlichen ab. Eine Differentialgleichung, die
Ableitungen der gesuchten Funktion nach mehreren Variablen entha¨lt, wird als partielle
DGL (engl. Partial Differential Equation (PDE)) bezeichnet. Die Ordnung einer
DGL ist gegeben durch die ho¨chste in der DGL vorkommende Ableitung.
Definition 1. Eine gewo¨hnliche DGL (engl. Ordinary Differential Equation
(ODE)) erster Ordnung im Rn ist durch die Gleichung
y′(t) = f(t,y(t)) (2.1)
gegeben, wobei n ∈ N die Dimension der DGL angibt und f : R×Rn → Rn eine gegebene
Funktion ist, auch Vektorfeld genannt.
Eine Lo¨sung von (2.1) ist eine stetig differenzierbare Funktion y : R → Rn, die (2.1)
erfu¨llt. In der Fachliteratur wird eine DGL der Dimension n > 1 auch als Differential-
gleichungssystem bezeichnet.
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Nicht jede DGL ist lo¨sbar, in der Regel kann eine DGL aber eine ganze Kurvenschar
von Lo¨sungen besitzen (siehe Beispiel 3.1). In dieser Arbeit werden Anfangswertproble-
me fu¨r gewo¨hnliche Differentialgleichungssysteme betrachtet. Große Systeme gewo¨hnli-
cher Differentialgleichungen ko¨nnen u. a. durch ra¨umliche Diskretisierung zeitabha¨ngiger
PDEs entstehen. Die numerische Lo¨sung von Anfangswertproblemen fu¨r zeitabha¨ngige
PDEs erfordert zuna¨chst eine Diskretisierung bezu¨glich Raum und Zeit [DB02]. Durch die
ra¨umliche Diskretisierung zeitabha¨ngiger PDEs entsteht ein großes System gewo¨hnlicher
Differentialgleichungen, dieses kann dann mit einem geeigneten numerischen Verfahren
fu¨r Anfangswertprobleme fu¨r ODEs gelo¨st werden. Zur ra¨umlichen Diskretisierung zeit-
abha¨ngiger PDEs kann die Linienmethode (engl. method of lines) verwendet wer-
den. Bei der Linienmethode erfolgt die Diskretisierung der partiellen Ableitungen mittels
finiter Differenzen oder mit Hilfe der Finite Elemente Methode [SWP12]. Diskretisiert
man nicht den Raum, sondern die Zeit zuerst, so erha¨lt man durch die Rothe-Methode
Randwertprobleme fu¨r gewo¨hnliche oder partielle Differentialgleichungen [DB02].
Im Zusammenhang mit gewo¨hnlichen Differentialgleichungssystemen will man ha¨ufig
so genannte Anfangswertprobleme lo¨sen. Diese werden auch in dieser Arbeit betrachtet.
Definition 2. Ein Anfangswertproblem (AWP) fu¨r eine gewo¨hnliche DGL (erster
Ordnung) besteht darin, zu einem gegebenen t0 ∈ R und y0 ∈ Rn eine Lo¨sungsfunktion
y(t) mit t ∈ [t0, te] zu finden, die die Gleichung (2.1) erfu¨llt und fu¨r die daru¨ber hinaus
y(t0) = y0 gilt.
Eine DGL wird als explizit bezeichnet, wenn sie sich nach der ho¨chsten Ableitung
auflo¨sen la¨sst, sonst ist eine DGL implizit. Jede explizite DGL ho¨her Ordnung kann
durch ein Substitutionsverfahren in ein DGL-System erster Ordnung umgeformt werden
(vgl. [DR08, s. 380]). Auch jedes System aus n expliziten DGL der Ordnung m kann
man in ein DGL-System von n ·m expliziten DGL erster Ordnung umwandeln. Deshalb
sind die in dieser Arbeit vorgestellten adaptiven Techniken auch fu¨r AWP gewo¨hnlicher
DGL ho¨herer Ordnung anwendbar.
Im na¨chsten Kapitel wird definiert, wann ein AWP korrekt gestellt ist. Nur auf
korrekt gestellte AWP ko¨nnen numerische Verfahren sinnvoll angewandt werden.
2.1. Korrekt gestellte AWP
Ein AWP heißt korrekt gestellt (engl. well-posed), wenn drei Bedingungen gelten
(nach J. Hadamard) [MV06]:
• Das AWP besitzt eine lokale Lo¨sung (Existenz).
• Die lokale Lo¨sung ist eindeutig (Eindeutigkeit).
• Die lokale Lo¨sung ha¨ngt stetig von den Anfangswerten ab (Stabilita¨t).
Der Begriff des korrekt gestellten Problems geht auf C. J. Hadamard zuru¨ck. Ist ei-
nes der oben genannten Bedingungen nicht erfu¨llt, so spricht man von einem schlecht
gestellten (engl. ill-posed) Problem.
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Fu¨r die Existenz einer lokalen Lo¨sung eines AWP reicht die Stetigkeit der rechten Seite
f(t,y(t)) [DR08, Heu06]. Diese Aussage ist in dem Satz von Peano formuliert.
Satz 2.1.1 (Existenzsatz von Peano [Heu06]). Ist die Funktion f in einer Umgebung
von (t0,y0) stetig, so besitzt das AWP eine Lo¨sung y(t) fu¨r t nah bei t0.
Der Satz von Peano garantiert die lokale Existenz einer Lo¨sung in der Na¨he des An-
fangswertes. Um die Eindeutigkeit der Lo¨sung in der Na¨he des Anfangswertes zu garan-
tieren, muss noch eine weitere Bedingung an das AWP gestellt werden.
Der folgende Satz von Picard und Lindelo¨f sichert die 2. Forderung korrekt gestellter
AWP.
Satz 2.1.2 (Picard und Lindelo¨f [Heu06]). Die Funktion f sei auf dem Gebiet
G := {(t,y) :| t− t0 |≤ a, ||y − y0|| ≤ b}, a, b > 0. (2.2)
stetig. Daru¨ber hinaus ist f auf G bezu¨glich y Lipschitz-stetig, d. h. es gibt eine Kon-
stante L > 0 , so dass
||f(t,u)− f(t,v)|| ≤ L · ||(u− v)|| fu¨r alle (t,u), (t,v) ∈ G (2.3)
gilt. Dann existiert eine eindeutige Lo¨sung y von (2.1) in einer Umgebung von t0. In
der Definition 2.3 ist ||·|| eine beliebige feste Norm auf Rn.
Die 3. Forderung der Stabilita¨t bedeutet, dass kleine A¨nderungen von Anfangsdaten
nur geringfu¨gig die Lo¨sung eines AWP beeinflussen sollen. Unter den Voraussetzungen
des Satzes von Picard und Lindelo¨f ha¨ngt die Lo¨sung y stetig von Anfangsdaten (t0,y0)
ab.
Satz 2.1.3 (Stetige Abha¨ngigkeit von den Anfangsdaten[SWP12]). Ist f auf dem
Gebiet G (wie in (2.2) definiert) stetig und erfu¨llt f auf G bezu¨glich y die Lipschitz-
Bedingung (2.3), dann gilt fu¨r zwei in G verlaufenden Lo¨sungen y(t) und z(t) zu den
Anfangswerten
y(t0) = y0, z(t0) = z0
die Abscha¨tzung:
||y(t)− z(t)|| ≤ exp((L|t− t0|)) · ||y0 − z0|| . (2.4)
Der vorhergehende Satz besagt, dass die Ungenauigkeit in den Anfangsdaten sich
ho¨chstens exponentiell fortpflanzen kann (die Abscha¨tzung ergibt sich aus dem Lemma
von Gronwall 1918, vgl. [SWP12] s. 7). Fu¨r große L und große Unterschiede |t− t0| kann
die Ungenauigkeit der Lo¨sung hingegen ziemlich groß werden.
Es gibt viele Probleme, z. B. aus der Physik (inverse Probleme in der Streuung von
Quantenobjekten [CS89]), die die Eigenschaften korrekt gestellter Probleme verletzen
[Kab08]. Solche Probleme mu¨ssen dann mit Hilfe von Regularisierungsverfahren umfor-
muliert werden [Tik95, Kas06].
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Differentialgleichungen
Im Allgemeinen la¨sst sich die Lo¨sung eines AWP nur fu¨r wenige Probleme mit Hilfe
analytischer Verfahren exakt bestimmen. Fu¨r die in der Praxis vorkommenden AWP,
wie z. B. bei Simulationen von Systemen und Schaltungen, werden deshalb numerische
Verfahren verwendet, die das AWP durch eine hinreichend genaue Approximation der
Lo¨sungsfunktion lo¨sen. Numerische Verfahren zur Lo¨sung von AWP fu¨r ODEs diskreti-
sieren das Integrationsintervall mit Hilfe eines Integrationsgitters
t0 < t1 < . . . tN = te, I = [t0, . . . , tN ]
und berechnen zu jedem Integrationsknoten (oder Zeitpunkt) tκ eine Na¨herungslo¨sung
η(tκ) ≈ y(tκ), κ = 0, . . . , N.
Die Na¨herungslo¨sungen bilden die Funktionswerte einer Gitterfunktion η(t) : I → Rn
mit η(tκ) ≈ y(tκ). Die Gitterfunktion stellt eine Approximation der gesuchten Lo¨sungs-
funktion auf dem gewa¨hlten Integrationsintervall dar. Die Anzahl der Gitterpunkte N
wird durch die Wahl des Gitters bestimmt. Die Differenz
hκ = tκ+1 − tκ
wird als Schrittweite bezeichnet. Die zum Zeitpunkt tκ+1 berechnete Na¨herung ha¨ngt
von der Schrittweite hκ ab. Die Schrittweite hκ muss dabei nicht unbedingt konstant
sein, dies wird aber zugunsten einer einfachen Schreibweise ignoriert und
ηκ = η
(hκ−1)(tκ) (3.1)
gesetzt. Nachfolgend wird die abgeku¨rzte Schreibweise (3.1) fu¨r die Approximation der
Lo¨sungsfunktion im Schritt κ zum Zeitpunkt tκ verwendet. Es existieren zahlreiche nu-
merische Verfahren zur Lo¨sung von gewo¨hnlichen Differentialgleichungen. Zum Vergleich
numerischer Verfahren ko¨nnen folgende Kriterien herangezogen werden [SWP12]:
• Rechenzeit: Als Maß fu¨r die Rechenzeit eines numerischen Verfahrens wird oft die
Anzahl von Funktionsauswertungen der rechten Seite f verwendet.
• Genauigkeit: Die Genauigkeit gibt an, wie nah die berechnete Approximation an
der exakten Lo¨sung bei einer verwendeten Schrittweite ist. Meistens wird gefordert,




• Stabilita¨t: Sie bedeutet, dass der globale Diskretisierungsfehler bei einem stabilen
System und einer langen Simulationsdauer begrenzt bleibt. Bei expliziten Verfah-
ren ha¨ngt die Stabilita¨t von der Schrittweite und den Eigenwerten des Systems
ab [Cra12]. Explizite Verfahren besitzen ein beschra¨nktes Stabilita¨tsgebiet (siehe
Kapitel 3.4).
3.1. Einschrittverfahren
Bei Mehrschrittverfahren ha¨ngt die Verfahrensvorschrift Φ von mehreren zuvor be-
rechneten Approximationen ab. Einschrittverfahren (ESV) verwenden zur Berech-
nung des neuen Approximationswertes ηκ+1 nur die zuletzt berechnete Approximation
ηκ und sind gegeben durch eine stetige Abbildung
Φ : R× Rn × R→ Rn,
mit der zu jedem Gitter I und jedem Anfangswert t0 gema¨ß folgender Vorschrift
η0 = y0, ηκ+1 = hκ · Φ(tκ,ηκ, hκ) fu¨r κ = 0, . . . , N − 1 (3.2)
eine Gitterfunktion berechnet wird.
Die Abbildung Φ heißt Verfahrens- oder Inkrement-Vorschrift. Anhand der Ver-
fahrensvorschrift unterscheidet man zwischen expliziten und impliziten Integrations-
verfahren. Bei einem expliziten Verfahren ist Φ von ηκ+1 unabha¨ngig und das Gleichungs-
system kann durch einfaches Einsetzen gelo¨st werden. Bei impliziten Verfahren dagegen
ha¨ngt Φ von ηκ+1 ab, so dass in jedem Zeitschritt ein nicht-lineares Gleichungssystem
gelo¨st werden muss, um ηκ+1 zu bestimmen.
Ein einfaches explizites Einschrittverfahren ist das Euler-Verfahren [EES13, Heu06],
das im Folgenden na¨her beschrieben wird.
Euler-Verfahren
Man betrachtet eine explizite DGL erster Ordnung in der Form (2.1). Fu¨r die Lo¨sungs-
funktion y(t) auf dem Intervall I gilt:
y′(t) = f(t,y(t)),∀t ∈ I (3.3)
d. h. die Steigung von y(t) ist in jedem der Punkte (t,y(t)) durch den jeweiligen Funkti-
onswert f(t,y(t)) gegeben. Die Steigung y′(t) gibt der Lo¨sungsfunktion eine Richtung in
allen ihren (t,y(t)) Punkten vor. Zeichnet man in jedem Punkt die Richtung der Kurven-
tangente durch einen kleinen Teil dieser Tangente mit der dort vorgegebenen Steigung
y′(t), auch Linienelement genannt, so erha¨lt man ein Richtungsfeld. Graphisch kann
man sich das Lo¨sen von AWP der Form (2.1) so veranschaulichen, dass man nach ei-
ner Kurve sucht, die von dem Anfangswert (t0,y0) ausgeht und dem Richtungsfeld der
Lo¨sungsfunktion folgt.
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Beispiel 3.1. Die Abbildung 3.1 gibt das Richtungsfeld der Differentialgleichung
y′(t) = 2t
an. Die Tangentenrichtung ist in jedem der Punkte (t,y(t)) durch einen kleinen Pfeil
(Linienelement) angedeutet. Die DGL besitzt eine Kurvenschar von Lo¨sungen der Form
y(t) = t2+C. In der Abbildung sind nur drei mo¨gliche Lo¨sungsfunktionen (rot dargestellt)
fu¨r C = 0, C = 1, C = −1 eingezeichnet.















Abbildung 3.1.: Das Richtungsfeld und mo¨gliche Lo¨sungsfunktionen der DGL y′(t) = 2t.
Aus der graphischen Beschreibung zum Lo¨sen von AWP gewo¨hnlicher DGL durch
Richtungsfelder la¨sst sich eine einfache Methode zur na¨herungsweisen Bestimmung einer
Lo¨sung herleiten. Das Euler-Verfahren basiert auf folgender Idee: Wir definieren eine
Zerlegung auf dem Integrationsintervall I = [t0, te]:
t0 < t1 < . . . tN = te, In = [tn−1, tn]




approximiert werden. Nach ηκ+1 aufgelo¨st und ausgehend vom Startwert (t0,η0) erhalten
wir die Iterationsvorschrift des Euler-Verfahrens:
ηκ+1 = ηκ + hκ · f(tκ,ηκ) (3.4)
12
3.1. Einschrittverfahren
Das bisher betrachtete Euler-Verfahren wurde durch den Vorwa¨rts-Differenzenquotienten
realisiert. Hier ha¨ngt der Wert ηκ+1 nur vom vorher bestimmten Wert ηκ ab, man spricht
dabei vom expliziten Euler-Verfahren. Approximiert man dagegen die Ableitung in




so erha¨lt man das implizite Euler-Verfahren:
ηκ+1 = ηκ + hκ · f(tκ+1,ηκ+1). (3.5)
Im Gegensatz zum expliziten Euler-Verfahren, ha¨ngt der neue Wert ηκ+1 nicht nur vom
ηκ, sondern auch vom ηκ+1 ab.
Fehleranalyse
Jedes numerische Verfahren berechnet eine Na¨herungslo¨sung. In der Praxis mo¨chte man
eine Na¨herungslo¨sung mit einer gewissen Genauigkeit erhalten. Um die Genauigkeit ein-
zuhalten, muss man wissen, wie nah man denn tatsa¨chlich an der exakten Lo¨sung ist.
Um das festzustellen, muss der Fehler abgescha¨tzt werden.
Der Einfachheit halber wird von der konstanten Schrittweise ausgegangen und
hκ = tκ+1 − tκ ≡ h
fu¨r alle κ gesetzt.
Der lokale Diskretisierungsfehler gibt an, wie stark die in jedem Zeitschritt nume-
risch berechnete Na¨herung von der exakten Lo¨sung abweicht.
Definition 3. Sei ηκ+1 eine Approximation, die das Einschrittverfahren nach Ausfu¨h-
rung von (3.2) liefert, wenn mit exakten Startvektor y(tκ) gestartet wird, d. h.:
ηκ+1 = y(tκ) + h · Φ(tκ,y(tκ), h).
Dann ist der lokale Diskretisierungsfehler an der Stelle tκ+1, definiert als:
(tκ+1) = (tκ + h) = y(tκ+1)− ηκ+1 ;
wobei y(tκ+1) die exakte Lo¨sung an dem Gitterpunkt tκ+1 ist [SWP12].
Den lokalen Diskretisierungsfehler kann man mit Hilfe einer Taylorreihenentwicklung
abscha¨tzen.
Definition 4. Ein Einschrittverfahren heißt konsistent von der Ordnung p, falls
fu¨r den lokalen Diskretisierungsfehler gilt:
(tκ+1) ≤ O(hp+1).
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Lokale Diskretisierungsfehler akkumulieren sich in jedem Zeitschritt zu einem globalen
Diskretisierungsfehler.
Definition 5. Der globale Diskretisierungsfehler gibt den Fehler zwischen der ge-
suchten Lo¨sung y(t) und der tatsa¨chlich berechneten Na¨herungslo¨sung ηκ an (im
Vergleich zu Definition 3 wurde ηκ nicht ausgehend vom exakten Vektor y(tκ−1) berech-
net), nach einer Folge von Zeitschritten κ = 1, . . . , N :
e(tκ) = y(tκ)− ηκ.




Das heißt, eine Na¨herungslo¨sung konvergiert gegen die exakte Lo¨sung, wenn die Schritt-
weite h gegen Null strebt.
Definition 7. Ein Verfahren hat die Konvergenzordnung p, wenn fu¨r h→ 0 gilt:
e(tκ) = O(hp).
Da fu¨r ein der Lipschitz-Bedingung genu¨gendes Einschrittverfahren die Konsistenzord-
nung gleich der Konvergenzordnung ist [SWP12], spricht man allgemein von der Ord-
nung eines Einschrittverfahrens. Je gro¨ßer die Ordnung des Verfahrens, desto schneller
wird der Fehler in der Na¨herungslo¨sung kleiner, wenn die Schrittweite gegen Null geht.
Das Euler-Verfahren hat die Ordnung 1. Allgemein gilt, dass bei einem Verfahren der
Ordnung p sich der Fehler um den Faktor 2−p verringert [Boc02]. Beim Euler-Verfahren
bewirkt die Halbierung der Schrittweite die Halbierung des globalen Diskretisierungsfeh-
lers. Mit der Halbierung der Schrittweite h wa¨chst aber die Anzahl der Gitterpunkte N ,
da gilt:
N ≤ (te − t0)/h.
Dies bedeutet, dass sich die Anzahl der Gitterpunkte in etwa verdoppelt. Da aber die
Anzahl von Funktionsauswertungen f durch die Anzahl der Gitterpunkte bestimmt wird,
verdoppelt sich auch der Rechenaufwand. Deshalb ist besonders fu¨r Anwendungen, bei
denen die Funktionsauswertungen sehr teuer sind und die eine hohe Genauigkeit bei la¨n-
geren Zeitintervallen erfordern, der Einsatz von Euler-Verfahren nicht sinnvoll. Fu¨r solche
Anwendungen sind Verfahren ho¨herer Ordnung besser geeignet. Eine wichtige Klasse von
Einschrittverfahren ho¨herer Ordnung stellen Runge-Kutta (RK)-Verfahren dar.
Runge-Kutta-Verfahren
Die Idee von Runge-Kutta-Verfahren basiert darauf, keine partiellen Ableitungen, son-
dern in jedem Zeitschritt an Zwischenwerten (sog. Stufen) zj Zwischenlo¨sungen zu be-
rechnen [Boc02]. Dabei gibt j die Anzahl der verwendeten Stufen an. Das Verfahren
geht auf die Mathematiker C. Runge (1895) und M. W. Kutta (1901) zuru¨ck, die das
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Verfahren von Heun verallgemeinert haben. Hinsichtlich der ausfu¨hrlichen Darstellung
zur Konstruktion von RK-Verfahren wird der Leser auf [DB02] verwiesen. Werden von
einem RK-Verfahren s Stufen verwendet, so spricht man von einem s-stufigen Verfah-
ren. Ein s-stufiges explizites RK-Verfahren ist durch folgende Berechnungsvorschrift
gegeben [RR00]:
k1 := f(tκ,ηκ)
k2 := f(tκ + c2h, z2), z2 := ηκ + h · a21 · k1
k3 := f(tκ + c3h, z3), z3 := ηκ + h · (a31 · k1 + a32 · k2)
...
ks := f(tκ + csh, zs), zs := ηκ +
s−1∑
i=1
h · asi · ki
(3.6)
und die Vorschrift, mit der die na¨chste Approximation berechnet wird, lautet:




Ein konkretes Runge-Kutta-Verfahren ist durch die Verfahrenskoeffizienten ali, bi, ci
charakterisiert, die als Butcher-Tableau angeordnet werden ko¨nnen, wobei A = (ali) ∈




c1 a11 a12 . . . a1s






cs as1 as2 . . . ass
b1 b2 . . . bs
(3.8)
Bei expliziten RK-Verfahren sind die Koeffizienten ali fu¨r i ≥ l gleich Null, andern-
falls spricht man von impliziten RK-Verfahren. Bei expliziten Verfahren ha¨ngt die
Lo¨sung des Gleichungssystems (3.6) nur von den bereits berechneten l − 1 Stufenvek-
toren k1, . . . ,kl−1 ab. Bei impliziten Verfahren dagegen muss in jedem Zeitschritt ein
nicht-lineares Gleichungssystem der Gro¨ße sn gelo¨st werden, wenn n die Anzahl der
Unbekannten ist. Im Folgenden werden die expliziten RK-Verfahren na¨her betrachtet.
In der Literatur [DB02, SWP12] findet man fu¨r die expliziten RK-Verfahren die An-
gabe von so genannten Butcher-Schranken [But64]. Diese geben die minimale Anzahl
von Stufen an, die erforderlich ist, um ein RK Verfahren einer bestimmten Ordnung
p zu konstruieren. Eine ho¨here Anzahl von Stufen sollte zu einem Verfahren ho¨herer
Ordnung fu¨hren. Bei expliziten Verfahren la¨sst sich allerdings fu¨r s ≤ 8 maximal die
Ordnung p = s − 2 erreichen. Die impliziten RK-Verfahren ko¨nnen hingegen die Ord-
nung p = 2s erreichen. Implizite RK-Verfahren, die die maximale Ordnung 2s erreichen,
basieren auf Gauß-Legendre-Formeln und heißen Gauß-Verfahren. Weitere ha¨ufig ver-
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wendete implizite RK-Verfahren sind Radau-Verfahren mit der Ordnung p = 2s − 1
und Lobatto-Verfahren mit der Ordnung 2s − 2 [SWP12, DB02]. Bei Radau-Verfah-
ren gilt fu¨r die Verfahrenskoeffizienten im Butcher-Tableau c1 = 0 oder cs = 1 und fu¨r
die Lobatto-Verfahren gilt c1 = 0 und cs = 1. Der Vorteil von Radau- und Lobatto-
Verfahren gegenu¨ber den Gauß-Verfahren ist der gro¨ßere Stabilita¨tsbereich und die ge-
ringe Anzahl impliziter Gleichungen. Bei Lobatto-Verfahren z. B. entha¨lt die erste und
die letzte Spalte des Butcher-Tableaus nur Nullen. Deshalb ko¨nnen die Stufen k1 und ks
explizit berechnet werden. In dieser Arbeit werden Radau IIA [Ehl68] und Lobatto IIIC
[Chi71] Verfahren verwendet.
Schrittweitensteuerung
In der Praxis ist man an Lo¨sungsverfahren interessiert, die eine vorgegebene Genauig-
keit erreichen und mit mo¨glichst wenig Rechenzeit auskommen. Die Rechenzeit eines
numerischen Verfahrens ha¨ngt von der Zeit pro Integrationsschritt, aber auch von deren
Anzahl ab. Die Anzahl der Integrationsschritte la¨sst sich durch die Wahl einer geeig-
neten Schrittweite steuern. Da sich die DGL in unterschiedlichen Abszissenbereichen
unterschiedlich verhalten kann, kann die Wahl einer konstanten Schrittweite zu unno¨ti-
gen Zeitschritten fu¨hren. Stattdessen sollte die Schrittweite an das Verhalten einer DGL
angepasst werden. So kann h klein gewa¨hlt werden an den Bereichen, wo sich die Lo¨sung
schnell a¨ndert, und gro¨ßer fu¨r die Bereiche, wo sich die Lo¨sung nur langsam a¨ndert.
Durch eine solche automatische Schrittweitensteuerung kann unter Umsta¨nden die
Anzahl der Zeitschritte wesentlich reduziert werden. Um eine vorgegebene Genauigkeit
zu erreichen, darf die Schrittweite nicht zu groß gewa¨hlt werden. Eine zu kleine Schritt-
weite allerdings kann die Rechenzeit unno¨tig in die Ho¨he treiben. Eine zu klein gewa¨hlte
Schrittweite kann auch dazu fu¨hren, dass sich die Rundungsfehler stark aufsummieren,
da die Anzahl der Rundungsfehler proportional zur Anzahl der Schritte ansteigt. Um in
jedem Zeitschritt eine geeignete Schrittweite festzulegen, muss zuna¨chst der Fehler abge-
scha¨tzt werden. Weil die Abscha¨tzung eines globalen Fehlers ohne das Wissen u¨ber die
Lo¨sung einer DGL schwer ist, basiert die automatische Schrittweitensteuerung auf der
Scha¨tzung des lokalen Fehlers [SWP12]. Der Anwender gibt dabei eine Toleranzgrenze
TOL fu¨r den lokalen Fehler an, die in jedem Zeitschritt eingehalten werden muss. Fu¨r
den lokalen Fehler  im Schritt κ+ 1, der mit der Schrittweite hκ ausgefu¨hrt worden ist,
gilt dann die Forderung:
‖(tκ+1)(hκ)‖ ≤ TOL. (3.9)
Es sei ¯ der Scha¨tzer fu¨r den lokalen Fehler in einem Integrationsschritt. Nach der Ab-
scha¨tzung des Fehlers in einem Zeitschritt ko¨nnen zwei Fa¨lle auftreten:
• ¯ ≤ TOL. Hier wird die erforderliche Genauigkeit erreicht. Der Zeitschritt und
die berechnete Approximation werden akzeptiert und die neue Schrittweite hneu
berechnet.
• ¯ > TOL. Die erforderliche Genauigkeit wird nicht eingehalten. Der Zeitschritt
und die entsprechende Approximation ηκ+1 werden verworfen, es erfolgt die Wie-
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derholung des Zeitschrittes mit einer kleineren Schrittweite hneu.
Fu¨r die Abscha¨tzung ¯ des lokalen Fehlers gibt es zwei Methoden: die Richardson-
Extrapolation und die Einbettungsstrategie [SWP12].
Richardson-Extrapolation. Es sei ein s-stufiges explizites RK-Verfahren der Konsis-
tenzordnung p gegeben. Die Richardson-Extrapolation verwendet zwei Approxima-
tionen des gleichen Einschrittverfahrens, die auf der Basis unterschiedlicher Schrittweiten
entstanden sind. Ausgehend von einer Approximation ηκ zum Zeitpunkt tκ werden zwei
Na¨herungslo¨sungen berechnet. Die erste Na¨herungslo¨sung η
(hκ)
κ+1 wird durch die Anwen-
dung der Schrittweite hκ berechnet. Zusa¨tzlich berechnet man ausgehend von ηκ eine
zweite Approximation η
(2·hκ/2)
κ+1 durch zwei aufeinanderfolgende Schritte mit der Schritt-
weite hκ/2.
Es sei y(tκ + hκ) die exakte Lo¨sung an der Stelle tκ + hκ. Fu¨r den lokalen Fehler an
der Stelle tκ + hκ gilt nach zwei Schritten mit der Schrittweite hκ/2 die Abscha¨tzung
[SWP12]:




2p − 1 +O(h
p+2) (3.10)
Bei einer automatischen Schrittweitensteuerung soll die Schrittweite hneu fu¨r den na¨chs-
ten Schritt so bestimmt werden, dass der in der Gleichung (3.10) abgescha¨tzter Fehler
eine vorgegebene Genauigkeitsanforderung erfu¨llt.













oder ¯ = max
i=1,...,n
|η(hκ)κ+1,i − η(2·hκ/2)κ+1,i |
(2p − 1)ski
(3.11)
Dabei sind die Komponenten des Skalierungsvektors sk in (3.11) gegeben durch:




Die Toleranzen atoli und rtoli werden vom Benutzer vorgegeben. Ha¨ufig wa¨hlt man die
absoluten und relativen Toleranzen atoli bzw. rtoli fu¨r alle Komponenten i = 1, . . . , n
gleich und gibt nur die absoluten und relativen Toleranzen ATOL und RTOL vor. Die





) · h. (3.12)
Bei der Berechnung der neuen Schrittweite in (3.12) gibt α einen Sicherheitsfaktor an
und dient zur Vermeidung von ha¨ufigen Schrittwiederholungen. Ein typischer Wert fu¨r
die Wahl des Sicherheitsfaktors ist z. B. α = 0, 9. Die αmin− und αmax− Faktoren
verhindern starke Schwankungen der Schrittweite. Fu¨r αmax sind die Werte zwischen 1,5
und 10 und fu¨r αmin die Werte zwischen 0,1 und 0,5 gebra¨uchlich [SWP12].
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Einbettungsstrategie. Zur Abscha¨tzung wird ein zweites ESV unterschiedlicher Ord-
nung verwendet, mit dem eine zweite Approximation bei gleicher Schrittweise berechnet
wird. Die Idee basiert darauf, aus zwei Einschrittverfahren unterschiedlicher Ordnung
ein eingebettetes RK-Verfahren zu konstruieren, bei dem die Koeffizienten der Stufen ali
und ci beider Verfahren u¨bereinstimmen und sich beide Verfahren nur in den Koeffizi-
enten des Gewichtungsvektors bi bzw. bˆi unterscheiden. Ein Paar solcher eingebetteter
ESV (Φ, Φˆ) wird durch ein Butcher-Tableau folgender Form dargestellt:
c1 a11 a12 . . . a1s






cs as1 as2 . . . ass
b1 b2 . . . bs
bˆ1 bˆ2 . . . bˆs
(3.13)
Fu¨r die Fehlerabscha¨tzung ¯ werden zwei Approximationen erstellt:













Die Komponenten des Skalierungsvektors sk sind dabei gegeben als:
ski = atoli + rtoli ·max(|ηκ,i|, |ηκ+1,i|).
Der Vorteil der Fehlereinscha¨tzung mittels eingebetteter RK-Verfahren gegenu¨ber der
Richardson-Extrapolation ist die geringere Anzahl von Funktionsauswertungen und da-
her auch ein geringerer Rechenaufwand. Bei sehr großen Genauigkeitsanforderungen al-
lerdings stellt die Richardson-Extrapolation eine sinnvolle Alternative dar, weil dadurch
ein Verfahren ho¨herer Ordnung verwendet werden kann [SWP12]. Beispiele eingebetteter
RK-Verfahren sind die Runge-Kutta-Fehlberg [Feh70] und Dormand-Prince-Verfahren
[PD81].
PI-Regler. In der Praxis kann es ha¨ufiger vorkommen, dass die Schrittweite sehr stark
schwankt und es zu vielen Schrittverwerfungen kommen kann. Daher haben Gustafs-
son, Lundh und So¨derlind (1988) vorgeschlagen, fu¨r die Schrittweitensteuerung einen so
genannten PI-Regler (engl. proportional-integral controller) zu verwenden, um
starke Schwankungen der Schrittweite zu vermeiden. Wird die Schrittweitensteuerung
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als PI-Regler implementiert, so nutzt man nicht nur den Fehlerscha¨tzer vom aktuel-
len Zeitschritt ¯j , sondern auch den Fehlerscha¨tzer aus dem vorherigen Zeitschritt ¯κ−1
[SWP12]. Die Bestimmung der neuen Schrittweite hneu in der Gleichung (3.12) a¨ndert












wobei q∗ die Ordnung des Scha¨tzverfahrens ist. Gustafsson hat in [Gus94] als geeignete
Koeffizienten α = 0, 7, β = −0, 4 vorgeschlagen, jedoch ha¨ngt deren Wahl vom verwen-
deten Verfahren und der zu lo¨senden ODE ab. Mehr Details zur Schrittweitensteuerung
mittels PI-Regler findet man in [Soe06].
3.2. Mehrschrittverfahren
Fu¨r Einschrittverfahren ist die Konstruktion von Verfahren einer ho¨heren Ordnung nur
durch Erho¨hung der Stufenanzahl s und somit nur durch die Erho¨hung der Anzahl
von Funktionsauswertungen f mo¨glich. Bei Mehrschrittverfahren dagegen ist das Errei-
chen einer ho¨heren Ordnung mit gleicher Anzahl von Funktionsauswertungen f mo¨g-
lich. Im Gegensatz zu Einschrittverfahren ha¨ngt bei Mehrschrittverfahren die Verfah-
rensvorschrift von mehreren vorher berechneten Na¨herungen ab. Da die A¨nderung der
Schrittweite h sich bei Mehrschrittverfahren schwierig gestaltet, wird zur Formulierung
von Mehrschrittverfahren von einer konstanten Schrittweite h ausgegangen. Die Mehr-
schrittverfahren oder k-Schrittverfahren sind gegeben durch folgende Form [Kor07]:
ηκ+k = Φ(tκ+k−1,ηκ,ηκ+1, . . .ηκ+k, hκ) fu¨r κ = 0, . . . , N − k (3.18)
Um die Na¨herungslo¨sungen zu erhalten, werden k Startwerte η0, . . . ,ηk−1 beno¨tigt. Diese
werden meistens mit einem Einschrittverfahren berechnet. Bei linearen Mehrschritt-
verfahren (LM) ha¨ngt die Verfahrensfunktion Φ linear von f ab. Lineare Mehrschritt-






blf(tκ+l,ηκ+l), κ = 0, . . . , N − k, (3.19)
mit Koeffizienten a0, . . . , ak−1 und b0, . . . , bk, wobei |a0|+|b0| > 0 gilt. Durch Normierung







blf(tκ+l,ηκ+l), κ = 0, . . . , N − k. (3.20)
Ist bk 6= 0, so spricht man von einem impliziten LM. Ist bk = 0, so ist das Verfahren
explizit und die Na¨herungen ηκ+k ko¨nnen durch Einsetzen vorher berechneter Na¨herun-
gen ηκ+l mit l = 0, . . . , k−1 in die Formel (3.20) berechnet werden. Durch die Wahl der
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Verfahrenskoeffizienten al mit 0 ≤ l ≤ k−1 und bl mit 0 ≤ l ≤ k lassen sich aus der For-
mel 3.20 spezielle Klassen von Mehrschrittverfahren wie Adams-Bashforth, Adams-
Moulton und Ru¨ckwa¨rtsdifferenzenmethoden ableiten. Fu¨r die k-Schrittverfahren
maximaler Ordnung gilt [DB02]:
• Es existiert kein k-Schrittverfahren der Ordnung 2k + 1.
• Ein implizites Verfahren der Ordnung p = 2k und ein explizites k-Schrittverfahren
der Ordnung 2k − 1 lassen sich konstruieren.
Jedoch sind diese Verfahren maximaler Ordnung fu¨r k > 1 meistens ungeeignet, da sie
numerisch instabil sind [Tod50, DB02].
3.3. Pra¨diktor-Korrektor-Verfahren
Pra¨diktor-Korrektor-Verfahren (PC-Verfahren) versuchen die Vorteile der ein-
fachen Berechnungsstruktur expliziter Verfahren mit besseren Stabilita¨tseigenschaften
und ho¨heren Genauigkeit impliziter Verfahren zu verbinden [Kor07]. Bei einem PC-Ver-
fahren wird zuna¨chst mit Hilfe eines expliziten Verfahrens, auch Pra¨diktor genannt,
ein Startvektor berechnet, der dann in mehreren Iterationsschritten mit einem implizi-
ten Verfahren, dem sog. Korrektor (auch Basisverfahren genannt), verbessert wird. Ein
Beispiel fu¨r ein Pra¨diktor-Korrektor-Verfahren ist das Einschrittverfahren von Heun, das
eine Kombination des expliziten Euler-Verfahrens und der Trapezregel darstellt [Vo¨l11].
Weitere Beispiele fu¨r Pra¨diktor-Korrektor-Verfahren sind Mehrschrittverfahren wie
Adams-Bashforth-Moulton und Ru¨ckwa¨rtsdifferenzenmethoden (engl. BDF). Wird bei
einem PC-Verfahren ein RK-Verfahren als Basisverfahren benutzt, so spricht man von
Pra¨diktor-Korrektor-Verfahren vom RK-Typ (PC-Verfahren vom RK-Typ).
3.4. Stabilita¨t und steife Differentialgleichungen
In der Praxis gibt es Systeme von ODEs, die auf Grund von Stabilita¨tsproblemen sehr
kleine Schrittweiten erfordern, um eine genaue Lo¨sung zu erhalten. Solche Systeme wer-
den als steif bezeichnet. In der Literatur gibt es keine pra¨zise Definition fu¨r den Begriff
steife ODE-Systeme. Jedoch haben steife Differentialgleichungssysteme oft folgende
Eigenschaften [SWP12]:
• Ein System von ODEs ist steif, wenn gewisse Komponenten der Lo¨sung sehr viel
schneller abklingen als andere.
• Ein System von ODEs ist steif, wenn explizite Verfahren sehr kleine Schrittweiten
verwenden, was gleichzeitig bedeutet, dass die Wahl der Schrittweite nicht durch
Genauigkeitsanforderungen, sondern durch Stabilita¨tseigenschaften des Systems
bestimmt wird.
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Wegen besonderem Abklingverhalten steifer Systeme ist es wichtig, die unterschiedlich
abklingenden Komponenten eines Systems mit geeigneten Schrittweiten wiederzugeben.
Um die Eigenschaften eines ODE-Verfahrens bzgl. steifer Systeme zu u¨berpru¨fen, benutzt
man einfache Testprobleme, wie z. B. die folgende Testgleichung von Germund Dahlquist
[Dah63, Her06]:
y′(t) = λy(t), y(0) = 1, λ ∈ C, Re(λ) ≤ 0 (3.21)
Die Lo¨sung von (3.21) ist die Lo¨sungsfunktion y(t) = eλt. Fu¨r Re(λ) ≤ 0 ist y(t) fu¨r
t→∞ beschra¨nkt. Wendet man die Testgleichung (3.21) auf ein explizites RK-Verfahren
an, so erha¨lt man eine Rekursion:
ηκ+1 = R(z)ηκ, (3.22)
mit z = λh ∈ C. Die Funktion R(z) ist die Stabilita¨tsfunktion des numerischen
Verfahrens. Da die Lo¨sung der Testgleichung fu¨r Re(λ) ≤ 0 (d. h. fu¨r alle λ ∈ C−)
beschra¨nkt ist, muss auch die Lo¨sung des numerischen Problems die gleiche Eigenschaft
haben. Dies ist gewa¨hrleistet, wenn |R(z)| ≤ 1 gilt. Man definiert das Stabilita¨tsgebiet
S eines Einschrittverfahrens wie folgt 1:
S = {|R(z)| ≤ 1 | z ∈ C}. (3.23)
Definition 8. Ein numerisches Verfahren heißt A-stabil, falls
|R(z) ≤ 1| fu¨r Re(z) ≤ 0 (3.24)
gilt.
Ist ein Verfahren A-stabil, so umfasst sein Stabilita¨tsgebiet die komplette linke Halb-
ebene der komplexen Zahlen. Ein A-stabiles Verfahren liefert unabha¨ngig von der Schritt-
weite h fu¨r alle λ ∈ C− eine monoton fallende Folge von Na¨herungen. Das bedeutet, dass
bei A-stabilen Verfahren das Verfahren fu¨r beliebige Werte von h stabil bleibt und so
die Schrittweite h nur gema¨ß Genauigkeitsanforderungen gewa¨hlt werden kann.
Fu¨r das s-stufige, explizite RK-Verfahren ist die Stabilita¨tsfunktion R(z) ein Polynom
von ho¨chstens Grad s (fu¨r einen Beweis siehe [DR08]). Fu¨r Polynome gilt aber, dass mit
z → ∞ auch |R(z)| gegen unendlich strebt. Deshalb sind explizite RK-Verfahren nicht
A-stabil. Weil die Lo¨sung der Funktion eλh fu¨r λ < 0 sehr schnell abklingt, la¨sst sich
dieses schnelle Abklingverhalten mit einem Polynom nur fu¨r kleine Werte |λh| wiederge-
ben. Bei sehr steifen Problemen wird das explizite Verfahren fu¨r große Werte von λ sehr
kleine Schrittweiten verlangen, damit |λh| klein genug bleibt. Da bei expliziten Verfahren
die Stabilita¨tsfunktion in der linken komplexen Ebene unbeschra¨nkt ist, sind explizite
Verfahren nie A-stabil [DR08]. Fu¨r implizite RK-Verfahren ist die Stabilita¨tfunktion
eine rationale Funktion, wobei Za¨hler und Nenner ho¨chstens vom Grad s sind [DR08].
1Dies ist die Definition des Stabilita¨tsgebiets der Einschrittverfahren, fu¨r Mehrschrittverfahren wird
das Stabilita¨tsgebiet S anders definiert [DR08].
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Rationale Funktionen ko¨nnen das schnelle Abklingverhalten der exponentiellen Lo¨sungs-
funktion (3.21) auch fu¨r große Werte von λ gut wiedergeben.
Generell gilt, dass man bei der Integration steifer Systeme A-stabile Verfahren ver-
wenden sollte, da diese die Wahl zu kleinen Schrittweiten verhindern. Da aber implizite
Verfahren in jedem Zeitschritt ein nicht-lineares GLS lo¨sen mu¨ssen, ist die Durchfu¨h-
rung eines Zeitschrittes bei impliziten Verfahren teurer als bei expliziten Verfahren. Der
Aufwand zum Lo¨sen eines nicht-linearen GLS in einem Zeitschritt kann jedoch durch die
Anwendung einer gro¨ßeren Schrittweite weitgehend kompensiert werden.
3.5. Parallele Verfahren zur numerischen Lo¨sung von ODEs
Parallele Verfahren zur numerischen Lo¨sung von ODEs lassen sich nach Gear [Gea86,
Bur95, GX93] in drei Kategorien unterteilen:
• Bei der Parallelita¨t bezu¨glich des Systems werden unterschiedliche Kompo-
nenten eines ODE-Systems parallel berechnet. Besonders fu¨r große ODE-Systeme
la¨sst sich durch das Verteilen der Daten eine sehr gute Skalierbarkeit erreichen.
• Bei der Parallelita¨t bezu¨glich der Methode ist die Methode selbst paralleli-
sierbar. Bei dieser Art der Parallelisierung nutzt man die spezielle Struktur der
Methode, um die unabha¨ngigen Berechnungen innerhalb eines Zeitschrittes auszu-
fu¨hren. Parallelita¨t bezu¨glich der Methode bietet typischerweise ein eingeschra¨nk-
tes Skalierungspotenzial, da bei diesem Ansatz die Anzahl verwendeter Prozessoren
klein bleibt. Ein Beispiel fu¨r die Parallelita¨t bezu¨glich der Methode bei expliziten
Verfahren ist die parallele Berechnung von unabha¨ngigen Stufenvektoren bei ex-
pliziten Pra¨diktor-Korrektor-Verfahren vom RK-Typ (siehe Abschnitt 3.5.1). Bei
impliziten Lo¨sungsverfahren gibt es Ansa¨tze zur Parallelisierung innerhalb eines
Newtonschrittes auf der Ebene der linearen Algebra. Ein Beispiel dafu¨r ist die
parallele Berechnung von LU-Zerlegungen und Ru¨cksubstitutionen innerhalb eines
Newtonschrittes bei multi-impliziten RK-Verfahren [Ben96].
• Werden mehrere Zeitschritte parallel ausgefu¨hrt, so spricht man von Paralleli-
ta¨t bezu¨glich der Zeit. Algorithmen, die Parallelita¨t bezu¨glich Zeit ausnutzen,
sind Parareal [LMT01], PITA [FC03], PFASST [EM12]. Alle diese Algorithmen
basieren auf einer iterativen Verfeinerung und kombinieren ein billiges, “grobes”
numerisches mit einem teuren, dafu¨r aber “feinen” numerischen Verfahren. Die se-
quentielle Lo¨sung, die durch das grobe Verfahren entstanden ist, wird mit Hilfe
paralleler Ausfu¨hrung eines feinen Verfahrens iterativ verbessert.
Einen guten U¨berblick u¨ber unterschiedliche parallele Lo¨sungsverfahren findet man in
[Bur95]. Als na¨chstes wird eine kurze U¨bersicht paralleler RK-Verfahren gegeben.
Das Parallelita¨tspotential von RK-Verfahren ha¨ngt von deren Berechnungsstruktur ab.
Aufgrund der Abha¨ngigkeit numerischer Verfahren zur Lo¨sung von DGL von der Zeit-
komponente ist die Parallelisierung auf Basis von Zeitschritten schwer und geht meistens
zur Lasten von Genauigkeitsanforderungen. Bevor man eine neue Approximation ηκ+1
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Abbildung 3.2.: Das Produktionsgraph zum Butcher-Tableau (3.25) [HNW09a].
berechnen kann, muss man in der Regel entweder die zuletzt berechnete Approximati-
on ηj kennen oder extrapolieren. Fu¨r eine spezielle Klasse von RK-Verfahren, na¨mlich
PC-Verfahren vom RK-Typ, ist die Parallelisierung bezu¨glich der Zeitschritte mo¨glich,
wie in [vdHSvdV94, vdHSvdV95] gezeigt wird. Diese Ansa¨tze erlauben aber nur eine
eingeschra¨nkte Schrittweitenkontrolle. Die Parallelisierung bezu¨glich des Systems ist fu¨r
alle RK-Verfahren mo¨glich. Dagegen ist die Parallelisierung bezu¨glich der Methode nur
auf RK-Verfahren mit spezieller Berechnungsstruktur anwendbar.
3.5.1. Parallele explizite RK-Verfahren
Die expliziten RK-Verfahren sind nur eingeschra¨nkt bezu¨glich der parallelen Berechnung
der Stufen parallelisierbar.
Die Anzahl der sequentiellen Stufen q eines Verfahrens ist die La¨nge des la¨ngsten
Pfades in dem Produktionsgraphen. Fu¨r jedes RK-Verfahren kann ein Produktionsgraph





x x x x
x x x x
(3.25)
Um einen Produktionsgraphen zu erhalten, zeichnet man fu¨r alle Eintra¨ge ali 6= 0 in
dem Butcher-Tableau eine Kante vom Knoten “i” zu Knoten “l” . Der Produktionsgraph
zum Tableau (3.25) ist in Abbildung 3.2 gegeben. Der Produktionsgraph besitzt 3 se-
quentielle Stufen. Die Stufen 2 und 3 sind unabha¨ngig voneinander und ko¨nnen deshalb
parallel berechnet werden. Verfahren, bei denen die Anzahl der sequentiellen Stufen q
gleich der Ordnung p des Verfahrens ist, d. h. p = q, werden als optimal bezeichnet.
Diese Verfahren sind optimal, weil sie eine ho¨here Genauigkeit bieten und eine maximal
mo¨gliche Parallelita¨t bezu¨glich der parallelen Stufenberechnung erreichen.
Der folgende Satz von Jackson und Nørsett (1992) schra¨nkt das Parallelita¨tspoten-
tial von expliziten RK-Verfahren bezu¨glich der parallelen Berechnung der Stufen ein
[HNW09a]:
Satz 3.5.1. Fu¨r die Ordnung p eines expliziten RK-Verfahrens mit q sequentiellen Stufen
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gilt die Bedingung
p ≤ q
fu¨r jede beliebige Anzahl verfu¨gbarer Prozessoren.
Aus Satz 3.5.1 folgt, dass bei einem optimalen Verfahren der Ordnung p maximal s−p
Stufen parallelisierbar sind [Kor07]. Eine Mo¨glichkeit zur Konstruktion von optimalen
Verfahren mittels Fixpunktiteration haben Nørsett und Simonsen [NS89] und van der
Houwen u. Sommermeijer [vdHS90a] gezeigt. Sie haben vorgeschlagen, implizite RK-
Verfahren als Basisverfahren fu¨r PC-Iteration zu nutzen. Bei impliziten RK-Verfahren
ist die Berechnung der Stufenvektoren durch ein nicht-lineares GLS der Gro¨ße s · n
gegeben. Verwendet man eine Fixpunktiteration zur Lo¨sung des nicht-linearen GLS, so
entsteht ein explizites PC-Verfahren vom RK-Typ. Explizite PC-Verfahren von
RK-Type fu¨hren, ausgehend von einem Startwert, z. B. trivialen Pra¨diktor
Y
(0)
l = ηκ fu¨r l = 1, . . . , s, (3.26)
eine Fixpunktiteration mit einer festen Anzahl m von Iterationen durch, um das resul-
tierende nicht-lineare GLS zu lo¨sen:
Y
(k)















l = 1, . . . , s, k = 1, . . . ,m.
(3.27)
Die neue Approximation an der Stelle tκ+1 wird dann wie folgt berechnet:






Zusa¨tzlich berechnet man eine zweite Approximation durch Verwendung der vorletzten
Approximationen der Stufenvektoren:






Explizite PC-Verfahren vom RK-Typ der Form (3.27) werden in der Literatur auch (pa-
rallel) iterierte RK-Verfahren (vgl. [vdHS90b]) genannt. Die Vektoren ηκ+1 und
ηˆκ+1 werden zur Schrittweitensteuerung verwendet. Fu¨r die Berechnung beider Appro-
ximationen ηκ+1, ηˆκ+1 werden die gleichen Koeffizienten bi des Gewichtungsvektors ver-
wendet. Die Verfahrenskoeffizienten ali, bi, ci, sowie die Anzahl der Iterationen m sind
durch das zugrunde liegende implizite RK-Verfahren gegeben.
Das PC-Verfahren vom Runge-Kutta-Typ der Form (3.27) kann als explizites RK-
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Verfahren durch das folgende Butcher-Tableau dargestellt werden [NS89]:
0 0
c A 0
c 0 A 0







c 0 . . . . . . 0 A 0
0T . . . . . . . . . 0T bT
(3.30)
Ist p die Ordnung des zugrunde liegenden s-stufigen RK-Verfahrens, so hat das entste-
hende (m+1) ·s-stufige explizite PC-Verfahren vom RK-Typ die Ordnung min(p,m+1)
(fu¨r einen Beweis siehe [NS89]) [RR00]. Deshalb wird die Anzahl der Iteration m bei
PC-Verfahren vom RK-Typ in der Regel auf m = p− 1 gesetzt [RR00].
PC-Verfahren vom RK-Typ der Form (3.27) bieten ein zusa¨tzliches Parallelita¨tspoten-
tial. Da bei diesem Verfahren die Stufenvektoren Yk1 , . . . ,Y
k
s innerhalb einer Iteration
k (auch Korrektorschritt genannt) unabha¨ngig voneinander sind, ko¨nnen diese parallel
berechnet werden. Damit ist bei expliziten PC-Verfahren vom RK-Typ nicht nur die
Parallelisierung bezu¨glich des Systems, sondern auch bezu¨glich der Methode (parallele
Berechnung der Stufenvektoren) mo¨glich.
Der folgende Satz gibt die untere Schranke fu¨r die minimale Anzahl der Prozessoren
bezu¨glich der Methodenparallelita¨t zur Implementierung eines optimalen PC-Verfahrens
vom RK-Typ an:
Satz 3.5.2. Explizite PC-Verfahren vom RK-Typ der Form (3.27) mit der Ordnung
min(p,m + 1) und (m + 1) · s Stufen sind optimal auf p Prozessoren, wenn m ≤ p − 1
[vdHS90b].
Es existieren optimale explizite PC-Verfahren vom RK-Typ auf (p+1)/2 Prozessoren,
entsprechende Verfahren verwenden Radau-Verfahren der Ordnung p als Basisverfahren
[vdHS90b].
In der Arbeit von Rauber und Ru¨nger [RR96] wurde das Parallelita¨tspotential von
expliziten PC-Verfahren vom RK-Typ untersucht. Es wurden unterschiedliche parallele
Implementierungen fu¨r Rechner mit verteiltem Speicher erstellt. Die Implementierungs-
varianten nutzen beide Arten der Parallelita¨t bezu¨glich der Methode und des Systems
aus und unterscheiden sich in der Verteilung der Daten. In [RR96] wurde ein Laufzeitvor-
hersagemodell pra¨sentiert, mit dem man fu¨r einzelne Implementierungen Berechnungs-
und Kommunikationszeiten abscha¨tzen kann. Ansa¨tze zur Implementierung expliziter
PC-Verfahren vom RK-Typ fu¨r Rechner mit gemeinsamem Speicher wurden von Korch
und Rauber in [KR07b] vorgestellt. Die Parallelisierung erfolgte bezu¨glich des Systems.
Das Skalierbarkeitsverhalten der Implementierungen wurde in Abha¨ngigkeit von Spei-
cherzugriffslokalita¨t untersucht und es wurden Ansa¨tze zur Optimierung des Lokalita¨ts-
verhaltens entwickelt.
Ansa¨tze zur parallelen Ausfu¨hrung eingebetteter RK-Verfahren, die das Parallelita¨ts-
potential bezu¨glich des Systems ausnutzen, findet man in [RR04, Kor07, KR06]. In
25
3. Verfahren zur numerischen Lo¨sung gewo¨hnlicher Differentialgleichungen
[KR11] wurde eine parallele Pipelining-Implementierung eingebetteter RK-Verfahren mit
reduziertem Speicherbedarf pra¨sentiert. Im Gegensatz zu den Arbeiten [KCL00, BBB04,
Ruu05] gibt dieser Ansatz keine Einschra¨nkung bezu¨glich der Wahl von Verfahrenskoef-
fizienten vor und kann deshalb auf alle eingebetteten RK-Verfahren angewendet werden.
3.5.2. Parallele implizite RK-Verfahren
Implizite RK-Verfahren haben den Nachteil, dass in jedem Zeitschritt ein nichtlinea-
res GLS gelo¨st werden muss. Zur Lo¨sung des Differentialgleichungssystems mit n Glei-
chungen und einem s-stufigen RK-Verfahren muss ein nichtlineares GLS der Dimension
s · n gelo¨st werden. Deshalb basieren die meisten parallelen impliziten RK-Verfahren
auf parallelen Implementierungen des Newton-Verfahrens. Da bei klassischen impliziten
RK-Verfahren das Berechnen von Stufenvektoren nicht entkoppelt von der Lo¨sung eines
nichtlinearen GLS stattfinden kann, ergibt sich fu¨r das Newton-Verfahren die Laufzeit
von O(s3n3), wenn ein direktes Verfahren wie z. B. Gauß zur Lo¨sung des entstehenden
linearen GLS verwendet wird [RR00]. Der Berechnungsaufwand des Newton-Verfahrens
la¨sst sich jedoch fu¨r eine spezielle Klasse impliziter RK-Verfahren, die sog. diagonal
impliziten iterierten RK-Verfahren (DIRK), deutlich reduzieren. Die DIRK-Ver-
fahren gehen auf die Arbeit [Ale77] von Alexander (1977) zuru¨ck und sind charakterisiert
durch eine Verfahrensmatrix A, die eine untere Dreiecksmatrix ist. Eine Verfahrensma-
trix ist eine untere Dreiecksmatrix, wenn alle Eintra¨ge oberhalb der Hauptdiagonale 0
sind. Durch die spezielle Berechnungsstruktur von DIRK-Verfahren reduziert sich der
Berechnungsaufwand des Newton-Verfahrens, da in jedem Iterationsschritt m anstatt ei-
nes GLS der Gro¨ße s·n nur s entkoppelte Gleichungen der Gro¨ße n gelo¨st werden mu¨ssen.
Wird ein Newton-Verfahren verwendet, so ist die Laufzeit eines Zeitschrittes der DIRK-
Verfahren O(s ·n3 ·m) [RR00]. Der Vorteil von DIRK-Verfahren gegenu¨ber anderen im-
pliziten RK-Verfahren ist die Mo¨glichkeit der parallelen Berechnung von Stufenvektoren
(s-unabha¨ngige, nicht-lineare Gleichungen) innerhalb eines Iterationsschrittes. Arbeiten
zu parallelen DIRK-Verfahren findet man u. a. in [vdHSC92, RR95, RR99, IN90, RR00].
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In diesem Kapitel werden die wichtigsten Grundlagen zum automatischen Tuning
von Software (Autotuning) dargestellt. Die Notwendigkeit des automatischen Op-
timierens von Software wird dadurch motiviert, dass die aktuellen Entwicklungen im
Bereich der Hardwarearchitektur beschrieben und die sich daraus ergebenden Heraus-
forderungen fu¨r die Softwareentwicklung ero¨rtert werden. Es folgt die Definition des
Autotuning-Problems und die anschließende Unterteilung der Autotuning-Ansa¨tze nach
dem Zeitpunkt der Evaluierung von Implementierungsvarianten und Bestimmung von
Parametern. Des Weiteren werden die Strategien zur Traversierung des Suchraumes be-
schrieben und die allgemeinen Herausforderungen und Probleme bei der Entwicklung
eines Autotuning-Ansatzes skizziert.
4.1. Aktuelle Entwicklungen im Bereich der Rechnerarchitektur
Laut Mooreschem Gesetz verdoppelt sich die Anzahl der Schaltelemente (Transistoren)
auf derselben Fla¨che eines Chips bei gleichbleibenden Kosten in etwa alle 18 Monate
[Moo65] 1. Moore’s Gesetz ist kein Naturgesetz, sondern eine empirische Beobachtung,
die Gordon Moore als Chef der Halbleiterfirma Intel im Jahr 1969 gemacht hat. Dass
das Gesetz von Moore bis heute seine Gu¨ltigkeit behielt, ist vor allem der Innovation im
Bereich der Halbleitertechnologie zu verdanken. In der bisherigen Entwicklung von Pro-
zessoren konnte die Anzahl der Transistoren auf einem Chip durch die Verringerung der
Strukturbreite von Transistoren immer weiter erho¨ht werden. Die technischen Probleme
konnten durch neue Verfahren, wie z. B. neue fotolithographische Techniken, immer wie-
der u¨berwunden werden. Da die Bauteile eines Chips aber sta¨ndig kleiner werden, wird es
fu¨r die Chip-Hersteller immer schwieriger, dem Mooreschen Gesetz zu folgen. Des Weite-
ren mehren sich die Stimmen, eine davon ist die des ehemaligen Intel-Mitarbeiters Robert
Colwells [Cro13], die bis zum Jahr 2020 das Ende des Mooreschen Gesetzes prophezeien.
Als Grund dafu¨r nennt Colwell vor allem die Explosion der Kosten bei der Fertigung
von Chips mit immer kleineren Strukturen [Cro13]. Die Entwicklung von Prozessoren mit
Transistoren stets geringerer Strukturbreite la¨sst sich am Beispiel der Firma Intel beob-
achten. Seit 2007 verwendet die Firma Intel fu¨r die Entwicklung von Prozessoren die so
genannte “Tick-Tock-Strategie”. Auf eine Strukturverkleinerung (“Tick”) kommt die
Einfu¨hrung einer neuen Prozessorarchitektur (“Tock”). Der aktuelle Prozessor von Intel,
der “Haswell”-Prozessor mit einer Fertigungstechnologie von 22 Nanometern, ist durch
die Vera¨nderung der Mikroarchitektur entstanden. Bis Anfang 2015 soll sein Nachfolger
erscheinen, der ”Broadwell“-Prozessor, der mit einer 14 Nanometer Fertigungstechnologie
1Die Anpassung der Abscha¨tzung von 24 auf 18 Monate wurde durch Moores Kollegen David House
aufgestellt.
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arbeiten soll. Die Haswell-Prozessoren bestehen aus rund 1,5 Milliarden Transistoren, der
14-Nanometer-”Broadwell“-Chip soll u¨ber 4 Milliarden Transistoren verfu¨gen [Man14].
Bis 2019 will Intel in mehreren Zwischenschritten die Transistorbreite von 5 Nanometer
erreichen. Weiter du¨rfte die Transistorbreite auf Grund der physikalischen Grenzen kaum
noch schrumpfen.
Eine Verdopplung der Transistoranzahl geht nicht unbedingt einher mit der Verdopp-
lung der Leistung von Prozessoren einher, da sich die Taktrate eines Prozessors auf-
grund von steigender Wa¨rmeentwicklung nicht beliebig steigern la¨sst. Anstatt die Tak-
trate immer weiter zu erho¨hen, ist man zu Herstellung von Mehrkernprozessoren
u¨bergegangen. Die Mehrkernprozessoren bestehen aus mehreren CPUs auf einem Chip.
Die Leistungsfa¨higkeit von Rechnersystemen la¨sst sich noch weiter durch den Bau von
Multiprozessorsystemen steigern. Multiprozessorsysteme sind Computer mit mehre-
ren Prozessoren, welche auch Mehrkernprozessoren sein ko¨nnen, die u¨ber ein Netzwerk
miteinander verbunden sind. Ein Beispiel dafu¨r sind Clustersysteme. Die Anzahl der Pro-
zessoren in Clustersystemen sowie auch der CPU-Kerne pro Prozessor nimmt sta¨ndig zu
und es ist zu erwarten, dass sich dieser Trend in der Zukunft weiter fortsetzt, was zu
Supercomputern der Exascale-Klasse mit Millionen von Prozessorkernen fu¨hren wird
[CKLV11]. Fu¨r das Jahr 2019 hat der Prozessorhersteller Intel bereits den ersten Su-
percomputer angeku¨ndigt, der die Rechenleistung eines ExaFLOPS (1018 Floating Point
Operations Per Second (FLOPS)) u¨berschreiten soll [Ris13]. Einen U¨berblick u¨ber die
schnellsten Supercomputersysteme nach Rechenleistung liefert die Top-500-Liste [top14].
Eine andere Liste, Green-500 [Com14], bewertet die Supercomputer nach der Rechenleis-
tung und dem Energiebedarf. Bei dieser wird als das Maß fu¨r die Bewertung der Super-
computersysteme die Anzahl der FLOPS pro Watt angenommen. Der aktuelle Spitzen-
reiter in der Top-500-Liste ist das chinesische Rechnersystem Tianhe-2. Dieses besteht
aus 16.000 Rechenknoten mit 3,12 Millionen Kernen und bietet die Rechenleistung von
33,86 PetaFLOPS (33, 8615 FLOPS) [top14]. Die Systeme in der Top-500-Liste basieren
auf unterschiedlichen Prozessorarchitekturen, sind aber alle Parallelrechner, bei denen
sich mehrere Recheneinheiten die Arbeit teilen. Die meisten Systeme in der Top-500-
Liste sind Clustersysteme, die aus mehreren Multicore-Standardprozessoren von Intel,
AMD, IBM u. a. aufgebaut sind. Andere Systeme in dieser Liste sind heterogene Sys-
teme. Diese kombinieren Standardprozessoren mit Zusatzprozessoren aus Grafikkarten.
Das erstplatzierte System Tianhe-2, und die Nummer 7 in der Top-500-Liste, Stam-
pede, setzen Xeon-Phi-Prozessoren von Intel ein [top14]. Dagegen nutzen die Nummer
2, Titan, und die Nummer 6, Piz Daint, Nvidia-GPUs zur Beschleunigung von Berech-
nungen [top14]. In der Top-500-Liste findet man auf den vorderen Pla¨tzen ebenfalls die
BlueGene/Q-Systeme von IBM.
Die parallelen Rechnerarchitekturen lassen sich je nach physikalischer Organisation
des Speichers in Rechner mit verteiltem und in Rechner mit gemeinsamem Speicher
unterteilten [RR12a]. Ein Rechner, bei dem jeder Prozessor physikalisch u¨ber einen eige-
nen Speicher verfu¨gt, wird als Rechner mit verteiltem Speicher (engl. distributed
memory machine) bezeichnet. Der einzelne Prozessor darf direkt nur auf seinen ei-
genen lokalen Speicher zugreifen. Wenn ein Prozessor zur Datenverarbeitung die Daten
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aus dem Speicher eines anderen Prozessors beno¨tigt, so werden diese Daten durch das
Versenden von Nachrichten (engl. message passing) u¨ber das Verbindungsnetz-
werk zur Verfu¨gung gestellt. Bei einem Rechner mit gemeinsam genutztem Speicher
(engl. shared memory machine) teilen sich mehrere Prozessoren eines Multiprozes-
sorsystems den gemeinsamen (lokalen oder globalen) Speicher. Der gemeinsame Spei-
cher besteht in der Regel aus mehreren Speichermodulen. Diese bilden zusammen einen
gemeinsamen Adressraum, auf den alle Prozessoren u¨ber ein Verbindungsnetzwerk zu-
greifen ko¨nnen. Der Austausch von Daten zwischen einzelnen Prozessoren auf einem
Rechner mit gemeinsamem Speicher kann durch die Verwendung von gemeinsamen
Variablen (engl. shared variables) erfolgen. Ebenso kann der Austausch von Daten
wie bei Rechnern mit verteiltem Speicher durch das Versenden von Nachrichten realisiert
werden.
Die fru¨heren Multiprozessorsysteme mit gemeinsam genutztem Speicher hatten einen
einzigen globalen Speicher, auf den alle Prozessoren u¨ber einen gemeinsamen Bus und
mit gleicher Speicherzugriffslatenz zugreifen konnten. Diese Art von Speicher-Architektur
wird UMA-Architektur (Uniform Memory Access) genannt. Da bei dieser Form
der Speicher-Architektur alle Speicherzugriffe u¨ber einen gemeinsamen Bus erfolgen,
kann dieser schnell zum “Flaschenhals” werden. Daher sind derartige Rechner nur einge-
schra¨nkt erweiterbar und bestehen oft nur aus wenigen Prozessoren. Die modernen Muli-
tiprozessorsysteme mit gemeinsam genutztem Speicher sind meistens so konzipiert, dass
der Zugriff auf lokale und entfernte Speichermodule mit unterschiedlicher Geschwindig-
keit erfolgt. Dieses Konzept der Speicher-Architektur wird als nicht-uniformer Spei-
cherzugriff (engl. NUMA (NON-Uniform Memory Access)) bezeichnet. Der
Zugriff auf einen dem Prozessor physikalisch nah liegenden Speichermodul hat eine ku¨r-
zere Latenzzeit als der Zugriff auf ein entferntes Speichermodul des anderen Prozessors.
Die NUMA-Rechner verwenden fu¨r die Kommunikation zwischen den Prozessoren an-
statt der Busse entweder bidirektionale Hochgeschwindigkeitsverbindungen, wie
z. B. das HyperTransport (HT) von AMD, oder einen Routing-Mechanismus, wie
das QuickPath Interconnect (QPI) von Intel.
Die Zugriffszeit auf entfernte Speichermodule kann durch schnelle Speicher, auch Ca-
ches genannt (siehe Kapitel 6.1), verborgen werden. Moderne CPUs verfu¨gen u¨ber meh-
rere Caches, in der Regel zwei oder drei, unterschiedlicher Kapazita¨t und Zugriffszeit. Bei
Multiprozessorsystemen mit lokalen Caches muss die Cache-Koha¨renz hergestellt wer-
den, weil es ansonsten zu Problemen kommen kann [RR12a]. Ein Speichersystem besitzt
die Eigenschaft der Cache-Koha¨renz, wenn ein Lesezugriff immer den Wert des letzten
Schreibzugriffs auf die entsprechende Speicherzelle liefert [Ung10]. Die Cache-Koha¨renz
kann mit Hilfe von Cache-Koha¨renz-Protokollen sichergestellt werden. Werden bei
einem NUMA-System koha¨rente Caches verwendet, so bezeichnet man diese Systeme als
cache coherent NUMA (ccNUMA) [Tan09, RR12a].
Das aktuell gro¨ßte Rechnersystem mit gemeinsam genutztem Speicher ist das UV
2000 System des Herstellers SGI, das den Beinamen “The Big Brain Computer” tra¨gt
[Cor14]. In der Maximalkonfiguration kann dieses System bis zu 2048 Prozessorkerne
(4,096 Threads) enthalten, die alle auf den gemeinsamen Speicher (bis zu 64 Terabyte)
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zugreifen. Das SGI UV 2000 ist ein ccNUMA-System, das mit den Prozessoren der
Produktfamilie Intel Xeon E5 ausgestattet ist.
Um die Wartezeit auf Speicherzugriffe zu u¨berdecken, ko¨nnen moderne Prozessoren
mehrere Threads gleichzeitig ausfu¨hren. Diese Technik wird als simultanes Multi-
threading (SMT) bezeichnet. Durch die gleichzeitige Ausfu¨hrung mehrerer Threads
ko¨nnen die Ressourcen eines Prozessors besser ausgenutzt werden.
Die aktuellen Prozessoren bieten ferner unterschiedliche Technologien zur A¨nderung
der Taktfrequenz einzelner Prozessorkerne in Abha¨ngigkeit von der Prozessorlast. Zu
diesen Technologien geho¨rt die SpeedStep-Technologie [Int14a] von Intel. Diese wurde
urspru¨nglich dazu entwickelt, den Energieverbrauch von Notebooks zu reduzieren. Mit
Hilfe der SpeedStep-Technologie kann der Prozessor die Taktrate entsprechend der CPU-
Auslastung entweder erho¨hen oder absenken. Die Turbo-Boost [Int14b] ist eine Technik
zur automatischen U¨bertakten von Prozessoren. Werden durch eine Anwendung nicht
alle CPU-Kerne ausgelastet, so kann die Taktfrequenz einzelner Kerne erho¨ht werden,
wa¨hrend andere Kerne schlafen gelegt werden. Die Gesamtwa¨rme eines Prozessors darf
dabei nicht u¨berschritten werden.
4.2. Herausforderungen in der Softwareentwicklung
Durch den vorherigen Exkurs u¨ber die Trends in der Hardwareentwicklung wird deut-
lich, dass die Komplexita¨t moderner CPUs und Multiprozessorsysteme immer weiter
zunimmt. Die Multiprozessorsysteme werden zunehmend heterogen und zeichnen sich
durch immer tiefere Speicherhierarchien, hierarchische Verbindungsnetzwerke und die
Verfu¨gbarkeit von SIMD-Vektorinstruktionen aus. Die Anforderungen an die Software
wachsen sehr schnell, und damit eine Software nicht veraltet und auch auf der aktuellen
Prozessorarchitektur effizient la¨uft, muss diese in regelma¨ßigen Absta¨nden an die Ent-
wicklung der Hardware angepasst werden. Insbesondere fu¨r die Anwendungen im Bereich
der Simulation naturwissenschaftlicher Pha¨nomene ist die Effizienz von Programmen von
entscheidender Bedeutung [RR12b]. Solche Anwendungen sind Computersimulationen
mit sehr hohen Berechnungsaufwand, wie z. B. Klima- und Wettersimulationen [RR12b].
Die Performance von sequentiellen Programmen la¨sst sich entweder durch eine Optimie-
rung des Programmcodes oder durch eine Parallelisierung steigern. Die Effizienz eines
parallelen Programms ha¨ngt sehr stark von den Eigenschaften der Zielplattform ab, wie
z. B. der Multicore-Architektur, der Cachearchitektur sowie der Topologie und Bandbrei-
te des Speichers. Um eine gute Performance zu erreichen, muss deshalb der (parallele)
Programmcode fu¨r die Zielplattform optimiert werden. Da aber neue Prozessorgene-
rationen in immer ku¨rzeren Absta¨nden auf den Markt kommen und die Komplexita¨t
der Hardware immer weiter zunimmt, ist das manuelle Optimieren von Programmcode,
auch manuelles Tuning genannt, unpraktikabel. Das manuelle Tuning verlangt vom
Programmierer viel Zeit und ist daher sehr kostenintensiv. Mehr noch: Ein Programm-
code, der fu¨r eine bestimmte Architektur optimiert worden ist und auf dieser sehr gute
Performance liefert, kann auf einer Anderen eine unterdurchschnittliche Performance
aufweisen. Der Code muss deshalb fu¨r jede neue Architektur erneut optimiert werden.
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Bei manchen Anwendungen ha¨ngt die Performance auch stark von den Eingabedaten
ab. Dieser Effekt erschwert das manuelle Tuning zusa¨tzlich.
Um den Aufwand des manuellen Tunings zu vermeiden, werden zur Codeoptimierung
vor allem unterschiedliche Compiler-Techniken verwendet [AK02, Muc97]. Die Schwie-
rigkeit fu¨r Compiler besteht aber darin, dass diese nicht u¨ber das Wissen eines Pro-
grammier-Experten verfu¨gen. Compiler sind nicht in der Lage, Vera¨nderungen in den
Datenstrukturen vorzunehmen, und ko¨nnen nur dann Optimierungstechniken anwen-
den, wenn es die Daten- und Kontrollabha¨ngigkeiten im Programm erlauben (mehr in
Kapitel 6.4). Compiler besitzen auch keine oder nur geringe Kenntnisse u¨ber die Einga-
be des Programms. Seit einiger Zeit geht daher vor allem im wissenschaftlichen Bereich
der Trend bei der Programmoptimierung zum automatischen Tuning von Software
(Autotuning).
4.3. Das automatische Tuning von Software
Beim automatischen Software-Tuning soll das Programm auf das vorgegebene Ziel hin
automatisch optimiert werden. Die Ziele zur Optimierung ko¨nnen u. a. die Ausfu¨hrungs-
zeit, der Energieverbrauch oder auch ein Kompromiss zwischen den beiden sein, wie
z. B. das Energy-Delay-Produkt [HIG94]. Soll das Programm hinsichtlich mehrerer Zie-
le gleichzeitig optimiert werden, so spricht man vom mehrkriteriellen Autotuning
(engl. multi-objective Tuning). Beim mehrkriteriellen Tuning ko¨nnen sich die zu
erreichende Ziele teilweise widersprechen, sodass ein Optimum nicht durch eine Lo¨sung
zu erreichen ist. Bei mehrkriteriellem Autotuning wird daher nicht nach einer guten
Lo¨sung, sondern nach einer Menge von nicht-dominierten Lo¨sungen gesucht, die einen
Kompromiss zwischen unterschiedlichen Optimierungszielen darstellen. In dieser Arbeit
wird das automatische Tuning bezu¨glich eines Optimierungsziels betrachtet.
Das Autotuning ist ein automatischer Prozess, der meistens aus drei Phasen besteht
[Vud11]:
• Definition des Suchraumes. Es wird festgelegt, welche Programmparameter,
Algorithmen und Optimierungstechniken wa¨hrend des Autotunings evaluiert wer-
den sollen.
• Generierung von Implementierungsvarianten. Zum Suchraum werden ent-
sprechende Implementierungsvarianten generiert. Die Programmvarianten, auch
Implementierungskandidaten genannt (engl. candidate implementati-
ons), bilden zusammen den so genannten Kandidatenpool (engl. pool of can-
didates).
• Evaluierung der Implementierungsvarianten aus dem Kandidatenpool.
Es wird nach dem Implementierungskandidaten gesucht, der das beste Ergebnis in
Hinblick auf das Optimierungsziel (z. B. schnellste Laufzeit, geringster Energiebe-
darf) bietet.
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Vom Autotuning spricht man bereits, sobald eine dieser Phasen automatisch abla¨uft
[Vud11].
4.3.1. Offline- versus Online-Autotuning
Je nachdem, zu welchem Zeitpunkt die Evaluierung von Implementierungsvarianten und
Parametern geschieht, unterscheidet man zwischen Online-Autotuning und Offline-
Autotuning. Das Offline-Autotuning findet vor dem Ausfu¨hren des Programms statt,
meistens zur Installations- oder zur Compile-Zeit. Das Offline-Autotuning wird oft bei
den Anwendungen eingesetzt, bei welchen die beste Implementierungsvariante von den
Eigenschaften der Zielplattform und nicht von dem zu lo¨senden Problem abha¨ngt. Off-
line Autotuning wurde erfolgreich bei vielen Anwendungen aus dem Gebiet der linearen
Algebra angewandt [BACD97, WD97] (siehe Kapitel 5).
Fu¨r einige Anwendungen jedoch, wie auch fu¨r die in dieser Arbeit betrachteten Sol-
ver zur Lo¨sung von AWP von ODEs, reicht das Installations- oder Compile-Zeit-Tuning
nicht aus, um die gewu¨nschte Performance zu erzielen. Bei den ODE-Solvern ha¨ngt die
erreichte Performance nicht nur von den Eigenschaften der Zielplattform ab, sondern
wird im starken Maße von erst zur Laufzeit verfu¨gbaren Informationen, wie z. B. dem
zu lo¨senden ODE-Problem und dessen Gro¨ße, beeinflusst. Das fu¨hrt dazu, dass auf der
gleichen Zielplattform, aber fu¨r unterschiedliche Eingaben unterschiedliche Programm-
varianten die schnellsten sein ko¨nnen. Da die Performance beeinflussende Eigenschaften
des Problems, wie z. B. die Gro¨ße und das Zugriffsmuster eines ODE-Problems, erst zur
Laufzeit bekannt sind, muss auch das Autotuning zur Laufzeit durchgefu¨hrt werden.
Findet der Tuning-Prozess zur Laufzeit statt, so spricht man vom Online-Autotuning.
Die Suche nach der besten Programmvariante ist generell mit einem Zeitaufwand ver-
bunden. Beim Offline-Autotuning ist die Zeit fu¨r das Autotuning in der Installations-
und Compilierungsphase verborgen. Das Tuning geschieht nur einmal, na¨mlich wenn das
Programm auf der Zielarchitektur installiert und compiliert wird. Deshalb kann beim
Offline-Autotuning, je nach Anwendung, ein Aufwand von mehreren Stunden bis Ta-
gen vertretbar sein. Beispielsweise sind bei der Offline-Autotuning-Bibliothek ATLAS
[WD97], je nach verwendeten Compiler und Architektur, Zeiten von mehreren Stunden
typisch [ATL09]. Beim Tuning zur Laufzeit wa¨ren solche lange Zeiten inakzeptabel. Beim
Online-Autotuning sollte die Zeit, die fu¨r das Tuning aufgewendet wird, durch die Zeit
der anschließenden Berechnung mit der besten Variante oder durch die mehrmalige Aus-
fu¨hrung der Berechnung weitgehend kompensiert werden. Viele Autotuning-Bibliotheken
kombinieren beide Ansa¨tze: das Offline- mit dem Online-Autotuning.
4.3.2. Strategien zur Traversierung des Suchraumes
Die Autotuning-Ansa¨tze lassen sich anhand der Strategie zur Traversierung des Such-
raumes in zwei Kategorien unterteilen: modellbasierte und empirische Ansa¨tze. Mo-
dellbasierte Autotuner verwenden Modelle, z. B. zur Laufzeitvorhersage. Die empirischen
Autotuner treffen ihre Entscheidungen auf der Suche nach der besten Implementierungs-
variante basierend auf empirischen Daten, wie z. B. der Laufzeitmessung. Die Idee der
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modellbasierten Optimierung kommt aus dem Compilerbereich [LDT09]. Im Compi-
lerbereich wurden unterschiedliche Optimierungstechniken entwickelt, wie z. B. Loop-
Unrolling oder Loop-Tiling, um die Performance eines Programmcodes auf modernen
Architekturen zu verbessern. Um geeignete Parameter, wie z. B. die Blockgro¨ße beim
Loop-Tiling oder den Aufrollfaktor beim Loop-Unrolling, fu¨r diese Optimierungstechni-
ken zu bestimmen, verwenden Compiler oft analytische Modelle. Diese sind meistens nur
eine vereinfachte Abstraktion der wesentlichen Eigenschaften der Zielplattform und der
Implementierung [LDT09]. Im Kontext der ATLAS-Bibliothek [YLR+05] wurde gezeigt,
dass die Auswahl geeigneter Blockgro¨ßen und Aufrollfaktoren mit Hilfe eines analyti-
schen Modells sehr gut funktionieren kann. Fu¨r viele hochspezialisierte Anwendungen
sind jedoch analytische Modelle aufgrund der hohen Abstraktion zu ungenau. Ein wei-
terer Nachteil ist u¨berdies, dass pra¨zise analytische Modelle sehr schwer zu konstruieren
sind.
Eine Alternative zur modellbasierten Optimierung bietet die empirische Optimierung.
Dabei werden mehrere Varianten eines Programmcodes erzeugt, die anschließend auf der
Zielplattform ausgefu¨hrt werden. Unter allen Programmvarianten wird dann automatisch
diejenige Variante ausgewa¨hlt, die das beste Ergebnis in Bezug auf das jeweilige Opti-
mierungsziel liefert. Soll beispielsweise die Ausfu¨hrungszeit eines Programms optimiert
werden, so wird anhand der Laufzeiten die schnellste Programmvariante ausgewa¨hlt. Die
Zeit fu¨r das empirische Autotuning wa¨chst exponentiell mit der Anzahl zu evaluierender
Varianten und Parameter. Wie gut das empirischen Tuning funktioniert, ha¨ngt deshalb
stark von den verwendeten Suchalgorithmen ab. Da die Anzahl zu testender Programm-
varianten sehr groß sein kann, ist die Anwendung einer erscho¨pfenden Suche meistens
unpraktikabel. Um die Zeit fu¨r das Autotuning mo¨glichst gering zu halten, wird oft eine
modellgefu¨hrte (engl. model-guided) Suche verwendet [CCH05, SSF+12]. Bei dieser
werden die Ansa¨tze der empirischen und modellbasierten Suche miteinander kombiniert.
Das analytische Modell wird verwendet, um die Anzahl der Implementierungsvarianten
fu¨r die anschließende empirische Suche einzuschra¨nken. Die empirische Suche kann zu-
dem durch die Evaluierung synthetischer Testbeispiele oder eine Heuristik unterstu¨tzt
werden.
Das Autotuning-Problem kann mathematisch als ein kombinatorisches Optimierungs-
problem formuliert werden [BWH11, Chr11a]. Ist kein Modell fu¨r die Zielfunktion ge-
geben, so ist beim empirischen Autotuning der Verlauf der Zielfunktion nicht bekannt.
Stattdessen entspricht die Auswertung der Zielfunktion an einem bestimmten Punkt dem
Messergebnis eines Experiments, genauer: dem Ausfu¨hren einer Programmvariante mit
den zu testenden Parametern und dem Sammeln von empirischen Daten, beispielsweise
dem Messen der Laufzeit [Chr11a]. Da die Ableitung der Zielfunktion nicht bestimmt
werden kann, kommen fu¨r die empirische Suche nur ableitungsfreie (engl. derivation-
free) Suchverfahren in Frage. Die ableitungsfreien Suchverfahren verwenden keine Ab-
leitungen der Zielfunktion. Bei ableitungsfreien Suchverfahren wird die Suchrichtung
durch die Auswertung der Zielfunktion an einem Punkt und dem Vergleich mit anderen
Punkten in der Nachbarschaft bestimmt. Zu den ableitungsfreien Suchverfahren geho¨-
ren direkte Suchverfahren, wie z. B. die erscho¨pfende Suche und das Simplex-Verfahren
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von Nelder und Mead [NM65]), und metaheuristische Suchverfahren, wie das Simulated
Annealing [KGV83], genetische [Gol89] und evolutiona¨re Algorithmen [Hol92], und Par-
tikelschwarmoptimierung [Ken10]. Eine U¨bersicht ableitungsfreier Suchverfahren ist in
[RS13] gegeben. Ein konzeptueller Vergleich von Metaheuristiken ist in [BR03] zu finden.
In [KKO00] wurde die Effektivita¨t unterschiedlicher Algorithmen, u. a. der zufa¨lligen Su-
che, des Simulated Annealings und eines genetischen Algorithmus fu¨r die automatische
Auswahl von Aufrollfaktoren und Blockgro¨ßen untersucht. Eine a¨hnliche Studie mit dem
Vergleich unterschiedlicher Suchalgorithmen ist in [SYD08] zu finden. In beiden Publi-
kationen [KKO00, SYD08] war die zufa¨llige Suche die effizienteste Methode. Der Grund
dafu¨r war, dass es im Suchraum viele Punkte mit guter Effizienz gab, deren Performance
maximal 5 % vom Optimum entfernt war. In [BWH13] wurden anhand der Beispiele aus
der SPAPT Test-Suite [BWN12] die globalen und lokalen Suchalgorithmen miteinander
verglichen. Die Ergebnisse in [BWH13] beschra¨nken sich auf Tuning-Parameter, deren
Wertebereich ganzzahlig ist. Das Fazit in [BWH13] ist, dass die lokalen Suchalgorithmen
gute Ergebnisse in kurzer Zeit liefern, wenn der Startpunkt der Suche gut gewa¨hlt ist.
Beim Online-Autotuning ist wichtig, geeignete Werte fu¨r die Tuning-Parameter in relativ
kurzer Zeit zu finden und nicht die optimale Parameterkonfiguration unabha¨ngig von der
verbrauchten Zeit zu bestimmen. Deshalb sind nach Ansicht der Autoren in [BWH13]
die globalen Suchalgorithmen fu¨r das Online-Autotuning weniger gut geeignet.
Der na¨chste Abschnitt skizziert allgemeine Herausforderungen und Probleme, mit de-
nen die Entwickler eines Autotuning-Ansatzes konfrontiert werden.
4.3.3. Herausforderungen und Probleme bei der Entwicklung eines
Autotuning-Ansatzes
Die Entwicklung eines Autotuning-Ansatzes stellt die Entwickler vor folgende Heraus-
forderungen:
• Moderne Hardwaresysteme haben sehr unterschiedliche Eigenschaften. Deshalb
ko¨nnen Optimierungstechniken und Parameter, die auf einer Plattform gute Lauf-
zeiten liefern, auf einer anderen Plattform zu sehr langsamen Laufzeiten fu¨hren.
• Bei einigen Anwendungen, wie z. B. den in dieser Arbeit betrachteten Algorith-
men zur Lo¨sung von AWPs, ha¨ngt die Programmperformance nicht nur von den
Eigenschaften der Zielplattform, sondern auch von den Eingabedaten ab. In einem
solchen Fall reicht das Offline-Tuning zur Installations- oder Compile-Zeit nicht
aus. Da das zu lo¨sende Problem erst zur Laufzeit bekannt ist, muss das Tuning
ebenfalls zur Laufzeit stattfinden. Es ist aber durchaus mo¨glich, Offline- mit Online-
Tuning zu kombinieren. Beispielsweise kann das Autotuning problemunabha¨ngiger
Parameter in der Installationsphase mittels synthetischer Benchmarks erfolgen.
• Die zu optimierenden Parameter ko¨nnen sich gegenseitig beeinflussen.
• Die Anzahl der Programmvarianten wa¨chst exponentiell mit der Anzahl zu evalu-
ierender Parameter. Da die erscho¨pfende Suche bei einer sehr großen Anzahl von
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Varianten zu lange dauern wu¨rde, sind Strategien zur Minimierung des Suchraumes
notwendig.
• Die Zeit zum Durchfu¨hren des Autotunings soll beim Online-Autotuning nicht
la¨nger als die notwendige Zeit zum Lo¨sen des Problems sein. Bei der Entwicklung
eines Online-Autotuners muss daher zwischen der Dauer des Autotunings und dem
optimalen Autotuning-Ergebnis abgewogen werden.
• Bei der Messung der Laufzeit oder der Energie ko¨nnen Schwankungen auftreten.
Oft entstehen diese durch das Starten von Prozessen des Betriebssystems. Die Pro-
zesse des Betriebssystems teilen sich die Hardware-Ressourcen mit der Applikation,
was zu Wartezeiten und Laufzeitschwankungen fu¨hren kann. In der Literatur wer-
den Sto¨rungen, die durch das Betriebssystem verursacht werden, als Systemrau-
schen (engl. Background-Noise, OS-Jitter) bezeichnet. Im Zusammenhang
mit den Schwankungen der Messergebnisse stellt sich bei der Entwicklung eines Au-
totuners daher die Frage, ob und wie oft gegebenenfalls eine Messung wiederholt
werden muss.
Im na¨chsten Kapitel werden verwandte Arbeiten aus unterschiedlichen Gebieten der
Informatik vorgestellt, die sich ebenfalls mit dem automatischen Tuning von Software
bescha¨ftigen.
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Einordnung der eigenen Arbeit
In diesem Kapitel wird ein U¨berblick u¨ber verwandte Arbeiten anderer Autoren gegeben
und der Beitrag der eigenen Arbeit in die aktuelle Forschungslandschaft eingeordnet.
5.1. Darstellung verwandter Arbeiten
Das Autotuning wurde erfolgreich bei vielen Anwendungen, u. a. der linearen Alge-
bra, verschiedenen Solvern, Algorithmen fu¨r die digitale Signalverarbeitung (DSP) und
MPI-Kommunikationsoperatoren, angewandt. Die ersten Autotuning-Bibliotheken wa-
ren PHiPAC (Portable High Performance ANSI C) [BACD97] und ATLAS
(Automatically Tuned Linear Algebra Software) [WD97] fu¨r Operationen der
linearen Algebra fu¨r dichtbesetzte Matrizen und Vektoren. Bei dem PHiPAC-Ansatz
wurden mit Hilfe generischer Modelle die Richtlinien fu¨r einen portierbaren und effizi-
enten ANSI C Code fu¨r die damals aktuellen Mikroprozessoren und Compiler festgelegt.
PHiPAC entha¨lt einen Codegenerator, der einen parametrisierten Code entsprechend die-
ser Richtlinien erzeugen kann. Der Autotuning-Prozess wird von einem zentralen Skript
gesteuert. Dieser generiert fu¨r unterschiedliche Kombinationen von Compiler-Optionen
und Programm-Parameter (z. B. Blockgro¨ße, Aufrollfaktoren fu¨r Schleifen) den jewei-
ligen Programmcode, der dann auf der Zielarchitektur compiliert und ausgefu¨hrt wird.
Als Ergebnis liefert das Skript diejenige Kombination von Programm-Parametern zuru¨ck,
die auf dieser Plattform und mit diesem Compiler zum Programmcode mit der schnells-
ten Laufzeit gefu¨hrt hat. Da system-spezifische Programmversionen fu¨r alle BLAS1-
Operationen erzeugt werden, kann die Perfomance-Optimierung mit PHiPAC mehrere
Tage dauern.
Das ATLAS-Projekt ist die Weiterentwicklung von PHiPAC. Beide Bibliotheken nut-
zen eine erscho¨pfende Suche zur Bestimmung der Programmvariante mit der besten Per-
formance. PHiPAC und ATLAS sind Offline-Autotuner. Die Suche findet wa¨hrend der
Compile-Zeit statt. In [YLR+05] wurde ein modellbasierter Ansatz fu¨r die Optimierung
der Matrix-Multiplikation pra¨sentiert. Die Autoren haben gezeigt, dass die Optimierung
der Programm-Performance mittels eines Modells genauso effizient sein kann wie die
empirische Suche.
In [EGD+05] wurde am Beispiel der ATLAS-Bibliothek eine empirische Suche mit
einem modellbasierten Ansatz kombiniert. Das analytische Modell von Yotov [YLR+05]
wurde dazu verwendet, den Suchraum mo¨glicher Blockgro¨ßen und Aufrollfaktoren fu¨r
die anschließende empirische Suche einzugrenzen.
1BLAS (Basic Linear Algebra Subprograms) ist eine Bibliothek fu¨r Operationen der linearen Algebra.
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FFTW [FJ05] steht fu¨r Fastest Fourier Transform in the West und ist eine Biblio-
thek zur Berechnung von diskreten Fourier-Transformationen (DFTs) mit Hilfe
einer schnellen Fourier-Transformation (engl. FFT (Fast Fourier Transform)).
Im Gegensatz zu ATLAS besteht beim FFTW der Autotuning-Suchraum nicht aus
Programmparametern, sondern aus unterschiedlichen FFT-Algorithmen zur Lo¨sung von
DFTs, die Solver genannt werden. Es gibt eine Reihe unterschiedlicher FFT-Algorithmen
sowie zahlreiche Varianten davon [Mer13]. Diese unterscheiden sich darin, wie bestimmte
Teile einer DFT so umgeformt werden (z. B. durch Faltung), dass zur Berechnung weniger
Multiplikationen (stellen den gro¨ßten Rechenaufwand dar), notwendig sind. Der bekann-
teste FFT-Algorithmus ist der Cooley-Tukey-Algorithmus [CT65]. Dieser funktio-
niert nur fu¨r DFTs der Gro¨ße 2n, wobei n die Anzahl der Stu¨tzstellen bezeichnet. Fu¨r eine
DFT beliebiger Gro¨ße werden andere FFT-Algorithmen, wie z. B. der Bluestein-FFT-
Algorithmus [Blu70], verwendet. Die FFTW-Bibliothek nutzt einen Planer (engl.
planner), um die Berechnung einer DFT auf der Zielplattform zu optimieren. Der Pla-
ner zerlegt die Berechnung einer DFT in kleine Teilprobleme, die dann rekursiv mit
Hilfe unterschiedlicher FFT-Algorithmen gelo¨st werden. Ein Codefragment zur Lo¨sung
einer kleinen DFT wird Codelet genannt. Die rekursive Berechnung einer DFT wird
Plan genannt. Dieser setzt sich aus unterschiedlichen Codelets zusammen. Die Codelets
werden automatisch durch einen Compiler erzeugt. Ein Plan wird vor der eigentlichen
Berechnung generiert, sobald die Gro¨ße des zu lo¨senden DFT-Problems bekannt ist.
Zur Auswahl des schnellsten Plans (Kombination von Algorithmen) fu¨r die jeweilige
Zielplattform wird dynamische Programmierung und die Zeit als Optimierungsmetrik
verwendet.
Spiral [PMJ+05, PFV11] und UHFFTW [MJ01] sind Autotuning-Bibliotheken aus
dem Bereich der Bild- und Signalverarbeitung. Spiral ist eine Bibliothek zur automa-
tischen Optimierung von Algorithmen zur Berechnung von DSP-Transformationen. Zu
diskreten DSP-Transformationen za¨hlen u. a. DFT und diskrete Kosinustransformation.
Spiral verwendet eine empirische Suche, die zur Compile-Zeit stattfindet. Der Such-
raum setzt sich aus unterschiedlichen Algorithmen und Optimierungen auf der Code-
ebene zusammen. Der Anwender gibt die zu lo¨sende DSP-Transformation und, wenn
bekannt, zugleich die Gro¨ße der Eingabe an. Der doma¨nenspezifische Codegenerator er-
zeugt daraufhin mehrere zu dieser Transformation zugeho¨rige Algorithmen, die in der
so genannten SPL-Sprache (Signal Processing Language) [XJJP01, PMJ+05] spezifiziert
werden. Bei der Codegenerierung werden verschiedene Codetypen unterstu¨tzt: skalar,
parallel, parametrisiert, rekursiv. Je nach Codetyp werden unterschiedliche Techniken
zur Codeerzeugung verwendet. Durch die Angabe von Compiler-Direktiven ko¨nnen auch
Optimierungen auf der Codeebene durchgefu¨hrt werden, wie z. B. die Auswahl geeigne-
ter Aufrollfaktoren fu¨r Loop-Unrolling oder das Inlining von Konstanten. Der Spiral-
Compiler generiert dann fu¨r jedes SPL-Programm den entsprechenden C-Code. Dieser
wird auf der Zielarchitektur ausgefu¨hrt und deren Laufzeit wird gemessen. Von allen
Codevarianten wird dann die Variante mit der besten Laufzeit gewa¨hlt. Im Rahmen des
SPIRAL-Projekts wurde mit unterschiedlichen Suchstrategien experimentiert, u. a. mit
der vollsta¨ndigen Suche [PMS+04], dem maschinellen Lernen [dVP10], dem bandit-based
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Monte-Carlo-Algorithmus [dRVP09] und der evolutiona¨ren Suche [PMS+04].
Die UHFFT (Adaptive and Portable Software Library for Fast Fourier
Transforms)-Bibliothek arbeitet a¨hnlich wie FFTW. Zur Installationszeit werden auto-
matisch optimale Faktoren fu¨r die Zerlegung einer DFT in kleine Teilprobleme bestimmt,
fu¨r die in der Bibliothek effiziente DFT-Codelets existieren.
Die OSKI (Optimized Sparse Kernel Interface)-Bibliothek [VDY05, BLYD12]
bietet auf die Laufzeit optimierte Berechnungskernels fu¨r Operationen der linearen Al-
gebra fu¨r du¨nnbesetzte Matrizen. OSKI durchsucht automatisch eine Vielzahl von Pro-
grammvarianten mit unterschiedlichen Abspeicherungsformaten der du¨nnbesetzten Ma-
trizen sowie unterschiedlichen Codeoptimierungen. Weil die Information daru¨ber, wie
viele Eintra¨ge der Matrix Null sind, erst zur Laufzeit verfu¨gbar ist, kombiniert OSKI
Online- mit Offline-Autotuning. In der Offline-Phase werden mehrere Codevarianten fu¨r
die von der Eingabe unabha¨ngigen zu optimierenden Parameter generiert. Die Perfor-
mance dieser Varianten wird anhand kleiner Benchmarks (synthetischer Matrizen) auf
der Zielarchitektur gemessen. In der Online-Phase wird dann ein heuristisches Modell
zusammen mit den Ergebnissen dieser Benchmarks dazu genutzt, die Implementierung
mit der besten Performance vorherzusagen. In [BLYD12] wurde eine parallele Version
der OSKI Bibliothek beschrieben.
Das SALSA (Self-Adapting System for Linear Solver Selection)-Projekt [EF10]
verwendet Bayes-Klassifikatoren, um einen geeigneten linearen bzw. nicht-linearen Sol-
ver zusammen mit einem Vorkonditionierer und weiteren Parametern zum Lo¨sen von
(nicht-)linearen GLS zu bestimmen.
Autotuning funktioniert nicht nur auf CPU-Systemen, sondern auch auf anderen Platt-
formen. In [DBLG11] wurde ein Autotuning Framework fu¨r FFTs auf GPUs pra¨sentiert.
Zur Reduktion des Suchraumes wurden Heuristiken verwendet. In ju¨ngster Zeit sind
auch viele Publikationen entstanden, die sich mit der automatischen Codeoptimierung
auf parallelen und heterogenen Plattformen bescha¨ftigen. PEPPHER (Performance
Portability and Programmability for Heterogeneous Many-core Architectu-
res) [BPT+11] ist ein Framework fu¨r die Programmierung und Optimierung von rechen-
intensiven Aufgaben/Tasks auf heterogenen Architekturen. PEPPHER bietet keine au-
tomatische Generierung von Implementierungsvarianten an, kann aber zum dynamischen
Scheduling der Tasks [ATNW11] sowie zur Auswahl der besten Implementierungsvari-
anten und geeigneter Optimierungsparameter genutzt werden. Die Auswahl der besten
Variante ha¨ngt von der Laufzeit und der Verfu¨gbarkeit von Rechendaten und Hardwa-
reressourcen ab. In [ATNW11] wurde PEPPHER als ein Task-Scheduler realisiert, der
zum Lo¨sen eines Scheduling-Problems unterschiedliche Heuristiken, wie z. B. die Hete-
rogeneous Earliest Finish Time [THW02], verwendet. Der Ansatz in [DEK11] stellt eine
Erweiterung von [BPT+11] dar. In [DEK11] wurde maschinelles Lernen verwendet, um
in der Offline-Phase die Laufzeit von Programmvarianten anhand kleiner Testbeispiele
vorherzusagen. Die daten-parallelen Programmvarianten wurden mit Hilfe algorithmi-
scher Skelette erzeugt. Bei der Programmierung mit algorithmischen Skeletten [DEK11]
stehen dem Programmierer nur eine Menge vordefinierter parametrisierter Strukturen
zur Codeimplementierung zur Verfu¨gung. Diese ko¨nnen jedoch in der spa¨teren Imple-
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mentierungsphase ausgebaut werden. In [DEK11] wurde eine dynamische Anpassung
eines Skeletts an die Zielarchitektur implementiert. Dynamische Anpassung bedeutet
im diesem Fall die automatische Auswahl geeigneter Skelettparameter. Die Auswahl
der Skelettparameter erfolgt abha¨ngig von der Gro¨ße der Eingabe mit Hilfe eines heu-
ristischen Algorithmus aus dem Bereich der Genetischen Programmierung (GP). Der
Algorithmus iteriert u¨ber den Suchraum mo¨glicher Skelettparameter und misst die Zeit
fu¨r jeden Skelettparameter und fu¨r verschiedene Eingabegro¨ßen. Als Ergebnis liefert der
GP-Algorithmus eine Abbildung der Eingabegro¨ßen auf optimale Skelettparameter.
Active Harmony [TH11] ist ein Autotuning-System fu¨r die Optimierung von wissen-
schaftlichen Anwendungen auf parallelen Architekturen. Active Harmony verbindet die
Idee der Feedback-basierten Optimierung (engl. feedback-oriented optimizati-
on) mit der Just-in-time-Kompilierung (JIT). Die Feedback-basierte Optimierung
ist ein allgemeiner Begriff fu¨r die Technologien, die zur Laufzeit gesammelten Informatio-
nen zur Programmoptimierung nutzen [Smi00]. Bei der Just-in-time-Kompilierung wer-
den Programme zur Laufzeit kompiliert. Zur Definition von Optimierungsparametern
und deren Abha¨ngigkeiten untereinander wird Constraint Specifaction Language
(CSL) verwenden. Außerdem ko¨nnen die CSL-Ausdru¨cke vom Benutzer dazu genutzt
werden, Hinweise an den Suchalgorithmus zu u¨bermitteln. Mo¨gliche Hinweise ko¨nnen
zum Beispiel die Defaultwerte fu¨r Optimierungsparameter, die Bedingungen an die Gro¨ße
von MPI-Nachrichten oder die Anzahl zu startender MPI-Threads sein. Active Harmony
nutzt einen parallelen Suchalgorithmus, genannt Parallel Rank Order (PRO). Dieser
basiert auf der Simplex-Suche. Im Gegensatz zu anderen Suchalgorithmen, erlaubt der
PRO-Algorithmus das gleichzeitige Auswerten unterschiedlicher Codevarianten und Pa-
rameter. Im Fall von SPMD-Programmen ko¨nnen unterschiedliche Codevarianten und
Parameter simultan auf unterschiedlichen CPU-Knoten eines Rechensystems ausgewertet
werden. Das Verwenden eines parallelen Suchalgorithmus reduziert die Anzahl notwendi-
ger Iterationen zum Finden einer nahezu optimalen Programmvariante. Das Compilieren
von neuen Codevarianten findet auf den fu¨r diese Aufgabe speziell reservierten Rechenk-
noten statt, so dass die Auswertung von Programmvarianten auf anderen Knoten nicht
unterbrochen werden muss.
Perpetuum [KP11a, KP11b] ist ein Autotuner fu¨r parallele Programme, der in das
Betriebssystem Linux integriert ist. Perpetuum ist ein Online-Autotuner zur Laufzeitop-
timierung von parallelen Implementierungen mit gemeinsamem Adressraum. Als Such-
methode nutzt Perpetuum eine Variante des Simplex-Algorithmus. Die zu optimieren-
den Anwendungen mu¨ssen iterativ sein. Das heißt, der Programmcode soll einen Bereich
enthalten, der sta¨ndig wiederholt wird. Solche Bereiche eines Programmcodes werden
als “hot spots” bezeichnet. Ein Beispiel dafu¨r sind berechnungsintensive Schleifen. Vor
Beginn des Autotunings muss der Anwender dem Betriebssystem mitteilen, welche “hot
spots” im Programm existieren und welche Parameter optimiert werden sollen. Ein Nach-
teil von Perpetuum ist es, dass keine Generierung von neuen Codevarianten unterstu¨tzt
wird. Deshalb ko¨nnen nur die Optimierungstechniken evaluiert werden, die keine Code-
restrukturierung erfordern. Im Gegensatz zu anderen Autotunern ist Perpetuum in der
Lage, mehrere parallele Anwendungen gleichzeitig zu optimieren.
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PLASMA (Parallel Linear Algebra Software for Multi-core Architectu-
res) und MAGMA (Matrix Algebra on GPU and Multi-core Architectures)
[ADD+09] sind zwei Projekte, die sich mit der Optimierung von Algorithmen der li-
nearen Algebra auf Mehrkernprozessoren bescha¨ftigen. PLASMA ist eine Neuimplemen-
tierung der Bibliotheken LAPACK [ABD+90] und ScaLAPACK [CDD+96] fu¨r Mehr-
kernprozessoren mit gemeinsamem Speicher. Das MAGMA-Projekt hat die Entwick-
lung einer Bibliothek der linearen Algebra fu¨r du¨nnbesetzte Matrizen zum Ziel, a¨hn-
lich der LAPACK-Bibliothek, aber fu¨r heterogene Architekturen (bestehend aus CPUs
und GPUs). Bei MAGMA werden Algorithmen der linearen Algebra in Tasks unter-
schiedlicher Granularita¨t partitioniert. Kleine, nicht parallelisierbare Tasks werden auf
CPUs ausgefu¨hrt, wa¨hrend große Tasks, wie z. B. die BLAS3-Routinen, auf GPUs aus-
gefu¨hrt werden [DDG+12]. Die MAGMA-Bibliothek entha¨lt einen Autotuner fu¨r die
Matrix-Multiplikationsroutine GEMM auf GPUs [LDT09]. In [STD12] wurden die Loop-
Tiling-Algorithmen fu¨r die LU, QR und Cholesky-Zerlegungen [BLKD09] an heterogene
CPU/GPU-Architekturen angepasst. Die heterogenen Loop-Tiling-Algorithmen schla-
gen zwei Arten von Blockgro¨ßen vor: Fu¨r CPU- und GPU-Kerne. In [STD12] werden die
optimalen Blockgro¨ßen fu¨r die CPU- und GPU-Kerne automatisch ausgewa¨hlt. Im Rah-
men der PLASMA-Bibliothek wurde in [ADNT11] ein Autotuner fu¨r die QR-Zerlegung
entwickelt.
Autotuning-Techniken wurden auch erfolgreich zur Optimierung von Stencilberech-
nungen (Nachbarschaftsberechnungen) auf CPUs und GPUs eingesetzt. Bei einer Sten-
cilberechnung wird in jedem Zeitschritt jedem Punkt sowie benachbarten Punkten des
Gitters entsprechend einer Berechnungsfunktion ein neuer Wert zugeordnet. Stencilbe-
rechnungen finden ihre Anwendung in vielen Algorithmen, einschließlich den Algorith-
men zur Lo¨sung von PDEs. Ein allgemeiner Framework zur automatischen Performance-
Optimierung von Stencilberechnungen wurde von Kamil und anderen in [KCW+10] pra¨-
sentiert. Die Beschreibung eines Stencils wird geparst und als ein abstrakter Syntax-
baum (engl. Abstrakt Syntax Tree (AST)) dargestellt. Danach werden auf dem AST
unterschiedliche Optimierungen und Transformationen, wie z. B. das Loop-Unrolling und
Loop-Tiling, ausgefu¨hrt. Der parallele Codegenerator verwendet POSIX-Threads zur
Generierung parallelen Codes fu¨r Rechner mit gemeinsamem Adressraum. Der parallele
Code wird dann mit unterschiedlichen Parameterkombinationen auf der Zielarchitektur
ausgefu¨hrt und fu¨r jede Parameterkombination wird die Laufzeit gemessen. Am En-
de des Autotuning-Prozesses wird dem Benutzer die schnellste Parameterkombination
mitgeteilt. In [KCO+10] wurde der Autotuning-Ansatz von [KCW+10] fu¨r die parallele
Programmierung mit CUDA auf GPUs erweitert.
PATUS (Parallel Auto-Tuned Stencils)[CSB11, Chr11b] ist ebenfalls ein Autotu-
ner fu¨r Stencilberechnungen auf Mehrkernprozessoren (bestehend aus CPUs und GPUs),
der aber aktuell nur die Traversierung des Gitters mit Hilfe der Jacobi-Iteration unter-
stu¨tzt [Chr11b]. Bei der Jacobi-Iteration du¨rfen keine Datenabha¨ngigkeiten zwischen den
Gitterpunkten bestehen. Bei der Anwendung von Stencilberechnungen auf Gitterpunkte
spielt die Reihenfolge der Berechnungen keine Rolle. PATUS bietet mehrere Strategien
zur Traversierung des Suchraums und Parallelisierung des Sourcecodes. Die von PA-
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TUS unterstu¨tzen Optimierungen sind u. a. die Vektorisierung, Loop-Unrolling, Loop-
Blocking und die spezielle Optimierungen fu¨r NUMA-Architekturen, wie z. B. Thread-
Affinity [HW10] und Cache-Bypassing [Dat09, Chr11b]. Vom Codegenerator erzeugte
Varianten werden auf der Zielarchitektur ausgefu¨hrt. Als Ergebnis des Autotunings lie-
fert PATUS die beste Optimierungs- und Parallelisierungsstrategie.
Autotuning-Techniken wurden auch zur Performance-Verbesserung von MPI-Kommu-
nikationsoperationen eingesetzt. STAR-MPI (Self Tuned Adaptive Routines for
MPI Collective Operations) [FYL06] ist ein Autotuner zur automatischen Opti-
mierung von kollektiven MPI-Kommunikationsoperationen. Fu¨r jede kollektive MPI-
Kommunikationsoperation ha¨lt STAR-MPI eine Menge von Kommunikationsalgorith-
men bereit. Welcher Kommunikationsalgorithmus fu¨r die jeweilige MPI-Kommunika-
tionsoperation der effizienteste ist, ha¨ngt vor allem von der Anwendung und den Eigen-
schaften der Zielplattform ab. Um die Anzahl zu testender Kommunikationsalgorithmen
klein zu halten, werden die Kommunikationsalgorithmen entsprechend den Optimie-
rungszielen und MPI-Operationen in Gruppen unterteilt. Zum Beispiel werden solche
Kommunikationsalgorithmen in eine Gruppe zusammengefasst, die Kommunikationsope-
rationen fu¨r kleine Nachrichtengro¨ßen optimieren. Das Autotuning findet zur Laufzeit
statt. Zuerst wird aus jeder Gruppe ein Algorithmus ausgewa¨hlt und die Laufzeiten die-
ser Algorithmen werden untereinander verglichen. Steht die Gewinner-Gruppe fest, so
werden alle Algorithmen aus dieser Gruppe untereinander verglichen und der schnellste
Algorithmus bestimmt.
Moderne Compiler bieten eine Reihe von Techniken zur Codeoptimierung. Der Be-
nutzer kann durch die Angabe der Compiler-Flags bestimmte Techniken der Codeopti-
mierung an- und ausschalten. Mit der Aktivierung des
”
-Ox“ Flags kann der Optimie-
rungslevel x gewa¨hlt werden. Je ho¨her der Optimierungslevel, desto mehr Optimierun-





-O3“ ist eine feste Menge von Optimierungen, basierend auf der Er-
fahrung von Compilerentwicklern, zugeordnet. Generell ist die beste Kombination von
Compiler-Optimierungen architektur- und problemabha¨ngig. Außerdem ko¨nnen sich ver-
schiedene Compiler-Optimierungen untereinander beeinflussen. Viele Arbeiten aus dem
Compilerbereich befassen sich mit der automatischen Auswahl der besten Kombinati-
on von Compiler-Optimierungen (Compiler-Flags). PEAK [PE08] ist ein Autotuning,
welches fu¨r die performance-relevanten Teile eines Programms die beste Kombinati-
on der Compiler-Optimierungen ermittelt. In [PE08] wurde der Algorithmus Com-
bined Elimination (CE) vorgeschlagen. Der CE-Algorithmus entfernt iterativ aus
der Menge zula¨ssiger Optimierungen solche Optimierungen, die nicht zur Performance-
Verbesserung beitragen. Der Algorithmus der statistischen Auswahl (engl. Static
Selection) in [PKHW04] nutzt orthogonale Felder, um die Auswirkung unterschiedlicher
Compiler-Optimierungen auf die Performance abzuscha¨tzen. Die Autoren in [CFA+07]
und [FKM+11] nutzten die Methoden des maschinellen Lernens, um die Anzahl zu evalu-
ierender Compiler-Optimierungen einzuschra¨nken. Zur Vorhersage der besten Kombina-
tion von Compiler-Optimierungen nutzt das Modell in [CFA+07] neben den Laufzeiten
vorheriger Programmla¨ufe auch Perfomance-Counter.
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Cetus [BML+13] ist eine Compiler-Infrastruktur zur automatischen Parallelisierung
von Programmen. Der Cetus-Compiler verwendet eine Offline-Autotuning-Strategie, die
als Fenster-basiertes Autotuning bezeichnet wird. Bei dieser wird das Programm in Teile,
auch p-Fenster genannt, aufgeteilt. Die Gro¨ße eines p-Fensters wird durch die Anzahl
der darin enthaltenen Schleifen bestimmt und vom Benutzer vorgegeben. Die Optimie-
rungsparameter werden mittels eines Abha¨ngigkeitsgraphen in Gruppen, als o-Fenster
bezeichnet, aufgeteilt. Die voneinander unabha¨ngigen Optimierungsparameter geho¨ren
unterschiedlichen o-Fenstern an und ko¨nnen deshalb gleichzeitig evaluiert werden. Zu
jedem p-Fenster wird anhand von Laufzeiten die beste Kombination der Parameter in
jedem der o-Fenster bestimmt. Bei der Optimierung werden die Abha¨ngigkeiten zwischen
den aneinander angrenzenden Schleifen der p-Fenster beru¨cksichtigt. Zur Traversierung
des Suchraumes wird eine erscho¨pfende Suche eingesetzt.
In [KGCF13] wurde der Insieme-Compiler verwendet, um die Tasks dynamisch, basie-
rend auf einem Vorhersagemodell, auf vorhandene OpenCL-fa¨hige Gera¨te zu verteilen.
Bei der Erzeugung eines Vorhersagemodells wurde mit unterschiedlichen Methoden des
maschinellen Lernens experimentiert.
In [JTD+12] wurde ein mehrkriterielles Autotuning-Framework fu¨r parallele Program-
me vorgestellt. Das Framework besteht aus einem Compiler und einem Laufzeitsystem.
Der mehrkriterielle Autotuner erzeugt eine ausfu¨hrbare Datei mit mehreren Programm-
versionen, die eine Menge von Kompromisslo¨sungen zwischen verschiedenen Optimie-
rungszielen repra¨sentieren. Als Beispiel fu¨r die Anwendbarkeit des Verfahrens wurde die
parallele Berechnung der Matrixmultiplikation betrachtet. Die Blockgro¨ße und die An-
zahl der Threads soll so gewa¨hlt werden, dass die Ausfu¨hrungszeit minimiert und die
Effizienz maximiert wird.
Die Methode der Programmspezialisierung optimiert das Programm hinsichtlich der
Programminvarianten unter der Beru¨cksichtigung von Eingabedaten. In [OKJ+13] wur-
de eine Methode zur automatischen Schleifenspezialisierung fu¨r sequentielle Programme
vorgestellt. Die von den Autoren vorgeschlagene Technik wird
”
Invariant-induced Pat-
tern based Loop Specialization (IPLS)“ genannt. Diese Technik kann Muster erkennen,
die sich u¨ber Iterationen von Schleifen hinweg fu¨r bestimmte Eingaben wiederholen.
ILPS spezialisiert die Schleife durch das Entrollen derselben mit der La¨nge des Mus-
ters. Jede Iteration der entrollten Schleife wird dann auf den entsprechenden Wert des
Musters gesetzt. Der Prototyp von ILPS wurde im LLVM-Compiler-Framework [LA04]
implementiert.
Die Tabelle 5.1 fasst die unterschiedlichen Arbeiten aus dem Autotuning Bereich zu-
sammen.
5.2. Darstellung der eigenen Arbeit
Den Kernpunkt dieser Arbeit stellt die Entwicklung eines selbstadaptiven Algorithmus
zum effizienten numerischen Lo¨sen von Anfangswertproblemen gewo¨hnlicher Differenti-
algleichungssysteme auf modernen parallelen Architekturen dar.
Generell ha¨ngt die Effizienz eines parallelen Programms stark von den Eigenschaften
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Tabelle 5.1.: U¨bersicht ausgewa¨hlter Arbeiten im Autotuning-Bereich.
Projekt Publikationen Parallelita¨t Doma¨ne





FFTW [FJ05] nein DFT
FFTW [DBLG11] ja DFT
Spiral [PMS+04] nein DSP-Transformationen
UFFTW [MJ01] nein DSP-Transformationen
OSKI [VDY05] nein du¨nnbesetzte Matrizen
OSKI [BLYD12] ja du¨nnbesetzte Matrizen
SALSA [EF10] nein (nicht-)lineare GLS
PLASMA [ADNT11] ja dichtbesetze Matrizen
MAGMA [LDT09, STD12] ja dichtbesetze Matrizen
PEPPHER [BPT+11] ja allgemein
Active Harmony [TH11] ja allgemein
Perpetuum [KP11a, KP11b] ja allgemein




PEAK [PE08] nein allgemein
Patus [CSB11, Chr11b] ja Stencilberechnungen




[KGCF13] ja Aufteilung der Tasks auf
heterogenen Architektu-
ren
IPLS [OKJ+13] nein Programmspezialisierung
der Zielplattform ab, wie z. B. der Multicore-Architektur, der Cachearchitektur sowie der
Topologie und der Bandbreite des Speichers. Um eine gute Performance und hohe Ska-
lierbarkeit erreichen zu ko¨nnen, muss der (parallele) Programmcode fu¨r die Zielplattform
optimiert werden. Da aber die neuen Prozessorgenerationen in immer ku¨rzeren Absta¨n-
den auf den Markt kommen und die Komplexita¨t und Heterogenita¨t der Hardware immer
weiter zunimmt (vgl. Kapitel 4.1), wird das manuelle Optimieren des Programmcodes
stets schwieriger und zeitaufwendiger. Das Problem des manuellen Optimierens la¨sst sich
jedoch durch den Entwurf selbstadaptiver Techniken und Algorithmen umgehen.
Numerische Verfahren zur Lo¨sung von Anfangswertproblemen gewo¨hnlicher Differen-
tialgleichungssysteme approximieren die Lo¨sungsfunktion durch die Berechnung einer
Folge von Zeitschritten, solche Lo¨sungsverfahren werden allgemein als Zeitschrittver-
fahren (engl. time stepping methods) bezeichnet (vgl. Kapitel 3). Die Lo¨sung eines
AWP kann sehr rechenintensiv sein, d. h. sehr hohen Zeitaufwand und viele Zeitschritte
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beno¨tigen. Abha¨ngig von dem gestellten AWP, der vorgegebenen Genauigkeitstoleranz
und der La¨nge des Integrationsintervalls, kann die Anzahl der zur Lo¨sung beno¨tigten
Schritte im Bereich von mehreren Tausenden bis Millionen liegen. Damit die AWPs zu-
ku¨nftig schneller und mo¨glicherweise energieeffizienter gelo¨st werden ko¨nnen, ist eine
effiziente Umsetzung von ODE-Verfahren auf modernen Architekturen erforderlich. Da
die Laufzeit der ODE-Verfahren von den Eigenschaften der Hardware und dem zu lo¨-
senden ODE-Problem abha¨ngig ist, muss sich der Programmcode an diese Eigenschaften
automatisch anpassen ko¨nnen.
In dieser Arbeit wird ein Autotuning-Algorithmus pra¨sentiert, der eine automatische
Anpassung von ODE-Verfahren an spezifische Eigenschaften der Zielplattform und des
ODE-Systems erlaubt. Der Autotuning-Algorithmus nutzt die zeitschrittorientierte Be-
rechnungsstruktur der Lo¨sungsverfahren aus, um zur Laufzeit die schnellste Implemen-
tierungsvariante aus der Menge verfu¨gbarer Implementierungen auszuwa¨hlen. Die An-
wendbarkeit des Autotuning-Ansatzes auf ODE-Verfahren zur Lo¨sung von AWPs wird
anhand einer Klasse expliziter PC-Verfahren vom Runge-Kutta-Typ gezeigt. Diese Ver-
fahren wurden aufgrund ihres großen Parallelisierungspotenzials bezu¨glich des Systems
und der Methode gewa¨hlt. Die spezielle Berechnungsstruktur expliziter PC-Verfahren
vom Runge-Kutta-Typ erlaubt die Erzeugung einer Vielzahl von Implementierungsva-
rianten, die sich in den Datenstrukturen und der Reihenfolge der Schleifen innerhalb
eines Zeitschrittes unterscheiden und somit unterschiedlich in ihren Lokalita¨ts- und Ska-
lierbarkeitsverhalten sind. Die Menge der erzeugten Implementierungsvarianten wird als
Kandidatenpool bezeichnet. Der Autotuning-Algorithmus klassifiziert die zu lo¨senden
ODE-Systeme anhand deren Klassenzugeho¨rigkeit in Gruppen. Zu jeder Gruppe stellt
der Algorithmus eine Menge von Implementierungsvarianten aus dem Kandidatenpool
bereit. Der Vergleich von Implementierungsvarianten findet zur Laufzeit statt, wa¨hrend
der ersten Zeitschritte des ODE-Verfahrens. Die beste Implementierungsvariante wird
anhand eines empirischen Vergleichs der Laufzeiten gewa¨hlt.
Im Kandidatenpool sind unter anderem Implementierungsvarianten enthalten, die
durch Anwendung von Loop-Tiling entstanden sind und fu¨r die eine geeignete Blockgro¨-
ße gewa¨hlt werden muss. Bei Loop-Tiling-Varianten hat die Wahl der Blockgro¨ße einen
entscheidenden Einfluss auf die Laufzeit des Programmcodes. Die Bestimmung einer gu-
ten Blockgro¨ße ist eine schwierige Angelegenheit. Wird die Blockgro¨ße zu klein gewa¨hlt,
dann kann der Cache nicht voll ausgenutzt werden und der Overhead der Schleifenkon-
trolle kann den Laufzeitgewinn des Loop-Tilings zunichte machen. Wird die Blockgro¨ße
zu groß gewa¨hlt, passen unter Umsta¨nden nicht alle Daten eines Blocks in den Cache
hinein. Dies kann zu einer Vergro¨ßerung der Anzahl von Konfliktfehlzugriffen fu¨hren. Die
Bestimmung einer geeigneten Blockgro¨ße fu¨r die im Kandidatenpool enthaltenen Loop-
Tiling-Varianten ist ein wichtiger Teil dieser Arbeit. Zur Traversierung des Suchraumes
potenzieller Blockgro¨ßen wird eine gefu¨hrte Suche verwendet. Als erster Schritt wird
der Suchraum mit Hilfe eines analytischen Modells eingeschra¨nkt. Dadurch entsteht eine
weitaus kleinere Menge von Blockgro¨ßen, die dann zur Laufzeit empirisch evaluiert wer-
den ko¨nnen. Das analytische Modell basiert auf der Berechnung von Arbeitsra¨umen
(engl. working spaces) der in den Impelementierungsvarianten auftretenden Schleifen.
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Der Arbeitsraum einer Schleife ist die Menge aller darin referenzierten Datenelemente.
Um den Autotuning-Algorithmus fu¨r parallele Varianten des PC-Verfahrens vom RK-
Typ zu entwickeln, wurde in dieser Arbeit wie folgt vorgegangen:
• Zuna¨chst erfolgte eine Untersuchung der Anwendbarkeit des Autotuning-Ansat-
zes auf sequentiellen Varianten des betrachteten Verfahrens. Daraus entstand ein
Grundalgorithmus des Autotunings, der vorerst nur in der Auswahl einer guten
Implementierungsvariante bestand und die Programmparameter, wie z. B. Block-
gro¨ße, unberu¨cksichtigt ließ [KKR10]. Im na¨chsten Schritt wurde dieser um die
automatische Auswahl von Blockgro¨ßen erga¨nzt [KKR11a, KKR11b].
• Danach erfolgte die U¨bertragung der sequentiellen Autotuning-Konzepte auf par-
allele Implementierungsvarianten mit gemeinsamem Adressraum [KKR14]. Zur au-
tomatischen Auswahl von Blockgro¨ßen wurde, wie schon bei sequentieller Ausfu¨h-
rung, eine modellgefu¨hrte Suche verwendet. Fu¨r parallele Loop-Tiling-Varianten
ist das Modell der Blockgro¨ßenauswahl weiterentwickelt worden. Das resultierende
Modell beru¨cksichtigt die komplexe Speicherhierarchie der Multicore-Systeme, ins-
besondere die Gegebenheit, dass sich mehrere Kerne einen Cache-Speicher teilen
ko¨nnen. Beim weiterentwickelten Modell werden die Blockgro¨ßen fu¨r alle Arbeits-
ra¨ume und alle Cachestufen vorselektiert. Die beste Blockgro¨ße wird mit Hilfe einer
heuristischen empirischen Suche aus der vorselektierten Menge der Blockgro¨ßen ge-
wa¨hlt.
Wie bereits erwa¨hnt, findet der empirische Vergleich von Blockgro¨ßen und Imple-
mentierungsvarianten zur Laufzeit statt. Deshalb ist es besonders wichtig, nicht nur
die Anzahl zu evaluierender Blockgro¨ßen, sondern auch der Implementierungsvari-
anten so weit wie mo¨glich einzuschra¨nken. Wa¨hrend der Lo¨sung eines Anfangswert-
problems sollten mo¨glichst nur die Implementierungsvarianten evaluiert werden,
die auf der Zielarchitektur eine hohe Effizienz erreichen ko¨nnen. Der entwickelte
Autotuning-Algorithmus entha¨lt eine Strategie zur Reduktion der Anzahl zu evalu-
ierender Implementierungsvarianten. Die Strategie basiert auf der Abscha¨tzung der
Zeit, die zur Prozesssynchronisation beno¨tigt wird. Aus dem Kandidatenpool wer-
den die Implementierungsvarianten aussortiert, die im Vergleich zu anderen einen
viel gro¨ßeren Anteil der Laufzeit zur Prozesssynchronisation beno¨tigen [KKR14].
• Im Rahmen der Masterarbeit von Frank Wein [Wei14] wurde ein selbstadaptiver
ODE-Solver fu¨r verteilten Adressraum entwickelt. Dieser unterstu¨tzt verschiede-
ne Optimierungsmo¨glichkeiten: die beste Implementierungsvariante kann bezu¨glich
der Laufzeit, des Energieverbrauchs oder des Energy-Delay-Produkts gewa¨hlt wer-
den. Zusa¨tzlich bietet der Autotuner die Mo¨glichkeit der automatischen Anpassung
der Anzahl parallel rechnender Prozesse zur Minimierung des Energieverbrauchs
bzw. der zur Lo¨sung beno¨tigten Laufzeit.
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5.3. Wissenschaftliche Einordnung der Arbeit
Fu¨r viele numerische Grundroutinen, wie z. B. Matrixmultiplikation [WPD01, BACD97]
oder FFT [FJ05], sind in den letzten Jahren hochspezialisierte Autotuning-Bibliotheken
entwickelt worden (s. Abschnitt 5.1). Im Bereich der ODE-Verfahren existiert bisher kei-
ne solche Bibliothek, die fu¨r das zu lo¨sende AWP und die verwendete Rechnerarchitektur
automatisch eine auf Performance optimierte Implementierungsvariante liefert.
In dieser Arbeit sind Autotuning-Techniken speziell fu¨r ODE-Verfahren entworfen
worden. Im Gegensatz zu Algorithmen der linearen Algebra, wie z. B. der Matrixmul-
tiplikation, weisen die ODE-Verfahren eine viel gro¨ßere Abha¨ngigkeit der Laufzeit von
der Eingabe auf. Die entwickelten Autotuning-Algorithmen nutzen daher die charakte-
ristischen Eigenschaften des zu lo¨senden ODE-Systems, wie die Systemgro¨ße und das
Zugriffsmuster der Funktionsauswertung, zur Bestimmung einer effizienten Implemen-
tierungsvariante und geeigneter Programmparameter.
Die meisten in Abschnitt 5.1 beschriebenen Ansa¨tze sind entweder eingeschra¨nkt auf
eine spezielle Doma¨ne oder unterstu¨tzen kein Autotuning fu¨r parallele Programme.
Die allgemeinen Autotuning-Ansa¨tze zur Performance-Optimierung paralleler Pro-
gramme wie Active Harmony [TH11], Perpetuum [KP11a, KP11b] oder Cetus [BML+13]
sind rein empirische Ansa¨tze, die im Vergleich zu den in dieser Arbeit entwickelten Auto-
tuning-Algorithmen kein Modell zur Reduktion des Suchraumes von Blockgro¨ßen nutzen.
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6. Techniken zur Steigerung der Lokalita¨t von
Programmen und Codeoptimierung mittels
Vektorisierung
In diesem Kapitel werden zuna¨chst der prinzipielle Aufbau und die Funktionsweise ei-
nes Caches beschrieben. Darauf aufbauend werden die Prinzipien der zeitlichen und der
ra¨umlichen Lokalita¨t von Programmen erla¨utert. Es folgt die Darstellung der Techniken
zur Optimierungen der Speicherzugriffslokalita¨t und die Beschreibung der Programmop-
timierung mittels Vektorisierung. Am Ende des Kapitels wird auf Probleme der Code-
optimierung durch Compiler eingegangen.
6.1. Funktionsweise von Caches und das Prinzip der Lokalita¨t
Die Laufzeit eines Programms ha¨ngt nicht nur von den Eigenschaften der auszufu¨hren-
den Zielplattform, sondern auch wesentlich von der Reihenfolge der Berechnungen und
von der Reihenfolge der Zugriffe auf die Daten im Speicher ab. Der Grund dafu¨r ist
die Lokalita¨tseigenschaft der Speicherzugriffe (engl. locality of reference) von
Programmen. Unter der Lokalita¨tseigenschaft der Speicherzugriffe versteht man die em-
pirische Beobachtung, dass die meisten Programme zu einem beliebigen Zeitpunkt nur
auf einen kleinen Teil des Gesamtadressraumes zugreifen. Die grobe Abscha¨tzung ist,
dass ein Programm zu 90 % der Laufzeit nur 10 % des gesamten Programmcodes aus-
fu¨hrt [Chi01]). Das ist der Fall, weil die meisten Programme aus Schleifen bestehen und
deshalb sich Programmteile oft wiederholen. Man unterscheidet zwei Arten von Lokalita¨t
[PH13]:
• Die ra¨umliche Lokalita¨t besagt: Wenn auf eine Speicherzelle zugegriffen wird, so
wird auch bald mit hoher Wahrscheinlichkeit auf die benachbarten Speicherzellen
zugegriffen.
• Zeitliche Lokalita¨t bedeutet: Nach einem Zugriff auf eine Speicherzelle wird mit
hoher Wahrscheinlichkeit zu einem bald folgenden Zeitpunkt erneut auf diese Spei-
cherzelle zugegriffen.
Die Lokalita¨tseigenschaft der Speicherzugriffe bildet die Grundlage der hierarchischen
Speicherarchitektur moderner Rechnersysteme. Je ho¨her in der Speicherhierarchie, de-
sto schneller, kleiner, aber auch teurer (gemessen in Kosten pro Bit) ist der Speicher
[PH13]. Die oberste Ebene der Hierarchie bilden die CPU-Register. Diese sind schnell
getaktete Speicher innerhalb des Prozessors. Der Zugriff auf CPU-Register erfolgt oh-
ne zeitliche Verzo¨gerung. Die unterste Ebene der Hierarchie bilden der Hauptspeicher
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und die Festplatte. Zwischen der CPU und dem Hauptspeicher befinden sich meistens
mehrere Caches unterschiedlicher Kapazita¨t und Zugriffszeit. Ein Cache entha¨lt Kopien
von Daten aus dem Hauptspeicher, auf die ha¨ufig zugegriffen wird. Die Daten im Ca-
che werden in Form von Blo¨cken, auch Cachezeilen genannt (engl. cache line,
cache block), bestehend aus mehreren zusammenha¨ngenden Maschinenwo¨rtern, abge-
legt. Dagegen ko¨nnen die einzelnen CPU-Register maximal ein Wort speichern. Werden
die Daten von der CPU durch Spezifikation eine Speicheradresse angefordert, so pru¨ft
der Cache-Controller, ob diese im Cache vorliegen. Falls ja, man spricht dabei von ei-
nem Cache-Treffer (engl. cache hit), dann werden die Daten aus dem Cache gelesen
und an den Prozessor u¨bergeben. Befinden sich die angefragten Daten nicht im Cache,
man spricht von einem Cache-Fehlzugriff (engl. cache miss), dann muss zuna¨chst
der Cacheblock, der die angefragte Speicherzelle entha¨lt, aus dem Hauptspeicher in den
Cache geladen werden. Da die Caches blockbasiert organisiert sind, wird bei einem Fehl-
zugriff nicht nur das von der CPU angeforderte Speicherwort, sondern ein ganzer Ca-
cheblock, der dieses Speicherwort entha¨lt, aus dem Hauptspeicher in den Cache geladen.
Die Speicherkapazita¨t des Caches ist geringer als die des Hauptspeichers, deshalb mu¨s-
sen die Speicherblo¨cke des Hauptspeichers auf die Blo¨cke des Caches abgebildet werden.
Die Speicherblo¨cke aus dem Hauptspeicher werden im Cache in Blockrahmen (engl.
block frame) abgelegt. Jeder Blockrahmen speichert außer einem Cacheblock noch ein
Adressetikett (engl. cache tag), sowie einige Statusbits. Die Anzahl der Speicher-
pla¨tze in einem Blockrahmen wird Blockla¨nge (engl. line size) genannt. Typische
Blockla¨ngen sind 32, 64 oder 128 Bytes. Einzelne Blockrahmen bilden zusammen einen
Satz (engl. set). Die Anzahl der Blockrahmen k in einem Satz wird als Assoziativita¨t
des Caches bezeichnet. Ist m die Anzahl der Cacheblo¨cke und k die Assoziativita¨t des
Caches, so la¨sst sich die Anzahl der Sa¨tze in einem Cache als n = m/k berechnen. Zur
Organisationsform eines Caches gibt es unterschiedliche Mo¨glichkeiten; diese bestimmen,
wie die Blo¨cke aus dem Hauptspeicher im Cache abgelegt werden [BU10, PH13]:
• Ist k = 1, so spricht man von einem direkt abbildenden Cache. Bei dieser
Form des Cache-Speichers entha¨lt jeder Satz nur einen einzigen Blockrahmen. Der
Speicherblock kann deshalb nur an eine bestimmte Position im Cache gespeichert
werden.
• Ist k = m, so besteht der Cache-Speicher nur aus einem einzigen Satz, es handelt
sich um einen voll-assoziativen Cache. Der Speicherblock kann an jede beliebige
Position des Caches gespeichert werden.
• Bei einem k-fach mengen-assoziativen Cache hat man beim Abbilden eines
Blocks aus dem Hauptspeicher auf den Cache k verschiedene Mo¨glichkeiten. Ein
Block Bj aus den Hauptspeicher kann im Cache in jedem Satz i mit i = jmod k
abgelegt werden.
Die bei der Ausfu¨hrung eines Programms auftretenden Cache-Fehlzugriffe ko¨nnen un-
terschiedliche Ursachen haben [BU10, PH11] :
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• Ein Capacity Miss tritt auf, wenn die Kapazita¨t des Caches fu¨r die Abspeiche-
rung der von einem Programm verwendeten Datenstrukturen (des Programmar-
beitsraumes) nicht ausreicht. In Folge dessen werden die Daten, die sich im Cache
befinden, aus dem Cache verdra¨ngt.
• Ein Conflict Miss (Konfliktfehlzugriff) oder Interferenz Miss kann bei ei-
nem direkt-abbildenden oder bei einem mengen-assoziativen Cache auftreten. Kon-
fliktfehlzugriffe treten auf, wenn viele Cache-Blo¨cke auf denselben Satz abgebildet
werden. Als eine Interferenz bezeichnet man das Verdra¨ngen von Daten im Cache
durch den Zugriff auf andere Daten. Werden die Elemente eines Arrays im Cache
durch andere Elemente des gleichen Arrays verdra¨ngt, so spricht man von Konflikt-
fehlzugriffen, die in Folge von Selbstinterferenzen (engl. self-interferences)
entstanden sind. Werden die Elemente eines Arrays im Cache durch die Elemente
eines anderen Arrays verdra¨ngt, so spricht man von Fremdinterferenz (engl.
cross-interference).
• Ein Compulsory Miss oder Cold Miss tritt beim allerersten Zugriff auf ein Da-
tum auf. Die Daten befinden sich noch nicht im Cache und mu¨ssen zuerst aus dem
Hauptspeicher in den Cache geladen werden. Diese Art von Cache-Fehlzugriffen ist
beim ersten Zugriff auf ein Datum unvermeidbar.
Bisher wurde die Arbeitsweise eines Caches beschrieben, der die Daten des auszufu¨hren-
den Programms entha¨lt. Man spricht dabei von einem Datencache erster Stufe. Moder-
ne Prozessoren, wie z. B. die Intel Haswell-Prozessoren, verfu¨gen u¨ber mehrere Caches,
die zusammen eine Cache-Hierarchie bilden. Die einzelnen Caches werden nach ihrer
Zugriffszeit in Cache-Stufen (engl. cache levels) eingeteilt. Die meisten Prozesso-
ren besitzen bis zu drei Cache-Stufen: L1, L2, L3. Der L1-Cache ist der schnellste und
meistens auch der kleinste der Cache-Speicher. Werden Daten von der CPU angefragt,
so wird zuerst immer der L1-Cache durchsucht. Sind die Daten im L1-Cache nicht vor-
handen, so wird als na¨chstes auf die na¨chstho¨here Cachestufe bzw. den Hauptspeicher
zugegriffen.
Neben den Daten des auszufu¨hrenden Programms mu¨ssen auch die Instruktionen ge-
speichert werden. Da in Schleifen mehrmals auf die gleichen Instruktionen zugegriffen
wird, sollen auch die ha¨ufig verwendeten Instruktionen im Cache gespeichert werden.
Die meisten aktuellen Prozessoren speichern die Daten des auszufu¨hrenden Programms
getrennt von den Instruktionen ab. Zu diesem Zweck besitzen die Prozessoren getrenn-
te L1-Caches. Die Instruktionen eines Programms werden im L1-Instruktionscache
gespeichert. Die Caches L2 und L3 sind bei den meisten Prozessoren einheitlich (engl.
unified caches) (Ausnahme z. B. Itanium 2 Montecito), d. h. sie ko¨nnen Instruktionen und
Daten enthalten. Bei modernen Prozessoren sind der Daten- und der Instruktionscache
durch separate Busse mit der CPU verbunden. Dadurch ko¨nnen Befehle und Operanden
unabha¨ngig voneinander geladen werden, was zu einer Steigerung der Rechenleistung
fu¨hrt.
Will man effiziente Programme schreiben, so muss man die hierarchische Speicher-
organisation von Rechnersystemen beru¨cksichtigen. Damit dies gelingt, muss der Pro-
49
6. Codeoptimierung
grammcode die Cache-Lokalita¨t bestmo¨glich ausnutzen. Es existieren unterschiedliche
Optimierungstechniken, die darauf abzielen, ra¨umliche bzw. zeitliche Lokalita¨t von Pro-
grammen zu verbessern. Diese werden im na¨chsten Kapitel beschrieben.
6.2. Techniken zur Steigerung der Lokalita¨t von Programmen
Eine Verbesserung der ra¨umlichen bzw. der zeitlichen Lokalita¨t von Programmen la¨sst
sich durch das A¨ndern des Datenlayouts oder durch das A¨ndern der Reihenfolge von
Speicherzugriffen erreichen.
6.2.1. A¨ndern des Datenlayouts zur Optimierung der Lokalita¨t
Konfliktfehlzugriffe treten bei einem direkt-abbildenden oder einem mengen-assoziativen
Cache auf, wenn innerhalb einer Schleife eine Instruktion mehrmals auf Daten zugreift,
deren Adressen auf die gleiche Cachezeile abgebildet werden. Infolge eines erneuten Zu-
griffs ko¨nnen die Daten, die auf die gleiche Cachezeile verweisen, aus dem Cache ver-
dra¨ngt werden, bevor diese wiederverwendet werden ko¨nnen. Um Konfliktfehlzugriffe
zu vermeiden, kann es hilfreich sein, die Adressen der Daten, auf die eine Instruktion
zugreift, so zu a¨ndern, dass diese auf unterschiedliche Cachezeilen abgebildet werden.
Dadurch steigt die Lokalita¨t der Datenzugriffe. Zur Optimierung der Lokalita¨t kann das
Datenlayout durch die folgenden Techniken vera¨ndert werden [MSS03, KW02, Wol95,
AK02]:
• Unter der Technik des Array-Paddings versteht man die Allokation eines zu-
sa¨tzlichen Speicherplatzes (engl. pads), der aber im Laufe der Berechnung nicht
genutzt wird [RT97]. Beim Array-Padding a¨ndert sich entweder die Gro¨ße eines Ar-
rays, in dem zusa¨tzliche Zeilen oder Spalten zwischen den aufeinander folgenden
Elementen eingefu¨gt werden, man spricht dabei von einem Intra-Array-Padding,
oder es werden Dummy-Elemente zwischen zwei aufeinander folgenden Arrays ein-
gefu¨gt, man spricht dann von einem Inter-Array-Padding. Zur Vermeidung von
Konfliktfehlzugriffen kann ein Array auch an bestimmten Speichergrenzen ausge-
richtet werden. Beim Array-Padding vergro¨ßert sich einerseits der Speicherbedarf
durch die eingefu¨gten Elemente, anderseits werden die Adressen der Elemente eines
Arrays verschoben, wodurch bei geeignet gewa¨hlter Gro¨ße des Pads Konfliktfehl-
zugriffe vermieden werden ko¨nnen.
• Bei einem Array-Transpose werden die Dimensionen eines mehrdimensionalen
Arrays vertauscht. Konfliktfehlzugriffe ko¨nnen durch eine Verschiebung der Adres-
sen der inneren Variablen eines Arrays vermieden werden.
• Unter Array-Merging versteht man das Verschmelzen von zwei Arrays gleicher
Dimension und des gleichen Datentyps zu einem Array. Array-Merging dient der
Verbesserung der ra¨umlichen Lokalita¨t. Daru¨ber hinaus kann diese Technik bei
Anwendungen mit großen Arrays und alternierendem Zugriffsmuster helfen die
Anzahl von Fremdinterferenzen zu reduzieren [KW02].
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6.2.2. A¨ndern des Speicherzugriffsverhaltens zur Optimierung der Lokalita¨t
Will man einen Programmcode optimieren, so muss man insbesondere die Ausfu¨hrungs-
zeit oft sich wiederholender Teile, das heißt Schleifen, verringern. Durch gezielte Schlei-
fentransformationen la¨sst sich sowohl die ra¨umliche, als auch die zeitliche Lokalita¨t stei-
gern. In Folge dessen sinkt die Ausfu¨hrungszeit eines Programms. Durch eine Schleifen-
transformation wird die Reihenfolge der Schleifenanweisungen vera¨ndert, die Programm-
semantik bleibt dabei erhalten. Nachfolgend werden nur einige der wichtigen Techniken
zum Optimieren der Laufzeit von Schleifen betrachtet. Wenn nicht anders angegeben,
basiert die Beschreibung dieser Techniken auf [MSS03].
• Schleifenvertauschung und Schleifenpermutation. Bei mehrfach geschach-
telten Schleifen kann die ra¨umliche Lokalita¨t durch das Vertauschen der Rei-
henfolge von Schleifen erho¨ht werden. Werden zwei benachbarte Schleifen ver-
tauscht, so spricht man von einer Schleifenvertauschung (engl. Loop Inter-
change), werden mehr als zwei Schleifen vertauscht, so spricht man von einer
Schleifenpermutation (engl. Loop Permutation). Die Schleifenvertauschung
bzw. Permutation ist nur dann erlaubt, wenn die Datenabha¨ngigkeiten der beteilig-
ten Schleifen nicht verletzt werden. Dabei sind insbesondere Datenabha¨ngigkeiten
mit Richtungsfeld (<,>) kritisch (mehr dazu in [SS07]).
Die ra¨umliche Lokalita¨t ist am ho¨chsten, wenn die resultierenden Speicherzugrif-
fe sequentiell erfolgen, d. h. wenn in jedem Schleifendurchlauf auf die Datensa¨tze
zugegriffen wird, die benachbart zu den Datensa¨tzen des vorherigen Schleifendurch-
laufs sind. Zum Beschreiben des Nutzens einer Schleifentransformation in Bezug
auf die ra¨umliche Lokalita¨t wird der Begriff Abstand (engl. Stride) verwendet.
Die “Stride” ist der Abstand im Speicher zwischen zwei Elementen, z. B. eines Ar-
rays, auf die in zwei aufeinander folgenden Schleifendurchla¨ufen zugegriffen wird
[Luk05].
Als Beispiel zur Berechnung der Stride wird die folgende Schleife betrachtet:
for (i = 0; i < 10; i+ +) function A[i].
In dieser Schleife wird die Variable i in jedem Schleifendurchlauf um eins erho¨ht.
Die Stride zwischen zwei Elementen des Arrays ist 1. Wie schon in Kapitel 6.1
erwa¨hnt, werden die Daten im Cache in Form von Cacheblo¨cken, bestehend aus
mehreren Wo¨rtern, gespeichert. Ist die Cachekapazita¨t kleiner als die Gro¨ße des
zu speichernden Arrays, so besteht die Gefahr, dass durch eine zu große Stride die
Wo¨rter, die bereits im Cache vorhanden sind, aus dem Cache verdra¨ngt werden,
noch bevor diese wiederverwendet werden ko¨nnen. Die maximale ra¨umliche Lokali-
ta¨t erreicht man, wenn die Distanz zwischen zwei aufeinander folgenden Speicher-
zugriffen eins betra¨gt. Dies entspricht dem Zugriff auf die nacheinander folgenden
Datensa¨tze innerhalb der inneren Schleife. Die Technik der Schleifenvertauschung
kann auch verwendet werden, um eine Vektorisierung, Parallelisierung oder auch





3: for (j = 0; j < 100; j + +)
4: for (i = 0; i < 100; i+ +)
5: sum+ = a[i][j];
1: int sum;
2: int a[i][j];
3: for (i = 0; i < 100; i+ +)
4: for (j = 0; j < 100; j + +)
5: sum+ = a[i][j];
Abbildung 6.1.: Loop-Interchange (Vertauschen der j-Schleife mit der i-Schleife).
Die Abbildung 6.1 zeigt das Vertauschen von zwei Schleifen anhand eines zwei-
dimensionalen Arrays [MSS03]. Wenn man davon ausgeht, dass das Array a[i][j]
zeilenorientiert im Cache gespeichert ist, dann greift der Programmcode in der Ab-
bildung 6.1 links spaltenweise und der Programmcode in der Abbildung 6.1 rechts
zeilenweise auf das Array zu. Die Stride bei einem spaltenweisen Zugriff ist gleich
der Anzahl der Spalten j des Arrays a. Durch das Vertauschen der i-Schleife mit
der j-Schleife entsteht ein zeilenweiser Zugriff mit der Stride gleich eins. Wenn die
Gro¨ße des Arrays die Gro¨ße des Caches u¨berschreitet, so la¨sst sich durch eine ku¨r-
zere Stride die Anzahl der Konfliktfehlzugriffe reduzieren. Bei einem Zugriff auf
das Array a wird gleich ein ganzer zugeho¨riger Cacheblock mit mehreren Wo¨rtern
in den Cache geladen. Ist die Stride gleich eins, so werden alle Elemente des Arrays
in der gleichen Reihenfolge bearbeitet, wie diese auch im Speicher abgelegt sind.
Dadurch ko¨nnen gleich mehrere Wo¨rter eines Cacheblocks in aufeinander folgen-
den Schleifeniterationen wiederverwendet werden. Bei einem spaltenweisen Zugriff
auf das Array a wird bei einer großen Stride mo¨glicherweise nur ein einzelnes Wort
einer Cachzeile gelesen, bevor diese aus dem Cache verdra¨ngt und eine neue Ca-
chezeile geladen wird.
• Verschmelzen von Schleifen (engl. Loop Fusion) ist eine Transformation,
bei der zwei Schleifen, die u¨ber die gleiche Schleifenvariable und gleiche Iterati-
onsgrenzen verfu¨gen, zu einer Schleife verschmolzen werden [MSS03]. Die Technik
fu¨hrt zu mehr Datenlokalita¨t und kann die Anzahl der Konflikt- und Kapazita¨ts–
Fehlzugriffe reduzieren. Die Schleifen ko¨nnen nur dann verschmolzen werden, wenn
die Instruktionen der ersten Schleife von den Instruktionen der zweiten Schleife un-
abha¨ngig sind. Durch das Verschmelzen von Schleifen sinkt der Schleifenoverhead,
der durch das Inkrementieren von Schleifenvariablen und den Test auf das Errei-
chen des Schleifenlimits entsteht. Gleichzeitig kann das Verschmelzen von Schleifen
die Parallelverarbeitung von Maschinenbefehlen (engl. Instruction Level Par-
allelism (ILP) ermo¨glichen [MSS03]. Bei ILP werden mehrere Befehle in einer
mehrstufigen Pipeline parallel verarbeitet.
• Strip-Mining und Loop-Tiling. Unter Strip-Minining (auch Blocking ge-
nannt) versteht man die Partitionierung des Iterationsraumes einer einzelnen
Schleife (engl. single-nested loop) in mehrere Blo¨cke (engl. tiles) gleicher
Gro¨ße [Wol95]. Die Blockgro¨ße (engl. tile size) soll dabei so gewa¨hlt werden,
dass die Daten eines Blocks im Cache gespeichert werden ko¨nnen, um dann bei der
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nachfolgenden Iteration der Schleife wiederverwendet zu werden. Ist die Blockgro¨ße
B, so wird beim Strip-Mining die Schleife i
for (i = 0; i < N ; i+ +)
...
durch zwei Schleifen i und j
for (j = 0; j < N ; j+ = B)
for (i = j; i < min(N, j +B); i+ +)
....
ersetzt. Die innere Schleife i iteriert dabei u¨ber die Elemente eines Blocks der
Gro¨ße min(N − j, B) und die a¨ußere Schleife j u¨ber die dN/Be Blo¨cke. Wird die
Strip-Mining-Technik nicht auf eine einzelne Schleife, sondern auf einen Schleifen-
komplex (engl. nested loops) angewendet, so spricht man vom Loop-Tiling
[Wol95].
1: for (j = 0; j < 100; j + +)
2: for (i = 0; i < 100; i++)
3: sum+ = a[i][j];
1: for (i = 0; i < 100; i+ = 10)
2: for (j = 0; j < 100; j+ = 5)
3: for (ii = i; ii < min(100, i+ 10); ii+ +)
4: for (jj = j; jj < min(100, i+ 5); jj + +)
5: sum+ = a[ii][jj];
Abbildung 6.2.: Loop-Tiling der i− und j− Schleifen.
Die Abbildung 6.2 zeigt als Beispiel Loop-Tiling der Schleifen i und j. Die Tech-
nik des Loop-Tilings lohnt sich insbesondere fu¨r Schleifen, deren Arbeitsraum die
Gro¨ße der Cache-Kapazita¨t u¨bersteigt.
Definition 9. Der Arbeitsraum (engl. working space) eines Programmab-
schnittes ist die Menge aller innerhalb dieses Programmabschnittes referenzierten
Datenelemente [KR07b].
Der Erfolg von Loop-Tiling ha¨ngt stark von der gewa¨hlten Blockgro¨ße ab. In der
Literatur [LRW91, BJWE92, CM99, CM95, SSF+12] findet man eine Vielzahl von
Ansa¨tzen zur Bestimmung einer geeigneten Blockgro¨ße (s. dazu Kapitel 8.1). Je-
doch ist das Problem der Bestimmung einer geeigneten Blockgro¨ße von der Wis-
senschaft nicht vollsta¨ndig gelo¨st worden.
• Aufrollen von Schleifen (engl. Loop Unrolling) ist eine Optimierungstech-
nik, bei der der Programmcode innerhalb einer Schleife vervielfacht und dadurch
die Anzahl von Schleifeniterationen reduziert wird [Muc97]. Bei einem vollsta¨n-
digen Entrollen (engl. full unrolling) wird die Schleife durch n Kopien ihres
Schleifenko¨rpers ersetzt; n ist dabei die urspru¨ngliche Anzahl der Durchla¨ufe der
Schleife. Die Anzahl der Schleifenkopien wird Aufrollfaktor (engl. unrolling
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factor) genannt [Muc97]. In dem Code in der Abbildung 6.3 wurde die Schleife i
vollsta¨ndig aufgerollt.
1: for (i = 0; i < 4; i+ +)
2: sum+ = a[i];
1: sum+ = a[0];
2: sum+ = a[1];
3: sum+ = a[2];
4: sum+ = a[3];
Abbildung 6.3.: Vollsta¨ndiges Loop Unrolling einer Schleife.
Bei einem teilweisen Entrollen (engl. partial unrolling) der Schleife mit dem
Aufrollfaktor m, bleibt die Schleife erhalten und entha¨lt m Kopien des Schleifen-
rumpfs (s. Abb. 6.4).
1: for (i = 0; i < 4; i+ +)
2: sum+ = a[i];
1: for (i = 0; i < 4; i = i+ 2)
2: sum+ = a[i];
3: sum+ = a[i+ 1];
Abbildung 6.4.: Teilweises Loop-Unrolling mit Aufrollfaktor 2.
Die Anzahl der Iterationen der aufgerollten Schleife ist gleich der Anzahl der Ite-
rationen der urspru¨nglichen Schleife geteilt durch den Aufrollfaktor. Die Vorteile
dieser Transformation ko¨nnen sein: der kleinere Overhead fu¨r das Initialisieren
und Abfragen der Schleifen-Variablen, eine verbesserte Ausnutzung der Parallel-
verarbeitung auf der Ebene von Maschinenbefehlen sowie die Verbesserung der
ra¨umlichen Lokalita¨t [FML12]. Das Aufrollen von Schleifen kann außerdem die
Nutzung weiterer Optimierungstechniken, wie z. B. Scalar-Replacement, Unroll-
and-Jam [HW10], Vektorisierung (s. Abschnitt 6.3), ermo¨glichen. Einer der Nach-
teile von Loop-Unrolling ist die Vergro¨ßerung des Programmcodes, dadurch steigt
die Anzahl der Instruktionen, die im Instruktionscache gespeichert werden mu¨s-
sen. U¨bersteigt die Codegro¨ße die Gro¨ße des Instruktionscaches, so werden einzel-
ne Programmteile aus dem Instruktionscache verdra¨ngt und mu¨ssen nachgeladen
werden, dadurch kann die Ausfu¨hrungsgeschwindigkeit eines Programms sinken.
Das so genannte Register-Spilling tritt dann auf, wenn nicht alle Variablen in
Registern gespeichert werden ko¨nnen [FML12]. Register-Spilling entsteht, wenn
durch die aufgerollte Schleife mehr Register als tatsa¨chlich auf der Architektur
vorhanden allokiert werden sollen und infolgedessen die angeforderten Daten aus
dem Hauptspeicher geladen werden mu¨ssen. Damit kein Register-Spilling auftritt
und die Gro¨ße des Instruktionscaches nicht u¨berschritten wird, ist es beim Loop-
Unrolling besonders wichtig zu entscheiden, welche Schleifen mit welchem Faktor
aufgerollt werden sollen. Der geeignete Aufrollfaktor ha¨ngt dabei von mehreren
Parametern ab: von der Gro¨ße des Instruktionscaches, der Anzahl vorhandener Re-
gister und auch der Anzahl von Schleifeniterationen. Die Compiler Intel C/C++
(ICC) und GCC unterstu¨tzen das automatische Aufrollen von Schleifen, wenn die
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Optimierungsstufe -03 gewa¨hlt wird. Laut Intel ist es besser, das Aufrollen von
Schleifen dem Compiler zu u¨berlassen, weil sonst die manuell aufgerollten Schleifen
die Auto-Vektorisierung des Programmcodes verhindern ko¨nnen [Gre08].
Fu¨r die ausfu¨hrliche Beschreibung verschiedener Schleifen-Transformationstechniken wird
auf die weiterfu¨hrende Literatur [AK02, SS07, Aho08, ALSU06] verwiesen.
6.3. Vektorisierung als Mo¨glichkeit der Optimierung bzw.
Parallelisierung von rechenintensiven Schleifen
Vektorisierung (engl. Vectorization) ist eine Form der daten-parallelen Program-
mierung. Bei der Vektorisierung wird eine Operation gleichzeitig auf mehreren Elemen-
ten eines Vektors (eines Arrays aus Datenobjekten) ausgefu¨hrt [Gre08]. Das Prinzip des
gleichzeitigen Ausfu¨hrens einer Operation auf mehreren Datensa¨tzen wird als SIMD
(Single Instruction Multiple Data) bezeichnet. Das Konzept von SIMD steht im
Gegensatz zum Konzept von SISD (Single Instruction Single Data), bei dem eine
Operation nur auf ein Datum angewendet werden kann.
Man kann die Vektorisierung auch als eine Art der Parallelisierung auf der Hardware-
Ebene betrachten, die sich insbesondere fu¨r rechenintensive Schleifen lohnt. Die daten-
parallele Verarbeitung ist deshalb mo¨glich, weil die Daten in speziellen Vektorregistern
abgelegt werden. Die Daten in Vektorregistern werden dann mit Hilfe von speziellen
SIMD-Instruktionen gleichzeitig verarbeitet. Die erste Erweiterung auf SIMD-Befehle
waren die MMX (Multi Media Extension) Befehle, die von Intel bei Pentium MMX-
Prozessoren 1997 verwendet wurden. Der MMX-Befehlssatz war auf 64 Bit breite Regis-
ter begrenzt und unterstu¨tze nur Integerdatentypen. Moderne Prozessoren von Intel und
AMD bieten SIMD-Erweiterungen: SSE (Streaming SIMD Extensions) und AVX
(Advanced Vector Extensions) [PH13, RR12a]. Der Befehlssatz SSE (Streaming
SIMD Extensions) wurde speziell fu¨r Gleitkommazahl-Datentypen entwickelt und un-
terstu¨tzt die Berechnungen auf 128-Bit-Registern. Der Befehlssatz AVX (Advanced
Vector Extensions) ist eine Erweiterung von SSE, welche es erlaubt, eine Operati-
on auf 256-Bit-Registern durchzufu¨hren. Die so genannten Intrinsics, erlauben es, die
Vektorinstruktionen direkt in den Programmcode zu integrieren. Intrinsics sind Funk-
tionsaufrufe, die prozessorspezifische Operationen in Funktionen kapseln [Wik13]. Eine
Intrinsic wird vom Compiler direkt in die entsprechende Assembler-Anweisung u¨bersetzt.
Weil die Vektorisierung mit Intrinsics viel Erfahrung erfordert, bieten die aktuellen
Compiler von Intel und GCC die Mo¨glichkeit der automatischen Vektorisierung,
auch Auto-Vektorisierung genannt, an. Bei der Auto-Vektorisierung wird der Code
der Schleifen vom Compiler analysiert und falls die Vektorisierung mo¨glich ist, mit SIMD-
Instruktionen, wie SSE und AVX, parallelisiert. Die Auto-Vektorisierung ist aktiv, wenn
die Optimierungsstufe -O2 oder ho¨her gewa¨hlt wird. Der Compiler kann auch durch An-
gabe von Direktiven (Pragmas) bei der Auto-Vektorisierung unterstu¨tzt werden. Damit




• Wa¨hrend der Ausfu¨hrung sollte die zu vektorisierende Schleife einen festgelegten
Schleifenza¨hler haben.
• Schleifen sollen nur eine einzige Eintritts- und eine Austrittsstelle enthalten.
• Innerhalb der zu vektorisierenden Schleife sind Switch-Anweisungen, Verzweigun-
gen oder Spru¨nge nicht erlaubt. If-Anweisungen sind nur dann erlaubt, wenn diese
als maskierte Anweisungen implementiert werden ko¨nnen, dies ist aber meistens
der Fall. Bei einer maskierten If-Anweisung werden die SIMD-Operationen auf alle
Elemente der Schleife angewandt, aber nur fu¨r solche Elemente gespeichert, fu¨r die
die maskierte If-Anweisung erfu¨llt ist.
• Innerhalb einer Schleife sollen keine Funktionsaufrufe vorhanden sein.
• Nur die innerste Schleife einer verschachtelten Schleife kann vektorisiert werden.
• Datenabha¨ngigkeiten zwischen Schleifeniterationen sollen vermieden werden, ins-
besondere ”read-after-write“-Abha¨ngigkeiten.
6.4. Einschra¨nkung der Codeoptimierung mit Hilfe eines
Compilers
Die aktuellen Compiler bieten verschiedene Optimierungsstechniken, um die Laufzeit
eines Programms zu verringern bzw. den beno¨tigten Speicherplatz zu reduzieren. Die
Schwierigkeit, mit der Compiler aber zu ka¨mpfen haben, ist, dass diese nicht u¨ber das
Expertenwissen eines Programmierers verfu¨gen, dafu¨r aber die Korrektheit des Pro-
grammcodes garantieren mu¨ssen. Compiler verwenden unterschiedliche Algorithmen zur
Codeanalyse, um das Programm auf die Korrektheit nach der Anwendung von Optimie-
rungstechniken zu untersuchen. Die Analyse des Codes fu¨hrt jedoch nicht immer zu ein-
deutigen Ergebnissen, deshalb verzichten Compiler o¨fters darauf, bestimmte Codestellen
zu optimieren, um die Korrektheit von Programmen zu erhalten. Inwiefern ein Compiler
den Code optimieren kann, ha¨ngt auch vom Programmierstil ab. Indirekte Adressierung,
Verwendung von Zeigern oder Rekursion im Programm kann die Codeanalyse fu¨r den
Compiler extrem erschweren.
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7. Die Anwendbarkeit des Autotuning-Verfahrens
auf die sequentiellen Implementierungsvarianten
expliziter PC-Verfahren vom RK-Typ
Als erster Schritt in Richtung der Entwicklung eines Autotuning-Verfahrens fu¨r die par-
allelen Implementierungsvarianten expliziter PC-Verfahren vom RK-Typ wird in die-
sem Kapitel die Mo¨glichkeit der automatischen Selektion von sequentiellen Implemen-
tierungsvarianten wa¨hrend der Laufzeit untersucht. Es wird ein Grundalgorithmus des
Autotunings fu¨r die sequentiellen Implementierungsvarianten vorgestellt, der eine schnel-
le Implementierungsvariante aus dem Kandidatenpool auswa¨hlt, dabei aber die Wahl
der Programmparameter, wie z. B. geeigneter Blockgro¨ßen, unberu¨cksichtigt la¨sst. Die
Anwendbarkeit des Grundalgorithmus wird anhand von Laufzeitexperimenten auf un-
terschiedlichen Zielarchitekturen und fu¨r verschiedene ODE-Probleme gezeigt.
Das vorliegende Kapitel ist folgendermaßen gegliedert: Zuna¨chst wird die Berechnungs-
struktur expliziter PC-Verfahren vom RK-Typ betrachtet und unterschiedliche Imple-
mentierungsvarianten zur Implementierung eines Zeitschrittes werden vorgestellt. Diese
unterscheiden sich in der Schleifenorganisation und den verwendeten Datenstrukturen
und folglich auch in ihrem Lokalita¨tsverhalten. Es folgt ein Laufzeitvergleich der ver-
schiedenen Implementierungsvarianten. Dieser zeigt, dass die Wahl der schnellsten Im-
plementierungsvariante von den Eigenschaften der Zielplattform, dem ODE-Problem und
der Wahl des Verfahrens abha¨ngt. Danach erfolgt die Beschreibung des Grundalgorith-
mus zur dynamisch Auswahl der besten Implementierungsvarianten. Die Anwendbarkeit
des Grundalgorithmus wird anhand von Laufzeitexperimenten verifiziert.
7.1. Berechnungsstruktur expliziter PC-Verfahren vom RK-Typ
Es wird eine sequentielle Implementierung expliziter PC-Verfahren vom RK-Typ be-
trachtet. Die allgemeine Berechnungsstruktur expliziter PC-Verfahren vom RK-Typ zeigt
der Pseudocode in Abbildung 7.1.
Das Rahmenprogramm entha¨lt eine Schleife, die u¨ber das Integrationsintervall [t0, te]
la¨uft. In jedem Schleifendurchlauf wird die Funktion compute time step(t, h,ηold) aufge-
rufen und anschließend die Schrittweitenkontrolle durchgefu¨hrt. Die Funktion compute -
time step(t, h,ηold) fu¨hrt einen Zeitschritt entsprechend der Berechnungsvorschrift (3.27)
aus. Nach jedem Zeitschritt findet eine Schrittweitenkontrolle durch die Funktion step-
size control(h,η, ηˆ) statt. In der Schrittweitenkontrolle wird der lokale Fehler  sowie
die neue Schrittweite hnew berechnet. Ist der lokale Fehler  klein genug, so wird der
Zeitschritt und die berechnete Approximation akzeptiert und der na¨chste Zeitschritt mit
57
7. Die Anwendbarkeit des Autotuning-Verfahrens
// Initialisiere t und h
1: t← t0; // Setze t auf Anfang des Integrationsintervalls t0
2: h← hinit;
3: η ← y0; // Initialisiere η mit Startwert y0
4: while (t < te) // Durchlaufe das Integrationsintervall [t0, te]
5: {
6: ηold ← η;
7: (η, ηˆ)← compute time step(t, h,ηold);
8: (hnew, )← stepsize control(h,η, ηˆ);
9: if (wenn  klein genug) t← t+ h; // Zeitschritt wird akzeptiert
10: else η ← ηold; // Zeitschritt wird verworfen
11: aktualisiere t, wenn  klein genug;
12: h← min(hnew, te − t); // h darf das Intervallende nicht u¨berschreiten
13: }
Abbildung 7.1.: Pseudocode einer Zeitschrittfunktion expliziter PC-Verfahren vom RK-
Typ.
der neuen Schrittweite ausgefu¨hrt. Ansonsten wird der gleiche Zeitschritt nochmal mit
der gea¨nderten Schrittweite wiederholt.
7.2. Kandidatenpool sequentieller Implementierungsvarianten
Die Berechnungsstruktur expliziter PC-Verfahren vom RK-Type erlaubt die Erzeugung
einer Vielzahl von Implementierungsvarianten, die zwar das gleiche Rahmenprogramm
besitzen, aber in der Implementierung der Zeitschrittfunktion compute time step(t, h,ηold)
voneinander abweichen. Die verschiedenen Varianten der Zeitschrittfunktion ko¨nnen mit
Hilfe der bereits beschriebenen Optimierungstechniken, wie Schleifenvertauschung und
Schleifenverschmelzung, sowie Loop-Tiling, realisiert werden. Die so erzeugten Varianten
unterscheiden sich zwar in der Reihenfolge verwendeter Schleifen und den Datenstruk-
turen, sind jedoch numerisch a¨quivalent. Aufgrund unterschiedlicher Schleifenstruktur
besitzen die Implementierungsvarianten ein unterschiedliches Lokalita¨ts- und Speicher-
zugriffsverhalten. Welche der Implementierungsvarianten mit welchen Parametern, z. B.
Blockgro¨ßen, die schnellste ist, ha¨ngt von den Eigenschaften der Zielplattform, wie der
Architektur und der Assoziativita¨t des Caches, und dem zu lo¨senden ODE-Problem ab.
Existierende Autotuning-Systeme benutzen ha¨ufig Source-to-Source-Compiler, wie z. B.
ROSE [QL11] oder CHILL [Che07], um Schleifentransformationen automatisch durch-
fu¨hren zu ko¨nnen. Infolge der vorangegangenen Arbeit von Matthias Korch [KR07b] wa-
ren die sequentiellen Implementierungsvarianten des betrachteten PC-Verfahrens aber
bereits verfu¨gbar. Fu¨r die Evaluation der Anwendbarkeit musste daher kein Source-
to-Source-Compiler zur Erzeugung von Implementierungsvarianten verwendet werden.
Die in [KR07b] entwickelten allgemeinen und spezialisierten Implementierungsvarian-
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ten konnten direkt zur Bildung einer Auswahlmenge von Implementierungsvarianten fu¨r
den Autotuner verwendet werden. Die Menge aller Implementierungsvarianten wird im
Folgenden als Kandidatenpool bezeichnet. Als na¨chstes werden die Implementierungsva-
rianten des Kandidatenpools zum Versta¨ndnis der Funktionsweise des implementierten
selbstadaptiven Solvers na¨her beschrieben.
7.2.1. Unterschiedliche Mo¨glichkeiten der Realisierung einer
Zeitschrittfunktion
Es gibt verschiedene Mo¨glichkeiten zur Realisierung einer Zeitschrittfunktion. Die Imple-
mentierung eines Zeitschrittes basiert auf der Berechnungsvorschrift (3.27). Diese fu¨hrt
uns zu einer perfekt geschachtelten Schleife der Dimension 4. In der Schleife wird u¨ber
• die Anzahl der Korrektorschritte k mit k = 1, . . . ,m,





i mit i = 1, . . . , s
• und die Systemdimension j = 1, . . . , n
iteriert.







Komponenten des Argumentvektors Y
(k−1)
i gebraucht. Dies bedeutet, dass die Berech-
nung jeder Komponente des Argumentvektors Y
(k)
l,j von den Argumentvektoren des vor-
herigen Korrektorschrittes Y
(k−1)
1 , . . . ,Y
(k−1)
s abha¨ngt. Da die Korrektorschritte sequen-
tiell voneinander abha¨ngen, mu¨ssen diese nacheinander berechnet werden. Die Schleife
k, welche u¨ber die Anzahl der Korrektorschritte la¨uft, kann deshalb nur als die a¨u-
ßerste Schleife, die die Schleifen l, i und j umfasst, implementiert werden. Die inneren
Schleifen l, i und j sind voneinander unabha¨ngig und bilden einen voll permutierbaren
Schleifenkomplex. Auf einen Schleifenkomplex, der voll permutierbar ist, ko¨nnen un-
terschiedliche Codeoptimierungsmethoden angewandt werden. Die inneren Schleifen des
Schleifenkomplexes ko¨nnen vertauscht, verschmolzen, aufgesplittet oder aufgerollt wer-
den. Außerdem kann Loop-Tiling auf alle l, i und j Schleifen angewandt werden. Fu¨r
eine spezielle Klasse von Anfangswertproblemen jedoch, na¨mlich fu¨r solche, deren Kom-









auszurechnen (s. Kapitel 7.2.3), kann zusa¨tzlich die k Schleife
mit der Schleife j vertauscht werden. Die Optimierungstechniken, die fu¨r die Erzeugung
von Implementierungsvarianten benutzt werden, sind bereits im Kapitel 6.2.2 eingefu¨hrt
worden.
7.2.2. Allgemeine Implementierungsvarianten
Je nach Struktur des zugrunde liegenden Differentialgleichungssystems wird zur Berech-
nung einer Komponente fj(t,y) entweder auf alle oder nur auf eine Teilmenge der Kom-
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ponenten des Argumentvektors y zugegriffen. Die allgemeinen Implementierungsvari-
anten sind anwendbar auf ODE-Probleme, bei denen die Funktion f(t,y) ein beliebiges
Zugriffsmuster aufweisen darf. Da das Zugriffsmuster der Funktion f(t,y) so sein kann,
dass zur Berechnung einer Komponente fj(t,y) der Zugriff auf alle Komponenten von
y erfolgt, muss die Berechnung der Korrektorschritte sequentiell erfolgen. Als Konse-
quenz muss die k-Schleife bei allen allgemeinen Implementierungsvarianten die a¨ußerste
Schleife bleiben.
Betrachten wir die Berechnungen eines Korrektorschrittes, so sehen wir, dass in jedem
Korrektorschritt k nur die Daten des aktuellen Korrektorschrittes k sowie die Daten des
vorherigen Korrektorschrittes k − 1 gebraucht werden. Deshalb ist es ausreichend, zur
Berechnung eines Korrektorschrittes maximal vier s× n Matrizen:




































im Speicher zu halten und nach jeder Iteration der k-Schleife die Zeiger der (prev) und
(cur) Matrizen zu vertauschen.
Betrachtet man die Berechnungsvorschrift (3.27), so stellt man fest, dass zur Imple-
mentierung des Verfahrens auch weniger als vier der oben erwa¨hnten Matrizen ausrei-
chen. Entweder genu¨gt es, die zwei Matrizen F (prev) und F (cur) im Speicher zu halten,
dann braucht man noch einen zusa¨tzlichen Vektor Y, um alle Funktionsargumente F (cur)
anhand von F (prev) in dem aktuellen Korrektorschritt auszurechnen. Diese Mo¨glichkeit
wurde bei den Implementierungsvarianten A und E umgesetzt. Eine weitere Mo¨glichkeit,
die bei allen von der Implementierung D abgeleiteten Varianten realisiert wurde, ist es,
die Matrizen Y (prev) und Y (cur) im Speicher zu halten und zusa¨tzlich noch eine skalare
Variable F zu verwenden, um alle Funktionsauswertungen fu¨r die Berechnung von Y (cur)
zwischenzuspeichern.
Zusa¨tzlich zu den bereits erwa¨hnten Vektoren werden noch zwei Approximationsvek-
toren ∆η(m) und ∆η(m−1) der Dimension n beno¨tigt. Den Vektor ∆η(m) := ηκ+1 − ηκ
braucht man, um ηκ+1 = ηκ + ∆η
(m) auszurechnen. Mit Hilfe des zweiten Vektors
∆η(m−1) := ηˆκ+1 − ηκ scha¨tzt man den lokalen Fehler  = ‖ηκ+1 − ηˆκ+1‖ = ‖∆η(m) −
∆η(m−1)‖ ab.
Die Tabelle 7.1 gibt eine U¨bersicht der im Kandidatenpool enthaltenen allgemeinen
Implementierungsvarianten. Diese Varianten wurden in [KR07b] pra¨sentiert. Die in der
Tabelle 7.1 enthaltenen Implementierungsvarianten unterscheiden sich in der Schleifen-
struktur der Zeitschrittfunktion compute time step(t) und den verwendeten Datenstruk-
turen. Als na¨chstes werden die einzelnen allgemeinen Implementierungsvarianten na¨her
beschrieben.
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Tabelle 7.1.: Allgemeine Implementierungsvarianten.




























k–l–j–i Ausnutzung der zeitli-
chen Lokalita¨t der i-
Schleife bez. Schreibzu-













k–i–j–l Ausnutzung der zeitli-
chen Lokalita¨t der l-
Schleife bez. Lesezugrif-













k–i–j–l–jj a¨hnlich zu Implementie-
rung D, aber zusa¨tzlich
Loop-Tiling der j-Schleife









1 , . . . ,Y
(k−1)
s ∈ Rn
k–j–i–l basiert auf D; j Schleife
iteriert u¨ber die Schleifen
l und i; nutzt zeitliche Lo-









1 , . . . ,Y
(k−1)
s ∈ Rn
k–j–i–jj–l a¨hnlich zu PipeDe2m,
aber zusa¨tzlich Loop-














k–j–i–(jj)–l–jj a¨hnlich zu PipeDb2m,
aber das Loop-Tiling ist
auf die l-Schleife ausge-
weitet
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// Funktionsauswertung des trivialen Pra¨diktors η = ηκ
1: for (l = 0; l < s; l++)
2: for (j = 0; j < n; j++) F
(cur)
lj = fj(t+ clh,η);
// m Korrektorschritte
3: for (k = 0; k < m; k++)
4: {
5: SWAP(F (cur), F (prev));
6: for (l = 0; l < s; l++)
7: {
8: for (j = 0; j < n; j++) Yj = al0F
(prev)
0j ;
9: for (i = 1; i < s; i++)
10: for (j = 0; j < n; j++) Yj += aliF
(prev)
ij ;
11: for (j = 0; j < n; j++) Yj = ηj + hYj ;
12: for (j = 0; j < n; j++) F
(cur)
lj = fj(t+ cjh,Y);
13: }
14: }




















20: for (i = 1; i < s; i++)















// Berechnung der Approximation ηκ+1 durch die Aktualisierung von η
26: for (j = 0; j < n; j++) ηj += h∆η
(m)
j ;
Abbildung 7.2.: Pseudocode eines Zeitschrittes der Implementierungsvariante A.
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• Die Abbildung 7.2 zeigt die Implementierung der Zeitschrittfunktion der Implemen-
tierungsvariante A. Die Implementierung A ist eine vektororientierte Implementie-




l werden innerhalb der inneren Schleifen
berechnet. Alle inneren Schleifen iterieren u¨ber die Systemdimension j = 1, . . . , n,
die a¨ußerste Schleife iteriert u¨ber die Argumentvektoren Y
(k)
l mit l = 1, . . . , s. Die
Implementierung A nutzt die ra¨umliche Lokalita¨t aus, da auf alle Vektoren element-
weise mit aufsteigendem Index zugegriffen wird. Der Nachteil der Implementierung
A ist die geringe zeitliche Lokalita¨t. U¨berschreitet die Gesamtheit aller in einem
Zeitschritt verwendeten Vektoren die Cachegro¨ße, so werden die Teilbereiche der
Vektoren im Cache u¨berschrieben. Findet in der na¨chsten Schleifeniteration ein
erneuter Speicherzugriff auf die Elemente u¨berschriebener Vektoren statt, so mu¨s-
sen diese erneut in den Cache geladen werden, was erneut zur Verdra¨ngung der im
Cache gespeicherter Vektorelemente fu¨hren kann.
• Die Implementierung E wurde mit dem Ziel entwickelt, die zeitliche Lokalita¨t be-









i . Die Imple-
mentierung E verwendet die gleichen Vektoren wie die Implementierung A. Die
i-Schleife in Zeile (9) von Abbildung 7.2 wurde jedoch mit der j-Schleife in Zeile
(10) vertauscht. Die innerste Schleife la¨uft jetzt u¨ber die Stufen i. Weiter wurden
alle Schleifen, die u¨ber die Systemdimension j = 1, . . . , n iterieren, miteinander
verschmolzen.
• Die Implementierung D ist entstanden als Folge von mehreren Schleifenvertau-
schungen und mehrmaligem Verschmelzen von Schleifen mit dem Ziel, eine zeitli-
che Wiederverwendung der Funktionsauswertungen fu¨r die Berechnung von Y (cur)
zu ermo¨glichen. Fu¨r diese Implementierung war eine Vera¨nderung der Datenstruk-
turen notwendig.
In der Implementierung D werden zwei Matrizen Y (prev) und Y (cur) und zusa¨tzlich
noch eine skalare Variable F verwendet, um alle Funktionsauswertungen fu¨r die
Berechnung von Y (cur) zwischenzuspeichern. Die innerste Schleife dieser Implemen-
tierungsvariante bildet die l-Schleife. Dies erlaubt eine zeitnahe Wiederverwendung







nen der entsprechenden Komponenten der Argumentvektoren Y
(k)
l,j , l = 1, . . . , s.
Der Pseudocode der Implementierung D ist in der Abbildung 7.3 gegeben.
Weitere allgemeine Implementierungen, wie Dblock, PipeDe2m, PipeDb2m und Pi-
peDb2mt, leiten sich alle von der allgemeinen Struktur der Implementierung D ab.
• Die Implementierung Dblock besitzt die gleiche Schleifenstruktur wie die Imple-
mentierung D. Um eine bessere Ausnutzung der ra¨umlichen und zeitlichen Lokali-
ta¨t zu ermo¨glichen, wurde bei der Implementierung Dblock zusa¨tzlich die Optimie-
rungstechnik des Loop-Tilings (s. Kapitel 6.2.2) eingebaut. In der Implementierung
D wurde das Loop-Tiling der Schleife j innerhalb der Schleife l implementiert. Die
63
7. Die Anwendbarkeit des Autotuning-Verfahrens





1: for (k = 0; k < m; k++)
2: {
3: SWAP(Y (cur), Y (prev));
4: for (j = 0; j < n; j++)
5: {









7: for (i = 1; i < s; i++) Y
(cur)
i,j = ηj + ai0F ;
8: if (k == m− 1) ∆η(m−1)j = b0F ;
9: }
10: for (l = 1; l < s; l++)
11: for (j = 0; j < n; j++)
12: {









14: for (i = 1; i < s; i++) Y
(cur)
i,j += ailF ;
15: if (k == m− 1) ∆η(m−1)j += blF ;
16: }
17: }





18: SWAP(Y (cur), Y (prev));










21: for (l = 1; l < s; l++)










// Berechnung von e = ηκ+1 − ηˆκ+1 und ηκ+1 durch die Aktualisierung von
// η
24: for (j = 0; j < n; j++)
25: {
26: ej = ∆η
(m)
j −∆η(m−1)j ;




Abbildung 7.3.: Pseudocode eines Zeitschrittes der Implementierungsvariante D.
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Zeilen (4)-(9) in der Implementierung D, Abbildung 7.3, bilden die erste Iteration
der l-Schleife. Der Iterationsraum, der durch die Schleifen l und j gebildet wird,
ist in Blo¨cke der Blockgro¨ße B aufgeteilt worden. Zuna¨chst wurden die Schleifen j
in den Zeilen (4), (11), (19) und (22), der Form
for (j = 0; j < n; j++)
durch zwei ineinander geschachtelte Schleifen j und jj
for (j = 0; j < n−B + 1; j+ = B)
for (jj = 0; jj < B; jj++)
ersetzt. Danach wurde die Schleife jj von der Schleife j getrennt und repliziert,
damit alle Berechnungen innerhalb der Schleife jj ausgefu¨hrt werden. Um alle
Funktionsauswertungen fu¨r die Berechnung von Y (cur) zwischenzuspeichern, wird
anstelle einer skalaren Variable F nun ein Vektor F der Blockgro¨ße B verwendet.
Als Beispiel fu¨r das Anwenden des Loop-Tiling wird die verschachtelte Schleife
l in den Zeilen (10)-(17), Abbildung 7.3, betrachtet. Nach Anwenden des Loop-
Tilings sieht die l-Schleife wie in der Abbildung 7.4 aus. Man sieht, dass bei der
Programmvariante Dblock alle Berechnungen innerhalb der jj-Schleife ausgefu¨hrt
werden.
for (l = 1; l < s; l++)
for (j = 0; j ≤ n−B + 1; j+ = B)
{










for (i = 1; i < s; i++)
for (jj = 0; jj < B; jj++) Y
(cur)
i,j+jj += ailFjj ;
if (k == m− 1)
for (jj = 0; jj < B; jj++) ∆η
(m−1)
j += blFjj ;
}
Abbildung 7.4.: Loop-Tiling der l-Schleife bei der Implementierungsvariante
Dblock.
• Die Implementierung PipeDe2m basiert auf der Implementierung D, die Schleifen
j und i wurden aber miteinander vertauscht. Die Schleife j entha¨lt jetzt die Schlei-
fen i und l, beide iterieren u¨ber die Anzahl der Stufen s. Diese Programmvariante
nutzt die zeitliche Lokalita¨t aus durch eine Wiederverwendung der Funktionsaus-
wertungen zum zeitnahen Aktualisieren der Komponenten von Y (cur) innerhalb der
i und l Schleifen.
• Die Implementierung PipeDb2m besitzt eine a¨hnliche Schleifenstruktur wie die
Implementierung PipeDe2m. Bei dieser Implementierung wurde zusa¨tzlich Loop-
65
7. Die Anwendbarkeit des Autotuning-Verfahrens
Tiling der j-Schleife mit Vertauschen der i-Schleife implementiert, was zu einer
Steigerung der ra¨umlichen Lokalita¨t gegenu¨ber der Implementierung PipeDe2m
fu¨hrt.
• Die Implementierung PipeDb2mt geht von der Schleifenstruktur der Implementie-
rung PipeDb2m aus. Zur Verbesserung der ra¨umlichen Lokalita¨t wurde Loop-Tiling
der j-Schleife von der i-Schleife auf die l-Schleife ausgeweitet.
Am effizientesten wu¨rden alle Implementierungsvarianten arbeiten, wenn alle verwen-
deten Datenstrukturen im Cache gespeichert werden ko¨nnen. Die Gesamtheit aller von
einer Implementierung verwendeten Datenstrukturen entspricht dem Arbeitsraum einer
Implementierungsvariante (vgl. Definition 9). Da der Cache eine begrenzte Gro¨ße hat,
passt der Arbeitsraum einer Implementierungsvariante nicht immer in den Cache hinein.
U¨bersteigt der Arbeitsraum die Cachegro¨ße, so fallen Teile des Arbeitsraumes aus dem
Cache heraus und mu¨ssen aus dem Hauptspeicher geholt werden. Dadurch steigt die
Anzahl der Kapazita¨tsfehlzugriffe an und die Effizienz der Implementierung nimmt in
Folge des langsamen Zugriffs auf den Hauptspeicher ab.
Zur Bestimmung eines Arbeitsraumes eines Schleifenkomplexes bestimmt man zuerst
die Menge der Datenelemente, die innerhalb der innersten Schleifen des Komplexes re-
ferenziert werden. Danach bildet man die Vereinigung dieser Menge mit der Menge der
Datenelemente, die in umschließenden Schleifen referenziert werden.
Den wichtigsten und gro¨ßten Arbeitsraum einer Implementierungsvariante stellt der
Arbeitsraum eines ZeitschrittesWSts dar. Wird die Schrittweitenkontrolle als ein Teil des
Zeitschrittes aufgefasst, so entha¨lt der Arbeitsraum eines Zeitschrittes alle im Programm
referenzierten Datenelemente und entspricht somit dem Gesamtspeicherplatz einer Im-
plementierungsvariante. Betrachtet man die Tabelle 7.1, so wird deutlich, dass die allge-
meinen Implementierungsvarianten in jedem Korrektorschritt zwei Matrizen der Gro¨ße
s × n speichern mu¨ssen. Die allgemeinen Implementierungsvarianten mit Loop-Tiling
mu¨ssen zusa¨tzlich noch einen Vektor der Gro¨ße B speichern, die Implementierungsva-
rianten A und E beno¨tigen einen zusa¨tzlichen Vektor Y der Gro¨ße n. Zwei weitere
Vektoren ∆η(m) und ∆η(m−1) werden von allen Implementierungsvarianten zur Durch-
fu¨hrung der Schrittweitenkontrolle gebraucht. Zu Beginn jedes Zeitschrittes greifen alle
Implementierungen auf den Approximationsvektor η der Gro¨ße n zu, dieser repra¨sentiert
den trivialen Pra¨diktor η = ηκ. Wird der Speicherplatzbedarf fu¨r die Verfahrenskoeffizi-
enten und die verwendeten skalaren Variablen vernachla¨ssigt, weil diese nur wenig Spei-
cherplatz beno¨tigen [Kor07], so ist die Gro¨ße des Arbeitsraumes eines Zeitschrittes bei
allgemeinen Implementierungsvarianten von der Stufenanzahl s und der Systemgro¨ße n
abha¨ngig. Bei Implementierungsvarianten mit Loop-Tiling ha¨ngt die Gro¨ße des Arbeits-
raumes eines Zeitschrittes zusa¨tzlich von der gewa¨hlten Blockgro¨ße B ab. Die Gro¨ße
des Arbeitsraumes eines Zeitschrittes kann bei allgemeinen Implementierungsvarianten
D, PipeDe2m, PipeDb2m durch die Formel WSts = (2s + 3) · n, bei den Loop-Tiling
Varianten Dblock, PipeDb2mt durch die Formel WSts = (2s + 3) · n + B ausgedru¨ckt
werden. Die Gro¨ße des Arbeitsraumes bei den Implementierungsvarianten A und E ist
durch die Formel WSts = (2s+ 4) · n gegeben.
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Außer dem Arbeitsraum eines Zeitschrittes ko¨nnen innerhalb einer Implementierungs-
variante noch weitere Arbeitsra¨ume bestimmt werden, wie z. B. der Arbeitsraum eines
Korrektorschrittes. Mehr dazu im Kapitel 8.4.2. Ob und wie diese Arbeitsra¨ume die
Laufzeit der Implementierung beeinflussen, ha¨ngt u. U. von den Cacheparametern der
Zielplattform, dem ODE-Problem und dem verwendeten Compiler ab.
7.2.3. Die spezialisierten Implementierungsvarianten
Alle allgemeinen Implementierungsvarianten haben gemeinsam, dass die a¨ußerste Schlei-
fe k innerhalb eines Zeitschrittes u¨ber die Anzahl der Korrektorschritte la¨uft. Dies be-
deutet, dass bei allen allgemeinen Implementierungsvarianten die Berechnung der Kor-
rektorschritte sequentiell erfolgen muss. Die inneren Schleifen des Schleifenkomplexes
iterieren entweder u¨ber die Systemdimension j oder u¨ber die Anzahl der Stufen mit
den Schleifen i und l. Fu¨r eine spezielle Klasse von Anfangsproblemen jedoch, deren
Jacobi-Matrix fu¨r die Funktion f eine Bandstruktur aufweist [MCP08, WGS09], kann
eine Anordnung der ODE-Komponenten gefunden werden, so dass zum Berechnen einer
Funktionskomponente fj nur ein Teil der Elemente des Argumentvektors y gebraucht
wird.
Matrizen mit Bandstruktur enthalten nur in einem relativ schmalen Streifen in der
Umgebung der Hauptdiagonalen von Null verschiedene Elemente und entstehen z. B. bei
der Diskretisierung von partiellen Differentialgleichungssystemen mit Hilfe von finiten
Differenzen.
Definition 10. Seien p, q ∈ N mit p, q ≥ 0. Die Matrix A ∈ Rn,n mit A = (aij) hat eine
Bandstruktur mit der Bandbreite l = p+ q + 1, falls aij = 0 fu¨r j + p < i und i+ q < j
gilt [SK11].
Matrizen mit Bandstruktur sind Spezialfa¨lle von du¨nnbesetzten (engl. sparse) Ma-
trizen. Die Bandbreite einer Matrix kann durch eine Umnummerierung der Gitterpunkte
minimiert werden [Sue03]. Das Problem der Umnummerierung der Gitterpunkte zur Re-
duktion der Bandbreite kann auf das Problem der Bandbreitenminimierung einer
Matrix (engl. Matrix Bandwidth Minimization) zuru¨ckgefu¨hrt werden. Bei dem
Problem der Bandbreitenminimierung wird nach einer Permutation der Indizes einer Ma-
trix gesucht, so dass eine Bandmatrix minimaler Bandbreite entsteht. Dieses Problem
ist NP-schwer [Pap76]. Zur Bandbreitenminimierung werden daher spezielle Algorith-
men verwendet, die nach einer Permutation der Indizes einer Matrix suchen, die eine
Bandbreite in der Na¨he der minimalen Bandbreite liefern [CM69]. Die Algorithmen zur
Bandbreitenminimierung stellen die von Null verschiedenen Elemente einer Matrix als
Knoten eines Graphen dar und suchen nach einer Umnummerierung der Knoten, die
zu einer geringeren Bandbreite dieser Matrix fu¨hrt. Der erste Algorithmus zur Band-
breitenminimierung einer Matrix, im Jahr 1969 vorgeschlagen, geht auf Cuthill-McKee
[CM69] zuru¨ck. In [PnPCM04] findet man eine U¨bersicht unterschiedlicher Algorithmen
zur Bandbreitenminimierung. Einige der aktuellen Publikationen zur Bandbreitenmini-
mierung sind in [MCP08, WGS09] zu finden.
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Wenn die Jacobi-Matrix eine Bandstruktur aufweist, so befinden sich die Komponen-
ten, die fu¨r die Funktionsauswertung der Komponente fj gebraucht werden, in einem
kleinen Bereich um den Index j (s. Abb. 7.5). Die Zugriffsdistanz ist ein Maß, das
beschreibt, wie nah die Komponenten des Argumentvektors y liegen, die fu¨r die Funkti-
onsauswertungen fj(t,y) gebraucht werden [Kor07].
Definition 11. Die Zugriffsdistanz einer Funktion f , als d(f) bezeichnet, ist der kleinste
Wert b, so dass alle Funktionsauswertungen fj(t,y) nur auf einen Teil
{yj−b, . . . , yj , . . . , yj+b}
der Komponenten von y zugreifen [Kor07].
Aus der Definition 11 folgt, dass die Berechnung der Funktionskomponente fj(t,y)
von Komponenten yi mit |i − j| > b unabha¨ngig ist [Kor07]. Dies bedeutet, dass alle
Eintra¨ge der Jacobi-Matrix aij =
∂fj(t,y)
∂yi
mit |i − j| > b gleich Null sind. Somit besitzt
die Jacobi-Matrix fy(t,y) fu¨r die Funktion f nach Definition 10 eine Bandstruktur mit
der Bandbreite D = 2d(f)+1 [Kor07]. Als na¨chstes folgt die Definition der beschra¨nkten
Zugriffsdistanz.
Definition 12. Die Funktion der rechten Seite f einer ODE mit der Systemgro¨ße n
besitzt eine beschra¨nkte Zugriffsdistanz, wenn gilt d(f) n [Kor07].
Die Anforderung d(f) n an die Zugriffsdistanz bedeutet, dass d(f) um eine Gro¨ßen-
ordnung kleiner als die Systemgro¨ße n sein sollte. Zum Beispiel besitzt das Testproblem
BRUSS2D-MIX (mehr Details im Anhang A.1) eine beschra¨nkte Zugriffsdistanz. Das
Testproblem BRUSS2D-MIX entstand durch die Diskretisierung einer zeitabha¨ngigen
partiellen Differentialgleichung mit Hilfe der Linienmethode u¨ber einen NxN Gitter mit
der Gittergro¨ße 1/(N − 1). Das resultierende ODE-System fu¨r BRUSS2D-MIX hat die
Systemgro¨ße 2N2 und die beschra¨nkte Zugriffsdistanz 2N .
Bei den allgemeinen Implementierungsvarianten werden fu¨r die Funktionsauswertung
einer Komponente fj alle Komponenten des Argumentvektors y gebraucht. Besitzt eine
ODE dagegen eine beschra¨nkte Zugriffsdistanz, so werden fu¨r die Funktionsauswertung
einer Komponente fj nur die D = 2d(f) + 1 zusammenha¨ngenden Komponenten des
Argumentvektors y beno¨tigt (s. Abbildung 7.5). Wird eine blockweise Aufteilung des
ODE-Systems verwendet, d. h. das ODE-System wird in nB = n/B Blo¨cke unterteilt, und
gilt B ≥ d(f), so werden fu¨r die Funktionsauswertungen der Komponenten im Block J
nur die Komponenten der Blo¨cke J−1, J und J+1 des Argumentvektors gebraucht (vgl.
Abbildung 7.5). Die beschra¨nkte Zugriffsdistanz bewirkt, dass zur Berechnung des Blocks
J der Argumentvektoren Y
(k)
1 , . . . ,Y
(k)
s im Korrektorschritt k nur die drei Blo¨cke J − 1,
J und J+1 der Argumentvektoren Y
(k−1)
1 , . . . ,Y
(k−1)
s aus dem Zeitschritt k−1 bekannt
sein mu¨ssen. Dadurch ero¨ffnet sich die Mo¨glichkeit, Speicherplatz durch ein U¨berlappen




1 , . . . ,Y
(k)
s
)T ∈ Rs,n mit k = 1, . . . ,m einzusparen
[KR07b]. Diese Mo¨glichkeit wurde in den Implementierungen PipeDb1m und PipeDb1mt
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Abbildung 7.5.: Das Zugriffsmuster der Funktion f bei einer beschra¨nkten Zugriffsdistanz
[Kor12].
umgesetzt. Außerdem ermo¨glicht die beschra¨nkte Zugriffsdistanz eine verzo¨gerte Berech-
nung der Korrektorschritte gema¨ß dem Pipelining-Ansatz [KR07b]. Das Pipelining der
Korrektorschritte wurde in den Implementierungen ppDb1m und ppDb1mt realisiert.
Zur Implementierung des Pipelining-Ansatzes fu¨r die Berechnung der Korrektorschritte
findet eine Schleifenvertauschung statt, bei der die Systemdimensionschleife j die a¨ußers-
te Schleife wird. Dies macht die Anwendung des Loop-Tilings auf alle Schleifen, die sich
im Schleifenkomplex der Schleife j befinden, mo¨glich. Dadurch ko¨nnen die Arbeitsra¨u-
me der Schleifen, die u¨ber die Systemgro¨ße n iterieren, so verringert werden, dass deren
Daten in den Cache passen und somit wiederverwendet werden ko¨nnen. Das kann sich
insbesondere bei großen ODE-Systemen, deren Systemgro¨ße n (notwendiger Speicher-
platz fu¨r die Abspeicherung der Vektoren der Gro¨ße n) die Gro¨ße des Caches u¨bersteigt,
lohnen.
Die Tabelle 7.2 fasst die im Kandidatenpool enthaltenen spezialisierten Implemen-
tierungsvarianten [KR07b] zusammen. Die einzelnen Varianten werden in den na¨chsten
Abschnitten na¨her beschrieben.
Tabelle 7.2.: Spezielle Implementierungsvarianten.
Implementierung Datenstrukturen Schleifenstruktur Eigenschaften







PipeDb1mt Y¯ ∈ Rs,(m−1)·2B+n,
F ∈ RB
k–j–i–(jj)–l–jj a¨hnlich zu PipeDb1m,
aber zusa¨tzlich Loop-Ti-
ling der l-Schleife
ppDb1m Y¯ ∈ Rs,(m−1)·2B+n j–k–i–jj–l basiert auf PipeDb1m;
j- und k-Schleifen sind
durch das Pipelining ver-
tauscht
ppDb1mt Y¯ ∈ Rs,(m−1)·2B+n,
F ∈ RB
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U¨berlappung der Argumentvektoren: Implementierungen PipeDb1m und
PipeDb1mt
Wie schon oben erwa¨hnt, wurde die Implementierung PipeDb1m mit dem Ziel entwi-
ckelt, Speicherplatz einzusparen. Die Implementierung PipeDb1m hat die gleiche Schlei-
fenstruktur wie die Implementierung PipeDb2m, verwendet aber im Gegensatz zu Pi-
peDb2m andere Datenstrukturen (s. Tab. 7.2). Allgemein gilt, dass in jedem Zeitschritt κ
des Iterationsprozesses (3.27) zur Berechnung der Argumentvektoren Y
(k)
1 , . . . ,Y
(k)
s die
im vorherigen Korrektorschritt κ− 1 berechnete Argumentvektoren Y(k−1)1 , . . . , Y(k−1)s
gebraucht werden. Aus diesem Grund speichern die allgemeinen Implementierungsvari-
anten, wie z. B. PipeDb2m, zwei Matrizen der Gro¨ße s×n. Besitzt die Funktion f jedoch
eine beschra¨nkte Zugriffsdistanz, so kann der Speicherplatz zur Abspeicherung der Ar-








um ca. Faktor zwei reduziert werden. Dies




1 , . . . ,Y
(k)
s
)T ∈ Rs,n mit
k = 1, . . . ,m zu einer Matrix Y¯ = (y¯l,j) der Gro¨ße s× (m−1) ·2B+n. Dabei bezeichnet
die Gro¨ße B die Blockgro¨ße, die das ODE-System in nB = n/B Blo¨cke unterteilt. Da die
Funktionsauswertungen zur Berechnung eines Blocks J nur von den Berechnungen der
Argumentvektoren der Blo¨cke J−1, J und J+1 abha¨ngen, muss bei dieser Implementie-
rungsvariante die Bedingung B ≥ d(f) gelten. Die Gro¨ße B wird in der Implementierung
PipeDb1m auch zum Loop-Tiling der j-Schleife mit der i-Schleife verwendet.









einer Matrix Y¯ = (y¯l,j)) ist in der Abbildung 7.6 dargestellt. Das ODE-System wurde
durch eine block-basierte Aufteilung in 10 Blo¨cke der Gro¨ße B unterteilt. Ein Block J
speichert die Ergebnisse der Funktionsauswertungen fu¨r alle Stufen s. Man sieht, dass zur
Funktionsauswertung der Komponenten im Block J der Block J und außerdem noch zwei
weitere Blo¨cke J+1 und J−1 gebraucht werden. Aufgrund dessen werden die Ergebnisse
der Funktionsauswertungen des Blocks J im Korrektorschritt k um zwei Blo¨cke versetzt
im Block J + 2 der Matrix Y¯ (blaue Blo¨cke in der Abbildung) gespeichert. Verfolgt man
dieses Abspeicherungsmuster weiter, so wird ersichtlich, dass in der Matrix Y¯ insgesamt
(2(m− 1) + nB) · s Blo¨cke gespeichert werden mu¨ssen.
Die Gro¨ße des Arbeitsraumes eines Zeitschrittes kann bei der Implementierungsvari-
ante PipeDb1m durch die Formel WSts = ((m− 1) · 2B + n) · s+ 3n angegeben werden.
Die Matrix Y¯ hat die Gro¨ße ((m − 1) · 2B + n) · s, dabei ist B die Blockgro¨ße, die das
ODE-System in nB = n/B Blo¨cke unterteilt. Daru¨ber hinaus werden noch drei Vektoren
∆η(m), ∆η(m−1) und η der Gro¨ße n benutzt.
Bei der Implementierungsvariante PipeDb1mt wurde das Loop-Tiling der j-Schleife
auf die l-Schleife ausgedehnt, um die ra¨umliche Lokalita¨t weiter zu verbessern. Bei dieser
Variante kann die Gro¨ße des Arbeitsraumes eines Zeitschrittes durch die Formel WSts =
((m− 1) · 2B + n) · s+ 3n+B ausgedru¨ckt werden.
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Abbildung 7.6.: Illustration der Abspeicherung von Ergebnissen der Funktionsauswer-
tungen bei der U¨berlappung der Argumentvektoren fu¨r m = 4, s = 3
und nB = 10 [KR07a].
Pipelining-Implementierungen: ppDb1m und ppDb1mt
Bei den Implementierungsvarianten PipeDb1m und PipeDb1mt ist der Arbeitsraum der
a¨ußeren Schleife k zwar um Faktor zwei reduziert worden, der Arbeitsraum der inneren
Schleifen ha¨ngt aber immer noch von der Systemgro¨ße n ab und hat die Gro¨ße Θ(snB).
Bei ODE-Problemen mit einer beschra¨nkten Zugriffsdistanz kann der Arbeitsraum der
a¨ußeren Schleife weiter verkleinert werden. Dafu¨r wurde die Schleifenstruktur der Im-
plementierung PipeDb1m so vera¨ndert, dass die Schleife j durch das Vertauschen mit
der Schleife k zur a¨ußersten Schleife geworden ist. Weil die Schleife j jetzt die a¨ußerste
Schleife ist, ha¨ngt der Arbeitsraum der inneren Schleifen der Implementierung ppDb1m
somit nicht mehr von der Systemgro¨ße n ab, sondern von der Anzahl der Korrektor-
schritte k und der Blockgro¨ße B, die aber mindestens so groß gewa¨hlt sein muss, wie die
Zugriffsdistanz d(f). Innerhalb der Schleife j entstehen somit kleinere Arbeitsra¨ume, die
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1 2 3 4 5 6 7
1 2 4 7 11 16 21
3 5 8 12 17 22 26
6 9 13 18 23 27 30
10 14 19 24 28 31 33
15 20 25 29 34 3532
Abbildung 7.7.: Berechnungsreihenfolge der Blo¨cke bei den Pipelining-Implementierun-
gen ppDb1m und ppDb1mt. Illustration des Pipelinings fu¨r m = 4 Kor-
rektorschritte. Die Zahlen in den Blo¨cken geben die Reihenfolge der Be-
rechnungen wieder. Die grauen Blo¨cke werden in der Initialisierungspha-
se, die roten in der Sweep-Phase und die gelben Blo¨cke in der Finalisie-
rungsphase der Pipeline berechnet.
eventuell im Cache gespeichert werden ko¨nnen. Das Vertauschen der Schleife k mit der
Schleife j und das Ausnutzen einer beschra¨nkten Zugriffsdistanz macht die verzo¨gerte
Berechnung der Korrektorschritte gema¨ß dem Pipelining-Ansatz mo¨glich.
Die Abbildung 7.7 illustriert den Pipelining-Ansatz fu¨r die Berechnung der Korrektor-
schritte fu¨r m = 4. Die Blo¨cke in der Abbildung 7.7 entsprechen den Blo¨cken der Ma-
trizen Y (k), die entsprechend dem U¨berlappungsmuster der Implementierung PipeDb1m
gespeichert sind. Weitere Blo¨cke entsprechen den Approximationsvektoren ηκ+1 und
ηˆκ+1. Die Zahlen innerhalb der Blo¨cke geben die Reihenfolge der Berechnungen wie-
der. Weil die Zugriffsdistanz beschra¨nkt ist, reichen maximal drei Blo¨cke des vorherigen
Korrektorschrittes k − 1, um einen Block des Korrektorschrittes k zu berechnen. In der
Abbildung 7.7 sind z. B. die Blo¨cke 13, 18, und 23 notwendig, um den Block 24 zu berech-
nen. In jedem Schritt der Pipeline werden alle Blo¨cke einer Diagonale berechnet. Weil
die La¨nge der Pipeline m ist, setzen wir bei den Pipeline-Implementierungen voraus,
dass das ODE-System in mindestens m Blo¨cke aufgeteilt werden kann. Das Pipelining
der Korrektorschritte setzt sich aus drei Phasen zusammen (betrachte die Abb. 7.7). Zur
Vereinfachung der Beschreibung gehen wir davon aus, dass n ein Vielfaches von B ist.
• Initialisierung der Pipeline. Der Argumentvektor Y(0) entspricht der im vorhe-
rigen Zeitschritt berechneten Approximation ηκ+1 und muss somit nicht berechnet
werden. Die Initialisierung startet mit der Berechnung des Blocks 1 des Argument-
vektors Y(1). Der Block 1 des Argumentvektors Y(1) kann aus zwei Blocken 1 und
2 von Y(0) berechnet werden. Sobald die Blo¨cke 1 und 2 von Y(1) berechnet sind,
kann der erste Block des Argumentvektors Y(2) berechnet werden. Zum Berechnen
des Blocks 5 des Argumentvektors Y(2) sind die drei Blo¨cke 1, 2, 4 des Argument-
vektors Y(1) notwendig. Die Berechnung der Blo¨cke setzt sich solange fort, bis ein
Block des Approximationsvektors ηκ+1 berechnet wurde.
• Berechnen der Blo¨cke in der Sweep-Phase. Die Sweep-Phase startet mit der
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Berechnung des Blocks m+ 1 des Argumentvektors Y(1) (in der Abbildung 7.7 der
Block 11) aus den Blo¨cken 4, 5, 6 des Argumentvektors Y(0). In jedem Durchlauf
der Schleife j u¨ber die Blo¨cke der Gro¨ße B mit j = m + 1, . . . , nB − 1 wird dann
eine komplette Diagonale mit jeweils einem neuen Block der Argumentvektoren
Y(1) bis Y(4) und einem Block des Approximationsvektors ηκ+1 berechnet.
• Finalisierung der Pipeline. Die Finalisierung beginnt, wenn keine komplette
Diagonale, ausgehend vom letzten Block des Argumentvektors Y(0), mehr aufge-
baut werden kann.
Bei der Implementierungsvariante ppDb1mt wurde zusa¨tzlich zum Loop-Tiling der j-
Schleife Loop-Tiling auf die l-Schleife angewendet.
Die Pipelining-Varianten besitzen zwei wichtige Arbeitsra¨ume. Der erste ist der Ar-
beitsraum eines Zeitschrittes. Dieser Arbeitsraum ist bei den Pipelining-Varianten ge-
nauso groß, wie bei den Implementierungsvarianten PipeDb1m bzw. PipeDb1mt, na¨mlich
((m − 1) · 2B + n) · s + 3n bzw. ((m − 1) · 2B + n) · s + 3n + B. Der zweite wichtige
Arbeitsraum umfasst die Menge der Vektoren, die wa¨hrend eines diagonalen Laufs u¨ber
die Korrektorschritte k referenziert werden. Dieser Arbeitsraum entspricht einer Itera-
tionen der u¨ber die Systemdimension laufenden Schleife j und wird als Arbeitsraum
eines Pipelining-Schrittes (PS) bezeichnet. Die Arbeitsra¨ume der Pipelining-Schritte
unterschiedlicher Pipelining-Phasen sind a¨hnlich groß. In der Initialisierungs- und Finali-
sierungsphase werden aber weniger Blo¨cke berechnet. Der Arbeitsraum der Sweep-Phase
ist fu¨r die Laufzeit einer Pipelining-Variante von gro¨ßer Bedeutung, weil die meisten
Blo¨cke in dieser Phase berechnet werden.
In einem Pipelining-Schritt der Sweep-Phase werden zum Berechnen der (m−2) Kor-
rektorschritte (m− 2) · 3 Blo¨cke der Gro¨ße sB der Matrix Y¯ verwendet. Das Berechnen
des ersten Pipelining-Schrittes erfordert zusa¨tzlich noch einen Block, das Berechnen des
Korrektorschrittes m noch drei Blo¨cke und das Berechnen des Vektors ηκ+1 noch zwei
Blo¨cke der Gro¨ße sB der Matrix Y¯ . Der Arbeitsraum eines Pipelining-Schrittes besteht
folglich aus 3m Blo¨cken der Gro¨ße sB der Matrix Y¯ . Innerhalb eines Pipelining-Schrittes
werden außerdem m + 1 Blo¨cke der Gro¨ße B des Vektors η und jeweils ein Block der
Gro¨ße B der Vektoren ∆η(m) und ∆η(m−1) verwendet.
Somit erha¨lt man fu¨r die Gro¨ße des Arbeitsraumes eines Pipelining-Schrittes WSPS
die folgende Formel:
WSPS = 3mBs+ (m+ 1) ·B + 2B = ((3s+ 1) ·m+ 3) ·B = Θ(smB). (7.1)
Aus der Formel (7.1) wird ersichtlich, dass durch die U¨berlappung der Argumentvek-
toren und die anschließende Realisierung des Pipelining-Algorithmus der Arbeitsraum
der a¨ußersten Schleife erheblich reduziert werden kann. Der Arbeitsraum der a¨ußersten
Schleife wird nicht mehr wie bei allgemeinen Implementierungsvarianten und den Varian-
ten PipeDb1m und PipeDb1mt wesentlich durch die Systemgro¨ße n bestimmt, sondern
ha¨ngt von der Anzahl der Korrektorschritte m ab.
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7.3. Laufzeitvergleich der Implementierungsvarianten aus dem
Kandidatenpool
Im vorherigen Abschnitt wurde der Kandidatenpool beschrieben, der aus verschiedenen
sequentiellen Implementierungsvarianten des expliziten PC-Verfahrens vom RK-Typ be-
steht.
Als na¨chstes betrachten wir anhand der beiden Abbildungen 7.8 und 7.9 die Laufzeit-
unterschiede zwischen den verschiedenen Implementierungsvarianten. Die Abbildung 7.8
zeigt die Laufzeiten fu¨r das BRUSS2D-Testproblem auf zwei verschiedenen Rechnersys-
temen. Die Beschreibung des BRUSS2D-Problems und der verwendeten Rechnersysteme
ist im Anhang gegeben. Als Compiler wurde auf beiden Plattformen der gcc 4.6.4 ver-
wendet. In der Abbildung sind die normierten Laufzeiten aufgetragen, d. h. die Laufzeit
wurde durch die Anzahl der Zeitschritte und der Systemkomponenten geteilt.
Die normierte Laufzeiten sind unabha¨ngig von der Problemgro¨ße, daher sollte die Lauf-
zeitfunktion bei Vernachla¨ssigung von Speicherzugriffseffekten eigentlich eine konstante
Funktion ergeben. Da aber moderne Rechnersysteme u¨ber ein hierarchisch aufgebautes
Speichersystem verfu¨gen, bestehend aus mehreren Caches mit unterschiedlichen Spei-
cherzugriffszeiten, a¨ndert sich die Laufzeit einer Implementierung mit der Variation der
Problemgro¨ße. Wird die Systemgro¨ße erho¨ht, so wa¨chst die Gro¨ße der Arbeitsra¨ume eines
Programms. Dadurch fallen einige Arbeitsra¨ume aus bestimmten Cache-Stufen heraus
und es kommt zu einem Anstieg der Speicherzugriffszeiten. Infolgedessen steigt in der
Regel auch die normierte Laufzeit.
Betreffend der Laufzeiten der Implementierungsvarianten in der Abbildung 7.8 kann
folgendes beobachtet werden:
• Der Laufzeitunterschied zwischen der langsamsten und der schnellsten Implemen-
tierungsvariante betra¨gt auf dem AMD DP 246 maximal 45 % und auf dem AMD
Opteron 8350 maximal 30 %.
• Auf der gleichen Testplattform, aber fu¨r verschiedene Problemgro¨ßen n, a¨ndert sich
bzgl. der Laufzeit die Reihenfolge der Implementierungsvarianten. In der Abbildung
fu¨r den AMD DP 246 ko¨nnen drei Teilbereiche identifiziert werden, wo jeweils eine
andere Implementierungsvariante die beste Performance liefert. Auf dem AMD
Opteron 8350 gibt es sogar vier solcher Bereiche.
• Auf verschiedenen Plattformen, aber fu¨r die gleiche Problemgro¨ße n, sind unter-
schiedliche Implementierungsvarianten jeweils die schnellsten.
Eine weitere Abbildung 7.9 demonstriert die Laufzeitunterschiede der Implementie-
rungsvarianten in Abha¨ngigkeit von der Systemgro¨ße und der Stufenzahl des verwen-
deten ODE-Verfahrens. Es sind die Laufzeiten fu¨r das CUSP-Problem auf dem AMD
Opteron 246 Rechner gezeigt. In der Abb. 7.9 (a) wurde das Radau IA (5)-Verfahren,
welches drei Stufen hat, und in der Abbildung 7.9 (b) wurde das Lobatto IIIC (8)-Ver-
fahren verwendet, dieses besitzt fu¨nf Stufen. Aufgrund periodischer Randbedingungen
74
7.3. Laufzeitvergleich der Implementierungsvarianten aus dem Kandidatenpool
































































































Abbildung 7.8.: Laufzeit der sequentiellen Implementierungsvarianten pro Zeitschritt
und Komponente in Abha¨ngigkeit von der Systemgro¨ße fu¨r das
BRUSS2D-Testproblem und das Radau IA (5)-Verfahren.
ist die Zugriffsdistanz beim CUSP-Problem nicht beschra¨nkt (s. Anhang A.4). Dadurch
ko¨nnen die spezialisierten Varianten nicht verwendet werden.
Betrachtetet man die Abbildung 7.9, so wird folgendes deutlich:
• Durch das Verwenden eines anderen ODE-Verfahrens a¨ndert sich die Laufzeit-
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Abbildung 7.9.: Laufzeit der sequentiellen Implementierungsvarianten pro Zeitschritt
und Komponente in Abha¨ngigkeit von der Systemgro¨ße und der Stufen-
zahl des verwendeten ODE-Verfahrens fu¨r das CUSP-Testproblem auf
dem AMD Opteron 246 Rechnersystem. (a) Radau IA (5)-Verfahren, (b)
Lobatto IIIC (8)-Verfahren.
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Reihenfolge einiger Implementierungsvarianten.
• Es gibt einen Bereich von Blockgro¨ßen, in dem fu¨r die gleiche Problemgro¨ße n, aber
fu¨r unterschiedliche ODE-Verfahren, jeweils eine andere Implementierungsvariante
die geringste Laufzeit erreicht.
Allgemein kann festgehalten werden, dass die Laufzeit der Implementierungsvarianten
aus dem Kandidatenpool von den Eigenschaften der Zielplattform, dem Zugriffsverhalten
und der Gro¨ße des ODE-Systems, und nicht zuletzt von der Stufenzahl des verwendeten
Korrektorverfahrens abha¨ngt. Auch die Wahl des Compilers kann das Laufzeitverhalten
einer Implementierungsvariante beeinflussen. Eine Implementierungsvariante, die fu¨r alle
mo¨glichen Testfa¨lle die beste Laufzeit liefert, existiert i. d. R. nicht.
7.4. Voru¨berlegungen zur Entwicklung eines
Autotuning-Ansatzes
Vor der Entwicklung eines Autotuning-Ansatzes stellt sich die Frage, wie ein Autotuning
speziell fu¨r die ODE-Lo¨sungsverfahren realisiert werden kann. Vor allem muss die Wahl
zwischen der Verwendung eines Offline- und eines Online-Autotuning-Konzepts getroffen
werden.
Zur Gewinnung von Informationen u¨ber das Verhalten von Codevarianten auf der Ziel-
plattform fu¨hren alle empirischen Autotuner Laufzeittests durch. Die Tests dienen der
Evaluierung von Implementierungsvarianten und Parameterkonfigurationen. Insofern ist
die erste Frage, die sich beim Entwurf eines Autotuning-Konzepts stellt, zu welchem
Zeitpunkt die erforderlichen Tests gestartet werden sollen. Es gibt dazu zwei grundle-
gende Mo¨glichkeiten: Die Informationen ko¨nnen entweder offline oder online gesammelt
werden. Beim Offline-Autotuning finden die Laufzeittests zur Zeit der Installation oder
Kompilierung eines Programms statt. Da die Eingabe des Programms erst zur Laufzeit
bekannt ist, werden zur Evaluation meistens kleine synthetische Benchmarks verwendet.
Werden die Tests erst zur Laufzeit gestartet, wenn die Eingabe des Programms bereits
bekannt ist, so la¨uft das Autotuning online ab.
Wie bereits die Experimente des vorherigen Abschnittes gezeigt haben, beeinflussen
nicht nur die Eigenschaften der Zielplattform, sondern auch die des zu lo¨senden An-
fangwertproblems (Zugriffsmuster der Funktion der rechten Seite und Problemgro¨ße) in
starkem Maße die Performance von Implementierungsvarianten des betrachteten ODE-
Verfahrens. Werden die Informationen u¨ber das Verhalten von Codevarianten offline
gesammelt, so spiegeln diese nur die Eigenschaften der Zielplattform wieder. Man ge-
winnt damit keine Informationen u¨ber die Laufzeit konkreterer Probleminstanzen. Au-
ßerdem mu¨ssen die Tests fu¨r jede neue Hardwareplattform erneut gestartet werden. Da
der Entwickler eines Autotuners die Benutzereingabe nicht vorhersehen kann, mu¨ssen
die Offline-Tests eventuell fu¨r alle mo¨glichen Anfangswertprobleme und unterschiedliche
Systemgro¨ßen angestoßen werden, was jedoch einen großen Zeitaufwand erfordern wu¨r-
de. Eine weitere Schwierigkeit fu¨r die Nutzung eines reinen Offline-Autotunings stellt die
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Abha¨ngigkeit der Programmperformance von dem verwendeten Korrektorverfahren dar.
Wie bereits im vorherigen Abschnitt demonstriert, kann die Stufenanzahl des verwende-
ten Korrektorverfahrens die Performance von Implementierungsvarianten beeinflussen.
Weil das Korrektorverfahren erst nach dem Start des ODE-Solvers bekannt ist, muss
bei einem Offline-Ansatz der Autotuner die Laufzeitinformationen fu¨r alle mo¨glichen
Korrektorverfahren sammeln.
Aufgrund der genannten Schwierigkeiten scheint das Konzept des Online-Autotunings,
mo¨glicherweise kombiniert mit Offline-Tests, fu¨r ODE-Solver besser geeignet zu sein.
Findet das Autotuning online statt, zum Zeitpunkt in dem das zu lo¨sende AWP und
die Problemparameter bereits bekannt sind, so kann der Programmcode nicht nur an
die Eigenschaften der Zielplattform, sondern auch an die Charakteristik des zu lo¨senden
AWPs angepasst werden.
Fu¨r ein Online-Konzept spricht auch, dass die Ausrichtung der Datenstrukturen und
des bina¨ren Programmcodes im Speicher einen Einfluss auf die Programmlaufzeit aus-
u¨ben ko¨nne. Eine ungu¨nstige Anordnung der Datenstrukturen kann z. B. zu einer Stei-
gerung der Anzahl der Cache-Fehlzugriffe und einer Verschlechterung der Programm-
performance fu¨hren. Durch das Verwenden der mmalloc() Funktion wird der Speicher
dynamisch zur Programmlaufzeit vom Betriebssystem reserviert. Dadurch kann sich die
Reihenfolge der Abspeicherung von Daten im Speicher bei jedem Programmneustart
a¨ndern. Das Optimieren des Programmcodes muss daher im aktuellen Speicherkontext
erfolgen. Das kann aber nur geschehen, wenn das Autotuning zur Laufzeit durchgefu¨hrt
wird.
Eine Voraussetzung fu¨r die Anwendbarkeit eines Online-Autotuning-Konzepts ist die
iterative Struktur einer Anwendung. Iterativ bedeutet in diesem Zusammenhang, dass
der Programmcode einen Bereich enthalten soll, der immer wieder wiederholt wird. Die
ODE-Verfahren sind iterativ, da sie eine zeitschrittorientierte Berechnungsstruktur be-
sitzen. Die a¨ußerste Schleife im Programm la¨uft u¨ber eine Anzahl von Zeitschritten.
Innerhalb eines Zeitschrittes wird immer die gleiche Berechnungsvorschrift (s. Abb. 7.1)
ausgefu¨hrt. Damit ist es mo¨glich, das Online-Autotuning zur automatischen Optimierung
von ODE-Verfahren einzusetzen.
Generell gibt es zwei Mo¨glichkeiten, zu welchem Zeitpunkt das Online-Autotuning ge-
startet werden soll. Entweder der Autotuning-Prozess wird vor Beginn der Berechnung
gestartet, sobald die Eingabe bekannt ist. Im Kontext der ODE-Solver bedeutet dies,
dass der Autotuning-Prozess vor dem ersten Zeitschritt abgeschlossen sein muss. Oder
das Autotuning wird wa¨hrend der Berechnung durchgefu¨hrt, bei ODE-Solvern als Teil
der zeitschrittorientierten Berechnungsvorschrift. Bei der ersten Option muss zusa¨tzliche
Zeit vor Beginn der Berechnung zum Ermitteln der schnellsten Implementierungsvari-
ante investiert werden. Die schnellste Implementierungsvariante steht vor dem Beginn
der Berechnung fest und alle Zeitschritte ko¨nnen mit der schnellsten Implementierungs-
variante ausgefu¨hrt werden. Wird das Autotuning als Teil der Berechnungsvorschrift
ausgefu¨hrt, so mu¨ssen mehrere Zeitschritte zur Evaluierung der Implementierungsva-
rianten und Programmparameter herangezogen werden. Die Laufzeit geht zwar durch
das Ausfu¨hren langsamer Implementierungen und Parameter verloren, dafu¨r tragen die
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Berechnungen dieser Zeitschritte zur Lo¨sung bei.
Infolge dieser U¨berlegungen wurde die Entscheidung getroffen, das Online-Konzept
zur automatischen Anpassung von ODE-Verfahren an das zu lo¨sende AWP und die
Zielarchitektur zu nutzen und dieses durch Offline-Techniken zu erga¨nzen. Das Auto-
tuning soll wa¨hrend der Berechnung durchgefu¨hrt werden. Im na¨chsten Abschnitt wird
die Grundstruktur des Online-Autotuning-Algorithmus zur automatische Selektion der
schnellsten sequentiellen Implementierungsvariante expliziter PC-Verfahren vom RK-
Typ vorgestellt.
7.5. Der Autotuning-Grundalgorithmus
Die im Kandidatenpool enthaltenen Implementierungsvarianten unterscheiden sich zwar
in der Schleifenreihenfolge und den Datenstrukturen, besitzen aber die gleichen numeri-
schen Eigenschaften. Deshalb kann zwischen der Berechnung von Zeitschritten ein Wech-
sel von Implementierungsvarianten stattfinden. Der Grundalgorithmus des Autotunings
nutzt die zeitschrittorientierte Berechnungsstruktur von ODE-Verfahren aus, um zur
Laufzeit die schnellste Implementierungsvariante auf der Zielplattform auszuwa¨hlen. Der
Grundalgorithmus besteht aus drei Phasen:
• Vorauswahlphase. Die Vorauswahlphase findet vor Beginn der Berechnung statt.
In dieser Phase werden die Implementierungsvarianten aus den Kandidatenpool
entfernt, die auf das zu lo¨sende ODE-Problem nicht anwendbar sind. Die allgemei-
ne Implementierungsvarianten ko¨nnen fu¨r alle ODE-Probleme eingesetzt werden,
wa¨hrend die spezialisierten Implementierungsvarianten nur auf ODE-Probleme mit
beschra¨nkter Zugriffsdistanz anwendbar sind.
• Autotuningphase. Die Autotuningphase findet wa¨hrend der ersten Zeitschrit-
te des Integrationsprozesses statt. In dieser Phase werden nacheinander alle im
Kandidatenpool verbliebenen Implementierungsvarianten zur Berechnung je eines
Zeitschrittes verwendet. Die Laufzeit jedes Zeitschrittes wird gemessen und am
Ende der Autotuningphase wird die schnellste Implementierungsvariante anhand
der erfassten Laufzeiten bestimmt.
• Berechnungsphase. Die restlichen Zeitschritte werden mit der Implementierungs-
variante ausgefu¨hrt, die in der Autotuningphase als die schnellste ausgewa¨hlt wur-
de.
Der Pseudocode des Autotuning-Grundalgorithmus ist in der Abbildung 7.10 gegeben.
Der Algorithmus kombiniert eine Offline- mit einer Online-Strategie. In der Vorauswahl-
phase arbeitet der Algorithmus offline. Das heißt, er trifft eine Vorauswahl der Imple-
mentierungsvarianten noch bevor der Integrationsprozess gestartet wird. Alle anderen
Phasen des Algorithmus finden online statt, d. h. wa¨hrend des Lo¨sens eines Anfangs-
wertproblems.
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1: Sei P die zu lo¨sende Probleminstanz;
2: Sei C die Kandidatenmenge der Implementierungsvarianten;
3: C1 ← pre-select (C, P ); // Vorauswahl von Implementierungsvarianten
4: h← hinit; // Wa¨hle die Anfangsschrittweite
5: t← t0; // Setze t auf Anfang des Integrationsintervalls
6:
7: wa¨hle eine (beliebige) Implementierung aus C1;
8: while (t < te) // Durchlaufe das Integrationsintervall
9: {
10: if (nicht alle Implementierungen in C1 evaluiert)
11: {
12: fu¨hre den Zeitschritt mit der gewa¨hlten Implementierung aus;
13: if (der zweite Zeitschritt von zwei aufeinander folgenden akzeptierten Zeitschritten)
14: {
15: T ← Zeit zur Berechnung des aktuellen Zeitschrittes;
16: if (T < Tbest) // Aktuelle Implementierung ist die schnellste bis jetzt
17: {
18: beste Implementierung← aktuelle Implementierung;
19: Tbest ← T ;
20: }
21: wa¨hle eine Implementierung aus C1, die noch nicht evaluiert wurde;
22: }
23: }
24: else // Alle Implementierungen wurden bereits evaluiert
25: fu¨hre den Zeitschritt mit der Implementierung aus, die als beste ermittelt wurde;
26: fu¨hre Schrittweitenkontrolle aus und aktualisiere t, wenn der lokale Fehler klein genug;
27: }
Abbildung 7.10.: Grundalgorithmus des Online-Autotunings.
7.6. Erfassen von Laufzeiten einzelner
Implementierungsvarianten
Der Autotuning-Algorithmus vergleicht die verschiedenen Implementierungsvarianten
anhand der gemessenen Laufzeit pro Zeitschritt. Deshalb ist es besonders wichtig, die
Laufzeit eines Zeitschrittes mit der jeweiligen Implementierungsvariante korrekt zu er-
fassen. Dafu¨r mu¨ssen zwei Punkte beachtet werden. Erstens, die Messung der Laufzeit in
jedem Zeitschritt soll ausgehend von einem reproduzierbaren Zustand des Rechnersys-
tems und insbesondere der Cache-Hierarchie stattfinden. Da beim Start eines Programms
die Daten erst in die Cache-Hierarchie geladen werden mu¨ssen, kann in einem begrenzten
Zeitraum zu Beginn der Ausfu¨hrung eine hohe Anzahl von Cache-Fehlzugriffen auftreten.
Sobald aber die meisten Programmdaten im Cache liegen, ko¨nnen die Datenzugriffe gro¨ß-
tenteils aus dem Cache bedient werden. Dadurch geht die Anzahl der Cache-Fehlzugriffe
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zuru¨ck und die Programmlaufzeit sinkt. Dieses Problem wird in der Literatur als Pro-
blem des kalten Startes (engl. cold-start problem) [EF78] bezeichnet. Beim Ent-
wurf des Autotuning-Algorithmus muss dieses beru¨cksichtigt werden, ansonsten la¨uft
man Gefahr, die Laufzeit eines Zeitschrittes und folglich einer Implementierungsvariante
als zu hoch einzuscha¨tzen.
Zweitens sind fu¨r die genaue Zeitmessung eines Zeitschrittes hochauflo¨sende Zeit-
Uhren (engl. High Resolution Timer) notwendig. Zum Beispiel ist die im UNIX
implementierte Zeitfunktionen gettimeofday() fu¨r die Zeiterfassung ungeeignet, da die
zeitliche Auflo¨sung dieser Funktion maximal im Mikrosekundenbereich liegt. Die Zeit
eines Zeitschrittes oder der Laufzeitunterschied zwischen verschiedenen Implementierun-
gen kann jedoch kleiner als der maximal messbare Zeitbereich dieser Zeitfunktion sein.
Eine Mo¨glichkeit, die Zeit mittels hochauflo¨sender Uhren zu erfassen, bieten die POSIX-
Echtzeiterweiterungen mit den Zeit-Uhren CLOCK REALTIME oder CLOCK MONO-
TONIC. Die Zeit-Uhren ko¨nnen durch die POSIX-Funktion clock gettime() ausgelesen
werden. Die CLOCK REALTIME repra¨sentiert die aktuelle Zeit und kann, falls sich
die Systemuhr a¨ndert, z. B. bei einem Versetzen des Systems in Tiefschlaf, Zeitspru¨nge
nach vorne oder nach hinten vollziehen [QM12]. Die CLOCK MONOTONIC Uhr la¨uft
immer vorwa¨rts und repra¨sentiert die Zeit seit dem letzten Systemstart [QM12]. Da
CLOCK MONOTONIC auch bei A¨nderungen der Systemzeit weiter la¨uft, wird sie be-
vorzugt fu¨r die Zeitmessung eines Zeitintervalls verwendet. Beide Zeit-Uhren reagieren
aber auf A¨nderung der Taktung, beispielsweise durch das Netzwerk-Zeit-Protokoll
(engl. Network Time Protocol (NTP) [QM12]. Die Auflo¨sung der POSIX-Zeituhren
ist vom Betriebssystem-Kernel und der Hardware abha¨ngig. Bei der aktuellen Hardware
liegt die Auflo¨sung im Mikro- bis Nanosekundenbereich.
Eine Alternative zum Verwenden der POSIX-Zeituhren bietet das Auslesen von Hard-
ware-Taktza¨hlern, u¨ber die die meisten modernen Rechnersysteme verfu¨gen. Die Hard-
ware-Taktza¨hler sind prozessorspezifische Register, die mit jedem Prozessortakt auto-
matisch inkrementiert werden. Das Verwenden von Inline-Assembler-Code zum Ausle-
sen von Hardware-Taktza¨hlern kann im Vergleich zum Auslesen der POSIX-Zeituhr zu
einem geringen Zeitoverhead fu¨hren. Die Schwierigkeit beim Auslesen von Hardware-
Taktza¨hlern besteht darin, dass der Zugriff auf Register je nach Architektur unter-
schiedlich implementiert ist. Außer den Registern zum Za¨hlen von CPU-Zyklen verfu¨gen
die modernen Prozessoren u¨ber weitere prozessorspezifischer Register, auch Hardware-
Performance-Za¨hler (engl. Hardware Performance Counter) genannt, zum Auf-
zeichnen von weiteren Ereignissen, wie beispielsweise der Anzahl von Cache-Misses oder
von TLB-Misses. Jeder Prozess im System besitzt seine eigenen Hardware-Performance-
Za¨hler. Ein einfaches Auslesen der Hardware-Performance-Za¨hler ist mit Hilfe speziel-
ler Bibliotheken, z. B. PAPI (Performance Application Programming Interface)[pap14],
mo¨glich. Die PAPI-Bibliothek bietet dem Benutzer zwei Schnittstellen an: eine High-
Level- und eine Low-Level-API (Application Programming Interface). Die High-Level-
API ist einfacher zu bedienen und bietet die Mo¨glichkeit zum Starten, Stoppen und
Auslesen der Za¨hler fu¨r eine vordefinierte Liste von PAPI-Ereignissen. Im Gegensatz
zu High-Level-Schnittstelle bietet die Low-Level-Schnittstelle mehr Funktionalita¨t. Sie
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erlaubt nicht nur das Messen vordefinierter PAPI-Ereignisse, sondern auch prozessorspe-
zifischer Ereignisse. Da die meisten Prozessoren nur u¨ber wenige Za¨hlerregister verfu¨gen,
kan PAPI ebenfalls nur wenige Ereignisse gleichzeitig messen.
Der implementierte Autotuner verfu¨gt u¨ber drei Methoden zum Erfassen der Laufzeit:
• Erfassen der Laufzeit durch den Aufruf der POSIX-Funktion clock gettime() mit
dem Zeitgeber CLOCK MONOTONIC.
• Zugriff auf Hardware-Taktza¨hler durch Inline-Assembler-Code, implementiert im
KOALA-Framework [Hof09].
• Messen der Laufzeit mit High-Level-Zeitfunktionen der PAPI-Bibliothek.
Standardma¨ßig misst der Autotuner die Laufzeit mit Hilfe der High-Level-PAPI-Zeit-
funktionen. Ist die PAPI-Bibliothek auf dem ausfu¨hrenden Rechnersystem nicht instal-
liert, so kann der Benutzer zwischen zwei anderen Methoden der Zeitmessung wa¨h-
len: POSIX-Funktionen oder Auslesen der Hardware-Taktza¨hler mittels Funktionen des
KOALA-Frameworks.
Das Problem des kalten Startens la¨sst sich durch das Aufwa¨rmen des Caches (engl.
cache warm up) vermeiden. Darunter versteht man das anfa¨ngliche Laden einer Reihe
von Daten in den Cache. Um den Cache so reproduzierbar wie mo¨glich aufzuwa¨rmen,
unterscheidet der Autotuning-Algorithmus zwischen akzeptierten und verworfenen Zeit-
schritten. Wird ein Zeitschritt verworfen, so muss der alte Approximationsvektor wie-
derhergestellt werden. Dazu muss der Vektor ηold in den Vektor η kopiert werden (s.
Rahmenprogramm in der Abbildung 7.1). Weil im Laufe des Integrationsprozesses nur
eine kleine Anzahl der Zeitschritte verworfen wird, misst der Autotuner die Laufzeit
von Implementierungsvarianten anhand der akzeptierten Zeitschritte. Der erste akzep-
tierte Zeitschritt wird genutzt, um den Cache mit der entsprechenden Implementierung
aufzuwa¨rmen. Durch das Ausfu¨hren eines Zeitschrittes werden die Daten dieser Imple-
mentierung in den Cache geladen und ko¨nnen im na¨chsten Zeitschritt wiederverwendet
werden. Die Laufzeit einer Implementierungsvariante wird erst fu¨r den zweiten der ak-
zeptierten Zeitschritte gemessen, der unmittelbar auf den ersten akzeptierten Zeitschritt
folgt. Diese Zeit dient als Grundlage fu¨r den Vergleich unterschiedlicher Implementie-
rungsvarianten.
7.7. Experimentelle Evaluierung des
Autotuning-Grundalgorithmus
In diesem Abschnitt wird anhand der Laufzeitexperimente auf verschiedenen Zielsyste-
men und fu¨r verschiedene ODE-Probleme die Anwendbarkeit des Autotuning-Grundal-
gorithmus auf die Klasse der PC-Verfahren vom RK-Typ gezeigt. Die Beschreibung der
verwendeten Testprobleme und Rechnersysteme ist im Anhang gegeben.
Die Abbildung 7.11 pra¨sentiert einen detaillierten Vergleich der Laufzeiten der im
Kandidatenpool enthaltenen, nicht-adaptiven Implementierungsvarianten und der Auto-
tuning-Implementierung. Bei den Laufzeitexperimenten wurden das BRUSS2D-Problem
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Abbildung 7.11.: Vergleich der normierten Laufzeiten nicht-adaptiver Implementierungs-
varianten und der Autotuning-Implementierung fu¨r das BRUSS2D
Testproblem und das Radau IA (5)-Verfahren. Die Laufzeiten sind in
Abha¨ngigkeit der Systemgro¨ße n aufgetragen. (a) Intel Xeon E7330,
(b) AMD Opteron DP 246.
und das Radau IA (5)-Verfahren verwendet. In der Abbildung sind normierte Laufzei-
ten (vgl. Abschnitt 7.3) in Abha¨ngigkeit von der Systemgro¨ße n aufgetragen. Um die
Zeit zur Durchfu¨hrung einer Experimentenreihe mit allen Implementierungsvarianten
gering zu halten, wurde die Gesamtzahl der auszufu¨hrenden Zeitschritte eingeschra¨nkt.
Es wurde aber sichergestellt, dass die Autotuning-Implementierung mindestens dreimal
so viele Schritte ausfu¨hrt wie in der Autotuningphase, und dass die Ausfu¨hrungszeit
eines Programms lang genug ist, ca. 30 s, um diese zuverla¨ssig messen zu ko¨nnen. Als
Ergebnis fu¨hrt die Autotuning-Implementierung in den Experimenten zwischen 60 und
850 Zeitschritte durch.
Die Abbildung 7.11 (a) zeigt die Ergebnisse auf dem Intel Xeon E7330 System. Auf
diesem System bleibt die Laufzeit fu¨r Systemgro¨ßen kleiner 16384 fu¨r alle Implementie-
rungsvarianten nahezu konstant. Erreicht die Systemgro¨ße n den Wert 16384, so kann
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ein steiler Anstieg der Laufzeit fu¨r alle Implementierungsvarianten beobachtet werden.
Die Ursache fu¨r diesen Anstieg ist der Wechsel der von der glibc Funktion malloc() ver-
wendeten Strategie zum dynamischen Allokieren von Speicher. Normalerweise stellt die
malloc() Funktion Speicher auf dem Heap bereit und passt die Gro¨ße des Heaps mit-
tels der Funktion sbrk() an. Sollen jedoch gro¨ßere Blo¨cke allokiert werden, deren Gro¨ße
MMAP THRESHOLD Bytes u¨bersteigt, so findet ein Strategiewechsel statt und der
Speicher wird mittels der mmap() Funktion allokiert. Der in Linux vordefinierte Wert
fu¨r die MMAP THRESHOLD Konstante ist 128 KB, dies entspricht den 16384 Double
Werten. Der Wert MMAP THRESHOLD kann mittels der Funktion mallopt() vera¨ndert
werden.
Der Intel Xeon E7330 Rechner besitzt eine zweistufige Cache-Hierarchie. Der gro¨ß-
te Cache ist der L2-Cache mit einer Gro¨ße von 3 MB. Wie bereits im Abschnitt 7.2.2
erwa¨hnt, entspricht der Gesamtspeicherplatzbedarf einer Implementierungsvariante der
Gro¨ße des Arbeitsraumes eines Zeitschrittes. Der von den allgemeinen Implementierungs-
varianten beno¨tigte Speicherplatz ist von der Anzahl der Stufen s und der Systemgro¨ße
n abha¨ngig. Bei Loop-Tiling-Varianten ha¨ngt der Speicherplatzbedarf zusa¨tzlich von der
Blockgro¨ße B ab. Der von den Implementierungsvarianten A und E beno¨tigte Spei-
cherplatz ist durch (2s + 4) · n, der von den Implementierungsvarianten D, PipeDe2m,
PipeDb2m durch (2s+3) ·n gegeben (s. Abschnitt 7.2.2). Bei den Loop-Tiling-Varianten
Dblock, PipeDb2mt ist der Speicherplatzbedarf durch (2s+ 3) · n+B gegeben.
Der Arbeitsraum eines Zeitschrittes der Implementierungsvarianten A und E passt bis
zu einer Systemgro¨ße n . 3.9 · 104, der von der Implementierung D abgeleiteten Imple-
mentierungsvarianten bis n . 4.3 · 104 in den L2-Cache. Steigt die Systemgro¨ße n u¨ber
diese Werte hinaus, so fallen nach und nach Teile des Arbeitsraumes eines Zeitschrittes
aus dem L2-Cache heraus. Dies a¨ußert sich vor allem in einem Anstieg der Laufzeit.
Die spezialisierten Implementierungsvarianten PipeDb1m, PipeDb1mt, ppDb1m, pp-
Db1mt nutzen eine beschra¨nkte Zugriffsdistanz der rechten Seite f aus, um Speicher-
platz fu¨r die Berechnung der Korrektorschritte einzusparen. Statt zwei Matrizen der
Gro¨ße s × n brauchen die spezialisierten Implementierungsvarianten nur eine Matrix








im Korrektorschritt k zu speichern. Dabei ist B die Blockgro¨ße, die das ODE-System
in nB = n/B Blo¨cke unterteilt. Weil der Arbeitsraum eines Zeitschrittes die Gro¨ße
s · ((m− 1) · 2B + n) + 3n hat (vgl. Abschnitt 7.2.3), u¨berschreitet dieser die Gro¨ße des
L2-Caches erst ab einer Systemgro¨ße n & 6.4 · 104. Fu¨r kleinere Werte von n bleibt die
normierte Laufzeit nahezu konstant, fu¨r gro¨ßere Werte steigt die Laufzeit der Implemen-
tierungsvarianten PipeDb1m, PipeDb1mt an.
Der Arbeitsraum eines Zeitschrittes der Pipelining-Varianten ppDb1m und ppDb1mt
ist gleich groß wie der von Implementierungen PipeDb1m bzw. PipeDb1mt. Da aber die
Implementierungsvarianten ppDb1m und ppDb1mt das Pipelining-Prinzip zur verzo¨ger-
ten Berechnung der Korrektorschritte nutzen, ist bei diesen Varianten der wichtigste
Arbeitsraum der des Pipeline-Schrittes. Der Arbeitsraum eines Pipeline-Schrittes (vgl.
Abschnitt 7.2.3) ist viel kleiner als der Arbeitsraum eines Zeitschrittes und passt fu¨r
Systemgro¨ßen n . 2.7 · 107 in den L2-Cache. Aus diesem Grund steigt die normierte
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Laufzeit der Pipelining-Varianten nur geringfu¨gig an, wenn die Systemgro¨ße den Wert
n & 6.4 · 104 u¨bersteigt.
Vergleicht man die unterschiedlichen Implementierungsvarianten untereinander, so
sieht man, dass die Laufzeit-Reihenfolge der Implementierungen fu¨r verschiedene System-
gro¨ßen variiert. In Abbildung 7.11 (a) ko¨nnen drei wesentliche Teilbereiche identifiziert
werden, in denen jeweils unterschiedliche Varianten die beste Performance erreichen.
Fu¨r kleine Systemgro¨ßen n < 16384 liefert die Variante E die schnellste Laufzeit. Fu¨r
16384 ≤ n . 3.8 · 104 ist die beste Implementierung PipeDb2mt. Fu¨r noch gro¨ßere
Systemgro¨ßen ist die Implementierung ppDb1mt die schnellste.
Beim Vergleich der nicht-adaptiven Implementierungsvarianten mit der Autotuning-
Implementierung erreicht die Autotuning-Implementierung auf allen drei Teilbereichen
anna¨hernd die gleiche Performance wie die schnellste nicht-adaptive Implementierung.
Der zusa¨tzliche Zeitbedarf, der beno¨tigt wird, die schnellste Implementierungsvarian-
te dynamisch auszuwa¨hlen, liegt unter 3 %. Der Autotuning-Overhead ist somit sehr
klein im Vergleich zum Performanceverlust von mehr als 200 %, der entstehen wu¨r-
de, wenn die schlechteste Implementierungsvariante (hier die Implementierung E fu¨r
n = 8.0 · 104) gewa¨hlt werden wu¨rde. In der Abbildung wird auch ersichtlich, dass keine
Implementierungsvariante die schnellste fu¨r alle Systemgro¨ßen ist. In diesem Kontext
ist es besonders interessant, dass die Implementierung E fu¨r n < 16384 die schnellste
Implementierung ist, fu¨r n ≥ 16384 aber die langsamste. Selbst wenn die Implemen-
tierungsvariante ppDb1mt fu¨r alle Systemgro¨ßen gewa¨hlt wird, weil sie die schnellste
Variante fu¨r einen großen Bereich der n-Werte ist, so wird fu¨r Systemgro¨ßen n < 16384
der Performanceverlust im Vergleich zu Implementierung E gro¨ßer als 4.9 % und im
Vergleich zu Autotuning-Implementierung gro¨ßer als 3 % sein.
Auf dem AMD Opteron DP 246 System in Abbildung 7.11 (b) kann ein a¨hnliches
Verhalten der Implementierungsvarianten wie auf dem Intel Xeon E7330 System beob-
achtet werden. Der sichtbare Unterschied besteht jedoch in dem Vorhandensein einer
großen Anzahl von Laufzeitspitzen. Die hohen Laufzeitspitzen treten bei den Implemen-
tierungsvarianten auf, bei denen in inneren Schleifen u¨ber die Stufen iteriert wird. Das
sind die Implementierungsvarianten E, D, PipeDe2m, PipeDb2m, PipeDb1m, ppDb1m,
aber nicht die Varianten A, Dblock, PipeDb2mt, PipeDb1mt und ppDb1mt. Die Ho¨he
der Laufzeitspitzen steigt fu¨r Systemgro¨ßen n ≥ 16384 an. Durchgefu¨hrte Experimente
auf verschiedenen Rechnersystemen und mit unterschiedlichen RK-Methoden haben ge-
zeigt, dass solche hohen Laufzeitspitzen nur auf Opteron-Prozessoren und nicht auf Xeon-
und Itanium-Prozessoren auftreten. Man kann deshalb davon ausgehen, dass die Itera-
tionen u¨ber die Stufen in innersten Schleifen zu Konfliktfehlzugriffen im L1-Cache der
Opteron-Prozessoren fu¨hren. Der L1-Cache ist bei Opteron-Prozessoren im Gegensatz zu
anderen Prozessoren nur 2-fach assoziativ. Generell gilt, je kleiner die Assoziativita¨t des
Caches, desto gro¨ßer ist die Wahrscheinlichkeit eines Cache-Misses bei gleich bleibender
Cachegro¨ße.
A¨hnlich wie auf dem Intel Xeon E7330 System, ko¨nnen auf dem AMD Opteron DP
246 System zwei Teilbereiche identifiziert werden, in denen jeweils unterschiedliche Im-
plementierungsvarianten die beste Performance erreichen. Implementierung E ist die
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Abbildung 7.12.: Laufzeit der Implementierungen fu¨r ODE-Probleme mit beschra¨nkter
Zugriffsdistanz auf dem AMD Opteron DP 246 und dem Intel Xeon
E7330 Rechnern.
schnellste fu¨r n = 2.3 · 104. Fu¨r gro¨ßere Werte von n zeigt die Implementierungsvariante
ppDb1mt das beste Laufzeitverhalten. Auch auf dem AMD-Opteron-System wa¨hlt die
Autotuning-Strategie fu¨r jede Systemgro¨ße die beste Implementierungsvariante aus und
das mit geringem Zeitaufwand (kleiner als 3.2 %). Wu¨rde man auf diesem System fu¨r
alle Systemgro¨ßen n die Implementierungsvariante E wa¨hlen, so wu¨rde der Performan-
ceverlust zu der Autotuning-Implementierung 10.2 % betragen. Bei der Wahl der Imple-
mentierungsvariante E muss man im Vergleich zu der Autotuning-Implementierung mit
einem Performanceverlust von 7.3 % rechnen.
Die Abbildungen 7.12 und 7.13 demonstrieren, dass der Autotuning-Ansatz auch bei
anderen Testproblemen als BRUSS2D erfolgreich funktioniert. In der Abbildung 7.12
wird die Performance der Autotuning-Implementierung mit den nicht adaptiven Im-
plementierungsvarianten anhand von Testproblemen mit beschra¨nkter Zugriffsdistanz
verglichen. Die Balkendiagramme 7.12 (a) und (b) zeigen die normierten Laufzeiten fu¨r
das STRING-Problem auf dem Opteron und dem Xeon-Rechner. Auf beiden Systemen
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Abbildung 7.13.: Laufzeit der Implementierungen fu¨r ODE-Probleme mit unbeschra¨nk-
ter Zugriffsdistanz auf AMD Opteron DP 246.
ist fu¨r kleine Systemgro¨ßen die Variante E die schnellste und fu¨r große Systemgro¨ßen
die Variante ppDb1mt. Außerdem ist die Variante E auf beiden Rechnern fu¨r große
Systemgro¨ßen die langsamste Implementierung. Auf dem Xeon-Rechner, fu¨r die System-
gro¨ße n = 6000, ist die Autotuning-Implementierung nur 2 % langsamer als die schnellste
Implementierung E und 14 % schneller als die langsamste Implementierung PipeDe2m.
Fu¨r n = 60000 ist die Autotuning-Implementierung doppelt so schnell wie die lang-
samste Implementierung E und nur 1 % langsamer als die schnellste Implementierung
ppDb1mt. Auf dem Opteron-Rechner liefert die Autotuning-Implementierung fu¨r das
STRING (Abb. 7.12 (b)) bzw. das MEDAKZO-Problem (Abb. 7.12 (c)) a¨hnlich gute
Ergebnisse wie auf dem Xeon-Rechner.
Da die Testprobleme CUSP und STARS eine unbeschra¨nkte Zugriffsdistanz besit-
zen, ko¨nnen zur ihrer Lo¨sung nur die allgemeine Implementierungsvarianten verwendet
werden. Die Abbildung 7.13 zeigt den Laufzeitvergleich zwischen allgemeinen Implemen-
tierungsvarainten und der Autotuning-Implementierung auf dem Opteron System. Fu¨r
das CUSP-Problem und die Systemgro¨ße n = 6000 (Abb. 7.13 (a)) ist die Autotuning-
Implementierung 1 % langsamer als die schnellste Implementierung E und 31 % schneller
als die langsamste Implementierung PipeDb2m. Fu¨r die Systemgro¨ße n = 60000 ist die
Autotuning-Implementierung 1 % langsamer als die schnellste Implementierung E und
21 % schneller als die langsamste Implementierung D.
Beim STARS-Problem (Abb. 7.13 (b)) sieht man kaum Unterschiede in den normier-
ten Laufzeiten der Implementierungsvarianten. Der Grund dafu¨r ist, dass das STARS-
Problem dichtbesetzt ist. Von einem dichtbesetzten ODE-System spricht man, wenn
zum Berechnen einer Funktionskomponente fj alle oder sehr viele Elemente des Argu-
mentvektors y gebraucht werden. Dagegen werden bei du¨nnbesetzten ODE-Systemen
zum Berechnen einer Funktionskomponente fj nur wenige Elemente des Argumentvek-
tors y im Vergleich zur Systemgro¨ße n beno¨tigt. Wie schon im Abschnitt 7.2.3 be-
schrieben, sind Probleme mit beschra¨nkten Zugriffsdistanz ein Spezialfall du¨nnbesetzter
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ODE-Systeme. Beim STARS-Problem wird fu¨r die Berechnung der Funktionskompo-
nente fj mit j = 1, 3, 5, . . . , n− 1 auf n/2 Elemente des Argumentvektors y zugegriffen.
Das Lokalita¨tsverhalten und die Laufzeit der Implementierungsvarianten wird deshalb
hauptsa¨chlich von den Speicherzugriffen der Funktionsauswertung und deren Kosten be-
stimmt. Die Schleifenstruktur einer Implementierungsvariante tra¨gt dagegen nur einen
kleinen Anteil zur Gesamtlaufzeit bei.
7.8. Zusammenfassung
In diesem Kapitel ist ein Grundalgorithmus fu¨r die automatische Selektion sequentiel-
ler Implementierungsvarianten des betrachteten PC-Verfahrens vorgestellt worden. Die
Laufzeitexperimente fu¨r verschiedene ODE-Probleme und unterschiedliche Zielarchitek-
turen haben die Anwendbarkeit des Grundalgorithmus besta¨tigt. In den durchgefu¨hrten
Experimenten war der Autotuning-Grundalgorithmus in der Lage, entweder die schnells-
te Implementierungsvariante oder nahezu die schnellste Implementierungsvariante zu be-
stimmen. Somit ist die Auswahl einer schnellen Implementierungsvariante zur Laufzeit
mo¨glich.
Der Zeitaufwand zum Ermitteln der besten Variante ist von der Gesamtanzahl der
Zeitschritte zur Lo¨sung des Testproblems und der Anzahl der Implementierungsvari-
anten im Kandidatenpool abha¨ngig. Die Experimente in diesem Kapitel haben jedoch
gezeigt, dass der Zeitaufwand zur Auswahl einer schnellen Implementierungsvariante ge-
ring ist. Das gilt selbst fu¨r die in den Experimenten verwendete relativ kleine Anzahl
von Zeitschritten zwischen 60 und 850. Bei echten numerischen Simulationen kann die
Lo¨sung eines Anfangswertproblems mehrere Hunderttausende bis Millionen Zeitschritte
erfordern. Dies wu¨rde sogar den Einsatz eines viel gro¨ßeren Kandidatenpools rechtferti-
gen.
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sequentielle Loop-Tiling-Varianten
Im letzten Kapitel wurde ein Autotuning-Algorithmus zur automatischen Auswahl se-
quentieller Varianten des betrachteten PC-Verfahrens vom RK-Typ vorgestellt. Die An-
wendbarkeit des Algorithmus wurde auf mehreren Testplattformen und fu¨r verschiede-
ne ODE-Probleme gezeigt. Der Algorithmus bestimmt anhand der Eigenschaften des
zu lo¨senden ODE-Systems dessen Zugeho¨rigkeit zu einer Klasse von Systemen mit be-
schra¨nkter oder unbeschra¨nkter Zugriffsdistanz. Zu jeder Klasse stellt der Algorithmus
eine Menge von Implementierungsvarianten bereit. Die beste Implementierungsvariante
wird anhand eines Vergleichs der Laufzeiten wa¨hrend der ersten Zeitschritte des Inte-
grationsprozesses bestimmt.
Der vorgestellte Algorithmus wa¨hlt die beste Implementierungsvariante aus, ohne da-
bei die Programmparameter, wie z. B. die Blockgro¨ße, zu optimieren. Die Optimierung
von Programmparametern ist jedoch unabdingbar zum Erreichen einer hohen Performan-
ce. Bei Loop-Tiling-Varianten kann die ra¨umliche und zeitliche Lokalita¨t der Speicher-
zugriffe durch die Wahl einer geeigneten Blockgro¨ße gesteigert werden. Die Blockgro¨ße
sollte nicht zu klein gewa¨hlt werden, ansonsten wird der Cache nicht voll ausgenutzt
und die Zeit zum Durchfu¨hren der Schleifenkontrolle wird den Laufzeitgewinn des Loop-
Tilings aufzehren. Anderseits soll die Blockgro¨ße auch nicht zu groß gewa¨hlt werden,
sonst passen unter Umsta¨nden nicht alle Daten eines Blocks in den Cache. Dies kann zu
einer Vergro¨ßerung der Anzahl von Cache-Fehlzugriffen und folglich zu einer Verschlech-
terung der Programmperformance fu¨hren.
Das Problem der Auswahl geeigneter Blockgro¨ßen ist anspruchsvoll. Bei den Loop-
Tiling-Varianten des betrachten RK-Verfahrens ist die Effizienz einer Blockgro¨ße von der
Systemdimension, den Eigenschaften des Hardwaresystems, dem Speicherzugriffsverhal-
ten einer Implementierungsvariante und nicht zuletzt von dem zu lo¨senden Testproblem
abha¨ngig. Folglich erscheint die Bestimmung einer geeigneten Blockgro¨ße ohne Kenntnis
der Eingabe zur Installations- oder Compile-Zeit als nicht praktikabel. Die Auswahl einer
geeigneten Blockgro¨ße muss zur Laufzeit eines Programms stattfinden oder zumindest
zu einem Zeitpunkt, zu dem die Eingabe des Programms bereits bekannt ist.
In diesem Kapitel wird ein Ansatz zur automatischen Auswahl geeigneter Blockgro¨ßen
fu¨r Implementierungsvarianten mit Loop-Tiling vorgestellt und dessen Integration in den
Autotuning-Algorithmus beschrieben.
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8.1. Das Problem der optimalen Blockgro¨ßenauswahl
Die immer gro¨ßer werdende Diskrepanz zwischen der Geschwindigkeit von Prozessoren
und der Speicher verlangt nach einer effizienten Nutzung der Speicherhierarchie. Die
Prozessoren mit hierarchischem Speichersystem verwenden Caches zum Verbergen der
Latenzen von Hauptspeicherzugriffen. Nutzt ein Programm die Datenlokalita¨t aus, so
befinden sich viele Programmdaten wa¨hrend der Ausfu¨hrung im Cache. Dadurch muss
nur selten auf den langsamen Hauptspeicher zugegriffen werden.
Loop-Tiling ist eine wichtige Schleifentransformationstechnik zur Optimierung der Da-
tenlokalita¨t fu¨r Cachespeicher. Die Technik wurde 1969 von McKellar und Coffman
eingefu¨hrt [MC69] und fand als erstes ihre Anwendung im Bereich des Compilerbaus
[ASKL81, Wol89]. Die Idee von Loop-Tiling besteht darin, die Daten in Blo¨cke so zu
zerlegen, dass diese jeweils in den Cache passen. Damit wird verhindert, dass die in den
nachfolgenden Iterationen der Schleife zu nutzenden Daten aus dem Cache verdra¨ngt
werden. Die Technik des Loop-Tilings lohnt sich somit insbesondere fu¨r Schleifen, deren
Arbeitsraum die Gro¨ße der Cache-Kapazita¨t u¨bersteigt.
Die Performance eines Loop-Tiling-Codes ist stark von der gewa¨hlten Blockgro¨ße ab-
ha¨ngig. Das Problem der optimalen Blockgro¨ßenauswahl (engl. Optimal Tile
Size Selection (TSS)) ist das Problem der Ermittlung zula¨ssiger Blockgro¨ßen, die op-
timal in Bezug auf das jeweilige Kostenmodell sind [RU08]. Ein Kostenmodell besteht
aus einer Kostenfunktion und einer oder mehreren Bedingungen zur Definition zula¨s-
siger Blockgro¨ßen. Eine Kostenfunktion gibt an, welche der zula¨ssigen Blockgro¨ßen als
optimal oder gut zu bewerten sind. Oft verwendete Kostenfunktionen sind die Anzahl
der Cache-Fehlzugriffe oder die Laufzeit eines Programms. In [HK04] findet man eine
U¨bersicht unterschiedlicher Algorithmen und Kostenmodelle zur Bestimmung von Block-
gro¨ßen bei Matrixmultiplikationsalgorithmen. Das Problem der optimalen Blockgro¨ßen-
auswahl kann auch als ein Constraint-Satisfaction-Problem (CSP) formuliert werden
[SS07].
Das TSS-Problem ist ein schwer zu lo¨sendes Problem. Die Ursache dafu¨r ist der kom-
plexe Aufbau des Speichers moderner Rechnersysteme und die Abha¨ngigkeit einer guten
Blockgro¨ße vom Speicherzugriffsverhalten einer Implementierung. Zudem ha¨ngt die Effi-
zienz einer Blockgro¨ße auch oft von den Eingabedaten ab. In der Literatur findet man eine
Vielzahl von Ansa¨tzen zur Lo¨sung des TSS-Problems. Diese lassen sich grob in drei Grup-
pen aufteilen: analytische Ansa¨tze, die auf einem Modell basieren [LRW91, BJWE92,
CM99, CM95, YLR+05, SSF+12], empirische Ansa¨tze [BACD97, WPD01, TH11] und
modellbasierte empirische Ansa¨tze [EGD+05, FCA05, Che07, FVP09].
Rein empirische Ansa¨tze fu¨hren einen Loop-Tiling-Code mit einer großen Anzahl
von Blockgro¨ßen auf der Zielarchitektur aus und wa¨hlen dann die Blockgro¨ße mit der
schnellsten Laufzeit. Die Menge der auf der Zielarchitektur zu testenden Blockgro¨ßen
wird dabei oft durch eine Heuristik bestimmt. Die bekannte Autotuning-Bibliothek AT-
LAS [WPD01] fu¨hrt zur Bestimmung optimaler Blockgro¨ßen eine empirische Suche zur
Installationszeit durch. Da die Problemgro¨ße zur Installationszeit nicht bekannt ist, wer-
den Blockgro¨ßen fu¨r viele verschiedene Problemgro¨ßen bestimmt. Generell ist es so, dass
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empirische Ansa¨tze zwar sehr gute Blockgro¨ßen liefern, dafu¨r aber viel Zeit brauchen,
weil sie mit einem enorm großen Suchraum potenzieller Blockgro¨ßen zu ka¨mpfen haben.
Analytische Ansa¨tze fu¨hren keine Laufzeitexperimente durch. Stattdessen werden ge-
eignete Blockgro¨ßen durch ein reines Kostenmodell bestimmt. Zur Generierung eines Mo-
dells werden oft die Informationen der statischen Codeanalyse (u. a. Erkennung von Wie-
derverwendungsmustern von Daten, Gro¨ße von Arbeitsra¨umen) und Kenntnisse u¨ber die
relevanten Eigenschaften der Zielplattform (u. a. Cachegro¨ße und Assoziativita¨t, TLB-
Gro¨ße, Netzwerklatenz) herangezogen. Der Entwurf analytischer Kostenmodelle gilt als
schwierig, da er ein tiefgreifendes Versta¨ndnis der Funktionsweise von Rechnersystemen
sowie der Interaktion zwischen Hardware- und Software-Komponenten erfordert.
In der Literatur gibt es zahlreiche Ansa¨tze zur analytischen Blockgro¨ßenbestimmung.
Die Autoren in [BJWE92] versuchen, die Blockgro¨ße so zu wa¨hlen, dass die Anzahl der
Kapazita¨tsfehlzugriffe und der Schleifenoverhead minimiert wird. Die Blockgro¨ße wird so
gewa¨hlt, dass der Arbeitsraum, in der Publikation auch “Referenz-Fenster” genannt, in
den Cache passt. Viel Arbeit wurde auch in die Berechnung der Gro¨ße von Arbeitsra¨umen
investiert [Cla96, FST92a].
Andere bekannte analytische Ansa¨tze beru¨cksichtigen sowohl Kapazita¨tsfehlzugriffe
als auch Konfliktfehlzugriffe [LRW91, CM95]. In [LRW91] wurde ein Modell zur Vorher-
sage von Selbstinterferenz-Konfliktfehlzugriffen entwickelt. Der Algorithmus in [LRW91]
teilt ein zweidimensionales Array in Quadrate ein. Fu¨r jedes Quadrat wird dann die
gro¨ßtmo¨gliche Blockgro¨ße ermittelt, bei der die Quadratelemente, ohne Selbstinterfe-
renz-Konflikte zu verursachen, in den Cache passen. Die von Coleman und McKinley in
[CM95] vorgeschlagene Technik der Blockgro¨ßenauswahl bestimmt die Blockgro¨ße der
rechteckigen Blo¨cke so, dass diese in den Cache passen und gleichzeitig die Anzahl von
Fremdinterferenzen reduziert wird. Es wird zuna¨chst eine Menge potentieller Blockgro¨-
ßen mit Hilfe eines euklidischen Algorithmus ermittelt. Aus dieser Menge wird dann die
Blockgro¨ße ausgewa¨hlt, die eine gute Cacheausnutzung erlaubt und gleichzeitig die An-
zahl von Fremdinterferenzen minimiert. In [YLR+05] wurde gezeigt, dass man fu¨r BLAS-
Routinen mit Hilfe analytischer Modelle nahezu optimale Blockgro¨ßen finden kann.
Die fru¨heren Modelle der Blockgro¨ßenauswahl haben nur den L1-Cache beru¨cksichtigt
[LRW91, BJWE92, CM95]. Die neueren Ansa¨tze dagegen betrachten mehrere Ebenen der
Cache-Hierarchie [SSF+12, MBY13]. Shirako et al. [SSF+12] kombinieren bei der Suche
nach optimalen Blockgro¨ßen zwei Modelle: das vorher existierende DL (Distinct Line)-
Modell [FST92b] mit dem neu entworfenen optimistischen Modell ML (Minimum wor-
king set Lines). Die Kombination beider Modelle liefert eine untere und obere Schranke
fu¨r die Wahl optimaler Blockgro¨ßen. Dieser Ansatz kann dazu genutzt werden, den Such-
raum potentieller Blockgro¨ßen fu¨r die anschließende empirische Suche einzuschra¨nken.
Zur Bestimmung optimaler Blockgro¨ße wird in [MBY13] die Wechselwirkung zwischen
Loop-Tiling und Vektorisierung betrachtet.
Eine andere Herangehensweise zur Bestimmung geeigneter Blockgro¨ßen bieten mo-
dellbasierte empirische Ansa¨tze. Diese kombinieren eine empirische Suche mit einem
analytischen Modell. Der Vorteil dabei ist, dass die Anzahl der zur Laufzeit evaluierten
Blockgro¨ßen klein bleibt. Gleichzeitig reichen die so gefunden Blockgro¨ßen na¨her an das
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Optimum heran als bei einem rein analytischen Vorgehen.
Die meisten Autotuner verwenden eine empirische [WPD01, BACD97, FJ05] oder
eine modellbasierte empirische [TH11, CCH05, CSV11, FVP09] Suche. Das Autotuning-
Framework in [CCH05] nutzt beispielsweise Compilermodelle und Suchheuristiken zur
Bestimmung guter Blockgro¨ßen.
Im na¨chsten Abschnitt wird untersucht, wie stark die Performance sequentieller Loop-
Tiling-Varianten des betrachteten PC-Verfahrens vom RK-Type von der Wahl der Block-
gro¨ße abha¨ngt.
8.2. Einfluss der Blockgro¨ße auf die Laufzeit einer
sequentiellen Implementierungsvariante
Die Konturdiagramme in Abb. 8.1 zeigen die Variation der Bereiche mit guten Blockgro¨-
ßen auf zwei Systemen: AMD Opteron DP 246 und AMD Opteron 8350. Als Testproblem
wurde das BRUSS2D-Problem verwendet. Die Konturdiagramme zeigen fu¨r unterschied-
liche Systemgro¨ßen n die relativen Laufzeiten der Implementierungsvariante PipeDb2mt,
aufgetragen gegen die beste, u¨ber den Bereich der Blockgro¨ßen [1, 5000] erhaltene Lauf-
zeit. Die Farbskalierung gibt die Qualita¨t der Blockgro¨ßen an. Die blauen Regionen
entsprechen einer guten Wahl der Blockgro¨ße, wa¨hrend die rote Regionen weniger gut
geeignete Blockgro¨ßen repra¨sentieren.
Fu¨r die Blockgro¨ßen aus dem Bereich [1, 5000] betra¨gt der Laufzeitunterschied auf
beiden Rechnersystemen maximal 10 %. Auch auf anderen getesteten Rechnersystemen
wurde ein a¨hnlicher Laufzeitunterschied bei der Verwendung der Blockgro¨ßen aus dem
Bereich [1, 5000] beobachtet. Bei sehr großen Blockgro¨ßen jedoch, die nahe an n heran-
reichen, kann der Performanceverlust bei mehr als 40 % liegen (s. Abb. 8.5 (b)).
Beim Betrachten der Laufzeitergebnisse auf dem AMD Opteron DP 246 System fa¨llt
auf, dass fu¨r manche Bereiche von Systemgro¨ßen die Wahl einer Blockgro¨ße aus dem
Bereich [1, 5000] keinen nennenswerten Einfluss auf die Laufzeit hat. Bei anderen Sys-
temgro¨ßen jedoch kann die Wahl einer ungu¨nstigen Blockgro¨ße aus dem Bereich [1, 5000]
zu einem Performanceverlust von bis zu 10 % fu¨hren. Auf dem AMD Opteron DP 246
System wu¨rde die Wahl kleiner Blockgro¨ßen ≤ 700 die optimale Auswahlstrategie dar-
stellen. Im Gegensatz dazu wu¨rde die Wahl kleiner Blockgro¨ßen auf dem AMD Opteron
8350 Rechnersystem das Laufzeitverhalten um bis zu 9 % verschlechtern. Auf dem AMD
Opteron 8350 wird die beste Laufzeit fu¨r die Implementierungsvariante PipeDb2mt mit
der Wahl der Blockgro¨ße nahe an 500 oder aus dem Bereich [3000, 5000] erreicht.
Allgemein kann man festhalten, dass bei Varianten mit Loop-Tiling die Wahl einer
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Abbildung 8.1.: Die normierte Laufzeit der PipeDb2mt-Implementierung in Abha¨ngig-
keit von der System- und Blockgro¨ße fu¨r das BRUSS2D-Problem und
das Radau IA (5)-Verfahren: (a) AMD Opteron 246, (b) AMD Opteron
8350.
8.3. Zielsetzung bei der automatischen Auswahl von
Blockgro¨ßen
Die Experimente im vorherigen Abschnitt zeigen, dass die Performance einer Implemen-
tierungsvariante mit einer Blockgro¨ße nicht nur von den Eigenschaften der Zielplattform,
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sondern auch von Problemparametern, wie z. B. der Systemgro¨ße, abha¨ngig ist. Da das
Testproblem und seine Eigenschaften zur Compile- und Installationszeit nicht bekannt
sind, muss die Auswahl von Blockgro¨ßen fu¨r das Schleifen-Tiling zur Laufzeit stattfin-
den. Das Evaluieren vieler Blockgro¨ßen wa¨hrend eines Programmlaufs ist kostspielig und
erho¨ht die Gesamtprogrammlaufzeit. Die Anzahl zu testender Blockgro¨ßen soll daher auf
ein Minimum reduziert werden. Insbesondere gilt es zu vermeiden, dass Blockgro¨ßen mit
sehr langsamen Laufzeiten getestet werden.
Betrachtet man die Experimente in Abb. 8.1, so wird deutlich, dass der Suchraum
viele Bereiche mit guten Blockgro¨ßen entha¨lt. Innerhalb dieser Bereiche betra¨gt der
Laufzeitunterschied zwischen guten und weniger guten Blockgro¨ßen nur einige wenige
Prozent. Diese Beobachtung wurde auf allen getesteten Rechnern und fu¨r alle ODE-
Probleme gemacht. Zum Erreichen einer hohen Performance wird es deshalb reichen,
wenn man eine Blockgro¨ße innerhalb dieser guten Bereiche bestimmen kann, anstatt
viele Zeitschritte fu¨r die Evaluation von Blockgro¨ßen zu spendieren, die die Laufzeit
einer Implementierungsvariante nur um wenige Prozent verbessern wu¨rden. Man sollte
auch bedenken, dass im Laufe des Autotuning-Prozesses die Blockgro¨ßen mo¨glichst fu¨r
alle Loop-Tiling-Varianten bestimmt werden sollen. Fu¨hrt man auf der Suche nach der
optimalen Blockgro¨ße mehrere Zeitschritte mit sehr langsamen Varianten durch, so leidet
die Performance eines Autotuning-Algorithmus entsprechend.
Wu¨rde beispielsweise auf dem AMD Opteron DP 246 System fu¨r die Systemgro¨ßen im
Bereich [1.0 · 106, 2.5 · 106] eine Blockgro¨ße aus dem Bereich [100, 1500] gewa¨hlt werden,
so ist im Vergleich zur optimalen Blockgro¨ße nur ein Performanceverlust von unter 5 %
zu erwarten (Abb. 8.1 (a)). Fu¨r den gleichen Bereich der Systemgro¨ßen auf dem AMD
Opteron DP 8350 System wu¨rde die Wahl der Blockgro¨ßen aus dem Bereich [500, 5000]
die Laufzeit nur um bis zu 4 % verschlechtern (Abb. 8.1 (b)). Der Unterschied zwischen
den Blockgro¨ßen in einem guten Bereich des Suchraumes ist relativ klein im Vergleich
zum Laufzeitunterschied, der durch die Wahl einer langsamen Implementierungsvariante
entstehen kann. Man betrachte dazu die Abbildung 8.2. Wu¨rde die langsamste Imple-
mentierungsvariante A gewa¨hlt werden, so wu¨rde der Performanceverlust 29 % betragen.
Bei der Wahl der Implementierungen D, PipeDe2m, PipeDb2m, ppDb1m, Dblock, Pipe-
De2m, ppDb1m oder PipeDb1m wu¨rde der Laufzeitunterschied immer noch u¨ber 10 %
betragen.
Aus diesem Grund hat die Methode der automatischen Auswahl von Blockgro¨ßen das
Ziel, eine gute Blockgro¨ße in mo¨glichst kurzer Zeit zu finden und nicht, die optimale
Blockgro¨ße zu bestimmen. Durch diese Zielsetzung ha¨lt man die Anzahl der zur Lauf-
zeit evaluierter Blockgro¨ßen klein und reduziert damit die Zeit zum Durchfu¨hren des
Autotunings.
Der Code der Loop-Tiling-Varianten ist ein parametrisierter Code. Die Blockgro¨ßen
sind symbolische Konstanten. Diese ko¨nnen zur Laufzeit gesetzt werden. Somit kann
der gleiche Code mit unterschiedlichen Blockgro¨ßen ausgefu¨hrt werden. Die Notwendig-
keit der Neugenerierung des Programmcodes entfa¨llt und die Blockgro¨ßen ko¨nnen zur
Laufzeit evaluiert werden.
Als na¨chstes wird die Berechnungsstruktur des um eine Blockgro¨ßenauswahl erweiter-
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Abbildung 8.2.: Prozentualer Laufzeitunterschied zu der schnellsten Implementierungs-
variante E fu¨r n aus dem Bereich [1.0 · 106, 2.5 · 106], das BRUSS2D-
Problem und das Radau IA (5)-Verfahren.
ten dynamischen Autotuning-Algorithmus pra¨sentiert.
8.4. Der selbstadaptive ODE-Solver mit integrierter
Blockgro¨ßenauswahl
In diesem Abschnitt wird die Funktionsweise des um die Blockgro¨ßenauswahl erweiterten
selbstadaptiven ODE-Solvers beschrieben. Dieser bestimmt zur Laufzeit die schnellste
Implementierungsvariante aus dem Kandidatenpool fu¨r das zu lo¨sende AWP und die
gegebene Zielarchitektur. Außerdem werden geeignete Blockgro¨ßen fu¨r die Implementie-
rungsvarianten mit Loop-Tiling gewa¨hlt.
8.4.1. Die Zeitschritt-Phasen des selbstadaptiven ODE-Solvers
Der selbstadaptive ODE-Solver nutzt die zeitschrittorientierte Berechnungsstruktur der
ODE-Lo¨sungsverfahren aus, um zur Laufzeit die schnellste Implementierungsvariante
aus dem Kandidatenpool auszuwa¨hlen.
Die zeitschrittorientierte Berechnungsstruktur des adaptiven ODE-Solvers besteht aus
vier Phasen:
1. Vorauswahlphase. Die Vorauswahlphase findet nach dem Solveraufruf statt, aber
noch vor dem ersten Zeitschritt des Integrationsprozesses. Zu diesem Zeitpunkt ist
das zu lo¨sende AWP bereits bekannt. In der Vorauswahlphase werden die Imple-
mentierungsvarianten aus dem Kandidatenpool entfernt, die auf das zu lo¨sende
ODE-Problem nicht anwendbar sind. Derzeit ko¨nnen die spezialisierten Implemen-
tierungsvarianten nur auf ODE-Probleme mit einer beschra¨nkten Zugriffsdistanz
angewandt werden. Deshalb wird in der Vorauswahlphase u¨berpru¨ft, ob das zu
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lo¨sende ODE-System eine beschra¨nkte Zugriffsdistanz besitzt. Wenn ja, dann wer-
den die spezialisierten Implementierungsvarianten im Pool beibehalten. Andern-
falls werden die spezialisierten Implementierungsvarianten aus dem Kandidaten-
pool entfernt.
2. Modellbasierte Blockgro¨ßenvorauswahlphase. In dieser Phase, die ebenfalls
vor dem ersten Zeitschritt erfolgt, wird fu¨r jede Implementierungsvariante aus dem
Kandidatenpool eine kleine Menge potentiell effizienter Blockgro¨ßen bestimmt.
Dies geschieht anhand eines analytischen Modells. Das Modell basiert auf der Be-
rechnung von Arbeitsra¨umen von Schleifen und beru¨cksichtigt bei der Wahl der
Blockgro¨ße die Eigenschaften der Cache-Hierarchie der Zielplattform.
3. Autotuningphase. Die Autotuningphase findet wa¨hrend der ersten Zeitschrit-
te des Integrationsprozesses statt. Die Anzahl der Autotuning-Schritte ha¨ngt von
der Anzahl zu evaluierender Implementierungsvarianten und Blockgro¨ßen ab. In
dieser Phase werden nacheinander alle Implementierungsvarianten aus dem Kan-
didatenpool mit den fu¨r sie in der letzten Phase bestimmten Blockgro¨ßen auf der
Zielarchitektur ausgefu¨hrt. Fu¨r jede Implementierungsvariante und jede evaluierte
Blockgro¨ße wird gesondert die Laufzeit eines Zeitschrittes aufgezeichnet. Am Ende
der Autotuningphase wird die schnellste Implementierungsvariante und die beste
Blockgro¨ße anhand der erfassten Laufzeiten ermittelt.
4. Berechnungsphase. Die restlichen Zeitschritte werden mit der Implementierungs-
variante und der Blockgro¨ße ausgefu¨hrt, die in der Autotuningphase zum besten
Ergebnis mit der schnellsten Laufzeit gefu¨hrt haben.
Der Pseudocode des selbstadaptiven Zeitschrittalgorithmus ist in Abbildung 8.3 gegeben.
Als na¨chstes wird die modellbasierte Blockgro¨ßenvorauswahlphase beschrieben.
8.4.2. Modellbasierte Blockgro¨ßenvorauswahlphase
Wie bereits im Abschnitt 8.3 diskutiert wurde, mu¨ssen die Blockgro¨ßen aufgrund der
Abha¨ngigkeit von Eingabe, zur Laufzeit ausgewertet werden. Bei dem im Abschnitt 7.5
vorgestellten Autotuning-Algorithmus wird die beste Implementierungsvariante wa¨hrend
der ersten Zeitschritte des Integrationsprozesses bestimmt. Deshalb muss auch die Aus-
wahl von Blockgro¨ßen wa¨hrend der ersten Zeitschritte erfolgen, um in den bestehenden
Online-Autotuning-Algorithmus erfolgreich integriert werden zu ko¨nnen.
Bei der Blockgro¨ßenauswahl ist das Ziel gesetzt worden, eine gute Blockgro¨ße in mo¨g-
lichst kurzer Zeit automatisch auszuwa¨hlen (vgl. Abschnitt 8.3). Ein Problem dabei ist
jedoch, dass der Suchraum potenzieller Blockgro¨ßen außerordentlich groß sein kann. Eine
erscho¨pfende Suche ist in der Regel nicht praktikabel. Die meisten Autotuner verwenden
deshalb approximative Methoden, um nach einer Blockgro¨ße zu suchen, die einer opti-
malen Blockgro¨ße mo¨glichst nahe kommt. Aber sogar eine approximative Bestimmung
einer Blockgro¨ße wu¨rde eine große Anzahl von Zeitschritten erfordern, wenn der Such-
raum nicht zuvor erheblich eingegrenzt werden wu¨rde. Da im Kandidatenpool mehrere
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1: Sei P die zu lo¨sende Probleminstanz;
2: Sei C die Kandidatenmenge der Implementierungsvarianten;
// 1. Vorauswahlphase
3: C1 ← pre-select (C, P ); // Vorauswahl von Implementierungsvarianten
// 2. Modellbasierte Blockgro¨ßenvorauswahlphase
4: B ← select tile size samples(C1);
// 3. Autotuningphase
5: t← t0; // Setze t auf Anfang des Integrationsintervalls
6: h← hinit; // Setze Anfangsschrittweite
7: Tbest ←∞; // Laufzeit der bis jetzt besten Implementierung
8: Wa¨hle eine (beliebige) Implementierung ohne Loop-Tiling c ∈ C1;
9: ts← n; // Blockgro¨ße wird nicht beno¨tigt, nutze n als Dummy
10: compute time step(c, ts, t); // Aufwa¨rmschritt
11: Fu¨hre Schrittweitenkontrolle durch;
12: Aktualisiere t, wenn der Fehler klein genug;
13: while (C1 6= ∅)
14: {
15: Wa¨hle eine (beliebige) Implementierung c ∈ C1;
16: C1 ← C1 \ c;
17: T S ← set of tile sizes(B, c);
18: while (T S 6= ∅ ∧ t < te)
19: {
20: Wa¨hle ts ∈ T S;
21: T S ← T S \ ts;
22: T ← compute time step(c, ts, t);
23: if (T < Tbest)
24: (cbest, Tbest, tsbest)← (c, T, ts); // Implementierung c mit der Blockgro¨ße ts ist
25: // die schnellste bis jetzt
26: Fu¨hre Schrittweitenkontrolle durch;
27: Aktualisiere t, wenn der Fehler klein genug;
28: }
29: }
// 4. Fu¨hre die restlichen Schritte mit der schnellsten Implementierungsvariante aus
30: while (t < te) // Verbleibende Teil des Integrationsintervalls
31: {
32: compute time step(cbest, tsbest, t);
33: Fu¨hre Schrittweitenkontrolle durch;
34: Aktualisiere t, wenn der Fehler klein genug;
35: }
Abbildung 8.3.: Der selbstadaptive Zeitschrittalgorithmus mit integrierter Blockgro¨ßen-
auswahl.
97
8. Automatische Auswahl von Blockgro¨ßen
Implementierungsvarianten mit Loop-Tiling enthalten sind, fu¨r welche effiziente Block-
gro¨ßen ermittelt werden sollten, sind Methoden zur Reduzierung der Anzahl der zur
Laufzeit zu evaluierenden Blockgro¨ßen notwendig.
Generell kann die Anzahl in der Autotuningphase auszuwertender Blockgro¨ßen und
folglich auch die Anzahl fu¨r die Blockgro¨ßenauswahl beno¨tigter Zeitschritte entweder
durch den Einsatz von Heuristiken oder durch das Verwenden eines analytischen Modells
reduziert werden. In dieser Arbeit wird ein analytisches Modell verwendet, um die Anzahl
der zur Laufzeit auszuwertenden Blockgro¨ßen zu reduzieren.
Anforderungen an das Blockgro¨ßenauswahlmodell
An das Modell sind folgende Anforderungen gestellt worden:
• Es soll pra¨zise genug sein, um eine Auswahl guter Blockgro¨ßen zu gewa¨hrleisten.
• Das Modell soll nur einen geringen Zeitoverhead erfordern.
• Das Modell soll so konstruiert sein, dass man es, mo¨glichst ohne großen Aufwand,
fu¨r andere ODE-Verfahren erweitern und nutzen kann.
Das entstandene Modell wird im folgenden Abschnitt beschrieben.
Das Blockgro¨ßenvorauswahlmodell
Das Modell basiert auf der Bestimmung von Arbeitsra¨umen der in den Implementie-
rungsvarianten auftretenden Schleifen und beru¨cksichtigt bei der Wahl einer Blockgro¨-
ße die relevanten Eigenschaften der Speicherhierarchie der Zielarchitektur. Das Modell
bestimmt eine kleine Menge potentiell effizienter Blockgro¨ßen, die dann spa¨ter in der
Autotuningphase auf der Zielarchitektur evaluiert werden.
Die Idee der Loop-Tiling-Technik besteht darin, die Wiederverwendung von Daten zu
maximieren und die Zugriffe auf den relativ langsamen Hauptspeicher zu reduzieren. Die
Blockgro¨ße sollte deshalb so gewa¨hlt werden, dass der Arbeitsraum eines Blocks, d. h.
die Menge aller innerhalb des Blocks referenzierten Datenelemente, in den Cache passt.
Wegen der Komplexita¨t moderner Speicherhierarchien ist es jedoch nicht offensichtlich,
fu¨r welche Cache-Stufe die Blockgro¨ße optimiert werden soll. Eine nahezu optimale Per-
formance kann aber ha¨ufig durch die Optimierung der Blockgro¨ße auf die schnellste
Cache-Stufe der Speicherhierarchie erreicht werden.
Zur Erinnerung: Ein Arbeitsraum eines Programmabschnittes ist definiert als die Men-
ge aller innerhalb dieses Programmabschnittes referenzierten Datenelemente. Die Ar-
beitsra¨ume eines Programms entsprechen u¨blicherweise den Iterationen von Schleifen.
Die Implementierungsvarianten expliziter PC-Verfahren vom RK-Type enthalten meh-
rere Schleifen. Jede dieser Schleifen stellt einen Arbeitsraum dar. Bei der Entwicklung
eines analytischen Modells stellt sich daher die Frage, welche Arbeitsra¨ume einen großen
Einfluss auf die Laufzeit einer Implementierungsvariante ausu¨ben und deshalb fu¨r die
Blockgro¨ßenauswahl von großer Bedeutung sind. Diese Frage ist nicht einfach zu be-
antworten. Oft sind aber die Arbeitsra¨ume laufzeitrelevant, auf die in einem Programm
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ha¨ufig zugegriffen wird. Damit eine Implementierungsvariante effizient arbeiten kann,
sollen sie nach Mo¨glichkeit im Cache zwischengespeichert werden.
Generell werden bei der Blockgro¨ßenauswahl natu¨rlich nur die Arbeitsra¨ume betrach-
tet, deren Gro¨ße von der Blockgro¨ße B abha¨ngig ist. Das sind Schleifen, deren Iterations-
raum entweder selbst in Blo¨cke der Blockgro¨ße B aufgeteilt worden ist oder deren innere
Schleifen u¨ber die Blo¨cke der Blockgro¨ße B iterieren. Die Blockgro¨ße wird nur fu¨r die
Implementierungsvarianten aus dem Kandidatenpool gewa¨hlt, die von der Blockgro¨ße B
abha¨ngige Arbeitsra¨ume enthalten. Das sind die Implementierungsvarianten PipeDb2m,
PipeDb2mt, Dblock, PipeDb1m, PipeDb1mt, ppDb1m und ppDb1mt.
Der wichtigste und der gro¨ßte Arbeitsraum einer Implementierungsvariante ist der
Arbeitsraum eines Zeitschrittes WSts. Wird die Schrittweitenkontrolle als ein Teil des
Zeitschrittes aufgefasst, so entha¨lt dieser Arbeitsraum alle im Programm referenzierten
Datenelemente und ermo¨glicht deren Wiederverwendung innerhalb aufeinanderfolgender
Zeitschritte. Kann der gesamte Arbeitsraum eines Zeitschrittes einer Implementierungs-
variante im Cache gespeichert werden, so sollten keine Kapazita¨tsfehlzugriffe auftreten.
Ist die Cachegro¨ße jedoch kleiner als die Gro¨ße des Arbeitsraumes eines Zeitschrittes,
so sind andere Arbeitsra¨ume ausschlaggebend fu¨r die Laufzeit, damit zumindest eine
Teilmenge der Daten eines Zeitschrittes wiederverwendet werden kann. Der na¨chstgro¨-
ßere Arbeitsraum der Implementierungsvarianten PipeDb2mt, PipeDb2m, Dblock, Pi-
peDb1mt und PipeDb1m ist der Arbeitsraum eines Korrektorschrittes WScs, der die
Wiederverwendung der Daten innerhalb aufeinanderfolgender Korrektorschritte erlaubt.
Bei den Implementierungsvarianten ppDb1m und ppDb1mt ist der na¨chstgro¨ßere Ar-
beitsraum der Arbeitsraum eines Pipelining-Schrittes. Insbesondere ist bei Pipelining-
Varianten der Arbeitsraum eines Pipelining-Schrittes in der langen Sweep-Phase WSps
wichtig. Dieser Arbeitsraum entspricht einem diagonalem Lauf u¨ber die Korrektorschrit-
te in der Sweep-Phase und ermo¨glicht die Wiederverwendung von Daten zwischen auf-
einanderfolgenden Iterationen der Systemdimensionsschleife j. Die Arbeitsra¨ume eines
Pipelining-Schrittes der Initialisierungs- und Finalisierungsphase ko¨nnen dagegen bei der
Blockgro¨ßenauswahl ignoriert werden, da diese nur wenige Iterationen der u¨ber die Sys-
temdimension laufenden Schleife j erfordern. Ist die Kapazita¨t eines Caches kleiner als
die Gro¨ße des Arbeitsraumes eines Pipelining- oder Korrektorschrittes, so kann die Wie-
derverwendung von Daten nur innerhalb aufeinanderfolgender Iterationen der i− oder
der l-Schleife oder auch innerhalb der durch Tiling entstandenen Schleifen stattfinden.
Bei noch kleineren Caches kann nur die Wiederverwendung von kleinen Teilen eines
Arbeitsraumes in Betracht kommen.
Fu¨r die Implementierung eines analytischen Modells wurden auf Grund ihres großen
Einflusses auf die Laufzeit der Arbeitsraum eines ZeitschrittesWSts und der Arbeitsraum
eines Korrektorschrittes bzw. – fu¨r die Pipelining-Varianten – der Arbeitsraum eines Pi-
pelining-Schrittes gewa¨hlt. Zusa¨tzlich zu diesen Arbeitsra¨umen wurden fu¨r jede Variante
noch maximal vier kleinere laufzeitrelevante Arbeitsra¨ume (WS1,WS2,WS3,WS4) ge-
wa¨hlt. Diese entsprechen im Wesentlichen den Arbeitsra¨umen der i-, j- und l-Schleifen
sowie dem Arbeitsraum der Gro¨ße 2B, der durch das Loop-Tiling der u¨ber die System-
dimension laufenden Schleife entstanden ist.
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Die Gro¨ße eines Arbeitsraumes ergibt sich als Funktion der Systemgro¨ße n, der Stufen-
anzahl s, der Anzahl der Korrektorschritte m, der Zugriffsdistanz d(f) und der Blockgro¨-
ße ts. Die einzelnen Arbeitsra¨ume lassen sich aus der Programmstruktur herleiten. Zur
Bestimmung des Arbeitsraumes eines Schleifenkomplexes bestimmt man zuerst die Men-
ge der Datenelemente, die innerhalb der innersten Schleifen des Komplexes referenziert
werden. Danach bildet man die Vereinigung dieser Menge mit der Menge der Daten-
elemente, die in umschließenden Schleifen referenziert werden. Dieser Vorgang wird so
lange wiederholt, bis die oberste Verschachtelungsebene erreicht ist.
Die Tabelle 8.1 zeigt eine U¨bersicht ausgewa¨hlter Arbeitsra¨ume und deren Gro¨ße fu¨r
alle Implementierungsvarianten im Kandidatenpool, die Loop-Tiling verwenden. In der
Tabelle bezeichnet ts die Blockgro¨ße, n ist die Gro¨ße des ODE-Systems, s ist die Anzahl
der Stufen des ODE-Verfahrens, m ist die Anzahl der Korrektorschritte und d(f) ist die
Zugriffsdistanz des ODE-Systems.
Das Blockgro¨ßenauswahlmodell geht von einem allgemeinen Cache-Modell aus. Es
wird angenommen, dass der Cache inklusiv aufgebaut ist, d. h. eine Cachezeile, die im
L1-Cache ist, ist auch im L2- und L3-Cache vorhanden. Weiter wird angenommen, dass
die Caches voll-assoziativ sind und LRU als Ersetzungsstrategie nutzen, d.h. alle entste-
henden Cache-Fehlzugriffe sind entweder auf einen Capacity- oder ein Cold-Miss zuru¨ck-
zufu¨hren.
Die Wahl einer Blockgro¨ße erfolgt abha¨ngig von der Gro¨ße des ODE-Systems n, der
Kapazita¨t der Caches i = 1, . . . , r der Zielarchitektur, die als C(L1), C(L2), . . . , C(Lr)
gegeben ist, sowie der Blockla¨nge des L1-Caches Cb(L1). Die Cachekapazita¨t und die
Blockgro¨ße sind durch die Anzahl der Gleitkommawerte gegeben.
Der Einfachheit halber wurde bei der Bestimmung von Arbeitsra¨umen in Tab. 8.1
nur der Speicherplatzbedarf fu¨r Vektorelemente beru¨cksichtigt, nicht aber der Speicher-
platzbedarf fu¨r weitere Daten, wie z. B. die Verfahrenskoeffizienten, skalare Variablen
oder Daten auf dem Stack, die oft im Programm gebraucht werden, dafu¨r aber wenig
Speicher beno¨tigen. Um die daraus eventuell entstehende Ungenauigkeiten im Modell zu
vermeiden, wurde fu¨r die Cachekapazita¨t eine geringere Gro¨ße angenommen. Es werden
90 % der physikalischen Kapazita¨t eines Caches genutzt. Die effektive Gro¨ße eines Ca-
ches der Stufe i = 1, . . . , r wird als Ceff(Li) = C(Li) · 0.9 definiert. Auf dieser Weise wird
sichergestellt, dass die Gro¨ße des Arbeitsraumes, fu¨r den eine Blockgro¨ße gewa¨hlt wird,
die Kapazita¨t der jeweiligen Cache-Stufe nicht u¨bersteigt.
Um den Suchraum potenzieller Blockgro¨ßen einzuschra¨nken, die in der Autotuning-
phase evaluiert werden, wird zuna¨chst fu¨r jede Implementierungsvariante mit Hilfe des
Modells eine kleine Menge von Blockgro¨ßen bestimmt. Die Strategie zur Auswahl geeig-
neter Blockgro¨ßen lautet wie folgt:
Bestimme die Blockgro¨ße so, dass jeder Arbeitsraum, der einen großen Einfluss
auf die Laufzeit ausu¨bt, in der schnellstmo¨glichen Cache-Stufe gespeichert werden
kann.
Diese Strategie a¨hnelt der Idee in [BJWE92] in der Art und Weise, dass man einerseits
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ID Schleife Gro¨ße
Dblock
WSts Zeitschritt (2s+ 3)n+ ts
WScs Korrektorschritt (2s+ 1)n+ ts
WS1 Eine Iter. der i Schleife (s+ 2)n+ 2d(f) + ts
WS2 Eine Iter. der j-Schleife (k = 1, . . . ,m− 2) (s+ 3)ts+ 2d(f)
WS3 Eine Iter. der l-Schleife [(jj)] 2 · ts
PipeDb2mt
WSts Zeitschritt (2s+ 3)n+ ts
WScs Korrektorschritt (2s+ 1)n+ ts
WS1 Eine Iter. der j Schleife (k = 1, . . . ,m− 2) (2s+ 3)ts+ s · 2d(f)
WS2 Eine Iter. der i-Schleife (s+ 3)ts+ 2d(f)
WS3 Eine Iter. der l-Schleife [(jj)] 2 · ts
PipeDb2m
WS1 Eine Iter. der j Schleife (k = 1, . . . ,m− 2) (2s+ 2)ts+ s · 2d(f)
WS2 Eine Iter. der i-Schleife (s+ 2)ts+ 2d(f)
PipeDb1m
WSts Zeitschritt (s(2m− 2))ts+ (s+ 3)n
WScs Korrektorschritt (s+ 1) · n+ s · 2ts
WS1 Eine Iter. der j-Schleife (k = 1, . . . ,m− 2) (2s+ 2)ts+ s · 2d(f)
WS2 Eine Iter. der i-Schleife (s+ 2)ts+ 2d(f)
PipeDb1mt
WSts Zeitschritt (s(2m− 2) + 1)ts+ (s+ 3)n
WScs Korrektorschritt (s+ 1) · n+ s · 2ts+ ts
WS1 Eine Iter. der j-Schleife (k = 1, . . . ,m− 2) (2s+ 3)ts+ s · 2d(f)
WS2 Eine Iter. der i-Schleife (s+ 3)ts+ 2d(f)
WS3 Eine Iter. der l-Schleife [(jj)] 2 · ts
ppDb1m
WSts Zeitschritt (s(2m− 2))ts+ (s+ 3)n
WSps Pipelining-Schritt ((3s+ 1)m+ 3)ts
WS1 Eine Iter. der j-Schleife (k = 1, . . . ,m− 2) (2s+ 2)ts+ s · 2d(f)
WS2 Eine Iter. der j-Schleife (k = m− 1) (2s+ 1)ts+ s · 2d(f)
WS3 Eine Iter. der i-Schleife (s+ 2)ts+ 2d(f)
ppDb1mt
WSts Zeitschritt (s(2m− 2) + 1)ts+ (s+ 3)n
WSps Pipelining-Schritt ((3s+ 1)m+ 4)ts
WS1 Eine Iter. der j-Schleife (k = 1, . . . ,m− 2) (2s+ 3)ts+ s · 2d(f)
WS2 Eine Iter. der j-Schleife (k = m− 1) (2s+ 2)ts+ s · 2d(f)
WS3 Eine Iter. der i-Schleife (s+ 3)ts+ 2d(f)
WS4 Eine Iter. der l-Schleife [(jj)] 2 · ts
Tabelle 8.1.: Ausgewa¨hlte Arbeitsra¨ume fu¨r Implementierungsvarianten mit Loop-Ti-
ling.
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versucht, die Arbeitsra¨ume eines Programms im Cache zu halten, um die Anzahl der
Kapazita¨tsfehlzugriffe zu reduzieren, und andererseits fu¨r die in die Cache-Hierarchie
passenden Arbeitsra¨ume die Blockgro¨ße so groß wie mo¨glich wa¨hlt, damit der Schleifen-
Overhead minimiert wird.
Die Vorschrift der modellbasierten Vorauswahl von Blockgro¨ßen lautet wie folgt:
1. Identifiziere fu¨r jede zu betrachtende Implementierungsvariante die Menge lauf-
zeitrelevanter Arbeitsra¨ume W.
2. Fu¨r jeden Arbeitsraum w ∈ W und jede Cache-Stufe i berechne LT (w,Ceff(Li)).
Dies ist die gro¨ßtmo¨gliche Blockgro¨ße, fu¨r die der Arbeitsraum w in den Cache
der Stufe i passt. Passt der Arbeitsraum w nicht in die Cache-Stufe i, so wird
LT (w,Ceff(Li)) auf die Gro¨ße des ODE-Systems n gesetzt.
LT (w,Ceff(Li)) =

max{ts ∈ {1, . . . ,min(n,C(Li))} |
ws size(w, ts) ≤ Ceff(Li)},
wenn ∃ ts : ws size(w, ts) ≤ Ceff(Li),
n, sonst.
(8.1)
Die Hilfsfunktion ws size(I, ts) berechnet die Gro¨ße des Arbeitsraumes w mit der
Blockgro¨ße ts und ist wie folgt definiert:
ws size(w, ts) =

Gro¨ße des Arbeitsraumes w
mit der Blockgro¨ße ts, wenn ts ∈ {1, . . . , n},
n, sonst.
(8.2)
3. Bilde das Minimum aller Blockgro¨ßen, die im vorherigen Schritt berechnet wurden,
tsmin. Nehme tsmin in die Menge der Blockgro¨ßenvorschla¨ge T S auf. Durch die
Wahl von tsmin wird garantiert, dass jeder Arbeitsraum in der schnellstmo¨glichen
Cache-Stufe gespeichert werden kann, in die er hineinpasst.
4. Sei nline die vorgegebene Anzahl von L1-Cachezeilen. Ist tsmin deutlich gro¨ßer
als #lines · Cb(L1), so nehme auch tssmall = #lines · Cb(L1) in die Menge der
Blockgro¨ßenvorschla¨ge T S auf.
Durch die Minimumstrategie wird der gro¨ßte Arbeitsraum in die schnellstmo¨gliche Ca-
che-Stufe platziert, in die er noch hineinpasst. Gleichzeitig wird aber die gleiche Block-
gro¨ße auch fu¨r andere Arbeitsra¨ume verwendet, fu¨r die man u. U. eine gro¨ßere Blockgro¨ße
wa¨hlen ko¨nnte.
Den Vorschlag fu¨r die zweite Blockgro¨ße (siehe Abb. 8.4, Zeile 6) liefert eine Heuristik,
die auf praktischer Erfahrung basiert. Auf manchen Rechnern, wie z. B. auf dem AMD
Opteron DP 246, wurde beobachtet, dass kleine Blockgro¨ßen, die einer kleinen Cache-
zeilenanzahl entsprechen (z. B. #lines = 16), oft eine bessere Performance erreichen als
Blockgro¨ßen, die einen gro¨ßeren Bereich eines Caches nutzen.
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1: SeiW = {WSTS ,WSCS ,WS1,WS2, . . .WSj} die Menge laufzeitrelevanter Arbeitsra¨u-
me.
2: Sei C = {L1,L2, . . .Li} die Menge der Cache-Stufen i = 1, . . . , r.
3: Sei T S die Menge zu bestimmender Blockgro¨ßen.
4: tsmin ← min {LT (w,Ceff(Li)) |w ∈ W, Li ∈ C} ;
5: T S ← {tsmin};
6: if (tsmin ≥ #lines · Cb(L1) + 100) tssmall ← #lines · Cb(L1);
7: T S ← T S ∪ {tssmall};
Abbildung 8.4.: Modellbasierte Vorauswahl von Blockgro¨ßen fu¨r allgemeine Implemen-
tierungsvarianten mit Loop-Tiling.
Bisher wurde die Methode der Blockgro¨ßenauswahl fu¨r allgemeine Implementierungs-
varianten mit Loop-Tiling beschrieben. Diese ist in Abbildung 8.4 gegeben.
Zur Auswahl von Blockgro¨ßen fu¨r spezialisierte Varianten wird ein a¨hnlicher Ansatz
wie der in Abbildung 8.4 verfolgt. Aufgrund der besonderen Struktur spezialisierter Va-
rianten mu¨ssen die gewa¨hlten Blockgro¨ßen zusa¨tzlichen Bedingungen genu¨gen:
• Die gewa¨hlte Blockgro¨ße muss gro¨ßer oder gleich der Zugriffsdistanz des ODE-
Systems sein, d. h. sie muss der Bedingung ts ≥ d(f) genu¨gen. Damit wird sicher-
gestellt, dass zur Berechnung eines Blocks des Korrektorschrittes k maximal drei
Blo¨cke des Korrektorschrittes k − 1 notwendig sind.
• Bei Pipelining-Varianten bezeichnet ts diejenige Blockgro¨ße, die das ODE-System
der Gro¨ße n in bn/tsc Blo¨cke aufteilt. Weil fu¨r den Aufbau einer vollen Pipeline
mindestens m Blo¨cke notwendig sind, muss auch das ODE-System der Gro¨ße n in
mindestens m Blo¨cke aufgeteilt werden. Fu¨r Pipelining-Varianten vorgeschlagene
Blockgro¨ßen mu¨ssen daher eine weitere Bedingung erfu¨llen: ts ≤ bn/mc.
Fu¨r spezialisierte Implementierungsvarianten ist die Heuristik in Zeile 6 in Abb. 8.4
durch die Bedingung d(f) ≥ #lines·Cb(L1)+100 ersetzt worden. Ist diese erfu¨llt, so wird
d(f) und ansonsten #lines · Cb(L1) in die Menge empirisch zu evaluierender Blockgro¨-
ßen T S aufgenommen. Die Zugriffsdistanz d(f) wird als zweite Blockgro¨ße vorgeschlagen,
weil es die kleinstmo¨gliche Blockgro¨ße ist, die fu¨r spezialisierte Implementierungsvarian-
ten gewa¨hlt werden kann. Die Zugriffsdistanz wird aber nur dann in die Menge empirisch
zu evaluierender Blockgro¨ßen aufgenommen, wenn sie nicht zu klein und hinreichend gro¨-
ßer als tsmin ist.
Am Ende liefert der modellbasierte Ansatz eine Menge von Blockgro¨ßen T S, die fu¨r
jede Loop-Tiling-Variante maximal zwei Blockgro¨ßen entha¨lt. Die Blockgro¨ßen aus dieser
Menge werden in der Autotuningphase auf der Zielarchitektur evaluiert und fu¨r jede
Variante wird die beste Blockgro¨ße anhand der gemessenen Laufzeiten ermittelt.
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8.4.3. Realisierung der Autotuningphase
Die im Kandidatenpool enthaltenen Implementierungsvarianten unterscheiden sich zwar
in der Schleifenreihenfolge und den Datenstrukturen, besitzen aber die gleichen nume-
rischen Eigenschaften. Dadurch ko¨nnen unterschiedliche Implementierungsvarianten fu¨r
die Berechnung einzelner Zeitschritte genutzt werden.
In der Autotuningphase werden nacheinander alle Implementierungsvarianten aus dem
Kandidatenpool zur Berechnung von einem oder mehreren Zeitschritten herangezogen.
Die Implementierungsvarianten ohne Loop-Tiling werden fu¨r die Berechnung je eines
Zeitschrittes verwendet. Eine Loop-Tiling-Variante fu¨hrt je einen Zeitschritt mit einer
Blockgro¨ße aus, bis alle fu¨r diese Variante vom Modell bestimmten Blockgro¨ßen getestet
sind. Daher entspricht die Gesamtanzahl der mit einer Loop-Tiling-Variante durchge-
fu¨hrten Zeitschritte der Anzahl von Blockgro¨ßen in der modellbestimmten Menge. Die
Laufzeit einer Implementierungsvariante mit der jeweiligen Blockgro¨ße wird mit Hil-
fe eines Protokollierungsmechanismus erfasst. Anhand des Vergleichs aufgezeichneter
Laufzeiten wa¨hlt der Autotuner zuna¨chst fu¨r jede Implementierungsvariante die bes-
te Blockgro¨ße aus und dann die beste Implementierungsvariante. Die Einzelheiten der
Laufzeiterfassung sind dem Abschnitt 7.6 zu entnehmen.
Im Allgemeinen ha¨ngt die Performance einer Implementierung vom Anfangszustand
des Rechnersystems ab, insbesondere vom Inhalt der Cache-Hierarchie. Da beim Pro-
grammstart die Caches erstmals mit Programmdaten gefu¨llt werden mu¨ssen, ist die
Zeit fu¨r die Berechnung eines Zeitschrittes zu Beginn der Ausfu¨hrung besonders hoch.
Sobald aber die Daten in die Cache-Hierarchie geladen sind, sinkt diese. Um also eine
repra¨sentative Laufzeit fu¨r eine Implementierungsvariante zu erhalten, muss die Laufzeit
eines Zeitschrittes ausgehend von einem aufgewa¨rmten Zustand der Cache-Hierarchie ge-
messen werden. Damit die Cache-Hierarchie so reproduzierbar wie mo¨glich aufgewa¨rmt
wird, wurde beim Grundalgorithmus im Kapitel 7.5 zuna¨chst zwischen akzeptierten und
verworfenen Zeitschritten unterschieden (vgl. Abb. 8.3). Die Laufzeit einer Implementie-
rungsvariante wurde erst fu¨r einen akzeptierten Zeitschritt gemessen, der unmittelbar auf
einen vorausgehenden akzeptierten Zeitschritt folgt. Als Ergebnis dieser Strategie muss-
ten mehrere Aufwa¨rmschritte ausgefu¨hrt werden, dadurch verla¨ngerte sich die Dauer der
Autotuningphase.
Um zu sehen, ob man die Dauer der Autotuningphase eventuell verku¨rzen kann, wur-
de eine experimentelle Analyse durchgefu¨hrt, in der der Einfluss des Cacheaufwa¨rmens
auf die Laufzeit von Zeitschritten bei unterschiedlichen Implementierungsvarianten un-
tersucht worden ist. Außerdem wurde untersucht, wie stark ein verworfener Zeitschritt
die Laufzeit eines unmittelbar danach folgenden akzeptierten Zeitschrittes beeinflusst.
Die experimentelle Untersuchung hat gezeigt, dass vor allem der erste Zeitschritt fu¨r
das Aufwa¨rmen der Cache-Hierarchie maßgeblich ist. Der Laufzeitunterschied des ers-
ten Zeitschrittes zu einem nachfolgenden Zeitschritt betra¨gt mehr als & 2 %. Fu¨r die
restlichen Zeitschritte der Autotuningphase konnte nur ein geringer Laufzeitunterschied
zwischen einem aufgewa¨rmten und nicht aufgewa¨rmten Zeitschritt festgestellt werden.
Die Experimente haben auch gezeigt, dass der Einfluss eines verworfenen Zeitschrittes
auf die Laufzeit eines unmittelbar danach folgenden akzeptierten Zeitschrittes eher ge-
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ring ist. Deshalb wurde der Autotuning-Algorithmus so modifiziert, dass nur der erste
Integrationszeitschritt zum Aufwa¨rmen von Cache-Hierarchie benutzt wird. Eine weitere
A¨nderung besteht darin, dass man bei der Bestimmung der Laufzeit einer Implementie-
rungsvariante nicht mehr zwischen akzeptierten und verworfenen Zeitschritten unter-
scheidet. Die Bestimmung der Laufzeit einer Implementierungsvariante geschieht unab-
ha¨ngig davon, ob der Zeitschritt verworfen oder akzeptiert wurde. Bei einem verworfenen
Zeitschritt wird die Zeit zur Wiederherstellung des alten Approximationsvektors η nicht
mitgemessen.
Allgemein ha¨ngt die Anzahl der Autotuning-Schritte von der Anzahl evaluierter Im-
plementierungsvarianten und Blockgro¨ßen ab. Fu¨r ODE-Systeme mit einer beschra¨nkten
Zugriffsdistanz und fu¨r den betrachteten Kandidatenpool ist die Autotuningphase maxi-
mal 19 Zeitschritte lang, fu¨r ODE-Systeme mit unbeschra¨nkter Zugriffsdistanz mu¨ssen
maximal 11 Autotuning-Schritte ausgefu¨hrt werden. Ein Aufwa¨rmschritt wurde bei die-
ser Angabe der Anzahl der Autotuning-Schritte bereits mitgeza¨hlt.
8.5. Experimentelle Evaluierung des selbstadaptiven
ODE-Solvers mit integrierter Blockgro¨ßenauswahl
In diesem Abschnitt wird die Performance des selbstadaptiven ODE-Solvers auf drei un-
terschiedlichen Rechnersystemen untersucht. Die Beschreibung dieser Systeme ist im An-
hang B gegeben. Fu¨r die Experimente wurde der GCC-Compiler in der Version 4.4.3 mit
der Optimierungsstufe -O3 und den Compilerflags -D_REENTRANT -fPIC -std=c++0x
-D_STDC_LIMIT_MACROS -g -rdynamic genutzt.
8.5.1. Experimentelle Validierung modellbasierter Blockgro¨ßenauswahl
Im Abschnitt 8.4.2 sind fu¨r jede Implementierungsvariante mehrere laufzeitrelevante Ar-
beitsra¨ume identifiziert worden. Als erstes wird daher am Beispiel der Implementierungs-
variante PipeDb2mt analysiert, welchen Einfluss diese auf die Laufzeit einer Implementie-
rungsvariante ausu¨ben. Außerdem wird untersucht, wie stark eine wachsende Blockgro¨ße
das Laufzeitverhalten einer Implementierungsvariante beeinflusst. Ferner wird die Quali-
ta¨t der vom Modell gewa¨hlten Blockgro¨ßen bestimmt und der Zusammenhang zwischen
effizienten Blockgro¨ßen und der Anzahl von Cache-Fehlzugriffen analysiert.
Einfluss der Wahl einer Blockgro¨ße auf die Laufzeit von Implementierungsvarianten
Die Abbildung 8.5 zeigt die Laufzeiten der Implementierungsvariante PipeDb2mt in Ab-
ha¨ngigkeit von der Blockgro¨ße fu¨r das Testproblem BRUSS2D auf zwei unterschiedlichen
Rechnersystemen unter Verwendung der Problemgro¨ße n = 4.5 · 106 und des Verfahrens
Lobatto IIIC (8) [HNW09b]. Die Blockgro¨ße wurde – angefangen bei der Blockgro¨ße 10
bis hin zur Blockgro¨ße 5000 – mit einer Schrittweite von jeweils 50 erho¨ht, danach bis zur
Blockgro¨ße 1.0 · 106 mit einer Schrittweite von 500, ab der Blockgro¨ße 1.0 · 106 wurden
noch gro¨ßere Schrittweiten verwendet.
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Abbildung 8.5.: Laufzeit der Implementierungsvariante PipeDb2mt in Abha¨ngigkeit von
der Blockgro¨ße fu¨r das Testproblem BRUSS2D mit n = 4.5 · 106 und
dem Lobatto IIIC (8)-Verfahren auf (a) dem AMD Opteron 246 und (b)
dem AMD Opteron 8350.
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Auf dem AMD Opteron DP 246 (Abb. 8.5 (a)) zeigt die Laufzeitkurve der Implemen-
tierung PipeDb2mt ab der Blockgro¨ße 60 einen kontinuierlichen Anstieg der Laufzeit,
bis zur Blockgro¨ße ≈ 7.5 · 104. Wa¨chst die Blockgro¨ße u¨ber diesen Wert hinaus, so
bleibt die Laufzeit konstant. Der Grund fu¨r den kontinuierlichen Anstieg der Laufzeit
ist, dass eine Erho¨hung der Blockgro¨ße zur einer Vergro¨ßerung von Arbeitsra¨umen einer
Implementierungsvariante fu¨hrt. Ab einer bestimmten Blockgro¨ße u¨bersteigt die Gro¨ße
laufzeitrelevanter Arbeitsra¨ume die Kapazita¨t des L1- oder L2-Caches. Die Arbeitsra¨u-
me fallen nach und nach aus bestimmten Cache-Stufen heraus und dadurch steigt die
Laufzeit der Implementierung stets an.
Fu¨r die Systemgro¨ße n = 4.5 · 106 passt weder der Arbeitsraum eines Zeitschrittes
noch der des Korrektorschrittes in den L1- bzw. L2-Cache des AMD Opterons DP 246.
Der kleinste Arbeitsraum der Implementierung PipeDb2mt ist WS3 = 2 · ts. Dieser
u¨berschreitet die Kapazita¨t des L2-Caches ab einer Blockgro¨ße von ≈ 6.6 · 104. Ist die
Blockgro¨ße bereits so groß, dass kein Arbeitsraum mehr in den L1- oder L2-Cache passt,
so steigt die Laufzeit der Implementierung PipeDb2mt nicht mehr an. Fu¨r n = 4.5 · 106
betra¨gt der maximale Performanceverlust 33 %, bezogen auf die optimale Blockgro¨ße 60.
In weiteren Experimenten (gestartet mit BRUSS2D, aber fu¨r andere Systemgro¨ßen) ist
fu¨r die Blockgro¨ßen nahe an n ein Performanceverlust von u¨ber 50 % registriert wor-
den. Das Modell der Blockgro¨ßenauswahl wu¨rde auf diesem System zwei Blockgro¨ßen
vorschlagen: tsmin = 128 und tssmall = 274. Beide Blockgro¨ßen liegen in einem guten
Bereich des Suchraumes, der Performanceverlust zur optimalen Blockgro¨ße ist bei tsmin
< 1 % und bei tssmall < 2 %.
Auch auf dem zweiten Rechnersystem AMD Opteron 8350 passt weder der Arbeits-
raum eines Zeitschrittes noch der eines Korrektorschrittes bei einer Systemgro¨ße von
n = 4.5 · 106 in die Cache-Hierarchie. Auf diesem Rechnersystem ist ein Anstieg der
Laufzeit erst ab der Blockgro¨ße ≈ 410 zu beobachten. Dies ist insofern interessant, als
ab der Blockgro¨ße 274 der Arbeitsraum WS2, der einer Iteration der i-Schleife entspricht,
die Gro¨ße des L1-Caches u¨berschreitet. Der Arbeitsraum WS2 ist der gro¨ßte Arbeits-
raum, der bis zur Blockgro¨ße 274 vollsta¨ndig in den L1-Cache passt. Ein weiterer Anstieg
der Laufzeit erfolgt, wenn der Arbeitsraum WS2 beginnt, aus dem L2-Cache herauszu-
fallen. Wie bereits beim AMD Opteron DP 246 stabilisiert sich die Laufzeit erst, wenn
der kleinste Arbeitsraum WS3 aus der ho¨chsten Cache-Stufe, hier L3, herausfa¨llt. Fu¨r
n = 4.5·106 betra¨gt der maximale Performanceverlust auf diesem Rechner 40 %, bezogen
auf die optimale Blockgro¨ße 410. Weil der L1-Cache des AMD Opterons 8350 genauso
groß ist wie der L1-Cache des AMD Opteron DP 246, schla¨gt das Blockgro¨ßenauswahlm-
odell fu¨r beide Systeme gleiche Blockgro¨ßen vor, na¨mlich tsmin = 128 und tssmall = 274.
Beide Blockgro¨ßen liegen in einem guten Bereich des Suchraumes, die optimale Block-
gro¨ße 410 ist ≈ 6 % schneller als die Blockgro¨ße tsmin und nur ≈ 4 % schneller als die
Blockgro¨ße tssmall.
Bewertung der Qualita¨t der modell-gewa¨hlten Blockgro¨ßen
Die Abbildung 8.6 zeigt die Qualita¨t der modell-gewa¨hlten Blockgro¨ßen tsmin und tssmall
bezogen auf die Laufzeit der optimalen Blockgro¨ße fu¨r die Implementierungsvariante
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PipeDb2mt auf drei unterschiedlichen Zielarchitekturen fu¨r das Testproblem BRUSS2D
und das Lobatto IIIC (8)-Verfahren.
Je na¨her die Laufzeit der gewa¨hlten Blockgro¨ße an der Laufzeit der optimalen Block-
gro¨ße ist, desto besser ist ihre Qualita¨t. In den Experimenten wurde die Blockgro¨ße mit
der Schrittweite von 100 erho¨ht, bis die Blockgro¨ße 5000 erreicht wurde.
In den Konturdiagrammen sind fu¨r unterschiedliche Systemgro¨ßen n die relativen Lauf-
zeiten der Implementierungsvariante PipeDb2mt gegenu¨ber der besten u¨ber den gesam-
ten Bereich der Blockgro¨ßen [1, 5000] erhaltenen Laufzeit zu sehen. Die Farbskalierung
gibt die Qualita¨t der Blockgro¨ßen an. Die blauen Regionen entsprechen den Bereichen
mit guter Wahl der Blockgro¨ße, wa¨hrend die roten Regionen die Bereiche mit weniger
gut geeigneten Blockgro¨ßen repra¨sentieren.
Der Laufzeitunterschied zwischen einzelnen Blockgro¨ßen aus dem Bereich [1, 5000]
betra¨gt auf dem AMD Opteron DP 246 . 13 %, auf dem AMD Opteron 8350 . 11 %
und auf dem Intel Core 2 Duo E8400 . 4 %. Bei sehr großen Blockgro¨ßen jedoch, die nahe
an n heranreichen, ist ein Performanceverlust von mehr als 40 % mo¨glich (s. Abb. 8.5 (b)).
Auf dem AMD Opteron DP 246 System wa¨re die optimale Strategie die Wahl einer
Blockgro¨ße kleiner als ≈ 700, wa¨hrend auf dem AMD Opteron 8350 nicht nur kleine
Blockgro¨ßen aus dem Bereich [200, 500] gute Performance liefern, sondern auch Block-
gro¨ßen aus dem Bereich [3500, 5000]. Beim Betrachten der Laufzeitergebnisse auf diesem
System fa¨llt auf, dass fu¨r manche Bereiche von Systemgro¨ßen die Wahl einer Blockgro¨ße
aus dem Bereich [1, 5000] keinen nennenswerten Einfluss auf die Laufzeit hat.
Das Intel Core 2 Duo E8400 System reagiert weniger sensibel auf die Wahl einer
Blockgro¨ße aus dem betrachteten Bereich. Dennoch sollten auch auf diesem System vor-
zugsweise die Blockgro¨ßen kleiner als ≈ 2200 gewa¨hlt werden, um eine hohe Performance
zu erzielen.
Generell la¨sst sich auf allen drei Zielarchitekturen beobachten, dass mindestens eine
modell-gewa¨hlte Blockgro¨ße in einem guten Bereich des Suchraumes liegt.
Zwei weitere Abbildungen 8.7 und 8.8 demonstrieren, dass die modellbasierte Vor-
auswahl von Blockgro¨ßen auch fu¨r andere Implementierungen als PipeDb2mt und fu¨r
andere Korrektorverfahren gut funktioniert. Die Abbildung 8.7 zeigt die Laufzeit der
Implementierungen PipeDb1mt und ppDb1mt pro Zeitschritt und Komponente in Ab-
ha¨ngigkeit der Blockgro¨ße fu¨r n = 4.5 · 106 (N = 1500) auf dem AMD Opteron DP
6172 Rechnersystem, die Abbildung 8.8 auf dem AMD Opteron 8350. Es wurde erneut
das Problem BRUSS2D verwendet. Die oberen zwei Abbildungen zeigen die Ergebnisse
unter Verwendung des Korrektorverfahrens Lobatto IIIC (8), fu¨r die Experimente in den
unteren Abbildungen wurde das Radau IA (5)-Verfahren benutzt. Die Blockgro¨ße wur-
de beginnend mit dem Wert 3000 (dies entspricht der Zugriffsdistanz d(f) = 2N und
der kleinstmo¨glichen Blockgro¨ße fu¨r diese Implementierungsvarianten), bis zum Wert
24000 mit einer Schrittweite von 1000 erho¨ht. Danach wurde die Blockgro¨ße verdoppelt,
bis entweder die Systemgro¨ße erreicht wurde oder bei der Implementierung ppDb1mt
nicht genug Blo¨cke zum Aufbau einer vollen Pipeline verfu¨gbar waren. Das analytische
Modell liefert auch fu¨r die Implementierungen PipeDb1mt und ppDb1mt und unter-
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Abbildung 8.6.: Qualita¨t der modell-gewa¨hlten Blockgro¨ßen fu¨r die Implementierungs-
variante PipeDb2mt und das Testproblem BRUSS2D. (a) Opteron DP
246, (b) Opteron 8350, (c) Core 2 Duo E8400.
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Abbildung 8.7.: Qualita¨t der modell-gewa¨hlten Blockgro¨ßen tsmin und tssmall fu¨r das
Testproblem BRUSS2D mit n = 4.5 · 106. Rechnersystem: AMD Opte-
ron DP 6172. (a) PipeDb1mt, Lobatto IIIC (8), (b) ppDb1mt, Lobatto
IIIC (8), (c) PipeDb1mt, Radau IA (5), (d) ppDb1mt, Radau IA (5).
die Blockgro¨ße tssmall = 3000 die optimale Blockgro¨ße in allen vier Testszenarien. Der
Performanceunterschied der zweiten Blockgro¨ße tsmin zu der optimalen Blockgro¨ße liegt
unter 1 %.
Auf dem zweiten Rechnersystem ist die Qualita¨t der modell-gewa¨hlten Blockgro¨ßen
vergleichbar mit der auf dem AMD Opteron DP 6172. In Abb. 8.8 (a) ist die Laufzeit der
Blockgro¨ße tssmall maximal ≈ 2.5 % schlechter als die Laufzeit der optimalen Blockgro¨ße
9000. Die Blockgro¨ße tsmin ist lediglich ≈ 0.1 % schlechter als die optimale Blockgro¨ße.
Auch in anderen Experimenten (Abb. 8.8 (b), (c), (d)) ist eine a¨hnlich gute Qualita¨t der
modellbasierten Blockgro¨ßen zu erkennen.
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Abbildung 8.8.: Qualita¨t der modell-gewa¨hlten Blockgro¨ßen tsmin und tssmall. Testpro-
blem: BRUSS2D mit n = 4.5 · 106. Rechnersystem: AMD Opteron 8350.
(a) PipeDb1mt, Lobatto IIIC (8), (b) ppDb1mt, Lobatto IIIC (8), (c) Pi-
peDb1mt, Radau IA (5), (d) ppDb1mt, Radau IA (5).
Der Zusammenhang zwischen der Anzahl von Cache-Fehlzugriffen und effizienten
Blockgro¨ßen
Die Abbildung 8.9 zeigt die normierte Anzahl der L1- bzw. L2-Cache-Fehlzugriffe fu¨r un-
terschiedliche System- und Blockgro¨ßen fu¨r die Implementierung PipeDb2mt, das Test-
problem BRUSS2D und das Lobatto IIIC (8)-Verfahren auf dem AMD Opteron DP 246
System.
In den Konturdiagrammen sind fu¨r unterschiedliche Systemgro¨ßen n die Cache-Fehlzu-
griffe gegen die minimale u¨ber den gesamten Bereich der Blockgro¨ßen erhaltene Anzahl
der Cache-Fehlzugriffe aufgetragen.
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Mit wachsender Blockgro¨ße steigt auch die Anzahl der L1-Cache-Fehlzugriffe stark
an. Ein Anstieg der L2-Cache-Fehlzugriffe kann dagegen nicht beobachtet werden. Die
Anzahl der L1-Cache-Fehlzugriffe ist fu¨r unterschiedliche Blockgro¨ßen um mehrere Gro¨-
ßenordnungen ho¨her als die Anzahl der L2-Cache-Fehlzugriffe. Man sieht auch, dass es
Bereiche von Systemgro¨ßen gibt, bei denen die Anzahl der L1-Cache-Fehlzugriffe durch-
gehend hoch ist und die Anzahl der L2-Cache-Fehlzugriffe kleiner als bei u¨brigen Sys-
temgro¨ßen. Diese Bereiche entsprechen den Systemgro¨ßen, bei denen die Wahl einer
Blockgro¨ße aus dem Bereich [1, 5000] keinen nennenswerten Einfluss auf die Laufzeit
hatte (vgl. Abb. 8.6 (a)).
Mit wachsender System- und Blockgro¨ße u¨bersteigt die Gro¨ße einzelner Arbeitsra¨ume
die Kapazita¨t des L1-Caches. Dadurch beginnen die Teile dieser Arbeitsra¨ume aus dem
L1-Cache herauszufallen und die Anzahl der L1-Cache-Fehlzugriffe steigt an. Da die
meisten Arbeitsra¨ume aber immer noch in den L2-Cache passen, wenn die Blockgro¨ße .
5000 gewa¨hlt wird, bleibt die Anzahl der L2-Cache-Fehlzugriffe bei steigender Blockgro¨ße
nahezu konstant.
Insgesamt besta¨tigen die Experimente, dass die Cachekapazita¨t und die Gro¨ße lauf-
zeitrelevanter Arbeitsra¨ume einen großen Einfluss auf die Laufzeit einer Implementie-
rungsvariante ausu¨ben und deshalb wichtige Faktoren fu¨r die Blockgro¨ßenauswahl sind.
Außerdem zeigen die Experimente, dass es zum Erreichen einer hohen Performance aus-
reicht, die Blockgro¨ße so zu wa¨hlen, dass die Gro¨ße laufzeitrelevanter Arbeitsra¨ume die
Kapazita¨t der schnellsten Cache-Stufe nicht u¨berschreitet.
8.5.2. Vergleich der Laufzeit nicht-adaptiver Implementierungsvarianten
und des selbstadaptiven Solvers
Die Abbildung 8.10 zeigt einen Vergleich der Laufzeiten pro Zeitschritt und Kompo-
nente der nicht-adaptiven Implementierungsvarianten und des selbstadaptiven Solvers.
Fu¨r die nicht-adaptiven Implementierungsvarianten mit Loop-Tiling wurde die Zugriffs-
distanz d(f) als Blockgro¨ße verwendet, weil es einerseits die kleinstmo¨gliche Blockgro¨ße
ist, die fu¨r die spezialisierten Varianten gewa¨hlt werden kann, und sie andererseits aus-
reichend groß fu¨r die Ausnutzung der ra¨umlichen und zeitlichen Lokalita¨t ist. Wie bei
den in Kapitel 7.7 beschriebenen Experimenten wurde die Gesamtzahl auszufu¨hrender
Zeitschritte begrenzt, der selbstadaptive Solver fu¨hrt zwischen 60 und 850 Zeitschritte
durch.
Beim Vergleich nicht-adaptiver Implementierungsvarianten auf dem Rechnersystem
AMD Opteron DP 246 ko¨nnen drei Bereiche von Systemgro¨ßen identifiziert werden,
in denen sich die Laufzeitreihenfolge der Implementierungsvarianten unterscheidet. Fu¨r
kleine Problemgro¨ßen n . 1.6 · 104 ist die schnellste Implementierungsvariante E. Fu¨r
Problemgro¨ßen n . 0.6 · 106 sind PipeDb2mt oder ppDb1mt die schnellsten Varianten.
Fu¨r noch gro¨ßere Systemgro¨ßen ist die Implementierung E erneut die effizienteste Varian-
te. Die ho¨chste Cache-Stufe ist bei diesem Rechner L2, diese hat eine Kapazita¨t von 1 MB.
Bei allgemeinen Implementierungsvarianten u¨bersteigt die Gro¨ße des Arbeitsraumes ei-
nes Zeitschrittes die Kapazita¨t des L2-Caches ab einer Systemgro¨ße von n & 1.1 · 104,
























































Abbildung 8.9.: Die normierte Anzahl der L1- und L2-Cache-Fehlzugriffe fu¨r unterschied-
liche System- und Blockgro¨ßen fu¨r die Implementierung PipeDb2mt und
das Testproblem BRUSS2D auf dem AMD Opteron DP 246 System.
Implementierungen verwenden die Varianten ppDb1mt und ppDb1m das Konzept des
Pipelinings zur verzo¨gerten Berechnung der Korrektorschritte. Als Folge davon enthalten
diese Varianten eine spezielle Arbeitsmenge WSPS (s. Abschnitt 7.2.3). Diese besteht aus
der Menge der Vektoren, die wa¨hrend eines diagonalen Laufs u¨ber die Korrektorschritte
referenziert werden und ist von der Gro¨ßenordnung Θ(smB) (s. Formel (7.1)). Da der
Arbeitsraum eines Pipelining-Schrittes WSPS nicht durch die Systemgro¨ße n, sondern
durch die Anzahl der Korrektorschritte m bestimmt wird, ist er wesentlich kleiner als
der Arbeitsraum eines Zeitschrittes. Die Gro¨ße des Arbeitsraumes WSPS u¨bersteigt die
Gro¨ße des L2-Caches ab der Systemgro¨ße n & 0.6 · 106. Dies ist genau die Stelle, an
der sich die schnellste Implementierungsvariante von ppDb1mt zu E a¨ndert. U¨ber den
gesamten Bereich der Systemgro¨ßen betrachtet erreicht der selbstadaptive Solver auf
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Abbildung 8.10.: Vergleich der normierten Laufzeiten in Abha¨ngigkeit von der Sys-
temgro¨ße fu¨r das Testproblem BRUSS2D und das Lobatto IIIC (8)-
Verfahren. (a) AMD Opteron DP 246, (b) AMD Opteron 8350, (c)
Intel Core 2 Duo E8400.
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dieser Plattform entweder eine a¨hnliche oder sogar eine bessere Performance als die je-
weils beste Implementierungsvariante. Fu¨r n . 2.3 · 105 erzielt der selbstadaptive Solver
anna¨hernd die gleiche Performance wie einer der schnellen Implementierungsvarianten
in diesem Bereich: E und ppDb1mt. Fu¨r n & 2.3 · 105 liefert der selbstadaptive Solver
sogar eine bessere Laufzeit als die schnellste nicht-adaptive Implementierungsvariante.
Das passiert, weil der selbstadaptive Solver statt die Implementierung E oder PipeDb2mt
mit vordefinierter Blockgro¨ße d(f) zu wa¨hlen, die Implementierung PipeDb2mt wa¨hlt,
stattdessen aber mit einer effizienteren Blockgro¨ße als d(f).
Auch auf dem zweiten Rechnersystem AMD Opteron 8350 sind Bereiche zu sehen, an
denen sich die Reihenfolge der Implementierungsvarianten a¨ndert. Fu¨r Problemgro¨ßen
n . 1.6 · 104 ist A die effizienteste Implementierung, fu¨r 1.6 · 104 . n . 1.1 · 106
erzielt die Variante ppDb1mt die beste Performance. Fu¨r noch gro¨ßere Problemgro¨ßen
ist PipeDb2mt die schnellste Variante. Der selbstadaptive Solver erreicht, wie schon
auf dem AMD Opteron DP 246, entweder eine a¨hnliche Performance wie die schnellste
nicht-adaptive Implementierung oder ist durch die Auswahl geeigneter Blockgro¨ßen sogar
schneller als diese.
Auf dem Intel Core 2 Duo E8400 System ist fu¨r n . 2.0·104 die Implementierung A die
schnellste Variante, bedingt dadurch, dass der Arbeitsraum eines Zeitschrittes komplett
in den 6 MB großen L2-Cache passt. Im Bereich der Systemgro¨ßen 2.0·104 . n . 7.0·104
arbeitet die Implementierung PipeDb2mt am effizientesten. Ab der Systemgro¨ße n & 7.0·
104 liefert die Implementierung ppDb1mt die beste Laufzeit, weil der Arbeitsraum eines
Pipelining-Schrittes fu¨r n ≈ 2.3 ·107 komplett in den L2-Cache passt. Wie erwartet, kann
der selbstadaptive Solver auch auf dieser Plattform die beste Implementierungsvariante
auswa¨hlen und das mit sehr geringem Zeitoverhead.
Insgesamt la¨sst sich festhalten, dass es keine nicht-adaptiven Implementierungsvari-
ante gibt, die auf allen Rechnersystemen und fu¨r alle Problemgro¨ßen die schnellste ist.
Das Autotuning verursacht einen Overhead, der natu¨rlich von der Gesamtanzahl der
Zeitschritte zur Lo¨sung eines Anfangswertproblems abha¨ngt. Die Experimente in die-
sem Abschnitt haben jedoch gezeigt, dass der Autotuning-Overhead gering ist, selbst fu¨r
die in den Experimenten verwendete relativ kleine Anzahl von Zeitschritten zwischen 60
und 850. Bei echten Simulationen ha¨ngt die Anzahl der Zeitschritte von dem zu lo¨senden
Anfangswertproblem, dem verwendeten Korrektorverfahren, der vorgegebenen Genauig-
keitstoleranz und der La¨nge des Integrationsintervalls ab. Die Gesamtanzahl der zur
Lo¨sung beno¨tigten Zeitschritte kann daher im Bereich von mehreren Tausenden bis Mil-
lionen liegen. Die La¨nge des Integrationsintervalls und der maximal tolerierte Fehler fu¨r
die Schrittweitenkontrolle werden vom Benutzer vorgegeben. Dieser mo¨chte das AWP
u¨blicherweise auf einem fu¨r ihn interessanten Bereich des Integrationsintervalls lo¨sen,
zum Beispiel bei BRUSS2D auf einem Bereich, auf dem eine chemische Reaktion das
Gleichgewicht erreicht oder ein periodisches Verhalten zeigt. Der Benutzer entscheidet,
wie lang er z. B. eine chemische Reaktion simuliert und mit welcher Genauigkeit.
Um dem Leser dennoch eine ungefa¨hre Vorstellung davon zu geben, wie groß die Ge-
samtanzahl der Zeitschritte fu¨r die in dieser Arbeit betrachteten Probleme sein kann,
wird das BRUSS2D-Problem betrachtet. Dieses ist ein Standardproblem, dessen Lo¨sung
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in [HNW09a] auf dem Integrationsintervall [0; 11.5] gezeigt wurde. Unter Verwendung
der Fehlertoleranz 10−6 und des Korrektorverfahrens Lobatto IIIC (8) braucht der ODE-
Solver fu¨r dieses Integrationsintervall und die Systemgro¨ße n = 0.5 ·106 11369 Zeitschrit-
te. Fu¨r die Problemgro¨ße n = 8.0 · 106 werden 182313 Zeitschritte beno¨tigt.
8.6. Zusammenfassung
In diesem Kapitel wurde der Autotuning-Grundalgorithmus aus Kapitel 7.5 um eine au-
tomatische Auswahl von Blockgro¨ßen erweitert. Der resultierende selbstadaptive ODE-
Solver bestimmt zuna¨chst anhand eines Modells fu¨r jede im Kandidatenpool enthaltene
Loop-Tiling-Variante eine kleine Menge potentiell effizienter Blockgro¨ßen. Die Blockgro¨-
ßen aus dieser Menge werden in der Autotuningphase auf der Zielarchitektur evaluiert
und die beste Blockgro¨ße wird anhand eines Vergleichs der Laufzeiten ermittelt.
Das analytische Modell basiert auf der Bestimmung von Arbeitsra¨umen der in der
Implementierungsvariante auftretenden Schleifen und bezieht die relevanten Eigenschaf-
ten der Speicherhierarchie der Zielplattform in die Berechnung einer guten Blockgro¨ße
mit ein. Die Idee der Blockgro¨ßenauswahl besteht darin, dass jeder Arbeitsraum, der
einen großen Einfluss auf die Laufzeit ausu¨bt, in der schnellstmo¨glichen Cache-Stufe in
die er noch hineinpasst gespeichert werden soll. Zusa¨tzlich verwendet das Modell eine
auf praktischer Erfahrung basierende Heuristik. Fu¨r jede Implementierungsvariante wer-
den maximal zwei Blockgro¨ßen vorgeschlagen. Diese werden zur Laufzeit evaluiert. Da
die Menge potentiell effizienter Blockgro¨ßen schon vor Beginn der Berechnung feststeht
und nur wenige Blockgro¨ßen zur Laufzeit evaluiert werden, erfordert die automatische
Auswahl von Blockgro¨ßen nur geringen Zeitaufwand.
In Experimenten wurde zuna¨chst untersucht, wie sich das Laufzeitverhalten einer Im-
plementierungsvariante durch die wachsende Blockgro¨ße vera¨ndert. Wird die Blockgro¨ße
erho¨ht, so wa¨chst auch die Gro¨ße der Arbeitsra¨ume. Ab einer bestimmten Blockgro¨ße
u¨bersteigt die Gro¨ße eines Arbeitsraumes die Kapazita¨t einer Cache-Stufe. Infolgedessen
fa¨llt dieser Arbeitsraum aus der entsprechenden Cache-Stufe heraus und die Laufzeit
der Implementierung steigt an. Die Experimente haben gezeigt, dass, wenn die Gro¨ße ei-
nes Arbeitsraumes die Cachekapazita¨t u¨bersteigt, die Laufzeit nicht sprunghaft, sondern
eher langsam ansteigt, weil zuna¨chst noch Teile eines Arbeitsraumes in der Cache-Stufe
verbleiben und dadurch wiederverwendet werden ko¨nnen. Des Weiteren wurde beobach-
tet, dass mit wachsender Blockgro¨ße auch die Anzahl der L1-Cache-Fehlzugriffe ansteigt.
Die Anzahl der L2-Cache-Fehlzugriffe bleibt dagegen weitgehend konstant. Dies hat die
Ursache, dass die meisten Arbeitsra¨ume immer noch in den L2-Cache passen, wenn die
Blockgro¨ße aus dem betrachten Bereich [1, 5000] gewa¨hlt wird. Insgesamt betrachtet be-
sta¨tigen die Experimente, dass die Cachekapazita¨t und die Gro¨ße von Arbeitsra¨umen
einen entscheidenden Einfluss auf die Laufzeit einer Implementierungsvariante ausu¨ben.
Die Qualita¨t modellbasierter Blockgro¨ßen wurde systematisch auf drei verschiedenen
Rechnersystemen und fu¨r unterschiedliche Implementierungsvarianten und Systemgro¨-
ßen evaluiert. Die Ergebnisse haben gezeigt, dass das Modell pra¨zise genug ist, um gute
Blockgro¨ßen vorschlagen zu ko¨nnen. In Experimenten lag mindestens eine der bestimm-
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ten Blockgro¨ßen in einem guten Bereich des Suchraumes. Auch die Effizienz der Imple-
mentierungsvarianten mit der zweiten Blockgro¨ße war nur geringfu¨gig schlechter als bei
der Verwendung der optimalen Blockgro¨ße. Generell haben die Experimente besta¨tigt,
dass es zum Erreichen einer hohen Performance ausreichend ist, die Blockgro¨ße so zu
wa¨hlen, dass die laufzeitrelevanten Arbeitsra¨ume einer Implementierung die Kapazita¨t
der schnellsten Cache-Stufe nicht u¨berschreiten.
Der Autotuning-Overhead ha¨ngt generell von der Gesamtzahl der Zeitschritte zur
Lo¨sung eines Anfangswertproblems, der Anzahl der Implementierungsvarianten im Kan-
didatenpool und der Anzahl der zur Laufzeit evaluierten Blockgro¨ßen ab. Die Laufzeit-
experimente zeigten jedoch, dass fu¨r den betrachteten Kandidatenpool der Zeitaufwand
zur Auswahl einer schnellen Implementierungsvariante mit guter Blockgro¨ße gering ist.
Das gilt selbst fu¨r eine relativ kleine Anzahl von Zeitschritten zwischen 60 und 850,
die in Experimenten verwendet wurde. Bei echten Simulationen kann die Gesamtanzahl
der Zeitschritte im Bereich von mehreren Hunderttausenden bis Millionen liegen; der
Zeitaufwand zum Durchfu¨hren des Autotunings ist dann entsprechend klein.
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Im Kapitel 3.5 wurden bereits verschiedene Konzepte zur parallelen Lo¨sung von An-
fangswertproblemen von ODEs vorgestellt. Die Verfahren zur numerischen Lo¨sung von
ODEs ko¨nnen bezu¨glich des Systems, der Methode oder der Zeit parallelisiert werden.
Bei einigen speziellen ODE-Verfahren ist zudem eine Kombination verschiedener Arten
der Parallelisierung mo¨glich.
Im Abschnitt 3.5.1 wurde das Parallelita¨tspotential expliziter RK-Verfahren ausfu¨hr-
lich diskutiert. PC-Verfahren vom RK-Typ der Form (3.27) bieten die Parallelita¨t be-
zu¨glich der Methode, da ein Korrektorschritt s unabha¨ngige Stufen entha¨lt, die parallel
berechnet werden ko¨nnen. Das Parallelita¨tspotential bezu¨glich der Methode ist allerdings
durch die Anzahl der Stufen s des verwendeten Korrektorverfahrens beschra¨nkt. Diese
ist meistens ziemlich klein, z. B. ist beim Lobatto IIIC (8) s = 5. Somit reicht diese Art
von Parallelisierung allein nicht aus, um die verfu¨gbare Rechenleistung massiv-paralleler
Computer optimal ausnutzen zu ko¨nnen.
Das gro¨ßte Parallelita¨tspotential entfalten die expliziten PC-Verfahren vom RK-Typ
bei der Ausnutzung der Parallelita¨t bezu¨glich des Systems. Die obere Schranke fu¨r die
maximale Anzahl zu nutzender Prozessoren ist durch die Dimension des Problems ge-
geben. Zum Lo¨sen eines Systems der Dimension n ko¨nnen maximal n Prozessoren ver-
wendet werden. Das Differentialgleichungssystem muss also groß genug sein, damit ein
hoher Grad an Parallelita¨t erreicht werden kann. Zudem wu¨rde bei Systemen mit kleiner
Dimension ho¨chstwahrscheinlich die Synchronisationszeit vorherrschen und somit die Ef-
fizienz der parallelen Ausfu¨hrung begrenzen. Die Parallelisierung bezu¨glich des Systems
lohnt sich daher in erster Linie fu¨r Anfangswertprobleme, die aus vielen Komponenten
bestehen. Fu¨r kleine Systeme mit teuren Funktionsauswertungen fj wa¨re jedoch eine
Parallelisierung bezu¨glich des Systems, verbunden mit einer parallelen Berechnung ein-
zelner Komponentenfunktionen, denkbar [Kor07].
Die Parallelisierung bezu¨glich der Zeitschritte ist bei expliziten RK-Verfahren nicht
ohne Weiteres mo¨glich, da diese zur Berechnung der Approximation ηκ+1 im Schritt
κ die Approximation ηκ des vorherigen Zeitschrittes κ − 1 brauchen. Fu¨r die in dieser
Arbeit betrachteten Verfahren ist die Parallelisierung bezu¨glich der Zeitschritte aufgrund
des verwendeten PC-Verfahrens jedoch mo¨glich, wie in [vdHSvdV95] gezeigt wurde. Die
Zeitschritte ko¨nnen mit Hilfe der Gauss-Seidel-Iteration u¨berlappt werden, wenn die
Iterationen vorangehender Zeitschritte anstatt der Approximation ηκ benutzt werden.
Dadurch ko¨nnen insgesamt m + N Iterationen parallel berechnet werden; m ist dabei
die Anzahl der Korrektorschritte und N die Anzahl der Zeitschritte. Das resultierende
Verfahren wurde als PIRCAS GS bezeichnet.
Fu¨r die Erstellung einer Auswahlmenge paralleler Implementierungskandidaten fu¨r ge-
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meinsamen Adressraum werden Implementierungsvarianten verwendet, welche die Par-
allelita¨t bezu¨glich des Systems nutzen (s. Abschnitt 9.2).
9.1. Programmierung mit gemeinsamen Variablen auf
ccNUMA-Architektur
Die meisten modernen Parallelrechner mit gemeinsam genutztem Speicher besitzen eine
ccNUMA-Speicher-Architektur. Bei dieser Art von Architektur verfu¨gt jeder Prozessor
u¨ber einen eigenen lokalen Speicher und kann u¨ber das Verbindungsnetzwerk auf ein Spei-
chermodul der anderen Prozessoren zugreifen. Die Speicherzugriffszeiten sind abha¨ngig
vom Ort des Speichers und fallen damit unterschiedlich aus. Weil ein Speicherzugriff auf
ein entferntes Modul u¨ber das Verbindungsnetzwerk erfolgt, ist dieser deutlich langsa-
mer als ein Zugriff auf einen lokalen Speicher. Bei ccNUMA sorgt ein Cache-Koha¨renz-
Protokoll dafu¨r, dass alle Prozessoren die aktuellen Daten verwenden [BU10]. Das SGI
UV 2000 ist das aktuell gro¨ßte ccNUMA-System, das in der Maximalkonfiguration bis
zu 2048 Prozessorkerne enthalten kann [Cor14].
Eine Mo¨glichkeit paralleler Programmierung auf Rechnern mit gemeinsamem Adres-
sraum stellt die Thread-Programmierung dar. Diese basiert auf einem Modell, bei dem
ein Prozess aus unabha¨ngigen Folgen von Instruktionen (Kontrollflu¨ssen) besteht, die
parallel ausgefu¨hrt werden ko¨nnen. Als Prozess wird ein Programm bei seiner Ausfu¨h-
rung bezeichnet [RR12a]. Die Kontrollflu¨sse eines Prozesses werden Threads genannt
[RR12a]. Die Threads besitzen keinen eigenen Adressraum, sondern teilen sich den vir-
tuellen Adressraum des zugeho¨rigen Prozesses. Dadurch haben sie einen direkten Zugriff
auf die Daten im virtuellen Adressraum und ko¨nnen diese u¨ber das Schreiben und Le-
sen von gemeinsamen Variablen austauschen. Somit sind zum Austausch von Daten kei-
ne expliziten Kommunikationsoperationen, aber dennoch Synchronisationsmechanismen,
erforderlich.
Zur parallelen Programmierung mit gemeinsamen Variablen stellen die meisten Unix-
artigen Betriebssysteme standardisierte APIs bereit. Beispiele dafu¨r sind Pthreads
(POSIX-Threads) [But97] fu¨r die Programmiersprache C bzw. C++ und OpenMP
(Open Multi Processing) [ope14] fu¨r Programmierung mit C/C++ und Fortran.
Die Pthread-Bibliothek basiert auf dem von IEEE entwickelten Standard POSIX
(Portable Operating System Interface), na¨mlich auf dem Standard POSIX.1c. Da
alle Threads auf einen gemeinsamen Speicherbereich Zugriff haben, konkurrieren die-
se um den Zugriff auf gemeinsam genutzte Datenstrukturen, was zu Problemen fu¨hren
kann, wenn einer dieser Zugriffe schreibend erfolgt. Das kann dazu fu¨hren, dass das Er-
gebnis eines Programms von der Zugriffsreihenfolge der Threads auf gemeinsame Daten
abha¨ngt. Man spricht dabei von zeitkritischen Abla¨ufen (engl. race conditions)
[RR12a]. Zum Beispiel: Wenn der Thread Ti als erstes schreibend auf die globale Variable
x zugreift und dann der Thread Tj lesend auf die selbe Variable, entsteht ein anderes
Ergebnis, als wenn der Thread Ti die Variable x zuerst liest und dann der Thread Tj
diese Variable vera¨ndert. Im ersten Fall u¨berschreibt der Thread Ti die Variable x, bevor
der Wert dieser Variablen vom Thread Tj gelesen wurde.
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Die Teile eines Programms, bei denen nur ein Thread auf gemeinsame Variablen zu-
greifen kann, da ansonsten ein fehlerhafter Programmablauf entsteht, werden kritische
Bereiche (engl. critical sections) genannt [RR12a]. Um einen korrekten Ablauf eines
Programms gewa¨hrleisten zu ko¨nnen, muss der Zugriff auf kritische gemeinsame Varia-
blen serialisiert werden. Pthread-Bibliotheken bieten dafu¨r unterschiedliche Synchroni-
sationsmechanismen an, u. a. ko¨nnen dazu Mutexvariablen, Bedienungsvariablen,
Lock-Mechanismen, Semaphore und Barrier verwendet werden.
Damit eine parallele Implementierung auf einem ccNUMA-System bestmo¨glich ska-
liert, muss die Anzahl der Zugriffe auf entfernte Speichermodule so gering wie mo¨glich
gehalten werden. Um dies zu erreichen, mu¨ssen von einem Thread genutzte Datenstruk-
turen im lokalen Speicher des Prozessors auf dem der Thread ausgefu¨hrt wird, platziert
werden. Dadurch kann der Thread schnell auf die Daten zugreifen und der Datentrans-
fer durch das NUMA-Netzwerk wird reduziert. Das Linux-Betriebssystem nutzt zur Da-
tenplatzierung die First-Touch-Strategie [HW10]. Bei dieser wird eine Speicherseite
physikalisch im lokalen Speicher des Prozessors abgelegt, der als erstes diese Speichersei-
te beschreibt [HW10]. Da der Arbeitsspeicher aus gleich großen Speicherseiten besteht,
die u¨blicherweise 4 kB groß sind, la¨sst es sich in der Regel nicht vermeiden, dass die
Daten an den Grenzen der Datenverteilung im lokalen Speicher der Prozessoren von
Nachbarthreads an den Ra¨ndern der Speicherseiten landen.
Die Voraussetzung fu¨r das effiziente Nutzen der First-Touch-Strategie ist, dass die
Threads wa¨hrend der gesamten Laufzeit des Programms an die physikalischen Kerne ge-
bunden sind. Der Vorgang des Bindens von Threads an die CPU-Kerne wird als Thread-
oder Prozess-Affinita¨t bezeichnet [Man10]. Generell versucht das Betriebssystem, die
Arbeitslast optimal auf die verfu¨gbaren Kerne zu verteilen und kann daher einen Thread
von einem Kern auf einen anderen verschieben. Durch die Threadmigration geht die Lo-
kalita¨t der Speicherzugriffe verloren, da die Daten eines Threads danach u. U. im lokalen
Speicher eines anderen Prozessors zu finden sind. Auch die Anzahl der Cache-Fehlzugriffe
kann dadurch ansteigen, weil die Daten eines Threads im Cache eines anderen Prozessors,
auf dem dieser Thread vor der Migration lief, abgelegt sind. Bei den meisten Betriebs-
systemen kann das Binden von Threads an die CPU-Kerne durch das Setzen der Bits in
der Affinita¨ts-Bitmaske erfolgen. Die Maske entha¨lt ein Bit fu¨r jede im System vorhan-
dene CPU und kann u¨ber den Systemaufruf sched set affinity() vom Benutzer vera¨ndert
werden.
Im nachfolgenden Abschnitt wird der Kandidatenpool paralleler Implementierungsva-
rianten fu¨r gemeinsamen Adressraum beschrieben, der eine Auswahlmenge von Varianten
fu¨r den Autotuner bildet.
9.2. Kandidatenpool paralleler Implementierungsvarianten fu¨r
gemeinsamen Adressraum
Parallele Implementierungsvarianten im Kandidatenpool basieren auf den Implementie-
rungen aus [KR07b]. Im Rahmen dieser Dissertation wurde jedoch ihre Performance
durch die Nutzung effizienter Synchronisationsoperationen entscheidend verbessert. Zu-
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sa¨tzlich wurden speziell fu¨r Rechner mit ccNUMA-Architektur neue Varianten erstellt,
die den Argumentvektor y verteilt abspeichern.
Alle Implementierungsvarianten nutzen die Parallelita¨t bezu¨glich des Systems aus.
Die einzelnen Iterationen der Schleifen, die u¨ber die Systemdimension laufen, werden von
mehreren Threads gleichzeitig abgearbeitet. Die Varianten sind mit POSIX-Threads und
der Programmiersprache C implementiert worden. Zur Parallelisierung eines Programms
mu¨ssen die Daten zwischen den zur Verfu¨gung stehenden Prozessoren partitioniert wer-
den. Dafu¨r gibt es unterschiedliche Datenverteilungen, deren Beschreibung findet man
in [RR00]. Fu¨r eindimensionale Felder ko¨nnen blockweise, zyklische und blockzyklische
Verteilungen verwendet werden. Die Wahl einer Datenverteilung kann das Lokalita¨ts-
verhalten einer Implementierungsvariante beeinflussen. Außerdem kann eine ungu¨nstige
Datenverteilung zu einem Anstieg der Anzahl von Synchronisationsoperationen fu¨hren
und somit eine gute Skalierbarkeit eines Programms verhindern.
Bei einer blockweisen Verteilung werden n Komponenten eines ODE-Systems zwi-
schen p Threads aufgeteilt. Ist n ein ganzzahliges Vielfaches von p, so bekommt jeder
Thread einen Block mit n/p aufeinander folgenden Komponenten zugeteilt. Andernfalls
erhalten die ersten n mod p Prozessoren jeweils dn/pe Komponenten und alle u¨brigen
Prozessoren bn/pc Komponenten. Fu¨r das betrachtete PC-Verfahren ist eine blockweise
Verteilung am besten geeignet. Diese weist jedem Thread ein Block zusammenha¨ngen-
der Komponenten zu und ermo¨glicht somit eine zeitliche und ra¨umliche Wiederverwen-
dung dieser innerhalb der Systemdimensionschleifen [KR07b]. Zudem ist eine blockweise
Aufteilung insbesondere fu¨r Implementierungsvarianten mit beschra¨nkter Zugriffsdistanz
vorteilhaft. Besitzt ein ODE-System eine beschra¨nkte Zugriffsdistanz, so werden fu¨r die
Funktionsauswertung einer Komponente fj nur D = 2d(f)+1 zusammenha¨ngende Kom-
ponenten des Argumentvektors y beno¨tigt. Gilt die Annahme B ≥ d(f) und wird eine
blockweise Aufteilung verwendet, so braucht man maximal drei Blo¨cke J − 1, J und
J + 1 fu¨r die Funktionsauswertungen der Komponenten im Block J . Ist der Block J − 1
bzw. J + 1 bei dem Thread selbst nicht vorhanden, so muss dieser ho¨chstens von seinem
linken bzw. rechten Nachbarn gelesen werden (siehe Abb. 9.3).
Die Tabellen 9.1 und 9.2 geben einen U¨berblick u¨ber die im Kandidatenpool enthal-
tenen parallelen Implementierungsvarianten. Als na¨chstes werden diese Varianten zum
Versta¨ndnis der Funktionsweise des implementierten selbstadaptiven Solvers und den an
Varianten durchgefu¨hrten A¨nderungen detailliert beschrieben.
9.2.1. Allgemeine Implementierungsvarianten
Bei den allgemeinen Implementierungsvarianten darf die Funktion der rechten Seite
f(t,y) ein beliebiges Zugriffsmuster aufweisen (siehe dazu Abschnitt 7.2.2). Die Berech-
nung der Korrektorschritte muss sequentiell erfolgen, d. h. die u¨ber die Korrektorschritte
iterierende Schleife k bildet die a¨ußerste Schleife innerhalb der Zeitschrittfunktion. Paral-
lele allgemeine Implementierungsvarianten verwenden die gleichen Datenstrukturen wie
die entsprechenden sequentiellen Varianten. Jeder Thread kann auf gemeinsam genutz-
te Datenstrukturen zugreifen. Die einzelnen Korrektorschritte werden je nach Struktur
der Implementierung durch eine oder zwei Barrier-Operationen getrennt. Eine Barri-
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Implemen- Datenstrukturen Schleifen- Eigenschaften
tierung struktur
A p× F(k)1 , . . . ,F(k)s ∈ Rn/p,
p× F(k−1)1 , . . . ,F(k−1)s ∈ Rn/p,
Y ∈ Rn
k–l–i–j vektororientiert: innere
Schleifen iterieren u¨ber die
Systemdimension; große
ra¨umliche Lokalita¨t
E p× F(k)1 , . . . ,F(k)s ∈ Rn/p,
p× F(k−1)1 , . . . ,F(k−1)s ∈ Rn/p,
Y ∈ Rn
k–l–j–i nutzt die zeitlichen Lokali-
ta¨t der i Schleife bezu¨glich
Schreibzugriffe auf die Argu-
mentvektoren
EAblock p× F(k)1 , . . . ,F(k)s ∈ Rn/p,
p×Ylocal ∈ Rn/p





E, aber mit Loop-Tiling der
j-Schleife mit der i-Schleife
D Y
(k)





1 , . . . ,Y
(k−1)
s ∈ Rn
k–i–j–l nutzt die zeitlichen Lokalita¨t
der l-Schleife hinsichtlich der










1 , . . . ,Y
(k−1)
s ∈ Rn,
p× F ∈ RB
k–i–j–l–
jj
a¨hnlich zu D, aber mit Loop-
Tiling der j-Schleife und Ver-
tauschen mit der l-Schleife
PipeDe2m Y
(k)





1 , . . . ,Y
(k−1)
s ∈ Rn
k–j–i–l basiert auf D; j-Schleife ite-
riert u¨ber die Schleifen l und
i; nutzt zeitliche Lokalita¨t
der Schleifen i und l
PipeDb2m Y
(k)










a¨hnlich zu PipeDe2m, aber
zusa¨tzlich Loop-Tiling der j-









1 , . . . ,Y
(k−1)
s ∈ Rn,
p× F ∈ RB
k–j–i–
(jj)–l–jj
wie PipeDb2m, jedoch ist
das Loop-Tiling auf die l-
Schleife ausgeweitet worden
Tabelle 9.1.: Kandidatenpool allgemeiner paralleler Implementierungsvarianten fu¨r ge-
meinsamen Adressraum.
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Implemen- Datenstrukturen Schleifen- Eigenschaften
tierung struktur









PipeDb1mt p× Y¯ ∈ Rs,(m−1)·(B+d)+2d+n/p,




aber das Loop-Tiling ist
auf die l-Schleife ausge-
weitet worden
ppDb1m p× Y¯ ∈ Rs,(m−1)·(b+d)+2b+n/p j–k–i–
jj–l
basiert auf PipeDb1m;
j- und k-Schleifen sind
durch den Pipelining-
Ansatz vertauscht
ppDb1mt p× Y¯ ∈ Rs,(m−1)·(b+d)+2b+n/p,
p× F ∈ Rb
j–k–i–
(jj)–l–jj
beruht auf ppDb1m, al-
lerdings ist das Loop-
Tiling auf die l-Schleife
ausgeweitet worden
PipeDb1myl p× Y¯ ∈ Rs,(m−1)·(B+d)+2d+n/p,







PipeDb1mtyl p× Y¯ ∈ Rs,(m−1)·(B+d)+2d+n/p,
p× ylocal ∈ R2d+n/p,







ppDb1myl p× Y¯ ∈ Rs,(m−1)·(b+d)+2b+n/p,
p× ylocal ∈ R2d+n/p
j–k–i–
jj–l
a¨hnlich zu ppDb1m, je-
doch mit verteilter Spei-
cherung des Argument-
vektors y
ppDb1mtyl p× Y¯ ∈ Rs,(m−1)·(b+d)+2b+n/p,
p× ylocal ∈ R2d+n/p,
p× F ∈ Rb
j–k–i–
(jj)–l–jj
a¨hnlich zu ppDb1mt, je-
doch mit verteilter Spei-
cherung des Argument-
vektors y
Tabelle 9.2.: Aktueller Kandidatenpool spezialisierter paralleler Implementierungsvari-
anten fu¨r gemeinsamen Adressraum (d = d(f), b = max(d(f), B)).
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er stellt sicher, dass kein Thread mit der Programmberechnung fortfahren kann, bis
alle Threads diese Operation aufgerufen haben. In den von der Implementierung D
abgeleiteten Varianten fu¨hren die Threads eine Barrier-Operation in jedem Korrektor-









im vorherigen Korrektorschritt abgeschlossen ist, bevor









nachfolgenden Korrektorschritt benutzt werden. Die Abbildung 9.1 zeigt den Pseudo-
code eines Zeitschrittes der Implementierung PipeDb2mt als Beispiel fu¨r eine parallele
Implementierungsvariante fu¨r gemeinsamen Adressraum.
Die Implementierungsvarianten A, E und EAmt verwenden einen einzigen Vektor Y,
um im aktuellen Korrektorschritt alle Funktionsargumente F (cur) anhand von F (prev)
auszurechnen. Damit der Argumentvektor Y im na¨chsten Korrektorschritt nicht u¨ber-









Korrektorschritt abgeschlossen ist, nutzen diese Varianten eine zweite Barrier-Operation
am Ende jedes Korrektorschrittes.
Am Ende eines Zeitschrittes findet die Schrittweitenkontrolle statt. In dieser wird
der lokale Fehler  bestimmt und die neue Schrittweite berechnet. Anhand des lokalen
Fehlers wird dann entschieden, ob der aktuelle Zeitschritt verworfen oder akzeptiert
wird. Da die Berechnung der Zeitschritte nacheinander erfolgt, fu¨hren alle Threads den
gleichen Zeitschritt mit der identischen Schrittweite aus. Das wiederum bedeutet, dass die
Threads solange mit dem na¨chsten Schritt nicht fortfahren ko¨nnen, bis eine einheitliche
Entscheidung u¨ber die Wahl einer Schrittweite und daru¨ber, ob der Zeitschritt verworfen
oder akzeptiert wird, vorliegt. Die Berechnungen innerhalb eines Zeitschrittes laufen
parallel ab und so berechnet jeder Thread zuna¨chst seinen lokalen Fehler. Innerhalb einer
Barrier-Operation wird der lokale Fehler aller Threads verglichen und das Maximum
bestimmt.
Beim Anlegen von Datenstrukturen muss die physikalisch verteilte Speicherstruktur
moderner cc-NUMA-Systeme beru¨cksichtigt werden. Um die Anzahl entfernter Speicher-
zugriffe mo¨glichst gering zu halten, sollten die Vektoren eigentlich verteilt gespeichert
werden, sodass die von einem Thread genutzten Vektorkomponenten auch in seinem lo-
kalen Speicher platziert werden. Weil aber bei allgemeinen Implementierungsvarianten
ein beliebiges Zugriffsmuster der Funktion f(t,y) erlaubt ist, so dass im schlimmsten Fall
zur Berechnung einer Komponente fj(t,y) alle Komponenten von y gebraucht werden,
mu¨ssen alle Argumentvektoren fu¨r die Berechnung der Funktionsauswertungen als ge-
meinsame Datenstrukturen implementiert werden. Um die First-Touch-Strategie nutzen
zu ko¨nnen, mu¨ssen die Datenstrukturen von den Threads in der gleichen Reihenfolge
initialisiert werden, wie diese auch im Laufe des Programms benutzt werden.
Die in Tabelle 9.1 dargestellten allgemeinen Varianten wurden mit der Ausnahme der
Implementierung EAmt in [KR07b] vero¨ffentlicht. Im Rahmen dieser Arbeit wurden diese
jedoch durch eine effiziente Implementierung einer Barrier-Operation maßgeblich verbes-
sert. Die urspru¨nglich in [KR07b] verwendete Barrier aus der Pthread-Bibliothek wurde
durch eine warteschlangen-basierte (engl. queue-based) Implementierung ersetzt,
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1: for (k = 0; k < m; k++)
2: {
3: barrier();
4: swap(Y (cur), Y (prev));
5: for (j = first comp; j <= last comp−B + 1; j += B)
6: {
7: for (jj = 0; jj < B; jj++)









9: for (i = 1; i < s; i++)
10: for (jj = 0; jj < B; jj++) Y
(cur)
i,j+jj = ai0Fjj ;
11: if (k == m− 1)
12: for (jj = 0; jj < B; jj++) ∆η
(m−1)
j+jj−first comp = b0Fjj ;
13: for (l = 0; l < s; l++)
14: {
15: for (jj = 0; jj < B; jj++)









17: for (i = 1; i < s; i++)









i,j+jj + ηj+jj ;
22: }
23: if (k == m− 1)
24: for (jj = 0; jj < B; jj++) ∆η
(m−1)










29: SWAP(Y (cur), Y (prev));
30: for (j = first comp; j < last comp−B + 1; j += B)
31: {
32: for (jj = 0; jj < B; jj++)
33: ∆η
(m)







34: for (l = 0; l < s; l++)
35: for (jj = 0; jj < B; jj++)
36: ∆η
(m)








// Berechnung von e = ηκ+1 − ηˆκ+1 und ηκ+1 durch die Aktualisierung von η
38: for (j = first comp; j < last comp; j++)
39: {
40: ej = ∆η
(m)
j−first comp −∆η(m−1)j−first comp;




Abbildung 9.1.: Pseudocode eines Zeitschrittes der parallelen Implementierungsvariante
PipeDb2mt fu¨r gemeinsamen Adressraum.
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Abbildung 9.2.: Einfluss verschiedener Barrier-Implementierungen auf die Performan-
ce der allgemeinen Implementierungsvariante A. In dieser Abbil-
dung werden verglichen: die von der Pthread-Bibliothek bereitgestellte
(pthread_barrier_wait()) Barrier, eine auf Bedingungsvariablen auf-
bauende Barrier und eine warteschlangen-basierte, auf aktivem War-
ten beruhende Barrier [CC05]. Testplattform: SGI UV. Testproblem:
BRUSS2D mit n = 8.0 · 106. Korrektorverfahren: Lobatto III C(8).
die auf aktivem Warten (engl. busy waiting) beruht [CC05, CW08]. Die Gesamtzeit
fu¨r eine Barrier-Operation setzt sich aus der Zeit fu¨r Gather- (jeder Thread signalisiert
seine Ankunft an der Barrier) und Release- (die Threads verlassen die Barrier) Phasen
zusammen. Bei einer warteschlangen-basierten Barrier verwaltet ein Koordinator (Mas-
ter-Thread) ein globales Array von Flags. Dieses wird dazu benutzt, um die Ankunft
der Threads zu dokumentieren, wie auch zum Signalisieren, wann die Threads die Bar-
rier verlassen ko¨nnen. Wa¨hrend der Gather-Phase meldet jeder Thread seine Ankunft
an der Barrier, indem er seine private Flag-Variable im globalen Array um eins inkre-
mentiert. Gleichzeitig u¨berpru¨ft er, ob alle Threads an der Barrier bereits angekommen
sind. Der Master-Thread pru¨ft kontinuierlich nach, ob alle Threads die Barrier erreicht
haben und die Release-Phase eingeleitet werden soll. Mehr Details zur Implementierung
einer warteschlangen-basierten Barrier ist in [CC05, CW08] zu finden. Zur Minimierung
von Speicherkonflikten wurden die Adressen der Elemente im globalen Array (Flags)
mit Hilfe des Array-Paddings so ausgerichtet, dass diese in unterschiedliche Cachezeilen
platziert werden.
Die Abbildung 9.2 veranschaulicht anhand der Variante A den Einfluss einer Barrier-
Implementierung auf die Performance einer parallelen Implementierung. Wird bei einer
großen Threadanzahl eine warteschlangen-basierte Barrier verwendet, so steigt die Per-
formance der Implementierung A um mehr als 100 % im Vergleich zur Nutzung einer
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f(t,y)
y
Pi−1d(f) d(f)d(f) d(f) Pid(f) d(f)d(f) d(f) Pi+1d(f) d(f)d(f) d(f)
Abbildung 9.3.: Ein optimiertes Kommunikationsmuster fu¨r ODE-Systeme mit einer be-
schra¨nkten Zugriffsdistanz.
Barrier aus der Pthread-Bibliothek.
9.2.2. Spezialisierte Implementierungsvarianten
Wie bereits im Abschnitt 7.2.3 ero¨rtert, ist es fu¨r ODE-Probleme mit beschra¨nkter Zu-
griffsdistanz mo¨glich, zusa¨tzliche auf die Lokalita¨t hin optimierte Implementierungsvari-
anten zu erzeugen.
Durch die Ausnutzung einer beschra¨nkten Zugriffsdistanz ko¨nnen die Argumentvek-
toren u¨berlappt werden. Zudem ist eine verzo¨gerte Berechnung der Korrektorschritte
gema¨ß dem Pipelining-Ansatz realisierbar. Bei parallelen Implementierungsvarianten fu¨r
gemeinsamen Adressraum bietet eine beschra¨nkte Zugriffsdistanz zusa¨tzlich die Mo¨glich-
keit, die Argumentvektoren fu¨r die Funktionsauswertungen verteilt zu speichern. Ferner
ko¨nnen effizientere Mechanismen zur Synchronisation der Threads verwendet werden,
da zum Berechnen einer Funktionskomponente fj nicht mehr alle Komponenten n des
Argumentvektors y gebraucht werden, sondern nur n/p Komponenten von y und zusa¨tz-
lich jeweils d(f) Komponenten, die vom rechten und vom linken Nachbarthread kopiert
werden mu¨ssen (s. Abb. 9.3).
Weil die Daten nur zwischen den Nachbarthreads ausgetauscht werden, sind globale
Barrier-Operationen nicht mehr no¨tig. Stattdessen reicht es aus, wenn ein Lock-Me-
chanismus zur Synchronisation benutzt wird. Dieser gewa¨hrleistet, dass nur ein Thread
den kritischen Bereich betreten darf, und schu¨tzt somit den Zugriff auf gemeinsame Da-
ten. Ein Lock (auch Sperre genannt) ist ein Datenobjekt eines speziellen Datentyps,
auf das mittels zwei Funktionen: lock() und unlock() zugegriffen werden kann. Zu ei-
nem Zeitpunkt kann nur ein einziger Thread durch den Aufruf der Funktion lock() die
Sperre erwerben und auf Daten im kritischen Programmsegment zugreifen. Alle anderen
Threads ko¨nnen den kritischen Bereich solange nicht betreten, bis die Sperre mit Hilfe
der Funktion unlock() von dem erwerbenden Thread wieder freigegeben wird.
Lock-Mechanismen ko¨nnen nach Art des Wartens auf die Freigabe einer Sperre in
zwei Kategorien unterteilt werden: aktiv-wartend (engl. busy-waiting) und passiv-
wartend. Spin-Locks sind aktiv-wartende Locks, die fortwa¨hrend Abfragen (engl.
Polling) stellen, ob eine Sperre bereits freigegeben worden ist. Bei passiv-wartenden
Locks werden die Threads schlafen gelegt, bis die Sperre verfu¨gbar ist.
Die Pthread-Bibliothek verfu¨gt u¨ber standardisierte Typen und Funktionen zur Syn-
chronisation von Threads mittels Lock-Mechanismen. Mit einem Pthread-Mutex steht
ein passiv wartender Lock-Mechanismus zur Verfu¨gung. Dieser wird durch die Variable
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Abbildung 9.4.: Einfluss unterschiedlicher Lockmechanismen auf die Laufzeit der Imple-
mentierungsvariante PipeDb1mt. In der Abbildung werden Pthread-Mu-
tex (passiv-wartend), Pthread-Spinlock (aktiv-wartend) und ein Spin-
lock auf Basis atomarer Operationen (aktiv-wartend) miteinander vergli-
chen. Testplattform: SGI UV. Testproblem: BRUSS2D mit n = 0.5 ·106.
Korrektorverfahren: Lobatto III C(8).
pthread mutex t und die Funktionen mit Pra¨fix pthread mutex repra¨sentiert. Außerdem
stehen Spinlocks bereit, realisiert durch die Variable pthread mutex t und Funktionen
mit Pra¨fix pthread spin .
Ein Spinlock kann ebenfalls durch atomare Operationen der Hardware umgesetzt wer-
den. In [Hof09] wurde gezeigt, dass sich die Laufzeit irregula¨rer taskbasierter Applika-
tionen verbessert, wenn Spinlocks auf Basis atomarer Operationen verwendet werden.
In [KR07b] wurden urspru¨nglich Mutex-Locks aus der Pthread-Bibliothek eingesetzt.
Die aktuell im Kandidatenpool vorhandenen spezialisierten Implementierungen wurden
insofern verbessert, dass diese anstatt der Mutexe die Spinlocks auf Basis atomarer
Operationen nutzen. Die Abbildung 9.4 zeigt unterschiedliche Implementierungen eines
Lockmechanismus im Vergleich.
Unter Voraussetzung, dass jedem Thread ein ihm fest zugeordneter CPU-Kern zur
Verfu¨gung steht, der wa¨hrend des (aktiven) Wartens auf einen Lock nicht fu¨r andere
Berechnungen verwendet wird, erzielt man deutlich bessere Laufzeiten, wenn anstelle
eines Mutexes ein Spinlock verwendet wird. Der Spinlock auf Basis atomarer Operationen
und der Pthread-Spinlock liefern a¨hnliche Laufzeiten.
Bei spezialisierten Implementierungsvarianten speichert jeder Thread lokal seine n/p
Komponenten plus 2d(f) Komponenten, die er von seinen Nachbarn kopiert. Da die
Funktion f eine beschra¨nkte Zugriffsdistanz besitzt, ko¨nnen die m Matrizen Y (k) =(
Y
(k)
1 , . . . ,Y
(k)
s
)T ∈ Rs,n mit k = 1, . . . ,m zu einer Matrix Y¯ = (y¯l,j) der Gro¨ße s ×
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(ηκ, . . . ,ηκ) = Y
(0)
P1 P2 P3 P4
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
1 12 24 47 711 1116 1621 2126 26
3 35 58 812 1217 1722 2227 2731 31
6 69 913 1318 1823 2328 2832 3235 35
10 1014 1419 1924 2429 2933 3336 3638 38
15 1520 2025 2530 3034 3437 3739 3940 40
26 2621 2116 1611 117 74 42 21 1
31 3127 2722 2217 1712 128 85 53 3
35 3532 3228 2823 2318 1813 139 96 6
38 3836 3633 3329 2924 2419 1914 1410 10
40 4039 3937 3734 3430 3025 2520 2015 15
Abbildung 9.5.: Die Arbeitsweise paralleler Pipelining-Varianten. Die Ka¨stchen in der
Abbildung entsprechen den Blo¨cken der Matrizen Y (k) und den Vek-
toren ∆η(m) und ∆η(m−1). Die Nummerierung gibt die Reihenfolge der
Berechnungen wieder. Die fett umrandeten Blo¨cke werden von den Nach-
barthreads beno¨tigt.
(m− 1) · (B + d(f)) + 2d(f) + n u¨berlappt werden. Dabei ist B die Blockgro¨ße, die das
ODE-System in nB = n/B Blo¨cke mit 1 ≤ B ≤ n/p unterteilt.
Besitzt ein ODE-Problem eine beschra¨nkte Zugriffsdistanz, so kann der Arbeitsraum
der a¨ußersten Schleife verkleinert werden, indem die Korrektorschritte gema¨ß dem Pipe-
lining-Ansatz berechnet werden. Dazu wird die Schleifenstruktur der Implementierung
PipeDb1m so vera¨ndert, dass die Schleife j zur a¨ußersten Schleife wird. Wird das ODE-
System in nB = n/B Blo¨cke unterteilt und gilt B ≥ d(f), so reichen maximal drei Blo¨-
cke des vorherigen Korrektorschrittes k− 1, um einen Block des Korrektorschrittes k zu
berechnen. Um eine effiziente Kommunikation gewa¨hrleisten zu ko¨nnen, bewegen sich
benachbarte Prozessoren bei der Berechnung der Pipeline-Blo¨cke auf einander zu, d. h.
sie arbeiten seitenverkehrt. Die Prozessoren mit gerader Nummer berechnen zuerst die
Blo¨cke mit ho¨herem Index und erst dann die Blo¨cke mit niedrigem Index. Die Prozes-
soren mit ungerader Nummer arbeiten in umgekehrter Reihenfolge. Der Austausch von
d(f) Komponenten ist nur fu¨r die Blo¨cke der Initialisierungs- bzw. Finalisierungsphase
notwendig, die an den Grenzen zu Nachbarprozessoren liegen. Die Abbildung 9.5 ver-
anschaulicht die Arbeitsweise der parallelen Pipelining-Varianten ppDb1m, ppDb1mt,
ppDb1myl und ppDb1mtyl. Das Verwenden von Mutex-Variablen stellt sicher, dass die
Berechnung eines Blocks abgeschlossen ist, bevor der Nachbarprozess auf diesen lesend
zugreifen darf.
Die in [KR07b] pra¨sentierten parallelen Pipelining-Varianten ppDb1m, ppDb1mt nut-
zen eine blockweise Datenverteilung auf der Basis von Blo¨cken der Gro¨ße B ≥ d(f). In
allen Phasen der Pipeline wird die gleiche Blockgro¨ße benutzt. Das allgemeine Pipeline-
Berechnungsschema erlaubt jedoch die Verwendung unterschiedlicher Blockgro¨ßen fu¨r
die einzelnen Phasen der Pipeline. Wa¨hrend der Initialisierungs- bzw. Finalisierungs-
phase muss die Blockgro¨ße der Bedingung B ≥ d(f) genu¨gen. Ansonsten wu¨rden die
Nachbarthreads Blo¨cke unterschiedlicher Gro¨ße berechnen und deshalb mit unterschied-
licher Geschwindigkeit arbeiten. Dadurch kann es vorkommen, dass ein Block der Gro¨ße
d(f) vom Nachbarthread gelesen werden muss, obwohl er noch nicht ausgerechnet wurde
und es deshalb zu Geschwindigkeitseinbußen kommen kann. Fu¨r die Wahl der Blockgro¨-
ße in der Sweep-Phase gilt diese Einschra¨nkung nicht mehr. In dieser Phase kann auch
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B < d(f) als Blockgro¨ße gewa¨hlt werden. Die Ergebnisse der Funktionsauswertungen des
Blocks J im Korrektorschritt k mu¨ssen dann nicht um 2B, sondern um B+d(f) versetzt
in der Matrix Y¯ gespeichert werden (vgl. Abb. 7.6).
Die im Kandidatenpool enthaltenen Pipelining-Varianten wurden im Rahmen dieser
Dissertation gea¨ndert. Die Varianten nutzen fu¨r die Initialisierungs- und Finalisierungs-
Phase die kleinstmo¨gliche Blockgro¨ße Bi/f = d(f), damit die Anzahl der in der Sweep-
Phase berechneten Komponenten maximiert wird. Die Blockgro¨ße Bs bleibt ein freier Im-
plementierungsparameter, der zur Erzielung einer hohen Performance sorgfa¨ltig gewa¨hlt
werden muss. Die Wahl der Blockgro¨ße Bs fu¨r die Pipeline-Implementierungsvarianten
ist eine Teil des Autotuning-Ansatzes.
Zusa¨tzlich zu den vorgenommenen Verbesserungen bei den Implementierungsvarianten
ppDb1m und ppDb1mt sind neue Implementierungsvarianten mit Suffix *yl erstellt wor-
den. Alle davor pra¨sentierten Implementierungsvarianten fu¨r den gemeinsamen Adress-
raum, die aus [KR07b] stammen, nutzen gemeinsame Datenstrukturen, die von einem
Thread allokiert werden und von allen anderen verwendet werden. Neue Varianten mit
dem Suffix *yl nutzen eine verteilte Abspeicherung des Argumentvektors y.
Als na¨chstes wird der selbstadaptive parallele ODE-Solver fu¨r gemeinsamen Adress-
raum beschrieben.
9.3. Ein selbstadaptiver paralleler ODE-Solver fu¨r
gemeinsamen Adressraum
Im Vergleich zum sequentiellen Autotuning, das in Kapiteln 7 und 8 pra¨sentiert wurde,
ist die automatische Auswahl von parallelen Varianten und von fu¨r diese geeigneten
Optimierungsparametern mit weiteren Herausforderungen verbunden:
• Durch verschiedene Mo¨glichkeiten zur Realisierung eines parallelen Programms
steigt die Anzahl von Implementierungskandidaten stark an. Es kann eine Vielzahl
paralleler Implementierungsvarianten generiert werden, die sich in den verwende-
ten Datenstrukturen, der gewa¨hlten Parallelisierungsstrategie (vgl. Abschnitt 3.5),
der Datenverteilung und nicht zuletzt den Kommunikations- bzw. Synchronisati-
onsoperationen unterscheiden.
• Die Unterschiede in den Laufzeiten einzelner Implementierungsvarianten sind gro¨-
ßer als dies bei sequentiellen Varianten der Fall ist. Beispielsweise ist es auf einem
großen System mit Hunderten von CPU-Kerne und gemeinsamem Speicher nicht
ungewo¨hnlich, dass die beste Implementierungsvariante zehnmal so schnell la¨uft
wie die langsamste Variante (s. Abschnitt 9.5.2 und 9.5.3). Werden sehr langsame
Varianten zur Laufzeit evaluiert, so hat dies einen großen Einfluss auf die insgesamt
resultierende Effizienz und Skalierbarkeit des Autotuners.
• Multicore-Systeme besitzen eine komplexe Speicherhierarchie. Eine oder mehrere
Cache-Stufen ko¨nnen unter den Kernen eines Prozessors geteilt werden.
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• Welche Implementierungsvariante die schnellste ist, kann zusa¨tzlich von der Anzahl
gestarteter Threads abha¨ngen.
• Die Laufzeit paralleler Programme wird zusa¨tzlich durch die verwendeten Synchro-
nisationsoperationen bestimmt.
Im Fokus der Entwicklung eines selbstadaptiven ODE-Solvers fu¨r die parallelen Va-
rianten mit gemeinsamem Adressraum steht die Auswahl effizienter Implementierungs-
varianten und geeigneter Blockgro¨ßen. Die Mo¨glichkeit der Optimierung auf die Anzahl
der parallel rechnenden Threads wurde nicht implementiert (anders als beim Autotuner
fu¨r parallele Varianten mit verteiltem Adressraum, s. Kapitel 11). Bei der Implementie-
rung des Solvers ist die Annahme getroffen worden, dass die Anzahl parallel rechnender
Threads vom Benutzer fest vorgegeben ist und im Laufe des Programms nicht vera¨ndert
wird. Dies hat mehrere Gru¨nde:
• Wird der selbstadaptive Solver auf dem eigenen Arbeitsplatzrechner gestartet oder
einem Server, den man alleine nutzen kann, so kann die Threadanzahl zur Laufzeit
problemlos vera¨ndert werden. Dagegen kann auf großen Hochleistungsrechnern, die
von vielen Nutzern gemeinsam verwendet werden, die Threadanzahl nach dem Pro-
grammstart nicht ohne Weiteres gea¨ndert werden. Die Benutzer solcher Systeme
du¨rfen die Jobs nicht direkt starten, sondern u¨bergeben diese an das sog. Batch-
system. Vor der U¨bergabe eines Jobs muss der Anwender in der Job-Beschreibung
u. a. explizit angeben, wie viele Kerne er fu¨r die Berechnung beno¨tigt und fu¨r wie
lange. Sobald der Job an das Batchsystem abgeschickt worden ist, kann die Job-
Beschreibung nicht mehr nachtra¨glich gea¨ndert werden. Alle Jobs werden zuna¨chst
in eine Warteschlange gestellt. Oft stehen mehrere Warteschlangen zur Abspeiche-
rung von Jobs zur Verfu¨gung. Das Batchsystem verwaltet die Systemressourcen
und arbeitet die Jobs in den Warteschlangen ab. Der Job-Scheduler des Batchsys-
tems u¨bernimmt die Zuteilung der Systemressourcen (Speicher, CPU-Kerne) an
einzelne Anwender.
• Ein weiterer Grund ist, dass auf NUMA-Systemen eine A¨nderung der Threadan-
zahl zur Laufzeit teuer ist, da dadurch die Daten zwischen den Threads umverteilt
werden mu¨ssen. Damit auf einem NUMA-System die Anzahl der Zugriffe auf ent-
fernte Speichermodule gering ausfa¨llt, mu¨ssen die Daten zwischen den Threads
umverteilt werden. Die von einem Thread genutzten Daten mu¨ssen von anderen
Threads in seinen lokalen Speicher kopiert werden.
9.3.1. A¨nderungen im Vergleich zum Autotuner fu¨r sequentielle Varianten
Zur Auswahl effizienter paralleler Varianten mit gemeinsamem Adressraum und fu¨r diese
geeigneten Blockgro¨ßen wurde das sequentielle Autotuning-Verfahren aus Kapitel 8 in
folgenden Punkten erweitert:
• Der Algorithmus wurde um die Phase des Offline-Profilings erga¨nzt, die zur In-
stallationszeit stattfindet. In dieser Phase wird anhand kleiner Benchmarks die
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Laufzeit von Synchronisations-Operationen (Barriers) und vom Testproblem un-
abha¨ngigen Berechnungen gemessen.
• In der Vorauswahlphase wird nicht nur gepru¨ft, welche parallele Varianten aus
dem Kandidatenpool auf das zu lo¨sende Testproblem anwendbar sind, sondern auch
welche Varianten mit den Eingabeparametern des Benutzers, speziell der Gro¨ße des
ODE-Systems n und der Threadanzahl p, gestartet werden ko¨nnen. Zum Beispiel
sind die spezialisierten Implementierungsvarianten mit Pra¨fix PipeDb1∗ nur dann
einsetzbar, wenn die Anzahl der ODE-Gleichungen pro Thread gro¨ßer oder gleich
der Zugriffsdistanz ist, d. h. n/p ≥ d(f) gilt.
• Eine weitere Erweiterung stellt die Phase des Online-Profilings dar. Diese wird
zum Messen der Ausfu¨hrungszeit solcher Codeabschnitte genutzt, deren Laufzeit
von der Eingabe abha¨ngt. Beispiel dafu¨r sind zusa¨tzliche Operationen der Zeit-
schrittkontrolle, die von einigen Implementierungsvarianten vorgenommen werden.
• Die Blockgro¨ßenauswahlstrategie wurde vera¨ndert. Der in Abschnitt 8.4.2 pra¨sen-
tierte modellbasierte Ansatz zur Ermittlung guter Blockgro¨ßen fu¨r sequentielle
Varianten entsprach im Wesentlichen einer Minimumstrategie, bei der der gro¨ß-
te Arbeitsraum in die schnellstmo¨gliche Cache-Stufe platziert werden soll, in die
er noch hineinpasst. Diese lieferte gute Blockgro¨ßenvorschla¨ge, die nahe an das
Optimum heranreichen (s. Kapitel 8.5.1). Ein Nachteil dieser Strategie ist jedoch,
dass die gleiche Blockgro¨ße auch fu¨r andere Arbeitsra¨ume verwendet wird, fu¨r die
u. U. eine gro¨ßere Blockgro¨ße noch eine Verbesserung der Laufzeit bewirkt ha¨tte.
Generell ist es so, dass die Minimumstrategie die Optimierung der Blockgro¨ße be-
zu¨glich des L1-Caches favorisiert und deshalb dazu neigt, zu kleine Blockgro¨ßen
zuru¨ckzuliefern. Aus diesem Grund wurde der Ansatz der Blockgro¨ßenauswahl fu¨r
die parallelen Varianten dahingehend verbessert, dass die Blockgro¨ßen mit Hilfe ei-
nes Modells fu¨r alle Arbeitsra¨ume i und alle Cache-Stufen j vorselektiert werden.
Zur Laufzeit werden dann nicht nur zwei Blockgro¨ßen tsmin und tssmall empirisch
evaluiert, sondern die Blockgro¨ßen tsij in aufsteigender Reihenfolge.
• Es wurde eine Laufzeitvorhersage zum Ausschluss langsamer Varianten aus dem
Kandidatenpool implementiert.
Nachfolgend wird die algorithmische Struktur des parallelen selbstadaptiven ODE-
Solvers fu¨r gemeinsamen Adressraum pra¨sentiert.
9.3.2. Die Zeitschritt-Phasen des ODE-Solvers
Die zeitschrittorientierte Berechnungsstruktur des selbstadaptiven parallelen ODE-Sol-
vers fu¨r gemeinsamen Adressraum beinhaltet 5 Phasen:
• Die Offline-Profiling-Phase findet zur Installationszeit statt. Eine Reihe kleiner
Benchmarks wird auf der Zielplattform ausgefu¨hrt und deren Ausfu¨hrungszeit ge-
messen. Die gewonnenen Laufzeitinformationen werden dazu genutzt, die Dauer
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der vom Testproblem unabha¨ngigen Berechnungen und Synchronisationsoperatio-
nen vorab abzuscha¨tzen.
• Die Vorauswahlphase geschieht vor dem Ausfu¨hren des ersten Zeitschrittes und
dient dazu, alle die Implementierungsvarianten aus dem anfa¨nglichen Kandida-
tenpool Call zu entfernen, die entweder auf das zu lo¨sende ODE-Problem nicht
anwendbar sind oder mit den beim Start u¨bergebenen Programmparametern des
Benutzers (Gro¨ße des ODE-Systems, Threadanzahl) nicht gestartet werden ko¨n-
nen.
• Die Online-Profiling-Phase la¨uft nach der Vorauswahlphase und ebenfalls vor
dem Ausfu¨hren des ersten Zeitschrittes ab. In dieser wird anhand kleiner Bench-
marks die Ausfu¨hrungszeit solcher Codeabschnitte gemessen, deren Laufzeit von
der Eingabe abha¨ngt.
• Die Autotuningphase wird wa¨hrend der ersten Zeitschritte des Integrationspro-
zesses durchgefu¨hrt. Die Anzahl der Autotuning-Schritte ha¨ngt von der Menge der
zu evaluierten Implementierungskandidaten und Blockgro¨ßen ab. In dieser Phase
werden nacheinander Implementierungsvarianten aus dem Kandidatenpool CP zur
Berechnung einzelner Zeitschritte κ = 1, 2 . . . , herangezogen. Eine Implementie-
rungsvariante c ∈ CP ohne Loop-Tiling wird zur Berechnung eines Zeitschrittes
genutzt. Dagegen wird eine Loop-Tiling-Variante zur Berechnung mehrerer Zeit-
schritte verwendet, um fu¨r diese eine gute Blockgro¨ße entsprechend der speziell
entwickelten Blockgro¨ßenauswahlstrategie (s. Abschnitt 9.4) zu bestimmen. Fu¨r
jeden ausgefu¨hrten Autotuning-Zeitschritt (außer dem Aufwa¨rmschritt) wird die
Laufzeit erfasst. Die beste Implementierungsvariante wird am Ende der Autotu-
ningphase anhand des Vergleichs der aufgezeichneten Laufzeiten ermittelt.
• Berechnungsphase. In der Berechnungsphase werden die restlichen Zeitschritte
mit der schnellsten Implementierungsvariante und der besten Blockgro¨ße ausge-
fu¨hrt, die in der Autotuningphase ermittelt wurden.
Nachstehend folgt eine detaillierte Beschreibung der einzelnen Zeitschritt-Phasen. Den
Pseudocode des selbstadaptiven parallelen ODE-Solvers fu¨r gemeinsamen Adressraum
zeigt die Abbildung 9.6. Details der Implementierung der Hilfsfunktion eval impl() sind
im Abschnitt 8.4.2 gegeben.
9.3.3. Offline-Profiling-Phase
In der Offline-Profiling-Phase, die wa¨hrend der Installation des selbstadaptiven Solvers
auf der Zielplattform abla¨uft, wird mit Hilfe kleiner Benchmarks die Zeit zum Ausfu¨hren
einer Barrier-Operation fu¨r eine unterschiedliche Anzahl der Threads gemessen. In der
Autotuningphase werden diese Messwerte als Stu¨tzpunkte fu¨r die lineare Interpolation
genutzt, um so den entsprechenden Synchronisationaufwand einer Implementierungsva-
riante fu¨r die vom Benutzer gestartete Anzahl der Threads abscha¨tzen zu ko¨nnen.
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1: Sei P die zu lo¨sende Probleminstanz;
2: Sei Call die Kandidatenmenge von Imple-
mentierungsvarianten;
3: Sei Tbar(p) die Zeit fu¨r eine Barrier-
Operation mit der an der Programm-
berechnung beteiligten Anzahl der
Threads p;
// Hilfsfunktion zur Evaluierung einer
// Menge von Implementierungsvarian-
// ten
4: evaluate class(C, var cbest, var Bbest,
var Tbest)
5: {
6: while (C 6= ∅ ∧ t < te)
7: {
8: Wa¨hle eine (beliebige) Imple-
mentierung c ∈ C;




11: if (T cbest < Tbest)




// Wa¨hle die Implementierungsvarian-
// ten aus der Menge Call aus, die auf
// P anwendbar sind und mit Eingabe-
// parametern des Benutzers gestartet
// werden ko¨nnen. Ordne diese anhand
// der Anzahl verwendeter Barrier-
// Operationen pro Korrektorschritt
// verschiedenen Klassen zu.
14: CP ← {c ∈ Call | c is applicable to P};
15: (C0P , C1P , C2P )← classify num bar(CP );
// 2. Online-Profiling-Phase
// Messe die Laufzeit solcher Codeab-
// schnitte, die nicht von der Funktion
// compute time step() erfasst werden.
16: do runtime measurements();
// 3. Autotuningphase




19: Wa¨hle eine (beliebige) Impl. c ∈ CP oh-
ne Loop-Tiling aus;
20: B ← n; // Beno¨tigt keine Blockgro¨ße,
// nutze n als Platzhalter.
21: compute time step(c,B, t);
22: Fu¨hre Schrittweitenkontrolle aus;
23: Aktualisiere t, wenn der lokale Fehler
klein genug ist;
// Bestimmte die schnellste Implemen-
// tierung und eine geeignete Blockgro¨-
// ße fu¨r diese.
24: Tbest ←∞; // Laufzeit der bis jetzt
// schnellsten Implementierungsvarian-
// te
25: evaluate class(C0p , cbest, Bbest, Tbest);
26: if (Tbest < m · Tbar(p)) goto hpc-phase;
27: evaluate class(C1p , cbest, Bbest, Tbest);
28: if (Tbest < m·2Tbar(p)) goto hpc-phase;
29: evaluate class(C2p , cbest, Bbest, Tbest);
// 4. Berechnungsphase
30: label hpc-phase;
31: while (t < te) // Verbleibende Teil des
// Integrationsintervalls
32: {
33: compute time step(cbest, Bbest, t);
34: Fu¨hre Schrittweitenkontrolle aus;
35: Aktualisiere t, wenn der lokale Fehler
klein genug ist;
36: }
Abbildung 9.6.: Die Zeitschritt-Struktur des selbstadaptiven ODE-Solvers.
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Bei der Implementierung des selbstadaptiven Solvers wird davon ausgegangen, dass
einem Thread ein CPU-Kern zugeordnet ist, d. h. die Threads sind an die CPU-Kerne
gebunden. Zur Bestimmung einer mo¨glichst kleinen Anzahl von Stu¨tzpunkten fu¨r die
lineare Interpolation wird betrachtet, wie viele Threads untereinander eine Cache-Stufe
teilen; dieser Wert wird als ps bezeichnet. Beispielsweise ist fu¨r einen Deca-Core-Prozes-
sor mit privaten L1- und L2-Cache sowie einem L3-Cache, der von allen 10 Kernen geteilt
wird, ps = 10. Um die Skalierbarkeit einer Barrier-Operation auf einer Multi-Core-CPU
genau ermitteln zu ko¨nnen, werden alle Threadzahlen p, die kleiner oder gleich ps sind, in
die Menge der Stu¨tzpunkte aufgenommen, d. h. alle Threadzahlen p = 1, . . . , ps. Um die
Ausfu¨hrungszeit einer Barrier-Operation fu¨r eine gro¨ßere Anzahl von Threads, die auf
mehreren Multi-Core-CPUs laufen, abscha¨tzen zu ko¨nnen, wird die Zahl der als Stu¨tz-
punkte verwendeten Threads ausgehend von ps verdoppelt (p = 2ps, 4ps, 8ps, . . . ,), bis
die Gesamtzahl der verfu¨gbaren Kerne der Zielplattform erreicht ist. Ist die Gesamtzahl
der Kerne eines Multi-Core-Systems kein Vielfaches von ps · 2i, so wird diese Anzahl
zusa¨tzlich in die Menge der Stu¨tzpunkte aufgenommen.
9.3.4. Vorauswahlphase
Die Vorauswahlphase wird zur Laufzeit ausgefu¨hrt, aber noch vor dem ersten Integra-
tionszeitschritt. Zu diesem Zeitpunkt ist das zu lo¨sende AWP bereits bekannt. Das Ziel
der Vorauswahl ist, nur diejenigen Varianten im Kandidatenpool zu belassen, die auf das
gegebene AWP angewendet und mit den Laufzeitparametern des Anwenders gestartet
werden ko¨nnen.
Die Nutzung von spezialisierten Implementierungsvarianten im Kandidatenpool Call
setzt das Vorliegen einer beschra¨nkten Zugriffsdistanz voraus. Daher ko¨nnen spezialisier-
te Varianten nur dann in den problem-spezifischen Kandidatenpool CP aufgenommen
werden, wenn das AWP eine beschra¨nkte Zugriffsdistanz aufweist. Allgemeine Imple-
mentierungsvarianten ko¨nnen zur Lo¨sung beliebiger AWPs eingesetzt werden und werden
daher immer in den problem-spezifischen Kandidatenpool u¨bernommen. Bevor eine Va-
riante in den problem-spezifischen Kandidatenpool aufgenommen wird, wird gepru¨ft, ob
diese mit den Eingabeparametern des Benutzers, insbesondere der Anzahl der Threads p
und der Problemgro¨ße n, ausgefu¨hrt werden kann. Zum Beispiel sind die spezialisierten
Varianten mit Pra¨fix PipeDb1* nur dann einsetzbar, wenn die Anzahl der Gleichungen
pro Thread gro¨ßer oder gleich der Zugriffsdistanz ist, d. h. n/p ≥ d(f) gilt. Die Pipeline-
Varianten (Pra¨fix pp*) ko¨nnen nur dann verwendet werden, wenn jedem Thread ausrei-
chend viele Gleichungen zur Verfu¨gung stehen, um eine komplette Pipeline aufbauen zu
ko¨nnen, oder als Bedingung formuliert, n/p ≥ (m+ 2) · d(f) gilt.
9.3.5. Online-Profiling-Phase
Nach der Vorauswahlphase folgt die Online-Profiling-Phase, die ebenfalls vor dem ers-
ten Integrationszeitschritt abla¨uft. Diese wird gebraucht, um die Laufzeit der Code-
Abschnitte zu erfassen, die durch die Messungen der Autotuningphase nicht abgedeckt
werden (s. Abschnitt 9.3.6). Wa¨hrend die Zeitmessung in der Autotuningphase nur die
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durch die Gleichungen (3.26)–(3.27) gegebene verschachtelte Schleife umfasst, fu¨hren
einige Implementierungsvarianten, wie z. B. die mit verteilter Abspeicherung des Ap-
proximationsvektors y, einen zusa¨tzlichen Code in der Schrittweitenkontrolle aus. Die
Implementierungsvarianten mit verteilter Abspeicherung des Vektors y mu¨ssen im Fall,
dass ein Zeitschritt in der Schrittweitenkontrolle akzeptiert wird, d(f) Vektorkomponen-
ten vom linken und rechten Nachbarn kopieren. In der Online-Profiling-Phase wird die
erforderliche Laufzeit fu¨r diese Kopiervorga¨nge gemessen. Diese Information wird spa¨ter
in der Autotuningphase zur Bestimmung der schnellsten Variante verwendet. Die Online-
Profiling-Phase wird nur dann ausgefu¨hrt, wenn mindestens eine Variante, die zusa¨tzli-
che Messungen erfordert, nach der Vorauswahlphase im Kandidatenpool CP enthalten
ist.
9.3.6. Autotuningphase
Nach der Online-Profiling-Phase wird die Autotuningphase gestartet, in der die Perfor-
mance von Implementierungsvarianten aus dem Kandidatenpool CP und der vom Modell
bestimmten Blockgro¨ßen (s. Abschnitt 9.4) bewertet wird. Die Zeitschritte der Autotu-
ningphase tragen zum Lo¨sungsprozess bei. Die unterschiedlichen Implementierungen der
geschachtelten Schleife mit den Gleichungen (3.26)–(3.27) sind als Programmfunktionen
in der Programmiersprache C realisiert worden. Der selbstadaptive Solver fungiert als
Treiber, der diese Funktionen bereitstellt und aufruft. Die Schrittweitenkontrolle wurde
ebenfalls als ein Teil des Treibercodes implementiert. Der Loop-Tiling-Code ist para-
metrisiert, die Blockgro¨ßen innerhalb der Loop-Tiling-Schleifen sind durch symbolische
Konstanten repra¨sentiert. Dadurch kann der gleiche Code mit verschiedenen Blockgro¨ßen
ausgefu¨hrt werden und braucht nicht neu generiert zu werden, so dass die Evaluierung
unterschiedlicher Blockgro¨ßen zur Laufzeit mo¨glich ist.
In der Autotuningphase werden Implementierungsvarianten aus dem Kandidatenpool
nacheinander evaluiert, um die schnellste Implementierungsvariante mit einer guten
Blockgro¨ße fu¨r das gegebene AWP, die Anzahl der Threads, die Gro¨ße des ODE-Sys-
tems und die aktuelle Zielplattform zu finden.
Eine Variante aus dem Kandidatenpool CP wird wie folgt evaluiert:
• Entha¨lt diese kein Loop-Tiling-Code, so wird sie zum Berechnen genau eines Zeit-
schrittes verwendet.
• Ist sie eine Loop-Tiling-Variante, so wird die Blockgro¨ßenauswahlstrategie aus Ab-
schnitt 9.4 dazu eingesetzt, fu¨r diese Variante eine effiziente Blockgro¨ße zu finden.
Diese bestimmt zuna¨chst mit Hilfe eines analytischen Modells eine kleine Auswahl
potenziell effizienter Blockgro¨ßen, aus der dann die beste Blockgro¨ße anhand einer
empirisch-heuristischen Suche ermittelt wird.
Der Vergleich verschiedener Implementierungsvarianten und Blockgro¨ßen erfolgt wie
schon beim sequentiellen Solver anhand der gemessenen Laufzeit pro Zeitschritt (s. Ab-
schnitt 7.6). Der allererste Zeitschritt wird zum Aufwa¨rmen der Cache-Hierarchie ge-
nutzt, indem eine beliebige Implementierungsvariante ohne Loop-Tiling ausgefu¨hrt wird,
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ohne dass ihre Laufzeit erfasst wird. Es ist mindestens ein Aufwa¨rmschritt notwendig,
damit die Daten in die Cache-Hierarchie geladen werden und die Messung der Laufzeit
einzelner Implementierungsvarianten von einem reproduzierbaren Anfangszustand der
Cache-Hierarchie aus erfolgt (s. Abschnitt 7.6).
Der Autotuning-Overhead ha¨ngt nicht nur von der Anzahl der getesteten Konfigu-
rationen ab, d. h. von Varianten und Blockgro¨ßen, die zur Laufzeit evaluiert werden,
sondern auch vom Zeitverlust, der durch die Auswertung von Varianten, die langsamer
als die Beste sind, entsteht.
Wie bereits dargelegt, sind die gro¨ßten Herausforderungen fu¨r die Realisierung eines
Autotuning-Ansatzes fu¨r parallele Varianten: die große Anzahl von Implementierungs-
kandidaten (aufgrund verschiedener Mo¨glichkeiten zur Realisierung eines parallelen Pro-
gramms) und die großen Unterschiede in ihrem Skalierbarkeitsverhalten.
Das Testen sehr langsamer Implementierungsvarianten zur Laufzeit wu¨rde die Effizienz
des Autotuners sehr stark verringern. Um dies zu vermeiden, entha¨lt der Autotuning-
Ansatz eine Strategie, mit der langsame Varianten aus dem Kandidatenpool anhand
einer Laufzeitabscha¨tzung vorab aussortiert werden ko¨nnen.
Der Kandidatenpool besteht aus allgemeinen und spezialisierten Implementierungen.
Spezialisierte Varianten beno¨tigen zur Synchronisation nur Locks, wa¨hrend allgemeine
Implementierungsvarianten ein oder zwei Barrier-Operationen pro Korrektorschritt er-
fordern. Daher ko¨nnen spezialisierte Varianten, je nach Gro¨ße des ODE-Systems und
der Funktionsauswertungskosten, oft im Vergleich zu allgemeinen Implementierungsva-
rianten eine deutlich ho¨here Skalierbarkeit erreichen. Es wu¨rde sich lohnen, wenn man
allgemeine Implementierungen mit schlechter Performance vorab erkennen kann, ohne
dass diese auf der Zielplattform ausgefu¨hrt werden mu¨ssen. Die Evaluierung langsamer
allgemeiner Varianten kann durch die Abscha¨tzung des beno¨tigten Synchronisationsauf-
wands vermieden werden. Dazu werden in der Offline-Profiling-Phase kleine Benchmarks
ausgefu¨hrt. Diese liefern Informationen u¨ber die Laufzeit von Barrier-Operationen fu¨r ei-
ne unterschiedliche Anzahl der Threads (s. Abschnitt 9.3.3). Hat der Autotuner bereits
die Laufzeit der schnellsten spezialisierten Implementierungsvariante mit einer geeig-
neten Blockgro¨ße ermittelt, so mu¨ssen allgemeine Implementierungsvarianten, bei de-
nen bereits der zu erwartende Synchronisationsaufwand gro¨ßer ist als die Laufzeit der
schnellsten Variante, nicht mehr evaluiert werden.
Es sei Tbar(p) die Ausfu¨hrungszeit einer Barrier-Operation mit p Threads und m die
Anzahl der Korrektorschritte des verwendeten PC-Verfahrens. Die Autototuningphase
la¨uft dann dann folgendermaßen ab:
• Alle Implementierungsvarianten aus dem Kandidatenpool werden entsprechend der
Anzahl von Barrier-Operationen pro Korrektorschritt sortiert und dann in dieser
Reihenfolge evaluiert.
• Als Erstes werden alle spezialisierten Varianten getestet, da diese keine Barri-
er-Operationen innerhalb eines Korrektorschrittes erfordern und deshalb i. d. R.
gut skalieren. Nach diesem Schritt steht die Laufzeit der bis zu diesem Zeitpunkt
schnellsten spezialisierten Implementierung fest.
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• Dann werden allgemeine Varianten mit einer Barrier-Operation pro Korrektor-
schritt (Variante D und alle von ihr abgeleiteten Varianten) evaluiert, jedoch nur
dann, wenn ihr abgescha¨tzter Synchronisationsaufwand m · Tbar(p) nicht gro¨ßer
als die Laufzeit der besten spezialisierten Implementierung ist. Ist eine allgemeine
Variante mit einer Barrier-Operation pro Korrektorschritt schneller als die beste
spezialisierte Variante, so wird Tbest auf die Laufzeit dieser Variante gesetzt.
• Als Letztes werden allgemeine Implementierungsvarianten mit zwei Barrier-Opera-
tionen pro Korrektorschritt (A, E und EAblock) evaluiert, aber nur dann, wenn ihr
vorausberechneter Synchronisationsaufwand m · 2Tbar(p) nicht gro¨ßer als die Lauf-
zeit der schnellsten Implementierung Tbest ist. Der Wert Tbest wird immer dann
aktualisiert, wenn eine Implementierungsvariante eine geringere Laufzeit erzielt
als alle davor ausgewerteten.
9.3.7. Berechnungsphase
Nachdem die schnellste Implementierungsvariante cbest mit einer effizienten Blockgro¨ße
Bbest bestimmt worden ist, wird diese zur Berechnung verbliebener Zeitschritte genutzt.
9.4. Die Strategie zur Blockgro¨ßenauswahl
In diesem Abschnitt wird die Blockgro¨ßenauswahlstrategie beschrieben. Die Auswahl
geeigneter Blockgro¨ßen findet in der Autotuningphase statt.
9.4.1. Einfluss der Blockgro¨ße auf die Performance paralleler
Implementierungsvarianten mit Loop-Tiling
Viele Implementierungsvarianten aus dem Kandidatenpool nutzen die Optimierungs-
technik des Loop-Tilings. Die Performance eines Loop-Tiling-Codes kann jedoch stark
von der gewa¨hlten Blockgro¨ße abha¨ngen. Wird diese zu klein gewa¨hlt, so kann der Ca-
che mo¨glicherweise nicht optimal ausgenutzt werden und der zusa¨tzliche Overhead der
Schleifenkontrolle kann den Vorteil des Loop-Tilings untergraben. Wird die Blockgro¨-
ße zu groß gewa¨hlt, so u¨berschreitet die Gro¨ße des Arbeitsraums der dazugeho¨renden
Schleife die Gro¨ße des Caches, was eventuell zu weniger Datenwiederverwendung und
einer erho¨hten Anzahl der Konfliktfehlzugriffe fu¨hren kann.
Die Abbildungen 9.7–9.10 zeigen fu¨r zwei Testprobleme, BRUSS2D und STRING, den
Einfluss der Blockgro¨ße auf die Performance von parallelen Implementierungsvarianten
fu¨r einen gemeinsamen Adressraum. Die Experimente wurden auf den Testrechnern SGI
UV und AMD Opteron 6172 (als
”
Leo “bezeichnet) mit den Loop-Tiling-Varianten Pi-
peDb2mt, PipeDb1mt und ppDb1mt durchgefu¨hrt. Die Blockgro¨ße wurde – ausgegangen
von der Blockgro¨ße 16 – so lange verdoppelt, bis die Anzahl der Komponenten pro Thread
n/p erreicht wurde. Die Bilder zeigen, um wie viel Prozent eine bestimmte Blockgro¨ße
langsamer ist als die optimale Blockgro¨ße in diesem Bereich. Der maximale Laufzeitver-
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lust, der durch die Wahl einer langsamen Blockgro¨ße entstehen kann, liegt zwischen 30%
und 800%.
Diese Ergebnisse demonstrieren, dass bei parallelen Varianten die Wahl einer ungu¨ns-
tigen Blockgro¨ße einen viel gro¨ßeren Einfluss auf die Laufzeit haben kann als dies bei
sequentiellen Varianten der Fall ist. In den Abbildungen ist deutlich zu erkennen, dass
insbesondere große Blockgro¨ßen nah an n die Laufzeit von Implementierungsvarianten
sehr stark verschlechtern, aber auch die Wahl zu kleiner Blockgro¨ßen kann in vielen
Fa¨llen die Performance paralleler Implementierungsvarianten verringern.
9.4.2. Blockgro¨ßenauswahl
Im Kapitel 8 wurde bereits ein Ansatz zur automatischen Auswahl von Blockgro¨ßen fu¨r
sequentielle Varianten pra¨sentiert. Dieser nutzt ein analytisches Modell zur Vorauswahl
potenziell effizienter Blockgro¨ßen aus, die anschließend zur Laufzeit auf dem Zielsystem
evaluiert werden. Das Modell basiert auf der Bestimmung von Arbeitsra¨umen der in den
Implementierungsvarianten auftretenden Schleifen und beru¨cksichtigt bei der Wahl einer
Blockgro¨ße die relevanten Eigenschaften der Speicherhierarchie der Zielplattform. Das
Blockgro¨ßenauswahlmodell fu¨r sequentielle Varianten schla¨gt maximal zwei Blockgro¨-
ßen fu¨r jede Implementierungsvariante vor, die dann in der Autotuningphase evaluiert
werden.
Im parallelen Szenario sind die wichtigsten Herausforderungen bei der Realisierung ei-
nes Ansatzes zur automatischen Blockgro¨ßenauswahl: die im Vergleich zur sequentiellen
Ausfu¨hrung ho¨here Anzahl von Implementierungskandidaten und die komplexe Cache-
Hierarchie der Multi-Core-CPUs. Daher ist der Blockgro¨ßenauswahl-Ansatz fu¨r sequen-
tielle Varianten fu¨r die parallelen Implementierungsvarianten erweitert und modifiziert
worden.
Zur Reduktion des Suchraumes potenzieller Blockgro¨ßen wird erneut ein auf der Be-
rechnung von Arbeitsra¨umen beruhendes analytisches Modell verwendet. Dieses wird
aber derart erweitert, dass Blockgro¨ßen fu¨r alle Arbeitsra¨ume und Cache-Stufen vorse-
lektiert werden. Die Menge vorausgewa¨hlter Blockgro¨ßen entha¨lt mehr als zwei Block-
gro¨ßen und die beste Blockgro¨ße daraus wird anhand einer heuristisch-empirischen Suche
bestimmt. Des Weiteren wird das Blockgro¨ßenmodell an die Charakteristik der Cache-
Hierarchie von Multi-Core-CPUs angepasst. Bei der Berechnung der Gro¨ße von Arbeits-
ra¨umen wird beru¨cksichtigt, dass einige Caches von mehreren CPU-Kernen gemeinsam
genutzt werden.
Das Arbeitsraum-Modell zur Vorauswahl von Blockgro¨ßen
Um den Suchraum mo¨glicher Blockgro¨ßen einzuschra¨nken, wird, wie schon bei sequenti-
ellen Varianten, ein analytisches Modell verwendet. Dieses wa¨hlt fu¨r jede Variante eine
Reihe von Blockgro¨ßen aus, basierend auf der Abscha¨tzung der Gro¨ße laufzeitrelevanter
Arbeitsra¨ume und Parametern der Cache-Hierarchie. Die wesentlichen A¨nderungen zum
Arbeitsraum-Modell fu¨r sequentielle Implementierungsvarianten bestehen in Folgendem:
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Abbildung 9.7.: Einfluss der Blockgro¨ße auf die Performance von Implementierungs-
varianten sowie die Qualita¨t ausgewa¨hlter Blockgro¨ßen. Testproblem
BRUSS2D mit n = 8.0 · 106 auf dem AMD Opteron 6172 System und
48 Threads. (a) PipeDb2mt, (b) PipeDb1mt, (c) ppDb1mt.
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Abbildung 9.8.: Einfluss der Blockgro¨ße auf die Performance von Implementierungs-
varianten sowie die Qualita¨t ausgewa¨hlter Blockgro¨ßen. Testproblem
STRING mit n = 8.0 · 106 auf dem AMD Opteron 6172 System und
48 Threads. (a) PipeDb2mt, (b) PipeDb1mt, (c) ppDb1mt.
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Abbildung 9.9.: Einfluss der Blockgro¨ße auf die Performance von Implementierungs-
varianten sowie die Qualita¨t ausgewa¨hlter Blockgro¨ßen. Testproblem
BRUSS2D mit n = 8.0 · 106 auf dem SGI UV System und 80 Threads.
(a) PipeDb2mt, (b) PipeDb1mt, (c) ppDb1mt.
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Abbildung 9.10.: Einfluss der Blockgro¨ße auf die Performance von Implementierungs-
varianten sowie die Qualita¨t ausgewa¨hlter Blockgro¨ßen. Testproblem
STRING mit n = 8.0 · 106 auf dem SGI UV System und 80 Threads.
(a) PipeDb2mt, (b) PipeDb1mt, (c) ppDb1mt.
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• Im Gegensatz zu sequentiellen Implementierungsvarianten muss man bei der Be-
rechnung von Arbeitsra¨umen paralleler Varianten beachten, dass durch die block-
weise Aufteilung jeder Thread nur einen Teil der Gleichungen des zu lo¨senden
ODE-Systems berechnet. Dadurch a¨ndert sich die Gro¨ße der Arbeitsra¨ume von
Schleifen, die u¨ber die Systemdimension iterieren. Innerhalb der Systemdimensi-
onschleifen greift jeder Thread p auf die ihm zugeteilten dn/pe Komponenten zu
und, falls Funktionsauswertungen innerhalb dieser Schleifen vorhanden sind, noch
zusa¨tzlich auf Vektorkomponente der anderen Threads. Allgemeine Varianten be-
no¨tigen fu¨r die Funktionsauswertung eines Blocks von dn/pe Komponenten alle
Komponenten des Argumentvektors y, wa¨hrend spezialisierte Varianten, die durch
eine beschra¨nkte Zugriffsdistanz d(f)  n charakterisiert sind, nur dn/pe Kom-
ponenten plus jeweils d(f) Komponenten brauchen, die vom rechten und linken
Nachbarthreads kopiert werden mu¨ssen (siehe Abb. 9.3). Bei der Beschreibung
von Arbeitsra¨umen wird die Konstante D = 2d(f) + 1 verwendet. Diese gibt die
maximale Anzahl beno¨tigter Vektorkomponenten zur Funktionsauswertung einer
Komponente fj an. Die Gesamtzahl der wa¨hrend der Auswertung eines Blocks von
dn/pe Komponenten zugegriffenen Komponenten des Argumentvektors wird in den
Arbeitsra¨umen durch dn/pe+D − 1 angegeben.
• Bei vielen modernen Multicore-Prozessoren wird die ho¨chste Cache-Stufe von meh-
reren CPU-Kernen gemeinsam genutzt. Das Arbeitsmodell trifft die Annahme, dass
die Kapazita¨t eines gemeinsamen Caches gleichma¨ßig unter den Threads aufgeteilt
ist.
Besitzt ein ODE-System eine beschra¨nkte Zugriffsdistanz und wird zur Lo¨sung ei-
ne allgemeine Variante verwendet, so wird bei der Funktionsauswertung von dn/pe
Komponenten eines Threads implizit auf d(f) weitere Komponenten jedes seiner
Nachbarthreads zugegriffen. Diese zusa¨tzlichen Komponenten sind ein Teil des Ar-
beitsraumes eines Zeit- bzw. Korrektorschrittes und beno¨tigen im Fall getrennter
Caches ein Teil der Kapazita¨t zum Ablegen von 2·d(f) Komponenten. Wird ein Ca-
che jedoch von benachbarten Threads geteilt, so sind 2 ·d(f) Komponenten bereits
als ein Teil der dn/pe Komponenten der beiden Threads im gemeinsam genutzten
Cache vorhanden.
Das Blockgro¨ßenauswahlmodell verwendet einen zusa¨tzlichen Parameter, um sich
die Anzahl der Threads zu merken, die eine Cache-Stufe teilen. Die Anzahl der
Threads, die ein Cache der Stufe Li teilen, wird si bezeichnet. Steht eine Cache-
Stufe Li exklusive nur einem CPU-Kern zur Verfu¨gung, so wird si = 1 gesetzt.
• Es werden Blockgro¨ßen fu¨r alle Arbeitsra¨ume und Cache-Stufen vorselektiert.
Die Tabellen 9.3 und 9.4 zeigen die laufzeitrelevanten Arbeitsra¨ume, die fu¨r einzelne
Loop-Tiling-Varianten ausgewa¨hlt wurden. Dabei bezeichnet B die Blockgro¨ße, n/p ist
die Anzahl der Komponenten pro Thread, s ist die Anzahl der Stufen und m die Anzahl
der Korrektorschritte des verwendeten ODE-Verfahrens, d(f) ist die Zugriffsdistanz und
si die Anzahl der Threads, die sich ein Cache der Stufe Li teilen.
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ID Loop Size
Dblock
WSts Zeitschritt [(2s+ 3)dn/pe+B] · si + (2s+ 1) · 2d
WScs Korrektorschritt [(2s+ 1)dn/pe+B] · si + (2s+ 1) · 2d
WS1 Eine Iter. der i Schleife [(s+ 2)dn/pe+B] · si + (s+ 2) · 2d
WS2 Eine Iter. der j-Schleife
(k = 1, . . . ,m− 2)
[(s+ 3)B + 2d] · si
WS3 Eine Iter. der l-Schleife
[(jj)]
2B · si
WS4 Eine Iter. der l-Schleife [jj] 3B · si
PipeDb2mt
WSts Zeitschritt [(2s+ 3)dn/pe+B] · si + (2s+ 1) · 2d
WScs Korrektorschritt [(2s+ 1)dn/pe+B] · si + (2s+ 1) · 2d
WS1 Eine Iter. der j-Schleife
(k = 1, . . . ,m− 2)
[(2s+ 3)B + s · 2d] · si
WS2 Eine Iter. der i-Schleife [(s+ 3)B + 2d] · si
WS3 Eine Iter. der l-Schleife
[(jj)]
2B · si
WS4 Eine Iter. der l-Schleife [jj] 3B · si
PipeDb2m
WS1 Eine Iter. der j Schleife
(k = 1, . . . ,m− 2)
[(2s+ 3)B + s · 2d] · si
WS2 Eine Iter. der i-Schleife [(s+ 2)B + 2d] · si
Tabelle 9.3.: Ausgewa¨hlte Arbeitsra¨ume fu¨r parallele allgemeine Loop-Tiling-Varianten;
dabei ist d = d(f).
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ID Loop Size
PipeDb1m
WSts Zeitschritt [s · ((m− 1)(B + d) + dn/pe) + 3dn/pe+
s · 2d] · si + 2d
WScs Korrektorschritt [(s+ 1) · dn/pe+ s · (B + 3d)] · si + 2d
WS1 Eine Iter. der j-Schleife (k =
1, . . . ,m− 2)
[(2s+ 2) ·B + s · 2d] · si
WS2 Eine Iter. der i-Schleife [(s+ 2) ·B + 2d] · si
PipeDb1mt
WSts Zeitschritt [s · ((m− 1)(B + d) + dn/pe) + 3dn/pe+
s · 2d+B] · si + 2d
WScs Korrektorschritt [(s+ 1) · dn/pe+ s · (B+ 3d) +B] · si + 2d
WS1 Eine Iter. der j-Schleife (k =
1, . . . ,m− 2)
[(2s+ 3) ·B + s · 2d] · si
WS2 Eine Iter. der i-Schleife [(s+ 3) ·B + 2d] · si
WS3 Eine Iter. der l-Schleife [(jj)] 2B · si
WS4 Eine Iter. der l-Schleife [jj] 3B · si
ppDb1m
WSts Zeitschritt [s · ((m− 1)(b+ d) + dn/pe) + 3dn/pe+ s ·
2b+ b] · si + 2d
WSps Pipelining-Schritt [ms(B + 2d) + (m+ 2)B + 3d] · si
WS1 Eine Iter. der j-Schleife (k =
1, . . . ,m− 2)
[(2s+ 2)B + s · 2d] · si
WS2 Eine Iter. der j-Schleife (k =
m− 1)
[(2s+ 1)B + s · 2d] · si
WS3 Eine Iter. der i-Schleife [(s+ 2)B + 2d] · si
ppDb1mt
WSts Zeitschritt [s · ((m− 1)(b+ d) + dn/pe) + 3dn/pe+ s ·
2b+ b] · si + 2d
WSps Pipelining-Schritt [ms(B + 2d) + (m+ 2)B + 3d] · si
WS1 Eine Iter. der j-Schleife (k =
1, . . . ,m− 2)
[(2s+ 3)B + s · 2d] · si
WS2 Eine Iter. der j-Schleife (k =
m− 1)
[(2s+ 2)B + s · 2d] · si
WS3 Eine Iter. der i-Schleife [(s+ 3)B + 2d] · si
WS4 Eine Iter. der l-Schleife [(jj)] 2B · si
WS5 Eine Iter. der l-Schleife [jj] 3B · si
Tabelle 9.4.: Ausgewa¨hlte Arbeitsra¨ume fu¨r parallele spezialisierte Loop-Tiling-Varian-
ten; dabei ist d = d(f) und b = max(B, d(f)).
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Die Vorauswahl einer Menge von Blockgro¨ßen mit dem erweiterten Arbeitsraum-Mo-
dell la¨uft wie folgt ab:
• Bestimme fu¨r jede Loop-Tiling-Variante die Menge laufzeitrelevanter Arbeitsra¨ume
W.
• Fu¨r jeden Arbeitsraum w ∈ W und jede Cache-Stufe i ∈ {1, . . . , r} berechne die
Funktion LT(w,Ceff(Li), si). Diese gibt die gro¨ßte Blockgro¨ße an, fu¨r die der Ar-
beitsraum w in die Cache-Stufe i passt. U¨berschreitet die Gro¨ße des Arbeitsraumes
w die (u. U. geteilte) Kapazita¨t der Cache-Stufe i, so wird LT(w,Ceff(Li), si) gleich
der Anzahl der Komponenten pro Thread gesetzt, n/p:
LT(w,Ceff(Li), si) =

max{B ∈ {1, . . . ,min(n/p,Ceff(Li), )} |
ws size(w,B, si) ≤ Ceff(Li)},
wenn ∃B : ws size(w,B, si) ≤ Ceff(Li),
n/p, sonst.
(9.1)
Die Hilfsfunktion ws size(w,B, si) berechnet die Gro¨ße des kumulierten Arbeits-
raumes w mit der Blockgro¨ße B, der von si Threads gebildet wird, die unterein-
ander die Cache-Stufe Li teilen:
ws size(w,B, si) =

Gro¨ße des Arbeitsraumes w
mit der Blockgro¨ße B
und Threadzahl si, wenn B ∈ {1, . . . , n/p},
n/p, sonst.
(9.2)
• Da die Daten im Cache in Form von Cachezeilen abgelegt werden, werden die durch
die Funktion LT(w,Ceff(Li), si) berechneten Blockgro¨ßen auf das na¨chst kleinere







• Nehme alle im vorherigen Schritt berechneten Blockgro¨ßen LTli(w,Ceff(Li), si) in
die Menge vorselektierter Blockgro¨ßen T auf.
Die Abbildung 9.11 fasst die Methode der Vorauswahl von Blockgro¨ßen zusammen.
Empirische Suche auf der Menge vorausgewa¨hlter Blockgro¨ßen
Die Minimumstrategie, die zur Bestimmung geeigneter Blockgro¨ßen fu¨r sequentielle Loop-
Tiling-Varianten eingesetzt wurde (s. Abschnitt 8.4.2), versucht, den gro¨ßten Arbeits-
raum in die schnellstmo¨gliche Cache-Stufe zu platzieren, in die er noch hinein passt.
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1: pre-select tile sizes(c)
2: {
3: SeiW = {WSts,WScs,WS1,WS2, . . .} die Menge laufzeitrelevanter Arbeitsra¨ume einer
Implemementierungsvariante c, die von der Blockgro¨ße B abha¨ngen.
4: Sei C = {L1,L2, . . .Lr} die Menge der Cache-Stufen, li die Blockla¨nge der Cache-Stufe
Li und si die Anzahl der Threads, die sich die Kapazita¨t der Cache-Stufe Li teilen.
5: Sei T die zu bestimmende Menge vorausgewa¨hlter Blockgro¨ßen.
6: if (W = ∅) // c ist eine Variante ohne Loop-Tiling.
7: return {n/p};
8: T ← ∅;
9: for each (i ∈ {1, . . . , r})
10: for each (w ∈ W)
11: T ← T ∪ LTli(w,Ceff(Li), si);
12: return T ;
13: }
Abbildung 9.11.: Die Hilfsfunktion pre-select tile sizes() als Teil der Autotuningphase.
Diese liefert anhand des Arbeitsraum-Modells zu jeder Implementie-
rungsvariante c eine Menge vorselektierter Blockgro¨ßen.
Somit bevorzugt sie die Blockgro¨ßen, die fu¨r den L1-Cache generiert werden, und neigt
aus diesem Grund zu kleinen Blockgro¨ßen. Sie liefert gute Blockgro¨ßenvorschla¨ge, die
nah an das Optimum heranreichen, verwendet aber die gleiche Blockgro¨ße auch fu¨r an-
dere Arbeitsra¨ume, fu¨r die u. U. eine gro¨ßere Blockgro¨ße noch eine Verbesserung der
Laufzeit bewirkt ha¨tte. In einigen Laufzeitexperimenten wurde beobachtet, dass gro¨ßere
Blockgro¨ßen fu¨r andere Cache-Stufen oder kleinere Arbeitsra¨ume zu besseren Laufzeiten
fu¨hren ko¨nnen. Zudem nutzt das Arbeitsmodell fu¨r sequentielle Varianten eine auf prakti-
scher Erfahrung beruhende Heuristik fu¨r den Vorschlag eines festen Wertes fu¨r die zweite
Blockgro¨ße (s. Abb. 8.4, Zeile 6). Ein einzelner fester Wert reicht jedoch zum Abbilden
unterschiedlicher Eigenschaften verschiedener Hardware-Plattformen und Testprobleme
nicht aus. Daher wurde die Blockgro¨ßenauswahlstrategie fu¨r die parallelen Loop-Tiling-
Varianten um eine heuristisch-empirische Suche erweitert.
Nach Vorauswahl von Blockgro¨ßen mit Hilfe des Arbeitsraummodells wird die beste
Blockgro¨ße aus dieser Menge anhand empirischer Suche ermittelt. Dazu werden die N
Blockgro¨ßen aus der Vorauswahlmenge T zuna¨chst in aufsteigender Reihenfolge sortiert,
so dass T = 〈B1, B2, . . . , BN 〉 mit Bi < Bj fu¨r 1 ≤ i < j ≤ N gilt. Dann werden die
Blockgro¨ßen in dieser Reihenfolge solange evaluiert, bis die aktuell bewertete Blockgro¨ße
Bi langsamer ist als die davor evaluierte Blockgro¨ße Bi−1. Die Blockgro¨ße Bi−1 ist dann
die beste Blockgro¨ße in der Menge T .
Auf einigen Prozessoren und fu¨r einige AWP-Probleme sind kleine Blockgro¨ßen manch-
mal effizienter als eine Blockgro¨ße, die einen großen Teil des Ziel-Speichers (fu¨r welchen
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die Blockgro¨ße gewa¨hlt wurde) verwendet. Kommt die empirische Suche zum Ergeb-
nis, dass B1 die schnellste Blockgro¨ße in der Menge T ist, so wird die Suche mit der
Evaluierung von Blockgro¨ßen kleiner als B1 fortgesetzt. Fu¨r die Bewertung der Block-
gro¨ßen kleiner als B1 wird die Blockgro¨ße in jedem Schritt halbiert und evaluiert, bis die
Laufzeit der Implementierungsvariante mit der halbierten Blockgro¨ße sich nicht mehr
verbessert. Die Abbildung 9.12 zusammen mit der Abbildung 9.13 zeigt den Pseudocode
des verwendeten modellgefu¨hrten Suchverfahrens.
1: evaluate implementation(c)
2: {
3: T ← pre-select tile sizes(c);
4: Bmin ← min T ;
5: T cbest ←∞;
// Evaluiere die Blockgro¨ßen aus der Menge T in aufsteigender Reihenfolge.
6: stop← false;
7: while (T 6= ∅ ∧ t < te ∧ ¬stop)
8: {
9: B ← min T ;
10: T ← T \B;
11: stop← eval tile size(c,B,Bcbest, T cbest);
12: }
// Wenn die kleinste Blockgro¨ße in T bis jetzt die schnellste ist,
// so betrachte noch kleinere Blockgro¨ßen.









17: while (B ≥ lmin ∧ t < te ∧ ¬stop)
18: {













Abbildung 9.12.: Hilfsfunktion evaluate implementation() als Teil der Autotuningpha-
se. Diese nutzt zur Bestimmung einer effizienten Blockgro¨ße fu¨r eine
Implementierungsvariante c eine modellgefu¨hrte Suche.
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3: T ← runtime of(compute time step(c,B, t));
4: correct runtime using profile info(T );
5: fu¨hre Schrittweitenkontrolle aus;
6: aktualisiere t, wenn der lokale Fehler klein genug;










Abbildung 9.13.: Hilfsfunktion eval tile size() als Teil der Autotuningphase. Diese misst
die Laufzeit einer Implementierungsvariante c unter Verwendung der
Blockgro¨ße B.
Ermittlung der besten Blockgro¨ße anhand der Mehrheitsentscheidung
In einem Multithread-Programm liefern die Threads leicht unterschiedliche Laufzeiten
bei der Auswertung ein und der selben Blockgro¨ße. Bei der Fragestellung, ob die aktu-
ell ausgewertete Blockgro¨ße schneller ist als die vorher evaluierte, ko¨nnen die einzelnen
Threads auf Grund gemessener Laufzeiten zu unterschiedlichem Ergebnis kommen. In
diesem Szenario stellt sich die Frage, wie man die Entscheidung trifft, ob die modellge-
fu¨hrte Suche fortgesetzt wird oder nicht.
Der Autotuning-Algorithmus la¨sst die Mehrzahl der Threads entscheiden, ob die Block-
gro¨ße aus dem aktuellen Zeitschritt schneller ist als die Vorherige und deshalb die Suche
fortgefu¨hrt wird. Zu diesem Zweck wird ein gemeinsamer Array vote mit einem Eintrag
fu¨r jeden Thread verwaltet, der die Entscheidung repra¨sentiert, ob die Suche fortgesetzt
oder gestoppt wird. Wenn der Thread i dafu¨r stimmt, dass die Suche mit der na¨chsten
Blockgro¨ße fortgesetzt wird, so wird vote[i] auf 1 gesetzt. Andernfalls wird vote[i] auf
0 gesetzt. Bevor die Threads mit der Evaluierung der na¨chsten Blockgro¨ße fortfahren,
za¨hlt der Thread 0 alle Stimmen zusammen und stoppt die Suche, wenn mehr als 50 %
der Threads mit vote[i] = 0 abgestimmt haben.





In diesem Abschnitt wird eine experimentelle Evaluierung des selbstadaptiven parallelen
ODE-Solvers fu¨r gemeinsamen Adressraum und der integrierten Blockgro¨ßenauswahl-
strategie pra¨sentiert. Die Experimente wurden auf drei unterschiedlichen Rechnersyste-
men durchgefu¨hrt, deren Beschreibung man im Anhang B findet. Auf allen Testplattfor-
men wurde der C++ Compiler aus der GNU-Compiler-Collection (GCC) benutzt, auf der
SGI UV in der Version 4.6.1, auf Leo in der Version 4.7.1 und auf dem 2-Socket-Nehalem-
System in der Version 4.7.3. Auf allen Testplattformen wurden die Optimierungsstufe
-O3 und die Compilerflags -D_REENTRANT -fPIC -std=c++0x -D_STDC_LIMIT_MACROS
-g -rdynamic verwendet.
Als Testprobleme wurden BRUSS2D [HNW09a] und STRING [HNW09a] genutzt (s.
Anhang).
9.5.1. Experimentelle Validierung der Blockgro¨ßenauswahlstrategie
Detaillierte Untersuchung anhand ausgewa¨hlter Testfa¨lle
Zur Validierung der Blockgro¨ßenauswahlstrategie wurde die Ausfu¨hrungszeit der Va-
rianten PipeDb2mt, PipeDb1mt und ppDb1mt unter der Variation der Blockgro¨ße auf
verschiedenen Testrechnern und fu¨r unterschiedliche ODE-Probleme gemessen. Angefan-
gen von der Blockgro¨ße 16 (entspricht zwei Cachezeilen von jeweils 64 Byte) wurde die
Blockgro¨ße jeweils verdoppelt, bis die maximale Anzahl der Komponenten pro Thread
(n/p) erreicht war.
Die Bilder 9.7 und 9.8 zeigen fu¨r unterschiedliche Blockgro¨ßen den entstehenden Per-
formance-Verlust bezogen auf die Laufzeit mit der optimalen Blockgro¨ße (innerhalb des
Bereichs abgetasteter Blockgro¨ßenwerte). Die Experimente wurden auf dem Leo-System
mit 48 Threads und der Problemgro¨ße n = 8.0 · 106 durchgefu¨hrt. Außerdem ist in
den Abbildungen die durch die Blockgro¨ßenauswahlstrategie bestimmte Blockgro¨ße ein-
gezeichnet, sodass bestimmt werden kann, wie nah diese an die optimale Blockgro¨ße
heranreicht.
Es zeigt sich, dass fu¨r die Implementierungsvariante PipeDb2mt und das BRUSS2D-
Problem (Abb. 9.7 (a)) die Wahl sehr kleiner Blockgro¨ßen ungu¨nstig ist, weil es dadurch
zu Performance-Einbußen von bis zu 30 % im Vergleich zu der optimalen Blockgro¨ße
kommen kann. Die Laufzeit der Implementierung mit der Blockgro¨ße Zum Erreichen
einer guten Performance muss die Blockgro¨ße aus dem Bereich [64, 2048] gewa¨hlt wer-
den, denn ihre Laufzeit ist nur 5 % schlechter als die der optimalen Blockgro¨ße. Ab der
Blockgro¨ße 2048 steigt die Laufzeit der Implementierung stets an, bedingt dadurch, dass
laufzeitrelevante Arbeitsra¨ume nach und nach aus bestimmten Cache-Stufen herausfallen
und sich dadurch die Kosten der Speicherzugriffe verteuern.
Die Blockgro¨ßenauswahlstrategie evaluiert fu¨nf Blockgro¨ßen 〈1456, 2456, 728, 360, 176〉
(in dieser Reihenfolge) und wa¨hlt am Ende 360 als die beste Blockgro¨ße aus. Die Block-
gro¨ßen 1456 und 2456 sind Vorschla¨ge des Arbeitsraummodells. Weil die kleinste Block-
gro¨ße 1456 aus der Menge vorausgewa¨hlter Blockgro¨ßen T gleichzeitig auch die schnells-
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te ist, werden auch Blockgro¨ßen kleiner als 1456 evaluiert. Die am Ende ausgewa¨hlte
Blockgro¨ße 360 kommt sehr nah an die optimale Blockgro¨ße 256 heran, die im Laufe
der Validierung abgetastet wurde. Die na¨chstgro¨ßere Blockgro¨ße 512 wu¨rde zu einem
Leistungsabfall von 0,2 % fu¨hren.
A¨hnlich wie bei der Implementierung PipeDb2mt kann man auch bei den anderen
beiden Varianten PipeDb1mt und ppDb1mt (Abb. 9.7 (b) und (c)) beobachten, dass
kleine Blockgro¨ßen nicht optimal sind und zu einem Leistungsabfall von bis zu 30 % ge-
genu¨ber der besten abgetasteten Blockgro¨ße fu¨hren ko¨nnen. Allerdings scheint die Wahl
einer ungu¨nstigen Blockgro¨ße einen sta¨rkeren Einfluss auf die Laufzeit von Implemen-
tierungen PipeDb1mt und ppDb1mt zu haben als auf die Laufzeit der Implementierung
PipeDb2mt. Die Wahl einer Blockgro¨ße gro¨ßer als 16384 wu¨rde bei der Implementierung
PipeDb1mt einen Leistungsabfall in Ho¨he von 60–320 % und bei der Implementierung
ppDb1mt in Ho¨he von 30–206 % bewirken.
Fu¨r die Variante PipeDb1mt wird von der Auswahlstrategie ebenfalls die Blockgro¨-
ße 360 gewa¨hlt. Die Performance dieser Blockgro¨ße ist nur ca. 0.5 % schlechter als die
der optimalen Blockgro¨ße 512. Fu¨r die Variante ppDb1mt gibt die Strategie 728 als
Blockgro¨ße zuru¨ck, diese kommt ebenfalls sehr nah (≈ 0.1 %) an die Performance der
optimalen Blockgro¨ße (512) heran.
Vergleicht man die BRUSS2D- und STRING-Probleme (Abb. 9.7 und 9.8) untereinan-
der, so la¨sst sich bei der Nutzung nicht-optimaler, insbesondere großer Blockgro¨ßen ein
ho¨herer Performance-Verlust fu¨r das STRING-Problem beobachten. Betrachtet man bei-
spielsweise die Implementierung ppDb1mt, so betra¨gt der Leistungsabfall beim STRING-
Problem maximal 778 % und beim BRUSS2D-Problem maximal 206 % gegenu¨ber der
optimalen Blockgro¨ße. Dass beide Probleme unterschiedlich stark auf die Wahl einer un-
gu¨nstigen Blockgro¨ße reagieren, la¨sst sich vor allem durch die Unterschiede im Zugriffs-
muster der Funktion der rechten Seite begru¨nden. Beim BRUSS2D wird fu¨r die Funkti-
onsauswertung einer Komponente auf fu¨nf Komponenten des Argumentvektors zugegrif-
fen, die durch den 5-Punkt-Stern gegeben und innerhalb der Zugriffsdistanz d(f) = 2N
zu finden sind. Beim STRING greift die Funktionsauswertung einer Komponente der
rechten Seite nur auf zwei Komponenten des Argumentvektors zu, die innerhalb der
Zugriffsdistanz d(f) = 3 liegen.
Die Qualita¨t der durch die Blockgro¨ßenauswahlstrategie bestimmten Blockgro¨ßen ist
bei beiden Probleme a¨hnlich hoch. Fu¨r die Implementierungsvarianten PipeDb2mt und
PipeDb1mt (Abb. 9.8 (a) und (b)) wird die Blockgro¨ße 280 gewa¨hlt, die im Fall der Im-
plementierung PipeDb2mt ≈ 0.5 % und im Fall der Implementierung PipeDb1mt ≈ 1 %
schlechter als die optimale Blockgro¨ße ist. Auch fu¨r Implementierungsvariante ppDb1mt
(Abb. 9.8 (c)) wird eine geeignete Blockgro¨ße gewa¨hlt, deren Laufzeit nur ≈ 0.2 % von
der optimalen Blockgro¨ße entfernt ist.
Die Bilder 9.9 und 9.10 zeigen die gewa¨hlten Blockgro¨ßen fu¨r drei Implementierungs-
varianten PipeDb2mt, PipeDb1mt und ppDb1mt und zwei Testprobleme auf der zweiten
Architektur SGI UV und unter Verwendung von 80 Threads. Fu¨r das BRUSS2D-Problem
(Abb. 9.9) werden Blockgro¨ßen gewa¨hlt, deren Laufzeit nur ≈ 0.4–1.7 % ho¨her ist als die
optimale Blockgro¨ße der jeweiligen Variante. Auch beim STRING-Problem (Abb. 9.10)
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ist die Performance ermittelter Blockgro¨ßen nur ≈ 0.5− 2.6 % vom Optimum entfernt.
Verifikation der Blockgro¨ßenauswahlstrategie anhand weiterer Testfa¨lle
Zusa¨tzlich zur detaillierten Validierung der Blockgro¨ßenauswahlstrategie der in den Ab-
bildungen 9.7 und 9.10 pra¨sentierten Experimente wurde die Effektivita¨t der Block-
gro¨ßenauswahlstrategie in mehreren Laufzeitexperimenten auf verschiedenen Zielsyste-
men mit unterschiedlicher Architektur und mit unterschiedlicher Anzahl der Threads fu¨r
verschiedene Testprobleme und Problemgro¨ßen untersucht.
Die Tabellen 9.5 und 9.6 fassen die Ergebnisse dieser Testfa¨lle zusammen. In den Ta-
bellen sind die Anzahl ausgewerteter Blockgro¨ßen, der Leistungsverlust der ausgewa¨hlten
Blockgro¨ße gegenu¨ber der optimalen und der schlechtesten Blockgro¨ße ausgewiesen.
Die Ergebnisse zeigen, dass die Performance der durch die Blockgro¨ßenauswahl-stra-
tegie ermittelten Blockgro¨ßen sehr nah an das Optimum heran reicht. Fu¨r alle außer ei-
nem getesteten Benchmark ist die Performance der ausgewa¨hlten Blockgro¨ßen nur 0–7 %
vom Optimum entfernt. Nur in einem Testfall (Implementierungsvariante PipeDb2mt,
Testproblem STRING mit n = 8.0 · 106, 160 Threads, SGI UV System) liegt die Per-
formance 25 % vom Optimum entfernt, was aber nach wie vor akzeptabel ist im Ver-
gleich zu dem Leistungsabfall von 66 %, der durch die Wahl der schlechtesten Blockgro¨-
ße entstehen wu¨rde. Bei diesem Benchmark wird die beste Performance fu¨r sehr kleine
Blockgro¨ßen erreicht. Die beste Blockgro¨ße ist 16, welche gleichzeitig auch die kleinste
abgetastete Blockgro¨ße ist. Die Laufzeit der na¨chst gro¨ßeren Blockgro¨ße 32 ist nur 6 %
schlechter. Fu¨r noch gro¨ßere Blockgro¨ßen betra¨gt der Laufzeitverlust 18–66 %. Die Block-
gro¨ßenauswahlstrategie evaluiert die vom Arbeitsmodell vorgeschlagenen Blockgro¨ßen
〈280, 456, 1224, 1840〉 und liefert 1224 als die beste Blockgro¨ße zuru¨ck. Weil die Block-
gro¨ße 1224 gro¨ßer ist als die kleinste durch das Arbeitsmodell vorselektierte Blockgro¨ße
280, werden die Blockgro¨ßen kleiner als 280 nicht durchsucht und die Blockgro¨ßenaus-
wahlstrategie bleibt im lokalen Minimum gefangen.
In allen Testfa¨llen ist die Anzahl der zur Laufzeit evaluierten Blockgro¨ßen sehr klein.
Fu¨r jede Implementierungsvariante werden zwischen 3 und 7 Blockgro¨ßen getestet. Diese
Anzahl reicht aber aus, um eine geeignete Blockgro¨ße zu bestimmen, deren Performance
im Durchschnitt 2–3 % und im schlechtesten Fall 25 % von der Optimalen entfernt ist.
Um zu verifizieren, dass die Blockgro¨ßenauswahlstrategie auch fu¨r andere Korrektor-
verfahren erfolgreich funktioniert, sind auf dem 2-Socket-Nehalem-System Experimente
mit Radau I A(5)-Verfahren durchgefu¨hrt worden. Die Tabelle 9.7 zeigt die entsprechen-
den Resultate. Auch fu¨r das 3-stufige Korrektorverfahren Radau I A(5) erzielt die Block-
gro¨ßenauswahlstrategie a¨hnlich gute Ergebnisse, wie fu¨r das 5-stufige Verfahren Lobatto
III C(8).
Einfluss der Vektorisierung auf die Wahl geeigneter Blockgro¨ßen
Die meisten modernen Prozessoren enthalten neben den herko¨mmlichen Integer- und
Gleitkomma-Einheiten zusa¨tzlich SIMD-Einheiten (s. Kapitel 6.3), welche eine gleichzei-
tige Ausfu¨hrung von arithmetischen Operationen auf mehreren Datensa¨tzen erlauben.
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Laufzeitverlust
Gewa¨hlte Schlechteste
n Implementierung p ] Blockgro¨ßen zur Besten zur Besten
BRUSS2D auf Leo
0.5 · 106 PipeDb1mt 48 3 1 % 31 %
0.5 · 106 PipeDb2mt 48 4 2 % 18 %
0.5 · 106 ppDb1mt 48 3 4 % 12 %
8.0 · 106 PipeDb1mt 24 5 1 % 350 %
8.0 · 106 PipeDb2mt 24 5 2 % 273 %
8.0 · 106 ppDb1mt 24 4 1 % 230 %
STRING auf Leo
0.5 · 106 PipeDb1mt 48 3 1 % 84 %
0.5 · 106 PipeDb2mt 48 3 1 % 26 %
0.5 · 106 ppDb1mt 48 5 1 % 79 %
8.0 · 106 PipeDb1mt 24 4 1 % 658 %
8.0 · 106 PipeDb2mt 24 5 1 % 426 %
8.0 · 106 ppDb1mt 24 3 1 % 962 %
BRUSS2D auf SGI UV
0.5 · 106 PipeDb1mt 80 5 2 % 2 %
0.5 · 106 PipeDb2mt 80 4 1 % 21 %
0.5 · 106 ppDb1mt 80 —a —a —a
8.0 · 106 PipeDb1mt 160 6 1 % 48 %
8.0 · 106 PipeDb2mt 160 3 1 % 41 %
8.0 · 106 ppDb1mt 160 3 7 % 47 %
8.0 · 106 PipeDb1mt 240 6 4 % 248 %
8.0 · 106 PipeDb2mt 240 4 2 % 21 %
8.0 · 106 ppDb1mt 240 6 7 % 130 %
STRING auf SGI UV
0.5 · 106 PipeDb1mt 80 5 0 % 3 %
0.5 · 106 PipeDb2mt 80 3 2 % 3 %
0.5 · 106 ppDb1mt 80 4 1 % 8 %
8.0 · 106 PipeDb1mt 160 5 1 % 107 %
8.0 · 106 PipeDb2mt 160 4 25 % 66 %
8.0 · 106 ppDb1mt 160 4 1 % 178 %
8.0 · 106 PipeDb1mt 240 5 0 % 296 %
8.0 · 106 PipeDb2mt 240 3 4 % 37 %
8.0 · 106 ppDb1mt 240 4 5 % 405 %
a Nicht genug Komponente pro Thread zum Aufbau einer vollen Pipeline vor-
handen.
Tabelle 9.5.: Validierung der Blockgro¨ßenauswahlstrategie auf zwei Testplattformen un-





n Implementierung p ] Blockgro¨ßen zur Besten zur Besten
BRUSS2D auf 2-Socket-Nehalem
0.5 · 106 PipeDb1mt 8 3 1 % 24 %
0.5 · 106 PipeDb2mt 8 3 1 % 30 %
0.5 · 106 ppDb1mt 8 5 1 % 14 %
8.0 · 106 PipeDb1mt 8 3 1 % 86 %
8.0 · 106 PipeDb2mt 8 3 1 % 96 %
8.0 · 106 ppDb1mt 8 4 1 % 80 %
STRING auf 2-Socket-Nehalem
0.5 · 106 PipeDb1mt 8 4 1 % 42 %
0.5 · 106 PipeDb2mt 8 3 1 % 46 %
0.5 · 106 ppDb1mt 8 6 1 % 42 %
8.0 · 106 PipeDb1mt 8 4 1 % 154 %
8.0 · 106 PipeDb2mt 8 4 2 % 163 %
8.0 · 106 ppDb1mt 8 7 1 % 162 %
Tabelle 9.6.: Validierung der Blockgro¨ßenauswahlstrategie auf dem 2-Socket-Nehalem-
System unter Verwendung des Lobatto III C(8)-Verfahrens.
Laufzeitverlust
Gewa¨hlte Schlechteste
n Implementierung p ] Blockgro¨ßen zur Besten zur Besten
BRUSS2D auf 2-Socket-Nehalem
0.5 · 106 PipeDb1mt 8 3 1 % 17 %
0.5 · 106 PipeDb2mt 8 3 1 % 19 %
0.5 · 106 ppDb1mt 8 4 1 % 11 %
8.0 · 106 PipeDb1mt 8 3 1 % 60 %
8.0 · 106 PipeDb2mt 8 3 1 % 65 %
8.0 · 106 ppDb1mt 8 3 1 % 61 %
STRING on 2-socket-Nehalem
0.5 · 106 PipeDb1mt 8 3 1 % 31 %
0.5 · 106 PipeDb2mt 8 4 1 % 31 %
0.5 · 106 ppDb1mt 8 3 1 % 34 %
8.0 · 106 PipeDb1mt 8 3 1 % 109 %
8.0 · 106 PipeDb2mt 8 3 2 % 118 %
8.0 · 106 ppDb1mt 8 4 1 % 126 %
Tabelle 9.7.: Validierung der Blockgro¨ßenauswahlstrategie auf dem 2-Socket-Nehalem-
System unter Verwendung des Radau I A(5)-Verfahrens.
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Alle Implementierungsvarianten, die in inneren Schleifen u¨ber die Systemdimension ite-
rieren (u. a. Dblock, PipeDb2mt, PipeDb1mt und ppDb1mt) sind grundsa¨tzlich dafu¨r
geeignet, vom Compiler automatisch vektorisiert zu werden. In den Experimenten hat
sich aber herausgestellt, dass die auf den Zielplattformen vorinstallierten Versionen des
GCC-Compilers (4.6.1, 4.7.1 und 4.7.3) nicht in der Lage waren, diese Varianten au-
tomatisch zu vektorisieren. Zudem sind alle drei ausgewa¨hlten Architekturen zwar mit
modernen Prozessoren ausgestattet, stellen aber keine AVX-Befehlssatzerweiterungen (s.
Kapitel 6.3) zu Verfu¨gung.
Um den Effekt der Vektorisierung auf die Laufzeit von Implementierungsvarianten mit
verschiedenen Blockgro¨ßen zu untersuchen, wurden erga¨nzend Experimente auf einem
Rechnersystem durchgefu¨hrt, das zwar nur 4 Kerne entha¨lt, dafu¨r aber mit einem Intel-
Core i7-4770 Prozessor ausgestattet ist. Dieser besitzt eine Haswell-Mikroarchitektur und
unterstu¨tzt den AVX2-Befehlssatz. Als Compiler wurde der Intel C++ Compiler in der
Version 14.0.1 und die Flags -O2 -xHost verwendet. Weil manche Implementierungsva-
rianten u¨berlappenden Datenstrukturen nutzen und es dadurch fu¨r den Compiler nicht
ersichtlich ist, ob die zu vektorisierende Schleife Datenabha¨ngigkeiten entha¨lt, wird dem
Compiler explizit durch die Eingabe des Pragmas #pragma ivdep mitgeteilt, dass die
Schleife vektorisiert werden kann.
Einige Ergebnisse sind in Abb. 9.14 und Tabelle 9.8 dargestellt. Diese zeigen, dass,
wenn die Blockgro¨ße so gewa¨hlt wird, dass die laufzeitrelevanten Arbeitsra¨ume im Ca-
che abgelegt sind, die Laufzeit des vektorisierten Codes 16 % schneller ist als die des
nicht-vektorisierten. Im Fall einer ungu¨nstigen Wahl der Blockgro¨ße steigt die Anzahl
der Cache-Fehlzugriffe an und die Leistung des Programms la¨sst sich nicht mehr mit
Hilfe der Vektorisierung steigern. Das heißt, wenn die Vektorisierung verwendet wird,
so ist die Wahl einer effizienten Blockgro¨ße besonders wichtig. Der Bereich mit guten
Blockgro¨ßen ist ist zwar in beiden Fa¨llen, mit und ohne Vektorisierung, a¨hnlich, zeigt
jedoch Unterschiede auf. Ist die Vektorisierung aktiviert, so kann die Blockgro¨ße mit der
geringsten Laufzeit eindeutig identifiziert werden. Ist die Vektorisierung deaktiviert, so
a¨hnelt die Laufzeitkurve dem horizontal gespiegelten Buchstaben “L”, weil es eine Reihe
von Blockgro¨ßen gibt, die eine a¨hnlich gute Effizienz aufweisen.
Insgesamt zeigen die Ergebnisse, dass die Blockgro¨ßenauswahlstrategie gute Blockgro¨-
ßen liefert, unabha¨ngig davon, ob die Vektorisierung verwendet wird oder nicht.
Zusammenfassung der Ergebnisse
Die Laufzeitexperimente haben die Annahme besta¨tigt, dass der geeignete Wert fu¨r
eine Blockgro¨ße von dem zu lo¨sendem AWP, der Implementierung, der verwendeten
Threadanzahl und den Eigenschaften der Zielplattform abha¨ngt.
Obwohl die Aufgabe der automatischen Blockgro¨ßenauswahl recht anspruchsvoll ist,
ist der entwickelte Blockgro¨ßenauswahlansatz in der Lage, effiziente Blockgro¨ßen fu¨r un-
terschiedliche Implementierungsvarianten, zu lo¨sende AWPs und verschiedene Zielplatt-
formen zu bestimmen. Die automatische Auswahl der Blockgro¨ßen verursacht nur einen
geringen Autotuning-Overhead, da nur einige wenige Blockgro¨ßen zur Laufzeit evalu-
iert werden mu¨ssen. Die Experimente demonstrieren, dass zur Auswahl einer geeigneten
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Abbildung 9.14.: Einfluss der Vektorisierung auf die Laufzeit von Blockgro¨ßen und
die gewa¨hlte Blockgro¨ße. Testproblem: BRUSS2D. Korrektorverfah-
ren: Lobatto III C(8). Testplattform: Intel Core i7-4770 (Haswell), 4
Threads. Compiler: icpc (ICC) 14.0.1. (a) n = 0.5 · 106, mit Vektori-
sierung, (b) n = 8.0 · 106, mit Vektorisierung, (c) n = 0.5 · 106, ohne
Vektorisierung, (d) n = 8.0 · 106, ohne Vektorisierung.
Beste Laufzeit der besten Schlechteste Laufzeit der schlechtesten
n Blockgro¨ße Blockgro¨ße (s) Blockgro¨ße Blockgro¨ße (s)
ICC 14.0.1, mit Vektorisierung
0.5 · 106 128 0.051 65 536 0.097
8.0 · 106 128 0.817 1 048 576 2.360
ICC 14.0.1, ohne Vektorisierung
0.5 · 106 16 0.061 65 536 0.095
8.0 · 106 256 0.977 1 048 576 2.393
Tabelle 9.8.: Einfluss der Vektorisierung auf die Laufzeit der besten und der schlechtesten
Blockgro¨ße.
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Blockgro¨ße nicht der gesamte Suchraum mo¨glicher Blockgro¨ßen durchsucht werden muss,
sondern es reicht aus, anhand relevanter Eigenschaften der Cache-Hierarchie des Ziel-
systems und der Gro¨ßenberechnung laufzeitrelevanter Arbeitsra¨ume eine kleine Menge
potenziell effizienter Blockgro¨ßen zu ermitteln, die dann online mit Hilfe heuristisch-
empirischer Suche evaluiert wird.
9.5.2. Vergleich paralleler Implementierungsvarianten im Kandidatenpool
Bevor im na¨chsten Abschnitt die Laufzeitexperimente fu¨r den entwickelten Autotuning-
Algorithmus pra¨sentiert werden, wird das Laufzeitverhalten der im Kandidatenpool ent-
haltenen parallelen Implementierungsvarianten fu¨r gemeinsamen Adressraum verglichen.
Außerdem wird untersucht, wie die neu entwickelten spezialisierten Implementierungs-
varianten mit verteilter Abspeicherung des Argumentvektors y (Suffix *yl) im Vergleich
zu Varianten mit gemeinsamem Vektor fu¨r y skalieren.
Zur Bewertung der Skalierbarkeit von parallelen Implementierungsvarianten wird der
Speedup, Sp(n), betrachtet. Dieser ist definiert als das Verha¨ltnis der Laufzeit der schnells-
ten sequentiellen Implementierung, Ts(n), und der Laufzeit der parallelen Implementie-





Theoretisch ist der Speedup nach oben durch die Anzahl der Prozessoren p beschra¨nkt:
Sp(n) ≤ p.
In der Praxis kann jedoch ein superlinearer Speedup, Sp(n) > p, auftreten, der meistens
durch Cacheeffekte bedingt ist [RR12a].
Der theoretisch ideale Speedup ist linear, d. h. Sp(n) = p. Erfahrungsgema¨ß wird die-
ser aber selten erreicht, da es bei jedem Programm einen sequentiellen Anteil f gibt,
der nicht parallelisiert werden kann. Zudem beno¨tigen parallele Implementierungen zu-
sa¨tzliche Zeit u. a. zum Austausch von Daten, zur Synchronisation von Prozessen und
fu¨r Wartezeiten, die in Folge ungleicher Lastverteilung entstehen [RR12a]. Nimmt man
an, dass der nicht parallelisierbare Anteil eines Programms mit der wachsenden Einga-
begro¨ße abnimmt, so la¨sst sich der gewu¨nschte Speedup ≤ p durch das Erho¨hen der
Eingabegro¨ße erreichen [RR12a]. Es gibt jedoch Probleme, die sich nicht beliebig vergro¨-
ßern lassen.
Die Abbildungen 9.15 (a) und (b) zeigen die von parallelen Implementierungsvarianten
auf dem Rechnersystem SGI UV erreichten Speedups fu¨r das Testproblem STRING und
zwei Systemgro¨ßen n = 0.5 · 106 und n = 8.0 · 106. Fu¨r Loop-Tiling-Varianten sind die
Blockgro¨ßen mit dem im Abschnitt 8.4.2 beschriebenen Blockgro¨ßenauswahlansatz be-
stimmt worden. Als Referenz fu¨r die Speedup- Berechnung paralleler Varianten wurde die
Laufzeit der schnellsten sequentiellen Implementierung (durch Autotuning-Algorithmus
bestimmt) verwendet.
Fu¨r die Problemgro¨ße n = 0.5 · 106 (Abb. 9.15 (a)) kann man beobachten, dass mit
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Abbildung 9.15.: Speedups der im Kandidatenpool enthaltenen parallelen Implementie-
rungsvarianten fu¨r gemeinsamen Adressraum, gemessen auf der Test-
plattform SGI UV fu¨r das STRING-Problem. (a) n = 0.5 · 106,
(b) n = 8.0 · 106.
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wachsender Anzahl der Threads die spezialisierten Varianten wesentlich schneller laufen
als die allgemeinen Varianten. Fu¨r die Systemgro¨ße n = 8 · 106 dagegen erreichen viele
allgemeine Varianten auch bei großen Threadzahlen gute Speedups.
Die Hauptursache fu¨r eine im Vergleich mit spezialisierten Varianten geringere Skalier-
barkeit allgemeiner Varianten bei der Nutzung kleiner Systemgro¨ßen und einer großen
Threadzahl sind die hohen Synchronisationskosten, die durch Barrier-Operationen in je-
dem Korrektorschritt entstehen. Die allgemeinen Implementierungsvarianten A, E und
EAblock beno¨tigen zwei Barrier-Operationen pro Korrektorschritt und sind daher fu¨r
große Threadzahlen die langsamsten Varianten. Die u¨brigen allgemeinen Implementie-
rungsvarianten nutzen nur eine Barrier-Operation pro Korrektorschritt. Sie sind zwar
schneller als die Implementierungen A, E und EAblock, ko¨nnen aber fu¨r die relativ klei-
ne Systemgro¨ße n = 0.5 · 106 nicht mit spezialisierten Implementierungen konkurrieren,
da diese keine Barrier-Operationen, sondern nur eine vergleichsweise schnelle Synchro-
nisation mittels Locks verwenden.
Bei allgemeinen Implementierungsvarianten wird mit wachsender Threadanzahl der
erforderliche Berechnungsaufwand pro Thread kleiner, der Synchronisationsaufwand da-
gegen vergro¨ßert sich. Ist die Anzahl der Gleichungen pro Thread relativ klein, so macht
die Laufzeit von Barrier-Operationen nur einen kleinen Teil der Laufzeit eines Zeitschrit-
tes aus. Mit wachsender Threadzahl verteuert sich die Ausfu¨hrung einer Barrier-Ope-
ration und weil der Berechnungsaufwand abnimmt (weniger Gleichungen pro Thread),
macht die Zeit fu¨r Barrier-Operationen einen gro¨ßeren Anteil eines Zeitschrittes aus. Bei-
spielsweise betra¨gt die Laufzeit einer aktiv-wartenden Barrier zur Synchronisation von
400 Threads auf dem SGI UV System ≈ 200 µs. Demnach beno¨tigt eine einzelne Barrier-
Operation fu¨r die Implementierung D und die Systemgro¨ße n = 0.5 · 106 ca. 6 % der
Laufzeit eines Zeitschrittes. Wird das Lobatto III C(8)-Verfahren mit 7 Korrektorschrit-
ten benutzt, so muss die Implementierung D 7 Barrier-Operationen pro Korrektorschritt
ausfu¨hren, die sich zusammen zu 42 % der Laufzeit eines Zeitschrittes summieren. Im Ge-
gensatz dazu macht die Zeit zum Ausfu¨hren von Barrier-Operationen bei der Variante
D fu¨r n = 8.0 · 106 nur ≈ 10 % der Laufzeit eines Zeitschrittes aus.
9.5.3. Performance des selbstadaptiven Solvers
Die Performance des selbstadaptiven Solvers wurde anhand zweier Testprobleme, STRING
und BRUSS2D, auf drei verschiedenen Zielarchitekturen und fu¨r unterschiedliche Thread-
zahlen evaluiert. Diese Ergebnisse sind in den Tabellen 9.9 und 9.10 zusammengefasst.
Da die Vorauswahl- und die Online-Profiling-Phase nur wenig Laufzeit beno¨tigen, soll
mit Hilfe der Experimente vor allem untersucht werden, wie lang die Autotuningphase
dauert.
In den Tabellen 9.9 und 9.10 sind angegeben (von links nach rechts): die Systemgro¨ße
(n), die Threadanzahl (p), die vom Autotuner gewa¨hlte Implementierungsvariante und
Blockgro¨ße, die Laufzeit der gewa¨hlten Implementierungsvariante pro Zeitschritt (TPS)
in Sekunden, die beno¨tigte Anzahl der Autotuning-Zeitschritte, die Zeit der Autotuning-
phase, die Anzahl der in der Autotuningphase evaluierten Implementierungsvarianten,
die Gesamtanzahl der Zeitschritte, fu¨r die der Autotuning-Overhead ≤ 5 % betra¨gt, die
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langsamste Implementierungsvariante und ihre Laufzeit pro Zeitschritt (TPS) in Sekun-
den und der Speedup der ausgewa¨hlten Implementierungsvariante zu der langsamsten
Variante.
Da eine erscho¨pfende Suche nach der optimalen Blockgro¨ße fu¨r jede mo¨gliche Parame-
terkombination (Systemgro¨ße, Implementierungsvariante, Korrektorverfahren, Thread-
zahl) sehr zeitaufwendig wa¨re, wurde in den Experimenten davon ausgegangen, dass die
durch den selbstadaptiven Solver bestimmte Blockgro¨ße optimal ist.
Die Gesamtanzahl der Zeitschritte, fu¨r ab der der Autotuning-Overhead ≤ 5 % betra¨gt





Dabei bezeichnet Tat die Zeit der Autotuningphase (Spalte 7), Sat ist die Anzahl der
Autotuning-Zeitschritte und tbest ist die Laufzeit pro Zeitschritt der durch den selbsta-
daptiven Solver bestimmten schnellsten Implementierungsvariante (Spalte 5).
Die Ergebnisse in den Tabellen 9.9, 9.10 und 9.11 zeigen, dass die Anzahl der Autotu-
ning-Schritte zur Auswahl der schnellsten Implementierungsvariante mit einer geeigneten
Blockgro¨ße in einem akzeptablen Bereich liegt: auf dem Leo-System sind dafu¨r zwischen
45 und 54 Zeitschritte, auf dem SGI UV zwischen 20 und 61 und auf dem 2-Socket-
Nehalem-System zwischen 41 und 54 notwendig. Die Gesamtzahl beno¨tigter Autotu-
ning-Schritte ha¨ngt dabei nicht nur von der Anzahl evaluierter Blockgro¨ßen ab, sondern
auch von der Anzahl getesteter Implementierungsvarianten.
Weil auf dem SGI UV System eine große Anzahl von Threads gestartet werden kann,
gibt es mehrere Testfa¨lle, in denen Implementierungsvarianten anhand der abgescha¨tz-
ten Synchronisationszeit vorab aussortiert werden ko¨nnen und deshalb nicht auf der
Zielplattform evaluiert werden mu¨ssen. Beim STRING-Problem mit n = 0.5 · 106 und
Threadanzahl ≥ 320 werden in der Autotuningphase wegen des hohen Synchronisati-
onsaufwandes alle allgemeinen Implementierungsvarianten aussortiert, sodass nur 8 spe-
zialisierte Varianten zur Laufzeit evaluiert werden mu¨ssen. Beim BRUSS2D werden fu¨r
n = 0.5 · 106 und eine Threadzahl gro¨ßer als 55 sowie fu¨r n = 8.0 · 106 und einer Thread-
zahl gro¨ßer als 222 in der Vorauswahlphase 4 Pipelining-Varianten (mit Prefix pp) aus
dem Kandidatenpool ausgeschlossen, weil ansonsten nicht ausreichend viele Komponen-
ten pro Thread zum Aufbau einer vollen Pipeline vorhanden sind. In den Experimenten
mit kleinerer Systemgro¨ße n = 0.5·106 und Threadzahl ≥ 320 werden in der Autotuning-
phase zusa¨tzlich die 3 Implementierungsvarianten A, E und EAblock wegen des hohen
Synchronisationsaufwandes aussortiert. Da auf dem Leo-System, das mit 48 Kernen aus-
gestattet ist, und dem 2-Socket-Nehalem-System mit 8 Kernen nicht so viele Threads
gestartet werden und der Synchronisationsaufwand sehr niedrig bleibt, mu¨ssen in der
Autotuningphase alle 16 Implementierungsvarianten evaluiert werden.
In den Tabellen 9.9, 9.10 und 9.11 gibt die Spalte “schl. Impl.” die langsamste Im-
plementierung an. Die Spalte “TPS Schl. (s)” zeigt fu¨r diese Variante die Laufzeit pro
Zeitschritt (ausgefu¨hrt mit einer guten Blockgro¨ße, die durch die Blockgro¨ßenauswahl-
strategie ermittelt wurde). Fu¨r das STRING-Problem mit n = 0.5 ·106 auf dem SGI UV
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mit 480 Threads ist die langsamste Implementierungsvariante EAblock mit Blockgro¨ße
152 (ausgewa¨hlt durch die Blockgro¨ßenauswahlstrategie). Fu¨r alle anderen Benchmarks
ist eine der drei Varianten A, E oder D die Langsamste.
Die Tabellen zeigen auch die Leistungsverbesserung der ausgewa¨hlten Implementie-
rungsvariante im Vergleich zu der langsamsten Variante (Spalte “Speedup Schl./Gew.”).
Fu¨r die in den Tabellen pra¨sentierten Benchmarks ist die gewa¨hlte Implementierungsva-
riante 1.21-22.94-mal schneller als die langsamste Variante.
Der zusa¨tzliche Zeitaufwand zum Durchfu¨hren des Autotunings ist nicht nur von der
Anzahl der Autotuning-Zeitschritte und ihrer Dauer abha¨ngig, sondern auch von der
Gesamtzahl der Zeitschritte und der Gesamtberechnungszeit, die zur Lo¨sung des gege-
benen Anfangswertproblems mit der besten Variante erforderlich sind. Je kleiner die
Zeit pro Schritt der besten Implementierungsvariante und je ho¨her die Autotuning-Zeit,
umso mehr Zeitschritte mu¨ssen ausgefu¨hrt werden, um die Dauer des Autotunings zu
kompensieren.
Die Spalte “]Schritte 5 % Ovhd.” gibt die Anzahl der Schritte, fu¨r die der Autotuning-
Overhead 5 %. betra¨gt (s. Gleichung (9.4)). Diese ha¨ngt von der Laufzeit pro Zeitschritt
der gewa¨hlten Implementierungsvariante, der Anzahl der Autotuning-Zeitschritte und
der Dauer des Autotunings ab. In den Experimenten variiert ihre Anzahl zwischen 55
und 6720. Da bei echten numerischen Simulationen die Lo¨sung eines Anfangswertpro-
blems nicht selten mehrere Hunderttausende bis Millionen Zeitschritte erfordert, ist der
Autotuning-Overhead verschwindend gering.
9.6. Zusammenfassung
In diesem Kapitel wurden zuna¨chst die zur Leistungsverbesserung vorgenommenen A¨n-
derungen an den bereits existierenden parallelen Implementierungsvarianten aus [KR07b]
und neue parallele Implementierungsvarianten mit verteilter Abspeicherung des Argu-
mentvektors y beschrieben. Danach wurde der selbstadaptive parallele ODE-Solver fu¨r
gemeinsamen Adressraum pra¨sentiert. Die gea¨nderte Strategie der Blockgro¨ßenauswahl
wurde dargestellt und eine Laufzeitvorhersage zum Ausschluss langsamer Implementie-
rungsvarianten aus dem Kandidatenpool beschrieben.
Die Effizienz der Blockgro¨ßenauswahlstrategie wurde auf verschiedenen Rechnersyste-
men, fu¨r unterschiedliche Implementierungsvarianten, Systemgro¨ßen und Korrektorver-
fahren untersucht. Ferner wurde untersucht, wie wirkt sich die Vektorisierung auf die
Wahl von Blockgro¨ßen auswirkt.
Die durchgefu¨hrten Experimente zeigen, dass zur Auswahl einer geeigneten Blockgro¨ße
nicht der gesamte Suchraum mo¨glicher Blockgro¨ßen durchsucht werden muss, sondern
dass es ausreicht, anhand relevanter Eigenschaften der Cache-Hierarchie des Zielsystems
und der Gro¨ßenberechnung laufzeitrelevanter Arbeitsra¨ume eine kleine Menge potenziell
effizienter Blockgro¨ßen zu ermitteln, die dann online mit Hilfe heuristisch-empirischer
Suche evaluiert werden. In allen Testfa¨llen war die Anzahl der zur Laufzeit evaluierten
Blockgro¨ßen sehr klein. Diese Anzahl reichte jedoch aus, um effiziente Blockgro¨ßen be-
stimmen zu ko¨nnen. Die Performance gewa¨hlter Blockgro¨ßen lag im Durchschnitt 2-3 %
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von der optimalen Blockgro¨ße entfernt. Zudem haben die Experimente gezeigt, dass,
wenn Vektorisierung verwendet wird, die Wahl einer effizienten Blockgro¨ße besonders
wichtig ist.
Beim Autotuning-Algorithmus beno¨tigen die Phasen der Vorauswahl und des Online-
Profilings nur wenig Laufzeit, der Autotuning-Overhead wird im wesentlichen durch die
Dauer der Autotuningphase bestimmt. Der Autotuning-Overhead ha¨ngt von der Anzahl
der Autotuning-Zeitschritte und ihrer Dauer sowie von der Gesamtberechnungszeit, die
zur Lo¨sung des gegebenen Anfangswertproblems mit der besten Variante erforderlich
ist, ab. Je kleiner die Zeit pro Schritt der besten Implementierungsvariante und je ho¨her
die beno¨tigte Autotuning-Zeit, umso mehr Zeitschritte mu¨ssen ausgefu¨hrt werden, um
die Dauer des Autotunings zu kompensieren. In Experimenten wurde die Gesamtanzahl
der Schritte berechnet, die ausgefu¨hrt werden mu¨ssen, damit der Autotuning-Overhead
nur 5 % betra¨gt. Ihre Anzahl lag zwischen 55 und 6720, abha¨ngig von der Laufzeit der
gewa¨hlten Implementierungsvariante, der Anzahl der Autotuning-Zeitschritte und der
Dauer der Autotuningphase.
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zur Erweiterung des Autotuning-Frameworks
In diesem Kapitel werden weitere durchgefu¨hrte und laufende Arbeiten zur Erweiterung
des Autotuning-Frameworks pra¨sentiert.
10.1. Automatische Generierung von
Implementierungsvarianten
Infolge der vorangegangenen Arbeit von Matthias Korch [KR07b] stand ein großer Pool
sequentieller bzw. paralleler Implementierungsvarianten des betrachteten PC-Verfahrens
fu¨r gemeinsamen Adressraum zur Verfu¨gung, der vom Autotuner genutzt werden konn-
te. Damit jedoch die in dieser Arbeit vorgestellten Techniken auch auf andere ODE-
Zeitschrittverfahren angewendet und daru¨ber hinaus noch weitere Optimierungstechni-
ken, wie z. B. Loop-Unrolling oder Scalar-Replacement, untersucht werden ko¨nnen, wa¨re
eine Integration eines Transformationswerkzeugs wu¨nschenswert, das durch die Anwen-
dung unterschiedlicher Schleifentransformationen die Varianten automatisch aus einer
Basisvariante ableiten kann.
Es lassen sich nicht alle Implementierungsvarianten durch Anwendung von Schleifen-
transformationen herleiten. Beispielsweise kann die Implementierung E durch Permuta-
tion der beiden inneren Schleifen aus der Implementierung A generiert werden, jedoch
kann die Implementierung D nicht aus A erzeugt werden, da sie unterschiedliche Da-
tenstrukturen verwendet. Es wa¨re allerdings mo¨glich, eine Reihe grundlegender Imple-
mentierungsvarianten, die u. U. verschiedene Datenstrukturen nutzen, aufzustellen, aus
denen dann weitere Varianten mithilfe eines Source-to-Source-Compilers erzeugt werden.
Der Einsatz von U¨bersetzerwerkzeugen zur Generierung von Implementierungsvarian-
ten war das Thema des Masterprojekts von Johannes Seifert. Im Rahmen dieses Projekts
ist ein Transformationswerkzeug namens PALT (Pragma Assisted Loop Transformations)
entstanden, das gewu¨nschte Schleifentransformationen auf einen vorgegebenen C/C++
Quellcode anwenden kann. PALT unterstu¨tzt folgende Schleifentransformationen: Loop-
Fission, Loop-Fusion, Loop-Interchange, Loop-Tiling und Loop-Unrolling. Zum Durch-
fu¨hren dieser Codetransformationen nutzt PALT den ROSE-Compiler [QL11] zuru¨ck.
Die Liste von Transformationen, die nacheinander auf die gewu¨nschte Schleife oder einen
Schleifenkomplex angewendet werden sollen, werden in einer XML-basierten Beschrei-
bung spezifiziert. Der zu transformierende Quellcode wird mithilfe des ROSE-Compilers
in Form eines Abstrakten Syntaxbaumes (AST) dargestellt. PALT parst die XML-Be-
schreibung gewu¨nschter Transformationen und fu¨hrt diese auf dem AST aus. Am Ende
wird aus der gea¨nderten AST-Darstellung der entsprechende Quellcode generiert.
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10.2. Automatische Bestimmung der Anzahl von Referenzen
Beim Autotuning-Ansatz fu¨r sequentielle bzw. parallele Implementierungsvarianten wur-
den die Arbeitsraumformeln zur Bestimmung der Anzahl innerhalb eines Arbeitsraumes
referenzierten Datenelemente manuell aufgestellt (vgl. Abschnitt 8.4.2 und 9.4.2). Hilf-
reich wa¨re es jedoch, wenn die Anzahl der Referenzen innerhalb eines Arbeitsraumes
automatisch erfasst werden ko¨nnte. Im aktuellen Masterprojekt von Daniel Heinlein soll
die Anzahl der innerhalb eines Arbeitsraumes referenzierten Datenelemente automatisch
bestimmt werden. Die Idee dabei ist es, eine Menge diskreter Punkte (Stu¨tzstellen) zu
wa¨hlen, an denen die Anzahl der Referenzen tatsa¨chlich bestimmt wird, und die Arbeits-
raumfunktion durch eine stetige Funktion zu approximieren. Die Approximation erfolgt
durch eine Polynomausgleichsrechnung. Dabei wird nach einem multivariaten Polynom









j und α = (α1, . . . , αn) ∈ Nn0 )
gesucht, das die D Stu¨tzpunkte (x¯1, f(x¯1)), . . . , (x¯D, f(x¯D)) mo¨glichst gut anna¨hert. Um
das Ausgleichspolynom zu bestimmen, wird die Methode der kleinsten Quadrate [Gau06]
verwendet.
10.3. Ein selbstadaptiver paralleler ODE-Solver fu¨r verteilten
Adressraum und Optimierung des Energieverbrauchs
Beim automatischen Software-Tuning wird das Programm automatisch bezu¨glich eines
oder mehrerer Ziele optimiert (s. Kapitel 4.3). Das Ziel dabei muss nicht immer die Mi-
nimierung der Ausfu¨hrungszeit sein. Aufgrund steigender Energiekosten kann eine Pro-
grammoptimierung bezu¨glich der verbrauchten Energie oder eines Kompromisses zwi-
schen der Laufzeit und der Energie, als Energy-Delay-Produkt (EDT) [HIG94] bezeich-
net, von Interesse sein. Das Energy-Delay-Produkt ist das Produkt der umgewandelten
Energie und der Laufzeit eines Programms. Anstelle des EDTs kann auch das Energy-
Delay-Square-Produkt [Mar01, PM02] als Metrik verwendet werden. Bei dieser ist die
Laufzeit im Vergleich zur Energie ho¨her gewichtet.
Die Prozessoren der Firma Intel und AMD sind seit neuestem mit Sensoren ausge-
stattet, die es erlauben den Energieverbrauch, ohne Anschluss zusa¨tzlicher Hardwa-
re zu ermitteln. Intel-Prozessoren verfu¨gen seit der Sandy-Bridge-Generation u¨ber die
Running-Average-Power-Limit (RAPL)-Technologie zum Ermitteln des Energie-
verbrauchs einer CPU. PAPL wurde dazu entwickelt, die Leistungsaufnahme einer CPU
zu u¨berwachen und bietet die Mo¨glichkeit eine Obergrenze fu¨r die Leistungsaufnahme
einer CPU festzulegen [Lan14]. Der Energieverbrauch wird nicht direkt gemessen, son-
dern mithilfe eines Software-Leistungsmodells (engl. Software Power Model), das u. a.
Hardware-Performance-Za¨hler nutzt, abgescha¨tzt [RNA+12]. Das RAPL-Interface er-
laubt die Messung der Leistungsaufnahme verschiedener Komponenten (Doma¨nen) ei-
ner CPU. Welche Doma¨nen verfu¨gbar sind, ha¨ngt von der Prozessor-Version [HIS+13]
ab. Die abgescha¨tzten Werte fu¨r den Energieverbrauch seit einem bestimmten Zeitpunkt
werden in maschinenspezifischen Registern (MSRs) gespeichert [Lan14]. AMD-Prozesso-
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ren ab der Bulldozer-Generation verfu¨gen u¨ber eine a¨hnliche Technik zur Beschra¨nkung
der Leistungsaufnahme, die als Application-Power-Management (APM) bezeich-
net wird [AMDA13]. Die Werte fu¨r den Energieverbrauch ko¨nnen jedoch nicht direkt
aus den MSR-Registern, sondern nur u¨ber einen Sideband-Interface-Bus gelesen werden
[Lan14].
Im Rahmen der Masterarbeit von Frank Wein [Wei14] wurde ein selbstadaptiver ODE-
Solver fu¨r verteilten Adressraum entwickelt. Dieser unterstu¨tzt verschiedene Optimie-
rungsmo¨glichkeiten: die beste Implementierungsvariante kann bezu¨glich der Laufzeit,
des Energieverbrauchs oder des Energy-Delay-Produkts gewa¨hlt werden.
Die Auswahlmenge von Implementierungsvarianten fu¨r den Autotuner besteht aus in
[Str12] entwickelten parallelen Varianten fu¨r verteilten Adressraum, die sich in der Schlei-
fenreihenfolge, den Datenstrukturen und verwendeten Kommunikationsmustern unter-
scheiden. Darunter sind allgemeine Varianten, die auf alle ODE-Probleme anwendbar
sind und Multibroadcastoperationen wie MPI Allgatherv zur Prozess-Synchronisation
in jedem Zeitschritt verwenden (A-Varianten), Varianten mit angepasster Kommunika-
tion, die speziell fu¨r du¨nnbesetzte DGLs entwickelt worden sind (S-Varianten), Varianten
mit Nachbarschaftskommunikation (N- und X-Varianten), die nur bei beschra¨nkter Zu-
griffsdistanz des ODE-Problems eingesetzt werden ko¨nnen. Der Unterschied zwischen N-
und X-Varianten besteht darin dass, dass bei X-Varianten die Daten auch u¨ber mehrere
Nachbarprozesse weiter versendet werden ko¨nnen und diese deshalb auch bei Datenver-
teilungen funktionieren, bei denen die Anzahl der Komponenten pro Thread gro¨ßer oder
gleich der Zugriffsdistanz d(f) ist.
Zur Auswahl von Blockgro¨ßen fu¨r Loop-Tiling-Varianten wurde die modellbasierte
Blockgro¨ßenauswahlstrategie aus Kapitel 8.4.2 verwendet. Der implementierte Autotu-
ner kann unterschiedliche CPU-Frequenzen (innerhalb des fu¨r den Prozessor zula¨ssigen
Bereichs) zur Laufzeit testen und die beste CPU-Frequenz fu¨r jede Implementierungsva-
riante in Hinblick auf das Optimierungsziel bestimmen. Zusa¨tzlich bietet der Autotuner
die Mo¨glichkeit der automatischen Anpassung der Anzahl parallel rechnender Prozesse
zur Minimierung des Energieverbrauchs bzw. der zur Lo¨sung beno¨tigten Laufzeit.
Die experimentelle Untersuchung des Autotuners wurde auf zwei Testsystemen mit
Intel Ivy-Bridge-Architektur, die mit einen i7-3770- und einem i5-3550-Prozessor aus-
gestattet waren, durchgefu¨hrt (fu¨r die Beschreibung dieser Systeme siehe [Wei14]). Als
Testprobleme wurden BRUSS2D und STRING verwendet. Die Experimente haben ge-
zeigt, dass es vor allem von der Implementierungsvariante abha¨ngt, mit welcher Pro-
zessoranzahl der geringste Energieverbrauch bzw. die beste Performance erreicht wird.
Implementierungsvarianten, die Nachbarschaftskommunikation verwenden, wie N- und
X-Varianten, sind anderen Varianten beim Energieverbrauch und Laufzeit u¨berlegen und
profitieren zusa¨tzlich von Hyperthreading. In Experimenten bewirkte die A¨nderung der
CPU-Frequenz keine A¨nderung in der Reihenfolge von Implementierungsvarianten be-
zu¨glich der Laufzeit und des Energieverbrauchs. Die Messergebnisse machten außerdem
deutlich, dass eine schnellere Laufzeit meist zu einem geringeren Energieverbrauch fu¨hrt.
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Dieses Kapitel fasst die Dissertation zusammen und gibt einen Ausblick auf mo¨gliche
zuku¨nftige Forschungsaufgaben.
11.1. Zusammenfassung
In dieser Arbeit wurden verschiedene Autotuning-Ansa¨tze zum effizienten numerischen
Lo¨sen von Anfangswertproblemen gewo¨hnlicher Differentialgleichungssysteme auf ak-
tuellen Prozessor- und Rechnerarchitekturen pra¨sentiert. Die entworfenen Algorithmen
erlauben eine automatische Anpassung von ODE-Verfahren an spezifische Eigenschaften
der Zielplattform und an Charakteristika des zu lo¨senden Anfangswertproblems, insbe-
sondere die Systemgro¨ße und das Zugriffsmuster der Funktion der rechten Seite. Die An-
wendbarkeit von Autotuning-Techniken auf ODE-Verfahren wurde anhand einer Klasse
expliziter PC-Verfahren vom RK-Typ gezeigt. Diese Verfahren wurden aufgrund ihres
großen Parallelita¨tspotenzials bezu¨glich des Systems und der Methode gewa¨hlt und weil
ihre Berechnungsvorschrift die Erzeugung einer Vielzahl von Implementierungsvarianten
erlaubt.
Als erstes ist in dieser Arbeit die Anwendbarkeit des Online-Autotunings auf sequen-
tielle Varianten des betrachteten PC-Verfahrens anhand einer Reihe von Experimenten
auf unterschiedlichen Rechnersystemen und fu¨r verschiedene Anfangswertprobleme ge-
zeigt worden. Daraus entstand ein Grundalgorithmus des Autotunings, der zuna¨chst nur
die Auswahl einer guten Implementierungsvariante zur Laufzeit realisiert hat und die
Programmparameter, wie z. B. die Blockgro¨ße, unberu¨cksichtigt ließ. Der resultierende
Algorithmus klassifiziert die zu lo¨senden ODE-Systeme anhand ihrer Klassenzugeho¨rig-
keit zu Problemen mit beschra¨nkter oder unbeschra¨nkter Zugriffsdistanz und teilt sie
in verschiedene Gruppen auf. Zu jeder Gruppe stellt der Algorithmus eine Menge von
Implementierungsvarianten, Kandidatenpool genannt, bereit. Der Vergleich von Imple-
mentierungsvarianten findet zur Laufzeit statt, wa¨hrend der ersten Zeitschritte des Inte-
grationsverfahrens. Die beste Implementierungsvariante aus dem Kandidatenpool wird
anhand eines empirischen Vergleichs der Laufzeiten gewa¨hlt.
Im Kandidatenpool sind unter anderen Implementierungsvarianten enthalten, die durch
Anwendung von Loop-Tiling entstanden sind und fu¨r die eine geeignete Blockgro¨ße be-
stimmt werden soll. In Experimenten wurde zuna¨chst untersucht, wie stark die Perfor-
mance einer sequentiellen Loop-Tiling-Variante von der gewa¨hlten Blockgro¨ße beeinflusst
wird. Fu¨r das BRUSS2D-Problem wurde bei Verwendung von Blockgro¨ßen im Bereich
[1, 5000] auf verschiedenen Rechnersystemen ein Laufzeitunterschied von maximal 10 %
beobachtet. Bei sehr großen Blockgro¨ßen, die nah an die Systemgro¨ße n heran reichen,
kam es jedoch zu einem Performanceverlust von mehr als 40 %. Zudem haben die Ex-
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perimente gezeigt, dass der Suchraum mehrere Bereiche mit guten Blockgro¨ßen entha¨lt.
Innerhalb dieser Bereiche betrug der Laufzeitunterschied zwischen guten und weniger
guten Blockgro¨ßen nur einige wenige Prozent. Da es zum Erreichen einer hohen Perfor-
mance ausreichen ist, eine Blockgro¨ße innerhalb dieser guten Bereichen zu bestimmen,
hat die Methode der automatischen Auswahl von Blockgro¨ßen das Ziel, eine gute Block-
gro¨ße in mo¨glichst kurzer Zeit zu finden. Durch diese Zielsetzung ha¨lt man die Anzahl der
zur Laufzeit evaluierten Blockgro¨ßen klein und reduziert somit die Zeit zur Durchfu¨hrung
des Autotunings.
Die entsprechend dieser Zielsetzung entwickelte Strategie zur automatischen Auswahl
von Blockgro¨ßen schra¨nkt den Suchraum potentieller Blockgro¨ßen mit Hilfe eines analy-
tischen Modells ein. Dadurch entsteht eine weitaus kleinere Menge von Blockgro¨ßen, die
dann zur Laufzeit empirisch evaluiert wird. Das Modell basiert auf der Bestimmung von
Arbeitsra¨umen der in der Implementierungsvariante auftretenden Schleifen und bezieht
die relevanten Eigenschaften der Speicherhierarchie der Zielplattform in die Vorauswahl
potentiell guter Blockgro¨ßen mit ein. Zusa¨tzlich verwendet das Modell eine auf prakti-
scher Erfahrung basierende Heuristik.
In na¨chsten Schritt ist die Blockgro¨ßenauswahlstrategie in den Autotuning-Grund-
algorithmus fu¨r sequentiellen Varianten integriert worden. Die Qualita¨t der vom Modell
vorausgewa¨hlten Blockgro¨ßen in Bezug auf die Laufzeit der optimalen Blockgro¨ße wurde
systematisch auf drei verschiedenen Rechnersystemen und fu¨r unterschiedliche Imple-
mentierungsvarianten und Systemgro¨ßen bestimmt. Die Ergebnisse haben gezeigt, dass
das Modell pra¨zise genug ist, um gute Blockgro¨ßen vorschlagen zu ko¨nnen. In Experi-
menten lag mindestens eine der vom Modell vorgeschlagenen Blockgro¨ßen in einem guten
Bereich des Suchraumes.
Als na¨chstes erfolgte die U¨bertragung der sequentiellen Autotuning-Konzepte auf par-
allele Implementierungsvarianten mit gemeinsamem Adressraum. Dabei ist die Block-
gro¨ßenauswahlstrategie so erweitert worden, dass eine gro¨ßere Zahl von Blockgro¨ßen
mithilfe des Modells vorselektiert wird, indem alle Kombinationen aus Arbeitsra¨umen
und Cachestufen beru¨cksichtigt werden. Die beste Blockgro¨ße wird dann mit Hilfe einer
heuristisch-empirischen Suche aus der vorselektierten Menge gewa¨hlt, wobei trotz der
Vergro¨ßerung der Vorauswahlmenge die Zahl empirisch evaluierter Blockgro¨ßen klein ge-
halten werden kann. Die Effizienz der Blockgro¨ßenauswahlstrategie wurde auf verschie-
denen Rechnersystemen, fu¨r unterschiedliche Implementierungsvarianten, Systemgro¨ßen
und Korrektorverfahren evaluiert. Ferner wurde untersucht, wie sich die Vektorisierung
auf die Wahl von Blockgro¨ßen auswirkt. Die experimentelle Untersuchung hat gezeigt,
dass bei parallelen Varianten die Wahl einer ungu¨nstigen Blockgro¨ße einen wesentlich
gro¨ßeren Einfluss auf die Laufzeit hat, als dies bei sequentiellen Varianten der Fall ist.
Nicht nur die Wahl großer Blockgro¨ßen nah an n, sondern auch die Wahl kleiner Block-
gro¨ßen kann die Performance paralleler Implementierungsvarianten stark verschlechtern.
Zudem wurde deutlich, dass, wenn Vektorisierung verwendet wird, die Wahl einer effizi-
enten Blockgro¨ße besonders wichtig ist. Außerdem haben die Experimente gezeigt, dass
die Blockgro¨ßenauswahlstrategie in der Lage ist, effiziente Blockgro¨ßen fu¨r unterschied-
liche Implementierungsvarianten, zu lo¨sende AWPs und Zielplattformen zu bestimmen
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und dass diese ferner nur geringen Zeitaufwand erfordert, da nur einige wenige Blockgro¨-
ßen zur Laufzeit evaluiert werden mu¨ssen. Die Performance der gewa¨hlten Blockgro¨ßen
war im Durchschnitt 2-3 % schlechter als die der optimalen Blockgro¨ße.
Der entwickelte parallele Autotuning-Algorithmus fu¨r gemeinsamen Adressraum ent-
ha¨lt eine Strategie zur Reduktion der Anzahl zu evaluierender Implementierungsvari-
anten. Diese basiert auf der Abscha¨tzung des Zeitanteils fu¨r die Synchronisation von
Threads.
Im Rahmen einer Masterarbeit wurde der Autotuning-Ansatz fu¨r verteilten Adress-
raum erweitert. Daru¨ber hinaus wurden zusa¨tzliche Optimierungsmo¨glichkeiten inte-
griert: die beste Implementierungsvariante kann bezu¨glich der Laufzeit, des Energie-
verbrauchs oder des Energy-Delay-Produkts gewa¨hlt werden.
Im Rahmen einer studentischen Arbeit ist ein Compilerwerkzeug zur automatische
Generierung von Implementierungsvarianten entstanden. Außerdem befasste sich ein ak-
tuelles Masterprojekt mit der Implementierung einer Methode zur automatischen Be-
stimmung der Anzahl der innerhalb eines Arbeitsraumes referenzierten Datenelementen.
Mit der Verfu¨gbarkeit dieser Methode mu¨ssen die Arbeitsraumformeln fu¨r das analyti-
sche Modell zur Auswahl von Blockgro¨ßen nicht mehr von Hand aufgestellt werden.
Insgesamt hat die Arbeit gezeigt, dass durch die Verwendung der entworfenen Au-
totuning-Algorithmen die Zeit zur Lo¨sung eines AWPs fu¨r gewo¨hnliche Differentialglei-
chungssysteme deutlich verku¨rzt werden kann. Mit dem Ansatz des Online-Autotunings,
der durch Offline-Tests unterstu¨tzt wird, ko¨nnen zur Laufzeit geeignete Programmpa-
rameter und eine schnelle Implementierungsvariante gewa¨hlt werden. Der Autotuning-
Overhead ha¨ngt generell von der Gesamtzahl der Zeitschritte zur Lo¨sung eines Anfangs-
wertproblems, der Anzahl der Implementierungsvarianten im Kandidatenpool und der
Anzahl der zur Laufzeit evaluierten Parametern ab. Die Laufzeitexperimente zeigten
jedoch, dass fu¨r den betrachteten Kandidatenpool die Anzahl der Zeitschritte und der
Zeitaufwand zur Auswahl einer schnellen Implementierungsvariante mit guter Block-
gro¨ße gering ist. Bei echten Simulationen kann die Gesamtanzahl der Zeitschritte zur
Lo¨sung eines AWPs im Bereich von mehreren Hunderttausenden bis Millionen liegen;
der Zeitaufwand zum Durchfu¨hren des Autotunings ist dann entsprechend klein.
11.2. Ausblick
Wie bereits in der Zusammenfassung dargestellt, sind in dieser Arbeit verschiedene
Autotuning-Algorithmen fu¨r die sequentielle und die parallele Ausfu¨hrung einer Klas-
se expliziter PC-Verfahren vom RK-Typ entworfen und untersucht worden. Durch den
Einsatz dieser Algorithmen kann die Lo¨sung von Anfangswertproblemen gewo¨hnlicher
Differentialgleichungssysteme beschleunigt werden.
Als na¨chstes werden einige mo¨gliche Erweiterungen der pra¨sentierten Autotunung-
Ansa¨tze sowie neue Ideen vorgestellt, die Gegenstand zuku¨nftiger Forschung sein ko¨nnen.
Verbesserung des parallelen Autotuning-Algorithmus fu¨r verteilten Adressraum. Der
parallele Autotuning-Algorithmus fu¨r verteilten Adressraum in [Wei14] soll verbessert
172
11.2. Ausblick
werden. Der Algorithmus testet zur Laufzeit alle mo¨glichen Kombinationen aus CPU-
Frequenzen, Implementierungsvarianten und Anzahl der Prozessoren und soll deshalb
durch Techniken zur Minimierung des Suchraumes verbessert werden. Da die Laufzeit
und der Energieverbrauch von Implementierungsvarianten maßgeblich vom Kommunika-
tionsaufwand abha¨ngen, wa¨re ein Ausschluss langsamer Varianten anhand der Abscha¨t-
zung des Zeitanteils fu¨r die Kommunikation denkbar.
U¨bertragbarkeit der entwickelten Autotuning-Techniken auf andere ODE-Verfah-
rensklassen. Die in dieser Arbeit pra¨sentierten Autotuning-Ansa¨tze fu¨r explizite PC-
Verfahren vom RK-Typ ko¨nnen in zuku¨nftigen Arbeiten fu¨r andere ODE-Verfahrensklas-
sen, wie z. B. Extrapolationsverfahren und implizite RK-Verfahren (z. B. DIRK- [Ale77]
oder PDIRK-Verfahren [vdHSC92, RR95, RR99, IN90]), erweitert und eingesetzt wer-
den.
Erweiterung des Kandidatenpools. Der in dieser Arbeit betrachtete Kandidatenpool
besteht aus sequentiellen bzw. parallelen Implementierungsvarianten, die durch Schlei-
fenvertauschung und Schleifenverschmelzung, Loop-Tiling und U¨berlappen von Daten-
strukturen entstanden sind. Im Fall von parallelen Implementierungsvarianten entha¨lt
der Kandidatenpool zusa¨tzlich Varianten mit unterschiedlichen Synchronisations- bzw.
Kommunikationsstrategien und in [Wei14] daru¨ber hinaus spezielle auf du¨nnbesetzte
ODE-Systeme optimierte Varianten. In Zukunft kann der Kandidatenpool durch weitere
Varianten erga¨nzt werden:
• Varianten mit Loop-Unrolling und Scalar-Replacement. Die Optimierungstechnik
des Loop-Unrollings kann verwendet werden, um Varianten mit parametrisierten
Aufrollfaktor zu generieren. Der geeignete Aufrollfaktor soll im Laufe des Auto-
tuning-Prozesses bestimmt werden. Da die Anzahl der Stufen s eines Korrektor-
verfahrens i. d. R. klein ist, ko¨nnen beispielsweise Schleifen, die u¨ber s iterieren,
komplett aufgerollt werden. Aber auch ein teilweises Aufrollen kleiner Schleifen in-
nerhalb der Systemdimensionschleifen kann eine Performance-Verbesserung bewir-
ken. Anders als die Blockgro¨ße fu¨r Loop-Tiling muss der Aufrollfaktor zur Compile-
Zeit bekannt sein, damit die entsprechende Variante erzeugt werden kann. Damit
die Aufrollfaktoren zur Laufzeit bestimmt werden ko¨nnen, kann auf Just-in-time-
Kompilierung zuru¨ckgegriffen werden. Bei diesem Ansatz wu¨rde man Varianten
mit verschiedenen Aufrollfaktoren wa¨hrend der Autotuningphase parallel auf frei-
en Rechenknoten generieren.
Im Kombination mit Loop-Unrolling kann die Optimierungstechnik Scalar-Repla-
cement genutzt werden. Bei dieser werden Array-Referenzen, die auf die gleiche
Speicheradresse zeigen und auf die ha¨ufig zugegriffen wird, durch eine skalare Va-
riable ersetzt. Diese Variable kann in einem Register gespeichert werden, wodurch
die Anzahl der Zugriffe auf den Speicher reduziert wird.
• Explizite Vektorisierung. Die in dieser Arbeit pra¨sentierten Autotuning-Algorith-
men u¨berlassen die Aufgabe der Vektorisierung des Programmcodes dem verwende-
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ten Compiler. Die durchgefu¨hrten Experimente haben leider gezeigt, dass Compiler
nicht immer in der Lage sind den Code automatisch zu vektorisieren und oft zumin-
dest unterstu¨tzende Hinweise in Form von Pragmas brauchen, um verktorisierbare
Schleifen zu erkennen. Als zuku¨nftige Aufgabe, wa¨re deshalb der Entwurf eines
Source-zu-Source-Transformationswerkzeuges interessant mit dem explizit vektori-
sierte Varianten fu¨r SIMD-Erweiterungen (SSE und AVX) automatisch generiert
und in den Kandidatenpool aufgenommen werden ko¨nnen.
• Parallele Pipelining-Varianten mit reduziertem Speicherplatzbedarf. Im Rahmen
dieser Dissertation wurden fu¨r PC-Verfahren vom RK-Typ bereits sequentielle
Pipelining-Varianten mit reduziertem Speicherplatzbedarf entworfen. Durch die
U¨berlappung der Argumentvektoren Y
(k)
l u¨ber die Korrektorschritte k = 1, . . . ,m
und die Stufen l = 1, . . . , s kann der Speicherplatzbedarf der Pipelining-Varianten
von (3 + s)n + Θ(sm · d(f)) auf 2n + Θ(sm · d(f)) reduziert werden. In der Zu-
kunft soll der Kandidatenpool um parallele Pipelining-Varianten mit reduziertem
Speicherplatzbedarf fu¨r gemeinsamen und verteilten Adressraum erweitert werden.
ODE-Systeme mit zeitvariantem Berechnungsverhalten der Funktion der rechten
Seite. Die in dieser Arbeit pra¨sentierten Autotuning-Algorithmen basieren auf der An-
nahme, dass die Laufzeit und das Zugriffsmuster der Funktion der rechten Seite f sich
wa¨hrend der Integration nicht vera¨ndert, d. h. in jedem Zeitschritt t werden die gleichen
Berechnungen durchgefu¨hrt und alle Zeitschritte haben anna¨hernd die gleiche Laufzeit.
Diese Annahme trifft auf alle in dieser Arbeit betrachteten AWPs zu. Bei manchen AWPs
kann sich jedoch das Berechnungsverhalten der Funktion der rechten Seite f mit der Zeit
t a¨ndern. Zum Beispiel ko¨nnte eine zusa¨tzliche Substanz zu einer bereits ablaufenden
chemischen Reaktion (BRUSS2D) hinzugefu¨gt werden. In zuku¨nftigen Arbeiten sollten
die Autotuning-Algorithmen auch die Lo¨sung solcher AWPs unterstu¨tzen, z. B. durch
ein erneutes Anstoßen des Autotuning-Prozesses.
Autotuning auf GPUs und heterogenen Plattformen. In den letzten Jahren werden
zunehmend Grafikprozessoren oder andere Coprozessoren in Supercomputern zur Be-
schleunigung berechnungsintensiver Aufgaben eingesetzt. In zuku¨nftigen Arbeiten ko¨n-
nen die Erfahrungen dieser Dissertation dazu genutzt werden, Autotuning-Techniken zur
Lo¨sung von AWPs fu¨r gewo¨hnliche Differentialgleichungssysteme auf GPUs und hetero-







A.1. Reaktions-Diffusion-Modell Brusselator (BRUSS2D)
Das Brusselator-Problem ist ein klassisches Reaktions-Diffusion-Modell, das eine che-
mische Reaktion von zwei Substanzen mit oszillierenden Verhalten beschreibt [LN71,
HNW09a, Kor07], u und v bezeichnen die Konzentrationen dieser Substanzen. Das



















0 ≤ x ≤ 1, 0 ≤ y ≤ 1








u(x, y, 0) = 0.5 + y, u(x, y, 0) = 0.5 + x
modelliert werden. Setzt man fu¨r i, j = 1, . . . , N
xi =
i− 1
N − 1 , yj =
j − 1
N − 1 ,
und definiert
Uij(t) = u(xi, yj , t), Vij(t) = v(xi, yj , t),
so erha¨lt man nach erfolgter Diskretisierung mittels der Linienmethode u¨ber ein N ×N
Gitter mit der Gittergro¨ße 1/(N − 1) das System aus gewo¨hnlichen Differentialgleichun-
gen der Dimension n = 2N2 [HNW09a]:
U ′ij = 1 + U2ijVij − 4.4Uij + α(N − 1)2
(
Ui+1,j + Ui−1,j + Ui,j+1 + Ui,j−1 − 4Uij
)
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V ′ij = 3.4Uij − U2ijVij + α(N − 1)2
(
Vi+1,j + Vi−1,j + Vi,j+1 + Vi,j−1 − 4Vij
)
Berechnet man fu¨r i, j = 1, . . . , N die Werte Uij und Vij abwechselnd in der Reihenfolge
U11, V11, U12, V12, . . . , Uij , Vij , . . . , UNN , VNN ,
so hat das BRUSS2D-Problem die Zugriffsdistanz von 2N . Bei BRUSS2D wird fu¨r die
Funktionsauswertung einer Komponente auf fu¨nf Komponenten des Argumentvektors
zugegriffen, die durch einen 5-Punkt-Stern gegeben sind. Nur zur Berechnung der Rand-
punkte werden weniger als fu¨nf Komponenten gebraucht. Die Laufzeiten der Funktions-
auswertungen sind deshalb fu¨r die meisten Komponenten konstant, d. h. unabha¨ngig von
der Gro¨ße des ODE-Systems. Die Laufzeit fu¨r die Auswertung der rechten Seite f wa¨chst
mit der Anzahl der Gleichungen des ODE-Systems [RR00].
Die Diffusionskonstante α hat Einfluss auf die Steifheit des Systems. Fu¨r α = 2 ·
103 hat das AWP ein nicht steifes Verhalten [HNW09a, RR00, Kor07]. Die Steifheit
des Differentialgleichungssystems ist aber auch von der Feinheit der Ortsdiskretisierung
abha¨ngig. Mit steigenden Werten von N wird das System steif.
A.2. Schwingende Saite (STRING)
Dieses Problem beschreibt eine Saite der La¨nge L, die unter Spannung zwischen zwei







u(x, 0) = f(x),
∂u
∂t
(x, 0) = g(x)
und den Randbedingungen
u(0, t) = 0, u(L, t) = 0
beschrieben werden, die von d’Alembert (1717-1783) aufgestellt wurde [Her05]. Dabei
gibt die Konstante c =
√
T
µ′ die Geschwindigkeit der Welle an, wobei T die Spannung
und µ die Masse pro Einheitsla¨nge der Saite sind. Der Werte u(x, t) geben die vertikale
Verschiebung der Saite u¨ber die Zeit hinweg an, f(x) ist die Ausgangsform der Saite
und g(x) ist die anfa¨ngliche vertikale Geschwindigkeit. Fu¨r die Ableitung der Wellen-
gleichung nimmt man an, dass die vertikale Verschiebung klein ist. Durch die A¨nderung
der Spannung T ko¨nnen unterschiedliche To¨ne erzeugt werden.
Nach Diskretisierung in den Ortsvariablen erha¨lt man das System aus gewo¨hnlichen
Differentialgleichungen der Dimension n = 2N der Gestalt [HNW09a]:
U ′i = K2 + (Ui−1 − 2Ui + Ui+1).
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Das STRING-Problem hat die Zugriffsdistanz 3.
A.3. Medizinisches Akzo-Nobel-Problem (MEDAKZO)
Dieses Testproblem beschreibt das Eindringen radioaktiv-markierter Antiko¨rper in ein
durch Tumor infiziertes Gewebe [MM08, Kor07]. Das mathematische Modell basiert auf









die eine chemische Reaktion A + B
k→ C repra¨sentieren. In dieser Gleichung ist A
das radioaktiv-markierter Antiko¨rper, der mit dem Substrat B, dem Tumor infizier-
ten Gewebe reagiert. In der Gleichung (A.1) geben die Gro¨ßen u und v die Konzen-
tration der Substanzen A und B wieder. Der Antiko¨rper A ist mobil und das Gewe-
be B immobil. Das Eindringen des Antiko¨rpers in das Gewebe wird auf dem Streifen
ST = {f(x, t) : 0 < x < ∞; 0 < t < T} modelliert. Als Anfangs- und Randbedingungen
werden
u(x, 0) = 0, v(x, 0) = v0
verwendet, wobei v0 konstant ist und
u(0, t) = φ(t) fu¨r 0 < t < T
gilt.
Durch die Ortsdiskretisierung mit Hilfe der Linienmethode entsteht das folgende ODE-
System:
y′(t) = f(t, y), y(0) = g
mit
y ∈ R2N , 0 ≤ t ≤ 20, g = (0, v0, 0, v0, . . . , 0, v0)T .
Die Funktion f ist gegeben durch:
f2j−1 = αj · y2j+1 − y2j − 3
∆ζ
















j = 1, . . . , N, y−1(t) = φ(t), y2N+1 = y2N−1.
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Die Infiltrations-Funktion φ(t) ist gegeben durch:
φ(t) =
{
2 fu¨r t ∈ (0, 5]
0 fu¨r t ∈ (5, T ], T ≥ 5.
Fu¨r die Konstanten werden die Werte T = 20, c = 4, k = 100 und v0 = 1 angenommen.
Die Systemgro¨ße bei MEDAKZO-Problem betra¨gt n = 2N , die Zugriffsdistanz ist 2. Fu¨r
große Werte von N wird das MEDAKZO-Problem steif [Kor07].
A.4. Spitzen-Katastrophe (CUSP)
Dieses ODE-System ist eine Kombination des Spitzen-Katastrophen (engl. cusp cata-
strophe) Modells fu¨r den Nervenimpuls-Mechanismus von Zeeman [Zee72, HNW09a].
−εy′ = y3 + ay + b























, u = (y − 0.7)(y − 1.3).
Nach der Diskretisierung mittels Linienmethode
σ = 1/144, D = σN2 =
N2
144
, , vi =
ui
ui + 0.1
ui = (yi − 0.7)(yi − 1.3),
den periodischen Randbedingungen
y0 := yN , a0 := aN , b0 := bN ,
yN+1 := y1, aN+1 := a1, bN+1 := b1
und Anfangsbedingungen
yi(0) = 0, ai(0) = −2cos(2ipi
N
), bi(0) = −2sin(2ipi
N
)
mit i = 1, . . . , N entsteht ein eindimensionales, gewo¨hnliches Differentialgleichungssys-
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(y3i + aiyi + bi) +D(yi−1 − 2yi + yi+1)
a′i = bi + 0.07vi +D(ai−1 − 2ai + ai+1)
b′i = (1− a2i )bi − ai − 0.4yi + 0.035vi +D(bi−1 − 2bi + bi+1)
(A.4)
Die Wahl der Konstante ε beeinflußt die Steifheit des CUSP-Problems. Fu¨r ε = 10−4
ist dieses ODE-System steif. Das resultiernde ODE-System ist du¨nnbesetzt, besitzt aber
aufgrund periodischer Randbedingungen eine unbeschra¨nkte Zugriffsdistanz.
A.5. N-Ko¨rper-Standardproblem fu¨r Sternhaufen (STARS)
Bei diesem Problem sind N Punktmassen (z. B. Himmelsko¨rper) gegeben, die sich in
einem dreidimensionalen Raum R3 unter Einfluss eines Kraftfeldes (z. B. Gravitations-
kraft) bewegen [Kor07]. Jeder Ko¨rper hat eine feste Masse mi, befindet sich zum Zeit-
punkt t an einer vorgegebenen Position ri im R3 und bewegt sich zu diesem Zeitpunkt
mit einer Geschwindigkeit vi. Durch die Einwirkung des Gravitationsfeldes erfahren die
Himmelsko¨rper eine Beschleunigung (1. Newtonsches Grundgesetz). Fu¨r ein Himmels-














dabei ist G die Gravitationskonstante, ai ist die Beschleunigung des Ko¨rpers i zum
Zeitpunkt t. Zum Zeitpunkt t = 0 gilt:
vi = 0 fu¨r i = 1, . . . , N.
In dieser Arbeit wird angenommen, dass alle Ko¨rper die gleiche Masse m haben, die
vom Benutzer vorgegeben werden kann. Zur Darstellung der Position der N Ko¨rper sind
jeweils drei Koordinaten notwendig. Man erha¨lt so ein ODE-System zweiter Ordnung
bestehend aus 3N Gleichungen. Nach der Transformation in ein ODE-System erster Ord-
nung betra¨gt die Systemgro¨ße n = 6N [Kor07]. Die Zugriffdistanz ist nicht beschra¨nkt.
Bei diesem Problem ha¨ngt die Beschleunigung eines Ko¨rpers von der Gravitations-
wirkung aller anderen Ko¨rpern ab. Fu¨r die Berechnung der Beschleunigung eines Sterns
zu einem gegebenen Zeitpunkt t muss die Gravitationswirkung zwischen den N(N − 1)
Himmelsko¨rperpaaren berechnet werden. Dies bedeutet, dass der Rechenaufwand fu¨r




B.1. Cluster: 32 Knoten, jeder besteht aus 2 AMD Opteron
DP 246 Prozessoren
Dieses System besteht aus 32 Knoten. Jeder Knoten besteht jeweils aus zwei Prozessoren
vom Typ AMD Opteron DP 246, die mit einer Taktfrequenz von 2.0 GHz ausgestattet
sind. Die Cache-Parameter des AMD Opteron DP 246 Prozessors sind in der Tabelle B.1
zusammengefaßt.
Stufe Typ Gro¨ße Vorkommen Assoziativita¨t Zeilengro¨ße
1 Daten 64 KB pro Kern 2-fach 64 Byte
1 Instruktion 64 KB pro Kern 2-fach 64 Byte
2 Unified 1 MB pro Kern 16-fach 64 Byte
Tabelle B.1.: Cache-Parameter des AMD Opteron DP 246 Prozessors.
B.2. Hydra: 4 Quad-Core Intel Xeon E7330 Prozessoren
Das Rechnersystem Hydra besteht aus vier Quad-Core Intel Xeon E7330 Prozessoren,
die mit einer Taktfrequenz von 2.4 GHz laufen. Beim vierkernigen Intel Xeon E7330
Prozessor steht je zwei Kernen, die auf einem Die platziert sind, ein gemeinsames 3 MB
L2 Cache zur Verfu¨gung. Die Cache-Parameter des Intel Xeon E7330 Prozessors sind in
der Tabelle B.2 dargestellt.
Stufe Typ Gro¨ße Vorkommen Assoziativita¨t Zeilengro¨ße
1 Daten 32 KB pro Kern 8-fach 64 Byte
1 Instruktion 32 KB pro Kern 8-fach 64 Byte
2 Unified 3 MB pro Die (2 Kerne) 12-fach 64 Byte
Tabelle B.2.: Cache-Parameter des Intel Xeon E7330 Prozessors.
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B.3. Hydrus: 4 Quad-Core AMD Opteron 8350 Prozessoren
Dieses Rechnersystem ist mit vier Quad-Core AMD Opteron 8350 Prozessoren ausge-
stattet, die mit der Taktfrequenz von 2.0 GHz arbeiten. Die Cache-Parameter des AMD
Opteron 8350 Prozessors sind in der Tabelle B.3 gegeben. Neben jeweils einem 128 KB
fassenden L1-Cache (je 64 KB fu¨r Daten und Befehle) und dem 512 KB großen L2-Cache
pro Kern verfu¨gt der AMD Opteron 8350 Prozessor zusa¨tzlich u¨ber einen geteilten (engl.
shared) 2 MB großen L3-Cache, auf den alle vier Kerne zugreifen ko¨nnen.
Stufe Typ Gro¨ße Vorkommen Assoziativita¨t Zeilengro¨ße
1 Daten 64 KB pro Kern 2-fach 64 Byte
1 Instruktion 64 KB pro Kern 2-fach 64 Byte
2 Unified 512 KB pro Kern 16-fach 64 Byte
3 Unified 2 MB pro 4 Kerne 32-fach 64 Byte
Tabelle B.3.: Cache-Parameter des AMD Opteron 8350 Prozessors.
B.4. Leo: 4 Zwo¨lfkern AMD Opteron 6172 Prozessoren
Dieser Server ist mit 4 Zwo¨lfkern AMD Opteron 6172 Prozessoren ausgestattet. Der
AMD Opteron 6172 Prozessor besteht aus zwei Siliziumchips (engl. Die), auf denen
jeweils 6 Prozessorkerne in einem CPU-Geha¨use platziert sind. Die Tabelle B.4 zeigt
die Cache-Parameter des AMD Opteron 6172 Prozessors. Jedem Prozessor-Kern stehen
exklusiv 128 KB L1- sowie 512 KB L2-Cache zur Verfu¨gung. Zusa¨tzlich verfu¨gt der AMD
Opteron 6172 Prozessor u¨ber einen 12 MB großen L3-Cache, auf den 6 Kerne dynamisch
zugreifen ko¨nnen. Der Prozessor la¨uft mit einer Taktfrequenz von 2.1 GHz.
Stufe Typ Gro¨ße Vorkommen Assoziativita¨t Zeilengro¨ße
1 Daten 64 KB pro Kern 2-fach 64 Byte
1 Instruktion 64 KB pro Kern 2-fach 64 Byte
2 Unified 512 KB pro Kern 16-fach 64 Byte
3 Unified 6 MB pro Die (6 Kerne) 48-fach 64 Byte
Tabelle B.4.: Cache-Parameter des AMD Opteron 6172 Prozessors.
B.5. 2-Socket-Nehalem-Server: 2 Quad-Core Intel Xeon E5530
Prozessoren
Dieser ist ein 2-Socket Server auf der Basis der Nehalem-Architektur und ist mit 2
Quad-Core Intel Xeon E5530 Prozessoren ausgestattet. Die Nehalem-Architektur weist
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eine dreistufige Cache-Hierarchie auf. Jeder Kern besitzt einen exklusiven L1 und L2-
Cache, wa¨hrend L3-Cache von allen Kernen geteilt wird. Die Cache-Parameter des Intel
Xeon E5530 Prozessors sind in der Tabelle B.5 gegeben. Alle 4 Prozessorkerne sind auf
einem Die untergebracht.
Stufe Typ Gro¨ße Vorkommen Assoziativita¨t Zeilengro¨ße
1 Daten 32 KB pro Kern 8-fach 64 Byte
1 Instruktion 32KB pro Kern 4-fach 64 Byte
2 Unified 256 KB pro Kern 8-fach 64 Byte
3 Unified 8 MB pro 4 Kerne 16-fach 64 Byte
Tabelle B.5.: Cache-Parameter des Intel Xeon E5530 Prozessors.
B.6. SGI UltraViolet: 104 Intel Westmere-EX-Prozessoren
Das SGI Ultraviolet-System besteht aus 104 Intel Westmere-EX 10-Kern Prozessoren
und stellt 3.2 Gbyte Arbeitsspeicher pro Kern zur Verfu¨gung. Alle 1040 Kerne ko¨nnen
mit Hilfe der architekturinternen Interconnect-Technologie SGI NUMAlink auf den ge-
meinsamen Speicher zugreifen. Dieses System wurde vom LRZ-Mu¨nchen zur Verfu¨gung
gestellt. Die Cache-Parameter des Westmere-EX Prozessors sind in der Tabelle B.6 ge-
geben.
Stufe Typ Gro¨ße Vorkommen Assoziativita¨t Zeilengro¨ße
1 Daten 32 KB pro Kern 8-fach 64 Byte
1 Instruktion 32KB pro Kern 4-fach 64 Byte
2 Unified 64 KB pro Kern 8-fach 64 Byte
3 Unified 30 MB pro 10 Kerne 24-fach 64 Byte
Tabelle B.6.: Cache-Parameter des Intel Westmere-EX-Prozessors.
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