Introduction
The logarithm of the partition coefficient between n-octanol and water (log P) is a leading physicochemical descriptor in many quantitative structure-activity relationship (QSAR) studies for modeling transports across biological membranes, biochemical and pharmacokinetic processes, and (eco)toxicity of organic compounds [1] [2] [3] [4] . Although experimental log P data exist for several thousands of chemicals, this number is minuscule compared to the total number of compounds for which accurate log P values are desirable. Therefore, there has been continuing interest in deriving models for estimating partition coefficients from the chemical structure of organic molecules [5] [6] [7] [8] [9] [10] . However, most of the available log P models have been developed from insufficiently large training sets and unrelevant algorithms to ensure acceptable application domains and reliability. In addition, these models generally involve the use of numerous correction factors which are often difficult to manipulate. To solve this problem, we recently developed a powerful neural network model [11] [12] [13] using autocorrelation descriptors [14] [15] [16] for encoding the molecules. It has been embedded into a user-friendly software called AUTOLOGP™ (Version 4.0). The aim of the present paper is to present the main characteristics of this model and show the simulation performances of AUTOLOGP™ (Version 4.0).
Model design Why a Neural Network?
Discovering valuable quantitative relationships between molecular descriptors and biological activities (QSAR) or physicochemical properties (QSPR) is always laborious and often error prone. Because many of today's QSAR and QSPR problems are complex, it is important to use robust statistical tools. A survey of the literature shows that linear methods are widely used for deriving QSAR and QSPR models [e.g., [1] [2] [3] [17] [18] [19] . However, their proper use requires different statistical assumptions such as: the data are normally distributed, the variables are independent, and so on. Artificial neural networks are not limited by these assumptions. Indeed, neural networks are nonlinear computing devices that attempt to use some "organizational" and functioning principles believed to be used in the human brain. They are composed of interconnected computing units called neurons. Each neuron performs a few simple operations and communicates the results to its neighbors. Typically the neurons are organized into layers with each neuron in one layer having a connection to each neuron in the next layer. Associated with each connection is a weight and each neuron has an activation function [20, 21] . The most widely used neural network algorithm is the backpropagation neural network (BNN) (Fig. 1) . The BNN algorithm adjusts weights by presenting example training pairs of input-target patterns. An input pattern is presented at the input layer and is propagated through all the neurons in the network to produce output(s) at the output layer. This output pattern is then compared with the "ideal" target pattern, and an error is propagated back through the network. The propagated error is used to adjust the weights of the connections. This training process is then repeated with a new training pair, and a new error is propagated backwards. This process is repeated many times until the error value is acceptable at which time the network has been trained [20, 21] . It is important to note that for obtaining a BNN model presenting good generalization capabilities, it is required to tune different parameters, to follow rules (e.g., number of cycles) and validate the model on a testing test containing data not included in the training set. Nowadays, BNN appears as a strong predictive statistical engine for uncovering complex structure-activity and structure-property relationships even if it gives little insight into the underlying mechanisms that describe these relationships [22] . Thus, recently we demonstrated that a three-layer BNN was a better statistical tool than a regression equation for simulating lipophilicity [23] . This prompted us to use a BNN for developing the model which is now implemented in AUTOLOGP™ (Version 4.0).
Model Description
Autocorrelation method [14] [15] [16] was used for encoding the molecules of the training set, the testing set, and the validation set allowing to control the learning process of the BNN. For designing these descriptors, the structural formula of a molecule is represented as a graph with nodes and edges, and physicochemical properties are associated with each atom or functional group constituting the molecule. A calculation procedure yields a series of numbers (components of an autocorrelation vector) in relation with the different internodal distances in the molecular graph. A detailed description of this algorithm with examples of calculation can be found in a previous publication [16] . It is important to note that to optimize the descriptive power and the weak redundancy of the autocorrelation vectors, a new autocorrelation algorithm was designed. Its principal feature is that the first component of the autocorrelation vectors is obtained by simply summing the positive and negative contributions attributed to the atoms and functional groups constituting the studied molecule. In our study, molecules were described by means of four different autocorrelation vectors representing their lipophilicity (H), molecular refractivity (MR), and Hbonding acceptor (HBA) and H-bonding donor (HBD) abilities [11] .
The optimal architecture and set of parameters for the BNN were determined by means of a trial and error procedure involving a huge number of experiments. We found that 35 input neurons (i.e., H 0 to H 14 , MR 0 to MR 14 , HBA 0 to HBA 3 , and HBD 0 ) were required to correctly describe the molecules and model log P. The hidden layer consisted of 32 neurons. As regards the learning parameters, it was found that a learning rate (η) of 0.5 and a momentum term (α) of 0.9 always allowed us to obtain good BNN generalizations within c.a. 5500 cycles. As different models presenting a high predictive power were obtained, an ensemble of networks [24] constituted of interesting configurations was designed by testing several combinations. A composite network constituted of four configurations was selected as final model since it allowed us to obtain the best simulation results with the testing set. The final composite model applies to any uncharged organic chemical containing C, H, N, O, P, S, F, Cl, Br, and/or I. Its high modeling performances are depicted in figures 2 and 3 from the plots of the experimental versus calculated log P values for the compounds constituting the training and testing sets, respectively.
Simulation performances of AUTOLOGP™ (version 4.0)
Software description AUTOLOGP™ (Version 4.0) is a user-friendly software for Windows™ 3.1 or Windows™ 95 implementing the model depicted in the previous section. It is obvious that it is not required to know the theory related to the development of the model to properly use the software. The software uses the classical SMILES notation [25] for input of the chemical structures and yields immediate estimation of log P values. AUTOLOGP™ (Version 4.0) proposes three calculation procedures. The first option is basically made for estimating the log P values of compounds one at a time by entering their SMILES strings (e.g., butane: CCCC; benzene: c1ccccc1). However, it presents other functionalities such as the possibility to import or export SMILES strings, the creation of a user's base and the recording of the results obtained during the user's session. The second option called "batch" allows the automatic computation of unlimited numbers of SMILES strings either entered with the program (User's files option) or contained in files generated by other software (Text files option). For running the batch computation, one has simply to select the type of files to treat and click on the "Start" button. Advancement in the calculations is visualized and can be stopped at any time. Results are displayed in a specific window and can be saved in a text file for exploitation by means of spreadsheet or text editors. The last option called "Simulation" allows to calculate the log P values of user-selected derivatives of a lead compound. To use this procedure, one has simply to enter the SMILES string of a molecule and indicate by a star (*) the location of the substitution. The 150 available substituents are easily selected from a window. At the end of the calculations, the results are displayed in a specific window and can be saved in a text file. 
Comparison with Other Models/Software
Many methods for estimating log P of organic molecules are available in the literature. The most common can be classified as "Atom/functional group contribution" methods in which the chemical structure of a molecule is divided into fragments "f" (i.e., atoms and functional groups) and their corresponding values are summed together to yield the log P estimate. These methods generally require the use of correction factors. The method of Rekker falls in this category [6] . Thus, the general Rekker's equation takes the following form:
where "C M " is the "magic constant" and "k n " is the frequency of "C M " occurring in a structure under consideration [6, p. 28] . Examples of calculation are given in tables I and II for diphenhydramine and Verapamil, respectively. It is obvious that on the basis of these two results we cannot claim that AUTOLOGP™ provides better simulations than the Rekker's methodology. However, it is important to stress that our model does not require correction factors while in the Rekker's method, they play a key role in the calculation procedure. This situation is particularly cumbersome because these correction factors are often difficult to manipulate and justify.
In the same way, most of the log P simulators are not able to distinguish isomers while our model encodes this crucial information from the autocorrelation method used for describing the molecules. This limitation is problematic since it is well known that the position of an atom or functional group in a molecule can significantly affect its log P value. This is clearly illustrated in table III where experimental log P values of biphenyl and 15 polychlorinated biphenyls are reported with simulation results obtained from six different software [58] . Table III also shortcoming of the majority of the log P models. Indeed, based on a simple "additivity" principle or linear relationships, they cannot correctly mimic the effects of an increase of the degree of substitution of a molecule. More specifically, overestimations are often noted with molecules presenting a high degree of substitution.
Our model has been designed from a large training set of 7200 molecules encoded with information-rich autocorrelation descriptors. A backpropagation neural network has been used for discovering the best QSPR between the structure of the molecules and their lipophilicity. Under these conditions, it is not surprising to show that this model provides reliable calculation of log P values for uncharged organic compounds.
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