We study the game of Cops and Robbers,
planar graphs [16] , graphs with bounded genus [20, 21] , Cayley graphs [8, 10] , and more. For a survey of known related results see [7] .
There are several works in the literature [18, 1, 6] describing Meyniel extremal families of graphs, i.e., families of graphs whose cop number is Ω( √ n) where n is the number of vertices in the graph. Our work contributes new examples of Meyniel extremal families. Specifically,we present several Meyniel extremal families of abelian Cayley graphs.
Informally, abelian Cayley graphs are very structured, symmetric graphs. More formally, let G be a finite group, and let subset S be a symmetric subset of G, i.e., satisfying the property that if a ∈ S, then −a ∈ S. The Cayley graph associated with (G, S), denoted by C(G, S), is the graph whose vertices are the elements of G, and there is an edge between g and h if and only if g − h ∈ S. We say that a Cayley graph C(G, S) is abelian if the underlying group G is abelian.
Frankl [10] proved that for any connected abelian Cayley graphs it holds that c(C(G, S)) ≤ ⌈(|S| + 1)/2⌉. Recently, Bradshaw [8] showed that the cop number of any connected abelian Cayley graph on n vertices is bounded by 7 √ n. In this work we prove a lower bound that matches
Bradshaw's result up to a multiplicative constant. In particular, if Meyniel's conjecture is true, then it is tight to a multiplicative constant even for abelian Cayley graphs.
Our results
In this paper we present several examples of Meyniel extremal families of abelian Cayley graphs, i.e., abelian Cayley graphs on n vertices whose cop number is Ω( √ n).
Theorem 1.
The following graph families are Meyniel extremal.
1. Let n be a sufficiently large integer, and let Z n be the additive group modulo n. There exists a set of generator S 1 ⊆ Z n of size
2. Let p be an odd prime power, and let k ∈ N be a positive even integer. Consider the abelian group G 2 = Z k p of order n = p k . There exists a set of generators
3. Let p be an odd prime. Consider the abelian group
There exists a set of generators S 3 ⊆ G 3 of size |S 3 | = 2p such that the graph
We also prove that for any abelian group G of order n, such that n is not divisible by 2 or 3, there exists a set of generators S ⊆ G such that the cop number of the corresponding Cayley graph C(G, S) is lower bounded by Ω(n 1/3 ). Theorem 2. Let G be any abelian group of order n that contains no elements of order 2 or 3. There exists a symmetric set of generator S ⊆ G of size |S| = Ω(n 1/3 ), such that the Cayley graph Γ = C(G, S) is connected and its cop number is c(Γ) ≥ |S|/2 ≥ Ω(n 1/3 ).
Preliminaries
We prove our results by presenting a family of Cayley graphs C(G, S) on |G| = n vertices that are K 2,t -free for some value of t. This shows an example of a family of abelian Cayley graphs that achieves (up to a multiplicative constant) the bound of Kövári, Sós, and Turán [13] for (a special case of) the Zarankiewicz problem, stating that any K 2,3 -free graph on n vertices has at most O(n 1.5 ) edges. Specifically, we describe examples of Cayley graphs on n vertices with a generating set of size Ω( √ n) that are K 2,3 -free. Apply the following lemmas on these constructions in order to lower bound their cop number.
Aigner and Fromme [16] showed that if G does not contain C 3 and C 4 then c(G) ≥ δ holds. Frankl [10] showed that if G does not contain C 3 and K 2,3 then c(G) ≥ (δ + 1)/2. Bonato and Burgess [6] also proved similar results.
Proof of Lemma 2.1. We prove that if the number of cops is less than δ/t, then the robber can avoid the cops forever. Specifically, we prove the following claim. This implies that (i) in the initial round, given the locations C ⊆ V of the cops, the robber can choose a vertex u so that u / ∈ D(C), and hence the cops cannot reach u in the first round; (ii) in the subsequent rounds, given the locations C of the cops, if the robber is in the vertex v then it can move to some u ∈ N (v) so that u / ∈ D(C), and hence the cops capture it in the next round.
Proof of Lemma 2.2. The proof of Lemma 2.2 is analogous to the above. The only difference is the analogue of Claim 2.3 for {C 3 , K 2,t }-free graphs.
, then c dominates no neighbour of v. Thus, the number of vertices in {v} ∪ N (v) that are dominated by C is at most (t − 1)|C|. Therefore, if |C| ≤ δ/(t − 1), then the number of vertices in {v} ∪ N (v) dominated by C is at most δ ≤ deg(v), and hence ∃u ∈ N (v) ∪ {v} not dominated by C.
The rest of the proof is exactly as in the proof of Lemma 2.1.
1 If c is not a neighbour of v, then it can dominate at most t − 1 other neighbours of v. Otherwise it can dominate at most t − 1 neighbours of v other than itself.
2 If c is not a neighbour of v, then it can dominate at most t − 1 other neighbours of v. Otherwise it can dominate no neighbour of v other than itself.
We will also need the following observation on Cayley graphs. Let Γ = C(G, S) be a Cayley graph with a symmetric set of generators S. A 4-cycle (or a K 2,2 ) in Γ is a collection of 4 edges corresponding to some generators a, b, c, d ∈ S such that a + b + c + d = 0 (the elements are not necessarily distinct). Observe first that any Cayley graph Γ trivially contains a 4-cycle. Indeed, for any s, s ′ ∈ S and any d ∈ G and
Such 4-cycles in Γ will be called "trivial", as they correspond to the trivial four tuple of elements in S whose sum is zero, namely, s + s ′ + (−s) + (−s ′ ) = 0. The following observation will be used several times in this paper.
Observation 2.5. Let Γ = C(G, S) be a Cayley graph with a symmetric set of generators S. If Γ contains no non-trivial 4-cycles, then Γ is K 2,3 -free.
Proof. Suppose toward contradiction that Γ contains a copy of K 2,3 with vertices {a, a ′ } on one side and b, b ′ , b ′′ on the other side. Then S contains the generators
, as all three are equal to a ′ − a. Therefore, since S is symmetric, Γ contains the 4-cycles corresponding to the sums
, and it is impossible for all of them to be trivial cycles.
We will also need the following simple number theoretic lemma. Lemma 2.6. Let p ≥ 3 be a prime, and let a, b, c, d be integers such that
Proof. Suppose that a ≡ c mod p, and therefore
this gives us the following system of equations.
It is easy to see that all solutions must satisfy a ≡ d mod p and b ≡ c mod p, as required.
Proofs of our results
In this section we prove Theorem 1 and Theorem 2.
Proof of Theorem 1 Item 1
Fix a prime number p ≥ 5. For all a ∈ N define s a = (p 2 +(a 2 mod p)p+a) mod 8p 2 , where a 2 mod p is treated as an integer in {0, 1, . . . , p − 1}. Note that p 2 ≤ s a ≤ 2p 2 − 2 for all 0 ≤ a ≤ p − 1 (where s a is treated as integer). 3 . Define the sets S + = {s a : a ∈ {0, 1, . . . , (p − 1)/2}}, S − = −S + , and let S = S + ∪ S − .
3 Indeed, for 0 ≤ a ≤ p − 2 we have sa ≤ p 2 + (p − 1)p + a ≤ 2p 2 − 2, and for a = p − 1 we have
Lemma 3.1. The set S satisfies the following properties.
1. s a = s a ′ for all 0 ≤ a < a ′ ≤ (p − 1)/2. In particular, |S| = p + 1.
2. For any s 1 , s 2 , s 3 ∈ S it holds that 2 ≤ |s 1 + s 2 + s 3 | < 6p 2 .
Let
Next, consider the case where two elements are in S + and one is in S − . Then, the sum of the corresponding elements is s a 1 + s a 2 − s a 3 ≥ p 2 + p 2 − (2p 2 − 2) ≥ 2, as required. The case of one element in S + and two elements in S − is similar.
For Item 3 consider the cases based on how many elements s i 's are in S + or in S − .
• If all four elements are in S + or all four elements are in S − , then their sum cannot be zero.
• If three elements are in S + and one element is in S − , then their sum cannot be zero, as
Similarly, if three elements are in S − and one element is in S + .
• By Lemma 2.6 all solutions to this system of equations satisfy (a 1 = a 3 , a 2 = a 4 ) or (a 1 = a 4 , a 2 = a 3 ). Therefore, the assumption s 1 ≥ s 2 ≥ s 3 ≥ s 4 implies that a 1 = a 4 and a 2 = a 3 . This completes the proof of Lemma 3.1.
We are now ready to prove Item 1 of Theorem 1. Fix an integer n. Baker, Harman, and Pintz proved in [2] that for all sufficiently large x, there exists a prime between x − x 0.525 and x. In particular, for x = n/8 there exists a prime p such that n/8 − (n/8) 0.2625 ≤ p ≤ n/8.
Let S 1 = S ∪ {−1, 1} be the set of generators in Z n , where S = S + ∪ S − is as above. Note that |S 1 | ≥ |S| = 2p, and Γ 1 is connected since S 1 is a generating set of Z n as 1 ∈ S 1 .
Claim 3.2. The Cayley graph
Proof. By definition, Γ 1 contains a C 3 if and only if there are three elements in S 1 whose sum is 0 in Z n . It follows from Lemma 3.1 that he sum of any 3 elements in S is between 2 and 6p 2 , and hence cannot be 0 in Z n . It is also easy to see there are no s 1 , s 2 ∈ S such that |s 1 − s 2 | = 1, and hence, Γ 1 in C 3 -free.
Next we show that Γ 1 is K 2,4 -free. Recall that a 4-cycle in Γ 1 is a collection of four edges corresponding to four elements a, b, c, d ∈ S 1 such that ab + c + d = 0. Also, recall that a 4-cycle is called "trivial" if the sum is of the form s + s ′ + (−s) + (−s ′ ) = 0.
Note that if s 1 + s 2 + s 3 + s 4 ≡ 0 mod n, then s 1 + s 2 + s 3 + s 4 = 0 as an integer, because |s| < 2p 2 for all s ∈ S 1 and n ≥ 8p 2 . Therefore, by Lemma 3.1 Item 3 any nontrivial 4-cycle in Γ 1 must contain an edge (d, d + s) such that s ∈ {−1, 1}. Furthermore, by Lemma 3.1 Item 2 it follows that any nontrivial 4-cycle in Γ 1 must contain at least two such edges. This implies that Γ 1 is K 2,4 -free.
By applying Lemma 2.1, we get c(
− O(n 0.2625 ), as required.
Proof of Theorem 1 Item 2
For the proof we consider the finite field GF(p k ), and treat Z k p as the additive group of GF(p k ). Let q = p k/2 . Recall that p is an odd prime power and k is even, and hence q is an odd prime power. Define the set of generators to be
where the power s q+1 is in the field GF(q 2 ). Note that since q is odd, S 2 is, indeed, symmetric as for all s ∈ S 2 we have (−s) q+1 = (−1) q+1 ·s q+1 = 1, and hence −s ∈ S 2 . Also note that |S 2 | = q + 1, since the multiplicative group of GF(p k ) is a cyclic group of order p k −1 = q 2 −1, and hence contains a generating element α of order q 2 −1 = (q +1)(q −1). Therefore S 2 = {α (q−1)i : i ∈ {0, 1, 2, . . . , q}}.
, then the number of vertices in Γ 2 adjacent to both d 1 , and d 2 is equal to the number of solutions of the below system of equations.
This is a special case of system of equations (4) in [12] 
. Thus, according to Theorem 3 in [12] , the system of equations has at most t! = 2 solutions. Therefore, the Cayley graph C(G 2 , S 2 ) is K 2,3 -free. For the "in particular" part, note that if we had two distinct pairs {a 1 , b 1 } and {a 2 , b 2 } with a 1 = −b 1 and a 2 = −b 2 such that a 1 + b 1 = a 2 + b 2 , then we would get a copy of K 2,3 in Γ 2 with the vertices {d 1 = 0, d 2 = a 1 + b 1 } on one side and {a 1 , b 1 , a 2 } on the other side.
Finally, observe that S 2 is a generating set for Z k p . Indeed, by the "in particular" part of Claim 3.3 the set S 2 spans at least
> q 2 /2 elements of G, as for any pair a, b ∈ S 2 with a = −b produces a different sum in G 2 . Since the number of elements spanned by S 2 divides q 2 , it must be the case that S 2 generates the entire group Z k p , and hence C(Z k p , S 2 ) is connected. Using Lemma 2.1, we conclude that c(Γ 2 ) ≥ |S 2 |/3 = (q + 1)/3 > √ n/3, as required.
Proof of Theorem 1 Item 3
Consider the abelian group G 3 = Z 5 × Z p × Z p of order n = 5p 2 . Define the set of generators
where a 2 is taken modulo p. Note that S 3 is indeed a symmetric set of size |S 3 | = 2p. Let Γ 3 = C(G 3 , S 3 ) be the corresponding Cayley graph. We show below that Γ 3 is {C 3 , K 2,3 }-free, and hence by Lemma 2.2 we conclude that c(Γ 3 ) ≥ |S 3 |/2 = p, as required.
Claim 3.4. The graph Γ 3 is connected and {C 3 , K 2,3 }-free.
Proof. Observe that Γ 3 has no triangles because there are no three elements in S whose sum is 0 in the first coordinate.
Next we claim that Γ 3 is K 2,3 -free. This is done by proving that Γ 3 contains no non-trivial 4-cycles. Indeed, let s 1 , s 2 , s 3 , s 4 ∈ S 3 be four generators such that s 1 + s 2 + s 3 + s 4 = 0 in G 3 , By looking at the first coordinate (to Z 5 ), it must be the case that two of the s i 's are in {(1, a, a 2 ) : a ∈ Z p } and two are in {(−1, −a, −a 2 ) : a ∈ Z p }. Assume without loss of generality that
by Lemma 2.6 we either have (a = c and b = d) or (a = d and b = c). Therefore, Γ 3 contains only trivial 4-cycles, as required. Therefore, by Observation 2.5 the Cayley graph Γ 3 is K 2,3 -free.
In order to see that Γ 3 is connected, note that the elements spanned by S 3 form a subgroup of G 3 , and hence 5p 2 is divisible by |span(S 3 )|. Since Γ 3 contains no non-trivial 4-cycles, it follows that the number of elements spanned by S 3 is |span(S 3 )| ≥ |{s + s ′ : s, s ′ ∈ S 3 , s ′ = s}| ≥ 
Proof of Theorem 2
Let G be an abelian group of order n such that G has no elements of order 2 or 3. We construct a generating set S ⊆ G using Algorithm 1. Before describing the algorithm we make the following notation.
Claim 3.6. Let S ⊆ G be a symmetric set, and suppose that S has no non-trivial 4-cycles. Then, for any s * ∈ G \ F S the set S ∪ {s * , −s * } has no non-trivial 4-cycles.
Proof. Observe first that S ⊆ F 1 (S), as for any s ∈ S we have s = s + s + (−s) ∈ F 1 (S). In particular S ⊆ F S , and thus if S ∪ {s * , −s * } contains a non-trivial 4-cycle a + b + c + d = 0, then at least one of the elements must be in {s * , −s * }.
Note that for any three elements a, b, c ∈ S we have a + b + c in F 1 (S) ⊆ F S , and s * , −s * / ∈ F S . Therefore S ∪{s * , −s * } does not contains a non-trivial 4-cycle with exactly one element in {s * , −s * }.
Suppose now that two of the elements {a, b, c, d} are in {s * , −s * }. Since the 4-cycle is nontrivial, it must be that the two of the elements are equal. Without loss of generality suppose that a = b = s * . But then s * ∈ F 2 (S), and hence a + b + c + d = 0 cannot be a non-trivial 4-cycle with two edges outside S.
Similarly, if three of the elements a, b, c, d belong to {s * , −s * }, we may assume without loss of generality that a = b = c = s * . But this implies that s * ∈ F 3 (S), and hence a + b + c + d = 0 cannot be a non-trivial 4-cycle with three edges outside S.
Finally, since G does not contain elements of order 2, it is impossible that all four elements a, b, c, d belong to {s * , −s * }.
This completes the proof of Claim 3.6
We are now ready to describe the algorithm.
Algorithm 1 Constructing a generating set S of a group G S 0 ← a minimal generating set of G S ← S 0 ∪ −S 0 while G = F S do Choose an arbitrary element s ∈ G \ F S S ← S ∪ {−s, s} end while return S For the analysis observe first that in the end of each iteration we have |F S | ≤ |S| 3 + |S| 2 + |S|. Indeed, we have (i) |F 1 | ≤ |S| 3 = k 3 , (ii) |F 2 | ≤ |S| 2 = k 2 , as G has no elements of order 2, and (iii) |F 3 | ≤ |S| = k, as G has no elements of order 3. Therefore, since the algorithm ends when |F S | = n, it follow that the output is a set S of size Ω(n 1/3 ).
Note first that since S contains a generating set of G, the graph Γ = C(G, S) is connected. Also, note that since S 0 is a minimal generating set of G, the set S before the loop contains no non-trivial 4-cycles. Indeed, it is not difficult to see that if G contains no elements of order 2, and S 0 ∪ −S 0 contains a non-trivial four cycle a + b + c + d = 0, then S 0 contains a strict subset generating G.
By Claim 3.6 in each iteration of the algorithm, S does not contain a non-trivial 4-cycles in any iteration, and hence, by Observation 2.5 in the end of the algorithm the graph Γ = C(G, S) is K 2,3 -free. Therefore, by Lemma 2.1 c(Γ) ≥ |S|/3 ≥ Ω(n 1/3 ), as required.
