Abstract. In a case study for integrable PDEs, we construct real analytic, canonical coordinates for the defocusing NLS equation on the circle, specifically taylored towards the needs in perturbation theory. They are defined in neighbourhoods of families of finite dimensional invariant tori and are shown to satisfy together with their derivatives tame estimates. When expressed in these coordinates, the dNLS Hamiltonian is in normal form up to order three.
Introduction
In form of a case study for integrable PDEs, the goal of this paper is to construct canonical coordinates for the defocusing NLS (dNLS) equation, specifically taylored to the needs in perturbation theory. We consider the dNLS equation in one space dimension i∂ t u = −∂ 2 -gradients. Equation (1.1) can then be rewritten as ∂ t u = −i∂ v H nls | v=u . The dNLS equation is an integrable PDE and according to [9] , admits global Birkhoff coordinates on H s C with s ∈ Z ≥0 . To state the main results of this paper we first need to describe these coordinates in more detail: for any s ∈ Z ≥0 , let + := (x n ) n∈Z ∈ ℓ 1,2 : x n ≥ 0 , ∀n ∈ Z and define the following version F nls of the Fourier transform, introduced in [9] ,
where u n denotes the nth Fourier coefficient of u, u n := 1 0 u(x)e −2πinx dx. Note that for v = u, one has v n = u −n for any n ∈ Z, implying that
The inverse of F nls is then given by
Finally we recall that a possibly nonlinear map F : U → Y of a subset U of a Banach space X into another Banach space Y is said to be bounded if F (V ) is bounded for any bounded subset V in U .
Theorem 1.1 ( [9] , [12] ). There exists a neighbhorhood W of H are real analytic and bounded.
The maps Φ nls , Ψ nls are referred to as Birkhoff maps and the coordinates ((x n , y n )) n∈Z as Birkhoff coordinates for the dNLS equation.
Birkhoff coordinates are a tool to study perturbations of the dNLS equation far away from the equilibrium. In particular, in [2] they were used to show the existence of finite dimensional invariant tori of large size for Hamiltonian perturbations of this equation, involving no derivatives of u. So far, no such results have been obtained for perturbations involving ∂ x u (and possibly ∂ 2 x u) -see [2] , [4] , [5] , [6] , [7] , [8] , [11] , [15] for results on perturbations of the dNLS equation on the circle obtained so far. In view of the recent results in [1] concerning the existence of small quasi-periodic solutions of quasi-linear Hamiltonian perturbations of the KdV equation and our results in [2] described above, we expect that Hamiltonian perturbations of the dNLS equation, involving ∂ x u (and possibly ∂ 2 x u), also admit large quasi-periodic solutions, also referred to as multi-solitons. For this purpose, the scheme developed in [2] has to be considerably refined. In particular, canonical coordinates are needed which together with their derivatives satisfy tame estimates. In [17] , such estimates were derived for Φ nls and its inverse, but so far are not available for their derivatives. In this paper, we prove how to use the Birkhoff coordinates to construct near bounded, integrable, finite dimensional subsystems of the dNLS equation, local canonical coordinates so that they satisfy tame estimates and the dNLS Hamiltonian, when expressed in these coordinates, is in normal form up to order three -see Theorem 1.2 for a precise statement. In future work, we will use these coordinates as a starting point for applying a KAM scheme to reduce certain linear operators with tame estimates , which come up in the Nash Moser iteration, to operators with constant coefficients. Recently, such schemes have been further developed in significant ways. In the context of the dNLS equation, results of this type in [3] will be particularly relevant.
To state our main result, we need to introduce some more notation. For any S ⊆ Z with |S| < +∞, let S ⊥ := Z \ S. By a slight abuse of notation, we identify h Accordingly, an element z ∈ h 0 c is written as
and as norm we choose z s := z S + z ⊥ s where
Furthermore, we introduce the bilinear form
and write the sequence of actions I = (I k ) k∈Z as (I S , I ⊥ ) where
Finally, we introduce the dNLS frequencies
They satisfy asymptotics of the form ω k (I) = 4k 2 π 2 + O(1) as k → ±∞. More precisely, the map
is real analytic and bounded -see Proposition 5.3 in Subsection 5.2 below. The main result of this paper is the following one.
there exists an open, bounded, complex neighbourhood V ⊆ h 0 c of K × {0} and a bounded analytic map
so that the following holds: (C2) Ψ is canonical, meaning that on Ψ(V ∩h 0 r ), {x n , y n } = −1 for any n ∈ Z, whereas all the other brackets between coordinate functions vanish.
r , is in normal form up to order three. More precisely,
where the Hamiltonian P 3 : V ∩ h 0 r → R is real analytic. Furthermore, P 3 satisfies the following tame estimates: for any s ∈ Z ≥0 , z ∈ V ∩ h s r , z ∈ h s c ,
Here, the meaning of s is the standard one. So e.g. ∇P 3 (z) s s z ⊥ s z ⊥ 0 says that there exists a constant C ≡ C(s) > 0 so that 
On V ∩ h 0 r , the maps B and A satisfy the following estimates: for any z ∈ V ∩ h 0 r , k ∈ Z ≥1 , z 1 , . . . , z k ∈ h 0 c , and w ∈ H 0 c ,
Furthermore, B is one smoothing, meaning that for any s ∈ Z ≥1 , B :
is real analytic, and satisfies the following tame estimates: for any k ∈ Z ≥1 , z ∈ V ∩ h s r , and z 1 , . . . , z k ∈ h s c ,
Similarly, the maps A and A are one smoothing, meaning that for any
) are real analytic. Moreover, A satisfies the following tame estimates:
Remark 1.1. Note that in Theorem 1.2, apart from being compact, no further assumptions on K are being made. In particular, K may contain the equilibrium point 0 in which case K does not admit action-angle coordinates. In subsequent work, the estimates for A(z) = dΨ(z) −1 − F nls will be used to study perturbations of the dNLS equation. Since such estimates are not needed for A(Ψ(z)), we have not included them in Theorem 1.2.
Outline of the construction of Ψ: Let V be of the form
⊥c , centered at {0}. By Theorem 1.1, V S and V ⊥ can be chosen so that the Birkhoff map Ψ nls is defined on V and all the estimates of Ψ nls and its derivatives used in the sequel are uniform on V. The canonical map Ψ is then defined to be the composition Ψ := Ψ L • Ψ C where Ψ L is the Taylor expansion of Ψ nls of order one in the normal directions z ⊥ around (z s , 0),
and Ψ C , referred to as symplectic corrector, is chosen so that Ψ L • Ψ C becomes symplectic and satisfies the claimed tame estimates. In his pioneering work [14] , Kuksin presents a general scheme for proving KAM type theorems for semilinear Hamiltonian perturbations of integrable PDEs in one space dimension, such as the Korteweg de Vries (KdV) or the sine Gordon (sG) equations, which possess a Lax pair formulation and admit finite dimensional integrable subsystems, foliated by invariant tori. One of the key elements of his work is a normal form theory for such PDEs. Expanding on work of Krichever [13] , Kuksin considers bounded integrable finite dimensional subsystems (iSS) of such an integrable PDE (iPDE) which admit action-angle coordinates. In the case of the KdV and the sG equations, the angle variables are given by the celebrated Its Matveev formulas. These action-angle coordinates are complemented by infinitely many coordinates whose construction is based on a set of time periodic solutions, referred to as Floquet solutions, of the partial differential equation obtained by linearizing iPDE along solutions in iSS. The resulting coordinate transformation, denoted in [14] by Φ, is typically not symplectic and to obtain canonical coordinates, an additional coordinate transformation needs to be applied. In [14] , Kuksin constructs such a transformation, which he denotes by φ, using arguments of Moser and Weinstein in the given infinite dimensional setup -see [14] , Lemma 1.4 and Section 7.1. To construct the map Ψ C we follow the same scheme of proof. Actually, the following result holds. Theorem 1.3. Assume that in addition to the assumptions made in Theorem 1.2, the set K is contained in (R \ 0) S × (R \ 0) S . Then, up to normalizations and natural identifications, Ψ L coincides with the map Φ, obtained by applying the scheme of construction in [14] to the dNLS equation. As a consequence, so does
Since Birkhoff coordinates provide a concise, self-contained, and efficient framework for proving Theorem 1.2 -in particular the claimed tame estimates, the main goal of our study -Theorem 1.3 also provides in the case of the dNLS equation a valuable alternative for proving the normal form result for this equation, obtained by applying the scheme of proof in [14] . Note also that the assumptions on K in Theorem 1.2 are slightly weaker than the ones made in the setup of [14] .
Organization: The maps Ψ L and Ψ C are introduced and studied in Sections 3 and 4 respectively, after a short Section 2, describing the Hamiltonian setup. In Section 5, we prove Theorem 1.2: in Subsection 5.1, we show that the composition Ψ = Ψ L • Ψ C satisfies the analytic properties, stated in Theorem 1.2, and in the subsequent Subsection 5.2, the expansion of the dNLS Hamiltonian in the new coordinates is computed up to order three. In Subsection 5.3 we summarize the proof of Theorem 1.2. Finally, in Section 6 we prove Theorem 1.3. In Appendix A, we recall an infinite dimensional version of the Poincaré Lemma, needed in Section 4 (cf from [14] , [16] ).
Notation: For any C 1 map F : h 0 c → X with X being a Banach space, we denote by d ⊥ F (z) the differential of F at z with respect to the variable z ⊥ ,
where for any j ∈ S ⊥ , ∂ xj F, ∂ yj F ∈ X denote the partial derivatives of F with respect to the variables x j respectively y j . Similarly, we define the gradient with respect to the variable z ⊥ as
The gradient of F with respect to z S is denoted by
and the differential of F at z with respect to z S by d S F (z),
For the partial derivatives of F with respect to z j , j ∈ S, we use the multi-index notation and write for any
If not stated otherwise, K denotes a compact subset of R S × R S and V an open, bounded neighborhood of K × {0} in h 0 c of the form V S × V ⊥ where V ⊥ is a ball in h ⊥c , centered at 0. We write V ⊥ (δ) to indicate that the radius of the ball V ⊥ is δ > 0. Finally, we frequently will use the symbols , s , . . . to express that a quantity is bounded by another one up to a constant which is 'universal', respectively depends only on the Sobolev index s. E.g., given two real valued functionals A, B on V we write A s B if there is a constant C ≡ C(s) so that A(z) ≤ CB(z) for any z ∈ V ∩ h s r .
Hamiltonian setup
In this preliminary section we discuss the Hamiltonian setup, introduced in Section 1, in more detail and introduce some additional notations. 
where ∇ u F , ∇ v F denote the L 2 gradients with respect to u and v, namely
and Id :
C is the identity operator. Furthermore we introduce the non degenerate bilinear form
The subscript r indicates that in the latter integrals, no complex conjugation appears. The Poisson bracket (1.2) then reads {F , G} = ∇F , iJ∇G r and the symplectic form, associated to it, is the two form
For any sufficiently smooth functionals F , G :
In terms of the Fourier coefficients of w and w ′ , Λ[ w, w ′ ] can be expressed as
and hence Λ can be conveniently written as
Its action on a function w = ( u, v) ∈ H 0 c is given by
The exterior differential of λ, defined by dλ = i k∈Z du k ∧ dv −k , thus satisfies dλ = Λ.
The Poisson bracket on the model space h 0 c is determined by defining it for the coordinate functions,
By a slight abuse of terminology in connection with the definition (1.4), we also denote by ·, · r the non degenerate bilinear form ·, · r : h
c is the identity operator and
The Hamiltonian vector field X F of F : h 0 c → C, corresponding to the Poisson bracket {·, ·} M , is then given by X F = J∇F and the symplectic form Λ M , associated to it, by
Note that
where as above, for any k ∈ Z, the two form dx k ∧ dy k is defined as
The one form associated to Λ M is defined as
Its action on a vector z = ( x, y) ∈ h 0 c is given by
The map Ψ L
In this section, we study the map Ψ L introduced in (1.7). In particular, we prove tame estimates and one smoothing properties for Ψ L . First we introduce some more notations. Denote by Π S and Π ⊥ the standard projections
2)
The formula (
For a quite explicit formula for
, we refer to Appendix B. The map Ψ L is defined on
where
c is the domain of definition of the Birkhoff map Φ nls of Theorem 1.1. Note that
Note that the latter expression is independent of Π ⊥ z and that by Theorem
nls . First we establish the following auxiliary results. 
Since by assumption K is compact, there exist subsequences of (z (j) ) j≥1 , (z (j) ) j≥1 , denoted for simplicity in the same way, such that (z ×{0} it then follows from Theorem 1.1 that z
S . By item (i) and the local inversion theorem one then concludes that in contradiction to our assumption, z (j) =z (j) for j sufficiently large. This proves the first part of item (ii). Since according to item (i), for any given
is such an operator for z in a whole neighborhood of (z S , 0). Using that K is compact it then follows that after shrinking the radius of the ball
⊥c is an open ball, centered at 0, so that the restriction of Ψ L to V has the following properties:
c is analytic and one smoothing. More precisely, the analytic map
with B nls being the map introduced in Theorem 1.1, and for any
c is analytic and one smoothing, meaning that for any
is real analytic. Whereas the tame estimates (3.9) for B L are an immediate consequence of the definition of Ψ L , Theorem 1.1 and the compactness of V S , this is not so for A L . Actually, for the applications in perturbation theory considered in subsequent work, we only need to derive tame estimates for
with V denoting the neighborhood of K × {0} of Proposition 3.1. By formula (3.5), for any
Since by Theorem 1.1, respectively Proposition 3.1, the operators
Furthermore, by Theorem 1.1
Altogether, it follows that for any
Finally we note that by (L4) of
Proposition 3.2 (Tame estimates for A L ). After shrinking, if necessary, the radius of the ball
Proof. First we prove estimate (3.16). The starting point is formula (3.15) for A L (z). The two terms dA 
Since Π S z s s Π S z 0 for any z ∈ h 0 c , the linear operator R(z), defined in (3.12), satisfies
Furthermore, also by Theorem 1.1, one has for any s ∈ Z ≥0 , 
Shrinking the radius of the ball V ⊥ in h 0 ⊥c , if necessary, so that C 0 z ⊥ 0 ≤ 1/2 for any z ⊥ ∈ V ⊥ , the Neumann series of the operator Id + T (z) 
Combining the estimates (3.26)-(3.28) and using the product rule implies that
The three estimates (3.24), (3.25), (3.29) together yield (3.17).
In the remaining part of this section we describe the pullback Ψ * L Λ by Ψ L of the standard symplectic form Λ on H 0 r , introduced in (2.3). It turns out that Ψ * L Λ is not the symplectic form Λ M of (2.5), making it necessary to construct the symplectic corrector Ψ C -see Section 4 below. Given a bounded linear operator P :
c is defined to be the operator determined by 
where the bilinear form ·, · r on H 0 c is the one introduced in (2.2). We now compute the pullback Ψ *
. By the definition of the pullback and the one of Λ in (2.3) we have
Similarly one has
and finally
Since by Theorem 1.1, Ψ nls is symplectic, one has (Ψ nls )
where L(z) :
and similarly
The operator valued map z → L(z) has the following properties:
Furthermore, the map L is one smoothing, meaning that for any s ∈ Z ≥1 , L : V ∩h 
Proof. The analyticity of L follows by Theorem 1.1, using again that 
The symplectic corrector Ψ C
In this section we construct the coordinate transformation Ψ C on V ∩ h 0 r so that the composition Ψ L • Ψ C is symplectic. As mentioned in the introduction, we follow Kuksin's scheme of proof in [14] , which uses arguments of Moser and Weinstein in the given infinite dimensional setup. The map Ψ C will be defined as the time one flow of an appropriately chosen non autonomous vector field. In the sequel, V denotes the neighborhood of K × 0, given by Proposition 3.1 and Proposition 3.2.
For any z ∈ V define the following two and one forms on h 0 c ,
1)
Analysis of the two form Λ 1 (z): Note that dλ i = Λ i , i = 0, 1, and
In particular, the two form Λ L is closed. By (2.5), (3.39) one has
For any τ ∈ [0, 1], define the two form Λ τ = Λ τ (z),
which can be written as 
Moreover for any s ∈ Z ≥1 and τ ∈ [0, 1], the map
is real analytic and the following tame estimates hold: for any
Proof. For any τ ∈ [0, 1], we write
By (3.40) and Theorem 1.1, the operator L τ (z) satisfies the estimate L τ (z)[ z] 0 ≤ C 0 z ⊥ 0 z 0 , for any z ∈ V ∩ h 0 r and z ∈ h 0 c for some constant C 0 > 0. By shrinking the ball V ⊥ , if necessary, one has that for any z ⊥ ∈ V ⊥ , C 0 z ⊥ 0 ≤ 1/2, implying that the operator L τ (z) is invertible and its inverse L τ (z) −1 is given by the Neumann series
By Lemma 3.2, for any s, n ∈ Z ≥1 and τ ∈ [0, 1], one has
for some constant C(s) > 0. Since
The estimates for the derivatives
follow by differentiating the expression (4.6) with respect to z and applying the estimates for
Since by (4.3), the two form Λ L = Λ 1 − Λ 0 is closed and by Lemma 3.2, for any z ∈ V ∩ h 0 r , Λ L (Π S z) = 0, we can apply Lemma 7.1 in Appendix A. It says that the one form
satisfies dλ L = Λ L . By (3.39), (3.40), the one form λ L (z) can be written as
Moreover, using that by
One of the features of λ L (z) is that it is quadratic in z ⊥ . In more detail, we have the following 
Proof. The lemma follows by the properties of the map Ψ nls , stated in Theorem 1.1, and the fact that E = Π S E, Π S z s s z 0 for any vector z ∈ h 
it turns out that the latter identity holds if
When expressed in terms of the bilinear form (·, ·) r and taking into account the representation (4.5) of Λ τ and (4.9) of λ L , the latter identity reads
We choose the vector field X(z, τ ) so that (4.11) is satisfied.
Vector field X(z, τ ) and its flow: Motivated by (4.11), the non autonomous vector field X(z, τ ) is defined by is real analytic. In addition, the following tame estimates hold: for any τ
and for any k ≥ 2,
Proof. The lemma follows from Lemmata 4.1, 4.2.
We now want to study the flow of the non autonomous differential equation 
is well defined and real analytic. In the next lemma we state the smoothing estimates for Ψ 
and for any k ≥ 2, z 1 , . . . , z k ∈ h 0 c ,
Proof In view of the estimate (4.14) of the vector field X(z, τ ), we first estimate
with s ∈ Z ≥0 . Applying the operator Π ⊥ to both sides of the identity (4.19), one gets
By Lemma 4.3, for any τ, τ 0 ∈ [0, 1], one has
for some constant C(s) > 0, only depending on s. Then by shrinking δ > 0, if necessary, so that for 
Now let us prove (4.18). By (4.19), using again Lemma 4.3, one gets for any s ∈ Z ≥1 , τ 0 , τ ∈ [0, 1], and
which is the first claimed inequality in (4.18). To prove the one for the differential dΨ τ0,τ X − Id, differentiate (4.19) with respect to z. Using the chain rule one gets
By applying the estimates of dX(·, τ ) of Lemma 4.3, it follows that for any s ∈ Z ≥0 there is a constant C(s) > 0 such that
and hence by the Gronwall inequality
For s ∈ Z ≥1 , substitute the latter estimate into (4.25) to get, again using that
for some constant C 2 (s) > C 1 (s). Then using again the Gronwall inequality one concludes that for any 0 ≤ τ 0 ≤ 1, sup
We are now ready to prove the second estimate in (4.18). By (4.24) and the smoothing estimates on dX(·, τ ) of Lemma 4.3, one gets that for any s ∈ Z ≥1 , 0 ≤ τ 0 ≤ 1,
where we used again that z ⊥ 0 < δ < 1. Hence the claimed estimate for dΨ * Λ τ is constant or, equivalently,
By Cartan's identity (see for instance Lemma 1.2 in [14] ) and the fact that Λ τ is closed, it follows that
By (4.5), (4.9), (4.12), one has for any τ
It means that
proving the proposition. 
r is real analytic and satisfies the following tame estimates:
is real analytic and satisfies the following tame estimates: for any
Proof. The claimed results are a special case of Lemma 4.4, since Ψ C = Ψ 0,1
X . An immediate consequence of Corollary 4.1 is the following result, needed in Subsection 5.2.
Corollary 4.2. The Taylor expansion of the map B C = Ψ C − ιd around Π S z up to order three is of the form ( 
and for any k ≥ 3,
Proof. Note that by Corollary 4.1,
is the Taylor expansion of B C around Π S z with Taylor remainder term given by (4.30). The claimed analyticity and tame estimates follow from Corollary 4.1.
Proof of Theorem 1.2.
In this section we prove Theorem 1.2. First we introduce and discuss our new canonical coordinates and then express the Hamiltonian of the defocusing NLS equation in the new coordinates.
New canonical coordinates
Our candidate of the canonical transformation is the map 
Furthermore, B is one smoothing, meaning that for any s ∈ Z ≥1 , the map B :
is real analytic, and it satisfies the following tame estimates: for any k ∈ Z ≥1 , z ∈ V ′ δ ∩ h s r , and z 1 , . . . , z k ∈ h s c ,
Proof. By Proposition 3.1 and Corollary 4.1 one has that for any
nls + B L (see (3.7)) and using that, by Corollary 4.1,
The claimed estimates for B then follow from the estimates of Proposition 3.1 and the ones of Corollary 4.1.
Substituting formula (3.7) for B L one gets
where according to Corollary 4.2,
Next, we state and prove the one smoothing property and tame estimates for the map
By the chain rule,
Note that by Corollary 4.1,
and that by (3.10), dΨ L (z)
. Hence (5.6) can be written as
Proposition 5.2 (Tame estimates for A). For any s ∈ Z ≥1 , the map A :
) is real analytic and satisfies the following tame estimates: for any z ∈ V
Proof. The claimed estimates for A follow by Lemma 3.2 and Corollary 4.1 by the chain and product rules.
The defocusing NLS Hamiltonian in new coordinates
In this subsection we prove the expansion of H nls • Ψ, stated in (C3) of Theorem 1.2. Recall from (1.2) that the Hamiltonian of the defocusing NLS equation is given by
By Theorem 1.1, H nls := H nls • Ψ nls only depends on the actions. By a slight abuse of notation we write
and denote by ω nls k (I) the dNLS frequencies,
The properties of the frequency map I → ω(I) := (ω k (I)) k∈Z , needed in the sequel, are summarized in the following Proposition 5.3. (dNLS frequencies) The map
is real analytic and bounded.
Proof. See e.g. Theorem 3.2 in [2] .
With the notation introduced above, the L 2 -gradient ∇H nls (z) is then given by
where for any I ∈ ℓ Further note that since H nls (z) = H nls (Ψ nls (z)) one has by the chain rule
where V is the neighborhood of h 0 r in h 0 c of Theorem 1.1, V = Φ nls (W). For later use we record that (5.12), evaluated at z with z = Π S z, reads
The equations of motion, associated to the Hamiltonian H nls are given by
According to the splitting z = (z S , z ⊥ ) ∈ C S × C S × h 0 ⊥c , we can decompose the equation (5.14) as Note that although the frequencies ω k (I) are functions of all the action variables I n , n ∈ Z, the system (5.15) decouples since the action variables are invariant in time and depend only on the initial data. Now let us assume that z(t) = (z S (t), 0) is a solution of (5.15) with initial data z(0) = (z 
⊥ ) vanishes, implying that z(t) = (0, z ⊥ (t)) where z ⊥ (t) is the solution of
Since by Theorem 1.1, Ψ nls :
is a solution of the equation obtained by linearizing the dNLS equation along Ψ nls (z S (t), 0). More precisely,
On the other hand, by differentiating formula (5.19) with respect to t, one gets 
The latter identity implies that for any
Since Ψ nls is symplectic, one has
and hence (5.24) reads
c is the bounded linear operator, defined by
For later use we record the following estimates for R (1) (z S ).
is real analytic and bounded. Moreover it is one smoothing, meaning that for any
Proof. By Theorem 1.1, Ψ nls = F −1 nls + B nls and hence
The claimed statements then follow from Theorem 1.1.
We also need to record some properties of the operator Ω nls ⊥ (I) for I = (I S , 0). Write
and
Proof. The lemma is a straightforward application of Proposition 5.3, since for any α, β ∈ Z
After this preliminary discussion, we can now study the transformed Hamiltonian H nls •Ψ where Ψ = Ψ L •Ψ C is the symplectic transformation introduced in Subsection 5.1. We split the analysis into two parts. First we expand 
. The Hamiltonian equations associated to (5.30) can be written as
Substituting (5.38)-(5.40) into (5.37) then yields
2 (z) + P 
2 : V ∩ h s r → R is real analytic and the following estimates hold: for any s ∈ Z ≥0 , z ∈ V ∩ h s r , ∇P
2 (z) s s z ⊥ s and for any k ∈ Z ≥1 , z 1 , . . . , z k ∈ h s c ,
(ii) For any s ∈ Z ≥0 , P
3 : V ∩ h s r → R is real analytic and the following estimates hold: for any
Proof. Item (i) follows from Lemma 5.1 and item (ii) from (5.42), (5.35), (5.36), and Theorem 1.1.
Expansion of H
To study the expansion of the composition H (2) = H (1) • Ψ C of the Hamiltonian H (1) with the symplectic corrector Ψ C , constructed in Section 4, we separately expand the compositions of the terms on the right hand side of the identity (5.41) with Ψ C . In addition to the projectors Π S , Π ⊥ , defined in (3.1), (3.2), we also introduce the following versions of them, 
(z) is the Taylor remainder term of order three, given by
In the next lemma we provide estimates for the Hamiltonian P (z).
satisfies the following tame estimates: for any
Proof. The Lemma follows by differentiating P (2a) 3
and applying the estimates of Corollaries 4.1, 4.2.
To begin with let us point out that the expansion of the composition of the term H Ω (z) with the transformation Ψ C needs special care. To expain this in more detail, write 2H Ω (z) in the form Ω nls In the next lemma we state estimates for the operators R xj (z S ) and R yj (z S ).
Lemma 5.5. For any j ∈ S and s ∈ Z ≥0 , the maps In the next lemma we state estimates for the Hamiltonian P , defined in (5.50).
Lemma 5.6. For any s ∈ Z ≥0 , the Hamiltonian P : Recall that the Hamiltonian P The following lemma holds:
the value of ω(z) when evaluated at ξ 1 , . . . , ξ r ∈ E. Similarly, if ξ j = ξ j (z) ∈ E, j = 1, . . . , r, are vector fields on U , then we denote by ω[ξ 1 , . . . , ξ r ] the function U → R , z → ω(z)[ξ 1 (z), . . . , ξ r (z)] .
Furthermore, we denote by ω ′ (z) · ξ, ξ ∈ E, the alternating r-form
The exterior differential dω of ω, evaluated at z ∈ U , ξ 1 , . . . , ξ r+1 ∈ E, is then given by the formula
2) also referred to as Cartan's formula. Let us now consider the case where E = R n1 × R n2 , n = n 1 + n 2 , n 2 ≥ 1 ,
and U 2 is a ball in R n2 centered at 0. We denote the elements of U by z = (x, y) and the ones of E by ξ = (v, w) ∈ R n1 × R n2 . For any r-form ω on U , denote by ω C the (r − 1)-form on U , obtained by the cone construction: for any x ∈ U 1 , y ∈ U 2 , v 1 , . . . , v r−1 ∈ R n1 , and w 1 , . . . , w r−1 ∈ R n2 , Note that since U 2 is a ball in R n2 , centered at 0, for any 0 ≤ t ≤ 1, (x, ty) is in U 1 × U 2 and hence ω(x, ty) in (7.3) is well defined. In particular, if in addition ω is closed, dω = 0, then d(ω C ) = ω .
