Abstract. Given a certain function f , various methods have been proposed in the past for addressing the important problem of computing the matrix-vector product f (A)b without explicitly computing the matrix f (A). Such methods were typically developed for a specific function f , a common case being that of the exponential. This paper discusses a procedure based on least squares polynomials that can, in principle, be applied to any (continuous) function f . The idea is to start by approximating the function by a spline of a desired accuracy. Then, a particular definition of the function inner product is invoked that facilitates the computation of the least squares polynomial to this spline function. Since the function is approximated by a polynomial, the matrix A is referenced only through a matrix-vector multiplication. In addition, the choice of the inner product makes it possible to avoid numerical integration. As an important application, we consider the case when f (t) = √ t and A is a sparse, symmetric positive-definite matrix, which arises in sampling from a Gaussian process distribution. The covariance matrix of the distribution is defined by using a covariance function that has a compact support, at a very large number of sites that are on a regular or irregular grid. We derive error bounds and show extensive numerical results to illustrate the effectiveness of the proposed technique.
is a progressive approximation to f (A)b as k increases. It remains to compute f (H k )e 1 . Special techniques can be invoked for a few specific cases for f (H k ) [21] , Otherwise, for any f , when a diagonalization of H k is feasible, the matrix function can be computed via this diagonalization.
The related problem of computing the quadratic form b T f (A)b was given special attention, see, e.g., [3, 17, 18] . Here, the Lanczos process is often applied to the symmetric positive A. The product b T f (A)b can written in a Riemann-Stieltjes integral form, and because of the orthogonality of the Lanczos vectors (or the associated polynomials), the Lanczos procedure applied to this problem will yield an approximation that can be viewed as an estimate of the integral via a quadrature rule.
It is to be noted that for some particularly challenging problems, an unacceptably large Krylov subspace may be required to obtain a satisfactory approximation. This poses difficulties on issues such as storage, computational time, and reorthogonalization costs.
1 For this reason several alternative approaches have also been proposed. The restarted Krylov subspace method [11] restarts the Arnoldi process periodically, to avoid storing large sets of basis vectors which are no longer orthogonal. The approximation b 2 Q k f (H k )e 1 is shown to converge [11, 1] , and the block bidiagonal structure of H k can be exploited to efficiently update f (H k )e 1 [2] . This method requires predetermining the restart length, which is crucial for the practical performance. The use of standard Krylov subspaces also gave rise to extensions such as shift-and-invert Krylov subspaces [43, 30] and extended Krylov subspaces [10, 25] . The former builds a subspace for the matrix (I + γA) −1 , where the convergence is mesh independent for A arising from a discretization of differential operators, but the performance is sensitive to the choice of the scaling factor γ (or equivalently the shift −1/γ). The latter builds a subspace for both A and A −1 . It is shown in [10] , that to get an equal approximation quality, one needs to take roughly a square root number of iterations as for the standard Lanczos approximation. Both of these variants of Krylov subspace methods require to solve a linear system (I + γA or A) at each iteration, with a different right-hand vector. This can poses a major drawback for situations such as those when the systems are indefinite and/or originate from 3D meshes. These two methods are special cases of the broad class of rational approximation methods which approximate the function f by the rational function p/q, where p and q are two polynomials. A common treatment [14] is to approximate f (t) by Explicit formulas of such approximations in the optimal uniform norm for a few special functions, such as the sign function and the inverse square root, are known due to Zolotarjov (see e.g., [32] ). For a general function f , Padé approximations can be carried out by considering f 's formal power series, or in other cases Remez algorithm can be used with a higher computational cost. This rational approximation framework also requires to solve a number of linear systems (with different shifts σ i ). One possible approach to reduce the cost is to simultaneously solve all the shifted systems by using a single Krylov subspace (one that is constructed for A) [14] . Empirical results show that the convergence may sometimes be very slow for indefinite systems with complex shifts. Further, by considering the contour integral
the vector f (A)b can be directly computed by performing a quadrature integration, yieling yet another technique based on rational approximation (1.1) [20] . Conformal mappings of the contour Γ have been investigated to obtain good convergence properties of the quadrature and to reduce the number of linear solves with zI − A [20] . For more comparisons of advantages and disadvantages of the above methods, see [40] . A class of methods that avoid solving linear systems are polynomial approximation approaches [9, 29, 31] , i.e., to approximate f (A)b by p(A)b, where p denotes a polynomial that approximates f in some optimal sense. A common approach is to expand f in a basis of orthogonal polynomials, such as Chebyshev (see, e.g., [4, 9] ). Since these expansions are not explicitly known for an arbitrary function, this approach is limited to very specific functions, for example, the exponential. There have been extensions of this basic idea, specifically for the nonsymmetric case, by exploiting asymptotically optimal approximations, using, for example, Faber polynomials or Fejér polynomials, (see, e.g., [29, 31] ). There are advantages and disadvantages to these approaches when compared with Krylov methods. Krylov methods are general purpose and require no estimates of eigenvalues. In contrast, methods based on approximation theory usually require determining a set in the real or complex space that contains the spectrum of A. On the other hand, approximation theory methods tend to be effective for certain functions [4] and they are often easier to analyze theoretically. Despite these conceptual differences, we point out that Krylov methods can indeed also be viewed as a form of polynomial approximation, where the approximant polynomial p is one that interpolates the Ritz values (eigenvalues of H k in the Hermitian case). This viewpoint bridges the connections between the two methods. In a recent article [37] a conjugate residual-type technique was proposed for approximating f (A)b, addressing mostly the case when f is an approximate step function. The method can be viewed as a modification of the traditional conjugate residual method for solving linear systems to compute an optimal residual polynomial. It can be adapted to any function f with a finite value at the origin. For a brief discussion of this approach, see Section 6.4.
In this paper, we consider approximating f by a least squares polynomial, based on an idea originating from an unpublished technical report [12] . The proposed method computes an approximant polynomial φ k+1 that is close to f with respect to some weighted L 2 norm. Determining the least squares polynomial approximation to f would normally entail computing expansion coefficients that require numerical integration. To avoid this, we first approximate f by a spline function s, which is approximated, in place of f , by the polynomial φ k+1 . Then, the expansion coefficients are easy to extract without numerical quadrature, provided appropriate weights of the spline approximation are used in each interval. This paper was initially motivated by a statistical sampling problem (see Section 5.1), that leads to a situation where f (t) = √ t and A is symmetric positive (semi)-definite. It turns out that a simple technique, possibly one of the best approaches in this case, is to expand f in Legendre polynomials. The coefficients are then known explicitly; see, for example, [26, p. 59] . Here, we do not consider the Legendre polynomials approach because we want to emphasize generality. The method we propose is applicable to any function, not only those that happen to have a known expansion in some orthogonal basis of polynomials. Indeed, the only requirement for our technique to work well is that the function f be well approximated by a spline.
Error bounds will be established for the proposed method, which suggest that functions that are not differentiable or have large derivatives in the interval will be difficult to approximate by polynomials. This is the case for f (t) = √ t, which causes difficulties near the origin. Experimental tests demonstrate the capability of the proposed method for this case for large-scale problems. Numerical results indicate promising performance when this problem goes to extreme scales. We also show experimental results for other functions, such as the logarithm and the exponential, demonstrating the wide applicability of the proposed method.
Approximating f (A)b.
A conceptual framework for computing the matrixvector product f (A)b for a diagonalizable A with real eigenvalues and an arbitrary well-defined function f is to approximate f by a polynomial. Assume that Λ(A), the spectrum of A, is included in some interval [l, u] and that f is defined and continuous on [l, u] . Then, f can be approximated to arbitrary accuracy by a polynomial (of large enough degree). In particular, we can readily compute an approximation that is optimal, in the least squares sense, over any polynomial subspace. If an orthonormal basis {P j (t) | j = 1, 2, . . . , k + 1} for the subspace is given, then this optimal approximation is
where g, h represents the function inner product between g and h associated with a weight w:
We will defer the discussion of the choice of the weight function w to the next section. Here, we simply note that, with a proper choice, numerical integration (e.g., by quadrature) can be avoided. The norm of a function g is correspondingly defined as the induced norm from the inner product:
The Stieltjes procedure generates the required basis. Let 1 denote the constant function with value 1. With the initial condition P 0 (t) = 0 and P 1 (t) = 1/ 1 , the Stieltjes procedure computes a sequence of polynomials P j (t) with the help of a three-term recurrence of the form
where α j is the inner product between tP j (t) and P j (t) and where β j+1 is a normalization coefficient that ensures that P j+1 (t), a polynomial of degree j, has unit norm. The resulting polynomials {P j (t)} form an orthonormal basis of the space P k+1 of all polynomials of degree not exceeding k.
Define v j to be P j (A)b. We can approximate f (A)b as follows:
Relation (2.3) induces the following three-term recurrence relation for the v j 's:
Formula (2.5) resembles the three-term recurrence of the Lanczos process for generating an orthonormal basis of a Krylov subspace related to a symmetric matrix A. This resemblance is not surprising because the Lanczos algorithm is nothing but a Stieltjes procedure for computing orthogonal polynomials with respect to a discrete inner product over the space of polynomials [18] . In this paper a continuous inner product is used in the Stieljes procedure; see the next section. Algorithm 1 shows a detailed procedure for approximating f (A)b via a sequence of vectors z j := j j =1 γ j v j based on relations (2.4) and (2.5). The initial basis polynomial P 1 (t) is computed in line 2, and the initial vectors v 0 and v 1 are computed in line 3. Then, the first approximant z 1 is computed in lines 4 and 5. In the loop, lines 7 to 10 compute a new basis polynomial P j+1 (t) via the three term recurrence, and line 11 computes the corresponding vector v j+1 . Then, lines 12 and 13 update the approximant z j ; and, after k steps, the algorithm returns the vector z k+1 .
β j+1 = S j (t) 
γ j+1 = f (t), P j+1 (t) 13 :
3. Definition and computation of the inner products. Several points remain to be addressed to bring Algorithm 1 into a workable procedure. First, to compute the coefficients α j , β j+1 and γ j+1 , we need to define an appropriate weight function w for the inner product (2.1). In addition, it is unlikely that numerical integration can be avoided if f is a truly arbitrary function. Therefore, the idea is to replace f by a spline. The following highlights the strategy proposed in this paper for computing f (A)b: Using splines in place of the original f yields many benefits. Since a spline is nothing but a piecewise polynomial, inner products need to be computed on each subinterval only for polynomials. For this, a form of (exact) Gauss-Chebyshev quadrature will allow us to completely bypass numerical integration. In addition, splines can easily be adjusted to handle the problematic situation where the function f has "stiff" regions (see an illustration in Figure 3 .1). This section provides the necessary implementation details of an algorithm based on this approach. In the sequel we consider cubic splines s(t) defined based on the knots t 0 < t 1 < · · · < t n−1 < t n :
with l = t 0 and t n = u, where for each i, the polynomial piece is
3.1. Inner product and orthogonal basis. Consider the Chebyshev polynomials of the first kind defined for |x| ≤ 1, by T p (x) = cos(p cos −1 x). As is well known, these polynomials satisfy the three-term recurrence T p+1 (x) = 2xT p (x) − T p−1 (x), starting with T 0 (x) = 1 and T 1 (x) = x. They are also known to constitute a sequence of orthogonal polynomials on the interval [−1, 1] with respect to the weight function 1/ √ 1 − x 2 . If we denote by δ j the Dirac function δ j = 1 iff j = 0, then we can write
For an interval [t i , t i+1 ], we perform the change of variable
and define the polynomials 2) and the inner product
This change of variable has a significant implication: The C (i) p (t)'s are orthogonal on the interval [t i , t i+1 ] with respect to the inner product defined above, namely,
With (3.3), we define the inner product of g and h on the whole interval [l, u] as follows
The subscript [l, u] will be dropped in the rest of the paper in order to conform with the notation in (2.1); that is, when we use the notation ·, · , we always mean the inner product on the whole interval [l, u] . The corresponding norm of a function g on the interval
, and the overall norm · on the interval [l, u] as defined in (2.2) satisfies
3.2.
Computing α j , β j+1 , and γ j+1 . With the definition of an inner product on each interval, we can exploit the orthogonality of the basis (cf. Equation (3.4)) to efficiently compute the inner products in Algorithm 1 by expanding the involved functions using the basis in each interval. This redundancy allows to bypass numerical integration by using what amounts to a Gauss-Chebyshev quadrature on each interval. The three-term recurrence (2.3) along with the standard relations of Chebyshev polynomials allows us to update the required expansions. This approach was described in [35] for the case of two intervals. For completeness, we briefly discuss the derivation of the formulas to compute α j , β j+1 , and γ j+1 for the general case.
First we consider the computation of
For now we assume that the coefficients µ
pj are known; an update formula will be derived later. We need to compute tP j , P j , and we start by noting that tP j (t) =
The usual recurrence relation of the Chebyshev polynomials shows that, in the interval
With the conventions that µ
We define
We now consider the computation of β j+1 starting with the case j = 0. Recall that in Algorithm 1 we define
Furthermore, since P j+1 (t) = S j (t)/β j+1 , we have the following update formula for µ
The initial condition is µ
Note that s i (t) is a cubic polynomial; therefore, we have the expansion
where h i = (t i+1 − t i )/2, and
Thus,
3.3. The final algorithm. Algorithm 2 is the final algorithm that incorporates the details just discussed. The orthogonal polynomials P j (t) do not appear explicitly. They are represented by their expansion coefficients in each interval. The scalars α j , β j+1 and γ j+1 are now computed via the expansion coefficients σ
pj . This approach avoids numerical integration, and the updates of the coefficients are simple. The only operation with the matrix A takes place in line 14 and involves the product of A with the vector v j . Also, the function f is used only at the beginning of the algorithm, when an interpolating spline s(t) is computed.
Let us analyze the computational costs of Algorithm 2, assuming that A is a sparse matrix of size m×m. The time cost includes the time to perform a spline interpolation, which is linear in the number of knots n. The main body of the algorithm starting from line 2 has a cost of O(k(kn + m + T A )), where T A is the time for computing a matrix-vector product between A and any right-hand vector. For each iteration, the portion kn comes from computing α j , β j+1 , γ j+1 , and other coefficients, and the portion m comes from the length-m vector operations in lines 14 and 16.
Memory costs are likely to be dominated by the storage of the matrix A, although there are applications where the matrix is used only in operator form. For the storage of other variables in the algorithm, note that only three m-dimensional vectors are needed for the v j 's and one vector for the latest z j , leading to a total of 4m storage locations. In addition, we need to use 3kn locations to store µ pj . We also need 4n locations to store ξ (i) p and n locations to store h i . These costs are summarized as 5kn + 5n + 4m locations.
So far, we have not discussed how to set t i (which also determines the size of n). The choice of the knots is experimental and dependent on the function. A general guideline is that when the function derivative is large, we use short subintervals. This 
Compute σ (i) pj for i = 0, . . . , n − 1 and p = 0, . . . , j using (3.6)
10:
Compute α j using (3.7)
11:
Compute η (i) pj for i = 0, . . . , n − 1 and p = 0, . . . , j using (3.8)
12:
Compute β j+1 using (3.9)
13:
Compute µ (i) p,j+1 for i = 0, . . . , n − 1 and p = 0, . . . , j using (3.10)
14:
Compute γ j+1 using (3.12)
16:
is important in order to obtain an accurate spline and a good least squares polynomial approximation to it. In Section 5, we propose a scheme that empirically works well for functions such as the square root and the logarithm. Also in Section 6.5 we briefly mention a scheme for the exponential function.
Convergence analysis.
In Algorithm 2, we approximate f (t) on the interval [l, u] by a cubic spline s(t), and we project s(t) onto the polynomial space P k+1 , which consists of polynomials of degree not exceeding k:
where {P j (t)} is an orthonormal basis of P k+1 , with
The approximant is
By way of introduction we present the following easy-to-prove or well-known results.
Proposition 4.1. For the norm · defined earlier (cf. Equation (2.2) and Section 3.1),
In addition, if A is symmetric and its spectrum is included in [l, u] , then
Proof. The first result is well known for least squares approximations; see e.g., [34] . The second comes from the fact that A can be written as A = V DV T , where V is unitary, and follows trivially by expanding
To bound the difference between φ k+1 (t) and f (t) on the interval [l, u] , note that
Hence, we need to estimate the two terms on the right-hand side of the above inequality separately. For the second term, many known error bounds for splines can be exploited. The following presents a standard result for clamped cubic splines, which indicates a fourth-order accuracy.
Theorem 4.2 ([39, pp. 57-58]). If f (t) is fourth-order differentiable on the interval [l, u] and if s(t) is the unique cubic spline that interpolates f (t) on the knots
and
where M = max t∈ [l,u] f (4) (t) . To bound the difference |φ k+1 (t) − s(t)|, we need the following two lemmas. They are extensions of similar results given in [35] , and hence the proofs are omitted.
Lemma 4.3. Using the notation of a function norm · in this paper, we have
Lemma 4.4. Let g k+1 (t) ∈ P k+1 be any polynomial of degree not exceeding k. Then, using the notation of a function norm · in this paper, we have
By a property of the uniform norm, for any continuous function g(t), there exists a degree-k polynomial g *
The modulus of continuity of a function g(t) on the interval [l, u] is defined for all δ > 0,
We use the shorthand notation ω(δ) when the context is clear. We also use ω r to denote the modulus of continuity of the r-th derivative of g:
The following is a corollary of Jackson's theorem for bounding the uniform approximation of a function g. 
where C r = 6 r+1 e r (1 + r) −1 . The above lemmas lead to the following theorem, which gives an upper bound for the convergence rate of φ k+1 (t) to s(t).
Theorem 4.6. For r = 0, 1, . . . , 3, the uniform norm of the residual polynomial admits the following bounds: 
the inequality (4.6) becomes
Recall from Lemma 4.3 that s *
Thus, (4.5) becomes max t∈ [l,u] 
The theorem is established by applying Lemma 4.5.
A
We have the following corollary for Theorem 4.6. Corollary 4.7. Let the r-th derivative of s(t) be ν-Lipschitz with constant K r , for r = 0, . . . , 3. Then, for k > r,
.
When r is large enough such that 6e/(r + 1) is less than some predefined constant c, then C r /k r < e −1 c r+1 , which effectively indicates a linear convergence (assuming that K r is uniformly bounded or increases no faster than exponentially with r). In our situation, the function is a cubic spline, which does not have a 4-th or higher order derivative. This unfortunately restricts the value of r not being larger than 3.
The bound (4.8) suggests that the conditioning of the matrix will affect the approximation for some functions such as the square root. This makes scaling of the matrix not viable-either close to or far away from the origin is the smallest eigenvalue of the matrix, the factor K r (u − l) ν will be large if the matrix is ill-conditioned. The asymptotic behavior of the bound also fits most of the observed situations-in the log-log scale, the uniform norm decays like a straight line. In other words, empirically, we can fit some constants c 1 > 0 and c 2 such that
Experiments in Section 6.2 yield 1 < c 1 < 2, which relates to probably r = 1. Nevertheless, the bound (4.8) may not be tight enough in some cases. In Section 6.6, we show that for a covariance matrix resulting from a statistical application, the uniform norm converges linearly, much faster than the sub-linear rate indicated by the bound. This may be because of the good conditioning of the involved matrix, and the interesting fact will be a topic of future investigation.
The sub-linear convergence O(k −r−ν+1/2 ) might make the proposed method appear inferior to other methods such as those based on extended Krylov subspaces and contour integrals, which show at least a linear convergence. However, this convergence rate does not take into account the efforts for solving a linear system at each step, which is much harder and much more expensive than performing one matrix-vector multiplication. As mentioned in the introduction, solving linear systems related to A or shifted systems can be a major hurdle. For example for problems originating from large 3D meshes, direct solvers may not even be feasible due to prohibitive memory requirements. If iterative methods are used then one must remember that the matrices are shifted and can be indefinite, making the systems harder to solve by iterative solvers. In contrast, the method proposed in this paper requires only one matrix-vector multiplication per iteration.
Apart from the above result for the uniform norm of φ k+1 (t) − s(t), we can also give a bound for its norm.
Theorem 4.8. For r = 0, 1, . . . , 3, the norm of the residual polynomial admits the following bounds:
where C r = 6 r+1 e r (1 + r) −1 and k > r. Proof. This follows from
(by (4.7))
.
(by Lemma 4.5)
From the above result one can trivially obtain a bound analogous to that of Corollary 4.7 for the case when the r-th derivative of s(t) is ν-Lipschitz with constant
(4.9)
Application: computing
We consider a case where f (t) is the square root function and A is symmetric positive definite. We note that the symmetry requirement of A is not necessary; A only needs to be diagonalizable with all its eigenvalues real and positive. Further, the positive definiteness requirement of A can be relaxed to positive semi-definiteness. This will affect only the choice of the interval [l, u] (cf. Section 5.2), which needs to contain only the nonzero eigenvalues of A.
Background and challenge.
Sampling from a multivariate Gaussian distribution with a positive definite covariance matrix K ∈ R m×m is one of the most common endeavors in statistics. The most common approach is to compute the Cholesky factorization K = LL T , where L is a lower triangular matrix. If x is a vector whose entries are independent and are normally distributed with mean 0 and variance 1, that is, x ∼ N (0 m , I m ), then ζ = m + Lx is a random variable whose distribution is N (m, K). Many modern applications often require high-fidelity spatio temporal sampling, which puts m in the range of 10 12 -10 15 . This results in the need to identify sampling approaches that have both O(m) complexity and high potential for parallelism.
If the sample sites are on a regular grid and the covariance function is stationary, then several techniques can be used to sample efficiently from the Gaussian distribution. One can use specialized linear algebra to carry out the Cholesky factorization, at least for some one-dimensional problems for a number of sampling sites up to 10 [15] . Other possibilities are to use a multigrid-type sampling scheme, Galerkin multigrid Monte Carlo (MGMC) [19] , or to embed the covariance matrix in a stationary periodic process [8] , followed by a fast Fourier transformation (FFT) technique.
Nevertheless, none of these approaches was demonstrated to work for the case where the data points are not on a regular grid, or for nonstationary covariance functions, or on the scale of problems that we aim to solve. In the case of the structured Cholesky approach of [15] , it is unclear whether an indexing can be found that will result in sufficient sparsity of the factors for the non regular grid, nonstationary covariance function, or multiple dimensions. In addition, at extremely large numbers of sites, Cholesky factorization cannot be expected to be as efficient to parallelize as a matrix-free approach. The FFT approach may be difficult to parallelize beyond a thousand processors [5] . More important perhaps, even for small processor counts, FFT cannot be applied when the sampling sites are not on a regular grid or the Gaussian process is not stationary. For MGMC, the compact kernel has much larger bandwidth than do the covariance matrices for which they are traditionally applied, which are of the Laplace-matrix type [19] . This situation may result in rapid densification and increase in storage requirements [13] [42, §7. 7.5] .
Many examples of interest need to sample the Gaussian process at points that cannot be easily embedded in a regular grid. For example, the positions of windfarms or their wind turbines cannot be easily approximated with a grid, unless the grid cell is exceedingly small [6] . In geostationary applications, the spherical shape of the Earth prevents most spatial grids of interest from being regular when projected on a plane. Moreover, there are countless examples of nonstationary Gaussian processes of interest [41, 33] for which FFT cannot work, and neither Cholesky nor MGMC approaches were demonstrated.
We therefore turn to an entirely matrix-free approach for computing
x is a random variable whose distribution is also N (m, K). We thus achieve a matrix-free approach of sampling from an arbitrary normal distribution, irrespective of the positions of the sampling sites or the lack of stationarity in the covariance function that generates K.
Nevertheless, in order for the approach to have an O(m) behavior, the matrixvector multiplications must take O(m) themselves. Therefore the covariance matrix K must be sparse. We will thus be interested primarily in covariance matrices originating in Gaussian processes with compact kernels. Such processes are widely used in applications and result in sparse covariance matrices [33] . In addition, it is sometimes possible to replace K by the covariance matrix obtained from a compact kernel with little bias or loss of statistical efficiency compared to the original covariance function [24, 15] . [l, u] . We now consider further details to carry out Algorithm 2 specifically for the square root function. One issue is the interval [l, u] , which needs to contain the spectrum of A. By Theorem 4.2, the subintervals [t i , t i+1 ] should be small enough to yield an accurate spline s(t). However, too many intervals will impose a heavy computational burden, for both the spline approximation and the computation of the coefficients α j , β j+1 and γ j+1 . On the other hand, the closer zero is to the interval, the harder it is to interpolate √ t, since the derivative tends to infinity. A geometric progression of the spacing between the knots works well in practice, so we opt to let
The interval
and to let t n be some value such that t n ≥ λ max , where λ min and λ max are the smallest and the largest eigenvalue of A, respectively. From this we have
where κ is the 2-norm condition number of A. We choose a = 0.01. Note that this interval scheme requires an estimate of the two extreme eigenvalues of A. We avoid using t 0 = λ min when the estimate is not accurate enough.
Convergence test.
As shown in the analysis in Section 4, the convergence of z k+1 to f (A)b can be split in two parts: the convergence of the spline s(t) to f (t) and the convergence of the least squares approximation φ k+1 (t) to s(t). The spline is usually a sufficiently good approximation to f (t) if one uses the intervals designed in Section 5.2. Therefore, we consider mainly the approximation quality of φ k+1 (t).
As discussed after Corollary 4.7, the bound (4.8) is not useful for determining an appropriate k. Instead, a natural heuristic is to consider the difference of consecutive iterates
and ensure that it falls below a certain tolerance . Note it is possible that a small difference might identify a stagnation of the approximation rather than actual convergence (see, e.g., [14] ). Another possible criterion is to check the norm of the residual polynomial:
Lemmas 4.3 and 4.4 suggest that the norm of s(t) − φ k+1 (t) should decay similarly to that of the uniform norm. Since φ k+1 (t) is a least squares approximation, we have
Therefore, the relative difference (5.2) can be easily computed by noting that
However, numerical experiments indicate that (5.1) is more appropriate than (5.2) as a practical criterion for the convergence test; see Section 6.1. We point out that for the problem of sampling from a Gaussian distribution as discussed in Section 5.1, another possibility emerges for estimating the error. Since η = m + K 1/2 x and the approximantη = m + φ k+1 (K)x, we have
If x ∼ N (0 m , I m ), then it is easy to see that η is normally distributed with mean 0 and variance
3)
The right-hand side of the above bound can then be used for statistical tests characterizing the discrepancy between the approximantη and the variable η that has the exact sought-after distribution. = diag(t 1 , . . . ,t r ) with the right-hand vectorb, which is the vector of all 1's. In other words, one needs to replicate lines 14 and 16 with a second set of matrixÂ and vectorsv j andẑ j . WhenÂ is large, this additional computation might be expensive, although its cost is independent of the size of the original matrix A and thus, on the number of sampling sites, which tends to dominate all other sizes involved.
Numerical results.
In this section, we show several numerical experiments to demonstrate the effectiveness and scalability of Algorithm 2. Note an important relation for a symmetric matrix A:
where
This means that if the right-hand vector b is drawn from some distribution (such as uniform or N (0 m , I m )), then the approximation error for computing f (A)b is equal to that for computing f (D)b, whereb can be considered a sample from the same distribution. In other words, in a statistical sense, testing a matrix A is equivalent to testing a diagonal matrix D, which has the same spectrum as A. An advantage of replacing A by D is that the ground truth f (D)b is much easier to compute than f (A)b. Therefore, all the experiments here were performed with the diagonal matrix D which is unitarily similar to the original A unless otherwise noted. Also, except for the last two subsections, all the experiments were performed for the square root function f (t) = t 1/2 .
Tests on matrices from the UF collection.
We first tested the proposed algorithm on a set of symmetric positive definite matrices from the UF sparse matrix collection [7] . We chose these matrices with a moderate size m (in the order of thousands) and from ten different application domains, including statistics, materials, power networks, and structural problems. Table 6 .1 lists the matrices and the numerical results. For convenience, we list the matrices in the increasing order of their condition numbers κ. The middle column shows the spline-fitting error, max t∈Λ(A) |s(t) − f (t)| , which indicates that the spline is in general a sufficiently good approximation to the original function. In the experiment, we set the maximum number of iterations k to be 200 and the tolerance (cf. Equation (5.1)) to be 10 −6 . The final residual
is listed in the last column. We can see that as the condition number of the matrix increases, the approximation in general becomes less accurate. In other words, the polynomial approximation is affected by the conditioning of the matrix. We can also see that the tolerance is within an order of magnitude difference from the residual, which implies that it can serve as a suitable criterion of the convergence and a good estimate of the actual residual. 1.28×10
−6
Bates/Chem97ZtZ 2.47×10 1.51×10
−3
Oberwolfach/t2dal_e 3.76×10 Bai/mhd3200b 1.60×10 
4.61×10
−3
We performed a further investigation on the matrices of the best (crystm01) and the worst (mhd3200b) performance (see Figure 6 .1). Plot (a) shows three curves as k increases: the residual, the tolerance (Equation (5.1)), and the norm of the residual polynomial (Equation (5.2)). This plot shows an advantage of using (5.1) rather than (5.2) as the convergence criterion. It suggests that numerically the norm will stop decreasing far before the uniform norm does. Of course, this may affect wellconditioned matrices only, since for ill-conditioned matrices (cf. Plot (b)), within a reasonable number of iterations, say 200, neither norm appears to stop decreasing. To further expose the distribution of the errors, plots (b) and (d) show the value of the residual polynomial |φ k+1 (t) − s(t)| for t equal to the eigenvalues. As expected, the smallest eigenvalues do not seem to contribute in a major way to the residual.
Scalability.
We tested the scalability performance of the algorithm on two types of matrices: "uniform" and "lap2D" . 
−I A −I −I
The eigenvalues of lap2D are known:
Therefore, its condition number is
. Therefore, both types of matrices have a condition number on the order of their matrix sizes. Note also that in this A log-log plot of this uniform norm versus the number of iterations shows a straight-line pattern. We fit a line to the plot, and the slope was close to −1. This confirms the rate of convergence given in Corollary 4.7 for the uniform norm of φ k+1 (t) − s(t).
We also plotted the running time of the algorithm (see plots (e) and (f)), in loglog scale. The time included all the computations except the estimation of λ min and λ max . Since the algorithm was implemented in Matlab as a serial program, we expect that a more careful implementation in C and/or in a parallel fashion will yield several folds or even magnitudes of time improvement. It can be seen from both plots that the running time is linear as m increases, which is expected from the computational cost analysis.
Tests on a Gaussian process sampling problem.
We consider the covariance matrix K mentioned in Section 5.1, originating in covariance functions with compact kernels described in [38, 33] . Such functions describe processes that can be used in the study of vehicles moving on terrains with random slip coefficients. The covariance function has radial symmetry and rule
, where r = x 2 + y 2 .
The covariance matrix K therefore is defined on a 2D grid, with the (i, j) entry
, where d ij is the Euclidean distance between two grid points.
To gauge the effects of the computations at sites that are not necessarily on a regular grid, we also consider the covariance matrix over a deformed space. In this case,
where w(x) is a quadratic deforming function that is 2 in the middle of the range of x and 1 at its extremes. With this new definition, (r) can be looked at as either a nonstationary covariance function or a stationary covariance function on the grid shown in Figure 6 .3. Neither case can be treated by the FFT approach [8] . We performed tests on the covariance matrices defined on both types of grids with different parameters, as listed in Table 6 .2. "Regular" means the grid is uniform, with grid points separated with a spacing 1 unit; "deformed" means the grid is deformed as in Figure 6 .3. The middle column shows the condition number κ, which suggests that a smaller α and a larger β will make the matrix better conditioned, and correspondingly the required vector K 1/2 b will be easier to compute. It also suggests that problems without a regular grid structure can be as easy to solve as the problems on a regular grid by our method. In general, within 100 iterations, the final residual has decreased to 10 −10 -10 −11 . We performed further tests on larger grids, which imposed a difficulty for computing the ground truth K 1/2 b and the residual. We therefore presented only the tolerance and the empirical uniform norm of φ k+1 (t) − f (t). From Table 6 .2 one sees that the tolerance is a good indication of the residual, and (5.3) implies that the uniform norm bounds the variance. To make the computation more feasible, we did not explicitly store the matrix; any matrix-vector multiplication was carried out by considering the special structure of K. Compared with Table 6 .2, the results in Table 6 .3 suggest that the grid size has little impact on the conditioning of the matrices, and therefore the approximation quality was as good as for smaller grids. Sections 6.1-6.3 present attractive capabilities of the proposed method. We have applied it on matrices with dimension up to m = 10 8 with good results: the residual fell under 10 −3 . When the technique is used for sampling from a normal distribution of a covariance matrix K, the discrepancy between our simulation and the soughtafter distribution is a normal multivariate distribution with at most 10 −3 relative variance. Moreover, for Gaussian processes with compact kernels, our error estimate indicates that the discrepancy will be much smaller (10 −9 -10 −11 ). Extrapolation from the 10 4 case and the 10 6 case (Tables 6.2 and 6. 3) suggests that an error of 10 −9 is achievable virtually independent of dimension, by using about k = 100 matrix-vector multiplications and thus including the extreme-scale cases that are our ultimate goal.
Of course, for assessing the sought-after 10 12 -10 15 range for the number of sites, a parallel program on a high-performance computer will be required. Nevertheless, our approach is factorization-free and thus easily parallelizable. In addition, several efficient ways of estimating the error were given that were demonstrated to be accurate for a large class of matrices. It would be instructive to undertake more extensive computational studies of the relationship between these error estimates and the number k of matrix-vector evaluations.
6.4.
Comparison with a related method. In [37] , a conjugate residual-type (CR-type) method was proposed which can be adapted for computing f (A)b = A 1/2 b. Instead of computing a polynomial φ k+1 (t) to minimize s(t) − φ(t) among all the polynomials φ(t) of degree not exceeding k, the CR approach computes a different polynomialφ k (t) that minimizes s(t) − tφ(t) among all the polynomialsφ(t) of degree not exceeding k − 1. In other words, to approximate the spline, the proposed algorithm in this paper uses the polynomial φ k+1 (t) ∈ P k+1 , whereas the CR approach usesφ k+1 (t) = tφ k (t), whereφ k (t) ∈ P k . The approximation vector from the CR approach algorithm in [37] is thus Aφ k (A)b. From a conceptual point of view the only difference between the two methods is that the CR approach constrains the sought polynomial to have a value of zero at the origin. From a practical point of view the two approaches differ significantly in their implementation. The CR approach draws a parallel with the solution of linear systems and generates a solution polynomial that can be viewed as a residual polynomial of the form 1 − tφ(t) (which therefore approximates the function 1 − s(t)). Comparisons between the two approaches were made and will not be reproduced here. In short, the two methods deliver similar results, and this is not too surprising.
Note that in the CR approach the polynomial that approximates the spline, tφ k (t), has a zero at the origin so it cannot be directly applied as it can when the function/spline s(t) is nonzero at the origin. However, as was seen above (see also [37] ), one can consider the "residual polynomial" 1 − tφ k (t) as the approximating functionφ k+1 , since this is known to approximate the function 1 − s(t), which now has the value 1 (or indeed any other value by using scaling) at the origin. So, this approach forces the polynomial and the function to have the same value at the origin (or some other point).
Tests with other functions.
We further tested the proposed algorithm on two other functions, the natural logarithm and the exponential, using the same set of matrices in Section 6.1. The logarithm has even larger derivatives than does the square root for t close to the origin; hence it is expected that log(A)b will be much harder to compute. Since the shapes of log and square root look similar, we used the same interval scheme as for the square root. On the other hand, a trick to handling the exponential is to scale the matrix such that its spectral radius is equal to 1, since the derivative of exp(t) on the interval [−1, 1] is bounded by a small value e. By performing such a preprocessing, the conditioning of the matrix is no longer a challenge, and therefore it is not necessary to use the same interval scheme as described in Section 5.2 to perform the spline fitting. We simply used log(m) knots that were evenly distributed on the spectrum of A. The numerical results are listed in Table 6 .4. Compared with Table 6 .1, it is clear, and expected, that log(A)b is harder to approximate than A 1/2 b. A fact not shown in the table is that the approximation quality of log(K)b, for the covariance matrix K of the test of Section 6.3, is appealing: We obtained an error estimate no larger than 10 −10 for k = 100 for both the deformed and undeformed mesh cases. This is expected because these matrices are moderately conditioned. Moreover, the results for exp(A)b indicate a quality of approximation that does not depend on the condition number of the matrix.
Comparison with other methods on the log function.
In this section, we compare the performance of three methods: the method in paper, the restarted Krylov subspace method [11, 2] , and the contour integral method [20] , on the covariance matrices K defined in Section 5.1 (same as the ones used in the experiments in Section 6.3) and the matrix function log. The code used for the restarted Krylov subspace method was obtained from http://www.mathe.tu-freiberg.de/ guettels/funm_kryl/, while the one used for the contour integral method was from [20] (method2.m). All the tolerances were set to 10 −10 . In the restarted Krylov subspace method, we used a restart length of 10. In the contour integral method, we used GMRES(10) as the inner solver, with tolerance set to 10 −15 . Results are shown in Figure 6 .4. The residual plots show a linear convergence for all the three methods and this might be a little surprising since the convergence analysis of the proposed method indicates a slower rate theoretically. We conjecture that when the condition number of the matrix is not high, the proposed method can indeed achieve a linear convergence. Further, note that the convergence of the proposed method and the restarted Krylov subspace method is with respect to the number of matrix-vector multiplications, whereas the convergence of the contour integral method is with respect to the number of quadrature points (the number of linear solves). Therefore, this result shows that the proposed method and the restarted Krylov subspace method are quite close in performance for this application. However, the much faster convergence of the contour integral method may not necessarily mean a better performance. To underline this, we also show the actual run times of the three methods; see the two tables. For the smaller grid, the contour integral method was two orders of magnitude slower than the method presented in this paper, and for the larger grid, GMRES(10) failed to solve many shifted linear systems. (Most often, GMRES(10) stagnated at a very large relative residual, and the contour integrals did not converge. This also happened for other parameters and solvers we tried, such as GMRES(50) and BICGSTAB.) 7. Concluding remarks. We have presented a least squares polynomial approximation method for computing a function of a matrix times a vector f (A)b. The method first approximates the function f (t) by a spline s(t) and then projects s(t) onto a polynomial subspace such that s(A)b can be (approximately) evaluated as a polynomial of A times b. This technique avoids explicitly forming f (A); and the matrix A is referenced only through k matrix-vector multiplications, where k is the degree of the polynomial.
The quality of the approximation obtained from the method depends on the nature of the function f . Specific interval selection schemes for using a spline to fit the function must be defined individually for each f . We discussed the case f (t) = √ t in detail and briefly mentioned the case f (t) = log(t) and f (t) = exp(t). Analysis shows that in order to yield accurate approximations, it is mandatory to place enough knots on the region where f (t) is large. By following this guideline, effective interval schemes for other functions can also be derived.
Experiments show that the proposed algorithm is efficient for a practical statistical sampling problem, which involves computing K 1/2 b for a covariance matrix K ∈ R m×m with a stationary/nonstationary covariance function defined on regular/irregular grids. This application is an example where the matrix A need not be explicitly stored. The algorithm was demonstrated on problems with m up to 10 6 , and current results point to promising performance for problems at extreme scales, with m = 10 12 to 10 15 .
