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Abstract
In this paper, an reconfigurable intelligent surfaces (RIS)-aided millimeter wave (mmWave) non-
orthogonal multiple access (NOMA) systems is considered. In particular, we consider an RIS-aided
mmWave-NOMA downlink system with a hybrid beamforming structure. To maximize the achievable
sum-rate under a minimum rate constraint for the users and a minimum transmit power constraint, a
joint RIS phase shifts, hybrid beamforming, and power allocation problem is formulated. To solve this
non-convex optimization problem, we develop an efficient algorithm, called the joint power allocation,
hybrid beamforming , and phase shifts optimization (J-PA-HB-PSO) algorithm. Specifically, first, the
non-convex problem is transformed into three subproblems, i.e., power allocation, joint phase shifts
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2and analog beamforming optimization, and digital beamforming design. Then, we solve the power
allocation problem under fixed phase shifts of the RIS and hybrid beamforming. Finally, given the
power allocation matrix, an alternating manifold optimization (AMO)-based method and a successive
convex approximation (SCA)-based method are utilized to design the phase shifts, analog beamforming,
and transmit beamforming, respectively. Numerical results reveal that the proposed J-PA-HB-PSO algo-
rithm outperforms state-of-the-art schemes in terms of sum-rate. Moreover, compared to a conventional
mmWave-NOMA system without RIS, the proposed RIS-aided mmWave-NOMA system is capable of
improving the achievable sum-rate of the system.
Index Terms
Reconfigurable intelligent surface, millimeter wave, non-orthogonal multiple access, power alloca-
tion, phase shifts optimization, hybrid beamforming.
I. INTRODUCTION
Millimeter wave (mmWave) communications have been proposed as one of the candidate key
technologies for the fifth-generation (5G) wireless systems and beyond [1]–[3]. In this context,
massive connectivity is a typical requirement for several applications. In conventional systems,
however, the data streams are transmitted, in each resource block, by employing an orthogonal
multiple access (OMA) scheme [4]. For mmWave communications with the OMA scheme, the
number of the users for each data stream in the same time-frequency-code-space resource block
is one. Therefore, the total number of served users is limited, which is no greater than the number
of RF chains in each resource block [5]. In [6], L. Dai et al. proposed a mmWave non-orthogonal
multiple access (NOMA) communication system in order to overcome this issue. Based on this
proposal, the signals are transmitted, in each resource block, by using power domain NOMA.
In addition, the users experiencing different channel conditions are served simultaneously by
employing superposition coding at the transmitter and successive interference cancellation (SIC)
at the receiver [7]. This approach can greatly improve the number of served users.
Although mmWave-NOMA has many advantages in terms of improving the communications
performance, some limitations may prevent the potential application of mmWave-NOMA. Com-
pared with conventional low-frequency communications, a key challenge of mmWave-NOMA
communications is that the transmit signal usually suffers a severe path loss [8]. Furthermore,
the use of highly directive antennas makes mmWave-NOMA communications vulnerable to
3blockages. Finally, strong user interference may limit the application of mmWave-NOMA. Re-
cently, reconfigurable intelligent surfaces (RISs) have been proposed as a promising technology
to alleviate and possibly counteract these problems [9]–[12]. An RIS is a planar array comprising
of a large number of reconfigurable passive elements, which can reflect the incident signal by
appropriately tuning its amplitude and phase. Therefore, RISs have the capability of enhancing
the received signal power and suppress the co-channel interference of the users, as well as
overcoming the path loss and signals’ blockage of mmWave communications thus making the
transfer of information more reliable. In conventional mmWave-NOMA, in addition, the decoding
order is determined by the users’ channel power gains. By using RISs, the users’ decoding
order can be designed in a more flexible manner by reconfiguring the RIS phase shifts, which
introduces additional degrees-of-freedom (DoF) for improving the performance of mmWave-
NOMA systems.
A. Related Work
Thanks to the many potential benefits, RISs have been investigated for application to various
wireless communication systems. In [13], the joint power control and phase shift optimization
problem was studied for application to mobile edge computing in RIS-aided mmWave systems.
Also, a distributed optimization algorithm was proposed to solve the joint optimization problem.
In [14], an architecture for RIS-aided mmWave massive multiple-input multiple-output (MIMO)
systems was designed, and two efficient precoders were proposed by exploiting the sparsity of
mmWave channels. The design of hybrid analog-digital precoding and phase shift optimization
for RIS-aided mmWave systems was investigated in [15], and an iterative algorithm was proposed
to minimize the mean-squared-error (MSE). In [16], the joint transmit beamforming and phase
shift optimization problem was studied for multi-RIS-aided mmWave systems. For application
to multiple-input single-output (MISO) RIS-aided NOMA systems, the semidefinite relaxation
method and the manifold optimization method were used to solve the joint transmit beamforming
and phase shift optimization problem [17]. A theoretical performance comparison between RIS-
NOMA and RIS-OMA was provided in [18], and a low-complexity algorithm was proposed for
achieving near-optimal performance. The resource allocation problem for a multi-channel RIS-
aided NOMA system was studied in [19], and an algorithm was proposed to jointly optimize the
subcarrier assignment, power allocation, and phase shifts. An RIS-aided uplink NOMA system
4was considered in [20], and a near-optimal solution was proposed for jointly optimizing the phase
shifts and the transmit power. Furthermore, many other research problems in the context of RIS-
aided wireless communications have been recently addressed in the literature, which include
information rate maximization in [21]–[24], channel estimation in [25], and robust optimization
in [26], [27]
B. Motivations and Contributions
Although these papers studied sum-rate enhancement for NOMA-aided wireless communica-
tion systems or RIS-aided mmWave communication systems, none of them addressed the analysis
and optimization of RIS-aided mmWave-NOMA systems with a hybrid beamforming structure.
Moreover, the optimal power allocation and sum-rate maximization in RIS-aided mmWave-
NOMA system are challenging tasks to be tackled [7], [28]. Motivated by these considerations,
we investigate an RIS-aided mmWave-NOMA system with a hybrid beamforming structures,
and provide the following technical contributions:
• To maximize the sum-rate under a minimum rate constraint for each user and a minimum
transmit power constraint, we formulate a joint optimization problem for the transmit power,
the phase shifts of the RIS, and the hybrid beamforming. An alternating optimization
algorithm is proposed to solve this problem.
• By assuming that the phase shifts and the hybrid beamforming are fixed, we propose
an algorithm for solving the power allocation problem. Due to the nonconvexity of the
considered problem, we divide it into two subproblems and tackle both of them by applying
alternating optimization methods.
• We optimize the phase shifts of the RIS and the hybrid beamforming to suppress the
interference while maximizing the sum-rate. In the proposed algorithm, the phase shifts
and the analog beamforming are designed by using the alternating manifold optimization
(AMO) algorithm and by assuming that the transmit power and the digital beamforming
weights are fixed. We utilize the successive convex approximation (SCA)-based algorithm
to solve the digital beamforming optimization problem. The convergence of the algorithms
is proved.
• After optimizing the power allocation, the phase shifts of the RIS, and the hybrid beam-
forming, we evaluate the performance of the proposed algorithm for application to RIS-
5aided mmWave-NOMA systems. The numerical results reveal that the proposed RIS-aided
mmWave-NOMA system yields a better sum-rate than a traditional mmWave-NOMA system
that does not use RISs. Moreover, we show that the energy efficiency of the proposed RIS-
aided mmWave-NOMA scheme is similar to the energy efficiency of a mmWave-NOMA
system based on a hybrid beamforming structure.
Organization: The rest of the paper is organized as follows. Section II introduces the system
model and problem formulation. Section III reports the proposed power allocation algorithm.
In Section IV, the AMO algorithm for phase shifts and hybrid beamforming optimization is
introduced. Numerical results are illustrated in Section V in order to evaluate the proposed
J-PA-HB-PSO algorithm. Finally, Section VI concludes the paper.
Notation: The imaginary unit is denoted by j =
√−1. Matrices and vectors are denoted
by boldface capital and lower-case letters, respectively. diag{x1, . . . , xN} denotes a diagonal
matrix whose diagonal components are x1, . . . , xN . The real and imaginary parts of a complex
number x are denoted by Re(x) and Im(x), respectively. x∗, xT , and xH denote the conjugate,
transpose, and conjugate transpose of vector x, respectively. xn and Xk,n denote the nth and
(k, n)th elements of vector x and matrix X , respectively. ‖x‖ denotes the 2-norm of vector
x. CN (x, σ2) denotes the Gaussian distribution, where x and σ are the mean and variance,
respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
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Fig. 1. Illustration of the downlink multi-group multi-user RIS-aided mmWave-NOMA commu-
nication system.
As shown in Fig.1, an RIS-aided mmWave-NOMA system is considered. The access point
(AP) is equipped with a hybrid beamforming structure, where the number of transmit antennas
6and radio frequency (RF) chains are Nt and NRF , respectively. K users equipped with a single
antenna are distributed in N groups, with K > NRF . Let s ∈ CK×1 be the transmitted signals,
where E(ssH) = I. The data streams are precoded by the digital beamforming matrix W ∈
CNRF×Ns , where Ns is the length of each data stream. Then, an analog beamforming matrix
F ∈ CNt×NRF is applied. Analog beamforming is realized by using Nt phase shifters. The
number of data streams is assumed to be equal to the number of RF chains. In particular, each
independent data stream corresponds to a group, i.e., N = Ns = NRF . The signals transmitted
by the AP reach the RIS through the wireless channel. The RIS applies a phase shift matrix
Θ = diag(θ) ∈ CNr×Nr to the incident signals, where θ = [ejθ1 , · · · , ejθNr ]T ∈ CNr×1, 0 ≤ θi ≤
2pi, 1 ≤ i ≤ Nr and Nr is the number of reflecting elements of the RIS. The users perform
successive interference cancellation (SIC) on the signals reflected by the RIS. In particular, SIC
is applied to users in the same group. We denote by Gn the nth group, which fulfills the properties
Gi ∩ Gj = ∅, ∀ i 6= j, where ∅ denotes the empty set,
∑N
n=1 |Gn| = K , and |Gn| is the number
of users in Gn. In our system model, we assume that the direct link between the AP and the
user is blocked, which is a typical application scenario when RISs are needed or used [29]. The
AP-to-RIS channel is denoted by G ∈ CNr×Nt , and the channel between the RIS and the user k
in the nth group is denoted by hn,k ∈ CNr×1. Then, the received signal for the kth user in the
nth group can be written as follows
yn,k = h
H
n,kΘGFWPs+ un,k, (1)
where un,k ∼ CN (0, σ2) is the noise at the user, and P = diag{p1,p2, . . . ,pN} ∈ CN×K is the
power allocation matrix, where pn = [
√
pn,1, . . . ,
√
pn,|Gn|] ∈ C1×|Gn|. The analog beamforming
matrix F and phase shift vector θ with constant modulus constraint are defined as follows [9]
|F i,j| = 1√
Nt
, 1 ≤ i ≤ Nt, 1 ≤ j ≤ NRF , |θi| = 1, 1 ≤ i ≤ Nr. (2)
The hybrid beamforming matrix is defined as
D = FW = [d1,d2, . . . ,dN ]. (3)
Since the transmission power is separated from the hybrid beamforming matrix, each column of
7D fulfills the property
‖dn‖ = 1, 1 ≤ n ≤ N. (4)
Measurement campaigns showed that the power of the mmWave line-of-sight (LoS) path is
usually much higher (about 13 dB higher) than the sum of the powers of non-line-of-sight
(NLoS) paths [30]. Considering this fact, it is desirable to make sure that the channel between
the AP and the RIS is in LoS. In practice, by assuming that the location of the AP is known,
the location of the RIS can be appropriately chosen so as to ensure that the AP-RIS channel is
in LoS. Based on these considerations, we assume that the channel from the AP to the RIS is
or can be well approximated by a rank-one matrix, i.e.,
G = αar(φ)a
T
t (ϑ), (5)
where α is a scaling factor accounting for the antenna and path gains, where at(ϑ) ∈ CNt×1
and ar(φ) ∈ CNr×1 represent the normalized array response vectors associated with the AP and
the RIS, respectively. The channel from the RIS to the kth user in the nth group is generated
according to the following geometric channel model [31]
hn,k =
Ln,k−1∑
l=0
βln,kbt(θl), (6)
where βln,k is a scaling factor accounting for the antenna and path gains, bt(θl) ∈ CNr×1 represents
the normalized array response vector of the RIS, and Ln,k is the total number of paths.
In power domain NOMA, in general, the optimal decoding order of the users is determined
based on the users’ channel gains [32]. In an RIS-aided mmWave-NOMA system with hybrid
beamforming, on the other hand, the decoding order is determined by the channel gains and
by the beamforming gains. Therefore, it is necessary to first determine the decoding order.
Without loss of generality, we assume the decoding order in the nth group is |hHn,1ΘGFwn|2 ≥
|hHn,2ΘGFwn|2 ≥ · · · ≥ |hHn,|Gn|ΘGFwn|2, which implies that the optimal decoding order is
determined by the effective channel gains, ranked in increasing order of magnitude [4], [5], [33].
Thus, the user k in the group n can decode sn,k (n + 1 ≤ j ≤ |Gn|), which is then removed
from the received signal. The other signals are treated as interference. Therefore, the signal to
8interference plus noise ratio (SINR) of the user k in group n is given by
SINRn,k =
|hHn,kΘGFwn|2pn,k
|hHn,kΘGFwn|2
∑k−1
j=1 pn,j +
∑
i 6=n
∑|Gi|
j=1 |hHn,kΘGFwi|2pi,j + σ2
. (7)
In addition, we assume that the interference from other groups can be well suppressed if the
following holds
|hHn,kΘGFwi|2 ≤ τ, i 6= n, (8)
where τ is small enough. Therefore, the main interference originates from other users in the
same group. Under these assumptions the SINRn,k can be approximated as
SINRn,k ≈
|hHn,kΘGFwn|2pn,k
|hHn,kΘGFwn|2
∑k−1
j=1 pn,j + σ
2
. (9)
According to (9), the achievable rate of the user k in group n can be written as
Rn,k = log2(1 + SINRn,k). (10)
Finally, the sum-rate of the RIS-aided mmWave-NOMA system can be written as
R =
N∑
n=1
|Gn|∑
k=1
Rn,k. (11)
We assume that the AP-to-RIS channel and RIS-to-user channel are known by the AP, and that
all optimization operations are executed at the AP. Based on (9)-(11), the sum-rate optimization
problem for RIS-aided mmWave-NOMA with hybrid beamforming can be formulated as
max
W ,Θ,F ,{pn,k}
R (12a)
s.t. Rn,k ≥ γn,k (12b)
pn,k ≥ 0, (12c)
N∑
n=1
|Gn|∑
k=1
pn,k ≤ P, (12d)
|F i,j| = 1√
N
, 1 ≤ i ≤ Nt, 1 ≤ j ≤ NRF , (12e)
|θi| = 1, 1 ≤ i ≤ Nr, (12f)
9D = FW , (12g)
‖dn‖ = 1, 1 ≤ n ≤ N, (12h)
|hHn,kΘGFwi|2 ≤ τ, i 6= n. (12i)
The size of all variables in the problem (12) is NRFNs +NRFNt +K +Nr, which is usually
large. Two major challenges render the solution of the optimization problem in (12) difficult to
tackle. The first difficulty is that the optimized variables are coupled, which makes the problem
non-convex. The second difficulty is the decoding order. Usually, the optimal decoding order
corresponds to the increasing order of the users’ effective channel gains. However, the ordering of
the effective channel gains varies with the beamforming matrix and the phase shift matrix. These
challenges make the problem in (12) difficult to solve. To tackle both issues, a J-PA-HB-PSO
algorithm is proposed, which includes three parts, i.e., power optimization, analog beamforming
and RIS phase shifts optimization, and transmit beamforming optimization. These three sub-parts
are analyzed in the following sections.
III. POWER ALLOCATION OPTIMIZATION
For a given hybrid beamforming matrix and a given phase shifts matrix of the RIS, (12) can
be simplified as
max
{pn,k}
R (13a)
s.t. (12b), (12c), (12d). (13b)
When the hybrid beamforming matrix and the phase shifts matrix of the RIS are fixed, the
decoding order is fixed. This simplifies the optimization problem to solve. Without loss of
generality, we assume |hHn,1ΘGFwn|2 ≥ |hHn,2ΘGFwn|2 ≥ · · · ≥ |hHn,|Gn|ΘGFwn|2. Although
the decoding order is fixed, the objective function and the constraint (12b) in (12) are still non-
convex. To address this issue, we introduce the auxiliary variables {Pn} and Pn =
∑|Gn|
k=1 pn,k,
∀i ≤ n ≤ N , which denotes the power allocated to the nth group. Therefore, (13) is reformulated
as
max
{Pn}
max
{pn,k}
R (14a)
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s.t. (12b), (12c), (14b)
|Gn|∑
k=1
pn,k = Pn, (14c)
N∑
n=1
Pn = P. (14d)
Since we assume that the interference from other groups can be suppressed, according to (9), a
user in group n is mainly interfered by other users in group n. Based on the considered decoding
order and taking into account the results in the results in [34], the maximization of the sum-rate
corresponds to setting, Rn,k = γk, ∀ 1 ≤ n ≤ N , 2 ≤ k ≤ |Gn|, i.e., the user with the higher
decoding order are allocated as much power as possible if the other users meet the minimum
rate requirements. Hence, the solution of the power allocation problem in group n corresponds
to the following equations
Rn,2 = γn,2, . . . , Rn,|Gn| = γn,|Gn|,
|Gn|∑
k=1
pn,k = Pn. (15)
From (11) and (12), the solution of equation (15) is
pn,|Gn| =
2γn,|Gn|
1 + 2γn,|Gn|
(
Pn +
σ2
|hn,|Gn|ΘGFwn|2
)
,
...
pn,2 =
2γn,2
1 + 2γn,2
Pn − |Gn|∑
k=3
pn,k +
σ2
|hn,2ΘGFwn|2
 ,
pn,1 = Pn −
|Gn|∑
k=2
pn,k. (16)
Since Rn,2 = γn,2, · · · , Rn,|Gn| = γn,|Gn|, the objective function in (14a) can be rewritten as
R =
N∑
n=1
Rn,1 +
N∑
n=1
|Gn|∑
k=2
γn,k. (17)
Since
∑N
n=1
∑|Gn|
k=2 γn,k is a constant, (14) is further simplified as
max
{Pn}
N∑
n=1
Rn,1, (18a)
11
s.t. (12b), (14d). (18b)
Because the objective function (18a) is non-convex, solving problem (18) is still difficult. We
propose an iterative algorithm to tackle it. To this end, we note that the optimization problem
in (18) without (12d) is convex. Hence, we have the following Theorem 1.
Theorem 1. When the constraint (12b) is removed, the globally optimal solution of (18) is
P¯n =
P
N
− αn + 1
βn
+
N∑
i=1
αi + 1
Nβi
, (19)
where
βn =
|hHn,1ΘGFwn|2
σ2
1− |Gn|∑
k=2
[
(2γn,k − 1)
k∏
j=2
1
2γn,j
] (20)
and
αn = −
|hHn,1ΘGFwn|2
σ2
|Gn|∑
k=2
[
(2γn,k − 1) σ
2
|hHn,kΘGFwk|2
k∏
j=2
1
2γn,j
]
. (21)
The proof is given in Appendix A.
Based on Throrem 1, if P¯n in (19) satisfies the constraint in (12b), i.e.,
|hHn,kΘGFwn|2pn,k
|hHn,kΘGFwn|2(P¯n−pn,k)+σ2
≥
2γn,k−1, P¯n is the optimal solution of (18). However, if P¯n do not satisfy the constraint in (12b),
i.e.,
|hHn,kΘGFwn|2pn,k
|hHn,kΘGFwn|2(P¯n−pn,k)+σ2
≤ 2γn,k − 1, P¯n is not the optimal solution of (18). In this latter
case, the result in Theorem 2 can be used.
Theorem 2. When the constraint (12b) is considered, the globally optimal solution should always
satisfy
Pˆn =
2γn,1 − αn
βn
, ∀ n ∈
{
n|1 ≤ n ≤ N, |h
H
n,kΘGFwn|2pn,k
|hHn,kΘGFwn|2(P¯n − pn,k) + σ2
< 2γn,k − 1
}
. (22)
The proof is given in Appendix B.
When n ∈
{
n|1 ≤ n ≤ N, |h
H
n,kΘGFwn|2pn,k
|hHn,kΘGFwn|2(P¯n−pn,k)+σ2
≤ 2γn,k − 1
}
, the optimal power alloca-
tion can be obtained by solving the following problem
max
{Pn}
∑
n/∈N
Rn,1 (23a)
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s.t. Rn,1 ≥ rn,1, (23b)∑
n/∈N
Pn ≤ P −
∑
j∈N
Pˆj, (23c)
where N =
{
n|1 ≤ n ≤ N, |h
H
n,kΘGFwn|2pn,k
|hHn,kΘGFwn|2(P¯n−pn,k)+σ2
≤ 2γn,k − 1
}
. Based on (23), the proposed
algorithms consists of the following steps. First, we consider the problem in (23) by ignoring
the constraint (23b). In this case, Theorem 1 can be used. Then, we use Theorem 2 in order
to obtain the solutions that do not satisfy the constraint (23b), and update problem (23). This
procedure is iterated until convergence, as reported in Algorithm 1.
Algorithm 1: Proposed Group Power Allocation Algorithm
1 Initialization: t = 0, P (t)n = P (0)n = PNRF .
2 Repeat:
3 V = {1, 2, · · · , N}, let N = V .
4 If: N 6= ∅
5 Repeat:
6 According to Theorem 1, calculate βn, αn, and P¯
(t)
n .
7 Update N =
{
n|1 ≤ n ≤ N, |h
H
n,kΘGFwn|2pn,k
|hHn,kΘGFwn|2(P¯n−pn,k)+σ2
≤ 2γn,k − 1
}
.
8 According to Theorem 2, calculate Pˆ (t)n .
9 Update the set according to V = V/N .
10 Until: N = ∅.
11 Update: Pˆ (t)n = P¯ (t)n .
12 Until: P ∗n = Pˆ
(Tmax)
n , where Tmax is maximize the number of iterations.
13 Output: {P ∗n}.
IV. PHASE SHIFTS AND HYBRID BEAMFORMING DESIGN
Given {pn,k} and {Pn}, the original problem in (12) can be simplified as follows
max
Θ,F ,W
R (24a)
s.t. (12b), (12e), (12f), (12g), (12h), (12i). (24b)
13
The non-convex modulus constraints for the analog beamforming and the phase shifts of the
RIS make the solving (24a) difficult. To tackle (24a), we propose a suboptimal algorithm. First,
we introduce the auxiliary variables {ui}, {vn,k,i}, {zn,k,i}, such that
ui = GFwi, vn,k,i = h
H
n,kΘui, zn,k,i = vn,k,iv
H
n,k,i. (25)
Substituting (25) into (12a), the problem in (12) can be rewritten as
max
W ,Θ,F ,{ui},{vn,k,i},{zn,k,i}
N∑
n=1
|Gn|∑
k=1
log2
(
1 +
zn,k,npn,k
zn,k,n
∑k−1
j=1 pn,j + σ
2
)
(26a)
s.t. zn,k,npn,k − (2γn,k − 1)(zn,k,n
k−1∑
j=1
pn,j + σ
2) ≤ 0 (26b)
(12e), (12f), (12g), (12h), (26c)
ui = GFwi, (26d)
vn,k,i = h
H
n,kΘui, (26e)
zn,k,i = vn,k,iv
H
n,k,i, (26f)
zn,k,i ≤ τ, i 6= n. (26g)
In order to transform the objective function in (26a) into a difference of convex (DC) program-
ming problem, we note that the objective function (26a) is equal to
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2)−
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k−1∑
j=1
pn,j + σ
2). (27)
According to [35], the problem in (26) is equivalent to
min
W ,Θ,F ,{ui},{vn,k,i},{zn,k,i}
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k−1∑
j=1
pn,j + σ
2)−
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2)
(28a)
s.t. (12e), (12f), (12g), (12h), (26b),
(26d), (26e), (26f), (26g). (28b)
Now, we focus on the constraint (26f). The following theorem holds.
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Theorem 3. Constraint (26f) is equivalent to the followingzn,k,i vn,k,i
vHn,k,i 1
  0, (29)
and
zn,k,i − vn,k,ivHn,k,i ≤ 0. (30)
The proof is given in Appendix C.
Substituting (29) and (30) into (28), the problem in (28) is rewritten as
min
W ,Θ,F ,{ui},{vn,k,i},{zn,k,i}
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k−1∑
j=1
pn,j + σ
2)−
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2)
(31a)
s.t. (12e), (12f), (12g), (12h), (26b),
(26d), (26e), (26g) (31b)
(zn,k,i − vn,k,ivHn,k,i) ≤ 0, (31c)zn,k,i vn,k,i
vHn,k,i 1
  0. (31d)
Employing the exact penalty method [35], (31) can be rewritten as
min
W ,Θ,F ,{ui},{vn,k,i},{zn,k,i}
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k−1∑
j=1
pn,j + σ
2)−
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2)
+λ
( N∑
i=1
‖ui −GFwi‖2 + ‖D − FW ‖2 +
N∑
n=1
|Gn|∑
k=1
N∑
i=1
‖vn,k,i − hHn,kΘui‖2 +
N∑
n=1
|Gn|∑
k=1
N∑
i=1
(zn,k,i − vn,k,ivHn,k,i)
)
(32a)
s.t. (12e), (12f), (12g), (12h), (26b),
(26g), (31c), (31d). (32b)
We observe that the minuend and the subtrahend in the objective function and the constraints
(26b), (26g), and (31d) are convex, but the constraints (12e)-(12h) and (31c) are still non-
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convex. To deal with the non-convex constraints in (12e), (12f), and (12h), we propose an AMO
algorithm.
A. Phase Shift and Analog Beamforming Design Based on the AMO Algorithm
For a fixed transmit beamforming and power allocation matrix, problem (32) simplifies to
min
D,Θ,F
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k−1∑
j=1
pn,j + σ
2)−
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2)
+ λ
( N∑
i=1
‖ui −GFwi‖2 + ‖D − FW ‖2 +
N∑
n=1
|Gn|∑
k=1
N∑
i=1
‖vn,k,i − hHn,kΘui‖2
+
N∑
n=1
|Gn|∑
k=1
N∑
i=1
(zn,k,i − vn,k,jvHn,k,i)
)
(33a)
s.t. (12e), (12f), (12h), (33b)
According to the notion of manifold optimization, problem (33) can be reformulated in three
sub-problems:
min
M1
N∑
n=1
|Gn|∑
k=1
N∑
i=1
‖vn,k,i − hHn,kΘui‖2, (34)
min
M2
N∑
i=1
‖ui −GFwi‖2 + ‖D − FW ‖2, (35)
min
M3
‖D − FW ‖2, (36)
where M1, M2, and M3 are the manifold space defined in the constant modulus constraints in
(12e)-(12f). Then, M1, M2, and M3 are expressed as
M1 =
{
θ ∈ CNr×1||θ1| = · · · = |θNr | = 1
}
, (37)
M2 =
{
F ∈ CNt×NRF ||F1,1| = · · · = |FNt,NRF | = 1
}
, (38)
M3 =
{
D ∈ CNt×N |DDH  I = I} , (39)
In particular,M1 andM2 are called Riemannian manifolds, andM3 is called Oblique manifold
[36]. The principle of manifold optimization method is to apply the gradient descent algorithm
in the manifold space. In particular, the gradient descent algorithm on Riemannian manifolds
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is similar to that in Euclidean spaces. However, the Riemannian gradient is used for the search
direction. The Riemannian gradients of (34)-(36) at the current point θ, F , D are defined as the
projection of the search direction in the Euclidean space onto the tangent spaces TθM1, TFM2,
and TDM3, which can be expressed as
TθM1 =
{
u ∈ CNr×1|Re{θH  u} = 0} , (40)
TFM2 =
{
U ∈ CN×NRF |Re{FH U} = 0} , (41)
TDM3 =
{
V ∈ CNr×NRF |Re{I  Re(DV H)} = 0} . (42)
where  denotes the Hadamard product. Then, the Euclidean gradients of (34)-(36) at θ, F ,
and D are computed as follows
∇θf1(θ) =
N∑
n=1
|Gn|∑
k=1
N∑
i=1
diag(hHn,k)uiuidiag(hn,k)θ
∗ − h∗n,k  uiv∗n,k,i, (43)
∇F f2(F ) =
N∑
i=1
GTG∗F ∗w∗iw
T
i −
N∑
i=1
GTu∗iw
T
i + F
∗W ∗W T −D∗W T , (44)
∇Df3(D) = D∗ − F ∗W ∗, (45)
where f1(θ) =
∑N
n=1
∑|Gn|
k=1
∑N
k=1 ‖vn,k,i − hHn,kΘui‖, f2(F ) =
∑N
i=1 ‖ui −GFwi‖ + ‖D −
FW ‖, f3(D) = ‖D − FW ‖. Based on the Euclidean gradient, the Riemannian gradients of
(34)-(36) are expressed as
gradθ f1(θ) = ∇θf1(θ)− Re{∇θf1(θ) θ}  θ, (46)
gradF f2(F ) = ∇F f2(F )− Re{∇F f2(F ) F }  F , (47)
gradD f3(D) = ∇Df3(D)− (I  Re{I  (∇Df3(D))H})D. (48)
Hence, the current point θ, F , and D in the tangent space TθM1, TθM2, TθM3 are updated as
θ − δ1∇θf1(θ), F − δ2∇F f2(F ), and D − δ3∇Df3(D), where δ1 > 0, δ2 > 0, and δ3 > 0 are
the step size. It should be noticed that the update point may leave the manifold space. Thus, a
retraction operation is used to ensure that the point stays in the manifold. More specifically the
retraction operations are expressed as
Ret(δ1∇θf1(θ)) = θ − δ1∇θf1(θ)‖θ − δ1∇θf1(θ)‖ , (49)
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Ret(δ2∇F f2(F )) = F − δ2∇F f2(F )‖F − δ2∇F f2(F )‖ , (50)
Ret(δ3∇F f3(D)) = D − δ3∇Df3(D)‖D − δ3∇Df3(D)‖ . (51)
Via these operations, we can obtain the solution for Θ,F ,D. The details are summarized in
Algorithm 2. In the proposed AMO algorithm, the analog beamforming, the phase shifts of
Algorithm 2: Proposed AMO Algorithm for Problem (33)
1 Intialization: The iteration number t = 0, t1 = 0, t2 = 0, t3 = 0, the accuracy 1, 2, and
3.
2 Repeat:
3 Repeat:
4 Calculate the Euclidean gradient and the Riemannian gradient based on (43) and (46)
5 Determine the step size δt11 based on [36], then, perform gradient descent algorithm over
the current tangent space using θt1 − δ1∇θt1f1(θt1) and update θ based on (49)
6 Set t1 = t1 + 1.
7 Until: ‖θt1+1 − θt1‖ ≤ 1.
8 Repeat:
9 Calculate the Euclidean gradient and the Riemannian gradient based on (44) and (47)
10 Determine the step size δt22 based on [36], then, perform gradient descent algorithm over
the current tangent space using F t2 − δ2∇F t2f2(F t2) and update F t2 based on (50)
11 Set t2 = t2 + 1.
12 Until: ‖f2(F t2+1)− f2(F t2)‖ ≤ 2.
13 Repeat:
14 Calculate the Euclidean gradient and the Riemannian gradient based on (45) and (48)
15 Determine the step size δt33 based on [36], then, perform gradient descent algorithm over
the current tangent space using Dt3 − δ3∇Dt3f3(Dt3) and update Dt3 based on (51)
16 Set t3 = t3 + 1.
17 Until: ‖f3(Dt3+1)− f3(Dt3)‖ ≤ 3.
18 Set t = t+ 1.
19 Until: The stop condition is satisfied .
20 Output: θ∗,F ∗,D∗.
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the RIS, and the hybrid beamforming are optimized via the manifold optimization algorithm.
According to Theorem 4.3.1 in [36], the algorithm that uses the manifold optimization method
is guaranteed to converge to the point where the gradient of the objective function is zero [36].
B. Digital Beamforming Based on the SCA Algorithm
We assume that the hybrid beamforming matrix, the power allocation matrix, and the phase
shift matrix of the RIS are fixed, and the digital beamforming in problem (30) is optimized. To
simplify the writing of problem (30), we define the functions
f({zn,k,n}) =
N∑
n=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2), g({vn,k,i}) = −vn,k,ivHn,k,i. (52)
Also, (32a) can be re-written as
min
W ,{ui},{vn,k,i},{zn,k,i}
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k−1∑
j=1
pn,j + σ
2)−
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2)+
λ
( N∑
i=1
‖ui −GFwi‖2 + ‖D − FW ‖2 +
N∑
n=1
|Gn|∑
k=1
N∑
i=1
‖vn,k,i − hHn,kΘui‖2
+
N∑
n=1
|Gn|∑
k=1
N∑
i=1
(zn,k,i − vn,k,ivHn,k,i)
)
, (53a)
s.t. (26b), (26g), (31d). (53b)
The problem in (53) is a standard DC programming problem. However, it is still a non-convex
problem. To deal with the non-convex objective function, we use the SCA method [35] in order
to transform the non-convex part of the objective function into a convex function, and then to
iteratively solve the convex approximation problem. In the following, we focus our attention on
finding convex bounds for the concave functions f({zn,k,n}) and g({vn,k,i}). To this end, the
first-order Taylor expansion at the point ({zn,k,n}, {vn,k,i}) can be written as
f({zn,k,n}|{z˜n,k,n}) = f({z˜n,k,n}|{z˜n,k,n}) +
N∑
n=1
|Gn|∑
k=1
∑k
j=1 pn,j
ln 2
zn,k,n − z˜n,k,n
z˜n,k,n
∑k
j=1 pn,j + σ
2
(54)
and
g({vn,k,i}|{v˜n,k,i}) = v˜n,k,iv˜Hn,k,i − 2Re{vn,k,iv˜Hn,k,i}. (55)
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Therefore, the t+ 1th iteration of the proposed SCA-based iterative algorithm is expressed as
min
W ,{ui},{vn,k,i},{zn,k,i}
N∑
n=1
|Gn|∑
k=1
log2(z˜
t
n,k,n
k−1∑
j=1
pn,j + σ
2) +
N∑
n=1
|Gn|∑
k=1
∑k
j=1 pn,j(zn,k,n − z˜tn,k,n)
ln 2(z˜tn,k,n
∑k
j=1 pn,j + σ
2)
−
N∑
n=1
N∑
n=1
|Gn|∑
k=1
log2(zn,k,n
k∑
j=1
pn,j + σ
2) + λ
( N∑
i=1
‖ui −GFwi‖2
+
N∑
n=1
|Gn|∑
k=1
N∑
i=1
‖vn,k,i − hHn,kΘui‖2 + ‖D − FW ‖2
+
N∑
n=1
|Gn|∑
k=1
N∑
i=1
(zn,k,i − v˜tn,k,i(v˜Hn,k,i)t + 2Re{vn,k,i(v˜Hn,k,i)t})
)
(56a)
s.t. (26b), (26g), (31d). (56b)
Starting with a feasible point for the problem (56), the proposed alternating optimization al-
gorithm is summarized in Algorithm 3. The convergence of Algorithm 3 is analyzed in the
Algorithm 3: Proposed SCA-based Algorithm for Problem (56)
1 Initialization: t = 0, {v˜(0)n,k,j},{z˜(0)n,k,j},  is the accuracy.
2 Repeat:
3 Calculating {w(t)n },{v(t)n,k,j}, {z(t)n,k,j},{u(t)j } by using CVX [35].
4 Update v˜(t+1)n,k,j = v
(t)
n,k,j , z˜
(t+1)
n,k,j = z
(t)
n,k,j .
5 Set t = t+ 1;
6 Until: ‖w(t)n −w(t)n ‖2 ≤ .
7 Output: W ∗
following theorem.
Theorem 4. Algorithm 3 converges to a stationary point that satisfies the KKT conditions.
The proof is given in Appendix D.
C. Optimization Algorithms to Solve (14) and Computational Complexity
In the above sections, we have presented the algorithms for power allocation, digital beamform-
ing, analog beamforming, and phase shifts optimization. Based on these algorithms. Algorithm 4
provides the proposed solution for solving the general optimization problem in (14). In particular,
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we first use Algorithm 1 to solve the power allocation problem, and we assume that the hybrid
beamforming matrix and phase shifts of the RIS are fixed. Thus, the power allocation can be
viewed as the function of the power matrix. Then, we calculate the analog beamforming and
phase shifts of the RIS by using Algorithm 2. Finally, the digital beamforming matrix is obtained
by using Algorithm 3.
Algorithm 4: Proposed J-PA-HB-PSO Algorithm for Problem (12)
1 Initialization: {p(0)m,k}, {P (0)m }, Θ(0), W (0), F (0).
2 Repeat:
3 Using Algorithm1 to calculate {p(t)m,k} and {P (t)m }.
4 Using Algorithm2 to calculate Θ(t) and F (t).
5 Using Algorithm3 to calculate W (t).
6 Reorder the effective channel gains of the users in each group.
7 Set t = t+ 1.
8 Until: p(t)m,k = p
(t+1)
m,k , P
(t)
m = P
(t+1)
m , Θ(t) = Θ(t), and W (t) = W (t+1).
9 Output: {p∗n,k}, {P ∗n}, Θ∗, W ∗, F ∗.
In Algorithm 1, the complexity of calculating the effective channel gains of the users is
O(MKN). Each time that {Pm} is updated, the maximum number of iterations is M , and the
complexity of computing {Pm} in each subcycle is no higher than O(K2). Thus, the complexity
of Algorithm 1 is O(MKN +S1MK2), where S1 is the number of iterations. In Algorithm 2,
according to [37], the computational complexity of the AMO algorithm is O(T1 121 +T2
1
22
+T3
1
23
),
where T1, T2 and T3 are the number of iterations. The transmit beamforming problem in (56)
is solved by using Algorithm 3 that is based on the SCA method. Since there are 2NtNRF +
2NrK+3NK
2 real variables in problem (56), the computational complexity of the SCA method
is O(S3(2NtNRF + 2NrK + 3NK2)3.5 log2(1 )) according to [38], where  is the accuracy of
the SCA method and S3 is the number of iterations. Therefore, the computational complexity
of Algorithm 4 is O(T (MKN +S1MK2 +S3(2NtNRF + 2NrK + 3NK2)3.5 log2(1 ) + T1 121 +
T2
1
22
+ T3
1
23
)), where T is the number of iterations of Algorithm 4.
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Fig. 2. Simulated RIS-aided mmWave-NOMA communication scenario in (a). Simulated
mmWave-NOMA communication scenario without RIS in (b).
V. NUMERICAL RESULTS
In this section, simulation results are provided to verify the performance of the considered
RIS-aided mmWave-NOMA system. The simulation scenario is shown in Fig. 2, where the
obstacles and three groups of users are distributed on a circle with a radius of r = 50 m. The
RIS and the obstacle locate on a line and the distance between them is dIO = 9 m. The AP and
the obstacle are also on the same line and the distance between them is d = 16 m. The distance
between the AP and the RIS is 25 m. The channel models in (5) and (6) are considered. Based on
[30], the path fading factor α and βn,k satisfy the Gaussian distribution CN (0, 10−PLα(dAI)) and
CN (0, 10−PLβn,k (dIk)), where dIk represents the distance from the RIS to the k user. According
to [30], PLα(dAI) and PLβn,k(dIk) can be formulated as follows
PLα(dAI) = ηa + 10ηb log10(dAI) + β (57)
PLβn,k(dIk) = ηa + 10ηb log10(dIk) + β, (58)
where β ∼ CN (0, σ2β) is the variance of the shadowing. ηa = 73, ηb = 2.92 and σβ = 8.7 dB.
The other parameters are set as follows: Nt = 32, NRF = N = 3, K = 6, Nr = 64. The transmit
power is P = 30 dBm and the noise power is σ2 = 1 mW. For comparison and benchmarking,
four different transmission schemes are considered: a mmWave-NOMA scheme without RIS, an
RIS-aided all-digital structure mmWave-NOMA system, an all-digital structure mmWave-NOMA
system without RIS, and a mmWave-FDMA scheme without RIS. The system setup without RIS
is illustrated in Fig. 2(b).
In Figs. 3, the convergence of the proposed algorithms is analyzed by using numerical simula-
tions. In the figures, the power allocation algorithm is called the first layer iteration, the manifold
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Fig. 3. Convergence behavior of the proposed algorithms.
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Fig. 4. Sum-rate versus minimum rate constraint of user.
optimization algorithm is called the second layer iteration, and the SCA-based algorithm is called
the third iteration. In Fig. 3(a), the convergence of the algorithm against the number of iterations
is studied, and it is observed that the sum-rate of the power allocation algorithm converges in
about 10 iterations. The simulation results in Fig. 3(b) and Fig. 3(c) show that the phase shifts
optimization based on the AMO algorithm and the transmit beamforming optimization based on
SCA algorithm have good convergence performance. The sum-rate increases with the increase
of the SNR and finally converges to a stable value.
Fig. 4 compares the sum-rate of all of the considered transmission schemes. The minimum rate
constraint for all the users is equal to γ. The proposed RIS-aided hybrid mmWave-NOMA system
outperforms the hybrid mmWave-OMA system without the RIS. Similarly, the RIS-aided fully-
digital mmWave-NOMA system outperforms the fully-digital mmWave-OMA system without
the RIS. When the minimum rate constraint γ is small, e.g., 1 bps, proposed RIS-aided schemes
largely outperform the schemes without RIS. When γ is small, in fact, more power can be
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Fig. 5. Sum-rate versus total power.
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Fig. 6. Sum-rate of the users versus the distance dIO for different SNR in (a), sum-rate versus
the number of phase shifts of RIS in (b).
allocated to the users with the highest channel gain in each group by appropriately optimizing
the phase shifts of the RIS. Moreover, there exist channel realizations that can not satisfy the
minimum rate constraint when γ is large. In this case, the rate is set equal to zero. We note that
the sum-rate of the proposed RIS-aided schemes is close to that of all-digital mmWave NOMA
schemes without RIS, which highlights that the proposed RIS-based schemes can suppress the
interference well.
Fig. 5 shows the sum-rate of the four considered schemes as a function of the total transmission
power. From Fig. 5, it can be found that the proposed RIS-aided hybrid mmWave-NOMA and
RIS-aided fully-digital mmWave-NOMA schemes can achieve a higher sum-rate than the RIS-
aided hybrid mmWave-NOMA and fully-digital mmWave-NOMA systems. In particular, when
the transmission power is low, the superiority RIS-aided schemes is more apparent.
In Fig. 6(a), we plot the sum-rate of the users against the distance from the RIS to the
obstacle for different SNR, which allows us to examine the impact of the distance on the system
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performance. We compare the performance of the proposed RIS-aided full digital mmWave
NOMA scheme with that of RIS-aided mmWave NOMA scheme. We observe that the sum-rate
of the users first increases with the distance dIO and then decreases when dIO is beyond a
certain value. This is attributed to the fact that the desired signal and the interference received
by the users decrease when dIO increases. However, the attenuation of the interference is larger
than that of desired signal because the interference undergoes a more severe path loss. As dIO
further increases, the desired signal strength further decreases, which decreases the sum-rate of
the users. Furthermore, we observe that the performance gain of all the proposed RIS-aided
schemes increase when dIO decreases. In this situation, the optimization of the location of the
RIS becomes critical.
In Fig. 6(b), the performance of the proposed optimization scheme as a function of the number
of RIS elements is evaluated. For comparison, the performance of two benchmark schemes is
considered as well. The first benchmark scheme (called RB-ZF in the figure) corresponds to
using random phases for the phase shifts of the RIS and for analog beamforming, as well as
zero-forcing (ZF) for digital beaforming, [39]. The second benchmark scheme corresponds to
using (called COCP-RB-ZF in the figure), analog beamforming with random phase shift and
digital precoding used ZF, [40]. Fig. 6b shows that the proposed RIS-based scheme has better
performance than the other schemes. In all cases, as expected, the performance improves with
the increase of the number of RIS reflection elements. It is worth noting that the RB-ZF and the
COCP RB-ZF schemes do not account for the impact of interference from other groups. This is
one of the reasons of the superiority of the proposed scheme.
VI. CONCLUSION
In this paper, the joint power allocation, phase shifts optimization, and hybrid beamforming
design for downlink multiuser RIS-aided mmWave-NOMA was investigated. The phase shifts of
the RIS, the power allocation at the AP, and the hybrid beamforming were jointly optimized for
maximizing the system sum-rate. To solve the corresponding non-convex problem, we proposed a
J-PA-HB-PSO algorithm. First, a sub-optimal algorithm is proposed for power allocation under
arbitrarily fixed phase shifts and hybrid beamforming. Then, given the power allocation, we
utilized the AMO algorithm and SCA-based algorithm to design the phase shifts of the RIS and
the hybrid beamforming to maximize the sum-rate. Finally, numerical results showed that the
proposed algorithms are capable of achieving near-optimal performance and that a significant
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performance gain can be achieved by optimizing the phase shifts of the RIS. In addition,
simulation results showed that the proposed RIS-aided mmWave-NOMA scheme outperforms
mmWave-NOMA schemes without the RIS.
APPENDIX A
PROOF OF THEOREM 1
Because the interference from other groups is ignored, the SINR for user 1 in group n can
be written as follows
fn,1 =
|hHn,1ΘGFwn|2pn,1
σ2
. (65)
Based on
∑|Gn|
k=1 pn,k = Pn, the relationship between pn,1 and Pn is linear. Therefore, the
relationship between γn,1 and Pn is
fn,1 = βnPn + αn, (66)
where βn and αn are expressed as
βn =
|hHn,1ΘGFwn|2
σ2
1− |Gn|∑
k=2
[
(2γn,k − 1)
k∏
j=2
1
2γn,j
] , (67)
αn = −
|hHn,1ΘGFwn|2
σ2
|Gn|∑
k=2
[
(2γn,k − 1) σ
2
|hHn,kΘGFwk|2
k∏
j=2
1
2γn,j
]
. (68)
It is not difficult to find that βn ≥ 0 and αn ≥ 0. Then, (20a) and (14b) are rewritten as
N∑
n=1
log2(βnPn + αn + 1), ηn,1 − αn − Pnβn ≤ 0. (69)
According to (69), the problem in (20) can be stated as
max
{Pn}
N∑
n=1
Rn,1, (70a)
s.t. ηn,1 − αn − Pnβn ≤ 0,
N∑
n=1
Pn ≤ 0, (70b)
We denote the objective function in (20a) as f({Pn}) =
∑N
n=1 log2(βnPn + αn). We observe
that f({Pn}) is an increasing function in Pn. Ignoring the constraint (14b), problem (20) can be
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solved by the Karush-Kuhn-Tucker (KKT) conditions, i.e.,
∂f({Pn})
∂Pn
= λ,
N∑
n=1
Pn = P. (71)
The solution of equation in (71) is
P¯n =
P
N
− αn + 1
βn
+
N∑
i=1
αi + 1
Nβi
. (72)
Then, Theorem 1 is proved.
APPENDIX B
PROOF OF THEOREM 2
To prove Theorem 2, we use the method of proof by contradiction. Assuming there is an
optimal solution Pˆn1 which satisfies Pˆn1 >
2γn,1−αn
βn
> P¯n1 . Since
∑N
n=1 Pˆn ≤ P , there always
exists Pˆn2 ≤ P¯n2 (n2 6= n1). The power allocation solution can be expressed as
Ln1 = Pˆn1 − δ, Ln2 = Pˆn2 + δ, Ln = Pˆn, n 6= n1, n2. (73)
Therefore, we only need to prove that the sum rate of the power allocation solution {Ln} is
higher than that of the solution {Pˆn}. We assume that the objective function in (20a) with
solution {Ln} is g({Ln}) =
∑N
n=1 log2(βnLn + αn), and the objective function in (20a) with
solution {Pˆn} is h({Pˆn}) =
∑N
n=1 log2(βnPˆn+αn). If δ = 0, then g({Ln})−h({Pˆn}) = 0. The
derivative of g({Ln})− h({Pˆn}) with respect to δ is
∂g({Ln})− h({Pˆn})
∂δ
=
1
ln 2
βn2
(βn2(Pˆn2 + δ) + αn2 + 1)
− 1
ln 2
βn1
(βn1(Pˆn1 − δ) + αn1 + 1)
. (74)
According to the derivative of the objective function (20a), we have
1
ln 2
βn2
(βn2(Pˆn2 + δ) + αn2 + 1)
>
1
ln 2
βn2
(βn2P¯n2 + αn2 + 1)
(75)
1
ln 2
βn1
(βn1(Pˆn1 − δ) + αn1 + 1)
<
1
ln 2
βn1
(βn1P¯n1 + αn1 + 1)
, (76)
where 1
ln 2
βn1
(βn1 P¯n1+αn1+1)
= 1
ln 2
βn2
(βn2 P¯n2+αn2+1)
= 1
ln 2
N
P+
∑N
n=1
αn+1
βn
. Therefore, (72) is equivalent to
∂g({Ln})− h({Pˆn})
∂δ
>
1
ln 2
βn2
(βn2P¯n2 + αn2 + 1)
− 1
ln 2
βn1
(βn1P¯n1 + αn1 + 1)
= 0. (77)
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Since g({Ln})− h({Pˆn}) = 0, we have g({Ln}) > h({Pˆn}), which demonstrates that {Ln} is
better than {Pˆn}. This contradicts the assumption that {Pˆn} is the optimal solution. To this end,
the optimal solution of problem (20) must satisfy Pˆn = 2
γn,1−αn
βn
, n ∈ N . Thus, Theorem 2 is
proved.
APPENDIX C
PROOF OF THEOREM 3
According to the Schur complement,
zn,k,i vn,k,i
vHn,k,i 1
  0 is equivalent to zn,k,i−vn,k,ivHn,k,i > 0.
Combining zn,k,i − vn,k,ivHn,k,i > 0 with zn,k,i − vn,k,ivHn,k,i < 0, we have zn,k,i − vn,k,ivHn,k,i = 0,
thus, zn,k,i = vn,k,ivHn,k,i, which demonstrates that we can replace (30f) with (33) and (34). Thus
Theorem 3 is proved.
APPENDIX D
PROOF OF THEOREM 4
In order to simplify the notation, let Q({wi}, {ui}, {vn,k,i}, {zn,k,i}) denote (57a) and Q({wi},
{ui}, {vn,k,i}, {zn,k,i}|{v˜n,k,i}, {z˜n,k,i}|) denote (60a). In each iteration of Algorithm 4, Q({wi},
{ui}, {vn,k,i}, {zn,k,i}) is replaced by Q({wi}, {ui}, {vn,k,i}, {zn,k,i}|{v˜n,k,i}, {z˜n,k,i}|), which is
a differentiable convex function. Based on [41], Algorithm 4 converges to a KKT point of the
problem (58), which must satisfy the following conditions:
Q({wi}, {ui}, {vn,k,i}, {zn,k,i}) ≤ Q({wi}, {ui}, {vn,k,i}, {zn,k,i}|{v˜n,k,i}, {z˜n,k,i}|) (78)
Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i}) = Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i}|{v˜t+1n,k,i}, {z˜t+1n,k,i}|) (79)
∂Q({wti},{uti},{vtn,k,i},{zn,k,i})
∂vn,k,i
=
∂Q({wti},{uti},{vtn,k,i},{ztn,k,i}|{v˜t+1n,k,i},{z˜t+1n,k,i}|)
∂vn,k,i
(80)
∂Q({wti},{uti},{vtn,k,i},{ztn,k,i})
∂zn,k,i
=
∂Q({wti},{uti},{vtn,k,i},{ztn,k,i}|{v˜t+1n,k,i},{z˜t+1n,k,i}|)
∂zn,k,i
. (81)
According to the Taylor expansion, Q({wi}, {ui}, {vn,k,i}, {zn,k,i}) and Q({wi}, {ui}, {vn,k,i},
{zn,k,i}|{v˜n,k,i}, {z˜n,k,i}|) satisfy the first condition. Since v˜t+1n,k,i = vtn,k,i and z˜t+1n,k,i = ztn,k,i, the
second condition is satisfied as well. Finally, we verify the conditions in (80)-(81) by deriving the
first derivatives of Q({wti}, {uti}, {vtn,k,i}, {zn,k,i}) and Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i}|{v˜t+1n,k,i}
, {z˜t+1n,k,i}|) with respect to vn,k,i, and zn,k,i, respectively. They can be written as follows:
∂Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i})
∂vn,k,i
= λ((vtn,k,i)
∗ − ((htn,k)HΘtut)∗ − (vtn,k,i)∗). (82)
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∂Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i}|{v˜t+1n,k,i}, {z˜t+1n,k,i}|)
∂vn,k,i
= λ((vtn,k,i)
∗ − ((htn,k)HΘtut)∗ − (vtn,k,i)∗).
(83)
∂Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i})
∂zn,k,i
=
∑k−1
j=1 pn,j
ln2(ztn,k,n
∑k−1
j=1 pn,j+σ
2)
−
∑k
j=1 pn,j
ln2(ztn,k,n
∑k
j=1 pn,j+σ
2)
n = i
1 n 6= i.
(84)
∂Q({wti}, {uti}, {vtn,k,i}, {ztn,k,i}|{v˜t+1n,k,i}, {z˜t+1n,k,i}|)
∂zn,k,i
=
∑k−1
j=1 pn,j
ln2(ztn,k,n
∑k−1
j=1 pn,j+σ
2)
−
∑k
j=1 pn,j
ln2(ztn,k,n
∑k
j=1 pn,j+σ
2)
n = i
1 n 6= i.
(85)
The conditions (20) and (21) are verified to be satisfied. Therefore, Algorithm 4 converges to
a KKT solution of problem (58).
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