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We perform an independent search for sinusoidal-based modulation in the recently released
ANAIS-112 data, which could be induced by dark matter scatterings. We then evaluate this hy-
pothesis against the null hypothesis that the data contains only background, using four different
model comparison techniques. These include frequentist, Bayesian, and two information theory-
based criteria (AIC and BIC). This analysis was done on both the residual data (by subtracting the
exponential fit obtained from the ANAIS-112 Collaboration) as well as the total (non-background
subtracted) data. We find that according to the Bayesian model comparison test, the null hypothesis
of no modulation is decisively favored over a cosine-based annual modulation for the non-background
subtracted dataset in 2-6 keV energy range. None of the other model comparison tests decisively
favor any one hypothesis over another. This is the first application of Bayesian and information
theory techniques to test the annual modulation hypothesis in ANAIS-112 data, extending our pre-
vious work on the DAMA/LIBRA and COSINE-100 data. Our analysis codes have also been made
publicly available.
I. INTRODUCTION
The ANAIS collaboration [1] (A19, hereafter) recently released their first scientific results, related to testing the
long-standing DAMA claim of annual modulation caused by dark matter scatterings [2] (and references therein).
Their target material consists of 112.5 kg of NaI (hence the experiment has been named ANAIS-112) and the total
lifetime of the data released in 2019 was 1.5 years. With the current data, the ANAIS-112 data were found to be
consistent with the null hypothesis of no modulation, with p−values of 0.65 and 0.16 in the 2-6 and 1-6 keV energy
intervals respectively.
In two recent works [3, 4], we performed an independent search for annual modulation, using data from two similar
direct dark matter detection experiments, namely DAMA [2] and COSINE-100 [5]. In these works, we evaluated the
significance of the annual modulation using four independent model comparison techniques: frequentist, information
theoretical and Bayesian analysis. We now carry out the same exercise on the recently released ANAIS-112 data
(which has been kindly made available to us by the collaboration). Our analysis is therefore complementary to the
model comparison tests carried out in A19.
The manuscript is organized as follows. A brief summary of the ANAIS-112 results can be found in Sect. II. Our
analysis and results of the same data is described in Sect. III. A comparison to our previous results using DAMA
and COSINE-100 data can be found in Sect. IV. We conclude in Sect. V. We have made our analysis codes publicly
available and they can be found at https://github.com/aditikrishak/ANAIS112_analysis
II. ANAIS-112 RESULTS
We now recap the ANAIS-112 results from A19, wherein more details can be found. The ANAIS-112 experiment
consisting of 112.5 kg of NaI as target, is located at the Canfranc Underground Laboratory, LSC, in Spain under
800 m of rock overburden. The experiment uses nine NaI modules. The experiment started taking data in August
2017 and has released about 1.5 years of data until February 2019. The background rates in the modules were fit to
a superposition of constant and exponential terms. The annual modulation search was done in two different energy
bins, viz. [1-6] and [2-6] keV. These fits were done by binning the data in 10-day intervals. The function used for
fitting both the potential signal and background is given by (we use the same notation as in A19):
R(t) = R0 +R1 exp(−t/τ) +A cosω(t+ φ), (1)
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2where R0, R1, and τ are used to parameterize the exponential background; and A, ω, and φ correspond to the
amplitude, angular frequency and phase of the expected signal respectively. While doing the fits, the period and the
phase were fixed to 1 year and -62.2 days respectively, where the phase corresponds to the expected maximum around
June 2nd. For doing a background only fit, A was assumed to be equal to zero, and for fitting the data to the signal,
A is assumed to be a free parameter. An independent search for signal with the phase as a free parameter was also
done using this data.
The data was found to be consistent with the null hypothesis in both the 2-6 keV and 1-6 keV energy intervals,
corresponding to p-values of 0.67 and 0.18 respectively. The corresponding p-values for the annual modulation hy-
pothesis are 0.65 and 0.16 respectively. The best fits were inconsistent with the DAMA/LIBRA best fits at 2.5σ and
1.9σ in the two energy intervals. More details of these results are available in A19. We note that ANAIS, with the
present data, has not yet reached the sensitivity to test the annual modulation effect reported by the DAMA/LIBRA
experiment. However, we would like to do a proof of principles demonstration of Bayesian and information theory
based techniques to test the hypothesis of annual modulation in the ANAIS-112 data.
III. OUR ANALYSIS
We first do an annual modulation fit by using the same background parameters as those used by the ANAIS
collaboration, and carry out hypothesis testing using only the residual rates. We then vary the background parameters,
and do a combined fit to both the signal and background. Once parameter estimation is done for both the hypotheses,
we carry out model comparison against the null hypothesis of no modulation. We describe parameter estimation in
Sect. III A and present results of model comparison in Sect. III B.
A. Parameter estimation
We denote the cosine modulation as hypothesis H1 and the background only hypothesis as H0. For both 1-6 keV
and 2-6 keV intervals, we first do a fit to the residual (y(t)) obtained by subtracting the constant and exponential
background, using the best-fit background parameters from A19. For H1, the residual y(t) is modeled as:
y(t) = A cosω(t+ φ), (2)
where A, ω, and φ have the same meaning as in Eq. 1. For the null hypothesis H0, y(t) is fit to a constant value. The
residual y(t) has been plotted in Fig. 2 of A19 for both the 1-6 keV and 2-6 keV energy intervals.
We also do a fit directly to the total event rate by using the same equation used in A19 (cf. Eq. 1), by finding the
best-fit parameters for both the signal and background. This fit was done from the total event rates in both the 1-6
keV and 2-6 keV energy ranges.
To find the best-fit parameters for both the datasets, we construct a χ2 function, which quantifies the differences
between the model and the data for both the residual and total event rates as follows:
χ2 =
N∑
i=1
(
di −R(t)
σdi
)2
, (3)
χ2 =
N∑
i=1
(
fi − y(t)
σfi
)2
, (4)
(5)
where N is the total number of data points; di and fi denote the data vector for the total and residual event rate
respectively; σdi and σfi encapsulate the total error in di and fi respectively, which have been provided to us by the
ANAIS-112 collaboration. The free parameters which we vary in Eq. 4 for R(t) to minimize χ2 are: R0, R1, τ , A, ω,
φ. The corresponding free parameters for y(t) are A, ω, and φ. The null hypothesis corresponds to a constant value
for y(t) when we fit the residuals, and to A = 0 in Eq. 1, when we fit for R(t).
For H0 and H1 in both the energy intervals, we obtain the best-fit parameters by χ
2 minimization using least-square
optimization methods in the scipy Python module, and then carry out model comparison using multiple methods.
While doing the minimization, the period is constrained between the width of the time bin (10 days) and the maximum
duration of the dataset (545 days). Our fits are not sensitive to values outside this range. The parameter τ in R(t)
has also been given a positive constraint. The best-fit values we get for both the hypotheses along with their 1σ errors
can be found in Table I and II for the residuals and total rate respectively. In Table I, we also show the best-fit value
3(a)
(b)
FIG. 1: Plots showing (a) best fit for the data with exponential background subtracted, y(t), and (b) best fit for
R(t). The H0 corresponds to the background hypothesis of no modulation, whereas the H1 hypothesis corresponds
to a cosine modulation. The data points along with error bars have been obtained courtesy the ANAIS collaboration.
for the amplitude obtained in A19 from the residual data. We note that our best-fit amplitude differs from that in
A19 by about 1.3σ. This is because we have varied all the three parameters in the cosine function, whereas in A19
the period and phase were fixed to the DAMA best-fit values and only the amplitude was allowed to be free. Because
of the degeneracy between the parameters, there is some difference between our best-fit amplitude and those found
in A19. The plots showing the residual data as well as the total data (along with the best fits for both H0 and H1)
are shown in Figs. 1a and Figs. 1b respectively.
B. Model Comparison
When multiple functions can explain the data, we are faced with assessing the relative viability of each of the
models. There is no unique way to carry out such an assessment and one can come up with different criterion to
compare two models. There are two broad schools of thought on this issue [6–8]. The Bayesian analysis compares the
probability of the model given the data, whereas the frequentist method compares the expected predictive accuracy of
the two models for future data. The information theory technique are a distinct class and have both frequentist and
Bayesian interpretations [8]. More details comparing these techniques and the pitfalls of each of them can be found in
Refs. [6–12]. Among these plethora of techniques, Liddle recommends the use of Bayesian methods, since it updates
the prior probability to the posterior probability and has an unambiguous interpretation therein [8]. In Cosmology,
nowadays only Bayesian methods are used for model comparison, whereas in experimental particle physics, frequentist
methods usually get used. For direct dark matter search experiments only a handful of works have used Bayesian and
information theoretical techniques to assess the statistical significance of annual modulation [3, 4, 13].
41-6 keV 2-6 keV
Modulation only
A (cpd/kg/keV) -0.0135 ± 0.0066 -0.0094 ± 0.0056
ω (radians/day) 0.0115 ± 0.0033 0.0149 ± 0.0032
φ (days) 47 ± 93 20 ± 76
ANAIS-112 Best fit
A (cpd/kg/keV) -0.0015 ± 0.0063 -0.0044 ± 0.0058
TABLE I: The best-fit parameter values obtained for the cosine modulation hypothesis for the
background-subtracted residual data (y(t)), when fitted using Eq. 2. The background-subtracted residual data was
obtained from the ANAIS-112 collaboration. The last row indicates the best-fit value for the amplitude obtained in
A19, wherein the period (0.01721 rad/day) and phase (-62.2 days) have been kept fixed to the DAMA best-fit values.
1-6 keV 2-6 keV
Exponential background + modulation
R0 (cpd/kg/keV) 2.74 ± 1.15 2.34 ± 0.10
R1 (cpd/kg/keV) 1.05 ± 1.14 4.00 ± 0.10
τ (days) 1541 ± 2002 591 ± 251
A (cpd/kg/keV) 0.0186 ± 0.0065 0.0107 ± 0.0042
ω (radians/day) 0.0322 ± 0.0025 0.0330 ± 0.0028
φ (days) -84 ± 18 -101 ± 20
TABLE II: The best-fit parameter values obtained for the cosine modulation hypothesis from χ2 minimization for
the total event rate (R(t)) from Eq. 1. The total event rate data was obtained from the ANAIS-112 collaboration.
In this work, we apply all the three types of techniques to test the robustness of our results. The results from each
of these sets of tests are outlined below. For brevity, we skip the theory behind the model comparison tests, which
can be found in our earlier companion works [3, 4] and references therein.
• Frequentist model comparison: In this test (also known as the likelihood ratio test [12]), while comparing
two models, the model with the larger value of χ2 pdf would be considered as the favored model among the
two [14]. The χ2 pdf for a given value of χ2 and degrees of freedom equal to k is given by:
P (χ2|k) = 1
2k/2Γ(k/2)
(
χ2
)k/2−1
exp(−χ2/2) (6)
The χ2 pdf (or likelihood) for both H0 and H1 for the residual rate can be found in Table V. We note that
in the 1-6 keV range, the χ2 likelihood for the H0 hypothesis is marginally greater than than the H1, whereas
the opposite is true for the 2-6 keV energy interval. Making use of the fact that the two models are nested, we
quantify the p-value of the cosine model as compared to the background model using Wilk’s theorem [15]. We
note that Wilk’s theorem assumes that the data is asymptotic and all the additional free parameters in H1 are
not on the boundary [16]. Additional caveats and limits of applicability of this test can be found in Ref. [17].
For our example, the difference in χ2 between the two models satisfies a χ2 distribution with degrees of freedom
equal to three for the total event rate and two for the the residual rate. The p-value can be evaluated from the
χ2 c.d.f. as discussed in Ref. [14]. The corresponding significance or Z-score is calculated by finding the number
of standard deviations by which a Gaussian variable would fluctuate in one direction to give the corresponding
p-value [14, 18].
The χ2 values per degree of freedom and the likelihood of the model, given by the χ2 pdf can be found in
Table V, along with the p-value and Z-score. As we can see, the H1 (background + cosine modulation) is very
marginally favored, with a significance of only 1.39σ for 1-6 keV and 0.59σ for 2-6 keV. The corresponding results
when the background parameters are allowed to vary can be found in Table VI. For the 1-6 keV interval, H1 is
very marginally favored over H0, whereas the converse is true in the 2-6 keV interval. However, the difference
in significance in both the hypotheses is marginal (1.1− 1.8σ).
• AIC and BIC: The Akaike and Bayesian information criterion are two information theory-based criterion used
5for model comparison [8], where additional terms get added to χ2 to penalize for the additional free parameters.
AIC = χ2 + 2p (7)
BIC = χ2 + p lnN (8)
where p is the total number of free parameters and N is the total number of data points.
While comparing two models, the one with the smaller value of AIC and BIC is preferred. The significance can
be evaluated using the qualitative strength of evidence rules given in Ref. [9]. We note that one assumption in
applying BIC is that the posterior pdf is Gaussian.
The ∆AIC and ∆BIC values are tabulated in Table V and Table VI for residual and total rates respectively.
For residual rates, ∆BIC gives “positive” evidence in favor of H0 in both the energy bands; while ∆AIC gives
“substantial” support for H0 in 1-6 keV and for H1 in 2-6 keV range. When we fit for the total rates (cf.
Table VI), we infer that the ∆BIC values in the 1-6 keV and 2-6 keV region point to “positive” and “strong”
evidence respectively, for the null hypothesis of no modulation. For the same data ∆AIC points to “substantial”
evidence, in support of cosine modulation in 2-6 keV, and in support of the null hypothesis in 1-6 keV using
the same strength of evidence rules. However, for none of the datasets, the absolute difference in AIC and BIC
between the two models crosses the threshold of 10 (needed for any one model to be decisively favored). So the
AIC and BIC tests do not decisively prefer any one model.
• Bayesian Model Comparison: We carry out a Bayesian model comparison by calculating the Bayesian odds
ratio, which in this case is equal to the Bayes factor B21 for the M2 model in comparison to the M1 hypothesis.
We note that unlike previous methods, this model comparison technique does not use the best-fit values of the
parameters. Here, we consider the null hypothesis (H0) to be M1 and the cosine model (H1) to be M2. B21 is
given by
B21 =
P (M2|D)
P (M1|D) , (9)
where P (M2|D) and P (M1|D) are the posterior probabilities for M2 and M1 respectively given the observed
data D. The Bayesian evidences for both H0 and H1 have been evaluated using the Dynesty package [19] in
Python. Therefore, if the cosine hypothesis is favored, the Bayes factor is greater than one and vice-versa.
To calculate the evidence for both the datasets, we assume a Gaussian likelihood given by:
P (D|M) =
N∏
i=1
1
σi
√
2pi
exp−
[
(ηi − f(x, θ))2
2σ2i
]
, (10)
where ηi is the observed data; f(x, θ) is the model function used to fit the data; and σi is the observed error in
ηi. This likelihood assumes that the error residuals are Gaussian. In order to calculate the Bayesian evidence for
the cosine signal, we use three different priors. First we use uniform priors for period and phase. We then also
calculate the Bayesian evidence by choosing a Gaussian prior on the period with mean and standard error equal
to the DAMA best-fit value of about a year and standard deviation determined by the error in DAMA best-fit
period equal to (0.999 ± 1 year) [2]. Finally, we also calculate the Bayesian evidence by choosing a Gaussian
prior on the phase with mean and standard deviation equal to DAMA’s best-fit values for the phase (145± 5)
days [2]. These three sets of priors are assumed for model comparison with both the residual and the total rate.
For the null hypothesis, we use uniform priors for all the background parameters. A tabular summary of the
priors used for both residual and total event rates can be found in Tables III and Tables IV respectively.
The resulting Bayes factor can be found in Tables V and VI for the residual and total event rates respectively.
For the background subtracted data, (cf. Table V) the Bayes factor is slightly greater than one for both the
energy ranges using all three prior choices, indicating that the modulation hypothesis is favored. However, the
absolute value of the Bayes factor is less than five, which implies that according to Jeffreys’ scale [10], the
difference between the two models is negligible. For the non-background subtracted data (cf. Table VI), the
Bayesian evidence for the null hypothesis is much greater than that for the cosine modulation. In the 1-6 keV
region, the values of the Bayes factor is O(10−2) for all the three priors, and from the Jeffreys scale [10] it shows
very strong to decisive evidence for the null hypothesis.1. For the 2-6 keV energy range, the values of the Bayes
factor for all three priors is O(10−3), and therefore the null hypothesis is decisively favored.
1 Note that in Table VI, we have tabulated the ratio of Bayesian evidence for modulation hypothesis to null hypothesis, so if the null
hypothesis is decisively favored, the Bayes factor should be less than 0.01
6Prior A ω φ
(cpd/kg/keV) (radian/day) (days)
P1 U (-max(|fi|),max(|fi|)) U (0.0115,0.6168) U (0,365)
P2 U (-max(|fi|),max(|fi|)) U (0.0115,0.6168) N (145,5)
P3 U (-max(|fi|),max(|fi|)) N (0.0172,1.36× 10−5) U (0,365)
TABLE III: Priors used for the calculation of Bayesian evidence from the residual rates (y(t)) for the different terms
in Eq. 2 for the cosine modulation hypothesis. For the null hypothesis the last two terms are not used, and the prior
for the constant term is same as that for A. The uniform prior on ω corresponds to period between 10 and 545 days.
Prior R0 R1 τ A ω φ
(cpd/kg/keV) (cpd/kg/keV) (days) (cpd/kg/keV) (radian/day) (days)
P1 U (0,max(di)) U (0,max(di)) U (0.1,550) U (0,max(di)) U (0.0115,0.6168) U (0,365)
P2 U (0,max(di)) U (0,max(di)) U (0.1,550) U (0,max(di)) U (0.0115,0.6168) N (145,5)
P3 U (0,max(di)) U (0,max(di)) U (0.1,550) U (0,max(di)) N (0.0172,1.36× 10−5) U (0,365)
TABLE IV: Priors used for the calculation of Bayesian evidence when considering the total event rates (R(t)), for
the different terms in Eq. 1 for the oscillation hypothesis. For the null hypothesis the last three terms are not used,
whereas the same priors are used for the first three.
To summarize our results of Bayesian model comparison, we find that for the total event rate data, the Bayes
factor decisively favors the null hypothesis in the 2-6 keV range and also strongly/decisively in the 1-6 keV
range, whereas with the residual rate data, the difference between the two models is negligible. One possible
reason for the difference in results between the two datasets is that the difference in free parameters between the
two hypotheses is equal to three, whereas for the residual rate it is two. Bayes factor harshly penalizes models
with extra free parameters [6, 10]. Another possible reason is that since the residual rate data is distributed
around zero (cf. Fig. 1a) with both positive and negative excursions, it is comparatively easier to fit a sinusoidal
function with all its parameters free, as opposed to a flat background.
1-6 keV 2-6 keV
H0 H1 H0 H1
Frequentist
χ2/DOF 65.9/54 61.0/52 49.4/54 46.8/52
χ2 pdf 0.0176 0.0235 0.0377 0.0376
p-value 0.08 0.28
significance 1.39 σ 0.59 σ
AIC 67.9 66.9 51.4 52.8
∆ AIC -1.0 1.4
BIC 69.9 72.9 53.4 58.9
∆ BIC 3.0 5.5
Bayes Factor P (H1|D)/P (H0|D)
P1 4.5 3.2
P2 4.5 3.0
P3 2.2 3.0
TABLE V: Summary of model comparison results for the residual rates (y(t)) using frequentist, Bayesian, and
information theoretic criterion for H0 (background only) and H1 (cosine modulation). The Bayes factor is the ratio
of Bayesian evidence for H1 hypothesis to H0 hypothesis, so a values greater than one will prefer the H1 hypothesis.
The Bayes factor has been calculated using three different sets of priors: P1, P2, and P3 (cf. Tab. III). No one
hypothesis is decisively favored using any of the model comparison tests.
71-6 keV 2-6 keV
H0 H1 H0 H1
Frequentist
χ2/DOF 59.5/52 50.7/49 47.9/52 42.4/49
χ2 pdf 0.0267 0.0383 0.0389 0.0363
p-value 0.03 0.13
significance 1.8σ 1.1σ
AIC 65.5 62.7 53.9 54.4
∆ AIC -2.8 0.5
BIC 71.5 74.7 59.9 66.4
∆ BIC 3.2 6.5
Bayes Factor P (H1|D)/P (H0|D)
P1 0.013 0.004
P2 0.008 8× 10−4
P3 0.015 0.001
TABLE VI: Summary of model comparison results using frequentist, Bayesian and information theoretic criterion
for H0 (background only) and H1 (background+cosine modulation). Here, the fit is done to the total count rate,
including background and signal. The Bayes factor (for 2-6 keV energy range) decisively favor the null hypothesis
for all the three prior choices. In the 1-6 keV, interval also, the Bayes factor strongly/decisively favors the null
hypothesis depending on the prior choice. The other tests do not decisively favor any one hypothesis.
IV. COMPARISON WITH COSINE-100 AND DAMA/LIBRA
We have done a similar model comparison analysis of annual modulation for DAMA/LIBRA [3] as well as COSINE-
100 [4], using all the four metrics discussed here. The DAMA/LIBRA experiment has accumulated over 1 ton-year
worth of exposure [2]. For DAMA/LIBRA we find that the statistical significance using all four tests provides decisive
evidence for annual modulation. The Z-score from frequentist test exceeds 5σ; both ∆AIC and ∆BIC exceed 10; and
the Bayes factor exceeds the value of 100 [3]. Therefore, all the four tests point to a concordant picture.
The COSINE-100 experiment has at the time of their data release about the same exposure as the ANAIS-112
experiment, of 97.7 kg years [5]. For the COSINE-100 data, we did two sets of model selection tests. We first varied
all the parameters in the cosine function. We then did another fit with the period kept fixed at DAMA’s best-fit
value. In both the cases we used the total COSINE-100 event rate, where we did a fit to both the background as well
as the cosine modulation. For the both cases, we find that the frequentist and AIC tests are only marginally different
between the two hypotheses with frequentist significance of 0.42σ/0.14σ and ∆AIC of 2.4/2.6 depending on whether
ω is a free parameter or fixed [4]. However, the BIC and Bayesian model comparison decisively/strongly favor the null
hypothesis of no modulation with ∆BIC equal to 12.5 (8.9) and natural logarithm of the Bayes factor equal to -16.0
(-7.0) depending on whether the angular frequency as kept as a free parameter or frozen to the best-fit value found
by the DAMA collaboration [4]. This is somewhat similar to what we see for ANAIS-112, where when we analyze the
total count rate data, the Bayes factor shows decisive/strong evidence in favor of the null hypothesis. Similarly for
ANAIS-112 also, the frequentist and AIC test do not conspicuously differentiate between the two models. A summary
table comparing all these metrics for DAMA/LIBRA, COSINE-100 and ANAIS-112 for data in the 2-6 keV energy
range for the same assumptions can be found in Table VII.
V. CONCLUSIONS
The ANAIS-112 dark matter direct detection experiment consisting of 112.5 kg of NaI, which has been designed to
test the long-standing DAMA annual modulation claim, recently released their first results using 1.5 years of data,
having a total exposure of 157.55 kg year [1]. This data was found by the collaboration to be consistent with the null
hypothesis of no annual modulation.
As a follow-up to our previous work with DAMA and COSINE-100 data [3, 4], we carried out an independent
search for annual modulation using the same data in two different energy intervals: 1-6 and 2-6 keV. For each of
these energy intervals, we fitted both the total event rate and also the background-subtracted residual event rate for
a cosine modulation, which could be induced by dark matter interactions. In the latter case, we used the background
8DAMA/LIBRA COSINE-100 ANAIS-112
Freq. p-value 6× 10−31 0.34 0.13
Freq. significance 11.5σ 0.4σ 1.1σ
∆AIC -117 2.6 0.5
∆BIC -112 12.5 6.5
Bayes factor 2.8× 1017 1.1× 10−7 0.004
TABLE VII: A comparison of the three model comparison metrics for DAMA/LIBRA, COSINE-100 and Anais-112
between background and cosine modulation for data in the 2-6 keV range using the same assumptions. The
definitions of ∆AIC, ∆BIC, and Bayes factor is same as in Table V. More details on the DAMA/LIBRA and
COSINE-100 results can be found in our companion works [3, 4]. The ANAIS-112 values are replicated from
Table VI corresponding to 2-6 keV.
subtracted data, provided by the ANAIS collaboration.
We then carried out a model comparison analysis of these different data sets to test if the current ANAIS-112
data is compatible with annual modulation. For this purpose, we used four different model comparison techniques:
frequentist, Bayesian, AIC, and BIC. For Bayesian model comparison we used three sets of priors, listed in Tables III
and IV. A tabular summary of our results can be found in Tables V and VI.
When we analyze the background subtracted data, no one hypothesis is decisively favored using any of the model
comparison tests used herein. When we analyze the total event rate, the AIC and frequentist model comparison test
cannot robustly discriminate between the two hypotheses. However, using the same data BIC provides strong evidence
in the 2-6 keV energy interval for no modulation over a cosine-based modulation. The Bayesian model comparison
test however decisively favors the null hypothesis of no modulation in the 2-6 keV energy intervals for all the three
priors. In the 1-6 keV range, the Bayesian test provides strong/decisive evidence for the null hypothesis depending
on the choice of the prior. Therefore, using the current data, only the Bayesian evidence test decisively favors the
null hypothesis of no modulation in the 2-6 keV, when we analyze the total event rate data.
This is a proof of principles application of Bayesian and information theory based techniques to the ANAIS-112
data (extending our previous work on the DAMA/LIBRA and COSINE-100 data) and is complementary to the model
comparison techniques carried out by the ANAIS-112 collaboration. It is straightforward to apply these techniques
to the same dataset with increasing exposure. To improve transparency in data analysis, we have made publicly
available our analysis codes and they can be found at https://github.com/aditikrishak/ANAIS112_analysis.
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