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Abstract
We establish the existence of at least three solutions in the presence of two lower and two upper solutions
of some second order nonlinear three point boundary value problem of the type
−x′′ = f (t, x, x′), 0 < t < 1,
x′(0) = 0, x(1) = δx(η), 0 < η < 1, 0 < δ < 1.
We employ a condition weaker than the well-known Nagumo condition which allows the nonlinearity
f (t, x, x′) to grow faster than quadratically with respect to x′ in some cases. Our method uses some degree
theory arguments.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we obtain existence and multiplicity results for some second order nonlinear
three-point boundary value problem of the type
−x′′(t) = f (t, x, x′), t ∈ I = [0,1],
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where f : I × R2 → R is continuous.
There are many papers dealing with the existence of solutions of (1.1) and of positive solutions
but most of these do not have explicit x′ dependence in the nonlinear term, see, for example,
[6–8,13,14,16,18,19].
When f has explicit x′ dependence existence of at least two solutions for some other boundary
value problems has been investigated in many papers, e.g., [3–5,10,12,15]. In [15], existence
of at least two solutions in the presence of constant lower and upper solutions for some four
point boundary value problem is studied, while in [5], existence of at least two solutions for the
Dirichlet boundary value problem was studied.
Using the theory of fixed point index in an ordered Banach spaces, Leggett and Williams [11]
developed a fixed point theorem which guarantees the existence of three fixed points. Recently,
using the Leggett–Williams result, existence of three nonnegative solutions for the boundary
conditions x(0) = 0, x(1) = δx(η), has been studied [16] when the nonlinearity f is independent
of the derivative, while in [1] a 4-point problem, which includes the 3-point one just mentioned,
is studied when f depends explicitly on x′.
In [9], existence of at least three solutions for the two point problem of the type
x′′(t) + f (t, x, x′) = 0, t ∈ [0,1],
x(0) = 0 = x(1), (1.2)
under a smoothness assumption is studied. The main assumption in [9] is the existence of two
lower solutions α1, α2 and two upper solutions β1, β2 such that α1  α2, β1  β2 and that f
satisfies a Nagumo condition. The Nagumo condition (roughly) permits a maximum growth rate
of f (t, x, x′) with respect to x′ which is quadratic.
In this paper, we employ upper and lower solution techniques to study the three point boundary
value problem (1.1). We employ a condition weaker than the Nagumo condition to allow a growth
rate of f with respect to x′ higher than quadratic, namely we suppose there are functions φ, ψ
such that
φt (t, x) + φx(t, x)φ(t, x) + f
(
t, x,φ(t, x)
)
< 0,
ψt (t, x) + ψx(t, x)ψ(t, x) + f
(
t, x,ψ(t, x)
)
> 0, (1.3)
which conditions were studied in [2]. Existence of at least one solution for some nonlinear three
point problems under (1.3) is studied in [17]. The purpose of this paper is to study the existence
of at least three solutions of the three-point boundary value problems (1.1), by using the method
of upper and lower solutions and topological degree. We give a class of examples to show that our
theorem can be applied to problems which allow f (t, x, x′) to have a growth rate |x′|p , where p
is not restricted to be less than 2.
2. Existence of at least three solutions
We consider the three point boundary value problem (BVP)
−x′′(t) = f (t, x, x′), t ∈ (0,1),
x′(0) = 0, x(1) = δx(η), (2.1)
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It is known, e.g., [6,18], that the Green’s function G : I × I → R for this BVP is given by
G(t, s) =
{
G1(t, s), s  η,
G2(t, s), 0 < s  η,
where Gi : I × I → R are given by
G1(t, s) = 11 − δ
{
(1 − s), 0 t  η s  1,
(1 − δs) + (δ − 1)t, 0 s  t  1,
G2(t, s) = 11 − δ
{ [(δ − 1)s + (1 − δη)], 0 t  s  1,
[(δ − 1)t + (1 − δη)], 0 s  η t  1.
We note that
G(t, s) 1 − s
1 − δ 
1
1 − δ .
Define L :C(I) → C1(I ) by
L(φ)(t) =
1∫
0
G(t, s)φ(s) ds,
for φ ∈ C(I). Then by standard arguments L is a compact operator. Define fˆ :C1(I ) → C(I) by
fˆ (φ)(t) = f (t, φ(t), φ′(t)), t ∈ I.
Then, x is a solution of (1.1) if and only if x ∈ C1(I ) is a solution of the equation
(I − Lfˆ )x = 0, that is, x is a fixed point of Lfˆ . (2.2)
We recall the concept of upper and lower solutions for the BVP (1.1).
Definition 2.1. Let α ∈ C2(I ). We say that α is a lower solution of the BVP (1.1), if
−α′′(t) f (t, α(t), α′(t)), t ∈ I,
α′(0) 0, α(1) δα(η).
An upper solution β ∈ C2(I ) of the BVP (1.1) is defined similarly by reversing the inequalities.
Our main result is the following theorem in which we shall prove existence of at least three
solutions of the boundary value problem (1.1).
Theorem 2.2. Assume that
(A1) α1, α2 ∈ C2(I ) are two lower solutions and β1, β2 ∈ C2(I ) are two upper solutions of (1.1)
such that
α1  α2  β2, α1  β1  β2 and α2  β1 on I.
(A2) f : I × R2 → R is continuous and
f (t, x, x′) − f (t, x, y′)−L(x′ − y′) for x′  y′,
for (t, x) ∈ I × [minα1(t),maxβ2(t)], for some L > 0.
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C1(R(α1, β2)) with φ(t, x)ψ(t, x) on R(α1, β2) such that
φ
(
t, x(0)
)
 0ψ
(
t, x(0)
)
,
for any solution x of (1.1), and that for (t, x) ∈ R(α1, β2),
φt (t, x) + φx(t, x)φ(t, x) + f
(
t, x,φ(t, x)
)
< 0,
ψt (t, x) + ψx(t, x)ψ(t, x) + f
(
t, x,ψ(t, x)
)
> 0.
(A4) α2 and β1 are not solutions of (1.1).
Then the boundary value problem (1.1) has at least three solutions xi (i = 1,2,3) such that
α1  x1  β1, α2  x2  β2 and x3  β1 and x3  α2 on I.
Proof. Assumption (A3) implies that any solution x of (1.1) such that α1  x  β2 on I satisfies
φ
(
t, x(t)
)
 x′(t)ψ
(
t, x(t)
)
, t ∈ I.
(For the proof see [2, Theorem 1.4.3] or [17, Lemma 4].) Let
C > max
{∣∣φ(t, x(t))∣∣, ∣∣ψ(t, x(t))∣∣, ∣∣α′1(t)∣∣, ∣∣β ′2(t)∣∣: (t, x) ∈ R(α1, β2)},
and define q(y) = max{−C,min{y,C}}, a retraction onto [−C,C]. Then sgnq(y) = sgny and
q(y) = y for |y| C. We modify f with respect to α1 and β2 to obtain a second boundary value
problem and reformulate the new problem as an integral equation. We show that solutions of the
modified problem lie in the region where f is unmodified and hence are solutions of the original
problem. Let
λ = max{∣∣f (t, x, x′) − f (t, x, y′)∣∣: t ∈ I, x ∈ [minα1(t),maxβ2(t)], x′, y′ ∈ [−C,C]}
and ε > 0 be fixed. Define the modification of f as follows:
F(t, x, x′) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f (t, β2(t), β
′
2(t)) + λ, if x  β2(t) + ε,
f (t, β2(t), q(x′)) + [f (t, β2(t), β ′2(t))
− f (t, β2(t), q(x′)) + λ] x−β2(t)ε , if β2(t) x < β2(t) + ε,
f (t, x, q(x′)), if α1(t) x  β2(t),
f (t, α1(t), q(x′)) + [f (t, α1(t), α′1(t))
− f (t, α1(t), q(x′)) + λ]α1(t)−xε , if α1(t) − ε < x  α1(t),
f (t, α1(t), α
′
1(t)) + λ, if x  α1(t) − ε.
We note that F is continuous and bounded on I × R2, so there exists M > 0 such that∣∣F(t, x, x′)∣∣M on I × R2.
We may suppose that M max{‖α1‖,‖β2‖}. Let M1 > M1−δ , and consider the modified problem
−x′′(t) = F(t, x, x′), t ∈ I,
x′(0) = 0, x(1) = δx(η), (2.3)
where 0 < δ < 1, η ∈ (0,1). Define F̂ :C1(I ) → C(I) by
F̂ (x)(t) = F (t, x(t), x′(t)), t ∈ I.
694 R.A. Khan, J.R.L. Webb / J. Math. Anal. Appl. 328 (2007) 690–698Then x ∈ C1(I ) is a solution of (2.3) if and only if x is a fixed point of LF̂ . From (A1), we have
F
(
t, α1(t), α
′
1(t)
)= f (t, α1(t), α′1(t))−α′′1 (t), t ∈ I,
F
(
t, β2(t), β
′
2(t)
)= f (t, β2(t), β ′2(t))−β ′′2 (t), t ∈ I,
which imply that α1 and β2 are lower and upper solutions of (2.3). Moreover, for every (t, x) ∈
R(α1, β2), by choice of C and (A3), we have
F
(
t, x,φ(t, x)
)= f (t, x, q(φ(t, x)))= f (t, x,φ(t, x))< −(φt (t, x) + φx(t, x)φ(t, x)),
F
(
t, x,ψ(t, x)
)= f (t, x, q(ψ(t, x)))= f (t, x,ψ(t, x))
> −(ψt(t, x) + ψx(t, x)ψ(t, x)).
Thus any solution x of (2.3) with α1(t) x(t) β2(t), t ∈ I , satisfies
φ
(
t, x(t)
)
 x′(t)ψ
(
t, x(t)
)
, t ∈ I,
and hence is a solution of (1.1). We now show that any solution x of (2.3) does satisfy
α1(t) x(t) β2(t), t ∈ I.
For this, set v(t) = α1(t) − x(t), t ∈ I . Then, v ∈ C1(I ) and the boundary conditions imply that
v′(0) 0, v(1) δv(η). (2.4)
Suppose that α1(t)  x(t) on I , then v(t) = α1(t) − x(t) has a positive maximum at some t =
t0 ∈ [0,1]. If t0 ∈ (0,1), then v′(t0) = 0 and v′′(t0) 0. However, for 0 < v(t0) < ε,
−v′′(t0) = −α′′1 (t0) + x′′(t0)
 f
(
t0, α1(t0), α
′
1(t0)
)− [f (t0, α1(t0), α′1(t0))+ λv(t0)ε
]
= −λv(t0)
ε
< 0,
a contradiction, and for v(t0) ε,
−v′′(t0) f
(
t0, α1(t0), α
′
1(t0)
)− [f (t0, α1(t0), α′1(t0))+ λ]= −λ < 0,
again a contradiction. Thus v(t) has no positive local maximum.
If t0 = 1, then v(1) > 0 and v′(1) 0. But the boundary condition v(1) δv(η) implies that
v(η) > 0 and hence v(1) < v(η), so v(1) cannot be the maximum of v(t).
Hence t0 = 0, which implies that v(0)  0 and v′(0)  0. This together with the boundary
condition v′(0) 0, gives v′(0) = 0.
Case 1. If 0 < v(0) ε, then there exists a subinterval [0, t1] ⊆ I such that
0 < v(t) ε, v′(t) 0, t ∈ [0, t1],
and also
x′(t) q
(
x′(t)
)
 α′1(t), t ∈ [0, t1]. (2.5)
In view of (A2) and (2.5), we have
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(
t, α1(t), α
′
1(t)
)+ F(t, x, x′)
 f
(
t, α1(t), q
(
x′(t)
))− f (t, α1(t), α′1(t))
−L(q(x′(t))− α′1(t))−L(x′(t) − α′1(t))= Lv′(t), t ∈ [0, t1].
Thus, for each t ∈ [0, t1], v(t) satisfies the differential inequalities
v′′(t) − Lv′(t) 0, v′(t) 0, v′(0) = 0,
that is, (v′(t)e−Lt )′  0, t ∈ [0, t1], which on integration gives
v′(t)e−Lt  0 on [0, t1],
a contradiction unless v′(t) ≡ 0 on [0, t1]. If v′(t) ≡ 0 on [0, t1], then x′(t) = α′1(t) on [0, t1] and
hence
F(t, x, x) = f (t, α1(t), α′1(t))+ λv(t)ε > f (t, α1(t), α′1(t)).
Consequently, v′′(t) > 0 on [0, t1], which implies that v′(t) is strictly increasing on [0, t1], a con-
tradiction.
Case 2. If v(0) > ε, then by continuity of v there exists an interval [0, t2] ⊂ I such that
v(t) ε and v′(t) 0, t ∈ [0, t2].
Now, for each t ∈ [0, t2], we have
F(t, x, x′) = f (t, α1(t), α′1(t))+ λ > f (t, α1(t), α′1(t)).
Thus
v′′(t) = α′′1 (t) − x′′(t)−f
(
t, α1(t), α
′
1(t)
)+ F(t, x, x′) > 0, t ∈ [0, t2],
which implies that v′(t) is strictly increasing on [0, t2] and hence v′(t) > v′(0) = 0 for t > 0,
a contradiction. Thus v(t) 0 on I .
Similarly, we can show that x(t) β2(t), t ∈ I .
Thus, it suffices to show that (2.3) has at least three solutions xi such that
α1(t) xi(t) β2(t), t ∈ I, i = 1,2,3.
Let Ω = {x ∈ C1(I ): |x(t)| < M1, |x′(t)| < C, t ∈ I }, then Ω is a bounded open subset of
C1(I ). Since LF̂ (Ω) ⊂ Ω it follows that the degree
d(I − LF̂ ,Ω,0) = 1.
Let
Ωα2 =
{
x ∈ Ω: x > α2 on (0,1)
}
and Ωβ1 = {x ∈ Ω: x < β1 on (0,1)}.
Then Ωα2 ∩Ωβ1 = ∅ and, since α2  β1 on I , the set Ω \Ωα2 ∪Ωβ1 is not empty. By (A4) and
choice of M1, C, there are no solutions on ∂Ωα2 ∪ ∂Ωβ1 . The additivity of degree implies that
d(I − LF̂ ,Ω,0) = d(I − LF̂ ,Ωα2,0) + d
(
I − LF̂ ,Ωβ1,0)
+ d(I − LF̂ ,Ω \ Ωα2 ∪ Ωβ1 ,0). (2.6)
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d(I − LF̂ ,Ωα2 ,0) = 1.
Define F2(t, x, x′) as follows:
F2(t, x, x
′) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f (t, β2(t), β
′
2(t)) + λ, if x  β2(t) + ε,
f (t, β2(t), q(x′)) + [f (t, β2(t), β ′2(t))
− f (t, β2(t), q(x′)) + λ] x−β2(t)ε , if β2(t) x  β2(t) + ε,
f (t, x, q(x′)), if α2(t) x  β2(t),
f (t, α2(t), q(x′)) + [f (t, α2(t), α′2(t))
− f (t, α2(t), q(x′)) + λ]α2(t)−xε , if α2(t) − ε  x  α2(t),
f (t, α2(t), α
′
2(t)) + λ, if x  α2(t) − ε.
Now we consider the problem
−x′′(t) = F2(t, x, x′), t ∈ I,
x′(0) = 0, x(1) = δx(η), (2.7)
where 0 < δ < 1, η ∈ (0,1). Then (2.7) is equivalent to
(I − LF̂2)x = 0, (2.8)
where F̂2(x)(t) = F2(t, x(t), x′(t)), t ∈ I .
By the same process as we used for the problem (2.3), we can show that any solution x of
(2.7) satisfies x  α2 on I , which in view of (A4) implies that x = α2 and hence belongs to Ωα2 .
Since LF̂2(Ω) ⊆ Ω , we have
d(I − LF̂2,Ω,0) = 1.
We note that F2 = F on Ωα2 so that d(I − LF̂ ,Ωα2 ,0) = d(I − LF̂2,Ωα2,0) and therefore we
have
1 = d(I − LF̂2,Ω,0) = d(I − LF̂2,Ωα2,0) + d(I − LF̂2,Ω \ Ωα2,0)
= d(I − LF̂2,Ωα2,0).
Similarly, we can show that d(I − LF̂ ,Ωβ1,0) = 1. Thus from (2.6), we obtain
d
(
I − LF̂ ,Ω \ Ωα2 ∪ Ωβ1 ,0
)= −1.
Hence there are 3 solutions, one in each of the sets Ωα2 , Ωβ1 and Ω \ Ωα2 ∪ Ωβ1 . 
We now give a class of examples which illustrate that our conditions can be readily satisfied
and that they allow larger than quadratic growth in x′.
Example 2.3. Consider the following class of boundary value problems:
−x′′(t) = f (t, x, x′) = g(x′) + h(x), t ∈ [0,1],
x′(0) = 0, x(1) = δx(η), 0 δ < 1, 0 < η√3/2, (2.9)
where g,h :R → R are continuous and are such that g(0) = 0, h(0) < 0 and
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g(−a) < −M, g(b) > M,
for some a > 0, b > 0 and M = max{|h(x)|: x ∈ [−a, b]}. Furthermore, for small c, say 0 < c <
a/8, we suppose that g and h satisfy
g(y)−2c for − 2c y −c,
g(y)−c for − c y < 0,
h(x) 4c for − c/4 x  c/2,
h(x) 3c for c/2 x  3c/4. (2.10)
We also suppose that g is nondecreasing; clearly this is consistent with all the above conditions
imposed on g. Take
α1(t) = −a, α2(t) = c
(
3/4 − t2).
Then α1, α2 ∈ C2(I ) and, by our choice of η, satisfy the boundary conditions
α′1(0) = 0, α1(1) < δα1(η),
α′2(0) = 0, α2(1) < δα2(η).
Moreover, for every t ∈ (0,1], we have
α′′1 (t) + f
(
t, α1(t), α
′
1(t)
)= g(0) + h(−a) > 0,
and from the conditions imposed in (2.10), we have
α′′2 (t) + f
(
t, α2(t), α
′
2(t)
)= −2c + g(−2ct) + h(c(3/4 − t2)) 0.
Thus, α1 and α2 are lower solutions of (2.9).
Now, take β1 = 0 and β2 = b, then β1, β2 ∈ C2(I ) and satisfy the boundary conditions
β ′1(0) = 0, β1(1) = δβ1(η),
β ′2(0) = 0, β2(1) > δβ2(η).
Moreover,
β ′′1 (t) + f
(
t, β1(t), β
′
1(t)
)= g(0) + h(0) < 0,
β ′′2 (t) + f
(
t, β2(t), β
′
2(t)
)= g(0) + h(b) < 0.
Thus, β1 and β2 are upper solutions of (2.9). Further, we note that
α1(t) α2(t) β2(t) on [0,1],
α1(t) β1(t) β2(t) on [0,1],
α2(t)  β1(t) on [0,1].
Take φ(t, x) = −a, then for x ∈ [−a, b], we have
φt (t, x) + φx(t, x)φ(t, x) + f
(
t, x,φ(t, x)
)= g(−a) + h(x) < 0. (2.11)
Take ψ(t, x) = b, then for x ∈ [−a, b], we have
ψt(t, x) + ψx(t, x)ψ(t, x) + f
(
t, x,ψ(t, x)
)= g(b) + h(x) > 0. (2.12)
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tions satisfying
α1(t) xi(t) β2(t) and − a  x′i (t) b, t ∈ I, i = 1,2,3.
We note that g(x′) can behave like |x′|p for |x′| large, so for p > 2, f need not satisfy the
Nagumo condition.
In [3,10], three solutions have been shown to exist when the Nagumo condition holds for the
BC
u(0) = 0, u(1) = αu(η), where 0 αη < 1.
It is not clear whether the weaker condition we use applies to this BC.
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