Abstract-Motivated by the fact that system parameter mismatch occurs in real-world sensing environments, this paper proposes power allocation schemes for robust distributed bestlinear-unbiased estimation (BLUE) that take account of the uncertainty in the local sensing noise levels. Assuming that (i) the sensing noise variance follows a statistical distribution widely used in the literature and (ii) the link channel gains between sensor nodes and the fusion center (FC) are i.i.d. Rayleigh fading, we propose to use the average reciprocal mean square error (ARMSE), averaged with respect to the distributions of sensing noise variance and fading channels, as the distortion measure. A fundamental inequality characterizing the relation between ARMSE and the average mean square error (AMSE) is established to justify the proposed design metric. While the exact formula for ARMSE is difficult to find, we derive an associated closed-form lower bound which involves the incomplete gamma function. To further ease analysis, we further derive a key inequality that specifies the range of the ARMSE lower bound. Particularly, it is shown that the boundary points of this inequality are characterized by a common function, which involves the Gaussian-tail Q(·) and is thus more analytically appealing. By conducting optimization on the basis of such a function, we obtain closed-form robust solutions for two power allocation problems: (i) optimizing distortion metric under a total power constraint, and (ii) minimizing total power under a target distortion requirement. In case that instantaneous channel state information (CSI) is available to the FC, the proposed approach can be easily modified to derive analytic robust power allocation factors best matched to the CSI realizations. Computer simulations evidence the effectiveness of the proposed schemes.
I. INTRODUCTION
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ISTRIBUTED estimation using wireless sensor networks is well suited for many situation awareness applications, such as environmental monitoring, positioning and tracking, temperature control, and military surveillance, to name just a Manuscript received August 7, 2012 ; revised January 16 and March 12, 2013; accepted March 16, 2013 . The associate editor coordinating the review of this paper and approving it for publication was S. Affes.
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This work was supported in part by the NSC of Taiwan few [1] - [5] . A widely considered system architecture for distributed estimation consists of a set of spatially deployed sensor nodes which communicate over non-ideal wireless channels with a remotely located fusion center (FC) for retrieving the unknown deterministic parameter of interest. The design of distributed estimation algorithms in such a scenario is commonly based on either the maximum likelihood (ML) principle [6] - [12] or the best linear unbiased estimation (BLUE) scheme [13] - [23] , depending on the available statistical characterization of the local sensing noise. While the ML approaches can in general yield a better performance, they require the exact knowledge of the probability density function of the sensing noise which in certain harsh application environments is rather difficult (or almost impossible) to acquire. Moreover, the ML solution is typically obtained via computationally-intensive numerical optimization. By contrast, the BLUE based schemes require only the first and second moments of all background noise, and are thus more attractive from an implementation point of view. Moreover, BLUE based fusion rules can benefit from the linearity nature and are more easily scalable with the network size as compared with the ML methods. Given these advantages, distributed BLUE thus attracted considerable attention in the past few years. To meet the critical demand of power/energy efficiency in wireless sensor networks, most of the existing BLUE proposals dealt with power allocation and minimization in order to achieve the utmost estimation accuracy [13] - [16] , [21] - [23] . The development of power scheduling schemes therein typically assumed that the local sensing noise variance and the instantaneous channel state information (CSI) are exactly known at the FC.
In real-world sensing environments, uncertainty in the system parameters, such as variation in the sensing noise level caused by the change of environmental conditions or malfunction of sensor nodes, is unavoidable. Hence, in addition to energy efficiency and scalability, robustness against the system parameter mismatch is also a crucial requirement in the design of distributed estimation algorithms. Even though there have been several works about robust distributed estimation via sensor networks [24] - [26] , related study in the context of the distributed BLUE, however, remains lacking. In this paper we consider a wireless sensor network employing the amplify-and-forward protocol (as in [16] , [22] , [23] ), and propose a robust distributed BLUE scheme that takes into account the uncertain nature of the local sensing noise power.
1536-1276/13$31.00 c 2013 IEEE We adopt the Bayesian formulation, and assume that 1 (i) the sensing noise variance follows the distribution as considered in [12] - [14] , [18] , [19] , [21] - [23] ; (ii) the fading channels are Rayleigh distributed, as commonly assumed in many studies of channel-aware distributed signal processing schemes [27] - [29] . The proposed design aims at reducing the mean square error (MSE) averaged with respect to the distributions of both the sensing noise variance and fading channels, hereafter referred to as average mean square error (AMSE). The main technical contributions of this paper can be summarized as follows.
(I) While the AMSE is not analytically tractable, we propose to adopt the reciprocal MSE averaged over the considered distributions, termed as the averaged reciprocal MSE (ARMSE) in the sequel, as the performance measure 2 . A fundamental relation between the ARMSE and the exact AMSE is analytically characterized. The result asserts that, toward AMSE reduction, a justified approach is through ARMSE maximization. This forms the foundation for the design principle behind the proposed robust distributed BLUE.
(II) The exact formula of ARMSE remains difficult to find. To resolve this difficulty, we first derive an associated analytic lower bound that involves the complicated incomplete Gamma function [31] . To further ease analysis, a key inequality that characterizes a feasible range of the derived ARMSE lower bound is established. The crucial fact of our findings is that the two boundary points of the inequality are entirely characterized by a common function, which involves the Gaussiantail Q(·) function and, thus, is more analytically appealing. Hence, instead of directly maximizing the ARMSE or its lower bound, we propose to conduct maximization with respect to this function so as to facilitate an analytically feasible (though suboptimal) sensor power allocation scheme. It is noted that, toward analytic tractability, problem formulations and system designs based on optimization of certain lower/upper bounds of the performance measures have been widely adopted in the literature of distributed estimation. For example, in [23] , the authors relied on maximization of a lower bound of the objective function for MSE reduction; also, in [32] , [33] , minimization of certain upper bounds of MSE was considered.
(III) On the basis of the aforementioned approach, two sensor power allocation problems are addressed: (i) estimation performance enhancement under a total power constraint, and (ii) conservation of the total power budget subject to a target distortion requirement. By exploiting some attractive properties of the Q(·) function, sensor power allocation can be formulated as convex/concave optimization problems. Even though efficient numerical algorithms are readily available for computing the solutions, as in previous works [13] , [14] , [18] , [19] , [22] , [23] we instead resort to the Lagrange-multiplier technique for deriving closed-form solutions.
(IV) In case that the instantaneous channel state information 1 The conventional BLUE requires only the knowledge of the first and second moments of the noise power [13] - [23] . As in most of the robust designs under parameter mismatch, extra assumptions about the model uncertainty are needed. Notably, in the deterministic setting, estimation fusion based on the min-max MSE criterion has been reported in [26] , wherein the worst-case level of perturbation is assumed to be known. 2 Adoption of the reciprocal of MSE as the performance metric has been found in, e.g., [30] .
(CSI) is available to the FC, the proposed approach can be directly modified to exploit such advantage in order to obtain robust sensor power allocation factors best matched to the instantaneous CSI. The design criterion in this case is the ARMSE conditioned on the channel realizations. Two analogous power allocation problems are addressed. The optimization problems can be directly formulated in the form of convex optimization and are then analytically solved.
(V) Our analytic study thus provides two sets of robust designs, one based on statistical CSI (or ARMSE lower bound maximization) and the other by means of instantaneous CSI (or conditional ARMSE lower bound maximization). The analytic results allow us to investigate the distinctive features of the proposed schemes.
The rest of this paper is organized as follows. Section II is the problem statement. Section III introduces the proposed ARMSE performance measure and establishes the fundamental relation between ARMSE and the true AMSE. Section IV first derives a closed-form ARMSE lower bound, based on which a tractable cost function for robust power allocation is then proposed. Section V addresses the considered sensor power allocation problem based on the objective function shown in Section IV. Section VI focuses on the case in which the instantaneous CSI is available at the FC, proposes the conditional ARMSE as the performance measure, and then studies the power allocation problems. Section VII shows the simulation results. Finally, Section VIII concludes the paper. To ease reading, most of the mathematical proofs of key theorems and lemmas are relegated to appendix.
II. PROBLEM STATEMENT
We consider a wireless sensor network, in which N sensors cooperate with a FC for estimating an unknown deterministic parameter θ ∈ R. The local observation at the ith sensor node is
where n i ∈ R is a zero-mean measurement noise with variance σ 2 ni . As in [16] , [22] , [23] , we assume that the local measurements x i 's are transmitted over N parallel flat-fading channels to the FC via the amplify-and-forward protocol. The received signal from the ith sensor can thus be described as
where h i ∈ R is channel gain, p i is the power amplification factor for the ith sensor, and v i ∈ R is the zero-mean white noise with variance σ 2 vi . Throughout the paper we shall set σ
Based on the received data y i 's in (2) and assuming that the sensing noise n i 's are i.i.d. and are independent of the channel noise, the parameter θ is estimated at the FC via the BLUE principle [34] 
The incurred MSE of the estimate (3) is given by [34] 
Even though one may have a nominal measurement of the local sensing noise power σ 2 ni , the true noise condition could be even more worse due to, e.g., gradual drainage of battery power or sensor failures. Once a nominal noise power threshold, say, δ i , is determined for the ith sensor, we shall seek for a statistical characterization of the uncertain noise power degradation from δ i . Motivated by [12] - [14] , [18] , [19] , [21] , [22] , a simple yet intuitive model to pin down such uncertainty is σ
, the central ChiSquare random variable of degrees-of-freedom equal to one [35] . To further take into consideration that the severity of uncertainty could be different from sensor to sensor, in this paper we thus stick to the following assumption about the local sensing noise variance. Assumption (A1): The sensing noise variances σ 2 ni 's obey the following statistical model
where δ i is the nominal noise variance at the ith node,
is the central Chi-Square random variable with degrees-offreedom equal to one (assumed to be i.i.d. over i), and α i reflects the severity of uncertainty of the ith sensor node. Regarding the distribution of the fading channels, we adopt the common assumption made in the literature, e.g., [27] - [29] .
Assumption (A2):
The channel gains h i 's are i.i.d. Rayleigh distributed. The goal of this paper is to design the sensor power allocation factors p i 's so as to improve the average MSE performance, taking into account the distributions of the sensing noise variance and fading channels.
III. PROPOSED DESIGN CRITERION
A. Performance Measure: ARMSE Given the statistical models of the sensing noise variance and the fading channels, one widely-used performance measure in the Bayesian setting is the AMSE, which by invoking (4) and (5) reads
where
T , with f Z (z) and f H (h) being the associated distributions. However, the integrand in (6) involves an "inverse operation," which makes it quite difficult, if not impossible, to derive an analytic expression for AMSE based on (6) . As a result, the design of the optimal power allocation factors based on minimization of AMSE is intractable. This thus motivates us to seek for alternative performance measures which can not only reflect the true AMSE tendency but also facilitate an analytically tractable problem formulation. In this paper, we propose to instead adopt the ARMSE, defined to be
as the performance metric. From an analytic perspective, the ARMSE is more appealing than AMSE since the integrand in (7) no longer involves the inverse operation; as will be shown later, this attractive feature does allow for an analytic study of the power allocation problem. Before formally introducing the proposed problem formulation on the basis of ARMSE, let us first provide a more precise mathematical connection between ARMSE and AMSE; this will further justify the adoption of the ARMSE as the performance measure in the considered problem. Toward this end, let us assume that a target performance constraint in terms of AMSE is given by
where ε is a tolerable distortion level. Based on (8), we have the following proposition. Proposition 3.1: Let D be the ARMSE defined in (7) . Assume that the AMSE satisfies (8) . The following inequality holds:
[Proof]: See Appendix A.
Inequality (9) asserts that the AMSE, while lower bounded by D −1 , does not exceed the sum of D −1 and the target distortion level ε. In particular, if ε is set to be fairly small so as to guarantee satisfactory parameter estimation quality, D −1 will then be a good approximation of AMSE. This fact asserts that, toward AMSE reduction, one can focus on simply keeping D −1 small, or equivalently, making D large. Hence, rather than direct minimization of AMSE, we will focus on maximization of ARMSE for sensor power allocation.
B. Achievable AMSE
The proposed design criterion, namely, maximization of ARMSE, hinges on a potentially small AMSE level ε to guarantee that D −1 is close to the true AMSE. In what follows we will show that, under a total transmit power constraint, ε can indeed remain small provided that N , the total number of sensor nodes, is large enough. This thus justifies the proposed approach. To see this, we first use the Cauchy-Schwartz inequality to get
or equivalently,
where (a) follows from (5). Based on (11), we derive in the following lemma an upper bound on AMSE.
Lemma 3.2:
Under the Assumptions (A.1) and (A.2), the AMSE is upper bounded as
[Proof]: See Appendix B.
Now, letδ +ᾱ = max i (δ i + α i ) and with p
Hence, for smallδ,ᾱ, and σ 2 v , the upper bound in (13) can be kept small for a sufficiently large N , even with mere a suboptimal uniform power allocation scheme. The above facts assert that it is indeed plausible to impose a small distortion level ε on the AMSE as in (8), and then rely on maximization of the ARMSE for sensor power allocation. Hence, the design paradigm can be totally shifted from AMSE minimization to ARMSE maximization.
IV. ANALYTIC LOWER BOUNDS FOR ARMSE & TRACTABLE PERFORMANCE METRIC
To maximize the ARMSE, a conceivable approach would be to first find an analytic formula for D in (7). This, however, turns out to be intractable since the double integral involved in (7) does not directly lead to a closed-form expression. To overcome this difficulty, a commonly used design strategy (though suboptimal) is to seek for a tractable lower bound for the ARMSE, and then conduct maximization with respect to this lower bound. In light of this point, we shall first derive a closed-form lower bound for ARMSE in Section IV-A. As we will see, this lower bound, however, involves the incomplete gamma function and, thus, remains formidable to be analytically tackled. Based on further analyses, Section IV-B then derives a key inequality which characterizes a plausible range for the ARMSE lower bound. The significance of the result lies in that the two boundary points of the inequality are completely specified by a common function, which is more analytically appealing than the ARMSE lower bound and, thus, can serve as the objective function for an analytic design of power allocation factors. The sensor power allocation problems based on such a performance metric will be addressed in Section V.
A. Lower Bound for ARMSE
Let us first focus on the inner integral on the left-hand side of (7) . For a fixed h [h
in which equality holds since
, where u(z) denotes the unit step function. The integral in the summand in (14) admits a closed-form formula, as established in the next lemma.
Lemma 4.1:
The following result holds:
dt is the Gaussian tail function.
[Proof]:
The proof can be done by following the similar procedures as in Appendix A in [18] .
With the aid of Lemma 4.1, the average distortion measure D in (7) becomes
where the last equality follows since h i 's are i.i.d. Rayleigh random variables. Direct evaluation of the integral in (16) unfortunately does not lead to a closed-form expression. To overcome this difficulty and to also facilitate a tractable design procedure, we propose to instead derive a lower bound for D based on (16) . For this, we leverage the following approximation of the
With (17), the integrand in (16) can be approximated as (18) (see the top of next page). It is further observed that
Based on (18) and (19), we have
With the aid of (16) and (20), we have the following lower bound for D:
2 dh
where (a) holds through a change of the dummy variable. By using the following integral formula (see, e.g. [31, p-348 
is the incomplete gamma function [31, p-657] , the lower bound D in (21) reads
Remark: Note that in (19) (and (20)) equality holds if and only if α i = 0, i.e., there is no uncertainty in the local sensing noise variance. In such a case, the quantity D in (24) is a close approximation to the true ARMSE. 3 The approximation (17) for the Q(·) function is pretty sharp; see Table 4 .2 in [36, p183] for a comparison of (17) and Q(x) at various x. Numerical experiments show that (17) is even more tight than the widely used approxi- Numerical verification of inequality (25) 
B. Plausible Range of the Lower Bound D
Even though (24) admits a closed form, it nonetheless involves the incomplete gamma function and is thus difficult to analyze. To overcome this drawback, in the sequel we will further derive an inequality which specifies the plausible range of D. An important feature of this result is that both the two boundary points of the inequality are entirely characterized by a common function, which involves the Q(·) function and is thus more analytically appealing than D. To achieve this goal, we first derive the following lemma.
Lemma 4.2:
For a > 0 and b > 0,
where Γ(β, x) is the incomplete gamma function defined in (23) .
[Proof]:See Appendix C. (25); from the figure, the relationship specified by the inequality is evidenced. Based on (21) and Lemma 4.2, D can be bounded as
The integral involved in the two boundary points in (26) can be further expressed in a closed form; more precisely, we have the following lemma. 
Combining (26) and (27), we summarize the main result of this section in the following theorem.
Theorem 4.4:
Let D be the ARMSE lower bound given in (24) . Then the following result holds:
From (28), the ARMSE lower bound D is seen to be bounded from above, and below, by a scalar multiple of the common function D (by computation, (28) reads 0.3386D ≤ D ≤ 2.7479D ). Hence, while maximization of D has to deal with the incomplete gamma function and is intractable, we propose to conduct maximization instead based on D . The main advantage of this alternative approach is that D in (28) now involves the Q(·) function. As we will see in the next section, by exploiting some attractive properties of the Q(·) function, the sensor power allocation problems can be formulated in the form of convex optimization that can yield closed-form solutions.
V. SENSOR POWER ALLOCATION
We go on to address the sensor power allocation problem for enhancing the estimation performance. For analytical tractability, the alternative performance metric D defined in (29) will be adopted in the subsequent discussions. Section V-A considers the problem of optimizing the estimation performance under a total system power constraint. In Section V-B, the problem of minimizing the total power subject to an estimation performance requirement is addressed.
A. Minimal Distortion under Power Constraint
In terms of the alternative distortion metric D , the problem of minimizing the distortion under a total power constraint can be stated as
subject to
where P denotes the total available power budget. Since the objective function in (30) is still highly nonlinear in p i , the problem is thus difficult to solve. Thanks to the Q(·) function, we can obtain the following crucial inequality to facilitate analysis:
where (b) follows from the well-known Chernoff bound
2 /2 /2. Inequality (31) provides a lower bound for the cost function in problem (30) that is now convex in terms of the power allocation factor p i . Hence, instead of directly maximizing the cost function in (30), we propose to maximize the lower bound (31); this will allow us to derive closed-form suboptimal solution, as will be seen later. The optimization problem thus becomes
By means of the Lagrange multiplier technique, the solution to problem (32) can be obtained as (see Appendix E for detailed derivations)
B. Minimal Power under the Distortion Constraint
We turn to consider the problem of minimizing the total power subject to a performance requirement, namely,
To facilitate analysis we propose to replace the distortion constraint in (34) with the following one, which is expressed in terms of the lower bound (31) :
With the aid of (35), the target estimation performance can be guaranteed and, more importantly, we can then derive a closed-form power allocation scheme. We thus consider the following optimization problem with the distortion constraint modified according to (35) :
Also based on the Lagrange multiplier technique, the solution to problem (36) can be obtained as (see Appendix E for detailed derivations)
C. Discussions 1) By examining the second-order derivatives of the cost functions of problems (32) and (36), it is straightforward to verify that (32) and (36) are concave/convex optimization problems. Hence, (33) and (37) are the optimal solutions to, respectively, (32) and (36). 2) Observe that both the power allocation factors (33) and (37) decrease with δ i + α i , which is exactly the average local noise power as can be seen from (5):
Hence, either for enhancing the estimation quality under limited available power or for conserving power while meeting the desired estimation performance, sensor nodes with better local measurement quality should be allocated with more power.
3) For (37) to be valid, it should be implicitly assumed that,
≤ 1, which thus imposes a threshold on the target distortion level ε:
Recall from (4) that, if the communication channels are error-free, that is, σ 2 v = 0 and h i = 1 for all i, the MSE reduces to
ni } (see (38) ), the threshold (40) can be interpreted as the achievable MSE of the distributed BLUE by means of a "virtual" network of N sensors over perfect communication links, with the local sensing noise power at the ith node given by the mean value δ i + α i . 4) The proposed sensor power allocation schemes (33) and (37) are obtained by taking the sensing noise variance uncertainty model (5) into consideration. If the uncertainty factor α i in (33) and (37) is set to be zero, then we obtain the nominal (non-robust) solutions, which are expected to yield poor performances when the true noise variance varies according to the distribution (5). This will be evidenced in the subsequent simulation study. 5) It is noted that in certain related works with amplifyand-forward protocol, e.g., [16] and [37] , the total transmit power constraint used in the design formulation further includes the power dedicated by local sensor observations. Specifically, under the assumption that the parameter θ is a zero-mean random variable with known variance σ 2 θ , the average local transmit power at the ith node is
, where p i is the transmit power amplification factor, and σ 2 ni is the power of the local sensing noise (see, e.g., eq. (1) in [16] ); the factor (σ 2 θ + σ 2 ni ) thus accounts for the power of the sensor observation. The total transmit power constraint in such a scenario then reads (see, e.g., [16, p-4688 
where P denotes the total power. In our paper, we consider the scenario as in [13] - [15] , wherein the unknown parameter θ is assumed to be deterministic; in this case, the local transmit power (counting the part of sensor observations) should be accordingly modified as
However, since θ is not known, knowledge about θ 2 is not available in the adopted deterministic setting, and this is the reason why in our problem formulation (see (30) and (34)) the total transmit power constraint does not directly include the portion of transmit power dedicated by sensor observations. We note that a similar formulation for sensor power allocation has also been used in many existing studies within the deterministic framework, e.g., [38] , [39] . In our scenario, incorporation of the power of sensor observations into the total transmit power constraint can be done with the aid of certain priori knowledge about θ. For example, if θ is known to lie within the range [−a a] for some a > 0, the average local transmit power at the ith node can be upper bounded by
With the sensing noise power σ 2 ni obeying the model (5), namely, σ
Hence, the power factor P i in (43) further averaged over the distribution of the sensing noise variance uncertainty is upper bounded asP
whereδ +ᾱ = max i (δ i + α i ). Hence, the requirement that the total average transmit power, including the power of sensor observations, cannot exceed P can be guaranteed by imposing the following power constraint in terms of the upper bound in (44):
In particular, the second inequality in (45) can be rewritten as
which admits the form of the total power constraint in Problem (30) . Hence, the total power constraint in our formulation can also be directly modified (up to a constant factor) to take account of the power dedicated to sensor observations.
VI. POWER ALLOCATION BASED ON INSTANTANEOUS CSI
The analyses and discussions thus far focused on the ARMSE based distortion metric which is averaged over the distributions of both the sensing noise variance uncertainty and fading channels. In case that the instantaneous CSI is known to the FC, the proposed approach can be easily modified to exploit such an advantage in order to come up with power allocations schemes best matched to the instantaneous CSI.
Given a set of channel realizations h
T , the objective function considered in this case is the conditional ARMSE defined by
where, as before 
Based on (48), two sensor power allocation problems similar to Section V are addressed below. We note that the lower bound of D(h) in the form (48) is convex in terms of the power allocation factors p 2 i ; this will facilitate the derivations of closed-form optimal solutions, as will be shown later. To simplify notation, in the sequel we will denote p 
A. Minimal Distortion under Power Constraint
The problem of optimizing the estimation performance under a total power constraint can be formulated as
The solution to (49) can be obtained by means of the Lagrange multiplier technique (the details are referred to Appendix F). Specifically, let us assume without loss of generality that the reciprocal of channel
Let 1 ≤ K 1 ≤ N be the unique integer such that f (K 1 − 1) < 1 and f (K 1 ) ≥ 1; the existence and uniqueness of such K 1 is shown in Appendix F (if f (K) ≥ 1 for all 1 ≤ K ≤ N , then simply set K 1 = 1). Then the optimal solution can be obtained bỹ
B. Minimal Power under the Distortion Constraint
The problem of minimizing the total power subject to a target AMSE constraint can be formulated as follows
Similarly, we resort to the Lagrange multiplier technique for solving (52) (details referred to Appendix G). To find the optimal solutions, as in the previous subsection we assume without loss of generality that γ i 's are sorted as γ 1 ≥ γ 2 ≥ · · · ≥ γ N , and define the function
Let 1 ≤ K 2 ≤ N be the unique integer such that g(K 2 − 1) < 1 and g(K 2 ) ≥ 1; the existence and uniqueness of such
. Then the optimal solution to (52) is given bȳ
(54)
C. Discussions
1) It is straightforward to verify that (49) and (52) are concave/convex optimization problems and, hence, (51) and (54) are the optimal solutions. 2) It is observed that both the solutions (51) and (54) turn on only the portion of sensors with small γ i , or equivalently, with large channel SNR. Hence, in a power limited environment, we shall use those nodes with good link quality for MSE reduction. This can also be confirmed based on the formula of the conditional ARMSE in (48), in which a small value of
is seen to enlarge D(h) and thus reduces the AMSE. We note that a similar energy allocation strategy has also been found in many previous works [13] , [14] , [16] , [18] , [19] . 3) From (51) and (54), it can be verified that the amount of power allocated to those active nodes decreases with γ i , or equivalently, increases with the link SNR. This is also consistent with the findings in [13] , [14] , [16] , [18] , [19] . 4) As can be seen, the solutions (51) and (54) designed in accordance with the conditional ARMSE (when instantaneous CSI is known) turn on only those sensors with good instantaneous link quality. This is reasonable since if some channel links are too bad, the best strategy to allocate power is to concentrate the power to those with good channel links. By contrast, the ARMSE-based power allocation schemes (33) and (37), which account for the long-term behavior of fading channels, activate all the sensor nodes for parameter estimation. That is, when distributing power to the nodes based on the channel statistics, the nodes with very poor channel statistics will still be assigned some power. This is because the random characteristics of the channel realizations. More specifically, even with very poor channel statistic, the channel could occasionally have good instantaneous link quality.
VII. SIMULATION RESULTS
This section conducts several numerical simulations to evidence the presented analyses. We consider a network of N = 250 sensors, and the channel noise variance is set to be σ 
A. Robust vs Non-Robust Solutions: Estimation Quality
The first simulation compares the AMSE performances of the robust and nominal non-robust solutions designed according to different CSI knowledge. In each Monte-Carlo trial, the following two sets of schemes are implemented: (i) the robust solution (33) designed in accordance with ARMSE (7), and the associated nominal solution obtained via setting α i = 0 in (33); (ii) the robust solution (51) designed based on the conditional ARMSE (47), and the associated nominal solution obtained via setting α i = 0 in (51). In the sequel, we will simply call the nominal solutions the non-robust solutions; this is because they are designed using the nominal value of the noise power (σ 2 ni = δ i since α i is set to be zero in computing the solutions), but operate in an environment in which the true noise power deviates from δ i according to the rule (5). With α = 5 and δ = 1, Figure 2 shows the respective simulated AMSE for different total power P. Also, with P = 40 and δ = 1, Figure 3 depicts the AMSE with respect to different uncertainty factors α. Firstly, we can see from both figures that the robust designs do yield smaller AMSE for either type of CSI knowledge. Secondly, both the robust solution (33) designed on the basis of ARMSE (7) and the robust solution (51) designed in accordance with the conditional ARMSE (47) performs almost the same, despite that the latter exploits the knowledge of instantaneous CSI in each trial. Even though the scheme (33) using only the knowledge of channel statistics appears to slightly outperform the scheme (51) using the knowledge of the channel realizations, the difference between them is virtually nil in the numerical data. A possible reason for this counter-intuitive result is that both the power allocation schemes are designed based on a lower bound of ARMSE instead of the AMSE. Since the object function used for the design (ARMSE) and the evaluated performance metric (AMSE) are different, such a phenomenon then appears. From Fig. 2 , it can be further observed that the AMSE decreases with P . This is intuitively reasonable since a large transmit power can enhance the overall signal quality at the FC for improving the global estimation accuracy; a similar phenomenon has also been seen in various previous works [19] , [22] , [23] . From Fig. 3 it is also seen that, with a fixed system power, the AMSE increases with the uncertainty factor α. The result is not unexpected since, as α increases, the deviation of the true noise variance from its nominal value also increases, thereby degrading the global estimation quality.
B. Robust vs Non-Robust Solutions: Power Consumption
This simulation illustrates the power consumption of the proposed robust methods subject to the average distortion constraint. The target AMSE level is set to be ε = 0.05 (about −13.01dB). Figure 4 (a) first compares the estimation performances of the ARMSE based robust design (37) and the corresponding non-robust counterpart. The result shows that the achievable AMSE of both schemes are below the target level. In each trial, it is further found that the minimal power attained by the robust solution (37) is smaller. To quantify the power consumption, Fig. 4(b) thus plots the consumed power of the two schemes. As we can see from the figure, the robust solution (37) significantly reduces the total power. Figure 5 further compares the two schemes at different target distortion levels ε; as expected, the robust solution (37) still greatly reduces the total power. Figure 6 depicts the performance of the conditional ARMSE based design (54). From Fig. 6(a) , it can be seen that the associated nominal non-robust version even fails to keep the AMSE below the target level, although the consumed power is slightly smaller than that of the robust solution (cf. Fig. 6(b) ). Hence, if the true noise variance is different from the nominal variance used in the design step, then the non-robust solution will not be "robust" in that it could violate the target performance requirement. Moreover, as α increases, the violation becomes more serious (note that α reflects the severity of uncertainty); through extensive simulations it is found that this phenomenon happens at all times. By contrast, the proposed scheme (54), which takes into consideration of the parameter uncertainty, is robust in that it always guarantees the required target performance.
VIII. CONCLUSIONS
This paper has presented an original contribution to the study of power allocation for robust distributed BLUE in the presence of sensing noise variance uncertainty. The proposed design criterion in terms of ARMSE has several unique advantages. Firstly, it is established that with a small target AMSE the inverse of ARMSE is a close approximation to the true AMSE. Given this appealing fundamental result, maximization of the ARMSE is thus a justified approach for enhancing the estimation quality. Secondly, starting from the ARMSE design metric, rigorous analyses are carried out to derive an analytically tractable objective function for the design of power allocation factors. Closed-form solutions are then derived for two typical power allocation problems. Thirdly, starting from the considered ARMSE, the proposed robust design can also be fully compatible with the case in which instantaneous CSI is available to the FC; particularly, with the conditional ARMSE naturally as the cost function, closed-form power allocation schemes best matched to the channel realizations are also obtained. In words, the proposed approach based on the ARMSE does provide a fundamental analysis framework for the study the robust distributed BLUE. Future study will go on to characterize the achievable diversity performance as well as the power scheduling gains of the proposed robust schemes. Moreover, regarding the design based CSI realizations, the issue of CSI mismatch due to imperfect training will also be further studied in the current setup. 
Now, since the function g(x) = 1/x is convex for x > 0, it follows from the Jensen's inequality [40] that
That is, the AMSE is lower bounded by D −1 , the reciprocal of ARMSE. Combining (A.1) and (A.2) then yields (8) .
APPENDIX B: PROOF OF LEMMA 3.2
From (11), we have
where (a) holds since E{z i } = 1 (recalling that z i ∼ χ 2 1 and using [35, p-25] 
With y = 1/x and using the technique of function of random variable (see, e.g., [36] ), the distribution of y can be shown to be (through some straightforward manipulations)f Y (y) = y −3 e
−1/2y
2 u(y). As a result, 
A. Proof of 1st Inequality
We first note that
By the Cauchy-Schwartz inequality, it follows that
Based on (C.2) together with some manipulations, we have
a + bx dx+
To further rewrite (C.3), we need the following technical lemma.
Lemma C.1:
[Proof of Lemma C.1]: Let us write
Also, note that, since 0 ≤ x ≤ 1,
Since a > 0 and b > 0, it suffices to prove
if the condition on ρ specified in (C.4) holds. After straightforward manipulations, we have
which is no less than zero whenever ρ satisfies (B.4). The proof is thus completed.
Based on (C.3) and Lemma C.1, we have
which then implies
The proof of the first inequality is thus completed.
B. Proof of 2nd Inequality
we can write
a + bx dx
where (a) follows from (C.9) and (b) holds through direct manipulations. The following lemma can be used for deriving an upper bound for the RHS of (C.10), and will be used in the proof.
[Proof of Lemma C.2]: Let us write
where (a) holds since the domain of integration is x ≥ 1. Based on (C.13), it suffices to show
whenever (C.12) is true. After some straightforward manipulations, we have
, and hence (C.14) holds if (C.12) is true. The proof is completed.
By means of Lemma C.2, we can rewrite (C.10) as
which proves the second inequality in (25) .
The following lemma will be used in the proof of Lemma 4.4.
Lemma D.1:
[Proof]: Let us define t = csc 2 θ, hence dt = −2 csc 2 θ cot θdθ and
We note that the Q(·) function admits the following alternative expression [41, p-71]
The assertion follows immediately from (D.1) and (D.2).
[Proof of Lemma 4.4] : The proof is based on repeated change of variables in terms of the trigonometric functions. Firstly, let t = a + bx; hence we have x = (t − a)/b, dx = dt/b, and
Through further change of variable by letting t = a csc 2 θ,
Then we let y = cot 2 ϕ, thus dy = −2 cot ϕ csc 2 ϕdϕ and
Again letting y = tan 2 φ, hence dy = 2 tan φ sec 2 φdφ, the above integral can be decomposed into
We observe that the first term in (D.6) can be rearranged as
Also, if we let z = tan 2 φ, hence dz = 2 tan φ sec
An explicit formula for the integral in (D.8) can be readily obtained by first letting
where the last equality follows from Lemma D.1. The assertion follows from (D.6), (D.7), and (D.9).
APPENDIX E: DERIVATION OF SOLUTIONS (33) AND (37)
A. Derivation of (33) The Lagrangian associated with (32) is 
B. Derivation of (37)
The associated Lagraingian is
and the resultant KKT conditions are
It can be inferred that p i > 0 since, if p i = 0, we must have μ i = −∞ and the condition (E.7) is violated. Hence, we can solve p i from (E.5) as
, (E.8) Also, the condition p i > 0 also implies λ > 0, thereby
The solution (37) can be directly obtained by solving for p i based on (E.9).
APPENDIX F: DERIVATION OF SOLUTION (51)
To solve the problem, let us form the Lagrangian associated with (49) as
the associated set of KKT conditions then reads
By solving (F.2) we have K 1 ) ≥ 1, then f (K 1 + 1) ≥ 1 (hence, such a K , and (c) results since f (K 1 ) ≥ 1 by assumption. Solution (51) can then be obtained by using (F.3) and (F.5) together with the established property of f (K).
APPENDIX G: DERIVATION OF SOLUTION (54)
The Lagrangian associated with (49) is
which leads to the KKT conditions 
