Abstract: In this paper, we study the identification of industrial robot dynamic models. Since the models are linear with respect to the parameters, the usual identification technique is based on the Least-Squares method. That requires a careful preprocessing of the data to obtain consistent estimates of the dynamic parameters. The preprocessing mainly consists in estimating the joint velocities and accelerations from the measured joint positions. In this paper, we carefully detail this process and propose a new procedure based on Kalman filtering and fixed interval smoothing. This new technique is compared to usual one with experimental data considering an industrial robot arm. The obtained results show that the proposed technique is a credible alternative, especially if the system bandwidth is unknown.
INTRODUCTION
The usual method for robot identification is based on the Least-Squares (LS) technique and the Inverse Dynamic Identification Model (IDIM). The IDIM indeed allows expressing the input torque as a linear function of the physical parameters thanks to the modified Denavit and Hartenberg (DHM) notation. Therefore, the IDIM-LS method is a practical solution, which explains its success, see (Gautier et al., 2013) and the references given therein. However this method needs a well-tuned band pass filtering to get the derivatives of the joint positions. Thus, it requires a good a priori knowledge of the system to tune adequately the filters. That may be an issue for the early tests of a system, especially if there is no access to the key design parameters, as with a robot bought "off-the-shelf". This article has two aims. Firstly, it develops the usual process of robot identification. Secondly, the new technique proposed in (Brunot et al., 2016) is tested on an industrial robot arm. This technique has indeed already proven to be a suitable solution for a prototype robot with one degree of freedom. Its principle is to avoid relying on a priori knowledge of the system. For this work, the authors designate by "a priori knowledge" the values of the parameters, which are known or guessed prior to the identification. In any case, the model structure is assumed to be known.
As it will be seen, the main part of the work consists in differentiating the measured joint position signals to estimate the joint velocities and accelerations required for the LS method. In many fields, the problem of differentiating numerical signals was raised. In the domain of continuoustime system identification, it has been successfully dealt by different techniques like the generalized Poisson moment functional (GPMF) in (Rao and Unbehauen, 2006) , the State Variable Filters (SVF) in (Mahata and Garnier, 2006) or the Refined Instrumental Variable (RIV) in (Garnier et al., 2007) . For further reading on the topic, see e.g. (Garnier et al., 2003) . Nevertheless, those attractive methods require either the system to be linear in the states, in order to have a self-tuned filtering (RIV), or the user to provide the bandwidth for the filter (GPMF and SVF). As it will be seen, for a robot, the regressors are non-linear in the states. Hence, those techniques do not fulfil the requirements of our study. Therefore, it would be worth to look at other fields to find a technique which does not require a priori knowledge of the system and which can handle non-linearities in the states.
The plan of this article is as follows. Firstly, the usual method for robot identification is presented. Secondly, the new solution based on a Kalman filter and a fixed interval smoother is introduced. Afterwards, the techniques are compared with experimental data from a Stäubli TX40 industrial robot arm. Two cases are considered: first, a good a priori knowledge on the system which allows a good bandpass filtering; second, an inadequate bandpass filtering due to a lack of knowledge concerning the robot. Finally, concluding remarks are expressed.
LEAST-SQUARES FOR ROBOT IDENTIFICATION

Inverse Dynamic Identification Model
If a robot with n moving links is considered, the vector τ (t) contains the inputs of those links, which are the applied forces or torques. The signals q(t),q(t) andq(t) are respectively the (n × 1) vectors of generalized joint positions, velocities and accelerations. With respect to the Newton's second law it comes out:
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