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A gas turbine disc has three critical regions for which liﬁng calculations are essential:
the assembly holes or weld areas, the hub region, and the blade-disc attachment area.
Typically, a ﬁrtree joint is used to attach the blades to the turbine disc instead of a
dove-tail joint, which is commonly used for compressor discs. A ﬁrtree joint involves
contact between two surfaces at more than one location which makes the joint more
diﬃcult to design. Large loads generated due to the centrifugal action of the disc and
associated blades are distributed over multiple areas of contact within the joint. All
of the contacts in a ﬁrtree joint are required to be engaged simultaneously when the
blades are loaded. However, slight variations in the manufacture of these components
can have an impact on this loading. It is observed that small changes in the geometric
entities representing contact between the two bodies can result in variations in the
stress distribution near contact edges and the notch regions. Even though manufacturing
processes have advanced considerably in the last few decades, the variations in geometry
due to these processes cannot be completely eliminated. Hence, it is necessary to design
such components in the presence of uncertainties in order to minimise the variation
observed in their performance.
In this work, the variations in geometry due to the manufacturing processes used to
produce ﬁrtree joints between a gas turbine blade and the disc are evaluated. These
variations are represented in two diﬀerent ways using measurement data of ﬁrtree joints
obtained from a coordinate measuring machine (CMM): (i) the variation for the pressure
angle in the ﬁrtree joint is extracted from a simple curve ﬁt and (ii) using the same
measurement data, the unevenness of the pressure surfaces is represented using a Fourier
series after ﬁltering noise components. A parametric computer aided design (CAD)
model which represents the manufacturing variability is implemented using Siemens
NX. Non-smooth surfaces are also numerically generated by assuming the surface proﬁle
to be a random process. Two- and three-dimensional elastic stress analysis is carried out
on the ﬁrtree joint using the ﬁnite element code, Abaqus and the variations observed in
the notch stresses with changing pressure angle are extracted.
A surrogate assisted multiobjective optimisation is performed on the ﬁrtree joint based
on the robustness principles. Kriging based models are used to build a surrogate for notch
stresses and the non-dominated sorting genetic algorithm-II (NSGA-II) is implemented
to perform a multiobjective optimisation in order to minimise the mean and standard
deviation of the notch stresses. An iterative search algorithm that updates the Kriging
models with equally spaced inﬁll points from the predicted Pareto front is adopted.
Finally, a new design of the ﬁrtree joint is obtained which has better performance with
respect to the variation in the notch stresses due to manufacturing uncertainties.ivContents
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Introduction
Over the years, the gas turbine engine has developed into a complex machine involving
multiple stages of compressor-turbines, inlet, combustor, afterburner, etc. The design
of every component of a gas turbine engine needs to be approached with minimal pre-
conceptions regarding its importance to the whole engine. The increasing demands on
the aircraft industry, and hence on aero engines, have pushed the engine manufacturers
to minimise the cost and weight of the engine while delivering the required eﬃciency.
Integration between diﬀerent ﬁelds involved is a vital activity at all stages of design
and development of an engine. Multiple solutions often exist while designing machines
like aero engines where no one solution can be identiﬁed as an optimum solution [1].
The design of the engine is coupled through optimum performance-based parameters
obtained through several disciplines such as aerodynamics, thermodynamics, structures,
and control. A considerable level of judgement and compromise is required to decide
upon the values of design parameters for the ﬁnal solution.
The design process of a gas turbine engine can be broadly divided into two sections:
(i) engine cycle design and (ii) engine components design [1]. The engine cycle design
involves decision making with respect to the thermodynamic cycles, number of compres-
sion stages, bypass ratios, etc. Once the basic layout of the engine is obtained from
the engine cycle design, each component needs to be carefully designed to satisfy the
thermal, aerodynamic, and structural performance to achieve the required eﬃciency. In
this thesis, the structural design of one of the rotatory components in a gas turbine
engine is considered.
Rotatory components operate at high tangential velocities imposing stringent constraints
on the design of the turbomachinery involved in a gas turbine engine. The high-pressure
turbine components are amongst the hottest parts of the engine, with temperatures
reaching up to 1600◦ C, exceeding the melting point of the material used for casting
them [2]. Such constraints need to be assessed carefully before performing the design
study. One of the structural requirements in designing is to reduce the weight of the
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components and hence that of an engine. While achieving this goal, the geometries of
these components are often optimised to an extent that the least possible material is
used to deliver the required structural performance. In addition to this, the durability
margins of the engine parts have to be minimised so that every part is certain to last its
intended design lifetime [1]. The design of heavy rotating and highly pressurised parts
in an engine are of primary concern since in the event of a failure of any of these parts,
large pieces of metal can be ejected which may harm the parent aircraft. Most of the
rotating components in a gas turbine engine, such as the long ﬁrst-stage compressor fan
blades, blades and discs of high-pressure turbines and non-rotating components such as
the outer cases of combustors are classiﬁed as the critical parts in an engine and accurate
evaluation of their structural life is one of the major steps in the engine development
process [1].
Iterative process for structural design require accurate estimation of the stresses that
every part experiences. These stresses are then related to the primary response in terms
of the life expectancy of the part. If the estimated life of the given part is found to be
insuﬃcient, the design parameters are varied and the same process is repeated until a
satisfactory design is reached. The stresses and strains emerge due to the exposure of
the part to its working environment and can be regarded as the forcing functions which
consume the available life. The centrifugal force is generally the main source of stresses in
rotating parts [1, 3]. Blade aerofoil bending moments due to the pressure diﬀerences, self-
induced vibrations of aerofoils, thermal diﬀerential stresses leading to low-cycle fatigue
problems, local stress concentrations and foreign and domestic object damage are a few
other factors that reduce the available life of an engine part. Due to the high rotating
speeds (≈ 10,000 revolutions per minute [2]) and ﬂuctuating temperatures1, the stresses
often exceed the elastic stress levels causing plastic ﬂows and permanent deformations.
Hence, suitable selection of material compositions is of utmost importance to avoid
material damage due to erosion, corrosion and creep during the service life of the engine.
Advances made in the ﬁeld of computational methods for analysis such as computational
ﬂuid dynamics (CFD) and computational structural mechanics (CSM) have helped engi-
neers to perform optimisation on large and complex assemblies by combining objectives
from multiple disciplines. In the case of the CFD tools, detailed deﬁnition of the external
geometric entities is required whereas CSM tools require deﬁnition of both internal and
external geometric entities. Although a relatively coarse grid or mesh is suﬃcient for
the CSM as compared to the CFD, often the geometries involved are complex [4]. Such
complex geometries have to be parametrised appropriately for performing optimisation
studies.
1In this work, only the structural analysis is considered and the thermal analysis is omitted since
they do not aﬀect the optimisation process even if they may aﬀect the result.Chapter 1 3
1.1 Geometry parametrisation
Geometric design of machine components essentially involves deciding upon the values of
the parameters deﬁning their geometry based on various objectives and constraints. En-
gineers may consider either single or multiple objectives when designing a component,
with the ﬁnal geometry obtained either by minimising or maximising these objective
functions. The parameters that deﬁne the geometry play a signiﬁcant role when per-
forming such optimisation. The parametrisation scheme should be such that the design
parameters allow the search domain to be suﬃciently large to ﬁnd better designs while
the solution time should be aﬀordable. The geometry parametrisation should ideally be
able to eliminate geometrically infeasible solutions from the search space. The selection
of the components deﬁning the geometry (like lines, arcs, splines, etc.) which build the
required shape has a signiﬁcant impact on the formulation of any shape optimisation
problem. It is possible to construct a part geometry with a large number of geometric
entities, however, the number of parameters involved in the optimisation may then be
so large as to make the optimisation computationally expensive. While dealing with
high-ﬁdelity computations in optimisation, selecting entities which build the required
geometry with a minimum number of parameters is generally desirable.
Due to the importance of the parametrisation techniques, many researchers have inves-
tigated the eﬀect of their choice on the results of design optimisation, especially in the
aerospace applications. Song and Keane [5] compared the use of B-splines with orthog-
onal basis functions while performing aerofoil optimisation in assessing their ability to
represent three dimensional aerofoil shapes. The B-spline approach gave more accurate
results as compared to the basis function approach but with higher computational eﬀort.
Castonguay and Nadarajah [6] studied the eﬀect of shape parametrisation by compar-
ing four diﬀerent techniques – Hicks-Henne bump functions [7], B-spline curves, mesh
points, and PARSEC [8] on automatic aerodynamic shape optimisation. In another
work, Mousavi et al. [9] attempted to quantify the eﬀect of shape parametrisation on
aerodynamic shape optimisation while using three diﬀerent parametrisation schemes –
mesh points, B-spline surfaces and Class function/Shape function Transformation. The
selection of an appropriate parametrisation scheme is an important pre-requisite for
conducting any design optimisation study.
1.2 Computer Aided Design
For modelling purposes, the computer aided design (CAD) approach is commonly used
by industry today. The CAD approach for geometric modelling makes use of higher
class curves such as B-splines in conjunction with curve ﬁtting tools. Modelling the
parametrised geometry using modern CAD systems provides the user with the ﬂexibil-
ity of generating a large number of possible geometries, that can then be considered to4 Chapter 1
assess their performance while at the same time it is possible to constrain the geometry
so that the generated model is geometrically feasible. Due to its simplicity in use and
the possibility of generating models with complex geometric entities (such as B-splines),
CAD tools such as Siemens NX, Dassault Syst´ emes’ Solidworks and CATIA, etc. have
become popular in engineering design companies. Since their introduction in the design
industry, CAD systems have advanced to a large extent. Today they are capable of han-
dling the complex geometries required for engineering applications with an intuitive user
interface. Tasks such as creating lofts, extrusions, sweeps and revolves are performed
seamlessly within the CAD environment. In the recent past, CAD software providers
have given much importance to parametric feature-based solid modelling functionality
[10]. Automatic generation of parametrised geometries through user scripts has proved
to be useful in performing shape optimisation. The growing need for eﬃcient designs
of minimum cost has led to the use of new and better design approaches such as multi-
disciplinary design optimisation (MDO), robust design, reliability-based design, etc. A
suitably parametrised geometry which can be modelled in a CAD environment is useful
while performing such optimisation studies especially on complex geometries.
1.3 Design in the presence of uncertainties
Although a part is designed to deliver the desired structural performance for its service
life, existence of uncertainties in diﬀerent parameters may have an eﬀect on its life ex-
pectancy. From a structural point of view, uncertainties or variations may arise due to
ﬂuctuations in loading and boundary conditions, environmental conditions, geometric
parameters, or deviations in material properties such as the yield strength, Poisson’s
ratio, etc. Uncertainties may also result from assumptions made while modelling a real
engineering problem [11]. Variations due to manufacturing may result in a ﬁnal part
which has deviations with respect to the nominal geometry. This uncertainty in the
geometric parameters may result in a scatter in the overall eﬃciency, performance and
hence life expectancy of the part. Recently a lot of eﬀort has been made to include such
uncertainties in the system variables while performing design studies both in academia
and industry. It has become essential to understand and quantify the eﬀects these uncer-
tainties have on the performance of the part, while designing it, with a goal to minimise
them. For this reason the two most commonly used approaches used by researchers are
robust design and reliability-based design [12].
1.3.1 Reliability based design optimisation (RBDO)
To prevent catastrophic failure while designing a critical component in a structural sys-
tem, reliability-based design optimisation can be adopted [11]. The constraint conditions
of the optimisation problem are characterised by the probability of its structural failure.Chapter 1 5
Reliability-based design optimisation can be considered as the process of minimising
the cost function under the observance of probabilistic constraints instead of the con-
ventional deterministic constraints [13]. The inclusion of probability of failure in the
reliability analysis can be achieved using various diﬀerent methods. The simplest and
most direct method to gather such information is to perform Monte Carlo simulation
on a large amount of sampled data which can be a computationally expensive exercise.
The ﬁrst and second order reliability methods [14] require an additional nonlinear con-
strained optimisation procedure for locating the most probable point of failure making
the RBDO a two-level optimisation process. Weighted regression based response sur-
face methods have been adopted for structural reliability analysis to overcome some of
these computational burdens [15]. However, the approximation methods used for the
constraint functions can suﬀer in accuracy when the constraint functions are highly
nonlinear [16].
1.3.2 Robust design optimisation
Engineering components can be designed by optimising the parameter values with re-
spect to a single or multiple objective functions. These parameter values are then de-
livered to the manufacturing unit in the form of engineering drawings with tolerances
on the geometric entities. However, these manufactured components are subject to
variations due to the processes used for producing them. Variations in designed param-
eters may also occur during the operation period. Robust design is the ﬁeld of research
that aims to tackle such problems by minimising the eﬀect, of variations in the design
parameters, on the performance of the component. The optimum design is sought with-
out eliminating the source of uncertainty or variation [17, 18]. Instead of designing a
component based just on the nominal performance, the variations occurring because of
the inaccuracies in modelling, variations due to manufacturing tolerances and operating
conditions are given due consideration. Often robust designs have slightly worse nomi-
nal performance as compared to an optimisation on nominal performance alone. Some
designs can show improvements in both nominal performance as well as the extent of
variation in performance, however these are typically not properly optimised to begin
with. In their survey, Beyer and Sendhoﬀ [19] have given a comprehensive list of diﬀerent
approaches to perform robust design optimisation. Taguchi’s [20] work on developing
a design methodology that accounts for the uncertainties in the framework of quality
engineering has been regarded as one of the earliest works on robust design.
McAllister and Simpson [21] used the robust design approach on the combustion chamber
of an internal combustion engine. The uncertainties which arise due to the manufac-
turing in the cylinder bore, intake and exhaust valve diameters were introduced while
performing the robust design optimisation. Kumar et al. [22] illustrated an eﬃcient
methodology to design compressor blades by considering the aerodynamic performance6 Chapter 1
of the blades in the presence of manufacturing uncertainties. A geometric parametrisa-
tion technique was developed to represent the variations in blade geometry due to the
manufacturing process. The design obtained using this method showed less sensitiv-
ity to manufacturing variations as compared to the conventional deterministic design.
The application of surrogate models, which replaced the high ﬁdelity CFD simulations
resulted in signiﬁcant reductions in computational time.
Thakur et al. [18, 23] performed similar studies on turbine blades. One of the diﬃculties
that arises while representing variations due to manufacturing in the parametrisation
scheme is the elimination of noise from the measurement data. Thakur et al. [23]
used principal component analysis for ﬁltering the noise from the measurement data
in conjunction with a dimensionality reduction method. It was reported that 82% of
the variation in the geometry was accounted for by the manufacturing process and 18%
of the variation represented the noise in the measurement data. A liﬁng study on a
turbine blade showed that the mean life of the manufactured blades showed a reduction
of 1.7% as compared to the designed blade life. Using the robust design approach, an
improvement of up to 3% in the mean life of the blade was observed with approximately
57% reduction in the standard deviation [18]. Hence, it is observed that using the
robust design principles, for designing engineering components, can reduce the variations
observed in the service life of components due to manufacturing uncertainty.
Du and Chen [24] highlighted that while achieving a robust design it is also important to
control the robustness in the design feasibility due to the eﬀect of uncertainties. It was
reported that the approaches available for existing robust design may lead to infeasible
design solutions. Du and Chen examined several feasibility modelling techniques while
evaluating the robust design. It was concluded that the probability feasibility formula-
tion is an ideal method to use when evaluating robustness in the feasibility of the design
solution [24].
1.4 Disc blade attachments
The design of gas turbine engines has received a lot of attention in the aerospace en-
gineering literature. The performance of an aircraft can be signiﬁcantly inﬂuenced by
the design of its engine. The core of a turbine design consists of the design of rotating
blades and discs. Rotating discs and the attached blades are the central components in
a gas turbine engine, their structural integrity is vital to the engine’s service life. Design
of the attachments between compressor or turbine blades and their discs is critical in
order to transfer the large loads generated due to centrifugal, thermo-mechanical actions
and other gas loads between the two components. Several diﬀerent methods have been
adopted for attachments between the blades and the discs such as welded, pin, dove-
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and ﬁrtree joints. Dove-tail joints are commonly used for the disc blade attachments
in compressors whereas ﬁrtrees are used for the turbine disc blade attachments. In this
thesis, a ﬁrtree joint between a high pressure turbine disc and the blade of a gas turbine
engine is considered.
It has been reported by Kanth [26] that due to the cyclic application of severe thermal
loads together with the high centrifugal loads, high stress intensiﬁcation is observed at
the bore of the rotating turbine disc. Large centrifugal loads that are transferred through
the disc blade attachments impose severe design requirements on the attachment. In
addition to this, these joints have to position the blades at precise locations along the
disc rim so that the torque on the blades is eﬃciently transmitted to the drive shaft and
the leakage ﬂows are controlled. The fundamental principle in designing such joints is
that they should be strong in tension and as strong in fatigue as the attached blade. In
other words, it is desirable to have a longer service life for the disc blade attachments
than the attached blade so that the joints do not fail before the blades [25].
Typical dove-tail and ﬁrtree joints are shown in Figure 1.1. The transmission of loads
from one component to the other takes place through several contacts between the two
parts. As illustrated in Figure 1.1, in the case of a dove-tail joint, there are two locations
where contact takes place, whereas in the case of ﬁrtree joints, more than two areas of
contact are used for the transmission of the centrifugal load. The surfaces which come
into contact are referred to as pressure faces in this work. It is necessary that the corre-
sponding pressure faces on the disc and the blade ﬁrtree come into contact at precisely
deﬁned locations along the pressure faces with the application of load. However, there
will be manufacturing variations which may impact on the dimension and orientation of
these pressure faces due to which there could be a shift in the location of the contact
zone. The pressure distribution across the contact zone between two bodies depends
on the radius of curvature of the surfaces that come in contact. If the contact zones
Blade side
Disc side
Firtree Joint Dove-tail Joint
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1 2
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Figure 1.1: Schematic of dove-tail and ﬁrtree joints8 Chapter 1
shift to the adjoining regions to the pressure faces, an elevation in the contact pressures
is possible. This can aﬀect the resulting stress distribution in the joint in the region
surrounding the pressure faces. For desired working of the ﬁrtree joint, it is essential
that each of the six corresponding pressure faces on the disc and blade come into contact
simultaneously. Variations in the orientation of these pressure faces can cause diﬀerent
contacts to engage at diﬀerent loadings. Due to this, a redistribution of stresses could be
experienced by the ﬁrtree joint resulting in higher stresses in regions surrounding some
pressure faces compared to others, which may eventually aﬀect the life of the joint.
In order to assess the eﬀect of the variations in geometry on the life of the joint it is
important to investigate the possible modes of failure of a blade disc attachment.
1.4.1 Manufacturing variations in disc blade attachments
The centrifugal force that is transferred through the contacts in a blade disc attachment
results in high stress region near the contacts. A slight change in the geometry of the
joints can aﬀect these stresses and hence their service life. Even though manufacturing
technologies have advanced considerably, the variations due to these processes cannot
be completely eliminated. Such variations in geometry can aﬀect the contact conditions
involved in dove-tail or ﬁrtree joints which may induce peak stresses near the contact
edges resulting in a failure of the blade. Due to their complex geometries, it is essential
to assess the eﬀect of such manufacturing variations on the service life of the disc blade
attachments.
Qin et al. [27] studied the eﬀect of mismatch in the geometry due to manufacturing
on turbine blades by considering their fundamental frequencies. The variations were
introduced in the three dimensional ﬁnite element model by including gaps between
diﬀerent contact faces. It was observed that the ﬁrst order frequency of the blades due
to variations in geometry (gaps between the contact faces) was 18% lower than that of
the zero gap model. Also, it was noted that any mismatch due to manufacturing in
the corresponding contact faces on blade and disc aﬀects the bending vibration modes
more than the twisting modes [27]. A similar study on the disc and blade attachments
based on a robust design approach was made by Singh [28]. Singh used probabilistic
methods to calculate the probability of stresses given the probability distribution of the
gap between the contact faces.
1.4.2 Failure of disc blade attachments
Design of joints is critical for achieving the required service life of any structure. Struc-
tural failure of joints before the failure of attached members is not desirable. The joint
between a turbine blade and disc is one such joint which has to transfer a large cen-
trifugal load while positioning the blade precisely. Failure of a blade root can have aChapter 1 9
(a) Arrieta et al. [31] (b) James [32]
(c) Barella et al. [33] (d) Farhangi and Moghadam [34]
Figure 1.2: Fracture of ﬁrtree joints
catastrophic eﬀect on the turbine. One such case of a blade root failure of the last stage
steam turbine engine is reported by Rao [29], the failure in one blade root subsequently
resulted in fracture of several more blades in the turbine. The fracture observed in the
blade root showed three zones in which the crack had propagated since its nucleation.
The critical stress intensity factor approach for simulating the crack propagation process
was found to agree with the actual fracture observed in the blade root [29]. Witek [30]
performed a non linear ﬁnite element analysis on a ﬁrtree joint to determine the stress
state under operating conditions. High stresses were observed in the region near the
lower tooth of the ﬁrtree slot where the actual blade root had fractured. Witek sug-
gested a change to the tolerance requirements in the ﬁrtree region to unload the critical
zone where high stresses are observed [30]. Arrieta et al. [31] used a fretting-fatigue
model to predict the life of turbine components. In particular, blade root failure due to
the fretting action between the contact faces on blade and disc was considered. Experi-
mental studies on the ﬁrtree joint in a spin test showed cracks nucleating in the regions
near the contact edges. Peak tensile stresses observed near the trailing edges of the con-
tact zone exceed the yield limit of the material which may eventually nucleate a crack.
The critical locations which are most susceptible to crack initiation are observed in the10 Chapter 1
notch regions, where the tensile stresses are high, or near the contact edges. Figures
1.2a and 1.2b show the fracture surface on a disc and blade ﬁrtree joint respectively,
which joins a point in the notch region to the contact edge on the opposite side [32, 31].
The locations of cracks initiated in the notch regions of a blade ﬁrtree joint are shown in
Figures 1.2c and 1.2d. Farhangi and Moghadam [34] investigated the fracture of second
stage turbine blades in a 32 MW unit thermal power plant. It was reported that the
high cycle fatigue fracture mechanism was the main contributing factor in the cracking
of the blade root. In a similar investigation Barella et al. [33] observed similar fracture
phenomenon of high cycle fatigue that caused the failure of a turbine blade root for a
150 MW unit thermal power plant.
Based on these examples, it is evident that the magnitudes of tensile stresses in the notch
regions and near contact edges are the governing factors an engineer should consider
while designing such a joint. Although, many factors such as environmental conditions,
material properties, high temperatures, etc. contribute to the stress distribution in
ﬁrtree regions, the centrifugal action is considered to be the primary forcing function
that is responsible for the complex stress distribution.
1.4.3 Design of ﬁrtree joints
The eﬀect of variation in the geometric parameters, deﬁning a ﬁrtree joint such as
the angle a pressure face makes with the vertical, or notch radii, etc., on the stress
distribution needs to be assessed carefully. The manufacturing processes used to produce
these joints are the primary source of variation in the geometric parameters in the
manufactured joint. Design approaches which incorporate uncertainty in the system
parameters can be used to minimise any substantial eﬀects on the stress distribution,
and hence the life expectancy.
In a previous study of design optimisation on the ﬁrtree joints by Song [35] and Song
et al. [36], emphasis was given to the shape parametrisation while formulating a de-
terministic optimisation problem. The tooth proﬁle geometry was constructed using
non-uniform rational B-splines (NURBS). The design variables comprise of the control
point coordinates and the related weights of these NURBS curves with several other ge-
ometric feature dimensions. The use of NURBS curves resulted to a design that showed
reduction in the notch peak tensile stresses as compared to the ﬁrtree geometry created
with simpler geometric entities such as lines and arcs.
Zhang et al. [37] performed a structural optimisation on the ﬁrtree joint by minimising
the maximum equivalent stress in the blade root and disc rim with twelve design variables
deﬁning the geometry. A complex damping structure of the integral shroud and tie
wire between three blades attached to the disc was used while performing the three
dimensional ﬁnite element analysis of the assembly. The design optimisation resulted inChapter 1 11
a ﬁrtree joint which showed a reduction by 12.26% in the maximum equivalent stress in
the ﬁrtree region of the disc. However, no consideration was given to the variation in
the stresses observed in the ﬁrtree region as a result of the manufacturing variations.
In a recent study, Zhou et al. [38] designed the ﬁrtree joint again by minimising the
maximum equivalent stress in the joint with eight diﬀerent geometric parameters as
design variables by using four diﬀerent optimisation algorithms: Pattern search, genetic
algorithm, simulated annealing, and the Particle swarm optimisation. The variations due
to the manufacturing processes were included in the optimisation process by varying the
initial gap between the contacting faces. Five diﬀerent cases were considered by choosing
arbitrary values for these initial gaps at diﬀerent ﬂanks.
While performing a robust design optimisation on the gas turbine disc and the blade
ﬁrtree root, Brujic et al. [17] used Monte Carlo simulation with 500 samples using a
descriptive sampling as suggested by Saliby [39]. The blade root that was optimised,
for the variation in the maximum principal stress and the contact pressure, has four
contacting pressure faces. First, a deterministic design optimisation was performed for
two separate objectives: meeting the rupture criteria and minimising the critical stresses,
in order to reduce the design space. A reduction of up to 28% was obtained in the stress
magnitudes in the blade root section. In order to achieve a robust blade root design,
Brujic et al. [17] combined the structural reliability and robust design approaches with
the Six Sigma concepts. Variations were incorporated in the input design variables,
constraint formulation, and the objective formulation. The parameters deﬁning the
blade root geometry were perturbed with a normally distributed noise characterised
with a standard deviation of 3%. However, the computational time required for this
process was around 5 days since Monte Carlo simulation was used on the ﬁnite element
(FE) model to evaluate the response mean and standard deviation.
1.5 Objectives of the thesis
The main objectives of the work presented in this thesis are:
1. To extract the variations in the geometric parameters of the manufactured ﬁrtree
joint from the available measurement data by applying diﬀerent parametrisation
schemes with increasing complexities.
2. Use the measurement data to parametrise the roughness on the pressure faces to
numerically generate new surfaces that belong to the same family of surfaces with
respect to the surface texture.
3. To assess and quantify the eﬀect that these manufacturing variations have on the
stress distribution in the two- and three-dimensional ﬁrtree joints.12 Chapter 1
4. To propose a design methodology based on robustness principles in conjunction
with response surface methods, in order to select the values of the geometric pa-
rameters that yield designs which have least variation in the performance of these
joints in the presence of manufacturing uncertainties.
1.6 Thesis overview
This thesis is divided into six chapters including this chapter and the conclusions. A
brief overview of each chapter is presented below.
Chapter 2 deals with the parametrisation based on the available data on real disc side
ﬁrtree joints on a high-pressure turbine disc. A curve ﬁtting method is used while
minimising the root mean square error in order to ﬁt two diﬀerent substitute geometries.
The variations observed in the pressure angles on the disc ﬁrtree joints are evaluated by
comparing the angles from the substitute geometries to the nominal ﬁrtree geometry.
The results obtained from the ﬁtting process show that a slight drift towards the left
side of the ﬁrtree joint exists either due to the manufacturing processes or measurement
error. A Fourier transform is also applied to the raw measurement data on the disc
ﬁrtree joints, in order to eliminate the noise.
Chapter 3 attempts to parametrise the roughness on the pressure faces by assuming the
surface to be a two-dimensional random process. Two diﬀerent methods are described
which are used to numerically generate new rough surfaces which show the same vari-
ation in the observed heights over the mean plane on the manufactured surfaces. The
autocorrelation function which represents the spatial distribution of the scanned heights,
is one of the two parameters required to deﬁne a rough surface, the other being the height
distribution function. In the ﬁrst method a linear transformation is performed on ma-
trices with random numbers following a given height distribution and autocorrelation
function while generating new rough surfaces. Convergence issues make this method
stable only for matrices with a limited number of elements (≈ 20 × 20). Alternative
approach suggested in the literature to tackle these issues is mentioned. In the second
method digital ﬁlters based on Fourier series are used in order to generate new rough
surfaces. Working with larger matrices is easier while implementing digital ﬁlters, how-
ever, the accuracy of the results is reduced when the size of matrices exceeds 64 × 64.
The parametrisation suggested here is able to generate a large variety of Gaussian and
non-Gaussian surfaces with arbitrary autocorrelation functions. In this work, only the
Gaussian type of surfaces are generated since a normal distribution of heights is observed
on the pressure faces of the disc ﬁrtree joints.
Chapter 4 performs elastic stress analysis on the two- and three-dimensional ﬁrtree
joints in the FE environment of Abaqus. Only centrifugal loads are applied on the
blades, since the stresses due to the rotatory motion of the bladed-disc govern the stressChapter 1 13
distribution. Analysis is performed on a single sector of the disc with a blade attached
at its rim with the help of a ﬁrtree joint. The geometry is created using the Open C
API of Siemens NX which is capable of representing the variation in the geometry in
diﬀerent ways. An automated work ﬂow is set-up using Matlab scripts, that relates the
variation observed in the manufactured disc ﬁrtree joint to the stress distribution in the
notch regions. Since the scanned data is available only on the disc side ﬁrtree joint,
the geometry on the blade side is kept nominal throughout this thesis. It is observed
that the magnitude of stresses near the bottom ﬂank of the ﬁrtree joint are higher as
compared to the other two ﬂanks. The eﬀect of a twist between the front and rear
side geometries of a three-dimensional ﬁrtree joint on the notch stresses is extracted.
It is observed that higher magnitudes of twists, results in larger variation in the notch
stresses. The roughness of the pressure faces is included in the stress analysis by ﬁtting
a B-spline curve or surface through the noise-ﬁltered scanned data in Siemens NX. An
elastic stress analysis shows localised peak stresses on the pressure faces, which have an
eﬀect on the stress distribution in the notch regions. The numerically generated rough
surfaces are included in the three-dimensional stress analysis, by transforming the nodal
coordinates on the pressure faces to follow the generated rough surface.
Chapter 5 combines the results obtained on the variation in the pressure angles from
chapter 2 within a robust design optimisation of the ﬁrtree joints. The mean and stan-
dard deviation of tensile stresses in the notch regions are used as objectives in the
optimisation. Their accurate evaluation requires a number of runs of the FE code which
makes it a computationally expensive exercise. To overcome this issue, the approxi-
mate response surface approach based on Gaussian process modelling is adopted in this
chapter. An evolutionary multi-objective optimisation method is used on the surro-
gate models for the mean and standard deviation for variation in notch stresses. It is
observed that reducing the pressure angle by 6% with respect to the initial geometry,
results in a more robust design for the evaluated variation in pressure angles. However,
any increase in the pressure angle from the starting geometry results in a design which
is highly sensitive to the variation in pressure angles.
Chapter 6 lists the important conclusions that are drawn from this work with respect
to the parametrisation of the ﬁrtree joints to include the geometric variations due to
manufacturing processes. Important results obtained from studying the eﬀect of geo-
metric variations on the stress distribution are presented. Beneﬁts of using a surrogate
modelling approach in the robust design optimisation study are highlighted. The design
obtained as a result of the robust optimisation study is compared with the nominal de-
sign. Finally, recommendations for further work in the aforementioned areas are made.Chapter 2
Geometric Representation of
Manufacturing Uncertainty
2.1 Introduction
Engineers prepare drawings based on the design calculations which are used to man-
ufacture these components. While preparing these design drawings, engineers specify
tolerances to restrict the variations due to manufacturing processes. As mentioned
by Dowling et al. [40] “Functional requirement or assembly conditions on a manufac-
tured part are normally translated into geometric constraints to which the part must
conform”. The methods used for manufacturing engineering components have to be
developed enough to manufacture the components with respect to the tolerances speci-
ﬁed by the design drawings. Geometric constraints are generally expressed in terms of
standards provided by international standards institutes such as ANSI, ISO, etc. These
constraints are generally speciﬁed in terms of the envelope principle which restricts the
part to lie within two envelopes of ideal shape [40]. This envelope principle evolved from
the gauging technology of go and not go gauges which check the maximum and mini-
mum manufacturing variation, respectively. The tolerances vary directly as a function
of the feature’s characteristic dimension since smaller features are required to be located
more precisely. For engineering components obtained in high-eﬃciency machines such as
aero engines, the tolerances on the geometry are stringent. Variations in the geometry
due to the manufacture of such components can aﬀect the performance of the engine
signiﬁcantly.
Before the advent of advanced measuring instruments such as the coordinate measuring
machines, hard gauges were commonly employed for inspecting manufactured parts or
components. However, this method of inspection has certain disadvantages such as:
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1. Design is an iterative process, hence minor changes in the design at later stages
are unavoidable. This requires the design and manufacture of new gauges for every
change that is made in the design, which makes hard gauging an expensive method.
2. For more complex geometries, high precision hard gauges are required which are
more expensive to manufacture.
Due to these shortcomings, the hard gauges used for dimensional measurements are now
generally replaced by more sophisticated measuring machines such as the coordinate
measuring machine (CMM). Collecting and processing data using such measuring ma-
chines is sometimes referred to as soft gauging [40]. CMMs have been proved to be more
ﬂexible for dimensional measurements and tolerance evaluations. The coordinate mea-
suring machine records the coordinates of a point, on the component being measured,
from the probing device which are further transformed to a component coordinate sys-
tem from the machine coordinate system. The CMM uses a pre-deﬁned sampling rate
(Λ) while scanning the coordinates of points on the component [40, 41, 42]. This data
is further analysed using a suitable regression algorithm to obtain the manufacturing
variations in the geometry, assuming the measured data is free of any measuring er-
ror. However, if the variations due to the measuring machine are of the same order as
the manufacturing variations, the measured data have to be ﬁltered of this unwanted
variation before processing it further. The term coordinate metrology is used to deﬁne
the study of best ﬁt methods and regression algorithms for extracting geometric entities
from such scanned data [43]. The geometry extracted from the scanned data is the
manufactured representation of the nominal geometry, it is also sometimes referred to
as the substitute geometry. The geometric parameters of the substitute geometry are
compared with that of the nominal geometry to evaluate the manufacturing variation
and to check if they are within the speciﬁed tolerance bounds.
The choice of sampling strategy and the ﬁtting algorithm used for evaluating the substi-
tute geometry are the key issues related to coordinate metrology. These issues originate
from the method’s divergence problem which has been the focus of much of the research
in this ﬁeld [43, 44, 45]. If the measuring instrument is suﬃciently accurate, the eval-
uated manufacturing variation can originate from two sources viz., the choice of data
analysis algorithms and the sampling strategies used to collect the data. It has been
reported by Yan et al. [43] that using diﬀerent algorithms for ﬁtting geometric entities to
the same scanned data can give diﬀerent results. This emerges from the lack of a mathe-
matical deﬁnition for geometric dimensioning and tolerancing in current standards since
they were originally designed for hard gauging [43]. The second source of uncertainty
comes from the fact that any sampling scheme provides data at ﬁnite discrete points on
a surface which is made up of an inﬁnite number of points. Variations in geometry due
to manufacturing can originate due to the material deﬁciencies at the surface, machining
deviations or due to the presence of particles of debris on the surface. Such variationsChapter 2 17
can vary between consecutive points, hence the variation in the manufactured geometry
depends on the distribution and the number of scanned points.
2.2 Geometric Inspection Using Scanned Data
The inspection of manufactured parts involves measuring the dimension, form, and po-
sition of the geometric entities and comparing them with the nominal geometry. Tradi-
tionally, inspection for dimension, form, and position were done independently of each
other [46]. But with the use of high-precision measuring machines such as a CMM, si-
multaneous measurement of these features has become possible. For example, the same
CMM scanned data of a straight edge on a manufactured component can be used to eval-
uate its length, straightness of the edge and its orientation. The process of inspecting a
manufactured part can be divided in three major steps [47]:
1. In the ﬁrst step, the distribution and number of sampled points at which the
measurements are to be taken are decided.
2. The second step consists of measuring the coordinates of the discrete points on the
manufactured part using high precision machines such as a CMM. This involves
mounting the part in the CMM, usually with specialised jigs.
3. In the last step, the coordinates measured from the manufactured part are analysed
to evaluate best ﬁt geometric entities of known analytical expression such as lines,
arcs, cones, etc.
Although extensive research has been carried out into the algorithms used to ﬁt geometry
to discrete data points, it is diﬃcult to select one particular algorithm which can be used
in the majority of the cases. Two methods for ﬁtting purposes that are found to have
been used frequently in the literature are the minimum zone method and the least
squares method. The method of least squares has been more popular than any other
method for evaluating the best ﬁt geometry. However, since these methods are used to
inspect the geometry, they give very little information about the functionality of the
component. Weckenmann et al. [48] suggested using functionality oriented methods for
inspection of a manufactured component. Since the evaluation of variation in geometry
is of interest here the minimum zone method and the least squares methods are brieﬂy
discussed in the following sections.
2.2.1 The Minimum Zone Method
The implementation of the minimum zone method is based on the envelope principle used
by the standards organisations [40]. Evaluating the minimum zone essentially means18 Chapter 2
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Figure 2.1: Minimum-Zone Method
calculating the upper and lower bounds of the geometry within which all the points on
the surface of a part lie. The normal distance between these bounds is the required
minimum zone. The problem of evaluating the minimum zone is formulated as an
extreme ﬁt evaluation which locates the nearest and the farthest point that characterise
the zone [49]. In some cases, the minimum zone is evaluated by ﬁtting a mean geometry
to the data and then by oﬀsetting it in both directions so that all the scanned points
lie within these extremes. In these cases, the mean geometry is obtained using the least
squares method [50]. An example of calculating the minimum zone for a set of scanned
Estimated minimum zone
True minimum zone
Figure 2.2: Estimated Minimum-Zone and True Minimum-ZoneChapter 2 19
points along a straight line is shown in Figure 2.1.
The upper and lower bounds are obtained by drawing parallel lines to the mean line,
so that all the measured points lie within the zone deﬁned by the two bounds. The
perpendicular distance between these two lines is the required minimum zone which
is compared with the speciﬁed tolerance. Although this method conforms with the
envelope principle used by the standards, there exists a drawback to this method which
is illustrated in Figure 2.2. The extreme ﬁt surfaces are evaluated so that all the scanned
points on the manufactured surface lie within the zone created by them. However, the
region of the manufactured part between two consecutive points is assumed to lie within
the minimum zone which may not be the case. A suﬃciently large sampling rate will
reduce the error in the evaluated minimum zone.
2.2.2 Least Squares Method
Obj. Func =
P
i
(∆N
2
di)
n
Least Squares Solution = min
parameters
(Obj. Func)
∆Ndi
Figure 2.3: Least Squares Method
The least squares method of ﬁtting curves to the discrete set of data points has been
used frequently in the literature. A curve is ﬁtted to the coordinate data by minimising
the sum of squared deviations, Figure 2.3. The method is also referred to as the normal
least squares method when the deviations are taken normal to the ﬁtted curve [40].
The objective function involved in the least squares method is a nonlinear function of the
parameters representing the ﬁtted curve. The least squares method is computationally
fast as compared to the minimum zone method. Also, it is shown by Dowling et al. [40]
that the least squares method shows less bias towards the sampling rate, as compared to
the minimum zone method. Choi et al. [49], however reported that the minimum zone
method yields smaller zone value as compared with the least-squares ﬁt. Minimum zone20 Chapter 2
method is consistent with the standard deﬁnition since it is based on the hard gauging
inspection approach.
2.3 Characterisation of Geometric Variability
There could be several factors aﬀecting the variations due to manufacturing such as a
slight shift in positioning of the machining tools, drift in alignment of the manufacturing
machine over a period of time if components are manufactured in batches or due to the
particles of debris on the ﬁnished surface. In the current work, it is assumed that errors
due to the measuring instruments are negligible as compared to the variations due to
the manufacturing processes. In most manufactured components, the variation can
be categorised in two distinct components, the waviness and the roughness component
[43, 51]. Variation due to the waviness component is the smooth change along the surface
of the part that has a functional relationship with the characteristic dimension of the
surface, whereas the roughness component of manufacturing variability represents the
closely spaced irregularities on the surface of the part. These irregularities have high
frequencies as compared to the smooth waviness variations.
M = N + ￿w + ￿r (2.1)
The geometry of the manufactured part, M can be considered as the sum of the nominal
geometry, N, and the components of manufacturing variability due to the waviness and
the roughness, ￿w and ￿r respectively Equation 2.1, [43]. Every data point scanned using
the measuring machine consists of variations due to these two components. Since there
is a spatial correlation between the nominal geometry and the waviness component,
it is also known as the deterministic component of the geometric variation [43]. It
is essential to separate these components of variability from the raw scanned data in
order to evaluate the true representation of the substitute geometry. Frequency domain
methods such as Fourier transform (discrete and continuous Fourier transforms, etc.) can
be useful in ﬁltering the roughness component of the variation. However, these methods
can be used eﬃciently when the sample size is suﬃciently large, since the irregularity
in geometry due to the roughness component of error can vary between two consecutive
points. Hence, a larger sampling rate may result in a more realistic representation of
roughness of the surface.
2.4 Extracting geometric variability from CMM scanned
data of a ﬁrtree joint
In this section the manufacturing variations are extracted from the CMM scanned data of
a ﬁrtree joint on a turbine disc using two methods. The ﬁrtree joint that is analysed hereChapter 2 21
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Figure 2.4: Firtree geometry
involves contact between the blade and disc at six diﬀerent locations. High centrifugal
loads acting on the blade are transferred to the disc through these ﬁrtree joints. Accurate
manufacturing of these joints is essential in order to locate the engine blades in their
precise positions.
The principle used to transfer high centrifugal loads from engine blades to the discs via
ﬁrtree joints is the contact between the two components. Multiple contacting surfaces
are useful in increasing the surface area helping in cooling of the ﬁrtree region and
distributing the stresses across the joint. The lines (surfaces in 3D) along which the
blades and disc come in contact are referred to as ﬂank lines or the pressure lines1 in
this thesis. These pressure lines form the most important geometric feature in a ﬁrtree
joint. A slight variation in either form, position or orientation of these pressure lines
can aﬀect the contact conditions (contact area and pressures) and may result in high
localised stresses in that region. It is therefore important to extract the manufacturing
variations from the CMM data of the ﬁrtree geometry, especially in the region near the
pressure lines to study their eﬀect on stresses.
The ﬁrtree geometry that is analysed in this work has three ﬂanks on each side of the
centre line as illustrated in Figure 2.4. A sector of the disc which contains just one
ﬁrtree slot is shown in the ﬁgure. The geometry is symmetrical about the centre line for
both the disc and blade side ﬁrtree geometries. Both geometries are made up of basic
geometric entities such as lines and arcs. The ﬁrtree geometry tapers down from the
rim of the disc towards the centre of the disc.
1The term pressure line is used to represent the pressure face on the three dimensional ﬁrtree joint
in two dimensions.22 Chapter 2
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Figure 2.5: Disc side ﬁrtree geometry
1. Disc side ﬁrtree geometry: The disc side ﬁrtree geometry is as shown in Fig-
ure 2.5. It can be seen that the thickness at the ﬂank, on the disc side ﬁrtree, that
is closest from the disc axis is larger than the ﬂank away from the disc axis. The
geometry consists of six pressure lines, three on each side of the line of symmetry.
These lines are inclined at an angle θ (pressure angle) with the vertical as shown
in the ﬁgure. Slight variation in the orientation of these lines can vary the pressure
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Figure 2.6: Blade side ﬁrtree geometryChapter 2 23
angle θ to (θ ± ∆θ) which may aﬀect the contact conditions between the corre-
sponding pressure faces on the ﬁrtree joints. Surface roughness on these pressure
faces may also aﬀect the stresses near the contact regions. A smooth surface over
the contact zone will ensure a uniform distribution of contact pressure across the
contact zone.
2. Blade side ﬁrtree geometry: Figure 2.6 shows the ﬁrtree geometry from the
blade side of the joint. The geometric entity that comes in contact with the
pressure line on the disc ﬁrtree analysed here is an arc with radius R. This method
of designing the pressure faces on blade ﬁrtree as cylindrical surfaces is called
crowning which helps in reducing the ﬂuctuating hoop stresses at the edges of the
contact zone [52].
x
y z
Figure 2.7: Scanned data of a ﬁrtree joint
The ﬁrtree slots from the real discs are scanned using the CMM on nine representative
discs since these were all that were available. Data from ﬁve evenly spaced slots along
the disc rim are analysed for evaluating the best ﬁt geometry. For each ﬁrtree, the data
is further divided into front and rear along the thickness of the disc at the rim. Hence,
data for several individual slots, each of the same nominal geometry, are analysed using
two methods, minimising the root mean square error (RMS) and fast Fourier transform
(FFT). Figure 2.7 shows the cloud of points scanned using the CMM on one of the ﬁrtree
slots.24 Chapter 2
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Figure 2.8: Scanned data vs nominal geometry
2.4.1 RMS Minimisation
The CMM scans the coordinates in three directions (x,y,z) for each point on the surface
of the part. By taking the projection of the scanned data on the x − y plane, we can
compare the manufactured geometry (represented in two dimensions) with the nominal
geometry as shown in Figure 2.8. The manufacturing variation can be seen in the
magniﬁed view of a pressure line on the disc ﬁrtree geometry. The position and the
orientation of these pressure lines on the manufactured part is evaluated by minimising
the root mean square value of the errors. If y1,y2,y3,...,yn is a set of n numbers, their
RMS value is given as:
RMS =
r
y1
2 + y2
2 + y3
2 + ... + yn
2
n
. (2.2)
2.4.1.1 Pressure line and adjoining arcs
The parameters used while minimising the RMS error are the coeﬃcients of the equation
of curve used to ﬁt the data. It is required to evaluate the variation in the position and
orientation of the pressure lines by analysing the scanned data near the region of these
lines. To do this, the scanned data for the whole ﬁrtree is divided into six data sets,
with each data set representing a region surrounding one pressure line. It can be seen
from the geometry of the disc ﬁrtree, Figure 2.9, that each pressure line has tangent
arcs at both its ends2. From the nominal geometry, the end point coordinates of both
arcs are known. Using these coordinates, the data for each pressure line is obtained so
that each point in this data set represents either the pressure line or either of the two
adjoining arcs.
2Firtree geometries are typically designed with circles and straight lines to facilitate manufacturing.Chapter 2 25
Pressure Line
Arc
Arc
(xc1,yc1)
(xc2,yc2)
R1
R2
θ1
θ2
Figure 2.9: Pressure line and adjoining arcs (θ1 = θ2)
Having divided the data, the equations for the nominal pressure lines and arcs are used
to evaluate the RMS error of the scanned data. This RMS error is then minimised
using the fminsearch function available in Matlab which is based on the ‘Nelder-Mead
simplex direct search’ algorithm [53]. Hence, the best ﬁt geometry for the pressure line
and adjoining arcs is obtained. Including the arcs for evaluating the best ﬁt for pressure
lines allows the location of the end points of the pressure line and hence their length
and orientation. The parameters used for minimising the RMS error are the centre
Initial guess
Fitted geometry
Scanned data
Figure 2.10: Best-ﬁt geometry by minimising RMS value26 Chapter 2
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Figure 2.11: Best-ﬁt for six lines in a ﬁrtree joint (Not to scale)
coordinates of the two arcs, their radii and the angle at which the pressure lines are
tangent to the arcs (xc1,yc1,R1,xc2,yc2,R2,θ1,θ2), Figure 2.9.
An example of the best ﬁt geometry evaluated using the data set for one of the ﬂanks
is illustrated in Figure 2.10. Figure 2.11 shows the scanned data and the best ﬁt lines
for all six pressure lines in a single ﬁrtree joint. It can be seen that the best ﬁt lines
are shifted from the nominal pressure line and also they are not parallel to the nominal
pressure line. Hence, the manufactured pressure lines make an angle (θ ± ∆θ) with the
vertical.
Figure 2.12 shows the normal distance of scanned data from the nominal geometry for
all six lines in ﬁve ﬁrtrees of a single disc. It can be seen from the ﬁgure that for all
ﬁrtrees, except ﬁrtree number 3, pressure lines 1,2,3 and 4,5,6 are on either side of the
nominal pressure line. It can be therefore said that there may be a shift in the centre
line of the machining tool while manufacturing the ﬁrtree slots or it could be due to the
mounting error while taking the measurements. The variation in the pressure angle due
to the manufacturing process is evaluated from the best ﬁt geometries for such a set of
data for each ﬂank.
Figure 2.13 shows the histogram of the manufactured pressure angles. It is assumed that
the distribution in manufactured angle follows the Gaussian probability distribution with
its mean shifted by −0.07% from the nominal value of the pressure angle. It is observed
that approximately 61% of the pressure lines are manufactured with a pressure angle
less than the nominal value of θ. Since every ﬁrtree slot is machined with the same
tool setting, it is expected that the variation in parameters at the front side of the
ﬁrtree would have some correlation with the parameters representing the rear side of
the ﬁrtree. Each point on the Figure 2.14 represents the angle of the same pressure lineChapter 2 27
at the front and the rear side of a ﬁrtree slot on the disc. Variation up to 0.29% of θ is
observed between the front and the rear pressure angles. It is clear that there is very
little correlation between the front and rear pressure lines.
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Figure 2.12: Shortest distance from nominal geometry (Not to scale)28 Chapter 2
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Figure 2.13: Histogram of number of lines with pressure angle
2.4.1.2 Included angle
To investigate whether the choice of parametrisation scheme aﬀects the lack of correla-
tion between the pressure angles at front and rear illustrated in Figure 2.14, an alternate
substitute geometry is used next. Instead of using the pressure line and adjoining arcs,
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Figure 2.14: Correlation between front and rear pressure anglesChapter 2 29
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Figure 2.15: Substitute geometry for extracting included angle
Figure 2.9, the geometry as shown in Figure 2.15 is used. This geometry consists of
the pressure line and a bottom line with two tangential arcs as shown in the ﬁgure.
The parameters used for minimising the RMS error for this substitute geometry are the
centre coordinates of one of the arcs, (xc,yc), radii of the arcs, R1 and R2, the angle
the pressure line makes with the vertical axis, θ, the angle the line joining centres of
the two arcs makes with the horizontal axis, β1 and the angle the bottom line makes
with the horizontal axis, β2. As in the previous section, the CMM data for the whole
ﬁrtree geometry is divided into six diﬀerent sets so that each set represents the substi-
tute geometry for one pressure line and adjoining geometry. The advantage of using
this particular geometry as the substitute geometry is that the variation in the manu-
factured included angle, Figure 2.15, can be extracted from the scanned data. Matlab’s
fminsearch function is once again used to minimise the RMS error. While performing
this study, data for ﬁve slots, front and rear, on nine diﬀerent discs was available. Hence,
540 sets of scanned data are used to evaluate the best ﬁt geometry.
Figure 2.16a illustrates the variation in the included angle due to the manufacturing
processes. It can be seen that the mean of the variation is shifted by 0.15% from
the nominal value, while the standard deviation is 0.29% of θnominal. The maximum
variation observed in the included angle is 1.56% of θnominal. It is observed that 95%
of the designs have an included angle greater than the nominal value. The variation
in the pressure angle obtained by ﬁtting this substitute geometry is shown with the
help of a histogram as shown in Figure 2.16b. The mean of the variation is shifted by
−0.05% from the nominal value of the pressure angle. The standard deviation of the
ﬁtted pressure angles is found to be 0.2% of θnominal. It can be seen from Figures 2.16a30 Chapter 2
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Figure 2.16: Histogram for variation in included angle and pressure angle
and 2.16b that the variation in the included angle is more widely spread as compared to
the variation in the pressure angle. There are 42.5% designs with pressure angle greater
than the nominal pressure angle. It can be concluded that the larger shift in the mean
of included angle compared with the shift in the mean of pressure angle is due to the
relatively low precision in manufacturing the bottom lines as compared to the pressure
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Figure 2.17: Histogram of number of lines with included angle and pressure angle at
front (red) and rear (blue) of ﬁrtree slotChapter 2 31
lines. In Figure 2.17, the histograms of variation in included angle and pressure angle,
for front and rear sides of the ﬁrtree slot are plotted. The mean of the variation in
included angle at front and rear is shifted by 0.15% and 0.14% of the nominal included
angle, respectively, whereas the shift in the mean of variation in pressure angle at front
is −0.06% and at rear −0.04% of the nominal pressure angle.
From Figures 2.17a and 2.17b, it can be seen that the trend in the variation of included
angle and pressure angle at the front and rear of the ﬁrtree slot is similar. The variations
in the included angle at both ends of the ﬁrtree slot are more widely spread as compared
to the variations in pressure angle. Figure 2.18a shows the correlation between pressure
angles at the front and rear of the ﬁrtree slot, again the correlation is limited. The
histogram shown in Figure 2.18b shows that the mean of the variation in the twist
angles between the front and rear is approximately 0◦. However, in some slots the
change in the pressure angles at front and rear is found to be ≈ 0.78% of θnominal.
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Figure 2.18: Variation in pressure angle at front and rear of the ﬁrtree slot
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Figure 2.20: Variation in radius of ﬁllet no. 1 in ﬁrtree slot at top, middle and bottom
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Figures 2.19a and 2.19b show the variation in the ﬁllet radius extracted after ﬁtting the
substitute geometry in Figure 2.15. Figure 2.19 shows the variation in the radii of ﬁllets
F1 and F2 respectively. It can be seen that the histogram in Figure 2.19a consists of
three peaks separated from each other. When the variation for ﬁllet radii for the same
ﬁllet F1 (Figure 2.15) but for diﬀerent ﬂanks (top, middle, and bottom) are plotted
separately, the histograms look as shown in Figure 2.20. Since the nominal value of the
radius for ﬁllet F1 is diﬀerent at diﬀerent ﬂanks, the mean of the variation is diﬀerent.
Also, it should be noted that the mean of radius of ﬁllet at the top ﬂank is greater
than the radius of the ﬁllets at the middle and bottom ﬂanks, i.e., top R1 > middle
R1 > bottom R1. The mean for variation in R1 at top, middle and bottom ﬂanks is
shifted from the nominal value by −6.5%, −4.7%, and −0.35% respectively. Again, it
can be seen that the ﬁllet with smaller radius (F1 at bottom ﬂank) is manufactured with
higher precision than the ﬁllets with larger radii (top and middle ﬂanks). The standard
deviations are found to be 0.15%, 0.04% and 0.04% of nominal value R1.Chapter 2 33
2.4.2 Fast Fourier Transform
As mentioned by Yan et al. [43], in coordinate metrology the scanned data is generally
ﬁltered of any noise so that the smooth component of the manufacturing variation, the
waviness component, can be determined. The scanned data records two components
of manufacturing variability, waviness and roughness. The roughness component comes
from high frequency, closely spaced irregularities whereas the waviness component is the
smooth variation along the characteristic dimension of the part being measured. To ﬁlter
out this roughness component from the scanned measurement of points, the frequency
domain approach of Fourier transform is used here. It is required that the scanned data
is suﬃciently dense in order to use the Fourier transform eﬃciently.
The fast Fourier transform is an algorithm used to calculate the discrete Fourier trans-
form (DFT) of a sequence of N numbers eﬃciently [54]. DFT has often been used
for noise ﬁltering purposes in diﬀerent ﬁelds of research such as acoustics, bio infor-
matics, image processing, etc [54]. A function h of a parameter s, along the length of
the pressure line h(s), can also be represented as a function of its frequency f, H(f),
with (−∞ < f < ∞). A Fourier transform can be used to represent a function in its
frequency domain and an inverse Fourier transform to regenerate the original function
from its frequency representation H(f) [55],
H(f) =
Z ∞
−∞
h(s)e2πiftds, (2.3)
h(s) =
Z ∞
−∞
H(f)e−2πiftdf. (2.4)
In this case, h is a function representing the surface proﬁle. The function h(s), is sampled
at ﬁnite number of points along the s-scale. Let Λ denote the sampling time interval of
the scanned data with N sampled values,
hk ≡ h(sk), sk = kΛ, for k = 0,1,2,... ,N − 1. (2.5)
A DFT produces N independent numbers of output for N independent numbers of
input, [54]. Using DFT, the values of Fourier transform H(f) can only be estimated at
discrete values,
fn ≡
n
NΛ
, for n = −
N
2
,...,
N
2
. (2.6)
Hence, to get the Fourier transform of such discrete data, equation 2.3 has to be ap-
proximated, using equations 2.5 and 2.6,
H(fn) =
Z ∞
−∞
h(s)e2πifnsds ≈
N−1 X
k=0
hke2πifnskΛ = Λ
N−1 X
k=0
hke2πikn/N. (2.7)
Equation 2.7 is called the discrete Fourier transform of the N points hk, [55]. Let Hn
be deﬁned as:
Hn ≡
N−1 X
k=0
hke2πikn/N. (2.8)34 Chapter 2
As quoted by Press et al. [55], “The discrete Fourier transform maps N complex numbers
(the hk’s) into N complex numbers (the Hn’s)”. The Fourier transform does not depend
on the sampling rate Λ. Hence, the relation between the discrete Fourier transform
of a set of numbers and their continuous Fourier transform as samples of a continuous
function sampled at an interval Λ is written as [55],
H(fn) ≈ ΛHn. (2.9)
To recover the hk’s exactly from the Hn, the discrete inverse Fourier transform can be
used which is given as [55]:
hk =
1
N
N−1 X
n=0
Hne−2πikn/N. (2.10)
The discrete Fourier transform pairs are represented by:
hk ⇐⇒ Hn.
The discrete Fourier transform for a given set of numbers can be obtained using the fast
Fourier transform algorithm. The FFT algorithm is based on the fact that a discrete
Fourier transform of N numbers can be represented as sum of two discrete Fourier
transforms, each of length N/2. FFT gives N complex numbers for an input of N
numbers. Hence, the Hk’s are of the form a(ω) + ib(ω), where ω is the frequency
parameter. Representing Hk in polar form,
Hk = H(ωk) = |H(ωk)| · eiφ(ωk), (2.11)
where,
|H(ωk)| =
p
(a2 + b2)
and,
φ(ωk) = tan−1
￿
b
a
￿
.
The norm of the amplitude, |H(ωk)| is called the Fourier spectrum of f, and the exponent
φ(ωk) is the phase angle.
1. Filtering high frequency components: Taking a representative pressure line
and the associated data set of the distances of scanned points from its nominal
geometry are shown in Figure 2.21a. A discrete Fourier transform is performed
on this data using Matlab’s fft function. The frequency spectrum obtained from
the FFT algorithm is shown in Figure 2.21b. The high frequency components
that represent the noise are neglected from the frequency spectrum [56]. The
Hk’s will contain non zero coeﬃcients for frequencies (ﬁrst ten in this case, see
Section 2.4.3) lower than a cut-oﬀ frequency and zero components for the higher
frequencies. After performing the inverse Fourier transform on this truncated
frequency spectrum a new data set can be regenerated from which the variation
representing the noise is eliminated as shown in Figure 2.21a.Chapter 2 35
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Figure 2.22: Change in the root mean square value with number of frequencies
2. Observations: It can be seen from Figure 2.21a, that the closely spaced irregu-
larities are eliminated, maintaining the characteristic shape of the geometry.
2.4.3 Cut-oﬀ frequency
For selecting the cut-oﬀ frequency a method based on the reduction observed in the
root mean square value is employed. It is observed that for a given CMM data, as the
number of frequency components, that are included to regenerate the data, is increased
the root mean square value of the regenerated data increases, Figure 2.22. However, it
can be seen from Figure 2.22b, that the root mean square value remains constant for
the number of frequencies greater than N/2 used to regenerate the data. It is observed
that selecting a cut-oﬀ frequency when a reduction of 20% in the root mean square value
provides a new set of points which manages to reﬂect the characteristic dimension of the
geometry while removing the unwanted closely spaced irregularities. However, the choice
of cut-oﬀ frequency here is still arbitrary. By measuring the same pressure surface using36 Chapter 2
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Figure 2.23: Data regenerated after ﬁltering high frequency components using FFT
technique on all six ﬂanks of a ﬁrtree
the CMM multiple times and then comparing the regenerated data for diﬀerent sets of
data may provide more information regarding the accuracy of the cut-oﬀ frequency.
The regenerated data, after ﬁltering the high frequency components, for all the pressure
lines of a ﬁrtree slot when a reduction of 20% in the root mean square value is obtained
are shown in Figure 2.23. It can be seen that the generated data follow the characteristic
dimension of the geometry but ignores the noise from the raw data.Chapter 2 37
2.5 Summary
The variation in geometry due to the manufacturing process is extracted using two
diﬀerent methods. In the ﬁrst case, the geometric component (pressure lines) are repre-
sented using a simple curve ﬁt by minimising the root mean square error. Two diﬀerent
substitute geometries are used while performing the curve ﬁtting. The ﬁrst substitute
geometry consists of the pressure line and the adjoining tangential arcs while the second
geometry includes the bottom line which helps in extracting the included angle in the
ﬂank. A limited correlation is observed between the front and the rear manufactured
pressure angles of the ﬁrtree joint for both the substitute geometries. It is observed that
approximately 61% of the designs have pressure angles less than the nominal pressure
angle when the ﬁrst substitute geometry is used while the second substitute geometry
showed that 57% of the designs have lower pressure angles. Hence, whichever substitute
geometry is used, the mean for variation in the pressure angle is similar. Eventually the
variations in the pressure angle are obtained as shown in Figures 2.13 and 2.17b.
In the second case, a more sophisticated approach is used to represent the surface proﬁle
of the pressure faces with the help of a Fourier series. An FFT analysis is performed to
ﬁlter the raw scanned data for high frequency components. The frequency component
for which a reduction of 20% is obtained in the root mean square value is selected as
the cut-oﬀ frequency. It is observed that the regenerated data manages to reﬂect the
smooth variation in the pressure face proﬁle while ignoring the unwanted closely spaced
irregularities.
In this chapter, the variation in the surface proﬁle is extracted from the CMM data,
that is available along narrow strips near the front and the rear edge of the ﬁrtree joint,
using diﬀerent methods. However, these methods cannot predict the changes in the
proﬁle away from the edges of the pressure face. In the next chapter, diﬀerent methods
of predicting a two-dimensional surface proﬁle are discussed which are then used to
generate a new surface which is assumed to belong to the same family of surfaces as the
disc side ﬁrtree pressure face based on the available CMM data.Chapter 3
Roughness parametrisation
3.1 Introduction
Although manufacturing processes have advanced considerably, parts and components
cannot be produced with perfectly smooth surfaces. When a freshly manufactured sur-
face is viewed under a microscope, peaks and valleys with random spatial and height
distributions can be seen. These asperities may take diﬀerent shapes depending on the
manufacturing process used to produce them. A design engineer generally assumes a
perfectly smooth surface while modelling the mechanisms where two surfaces interact
with each other. In situations where the interaction between two surfaces can have
an important role on the intended performance, it is important to examine the eﬀect
these real non-smooth surfaces have. Irrespective of whether such interaction or contact
between the two surfaces is dry or lubricated, surface texture is the most important pa-
rameter that determines frictional behaviour [57]. A typical machined surface is shown
in Figure 3.1 with vertical magniﬁcation greatly exaggerated compared to the horizontal
Asperity
Yscale
Xscale
Micro-roughness
Macro-roughness
Xscale ￿ Yscale
Figure 3.1: Surface texture terminology (Typical length scales for such surfaces are
1 : 800)
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magniﬁcation for convenience. When two surfaces, as shown in the ﬁgure, come into
contact, the asperities (or the peaks) on the surface proﬁle contribute to the frictional
resistance whereas the voids serve as reservoirs for the lubricants [57].
The roughness of a real machined surface can be characterised into macroscopic rough-
ness and microscopic roughness. The irregular geometry of a typical asperity is cate-
gorised as the microscopic roughness whereas macroscopic roughness comprise of dis-
tribution of such asperities. For engineering purposes, the macroscopic representation
of the roughness is considered suﬃcient while physicists and physical chemists require
the microscopic details of the surface [57]. There is extensive literature available on the
study of the eﬀect of using rough surface models instead of a perfectly smooth surface
in applications related to wear, contact, fatigue, etc. One of the early works in which
a non-smooth surface is used to study the contact between two surfaces is reported by
Greenwood and Williamson [58]. A Gaussian distribution is assumed for the heights
of the asperities above a nominal plane. Since, the contact area between two perfectly
smooth surfaces is greater than that between non-smooth surfaces, even at low loads the
contact can become plastic, hence resulting in localised permanent deformations. Liu et
al. [59] reviewed the existing models for simulating contact conditions between rough
surfaces by considering three aspects: representing the rough surfaces, evaluating the
contact pressures and surface displacements and diﬀerent numerical methods to solve
the contact equations. Ciulli et al. [60] reviewed diﬀerent models for roughness de-
scription based on statistical approaches based on stochastic methods and deterministic
approach with actual surface topography. Analytical representation of a surface proﬁle
using parabolas by maintaining the surface characteristics have been proposed. Five
diﬀerent parabolic approximations for measured surface proﬁles of several engineering
surfaces were compared using two elastic and two elastic-plastic contact mechanics mod-
els [61]. It was reported that the elastic-plastic contact mechanics model in combination
with the parabolic representation of the surface roughness provided satisfactory results.
Roughness of surfaces inﬂuence a large number of physical properties. In the case of
friction and wear properties of a surface, in both dry and lubricated conditions, it is
necessary to keep the asperity height within a prescribed limit to obtain the required
minimum lubrication ﬁlm thickness. It has been observed that the fatigue strength of
a part component increases for polished surfaces which help to avoid stress concentra-
tions. The life and performance of oil seals is aﬀected by the quality of ﬁnishing of the
shaft surface [62]. Liu et al. [63] developed an isothermal elasto-plastic contact model
based on the contact between asperities to deal with the plastic ﬂow of materials at
micro-roughness scales. Nayak analysed the plastic contact between a rough surface
and a smooth surface by modelling the rough surface as an isotropic, Gaussian random
process [64, 65]. It is observed that the contact between rough surfaces depends not
only on the height distribution of the asperities but also on the shape of the power
spectral density of the surface. Bhushan [66] proposed models for the multiple-asperityChapter 3 41
contacts between surfaces under dry and lubricated conditions. Analytical solutions for
surfaces with speciﬁed distribution of asperity heights and numerical solutions for real
surfaces with arbitrary asperity shapes and variable size and height distributions are
presented. Ao et al. [67] proposed a method to extract the roughness parameters of a
worn surface by connecting the wear tests with statistical analysis. Sellgren et al. [68]
and Kogut and Etsion [69] demonstrated the use of ﬁnite element methods to simulate
the normal contact conditions between rough surfaces under elastic and elastic-plastic
material models.
Ardito et al. [70] generated Gaussian and non-Gaussian rough surfaces artiﬁcially on
the basis of a priori known statistical properties of the surface to study the adhesion
phenomenon in micro-electro-mechanical systems (MEMS). Modelling of rough surfaces
is an important issue in the ﬁelds of rock mechanics [71, 72]. Reeves [71] presented
a method to relate a parameter deﬁning the roughness of the rock surface with the
frictional strength of the discontinuities. Representation of the surface roughness in a
convenient manner is an essential prerequisite for performing any study on their perfor-
mance.
3.2 Roughness characterisation
Depending on the application, the surface roughness or the true machined surface need
to be measured or scanned using appropriate techniques. In this work, only the macro-
scopic roughness is considered. The measurement of the macroscopic roughness can
be classiﬁed into two groups depending on whether the entire proﬁle of the surface is
measured or only part of the proﬁle is measured [57]. Measuring devices which involve
the motion of a stylus over the surface being measured, have been commonly used to
measure proﬁles of surface heights. For the purpose of analysis of such manufactured
surfaces in engineering applications, it is necessary to represent the surface features ob-
tained from the measured proﬁles in a convenient form. Thomas [73] listed some issues
that need to be given importance in the characterisation of surface roughness such as
the high and low-pass ﬁltering, importance of appropriate sampling while measuring,
etc. The roles of diﬀerent users involved – the manufacturer, the researcher and the
quality control engineer are also discussed. An extensive list of parameters, that have
been used by researchers, for deﬁning a surface are described. These roughness deﬁning
parameters can be broadly classiﬁed into three categories; height descriptors which give,
in some sense, the behaviour of the surface proﬁle in a plane normal to the surface, the
extreme-value descriptors and the texture descriptors which describe the proﬁle in the
plane parallel to the surface [73]. Dong et al. [74, 75, 76, 77] published a comprehensive
study in the form of four publications for characterising the three-dimensional surface
topography with respect to the inherent properties in parameter variation due to the ma-
chining processes, their statistical properties, parameters to characterise the amplitude42 Chapter 3
and spatial properties. In their ﬁrst paper Dong et al. [74], discussed diﬀerent factors
that can aﬀect the parameters describing a surface roughness. It is reported that the
theoretical models based on random data models of surfaces such as normal, non-normal,
correlated and non-correlated distributions are limited in their accuracy since they are
based upon many assumptions. The measurement conditions such as the accuracy of the
measuring instruments, the geometry of the stylus in case of moving stylus measuring
methods, the range of magniﬁcation, etc. aﬀects the parameter estimation. Processing
of the measurement data involves use of signal-processing techniques which are aﬀected
by the sampling rates and lengths, and the ﬁltering conditions. Thomas and Ros´ en [78]
proposed a method to determine a sampling interval for a rough surface which is deﬁned
by self-aﬃne fractals. Dong et al. [74] reported that the type of manufacturing process
used has a more profound eﬀect on the roughness parameter variation than the measure-
ment and signal-processing conditions. Surfaces manufactured in diﬀerent ways, such as
ground, end-milled and shaped surfaces are used to study the variation in the parame-
ters such as the arithmetic mean height Ra, RMS roughness Rq, the skewness Rsk and
kurtosis Rku. If zi’s, such that (i = 1,2,3,... ,N), are the heights of N points measured
on a surface proﬁle from a datum then these statistical parameters are expressed as:
Ra or µ =
1
N
N X
i=1
zi,
Rq or RMS =
 
1
N
N X
i=1
zi
2
!1/2
,
Rsk =
1
N(Rq)3
N X
i=1
zi
3 and
Rku =
1
N(Rq)4
N X
i=1
zi
4.
In applications where the interaction between two or more machined surfaces occurs,
it is important to have a comprehensive characterisation of the surface texture. It is
possible to achieve this goal with the use of statistics. Problems in design such as wear,
lubrication, joints which involve contact between two bodies, dynamics of machine tools,
etc., cannot be approached satisfactorily without information about the surface texture
that exhibits a random character [79]. A proﬁle of a machined surface can be modelled
as a random process which can be both stationary and ergodic. A rough surface, when
considered as a random process, is said to be stationary when the parameters deﬁning
the process such as its mean, standard deviation, etc., are invariant with respect to time.
Box and Jenkins [80] deﬁne a stationary random process as a process which “remains
in equilibrium about a constant mean level”. A random process is said to be ergodic
when the time average for a particular proﬁle is the same for all other proﬁles on the
same surface [57]. Dong et al. [75] investigated the statistical parameter variation on
manufactured engineering surfaces when the assumption of ergodicity or stationarity ofChapter 3 43
the surface proﬁle is applied. It is reported that many real engineering surfaces exhibit
non-stationarity such that unexpected spikes or pits and troughs are observed on the
surfaces. In case of a ground surface, it is observed that the surface possess a strong
non-stationarity and hence the variation in the parameters is relatively large. Surfaces
machined through shaping show less non-stationarity and hence can be regarded as
weakly stationary surfaces. Electric discharge textured (EDT) surfaces are considered
to have an ergodic nature [75].
The statistical properties that are signiﬁcant for modelling the roughness of a surface
are as follows [57]:
1. Root mean square values and the mean
2. Autocorrelation function
3. Power spectral density function
4. Cross-correlation function
5. Cross-spectral density function
Out of these, the cross-correlation function and the cross-spectral density function apply
to a pair of surface proﬁles whereas the rest are applicable to a single surface proﬁle.
Table 3.1 gives the mathematical deﬁnition of these parameters. Zj(x) is the jth proﬁle
on the surface which is of length L measured in the direction of the parameter x. Figure
3.2a shows a two dimensional surface proﬁle along with its height distribution as shown
Statistical Property Mathematical deﬁnition
Mean or centre-line average µ =
￿
1
L
￿Z L
0
|Z1(x)|dx
Root mean square value RMS =
￿￿
1
L
￿Z L
0
￿
Z1(x)
￿2 dx
￿1/2
Autocorrelation function R(∆) =
￿
1
L
￿Z L
0
Z1(x)Z1(x + ∆)dx
Power spectral density function S(ω) =
￿
1
2π
￿Z ∞
−∞
R(∆)e−iωtdt
Cross-correlation function Rc(∆) =
￿
1
L
￿Z L
0
Z1(x)Z2(x + ∆)dx
Cross-spectral density function T(ω) =
￿
1
2π
￿Z ∞
−∞
Rc(∆)e−iωtdt
Table 3.1: Statistical properties of surfaces [57]44 Chapter 3
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Figure 3.2: Statistical parameters of a surface proﬁle
in Figure 3.2b. µ and σ are the mean and standard deviation (or RMS) of the proﬁle.
Figure 3.2c shows the autocorrelation function for the proﬁle. It can be seen from the
ﬁgure that when ∆ = 0, the autocorrelation function is equal to the square of the
standard deviation. The autocorrelation function for a surface proﬁle can be obtained
by multiplying the original proﬁle by a new proﬁle which is obtained by delaying the
original proﬁle, and then taking the average. The power spectral density S(ω) for a
single stationary proﬁle is the measure of the rate of change of the mean square value
with the frequency. The area under the power spectral density function from −∞ to ∞
is the total mean square value in the proﬁle. S(ω) can be obtained by taking the Fourier
transform of the autocorrelation function. Similarly, the cross-spectral density function
can be obtained by taking the Fourier transform of the cross-correlation function Rc(∆).
Some of these statistical properties of rough surfaces are discussed in more detail in the
following sections.
3.2.1 Height distribution function
It is reported by Thomas [81] that irrespective of the sampling interval used for mea-
suring the heights on a surface, they are rarely uncorrelated. This correlation between
the heights on random locations on a surface generally follows a certain distribution.
Greenwood and Williamson [58] suggested that it is not uncommon to see that such
a distribution of heights is governed by the Gaussian form. Engineering surfaces areChapter 3 45
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Figure 3.3: Height distribution of surface proﬁle
formed as a result of many independent eﬀects, however, it can be shown that the
surface that is manufactured is subject to the central limit theorem which follows the
Gaussian type of probability distribution [81]. To assess the parameters that describe
the heights at diﬀerent points on a surface, the mean line or the mean plane is neces-
sary before the measurements can be made. Depending on the surface and the methods
used for machining them, the mean line may not be a straight line but could follow a
long-wavelength form. Such a mean line if used as a datum for the height measurement
compensates for any d.c. (direct current) component of the manufacturing variation
[81]. The two most commonly used methods for evaluating the mean line of the surface
proﬁle are the root mean square and the centre-line average. In the case of the RMS
technique the mean line or the mean plane is obtained by minimising the root of mean
of squares whereas in case of centre-line average the areas or volumes of surface-ﬁll and
void are equated to get the mean. It has been observed that both these techniques gen-
erally result in the same mean [81]. If the surface height proﬁle measured from such a
mean datum is considered as a random process, the distribution of heights is the proba-
bility density function p(Z). Such distributions can be obtained by plotting the function
which evaluates the proportion of surface heights lying between two speciﬁc heights as
shown in Figure 3.3. The value of p(Z) for heights between Z and Z + ∆Z is equal to
the number of heights on the surface that lie in that range; the area under the curve
p(Z) = 1.
3.2.2 Autocorrelation function
If the surface height, at ﬁnite number of points on the surface, is considered as a ran-
dom variable then the autocorrelation function (ACF), of that random process, is the
autocovariance function (ACVF) in its normalised form [81]. It is a function which cor-
relates a random series with its spatially separated representation. Height distribution46 Chapter 3
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Figure 3.4: Evaluation of autocorrelation function
on its own, does not provide any information about the spatial variation in the random
series. The autocorrelation function contains useful information regarding the spatial
variation; for example, ACF can be used to extract repeating patterns in the surface
proﬁle which may be hidden by the noise. Let Z(x) be the height of a rough surface
where x (for 1D x = {x},for 2D x = {x y}) is the vector deﬁning the spatial coordi-
nates on the surface, Figure 3.4. If an assumption is made that the surface possesses
homogeneity in the sense that its statistical properties are invariant with the translation
along the surface, its ACF is deﬁned as:
R(∆) = E{Z(x)Z(x + ∆)} (3.1)
where E{•} is the expectancy operator or an average value of Z(x)Z(x + ∆) and ∆ is
the vector of delay lengths in the direction of x [82, 81]. The heights on a surface proﬁle
are available at ﬁnite number of points. There are various estimates suggested in the
literature, in diﬀerent ﬁelds, for the autocorrelation function of a discrete data set, for
example,
R(∆x) =
1
N − p
N−p X
i=1
Z(xi)Z(xi + ∆x) ... in 1D (3.2)
R(∆x,∆y) =
1
(N − p)(M − q)
N−p X
i=1
M−q X
j=1
Z(xi,yj)Z(xi + ∆x,yj + ∆y) ... in 2D (3.3)
where ∆x = pΛx and ∆y = qΛy (p ∈ [0,n − 1]and q ∈ [0,m − 1],n and m are integers)
are the delay lengths in x and y directions with Λx and Λy as the sampling intervals
and N and M are the number of points in data sets for x and y proﬁles [82, 79]. Box
and Jenkins [80] deﬁned the ACF as:
R(∆x,∆y) =
1
NM
N X
i=1
M X
j=1
Z(xi,yj)Z(xi + ∆x,yj + ∆y). (3.4)
In this work, the deﬁnition for ACF as given in Equation 3.3 is adopted. It can be seen
that when the delay lengths ∆x and ∆y are set to zero, the autocorrelation function is
the same as the square of standard deviation of the surface height proﬁle
R(0,0) =
1
NM
N X
i=1
M X
j=1
[Z(xi,yi)]
2 = σ2.Chapter 3 47
1.0
0.1
∆∗
x ∆x
R(∆x)
(a) ACF for 2D surface proﬁle
∆x
∆y
R(∆x,∆y)
1.0
(b) ACF for 3D surface
Figure 3.5: Exponential autocorrelation function
It has been observed that ACFs for many random surfaces can be modelled as the simple
exponential representation [81, 82] as shown in Figure 3.5. The standard deviation is
set to unity. ∆∗
x is the correlation length deﬁned as the delay length at which the ACF
reduces to 10% of its value at the origin. Some researchers have deﬁned the correlation
length as the minimum length where the magnitude of ACF reduces to zero [79].
3.2.3 Power spectral density function
The power spectral density function (PSD) is another statistical property which provides
information about the spatial variation but in diﬀerent form [81]. In the ﬁeld of optics,
surfaces are often characterised with the help of the power spectral density function
[83, 84]. Theoretically, a true PSD can be obtained by taking the Fourier transform of
the ACF given in Equation 3.3 [85, 83],
S(ωx,ωy) =
1
(N − p)(M − q)
N/2−1 X
p=−N/2+1
M/2−1 X
q=−M/2+1
R(∆x,∆y)e−iωx∆xe−iωy∆y (3.5)
where,
ωx = −N/2 + 1,...,−1,0,1,... ,N/2 − 1,
ωy = −M/2 + 1,...,−1,0,1,... ,M/2 − 1.
Elson and Bennett [83] investigated the problems involved in evaluating the PSD using
the Fourier transformation. The surface heights measured are discrete digitised data,
where each point represents the area covered by the stylus probe of the measuring
instrument. A PSD evaluated from a single proﬁle measured on a rough surface contains
excessive noise and is often non reproducible. It is suggested that a true PSD can be
obtained by taking an average over an ensemble of proﬁles scanned on the same surface
at diﬀerent locations [84].
Evaluation of the above mentioned properties for a rough surface provides useful infor-
mation which can be used for various purposes. If the surface proﬁle height distribution,48 Chapter 3
p(Z), is stationary and has a Gaussian form, then the mean and the autocorrelation
function can completely characterise the surface [57]. It has been observed that most
of the statistical parameters of a rough surface can be derived from two statistical
functions: the frequency density function or the height distribution function and the au-
tocorrelation function [79, 86, 82, 87]. It is shown in the next section that it is possible
to numerically generate an ensemble of surfaces which possess the required frequency
density function and autocorrelation function.
3.3 Generation of random surfaces with speciﬁed statisti-
cal properties
The analysis and design process followed in industry depends a lot on the computational
capabilities available. Over the last few decades, computers have become increasingly
fast, allowing engineers and researchers to perform high-ﬁdelity simulations. In appli-
cations where the precise representation of manufactured surfaces, which represent the
roughness, is required for analysis or design purposes, it is necessary to generate such
surfaces numerically. As discussed in the previous sections discrete data representing
surface proﬁle heights can be considered as a random process. Extracting important
statistical properties for these surfaces can be useful in order to numerically generate
new surfaces which belong to the same family of surfaces.
The easiest way to generate a rough surface with a normal height distribution is to
add Gaussian noise to the mean plane. However, although the height distribution for
the new surface conﬁrms to be a Gaussian, it may not belong to the same family of
surfaces. Figure 3.6 shows contour plots of two rough surfaces generated numerically,
with contour levels 0,±σ,±2σ, and ±3σ. Figure 3.7 shows the histograms of the height
distribution for both the surfaces. It can be said that both surfaces have a Gaussian
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type of height distribution with zero mean. However, the two surfaces (Figures 3.6a and
3.6b) clearly do not belong to the same family of surfaces. The peaks and troughs are
more evenly distributed on the ﬁrst surface, Figure 3.6a, with respect to the x and y
directions. While, the surface in Figure 3.6b shows that the peaks and troughs are more
densely populated in x direction as compared to the y direction. This can be explained
by plotting the autocorrelation functions for the two surfaces, Figure 3.8. For the ﬁrst
surface in Figure 3.6, the ACF used is of the exponential form in both directions with
equal correlation lengths ∆∗
x = ∆∗
y, Figure 3.8a. While the correlation lengths for the
second surface in Figure 3.6, are not equal but with a relation ∆∗
x ￿ ∆∗
y, Figure 3.8b.
Thus, just adding Gaussian noise to the smooth surface is not suﬃcient to generate a
new rough surface belonging to a speciﬁc family of surfaces. The ACF of the generated
surface should conform with the ACF of the family of surfaces.
The random nature of surface asperities with respect to their size, shape and spatial
distribution can be expressed in statistical terms. The height distribution function of
a particular type is used to describe the surface irregularities in a plane normal to the
surface. The shape of an asperity is an important parameter to represent a rough surface
[67]. For instance, a rough surface of the type shown in Figure 3.6a has asperities that50 Chapter 3
are approximately circular in shape, whereas the asperities on the surface in Figure 3.6b
are elliptical with their major axes along the y direction while the minor axes along x
direction. The ellipticity ratio,
Γ =
∆∗
x
∆∗
y
deﬁnes the surface irregularities, where ∆∗
x and ∆∗
y are the 10% correlation lengths of
the surface in x and y directions respectively. For Γ = 1, the asperities are circular
in shape, Γ < 1 represents surfaces with asperities having elliptical shapes with major
axes along y direction and surfaces with Γ > 1 have elliptical asperities with major axes
along x direction.
3.3.1 Existing models for generating rough surfaces
The tribological behaviour of a surface in the case of dry or wet contact depends mainly
on the roughness of the surface [88]. To analyse such problems numerically, it is es-
sential to represent the two- or three-dimensional rough proﬁle. For roughness when
considered as a statistical measure, parameters should be chosen so as to allow the re-
searcher to generate surfaces as per the speciﬁc requirement. Diﬀerent manufacturing
processes produce surfaces with diﬀerent statistical behaviours. The selected parametri-
sation should be able to include the relevant type of surfaces. While simulating contact
conditions for various applications such as rolling, repetitive impact, sliding etc., sur-
faces manufactured using a speciﬁc process may perform better than other methods.
Therefore, it is useful if such numerical generation of a wide variety of rough surfaces
is possible. Many researchers have suggested methods to artiﬁcially develop two- and
three-dimensional rough surfaces. Patir [82] used the linear transformation in order to
produce surfaces with speciﬁed height distribution and ACF. Box and Jenkins [80] and
Watson and Spedding [89] used time series modelling to produce rough surfaces. They
used an autoregressive moving average (ARMA) model to generate surface proﬁles with
the required ACF [89]. Whitehouse [90] implemented AR time series models which take
into account only the few most important terms to generate rough surfaces. Hence,
the ACF of the generated surface follows the required ACF only in the region in the
neighbourhood of the origin.
Hu and Tonder [85] applied Fourier transforms ﬁlters and window functions for gener-
ating Gaussian and non-Gaussian rough surfaces. Wu [91, 92] used the FFT technique
to simulate rough surfaces that have a height distribution of Gaussian or non-Gaussian
form and a speciﬁed ACF. It was observed that average of ACFs of the generated sur-
faces match the required ACF closely. As the number of points on the new surface
increase, the eﬃciency of FFT reduces due to wrap-around errors. Watson and Sped-
ding [89] calculated the correlation between the statistical moments of the input data
set with the generated heights which help to generate non-Gaussian surfaces with spec-
iﬁed skewness and kurtosis. Hu and Tonder [85] used these relations to numericallyChapter 3 51
generate non-Gaussian surfaces using the FFT technique. Patir’s [82] method requires
the solution of a system of non-linear equations which result in excessive storage space
and time consuming solutions. As the range of the ACF increases, convergence issues in
using Newton’s method to solve the non-linear equations are observed. Bakolas [88] used
the non-linear Conjugate Gradient Method (NCGM) to solve these non-linear equations
for faster convergence. Manesh et al. [87] proposed an areal autocorrelation function
(AACF) to generate a Gaussian surface that provides dependency between the heights
of consecutive data points. Another technique of using fractal functions to simulate
rough surfaces is reported by several researchers [93, 94, 95]. Fractals are useful in char-
acterising engineering surfaces that are made by machining brittle materials, deposition
of materials or solidiﬁcation of liquid and fracture. Mack [96] investigated several nu-
merical methods of generating rough edges, surfaces and volumes. It was reported that
all methods result in data that have a variance close to the desired value only in the
limit for large data sets and small grid sizes. This statistical bias is a consequence of
describing an inﬁnite, continuous function with a ﬁnite number of points. In his work,
Mack [96] correlated the degree of bias to the roughness exponents of many model power
spectral density functions. It was reported that selection of an appropriate grid size that
always minimises the statistical bias is more suitable.
The work done by Patir [82] and Hu and Tonder [85] for generating three dimensional
rough surfaces numerically based on statistical parameters is used widely for applications
in contact mechanics and lubrication modelling [67]. In the following sections these two
methods are discussed in more detail and further applied to generate a rough surface for
the pressure faces on the ﬁrtree joint on the disc side1. Only the generation of surfaces
with a Gaussian type of height distribution is considered in this work.
3.3.2 Patir’s method – Linear transformation on random matrices
Patir [82] used a linear transformation on random matrices to generate Gaussian and
non-Gaussian rough surfaces with a speciﬁed autocorrelation function. The height
Z(x,y) of a rough surface is considered as a two-dimensional random variable. Z is
assumed to be measured from the mean plane of the surface. It is also assumed that
the rough surface is homogeneous, i.e., the surface properties are invariant with respect
to any translation along the surface. The ACF of such a surface can be calculated from
Equation 3.1,
R(∆x,∆y) = E{Z(x,y)Z(x + ∆x,y + ∆y)}
where ∆x and ∆y are the delay lengths. The ACFs along x and y proﬁles are,
Rx(∆x) = R(∆x,0), Ry(∆y) = R(0,∆y).
1Detailed roughness may not be an issue in the blade disc joint. This study only attempts to predict
the surface texture produced by a manufacturing process based on limited data.52 Chapter 3
It is useful to adopt an index notation, since a ﬁnite number of points are generated
with required heights from the mean plane. Let Zij be the roughness height at (x,y),
Λx and Λy are the sampling intervals in the x and y directions respectively. Hence, the
ACF in index notation is,
Rpq = R(pΛx,qΛy) = E{ZijZi+p,j+q}
The magnitude of R reduces to zero as the arguments, pΛx and qΛy increase beyond
predeﬁned limits. Let n and m be such that Rpq = 0 if p ≥ n or q ≥ m giving an n×m
autocorrelation matrix. The selection of n,m,Λx, and Λy aﬀects the ACF matrix and
hence the generated rough surface.
It was shown that it is possible to generate a N × M matrix of heights [Zij] on a
rough surface with a Gaussian distribution and a speciﬁed n×m autocorrelation matrix
[Rpq] by linearly transforming random matrices. A random number generator is used to
generate an (N + n) × (M + m) matrix [ηIJ] whose components are independent and
distributed with a Gaussian form with zero mean and unit standard deviation. The
height on the rough surface can then be obtained through linear transformation [82],
Zij =
n X
k=1
m X
l=1
Aklηi+k,j+l (3.6)
where,
i = 1,2,3,... ,N
j = 1,2,3,... ,M
and Akl are the coeﬃcients derived from the given autocorrelation matrix. Since, the
matrix [ηIJ] have components that are independent with unit variance, the following
property is used,
E(ηijηkl) =
(
1 if i = k, j = l
0 otherwise.
(3.7)
Using Equations 3.6 and 3.7 with the deﬁnition of ACF, Rpq, in Equation 3.3, it can be
shown that,
Rpq =
n−p X
k=1
m−q X
l=1
AklAk+p,l+q (3.8)
where,
p = 0,1,2,...,n − 1,
q = 0,1,2,... ,m − 1.
Equation 3.8 represents n×m simultaneous non-linear equations in the coeﬃcients Akl.
Iterative techniques such as the Newton method, non-linear Conjugate Gradient method,
etc., can be used to solve these equations. In this work, the Newton method is adopted
to evaluate the coeﬃcients of the transformation matrix (Appendix A.1).Chapter 3 53
Hence, by measuring surface heights in two orthogonal directions, its ACF can be ob-
tained by using Equation 3.3. From the solution of Equation 3.8, the coeﬃcients of the
transformation matrix are evaluated which can be further used to generate a new set
of surface heights Zij which possess the same autocorrelation function as the measured
surface provided the height distribution of the measured surface is of Gaussian type.
This procedure is demonstrated for few standard ACFs with diﬀerent n and m values.
An exponential function is used to generate ACFs for the purpose of demonstration of
the method. The ACF used by Patir [82] is adopted here,
R(∆x,∆y) = σ2exp

−2.3
￿ ￿
￿ ￿
￿
￿
∆x
∆∗
x
￿2
+
￿
∆y
∆∗
y
￿2￿ ￿
￿ ￿
￿
1/2
 (3.9)
where, σ is the standard deviation, and ∆∗
x and ∆∗
y are the 10% correlation lengths for
x and y proﬁles respectively. The ACF in discretised form is given by,
Rpq = exp

−2.3
 ￿
p
n − 1
￿2
+
￿
q
m − 1
￿2!1/2

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Figure 3.9: Surface generated using Patir’s method, n = 7,m = 7,Λx = Λy54 Chapter 3
such that, Rpq = 0 if p ≥ n or q ≥ m. The correlation lengths are given by (n−1)×Λx
and (m − 1) × Λy. Figure 3.9 shows a surface generated using Patir’s method, with
n = m = 7, Λx = Λy and N = M = 100. Since the correlation lengths in both directions
are same (Γ = 1), it can be seen from Figure 3.9a that the asperities are approximately
circular in shape. The distribution of these asperities along the two orthogonal directions
over the surface is uniform. Figure 3.9b shows the height distribution of the generated
heights which follow the Gaussian form of distribution. Autocorrelation functions for
the input and generated surfaces is compared in Figure 3.9c. The input ACF is plotted
using black bold lines while the ACF for the generated surface is in red. It can be
observed that the ACF of the generated surface follows the input ACF closely. However,
it was reported that the ACF of the generated surface depends on how well the random
number generator generates a set of mutually independent random numbers [ηIJ] with
unit standard deviation [82].
Two surfaces with Γ = 5 and 0.2 are plotted in Figures 3.10a and 3.10b. It can be
seen that the asperities take the shape of an ellipse with their major axes along x and y
direction for Γ = 5 and 0.2, respectively. The ACFs for both the surfaces are shown in
Figures 3.10c and 3.10d. The ACF plotted with black lines represents the input ACF
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while the red is for the generated surface. The generated heights for both the surfaces
follow the Gaussian type of probability distribution. Thus, it is possible to generate
an ensemble of Gaussian rough surfaces with the required autocorrelation function by
linearly transforming the random matrix [ηIJ]. However, it is observed that as the values
n and m exceed certain limits, the Newton method struggles to converge.
It is shown that it is possible to generate Gaussian rough surface since linear transforma-
tion on a Gaussian set of numbers, [ηIJ], results in Gaussian variables. This is not true
while transforming a non-Gaussian [ηIJ]. Hence, to generate a non-Gaussian surface,
Patir [82] suggested generating a random matrix [ηIJ] that represents the desired distri-
bution function of Zij. This involves an additional set of non-linear equations relating
the frequency densities of [ηIJ] and [Zij].
3.3.3 Hu and Tonder’s method – Fourier Transform
Hu and Tonder [85] used 2D digital ﬁlter techniques to generate 3D rough surfaces with
speciﬁed height distribution and autocorrelation functions. Various methods used in
digital ﬁlter designs such as spectrum analysis, Fourier transform and window functions
are used which make the numerical generation of rough surfaces more eﬃcient. In this
work, the technique involving Fourier transform is used.
The power spectral density (PSD) of the rough surface is obtained by taking the Fourier
transform of the autocorrelation function. If the ACF is denoted by Rpq, its PSD Szz is
obtained as [85]:
Szz = Szz(ωx,ωy) =
1
n × m
n/2−1 X
p=−n/2+1
m/2−1 X
q=−m/2+1
Rpq e−ipωxe−iqωy (3.10)
where,
ωx = −n/2 + 1,...,−1,0,1,... ,n/2 − 1,
ωy = −m/2 + 1,...,−1,0,1,... ,m/2 − 1.
Let [ηIJ] be a random matrix (where I = −n/2 + 1,...,0,...,N − 1 + (n/2 − 1) and
J = −m/2+1,...,0,...,M −1+(m/2−1)) such that its components follow a normal
distribution and are mutually independent with unit standard deviation. The PSD of
this random matrix, [ηIJ] is denoted as Sηη. The PSD for the input random matrix and
the autocorrelation matrix are related as [85],
Szz = |H(ωx,ωy)|2Sηη (3.11)
where H(ωx,ωy) is the frequency response of the surface height proﬁle. Since, [ηIJ]
has components which are mutually independent random numbers, its PSD function is
constant C,
Sηη = Sηη(ωx,ωy) = C.56 Chapter 3
Hence, the frequency response H(ωx,ωy) can be obtained from Szz [85],
H(ωx,ωy) =
￿
Szz(ωx,ωy)
C
￿1/2
.
Taking the inverse Fourier transform of the frequency response function [85],
h(p,q) =
1
n × m
n/2−1 X
ωx=−n/2+1
m/2−1 X
ωy=−m/2+1
H(ωx,ωy) e−ipωxe−iqωy (3.12)
where,
p = −n/2 + 1,...,−1,0,1,... ,n/2 − 1,
q = −m/2 + 1,...,−1,0,1,... ,m/2 − 1.
The surface height data can now be obtained from h(p,q) and [ηIJ] as follows [85],
Zij =
n/2−1 X
p=−n/2+1
m/2−1 X
q=−m/2+1
h(p,q)ηi+p,j+q (3.13)
where,
i = 0,1,2,... ,N − 1,
j = 0,1,2,... ,M − 1.
The surface height data obtained from the Fourier series contains an inﬁnite number of
coeﬃcients. Hence, it is necessary to truncate the series which may lead to the Gibbs
phenomenon that causes an error in the approximate frequency response function near
a discontinuity [85]. Hu and Tonder proposed the use of window functions in order to
minimise the eﬀects of the Gibbs phenomenon. If a window function w(p,q) is designed,
the function h(p,q) in Equation 3.13 is replaced by hw(p,q) given as [85],
hw(p,q) = h(p,q) w(p,q).
The surface height data generated is normalised such that the standard deviation σ = 1.
A surface with a speciﬁc standard deviation of heights is obtained by multiplying the
heights by the desired σ value. The values for other parameters used in this work are,
N = M = 100 and n = m = 32.
Figure 3.11 shows the surface generated using Hu and Tonder’s method when an expo-
nential ACF, Figure 3.11c is used as an input ACF as before
Rpq = exp

−2.3
 ￿
pΛx
∆∗
x
￿2
+
￿
qΛy
∆∗
y
￿2!1/2
.
The correlation lengths used while generating this surface are ∆∗
x = 8Λx,∆∗
y = 8Λy
(Λx = Λy), hence the ellipticity ratio Γ = 1. As a result, it can be seen from FigureChapter 3 57
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Figure 3.11: Surface generated using Hu and Tonder’s method, n = 32,m = 32
3.11a, the peaks and troughs are uniformly distributed along x and y directions. Also,
the asperities are approximately circular in shape. The distribution of the generated
surface heights is plotted using a histogram in Figure 3.11b which follow a Gaussian
distribution. ACFs for the input and the generated surfaces are compared in Figures
3.11c and 3.11d. It can be seen that the ACF for the generated surface follows the
general exponential trend of the input ACF. However, there is less agreement between
the two ACFs when compared with the Patir’s method. As reported by Chilamakuri
and Bhushan [97] and Wu [91], the average of ACFs of proﬁles of surfaces generated by
Hu and Tonder’s method is close to the desired one. It is shown by Wu [91] that, the
error between the ACF for generated surface and the input ACF is small for surfaces
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Figure 3.12: ACF for surfaces with diﬀerent N and M58 Chapter 3
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Figure 3.13: Surfaces for diﬀerent ACFs and Γ values
with small correlation lengths ∆∗
x and ∆∗
y and large number of points N and M. Figures
3.12a and 3.12b show that the ACF for the generated surface follow closely with the
input ACF as the number of generated points are increased.
Figure 3.13 shows three surfaces generated using Hu and Tonder’s method with diﬀerent
ACFs and Γ values. The Γ value for the surface in Figure 3.13a is 0.067 which meansChapter 3 59
∆∗
x < ∆∗
y. Hence, the asperities take the shape of an ellipse with their major axes along
y direction. Whereas for Γ = 15.0 in Figure 3.13c, the asperities have their major axes
along the x direction. The surface in Figure 3.13e is generated using a bell-shaped ACF
as shown in Figure 3.13f. Since the correlation lengths for surfaces in Figures 3.11a and
3.13e are same, the asperities for these two surfaces are approximately circular in shape.
However, due to diﬀerent ACFs for the two surfaces, there is a notable diﬀerence in the
population and distribution of asperities.
3.3.4 Comparison between Patir’s and Hu and Tonder’s methods
In the previous sections, two-dimensional height proﬁles for rough Gaussian surfaces are
numerically generated using two methods: (i) Patir’s method and (ii) Hu and Tonder’s
method. Figure 3.14 show surfaces generated using the two methods with the same
autocorrelation function and correlation lengths. It can be said that both these methods
produce similar surfaces under the same parameters. The shape and distribution of peaks
and troughs in both surfaces look similar. The generated ACFs using both Patir and
Hu and Tonder’s method show similar trend, however, the generated ACF using Hu and
Tonder’s method follows the exponential (input) ACF more closely near the origin. The
height distribution function of both surfaces follows the Gaussian type of distribution.
In summary, Patir [82] used linear transformation on random matrices to generate a new
matrix with normally distributed components which follow the speciﬁed autocorrelation
function. A system of non-linear simultaneous equations is required to be solved to eval-
uate the coeﬃcients of transformation matrix. It is observed that for ACF matrices with
relatively smaller dimensions, Patir’s method is more suitable with good convergence.
However, as the size of the ACF matrix increases, it takes longer to attain convergence.
To overcome this issue, researchers [88] have tried alternative methods, like non-linear
Conjugate Gradient method, to replace the Newton method adopted by Patir [82].
Hu and Tonder [85] made use of digital ﬁlters and window functions to generate the
surface heights for the given ACF. A Fourier transform of the ACF is related to the
frequency response function of the surface height proﬁle. As mentioned by Wu [91], the
surface generated using Hu and Tonder’s method, gave good results when the correlation
lengths are small enough or if suﬃciently large number of surface height points are
generated.
3.4 Generating rough surface using CMM scanned data on
disc side ﬁrtree pressure faces
As discussed in Chapter 2, the ﬁrtree joint that is analysed in this work consists of six
pressure faces. To achieve the intended performance from such a joint, it is required60 Chapter 3
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Figure 3.14: Surfaces generated using two methods with same ACF
that all six pressure faces on the disc side of the ﬁrtree joint come into contact with
the respective pressure faces on the blade ﬁrtree joint simultaneously. However, due
to the non-smooth pressure faces that are produced as a result of the manufacturing
process, the ﬁrst contact may occur between a few randomly distributed asperities on
these faces. As a result, diﬀerent parts of the six pressure faces may experience non
uniform stress distribution, aﬀecting the stresses in the notch regions which may alter
the life of the joint. Hence, it is desirable to represent these manufactured non smoothChapter 3 61
pressure faces in the analysis procedure in order to extract the variation in stresses in
the notch regions. Accordingly, it is useful to numerically generate the surface height
data spread across the pressure face that represent the same statistical properties as the
real manufactured surfaces.
Pressure face
x
y
z
Figure 3.15: Disc ﬁrtree scanned using CMM
The disc side of the ﬁrtree joint used as an attachment between a high pressure turbine
disc blade attachment in a gas turbine engine has been scanned using a coordinate
measuring machine (CMM). Firtree slots are measured along their edges at the front
and the rear sides as shown in Figure 3.15. Hence, the surface proﬁle heights are available
only in one orthogonal direction.
3.4.1 Extraction of statistical properties from the scanned data
CMM scanned data is available for nine disc side ﬁrtree joints where each slot consists
of six pressure faces. As a ﬁrst step, the normal distance from each scanned point to
the corresponding nominal pressure face is evaluated. The function
UF_MODL_ask_minimum_dist available in Siemens NX Open C API capability is used to
evaluate these normal distances.
3.4.1.1 Height distribution function
The distribution of such normal distances, which are the heights of points on the ma-
chined pressure face above the nominal plane, is shown in Figure 3.16 using a histogram
after subtracting the mean, µ. It can be said that the distribution of heights follow the
Gaussian type of distribution with σ as the standard deviation. If the autocorrelation
function for the machined pressure face is known it is possible to numerically generate62 Chapter 3
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a Gaussian rough surface, belonging to the same family of manufactured surfaces as the
pressure face, using either of the two methods discussed in previous sections.
3.4.1.2 Autocorrelation function
If Zij = Z(xi,yj) is the height at point (xi,yj) on the surface, its autocorrelation function
can be obtained from Equation 3.3 as,
Rpq = R(p,q) =
1
(N − p)(M − q)
N−p X
i=1
M−q X
j=1
ZijZi+p,j+q.
However, the disc side ﬁrtree joint is scanned in a very narrow strip along its edges at
front and rear as shown in Figure 3.17 (∆L ￿ L). There is no scanned data available
along the length L of the pressure face. Hence, an exponential ACF with a higherChapter 3 63
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Figure 3.18: Front and rear proﬁles with their ACFs
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Figure 3.19: Average ACF
correlation length ∆∗
x is assumed. A higher correlation length reduces the number of
peaks or troughs on the generated surface along the x direction. This assumption can
be justiﬁed by the fact that the same cutting tool is moved from one edge to the other
edge of the disc rim to produce the pressure face on the ﬁrtree slot. Hence, it is expected
that the asperities have an elliptical shape, with their major axes along the x direction.64 Chapter 3
Measured ACF
R(∆x) = e−α∆x cosΩ∆x
(0,0)
1.0
Figure 3.20: Measured ACF
To evaluate the ACF along y direction the following equation is used,
Rp =
1
(N − p)
N−p X
i=1
ZiZi+p
It is also assumed that the scanned points are located along a straight line with a
constant sampling rate although they are located in a narrow strip ∆L near the edges
of the surface. Figure 3.18 shows the scanned proﬁles at the front and rear edges of one
of the six pressure faces on a ﬁrtree slot with their ACFs. The average of the two ACFs
is shown in Figure 3.19 with an exponential ACF that has the same correlation length
as the average ACF.
Moore [57] and Peklenik [79] reported another form of autocorrelation function which
represents a large number of engineering surfaces,
R(∆x) = e−α∆x cosΩ∆x (3.14)
where, α and Ω are constants that can be obtained by ﬁtting the above equation to
the measured ACF of a surface. Figure 3.20 shows one such measured ACF which can
be used to ﬁt the ACF of the form given in Equation 3.14. It can be seen to ﬁt the
measured data well.
Hence, the height distribution and the autocorrelation functions for the machined pres-
sure faces are extracted from the CMM data on the disc side of the ﬁrtree joint. These
properties are used to numerically generate the surface height data on the nominal
pressure faces that represent these statistical properties.Chapter 3 65
3.4.2 Firtree pressure face generated using Patir’s method
A rough surface is generated by linearly transforming a random matrix [ηIJ] with unit
standard deviation and zero mean. The ACF matrix (with dimensions n×m) is created
using exponential functions in x and y direction with ∆∗
x ￿ ∆∗
y, ∆∗
y is taken from the
exponential ACF in Figure 3.19. n and m are set equal to 10, while N ×M (100×100)
surface heights Zij are generated to represent the rough surface. Figure 3.21a shows the
contour plot of the surface heights for the generated rough surface.
The height distribution function, Figure 3.21c, follows the Gaussian form with the mean
and standard variation same as the distribution in Figure 3.16. The input ACF and the
ACF of the generated surface are plotted on Figures 3.21b and 3.21d respectively. It
can be seen that there is a good agreement between the generated and the input ACFs.
Also, the shape of the asperities are elliptic with their major axes along the x direction.
The contour plot shown in Figure 3.22a is generated with an ACF which is of the form
shown in Figure 3.20 in the y direction and exponential in x direction with ∆∗
x ￿ ∆∗
y.
It can be seen that although the asperities have elliptical shapes, with same Γ as in
Figure 3.21b, the use of a diﬀerent ACF in y direction generates surface which does not
belong to the same family of surfaces as Figure 3.21a. The asperities on the surface in
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Figure 3.21: Firtree pressure face A generated using Patir’s method66 Chapter 3
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Figure 3.22: Firtree pressure face B generated using Patir’s method
Figure 3.22a are more densely populated as compared to the surface generated using
an exponential ACF in Figure 3.21a. Hence, along with the correlation lengths ∆∗
x and
∆∗
y in both directions, the shape of the ACF also has a notable eﬀect on the generated
rough surface.
3.4.3 Firtree pressure face generated using Hu and Tonder’s method
Using the same ACFs and height distribution function used for Patir’s method, Hu and
Tonder’s method is applied to generate the surface heights. The values of n and m
used here are 24 while the surface heights are evaluated at the same number of points
N × M = 100 × 100. Figures 3.23a and 3.24a show the contour plots for the surface
heights while Figures 3.23c, 3.23d and 3.24c, 3.24d show the ACFs of the input surface
and the generated surface respectively for both cases. It can be seen that the generated
ACF is in good agreement with the input ACF in the x direction. As the number of
points N and M are increased, the generated ACF will follow the input ACF more
closely.Chapter 3 67
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Figure 3.23: Firtree pressure face A generated using Hu and Tonder’s method
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Figure 3.24: Firtree pressure face B generated using Hu and Tonder’s method68 Chapter 3
Along pressure line
S
u
r
f
a
c
e
h
e
i
g
h
t
CMM data
Proﬁle using Patir’s method
(a) Proﬁle created using Patir’s
method
Along pressure line
CMM data
Proﬁle using Hu and Tonder’s method
(b) Proﬁle created using Hu and
Tonder’s method
Figure 3.25: Proﬁles generated using Patir’s and Hu and Tonder’s method with CMM
data
The height distribution shown using a histogram in Figures 3.23c and 3.24c is of Gaussian
type with mean and standard deviation of the distribution in Figure 3.16. As was
observed with the Patir’s method, the inﬂuence of the shape of the autocorrelation
function is clearly visible when the contour plots of surfaces generated using Hu and
Tonder’s method are compared, Figures 3.23a and 3.24a.
Figures 3.25a and 3.25b compares the CMM data with the surface proﬁle generated using
the Patir’s and Hu and Tonder’s method respectively. Hence, two diﬀerent methods have
been implemented to predict the surface proﬁle on the manufactured disc side pressure
face based on the available CMM data.
3.5 Summary
Important properties of a rough surfaces when modelled as a statistical random process
are listed. Some of these properties which are useful in generating Gaussian rough
surfaces are discussed in more detail. Two methods (i) using linear transformation on
random matrices developed by Patir [82] and (ii) 2D digital ﬁlters employing Fourier
transforms developed by Hu and Tonder [85] to numerically generate rough surfaces for
speciﬁed height distribution and autocorrelation functions are studied. Comparing both
the methods, it can be concluded that Patir’s method is more eﬃcient when the size of
the ACF matrix is within the limits in order to get good convergence on the solution
of the system of nonlinear equations. However, Hu and Tonder’s method, although less
eﬃcient, can be used to generate a wide range of surfaces with larger ACF matrices.
Use of alternative methods like the nonlinear Conjugate Gradient method to evaluate
the transformation matrix coeﬃcients may eliminate the convergence issues with Patir’s
method.Chapter 3 69
Finally, rough surface height data is generated for the pressure faces on the ﬁrtree joints
by both methods with the help of the scanned data obtained using a coordinate mea-
suring machine. Selection of a suitable autocorrelation function is required to correctly
represent the pressure faces. These numerically generated surfaces can be used in con-
junction with CAD and FEA tools to study the eﬀect such roughness parameters have
on the performance of the ﬁrtree joint.
With this analysis of the measurement data of the ﬁrtree joints, in the next chapter the
eﬀect these manufacturing variations have on the structural performance of the joint
are evaluated. Critical regions that are more severely aﬀected by the manufacturing
variations in the ﬁrtree joint are identiﬁed.Chapter 4
Eﬀect of Geometric Variation due
to Manufacturing on Stresses in
Firtree joints
4.1 Introduction
Structural design of an aero engine part component involves minimising the peak resul-
tant stresses and strains while keeping the weight to a minimum. From the structural
point of view, a component is required to transfer diﬀerent kinds of structural loads,
generated in working conditions, to its support structure. The stresses and strains
experienced by the material used for manufacturing these components are often con-
trolled within elastic limits. In mechanisms where diﬀerent surfaces of the same part,
or of several parts interact or come into contact with each other, the stresses in the
neighbourhood of the contact region may enter the plastic range resulting in localised
permanent deformations. Such a high magnitude of stress may be acceptable in some
applications as long as the plastic deformations are restricted in relatively small regions
to keep the stresses in other critical regions of the part component within the elastic
range throughout its life. This is one of the most important design criteria an engineer
follows while designing a structural component. Hence, it is important to eﬃciently
evaluate the stresses that a component experiences at its critical locations in working
conditions.
Analytical solutions to evaluate the stress and strain ﬁelds for many benchmark struc-
tural problems have been developed. Static stress analysis involves seeking closed-form
solutions for the governing partial diﬀerential equations obtained by equating all forces
at equilibrium. However, many engineering applications involve mechanisms where such
closed-form solutions cannot be used directly to obtain the stresses or strains. In such
situations, researchers and engineers often use the tools of numerical analysis. Advances
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in numerical methods for analysis in engineering have helped analysts to evaluate the
ﬁeld values for problems that cannot be tackled using analytical methods. Numerical
methods attempts to evaluate the solutions by reducing a large continuous domain to
multiple small discrete domains. The complex geometries involved in real structural
engineering applications are discretised into ﬁnite individual smaller domains with sim-
pler geometries for which analytical solutions are available. Solutions over such ﬁnite
domains are then combined to obtain the solution of the original model provided certain
assumptions are satisﬁed.
Methods such as ﬁnite element analysis (FEA) [98], boundary element method (BEM)
[99], ﬁnite diﬀerence method [100, 101], ﬁnite volume method [102, 103, 104], etc., have
been used extensively to obtain ﬁeld values numerically. From the stress analysis point of
view, FEA and BEM are the two numerical methods used most frequently by engineers
and researchers. The main diﬀerence in the approaches of FEA and BEM is that, in
the case of FEA, the whole domain is discretised into multiple ﬁnite elements while only
the boundary of the domain is discretised in case of the BEM. As a result, in the case
of BEM, the dimensions of the problem are greatly reduced, since for a 2D analysis
only the line-boundaries need to be discretised while for 3D analyses, the outer surface
of the volume is discretised unlike in a FEA where the whole domain is discretised.
Hence, as the unknown variables such as the displacements on each node need to be
evaluated only on the boundaries of the domain, a much smaller system of equations is
obtained compared to the FEA. However, the stiﬀness matrix obtained using the BEM
is fully populated and asymmetric, whereas FEA generates a banded symmetric matrix.
When direct solvers are used, the solution time for such fully populated matrices is much
longer as compared to banded matrices [99]. For large nonlinear problems, it becomes
necessary to use the volume mesh in the numerical analysis, when the advantages of BEM
over FEA tend to diminish. The solution time for such problems can be much longer
for BEM as compared to the FEA [105]. Furthermore, there are many commercially
available ﬁnite element software packages such as ABAQUS, ANSYS, Comsol, etc., that
have developed into robust tools to perform stress analysis. Due to its ease of use and
the wide range of problems for which acceptable results are obtained, FEA has become
more popular for analysing complex structural problems. The pre and post processors
available today for most FEA packages make the process of setting up the model and then
visualising the results fast and easy for the user. Most of the popular FE packages give
users the capability of scripting the analysis without using the graphical user interface.
This greatly helps in reducing the time for the design optimisation process. Also, most
software packages seamlessly integrate with independent Computer Aided Design (CAD)
packages helping in automating the entire design process. These factors have made FEA
an important tool in solving engineering problems which involve stress analysis.
The ﬁrtree joint that is analysed for stresses in this work has a very complicated ge-
ometry. The blade disc assembly experiences high centrifugal loads in conjunction withChapter 4 73
severe thermal loads which may induce close to yield stresses in the material. The loads
travel from blade to disc via contacting surfaces at six diﬀerent locations. It is diﬃcult to
obtain a closed-form expression for the stresses and displacements of such an assembly.
Hence, it is essential to make the use of available numerical methods in order to evaluate
the stress states in the ﬁrtree regions of a blade disc attachment. In this thesis this is
done using the ﬁnite element analysis.
4.2 Structural behaviour of blade disc attachments
Regions near the blade disc attachments have to experience high localised stresses in
order to transfer the high centrifugal and thermal loads by holding the blades in precise
locations to ensure the required eﬃciency is delivered. Under these circumstances, the
blade disc attachments have to be designed to sustain such high stresses throughout
their life. It is required that the life of such joints be longer than the life of the attached
components [25]. It is useful to understand the structural behaviour of a blade disc at-
tachment in order to investigate the important parameters that aﬀect their performance
in diﬀerent aspects.
High pressure turbine discs are driven at rotational speeds of ≈ 10,000 revs/min. Such
speeds induce very high centrifugal loads on the blade disc attachments. Transient
conditions are experienced by the rotor during starting and shutdown operations of the
engine. Under these conditions the blades undergo variable magnitudes of excitation
forces that can result in vibrational response at the fundamental modes of vibration. The
stresses that are generated may be high and lead to low cycle fatigue (LCF) problems
[106]. Rao [106] suggested that the only way to control these ﬂuctuating high resonant
stresses is by dissipating the vibrational energy at such transient resonant conditions.
Hence it is desirable, from the vibrational reliability point of view, to reduce the intensity
of the magnitude of ﬂuctuating stresses generated. Matveev et al. [107], reported that
such energy losses could be obtained via the joints of the blades with the turbine disc
to some extent. For a vibrating turbine blade, damping can originate from several
mechanisms such as material damping, friction damping at the contact interfaces, gas
damping, etc. [106]. Out of these, the friction damping due to the contact between two
surfaces is of relevance to this work.
The mathematical modelling of such interfacial damping is a complex problem especially
for blade disc attachments like a ﬁrtree joint, where six contact pairs of surfaces are active
simultaneously. Several researchers have attempted to predict the damping capacity of
blade roots [106, 107, 108]. Matveev et al. [108], performed experimental studies on the
damping capacity of blade ﬁrtree roots by considering the loading parameters such as the
tensile centrifugal load, the bending moment in operating conditions and the shearing
force. It was reported that the damping capacity increases with bending moment and74 Chapter 4
as the tensile load decreases. Matveev et al. [108] also suggested that when the spacing
on diﬀerent teeth on the blade side of ﬁrtree matches with the disc side, changes in the
number of teeth do not aﬀect the damping properties. A similar experimental study
was performed on a six toothed composite ﬁrtree root, with a pressure angle of 40◦ by
Matveev et al. [107]. Use of the composite ﬁrtree root helped in reducing the induced
stresses in contact regions which resulted in an increase in the damping capacity of the
root. It was also found that decreasing the pressure angle on the ﬁrtree joint helped to
increase its damping capacity. Rao [106] considered the contact interactions under static
and dynamic conditions and studied their eﬀect on the damping capacity analytically.
It was found that blade disc attachments of the form of ﬁrtree joints provide higher
damping capacity as compared to T-roots or dovetail joints. It is suggested that FEA
is a useful tool in studying the optimal damping provided by diﬀerent blade roots.
Petrov and Ewins [109] performed a forced response analysis of bladed disc assemblies
by considering the eﬀects of damping and variations in the contact area at the interfaces.
The damping due to interaction between surfaces results from the frictional forces caused
by small relative motions between the blade and the disc. It was reported that the
variation in the contact area in the blade disc attachment aﬀects its stiﬀness properties
and hence the resonance frequencies. A ﬁnite element model was used to perform this
forced response analysis with special techniques to reduce the computational time. The
frequency spectrum for vibration of a bladed disc is dense which makes it unfeasible to
prevent the occurrence of resonance. Hence, special devices are used as friction dampers
in order to reduce the resonance amplitudes. Petrov [110] analysed an assembly of a
bladed disc with friction dampers for forced vibrations by using a ﬁnite element model.
Special contact friction elements were used in the FE model which allow for friction,
stick-slip, and contact separation transitions in contact regions. Hou and Wicks [111]
also used 3D ﬁnite element analysis to investigate the eﬀect of blade root ﬂexibility on
the vibration characteristics of a turbine blade. A validation study with experimental
results was done on the FE model. The FE simulation showed that the blade natural
frequencies are higher than the results obtained from the experimental study. Avalos et
al. [112] studied the forced response of the bladed discs by including variations in the
contact interfaces properties. The global matrices for the ﬁnite element model for the
bladed disc are partitioned into matrices for internal and boundary degrees of freedom.
Hence, the variation in mass and stiﬀness properties on the boundary nodes is included
only on those matrices. The uncertainties were introduced using the nonparametric
stochastic approach. Larger ampliﬁcation factors on the blade natural frequencies were
obtained when the variation in interface properties is included.
Thus it can be said, that the contact conditions between the surfaces on blade and
disc play an important role in contributing to the damping capacity of the joint. Any
variation in the contact conditions can aﬀect the response of bladed discs under forced
vibration. Although the crowning of blade pressure surfaces aids in locating the contactChapter 4 75
area at the required position more accurately than a ﬂat surface, even a slight variation
due to manufacturing can induce high stresses near the contact edges [31]. Permanent
deformations due to stresses exceeding the elastic limit may have a substantial eﬀect on
the contact pressures. High ﬂuctuating stresses in transient and steady state conditions
may result in low and high cycle fatigue problems. The tensile stresses in the notch
region have to be controlled so that they do not lead to crack nucleation and eventually
propagation.
4.3 Stress analysis of blade disc attachments
As is clear from the previous discussion, many researchers have used FEA as a tool
to evaluate stresses in the blade disc attachments found in compressors and turbines.
However, the literature tends to concentrate more on the analysis of dove-tail joints as
opposed to ﬁrtree joints although the mechanisms involved in the transfer of the cen-
trifugal loads is the same in both cases. Sinclair and Cormier [113] developed simple
physical models to evaluate the stresses in a dove-tail joint which were compared with
the results obtained using the ﬁnite element method by Sinclair et al. [114]. The eval-
uation of high peak stresses near the edges of the contact zone in such an attachment
is a challenging task when performing stress analysis using FEA. Sinclair et al. [114]
proposed a procedure for modelling the contact such that suﬃciently ﬁne meshes are ob-
tained which can predict the high stresses near the edges with a comparatively moderate
computational eﬀort. Results obtained using the physical model showed good agreement
with the FEA results [113]. Charleux et al. [115] used a full-size ﬁnite element model of
a dovetail joint to assess the frequency response in the case of mistuned blades. The FE
model consists of the full disc, with four blades grouped in two and placed diagonally
opposite along the circumference of the disc. To reduce the computational time, the
FE model is reduced using the Craig & Bampton component modes synthesis method.
Charleux et al. [116] proposed a multiharmonic balance method to compute the forced
response of bladed discs with friction and contact nonlinearities in the interfaces of the
attachment. The numerical results obtained using the FE model of a dovetail joint,
when validated with the experimental results showed good correlation with respect to
the resonant frequencies, amplitudes and damping capacities of the attachments.
One of the earliest examples of using FEA to perform stress analysis on the ﬁrtree joints
is reported by Chan and Tuba [117]. They compared the stress distribution of a two
dimensional case obtained using FEA with the photoelastic results. It was concluded
that the comparison between FEA and the photoelastic results lacked detailed agreement
in the ﬁeld values but they both showed the same trend in the stress contours [117]. In
the work reported by Singh and Rawtani [118, 119], the eﬀect of variation in diﬀerent
geometric parameters deﬁning a ﬁrtree joint on the stiﬀness of a ﬁrtree joint were studied.
In the ﬁrst part of their work [118], the eﬀect on the stiﬀness and loads carried by each76 Chapter 4
tooth is studied by considering a single generalised tooth of a ﬁrtree joint while in the
second part [119] the same study is performed on the whole ﬁrtree joint. Singh and
Rawtani [119] gave equations based on equilibrium and equality of relative deformations
for a general ﬁrtree joint. The computational time is comparatively reduced for solving
such equations; also it is reported that for an eﬃcient design, the values of geometric
parameters can be diﬀerent for diﬀerent teeth of the same blade ﬁrtree geometry. Meguid
et al. [120] performed two dimensional and three dimensional analyses of the ﬁrtree joint
to examine the eﬀect of variation in key geometric features such as pressure line lengths,
angles and number of teeth on the stress distribution. The results obtained using FEA
were validated with the stresses obtained using the photoelastic-stress-freezing technique.
It was reported that the results obtained using the two dimensional analysis did not
reﬂect the large stresses observed near the edges perpendicular to the plane of analysis
from three dimensional analysis, [120]. Mase et al. [121] performed a linear and nonlinear
three dimensional analysis on the ﬁrtree joints to extract the peak stresses near contact
regions. It was reported that the linear analysis gave reasonably accurate results with a
friction coeﬃcient of µ = 0.3.
Finite element models have been used extensively to simulate the fatigue and creep
conditions in blade disc attachments to predict their life. Issler and Roos [122] used
inelastic ﬁnite element analyses to predict life of the ﬁrtree joints in low cycle fatigue
conditions and compared it with the experimental results. Constitutive laws to reﬂect
static, cyclic, and viscoplastic material behaviour were used in the analysis. It was found
that the numerical analysis overestimated the life predictions when compared with the
experimental results. It was also reported that life predictions based on maximum
principal stresses and strains give more reliable life predictions. Importance should be
given to characterise the frictional behaviour on contact interfaces appropriately. Hu
et al. [123] performed a similar study where a 3D FE model of turbine ﬁrtree section
was used to predict the life under combined conditions of creep and fatigue, in order to
propose a criteria for withdrawing turbine components from service. A good agreement
was observed between the FE results and experimental data. Liu et al. [124] obtained
probability distribution functions for the stress and strain levels at critical locations
in a turbine disc using FEA for variation in basic parameters such as applied loads,
temperatures, geometrical dimensions and material properties. In a similar study, Lu
et al. [125] obtained distributions for the stress and strain levels using a FE model of
the ﬁrtree joint. Rauch and Ross [126] used FE models for two diﬀerent types of blade
disc attachments – a ﬁrtree joint used in gas turbine engines and T-shaped blade-shaft-
connection of a steam turbine. The notch regions experience complex multiaxial elastic-
plastic stresses in working conditions. The accumulated plastic strain after application
of cyclic loading was used as a damage parameter in developing a new life assessment
method. In another study by Isobe and Nogami [127], a 3D FE model of a dovetail joint
was used to evaluate the stress state in the regions surroundingthe contact zone including
the kinematic material hardening rule. The stress strain hysteresis curve was obtainedChapter 4 77
by performing the FE simulations until the cyclic behaviour is stabilised. Anandavel and
Prakash [128], investigated the eﬀect of three-dimensional bulk loading on the interface
in the dovetail joints under resonance conditions. A FE model was used in conjunction
with a semi-analytical approach for the computation of wear due to fretting action at
the interface. A 3D FE model was used to perform design optimisation on blade disc
attachment of double-T root type under lubricated contact conditions by Zhang et al.
[129]. As many as twelve design variables were used to optimise the geometry of the
root by minimising the maximum equivalent stress. Maharaj et al. [130] used a 2D FE
model of a turbine ﬁrtree joint to study the creep remnant life of the turbine disc. FE
simulation was used to identify the locations of high creep strains and relate them to
the deformation values measured experimentally. Signiﬁcant variations were observed
in the contact pressures on the interfaces in ﬁrtree region with a loss of contact in some
regions during the creep analysis.
Hence, it can be seen that FEA of the blade disc attachment is a common tool used by
engineers and researchers to evaluate their structural performances in diﬀerent aspects.
The contact modelling at the interfaces of the attachments is critical in order to have a
good conﬁdence in the FE results. Contact interfaces and the regions surrounding them
need to be meshed ﬁne enough to allow the FE to simulate the peak stresses accurately.
In this work, a FE model created in ABAQUS is used to extract the variations in the
stresses in the notch regions of a ﬁrtree joint due to the variation in geometry as an
eﬀect of the manufacturing process used to produce them.
4.4 Finite element modelling of ﬁrtree joints
Limiting the peak tensile stresses in the ﬁrtree region is critical for the satisfactory
performance of the joint for its designed service life. Since the magnitude of stresses
in locations near the contact interfaces is close to the yield stress of the material, any
positive variation in these stresses may cause yield of the material and hence aﬀect the
life of the joint. The variations in the geometric parameters in the ﬁrtree region due to
the manufacturing processes should not vary the resultant stresses to an extent when the
life of the joint is reduced. Hence, it is useful to evaluate these variations in the stress
distribution in ﬁrtree section due to such geometric variations. In order to extract this
variation, FEA is used in this work to perform the stress analysis on the ﬁrtree joints.
4.4.1 Geometry creation
The ﬁrst step in conducting a ﬁnite element analysis is to create an appropriate geometry
which is in the format suitable for importing into a FE package. Most FE packages used
today, in academia or industry, come with an in-built geometry creation capability.78 Chapter 4
However, there are limitations over the degree of complexity in geometry that can be
achieved with these packages. Moreover, the need to parametrise the geometry to make
it suitable for design optimisation purposes makes the creation of geometry an equally
important and involved process as setting up the simulations. Geometry creation should
be able to provide the designer with a suﬃciently large design space to search a geometry
optimised for the speciﬁc objective. Use of independent packages for geometry creation
such as Siemens NX, CATIA, Solidworks, etc., has become common practise today in
industry especially for large and complex geometries which are involved in aerospace
applications.
The geometry of the ﬁrtree section in a blade disc attachment analysed in this work
is created in the CAD environment of Siemens NX. The geometry is created in batch
mode, to integrate it in an iterative process in conjunction with the FE simulation, with
the help of the Open C API capability of Siemens NX [131]. Firtree joints with 2D and
3D parametrised geometries of diﬀerent degrees of complexities are generated in Siemens
NX and then analysed for evaluation of stress distribution in the FEA environment of
Dassault Syst´ emes’ ABAQUS [132].
4.4.2 Boundary conditions
ω
F
Ur 6= 0 Ur 6= 0
Uφ = 0 Uφ = 0
φ
r
Figure 4.1: Free body diagram of blade disc attachment
The 2D and 3D ﬁrtree joint geometry created using the Siemens NX Open C API is
imported into ABAQUS, to perform a non linear contact elastic analysis within a single
disc sector, Figure 4.1. Boundary conditions applied on the cut edges of the disc are
such that all points on these edges are free to move in the r−direction but restrained inChapter 4 79
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Figure 4.2: FE assembly
the φ−direction (Uφ = 0) as illustrated in Figure 4.1 (boundary conditions are applied
in the polar coordinate system (r,φ)). A body force F due to the centrifugal action is
applied on the blade which is calculated based on the angular velocity with which the
disc is rotating at cruise, ω. Only the centrifugal loads on the blades are considered in
this analysis. It is expected that the component of stress tensor in the perpendicular
direction to the ﬁrtree geometry is less compared to the stresses in its plane and hence
plane stress conditions are assumed while performing the 2D stress analysis [120, 26, 133].
While modelling the assembly in the FE environment, the blade was ﬁrst positioned
towards the rotational axis of disc to ensure an initial separation between the pressure
faces on the blade and the disc as shown in Figure 4.2a. This is done so that, on
application of the load, the ABAQUS solver is able to locate the ﬁrst point of contact
along the pressure faces of the disc and blade. However, since there is no other boundary
condition on the blade, the application of any load on the blade will initially result in a
singular stiﬀness matrix for the blade. To overcome this problem very weak springs are
located on the blade as shown in Figure 4.2b. The spring stiﬀness K is selected such
that the stresses obtained in the blade, due to these springs before the ﬁrst contact takes
place, are relatively small. Hence, it is ensured that there will be a negligible eﬀect due
to the springs on the stress ﬁeld in the ﬁnal solution.
4.4.3 Contact modelling in ABAQUS
One of the main functions of a ﬁrtree joint is to transfer the centrifugal loads acting on
the blade to the disc through the several contacts between pressure faces of blade root
and disc rim. While performing a ﬁnite element analysis, the contact properties need to
be modelled precisely to accurately predict the stress distribution in the ﬁrtree section,80 Chapter 4
especially in the notch regions (the importance of stresses in the notch regions will be
discussed in the future sections). Some of the important options for modelling contact
between two surfaces in ABAQUS are discussed in the following:
1. Contact algorithm: ABAQUS/Standard provides three diﬀerent approaches to
deﬁne a contact (i) general contact, (ii) contact pairs, and (iii) contact elements.
Out of these, the ﬁrst two approaches are relevant from the surface to surface
interaction occurring in the ﬁrtree joint analysed here. In the case of the ﬁrtree
joint analysed here, each contact comprise of independent surfaces that belong
to two diﬀerent deformable bodies. The algorithm used to evaluate the contact
pressures and areas requires speciﬁcation of master and slave surfaces. While the
general contact algorithm automatically identiﬁes the master and slave surfaces,
the approach of contact pairs provides the user with an option to select these
surfaces. ABAQUS provides basic guidelines to identify the master and slave
surfaces. The surface which is larger or belongs to the stiﬀer body should be
speciﬁed as the master surface and the other as a slave surface [134]. Accordingly,
in order to make sure that the pressure faces on the disc side ﬁrtree are always
the master surfaces and that on the blade side are slave surfaces, the approach of
contact pairs is used in this work.
2. Finite sliding: There are two sliding formulations available in ABAQUS/Standard
– (i) ﬁnite sliding and (ii) small sliding. As mentioned in the ABAQUS users
manual, small sliding should be used when the relative sliding between the two
surfaces is small with respect to the length of elements used on the contact in-
terface. Whereas, interactions when there is a possibility of sliding between the
surfaces or separation between the master and slave surfaces a ﬁnite sliding for-
mulation is recommended [134]. Hence, a ﬁnite sliding formulation is adopted for
the analysis performed in this work.
3. Surface-to-surface contact: The surface-to-surface contact formulation is more ac-
curate as compared to the node-to-surface formulation [134], since node-to-surface
does not allow slave nodes to penetrate in the master surface. This results to
concetrated stresses when they are not expected.
4. Interaction property: The contact between the pressure faces involves transfer of
normal and tangential forces from the blade to the disc. To simulate the lubri-
cated state, an appropriate value for friction coeﬃcient (see Section 4.4.4) is used
for deﬁning the tangential behaviour of the contacts along with the Penalty formu-
lation method. There are two options for the friction formulation in ABAQUS/-
Standard – (i) the Penalty method and (ii) the Lagrange multiplier method. The
Penalty method allows the surfaces to slip within elastic limits at load increments
when they should stick which may aﬀect the accuracy of evaluation contact pres-
sures. The Lagrange multiplier method allows elastic slip, only when the shearChapter 4 81
Side Flank Maximum von Mises stress Maximum tensile stress
Lagrange Penalty Lagrange Penalty
Top 0.903 0.903 0.903 0.903
Left Middle 0.911 0.911 0.911 0.910
Bottom 0.999 0.998 0.999 0.999
Top 0.904 0.904 0.904 0.904
Right Middle 0.911 0.910 0.911 0.911
Bottom 1.000 0.999 1.000 0.999
Table 4.1: Comparison between the Lagrange and Penalty formulations with respect
to maximum von Mises and tensile stress (normalised) in all ﬂanks
stress along the surface exceeds the critical shear stress. The Lagrange multi-
plier method gives better accuracy in the results but at the cost of adding more
degrees of freedom. Hence, the convergence for the Lagrange multiplier method
takes longer when compared to the Penalty method [134]. Table 4.1 compares the
maximum von Mises stress and maximum tensile stress in all six ﬂanks between
the stress analyses performed with the Lagrange and Penalty methods. Since the
ﬁrtree joint involves simultaneous contact between six diﬀerent surfaces the com-
putational time required for a Lagrange multiplier method is much longer (CPU
time: 19 minutes) than the Penalty method (CPU time: 3 minutes). However, the
results obtained using the Penalty formulation are in good agreement with those
obtained with the Lagrange formulation. Hence, the Penalty method is adopted
for the evaluation of tangential behaviour between the contact interface. The nor-
mal behaviour of the contact interaction is speciﬁed with the default parameters
in ABAQUS/Standard under Penalty method.
4.4.4 Friction
Considerable literature is available for the study of the eﬀect of coeﬃcient of friction
while simulating the contact conditions between the pressure faces in the blade disc
attachments [130, 120, 26, 135]. While modelling creep in a turbine disc ﬁrtree joint,
Maharaj et al. [130] suggested a friction coeﬃcient of 0.2 for a surface coated ﬁrtree
while 0.33 for the non-coated one. It was reported that the variation in the maximum
principal stress in the notch regions of the ﬁrtree joint is small for a relatively large change
in the friction coeﬃcient. Similar results obtained by Chan and Tuba [117], suggested
that the initial gap between the pressure faces has a more profound eﬀect on the notch
stresses than the friction coeﬃcient. Meguid et al. [120] showed that the value of friction
coeﬃcient aﬀects the contact edge peak stresses, while no signiﬁcant eﬀect was observed
on the equivalent stress near the contact regions when the friction coeﬃcient was varied82 Chapter 4
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Figure 4.3: Change in notch tensile stress with coeﬃcient of friction
from 0.1 to 0.5. Delhelay [133] also conducted a thermomechanical stress analysis of a
ﬁrtree joint with varying the coeﬃcient of friction from 0.0 to 0.5. It was observed that
higher coeﬃcient of friction results in higher stress magnitudes at the blade disc interface.
In another study, Singh and Rawtani [119] reported that the coeﬃcient of friction has
no signiﬁcant eﬀect on the vertical components of the loads carried by diﬀerent ﬂanks in
the ﬁrtree joint. In a comprehensive study conducted on the physical and geometrical
non-linearities in contact problems of the disc blade attachments, Zboinski [135] used
a value of 0.15 as the coeﬃcient of friction while performing a stress analysis on the
ﬁrtree joint. It was reported that by increasing the friction coeﬃcient, the location of
the peak stresses moved towards the contact surfaces. Figure 4.3 shows the change in the
maximum tensile stress at all six notch regions when the coeﬃcient of friction is varied
from 0.0 to 0.5. It can be seen that the notch stresses do not vary signiﬁcantly for the
values of coeﬃcient of friction less than 0.2, also the magnitude of stresses for friction
coeﬃcient values above 0.35 exceed the yield stress of the material. In this study, the
variations in the stresses are of more relevance rather than their magnitudes. Hence,
to evaluate the contact conditions between the surface coated or lubricated pressure
faces of a ﬁrtree joint, a lower value of 0.15, also used by Zboinski [135], for the friction
coeﬃcient is used in this thesis.
4.4.5 Mesh sensitivity analysis
For the 2D analyses 6 noded quadratic triangular elements are used in this work while
for the 3D analyses 20 noded brick elements are used. In order to decide upon the
number of elements to be used on the pressure faces or lines, a mesh sensitivity analysis
is performed. The percentage change in the maximum principal stress along the pressure
line between three diﬀerent meshes is plotted on Figure 4.4a while Figure 4.4b shows
the percentage change in resultant displacement.Chapter 4 83
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Figure 4.4: Mesh sensitivity analysis
Figure 4.5: Typical mesh for 2D ﬁrtree geometry
Mesh-1 has 8 elements on the pressure line, while Mesh-2 and Mesh-3 have 30 and 45
elements respectively. It can be observed from Figures 4.4a and 4.4b, that the results
obtained using Mesh-2 are in good agreement with the ﬁner mesh, Mesh-3. Hence,
Mesh-2 was adopted for all the subsequent 2D stress analyses. A mesh typical of those
used for the 2D analysis here is shown in Figure 4.5 while Figure 4.6 show the 3D mesh.
A relatively coarse mesh, with 30×26 elements on the pressure face (26 elements along
the thickness of the ﬁrtree slot), is used for the 3D FE model of the ﬁrtree joint on the
pressure faces in order to have feasible computational time. The number of elements
used for the pressure arcs on the blade ﬁrtree are kept constant while changing the
number of elements on the pressure lines of the disc ﬁrtree.84 Chapter 4
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Figure 4.6: Typical mesh for 3D ﬁrtree geometry
4.4.6 Stress analysis on two- and three-dimensional nominal ﬁrtree
geometry
Elastic stress analysis is performed on the nominal two- and three-dimensional ﬁrtree
joint. The variation in the stress distribution due to the changes in geometry will
be compared with the stress distribution on the nominal ﬁrtree joint. Since the joint
involves six diﬀerent possible contact locations, the load on the blade has to be increased
in small increments to guarantee convergence in contact conditions. Any redistribution
of stresses due to diﬀerent contact surfaces getting engaged at diﬀerent loads will also
be captured by using small load increment values. Due to an asymmetric mesh on
the part geometries and the weak springs applied at the bottom face of blade ﬁrtree
part, application of an inﬁnitesimal load can translate or rotate the blade ﬁrtree part
before ﬁrst contact is engaged. To protect against this unwanted displacement of blade,
additional boundary conditions are applied on the blade part to ensure its movement
in the radial direction. The same material is used for both disc and blade parts with
properties: Young’s modulus E = 200 GPa, mass density ρ = 7.85 kg/m
3, and Poisson’s
ratio ν = 0.25. The stress contour plots for von Mises stress in the ﬁrtree region for 2D
and 3D geometries are shown in Figures 4.7 and 4.8. It can be seen that the stress
distribution in the neighbourhood of the pressure surfaces is similar for both 2D and 3D
analyses. The slight asymmetry in the contour plot about the ﬁrtree centre line is due
to the asymmetric mesh generated by ABAQUS. It can be seen from Figure 4.7 that the
stress magnitude surrounding pressure lines (1 and 4) near the rim of the disc are less
compared to the regions surrounding other pressure lines. This can be explained by the
fact that the pressure lines at diﬀerent ﬂanks at top, middle, and bottom do not share
the centrifugal load uniformly [25]. Figures 4.9a and 4.9b show the initial locations of
active contact regions on all the six pressure faces on the 3D ﬁrtree model. It can beChapter 4 85
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Figure 4.7: Contour plot for von Mises stress on a 2D nominal ﬁrtree joint
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Figure 4.8: Contour plot for von Mises stress on a 3D nominal ﬁrtree joint
seen that all the six contacts have engaged simultaneously for the same load increment
and they are uniformly distributed along the thickness of the ﬁrtree joint.
4.5 Eﬀect on stresses due to variation in two dimensional
ﬁrtree geometry
The tensile stresses or the maximum principal stresses in the notch regions are signiﬁcant
from the blade disc attachment’s life point of view. Repetitive application of high
centrifugal loads induce ﬂuctuating maximum principal stresses close to the material
yield stress. Under the conditions of high and low cycle fatigue, the material in this
region may reach the plastic limits due to the hysteresis phenomenon and gradually
disintegrate. This may result in nucleation of several micro cracks or in extreme cases
macro cracks which could lead to catastrophic eﬀects on the turbine. The fatigue life
of a component manufactured from a ductile material depends predominantly on the86 Chapter 4
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Figure 4.9: Uniform initial contact at same load increment
magnitude of maximum principal stresses1 it experiences under service conditions [136,
137]. Due to the stringent design requirements on aero engine components weight is
reduced to an extent that the working stresses are in the neighbourhood of material’s
yield stress. Such optimised geometry although resulting in minimised weight often
lie close to the constraint boundaries imposing severe restrictions on the variation of
stresses in critical regions of the component. It is desirable to restrict the variation in
these stresses such that they have minimal eﬀect on the variation of service life of the
component.
The variation in geometry extracted from the CMM data in chapter 2 is used in this sec-
tion to investigate their eﬀect on the stress distribution in notch regions of ﬁrtree joints.
The variation in the pressure angle is extracted by ﬁtting two diﬀerent substitute geome-
tries (Figures 2.9 and 2.15). The Fourier transform is used to ﬁlter the unwanted data,
either by removing high frequency components or high magnitude components. These
variations are then included in the ﬁrtree geometry with appropriate parametrisation
using the Siemens NX Open C API. Figure 4.10 shows the general layout of the process
used to study the eﬀect of geometric variations on the stress distribution in the ﬁrtree
joint. The variation in the angles is included ﬁrst by having the same variation in angle
for all six pressure lines, then separate angles for the top, middle and bottom ﬂanks, and
ﬁnally six independent angles. To include the surface irregularities, a B-spline is ﬁtted
through the FFT-ﬁltered scanned data in Siemens NX.
4.5.1 Same angle on six pressure lines
The variation in nominal pressure angle θ, extracted by ﬁtting curves to the CMM
data in section 2.4.1 is used to begin with. The ﬁrtree geometry is created using the
1Since the industry designs ﬁrtree joints for maximum principal stress, the structural performance
of the ﬁrtree joints is measured with respect to the maximum principal stress in the notch regions in
this thesis. Von Mises stress is not relevant to liﬁng calculations and also it is an artefact of the contact
analysis.Chapter 4 87
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Figure 4.10: General layout of the process used to study the eﬀect of geometric
variation on stress distribution
pressure angle as the parameter in CAD (Siemens NX6) and analysed in Abaqus 6.9-1
for a centrifugal load on the blade. Field outputs such as contact pressure, principal
stresses and von Mises stress are extracted from the region surrounding pressure line 2
as highlighted in Figure 4.5. In Figure 4.11a, both the maximum values of von Mises
and maximum notch principal stress (tensile) are plotted on the histogram of Figure
2.13. It is observed that the values of von Mises stress and maximum principal stress2
vary with a change in the pressure angle in the range (θ − ∆θj) to (θ − ∆θm) and
(θ − ∆θp) to (θ + ∆θk), Figure 4.11a. Both stresses are approximately constant for
a large number of designs (between (θ − ∆θm) and (θ − ∆θp)) with pressure angles
slightly less than the nominal angle θ. Any further decrease in the pressure angle from
(θ − ∆θm), intensiﬁes the maximum von Mises stress. This is also true for maximum
principal stress, however the change in magnitude of maximum principal stress is less
compared to that of maximum von Mises stress for the same ∆θ.
The magnitude of maximum von Mises stress for the design with nominal angle θ, is
notably higher than the values for the designs with pressure angle in the range (θ−∆θm)
to (θ−∆θp). Hence, a better design, with respect to the maximum von Mises stress, can
be obtained by reducing the pressure angle by ∆θ in the range ∆θp to ∆θm. Any increase
2Maximum principal stress refers to the maximum value of the tensile stress in the notch regions and
is denoted by P1 in this thesis.88 Chapter 4
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Figure 4.11: Variation in von Mises and maximum principal stress
in the pressure angle from θ further intensiﬁes the maximum von Mises stress. As
compared to the von Mises stress, no substantial variation is observed in the maximum
principal stress with increase in pressure angle from θ.
Figure 4.11b shows the variation in the maximum principal stress near the pressure line of
the ﬁrtree geometry with the help of a histogram. It can be seen that majority of designs
have their magnitude of maximum principal stress exceeding the nominal maximum
principal stress value. Few designs even have their maximum principal stresses as high
as 1.025 × P1nominal. The mean of the variation is found to be at 1.003 × P1nominal
whereas the standard deviation is 0.67% of P1nominal.Chapter 4 89
4.5.2 Shift in contact area
Figure 4.12 shows the von Mises stress contour plots for three geometries with diﬀer-
ent ∆θs: ∆θj,∆θm and ∆θk. The pressure angle (θ − ∆θm) is selected such that the
maximum von Mises stress for this design is less than all other designs in Figure 4.11a,
whereas pressure angles (θ − ∆θj) and (θ + ∆θk) are the two extreme designs in Figure
4.11a. The location of the maximum von Mises stress for ∆θj moves towards the lower
end of the pressure line while for ∆θk the location of maximum von Mises stress is shifted
towards the upper end of the pressure line, Figure 4.12. As the pressure angle moves
from left to right in Figure 4.11a, the location of maximum von Mises stress moves from
bottom to top on the pressure line. The magnitude of maximum von Mises stress in
Figures 4.12a and 4.12c is more than its magnitude in Figure 4.12b, since for variations
in pressure angle, ∆θj and ∆θk, the contact region includes contact between the arcs,
adjacent to the pressure arc, on the blade ﬁrtree and the pressure line on the disc ﬁrtree.
This shift in contact region can be explained with the help of Figure 4.13. Contact
pressures along the pressure surface for the same three designs used in Figure 4.12 are
shown here. The shift in contact region is clearly seen as the pressure angle moves from
left to right in the ﬁgure. The peak contact pressure observed near the bottom end of
the pressure line for the design with variation in pressure angle ∆θj, is due to the contact
between the arc adjacent to the pressure arc on the blade ﬁrtree and the pressure line
on the disc ﬁrtree, whereas the peak contact pressure near the top end of the pressure
line for the design with variation in pressure angle ∆θk is due to the contact between
the arc adjacent to pressure line on the disc ﬁrtree and the pressure arc on the blade
ﬁrtree. Such peak stresses near the edges of contact regions can nucleate cracks, hence
reducing the service life of the joint.
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Figure 4.13: Shift in contact region across pressure line
4.5.3 Diﬀerent angles on pressure lines at top, middle and bottom
ﬂanks
In this section, the variation in maximum principal stress in the notch regions due to
the variation in pressure angles at top, middle, and bottom ﬂanks of a ﬁrtree joint is
evaluated. The histogram shown in Figure 2.16b is used for the variation in pressure
angles which includes 540 angles obtained from 5 ﬁrtree slots scanned on 9 discs at their
front and rear edges. The 2D parametrised geometry created using Siemens NX Open
C API requires values for three parameters as an input (θ1,θ2,θ3). Each parameter
represents the angle of two pressure lines at the same distance from the centre of axis
of disc rotation. Hence, the angles for pressure lines 1 & 4, 2 & 5, and 3 & 6 are θ1,θ2,
and θ3 respectively.
Figure 4.14 shows the variation in pressure angles and maximum principal stresses for
three diﬀerent ﬂanks. For the purpose of comparison, all histograms for angles and
stresses are plotted with the same limits on the x and y axes respectively. The mag-
nitude of P1datum is selected such that, the stresses for all the designs analysed in this
thesis lie within the range [P1datum,1.174 × P1datum]. The magnitude of P1nominal in
Figures 4.14b, 4.14d, and 4.14f is taken from the stress distribution on the nominal
ﬁrtree geometry. The mean for the variation in pressure angles for top, middle, and
bottom ﬂanks are shifted by −0.09%, −0.07%, and 0.04%, whereas the standard devi-
ations are 0.18%, 0.2%, and 0.21% of the nominal pressure angle, Table 4.2. Although
the mean for the pressure angle at the bottom ﬂank is closer to nominal, its standardChapter 4 91
deviation is more than the other two ﬂanks. Since the bottom ﬂank is the closest to
the axis of rotation, the magnitude of stresses will also be higher compared to the other
ﬂanks. This can be seen from Figures 4.14b, 4.14d, and 4.14f which show the variation
in maximum principal stresses at the three diﬀerent ﬂanks. The means of variation
in maximum principal stress at top, middle, and bottom ﬂanks are found to be 1.035,
1.043, and 1.141 × P1datum respectively. Hence, the mean of variation in maximum
principal stress in the bottom ﬂank exceeds the values at the top and middle ﬂank. The
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Figure 4.14: Variation in pressure angles and maximum principal stresses92 Chapter 4
Flank Pressure Angle Maximum Principal stress
Mean Std. deviation Mean Std. deviation
Shift by % of θ % of θ ×P1datum % of P1datum
Top −0.09 0.18 1.035 0.94
Middle −0.07 0.20 1.043 0.96
Bottom 0.04 0.21 1.141 0.51
Table 4.2: Mean and standard deviation for variation in pressure angle and maximum
principal stress when same angles are used on the left and right side of the ﬁrtree
geometry
standard deviation of these stresses for bottom ﬂank is 0.51% which is less than the top
and middle ﬂanks with 0.96% and 0.94% of P1min respectively, Table 4.2. Hence, it can
be said that although the standard deviation for the bottom ﬂank is less compared to
other ﬂanks, the magnitudes of stresses are higher. Designing ﬁrtree joints with diﬀer-
ent pressure angles for the three ﬂanks may result in less variation in the magnitudes
of means for variation in maximum principal stress. From Table 4.2, if the mean and
standard deviation of the variation in maximum principal stress, for the bottom ﬂank
and middle ﬂank respectively, are minimised a design of the ﬁrtree joint, that is less
sensitive to manufacturing variations, can be obtained.
4.5.4 Six independent pressure angles
The eﬀect on the maximum principal stress is next extracted by varying all six angles si-
multaneously. The values for angles are selected such that each ﬁrtree model represents
a scanned ﬁrtree joint on the disc either at its front or rear edge. Hence, there are 9 discs
× 5 slots × 2 edges = 90 designs in total. The means in the variation of pressure angle
for the two ﬂanks at the top are shifted by −0.15% and −0.04% of the nominal pressure
angle. However, the means for the variation in maximum principal stress in the notch
regions at top and middle ﬂanks are observed at 1.038, 1.030 and 1.042, 1.041 ×P1datum
respectively, Table 4.3. Whereas, mean for the variation in maximum principal stress at
bottom ﬂanks on the left and right sides are at 1.138 and 1.142 ×P1datum, Table 4.3.
The means of stresses in top two ﬂanks have similar magnitudes however, the mean for
variation in the maximum principal stress at bottom ﬂank is rather large. Hence, as
in the previous section, it can be concluded that the bottom ﬂank experiences higher
stresses compared to the other ﬂanks.
The standard deviations for the variations in the maximum principal stress in the notch
regions on the left of the ﬁrtree geometry are 0.85%, 0.94%, and 0.86% of P1datum
at top, middle and bottom respectively, Figures 4.15b, 4.15d, and 4.15f. While the
standard deviations are 0.97%, 1.16%, and 1.09% of P1datum on the right side of theChapter 4 93
ﬁrtree geometry, Figures 4.16b, 4.16d, and 4.16f. Even though the standard deviations
of the variations in pressure angle for the respective ﬂanks are in similar range, Table 4.3,
it is observed that the variation in the maximum principal stress for the notch region of
the middle ﬂank is more widely spread as compared to the other two ﬂanks. The same
trend in the mean and standard deviation of the variation in maximum principal stress
is observed as in the previous section. It is seen that the bottom ﬂank is more severely
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Figure 4.15: Variation in pressure angles and maximum principal stresses on left of
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Figure 4.16: Variation in pressure angles and maximum principal stresses on right of
ﬁrtree
stressed as was observed by Vale et al. [138]. Whereas, diﬀerent pressure faces contacting
at diﬀerent load increments have a relatively more profound eﬀect on the variation in
maximum principal stress for the middle ﬂank. These problems could be reduced by
having diﬀerent pressure angles for diﬀerent ﬂanks, however, this might increase the cost
of manufacturing these joints.Chapter 4 95
Side Flank Pressure Angle Maximum Principal stress
Mean Std. deviation Mean Std. deviation
Shift by % of θ ×P1datum % of P1datum
% of θ
Top −0.15 0.18 1.038 0.85
Left Middle −0.10 0.18 1.042 0.94
Bottom 0.08 0.20 1.138 0.86
Top −0.04 0.16 1.030 0.97
Right Middle −0.04 0.21 1.041 1.16
Bottom 0.00 0.22 1.142 1.09
Table 4.3: Mean and standard deviation for variation in pressure angle and maximum
principal stress when all six angles are diﬀerent
1
2
3
Figure 4.17: Reduced ﬁrtree FE models
4.5.5 Eﬀect on stresses for reduced models
The contact algorithm has to perform several iterations in order to accurately ﬁnd the
contact locations in case of a multiple contact problem like the ﬁrtree joint. Satisfactory
evaluation of contact conditions takes considerable computational eﬀort especially when
a ﬁne mesh with multiple contact locations is involved. It is therefore worth checking if
similar variation in the stress distribution for the full ﬁrtree FE model is obtained when
reduced FE models, that require considerably less time to attain the contact convergence,
are used representing each ﬂank. In this section, the whole ﬁrtree FE model with six
ﬂanks is reduced to three independent FE models for the top, middle, and bottom
ﬂanks as shown in Figure 4.17. Stress analysis is performed under similar boundary
conditions with the same material and contact properties. The loadings and the spring
stiﬀnesses are adjusted so as to obtain similar maximum principal stresses in the notch96 Chapter 4
regions as compared to the nominal ﬁrtree geometry with six ﬂanks. To extract the
variation in the maximum principal stress in the notch regions, the histograms shown
in Figures 4.14a, 4.14c, and 4.14e are used to vary the pressure angles. The magnitudes
of stresses obtained in reduced models in the presence of geometric variations may not
be comparable with the stresses in the whole ﬁrtree model. The objective here is to
compare the variation in the stress distribution for the reduced FE models with the
whole ﬁrtree.
Figures 4.18a, 4.18b, and 4.18c show the variation in maximum principal stresses in
the notch regions of the reduced ﬁrtree FE models while Table 4.4 lists the mean and
standard deviation of angles and stresses for the reduced models. Comparing these
histograms with that in Figure 4.14, it can be said that the variation in maximum
principal stress diﬀers for the corresponding ﬂanks of the whole ﬁrtree model. Although
the shift of means of variation in stresses show similar trends at the top and bottom
ﬂanks, their standard deviations diﬀer with those obtained from the whole ﬁrtree FE
analyses, Tables 4.2 and 4.4. The standard deviations are considerably less when the
ﬁrtree model with multiple contacts is used instead of the single contact models. Hence,
it can be concluded that, having multiple contact surfaces, in the blade disc attachment,
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Figure 4.18: Variation in maximum principal stresses in notch regions on reduced
ﬁrtree modelsChapter 4 97
Flank Pressure Angle Maximum Principal stress
Mean Std. deviation Mean Std. deviation
Shift by % of θ % of θ ×P1datum % of P1datum
Top −0.09 0.18 1.050 1.38
Middle −0.07 0.20 −1.032 1.39
Bottom 0.04 0.21 1.057 2.40
Table 4.4: Mean and standard deviation for variation in pressure angle and maximum
principal stress for reduced ﬁrtree FE models
reduces the eﬀect of variation in pressure angles on the standard deviation of variation
in the stress distribution.
4.5.6 Variation in surface proﬁle
To represent the variation in the surface proﬁle of the pressure faces on the disc ﬁrtree,
data obtained after ﬁltering noise from the raw scanned data by applying a Fourier
transform in section 2.4.2 was modelled in the CAD environment using cubic B-splines.
An elastic analysis performed on this model showed several locations on the pressure
face where the stresses exceed the elastic limit of the material, Figure 4.19. The mean
and standard deviation for variation in the notch stress are listed in Table 4.5. As can
be seen the notch stress magnitudes are much higher as compared to those obtained
when the pressure line was modelled as a straight line. The high peak stresses observed
on the contact region may take the material into its plastic state resulting in permanent
localised deformations. With the application of several cycles of loading, such permanent
deformations may smoothen the pressure surface. Eventually the pressure surface proﬁle
on the disc ﬁrtree may follow the shape of pressure surface of the blade ﬁrtree resulting in
contact between two conforming geometries. Although the resulting contact pressures
for conforming geometries are less in magnitude than contact pressures between non
Flank Maximum Principal stress
Left Right
Mean Std. deviation Mean Std. deviation
×P1datum % of P1datum ×P1datum % of P1datum
Top 1.787 3.56 1.501 2.08
Middle 1.950 2.95 1.812 3.24
Bottom 1.483 3.17 1.623 2.72
Table 4.5: Mean and standard deviation for variation in pressure angle and maximum
principal stress when pressure lines are modelled as B-splines98 Chapter 4
Peak stress locations
S, Mises
(Avg: 75%)
5.58 × σyield
4.65
3.72
2.79
1.86
0.93
0.00
Figure 4.19: Von Mises stress near pressure line (the pressure line here represents the
waviness as a result of manufacturing)
conforming geometries, the region in which the two bodies come in contact becomes
more widely spread, for the same magnitude of load that is transferred through the
contact.
4.6 Eﬀect on stresses due to variation in three dimensional
ﬁrtree geometry
In this section, stress analysis is performed on a parametrised three dimensional ﬁrtree
joint by including the variation in part geometry due to the manufacturing processes.
Creating a two dimensional ﬁrtree geometry to include the variation in geometric param-
eters and the line proﬁle is relatively an easier task. It is more involved to create a three
dimensional geometry which can represent the changes in the geometry. Accordingly,
a more detailed discussion on geometry creation is essential for the three dimensional
case.
4.6.1 Creating a 3D ﬁrtree model by including geometric variations
The change in geometry due to the manufacturing processes is ﬁrst extracted from the
CMM data in the form of variation in the pressure angles and non-smooth pressure
surface. For a three dimensional ﬁrtree joint, the extrude feature available in most
CAD packages can be used if there are no changes in the geometry along the direction
of extrusion. The magnitudes of the pressure angles are obtained by ﬁtting diﬀerentChapter 4 99
Guide line 1
Guide line 2
Section line 2
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(100,0,0)
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(a) Sweep surface between lines as section
curves
Guide line 2
Guide line 1
Section spline 2
Section spline 1
(b) Sweep surface between splines
as section curves
Figure 4.20: Sweep feature in Siemens NX
substitute geometries at front and rear edges of the three dimensional ﬁrtree joint. Hence,
the extrusion function will not result in a geometry that can represent the change in
the pressure angles at front and the rear edges of the ﬁrtree joint. Figure 4.20 shows
two surfaces created in Siemens NX using a sweep feature which can be used for such
purposes. It can be seen that both section lines 1 and 2 in Figure 4.20a are in planes
parallel to the x − z plane, separated by 150 units. However, the angle these two lines
make with the z-axis is diﬀerent. With the help of the guide lines 1 and 2 Siemens NX
creates a freeform sweep feature passing through section lines 1 and 2 [139]. Similarly,
a sweep surface is created using splines 1 and 2 as the section curves and straight lines
as guide curves, Figure 4.20b. This sweep feature is used here to create the pressure
surfaces on the three dimensional ﬁrtree joint using the following steps:
1. Two dimensional parametrised ﬁrtree geometries, separated by the thickness of
the turbine disc at its rim, are created which can include the variation either in
the geometric parameters such as pressure angles, notch radii, etc. or the rough
surface proﬁle as a B-spline.
2. Since the number of geometric entities such as lines and arcs is same on both 2D
ﬁrtree geometries at front and rear, the end points of the corresponding entities
are connected by straight lines. These lines are used as guide lines in performing
the sweep feature on the two 2D ﬁrtree sections as shown in Figure 4.21a.
3. Once all the surfaces are created, the solid body of the ﬁrtree slot is created using
the sew feature in Siemens NX, Figure 4.21b.
4. This body is then subtracted from turbine disc sector at its rim as shown in Figure
4.21c which results in the disc side of the 3D ﬁrtree geometry, Figure 4.21d.
5. In this work the blade side of the ﬁrtree geometry is kept nominal which is created
using the extrude feature in Siemens NX.
The CMM is used to scan the disc side ﬁrtree joint at its front and rear edges. Ac-
cordingly, the pressure angles obtained after ﬁtting a substitute geometry are available100 Chapter 4
Front ﬁrtree geometry
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parametrised ﬁrtree slot
Turbine disc rim
(c) Subtract feature (d) Disc section with ﬁrtree
slot at its rim
Figure 4.21: Steps in creating parametrised three-dimensional ﬁrtree model in CAD
on these two edges. If the ﬁrtree joint were scanned at multiple sections from the front
edge, variation in geometric parameters such as the pressure angles or notch radii could
be included in the 3D analysis by creating multiple 2D ﬁrtree geometries as shown in
Figure 4.22. However, such data is not available here.
4.6.2 Variation in pressure angle at front and rear edges
To begin with, the three dimensional ﬁrtree geometry is created, as discussed in the
previous section, by including the variation in the pressure angles at the front and rear
edges of the ﬁrtree joint. Variation in pressure angles extracted by ﬁtting substitute
geometries on CMM data for 45 disc side ﬁrtree joints is used to extract the variations
in the maximum principal stress at six notch regions. Due to the smooth change in the
pressure angle from the front to its rear edge of the ﬁrtree joint on all six pressure faces,
the centrifugal force may be distributed unevenly along the thickness on the six ﬂanks.
Moreover, due to the existence of a twist in the pressure face along the thickness of the
disc at its rim, the initial contact may not cover the whole thickness as is observed for
the nominal ﬁrtree joint, Figure 4.9. Figures 4.23a and 4.23b show the initial locations
of active contact regions on all the six pressure faces on the 3D ﬁrtree model at theChapter 4 101
Front
Section 2
Section 3 Section 4
Rear
(a) 2D ﬁrtree geometries at mul-
tiple sections
Front
Section 2
Section 3 Section 4
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(b) 3D ﬁrtree solid body created
using multiple sections
Figure 4.22: Construction of 3D ﬁrtree slot using multiple sections
Initial contact
(a) Pressure faces on left side
Initial contact
(b) Pressure faces on right
side
Figure 4.23: Uneven initial contact at same load increment
same load increment when variation in pressure angles at the front and rear sections
is included. It can be seen that the top and bottom ﬂank on the right edge of the
ﬁrtree joint do not share any centrifugal load, whereas only the regions on the pressure
faces near the rear edge on the left side of the ﬁrtree geometry contribute in sharing
the centrifugal load. This uneven distribution of contact pressures, may induce high
magnitude stresses in some regions of the joint. Figures 4.24 and 4.25 show the variation
in maximum principal stress in the notch regions, on the left and right side of the ﬁrtree
joint respectively, due to the variation in pressure angles at front and rear edges.
The variation in the pressure angles is plotted using diﬀerent histograms for the front
and rear edges on the ﬁrtree joint. The scale on the x-axis for the histograms showing
variation in maximum principal stress go from 1.02×P1datum to 1.42×P1datum. For the
purpose of comparing the variation extracted from 2D and 3D stress analyses, the value
for P1datum is kept same as in Figure 4.16. The magnitudes of P1nominal shown in the102 Chapter 4
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Figure 4.24: Variation in pressure angles and maximum principal stresses in notch
regions on the left side of ﬁrtree joint
stress histograms are extracted from the stress distribution for respective ﬂanks of the
nominal 3D ﬁrtree joint. It can be seen that stress analysis on the 3D ﬁrtree joint results
in higher magnitude stresses as compared to the 2D analysis. Table 4.6 lists the means
and standard deviations for the variation in the pressure angle included in this analysis
while that of maximum principal stress is listed in Table 4.7. Table 4.7 also show the
correlation coeﬃcients between the pressure angles at the front and rear edges of theChapter 4 103
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Figure 4.25: Variation in pressure angles and maximum principal stresses in notch
regions on the right side of ﬁrtree joint
ﬁrtree joint. The standard deviations for the variation in maximum principal stress in
the notch regions for both top ﬂanks (left and right) are higher than the other ﬂanks,
Table 4.7. The corresponding correlation coeﬃcients between front and rear pressure
angles are 0.28 and 0.20 which are much lower than the coeﬃcients on other ﬂanks.
Hence, it can be said that there is larger variation between the pressure angles at the
front and rear top ﬂanks which results in larger standard deviations for the maximum104 Chapter 4
Side Flank Pressure Angle
Front Rear
Mean Std. deviation Mean Std. deviation
Shift by % of θ Shift by % of θ
% of θ % of θ
Top −0.15 0.20 −0.14 0.15
Left Middle −0.11 0.20 −0.10 0.16
Bottom 0.06 0.19 0.10 0.21
Top −0.08 0.15 0.00 0.17
Right Middle −0.04 0.22 −0.04 0.21
Bottom 0.03 0.20 −0.03 0.24
Table 4.6: Mean and standard deviation for variation in pressure angle at front and
rear of the 3D ﬁrtree joint
Side Flank Correlation coeﬃcient Maximum Principal stress
between front and Mean Std. deviation
rear pressure angles ×P1datum % of P1datum
rFR
Top 0.28 1.118 2.18
Left Middle 0.23 1.174 1.43
Bottom 0.53 1.369 2.00
Top 0.20 1.097 2.50
Right Middle 0.73 1.174 1.54
Bottom 0.71 1.373 1.02
Table 4.7: Mean and standard deviation for variation in maximum principal stress in
notch regions of the 3D ﬁrtree joint
principal stress in the corresponding notch regions. The standard deviations for the
stresses in the bottom ﬂank are relatively less on the left and right sides: 2.00 and 1.02
% of P1datum, which also have a larger correlation coeﬃcients: 0.53 and 0.71. Hence,
it can be concluded that the standard deviation for variation in the maximum principal
stress in the notch regions at the bottom ﬂank tends to decrease as the correlation
coeﬃcient between the pressure angles at front and rear edges increase. The correlation
coeﬃcient for the left middle ﬂank is less (0.23) while, it takes the maximum value (0.73)
on the right side, however their standard deviation in stresses are in a similar range:
1.43 and 1.54 % of P1datum.
The 2D analysis showed similar trend in the magnitudes of maximum principal stresses
on the three ﬂanks of the ﬁrtree joint as seen with the 3D analysis results. The bottomChapter 4 105
(a) Pressure faces on left side (b) Pressure faces on right side
Figure 4.26: Non uniform contact pressures on pressure faces
ﬂank experiences higher stresses compared to the top and middle ﬂanks, with least for
the top ﬂank. The 2D analysis cannot, however, reﬂect the eﬀect of variation in pressure
angles at the front and rear edges of the ﬁrtree joint on the stress distribution.
4.6.3 Variation in surface proﬁle
Next, the scanned data available after ﬁltering noise using the Fourier transform is
included in the geometry by ﬁtting B-splines instead of straight lines at the front and
rear edges of the ﬁrtree joint. These non-straight edges are again used to create a
pressure face using the sweep feature in Siemens NX. Figure 4.26 shows the contact
locations on six pressure faces of a ﬁrtree joint, when they are modelled using swept
surfaces with cubic splines representing the rough surface proﬁle at the front and rear
edges. The CMM is used to scan the ﬁrtree slot only at its front and rear edges due to
the limitations of placing the CMM probe on the interior of the ﬁrtree slot. Hence, no
information regarding the surface proﬁle is available away from the ﬁrtree slot’s edges.
It can be seen that the contact pressures are distributed according to the distribution of
the asperities on the pressure faces. Since the pressure face is created by sweeping the
front edge to the rear edge, the asperities on the surface run along the thickness of the
ﬁrtree joint. However, high magnitudes of contact pressures are observed resulting in
stresses beyond the elastic limit of material in the close vicinity of pressure faces. The
stress magnitudes in the notch regions are listed in Table 4.8 which are much higher than
previous case. Including an elastic-plastic material and running the stress analysis for
several cycles will smoothen the rough surface and a more even distribution of contact
pressures may be observed.106 Chapter 4
4.6.4 Pressure faces as rough surfaces
The sweep feature used to create a surface between two edges which can have smooth
or rough surface proﬁle needs connecting lines between the edges as their guide lines.
Instead of using straight lines as guide lines, surface proﬁles in the direction of the
thickness of the disc can be modelled as splines to serve as guides. However, the designer
does not have any control over the surface roughness on the pressure face away from
its edges. One way to include this roughness is to edit the nodal coordinates on the
pressure faces of an FE model. The numerically generated rough surface in chapter
3 can be used to evaluate the surface heights at predeﬁned locations by providing the
same number of points, as the number of nodes on the pressure face, to any of the two
methods. Once the surface heights are available, the nodal coordinates for an FE model
of a nominal ﬁrtree joint can be modiﬁed in ABAQUS to represent the rough surface
in both orthogonal directions. However, due to the existence of a non-smooth pressure
face, the contact algorithm in ABAQUS takes longer to attain convergence.
An elastic stress analysis is performed on one such 3D ﬁrtree joint, which has pressure
faces with rough proﬁles on both its orthogonal directions. The surface heights were
obtained by using Patir’s method with N × M = 61 × 53 and the exponential ACF
shown in Figure 3.19. The value of correlation length in the direction of the thickness
of ﬁrtree joint is much higher as compared to its value in the orthogonal direction. The
mesh that was used while performing this study consisted of same number of nodes
on the pressure face as the number of surface heights generated from Patir’s method,
Figure 4.27. Figure 4.28 shows the contact regions on the six pressure faces at the end
of the analysis. It can be seen that the contact pressures are distributed randomly along
the pressure faces. An elastic analysis of such model, with contacts between six rough
surfaces, results in very high stress magnitudes in the notch regions. It is observed that
(a) Typical mesh (b) Magniﬁed view of mesh on pressure face with waviness
Figure 4.27: Mesh generated by AbaqusChapter 4 107
(a) Pressure faces on left side (b) Pressure faces on right side
Figure 4.28: Non uniform contact pressures on rough pressure faces
Side Flank Maximum principal stress in ﬁrtree joint
with smooth with rough with rough
pressure faces pressure faces pressure faces
using sweep using sweep modifying nodal
feature feature coordinates
×P1datum ×P1datum ×P1datum
Top 1.110 1.446 1.682
Left Middle 1.184 1.182 1.708
Bottom 1.385 1.319 1.633
Top 1.127 1.401 1.571
Right Middle 1.182 1.495 1.596
Bottom 1.360 1.587 1.855
Table 4.8: Notch stresses for ﬁrtree joints with smooth and rough surface proﬁles at
front and rear edges
the maximum principal stress in the notch regions is aﬀected when the roughness of
the pressure faces is included. In order to accurately extract the stress distribution, an
elastic-plastic material should be used with a much ﬁner mesh on the pressure faces.
However, this may increase the computational time considerably.
Table 4.8 compares the maximum principal stresses observed in the notch regions for
all six ﬂanks between the ﬁrtree joint with smooth and rough surface proﬁles (created
using the sweep feature or by modifying nodal coordinates) at the front and rear edges.
For the purpose of comparison, the magnitude of P1datum is used as in Figure 4.16. It
can be seen that the maximum principal stresses are aﬀected considerably when rough
surfaces are used instead of smooth surfaces. Since the disc and blade materials are
assumed to be elastic while performing the stress analysis, the magnitudes of stresses
may not be accurate. Use of an elastic-plastic material, may not intensify the stresses to108 Chapter 4
these extents, since after several cycles of loading the contact region along the pressure
faces will smoothen due to permanent localised deformations.
4.7 Summary
An elastic two- and three- dimensional ﬁnite element analysis is performed on the ﬁrtree
joint to investigate the eﬀect of geometric variation due to the manufacturing processes
on the stress distribution. Two methods are used to represent the variation in geometry
due to manufacturing. In the ﬁrst method, the variation in pressure angle θ is used as
the parameter to create the manufactured ﬁrtree geometry. It is observed that a small
decrease in the pressure angle may result in a less sensitive design to the manufacturing
variations with respect to the maximum von Mises stress observed near the contact
region. Even a small increase in pressure angle by 0.3% can intensify the maximum
von Mises stress near contact region by 28% whereas the increase in maximum principal
stress is relatively less: 1%. The mean for variation in maximum principal stress in the
notch regions for diﬀerent ﬂanks showed similar trend in 2D and 3D stress analyses. It
is observed that the bottom ﬂank attracts higher magnitude stresses as compared to the
other ﬂanks. The 2D analyses showed that the standard deviation for the variation in
the maximum principal stress in the notch region for the middle ﬂank is higher than for
the other two ﬂanks. Although, the 2D analysis resulted in useful information regarding
variation in the stress distribution, it cannot highlight the eﬀect of change in geometric
parameters between the front and rear edges of the ﬁrtree joint. This can be directly
observed in case of the 3D analysis, which showed that lower correlation coeﬃcients
of pressure angles between front and rear edges aﬀected the stress distribution in the
notch regions more severely. Whereas, when the correlation coeﬃcients are higher, the
standard deviation in the variation of maximum principal stress tends to decrease.
In the second study, the variation in pressure surface proﬁle is modelled by ﬁltering the
noise using a Fourier transform. For both 2D and 3D analysis, the stress distribution
for this model showed several locations on the pressure face where stresses higher than
the elastic limit of the material are observed. This may result in localised permanent
deformations and eventually smoothening of the surface proﬁle. This smoothening of
the surface may reduce the intensity of contact pressures across the pressure face and
hence the high maximum principal stresses in the notch regions. The roughness of the
pressure face is included in the 3D elastic analysis by editing the nodal coordinates on
the face to represent the surface roughness evaluated by Patir’s method in chapter 3.
The contact pressures are distributed randomly on the pressure face as expected. The
magnitudes of these contact pressures are higher than that observed in the stress analysis
for ﬁrtree geometry with smooth pressure faces. These high contact pressures induce
peak stresses in the notch regions which are ≈ 9% higher than the yield strength of the
material. In order to accurately evaluate the stress distribution in the notch regions forChapter 4 109
rough pressure faces, it is essential to include an elastic-plastic material model in the
stress analysis. This lies beyond the scope of the current thesis.Chapter 5
Robust design of ﬁrtree joints in
the presence of manufacturing
uncertainties
5.1 Introduction
Diﬀerent ways of representing realistic manufacturing variations in geometry while per-
forming the stress analysis on ﬁrtree joints were explored in the previous chapter and the
eﬀect these variations have on the stress distribution in the ﬁrtree region was extracted.
The variation in the pressure angle causes a shift in the contact region away from the
pressure faces, resulting in variations in the tensile stress in the notch regions. The mag-
nitudes of these notch stresses in the bottom ﬂank are observed to be higher than those
in the top and middle ﬂanks. It is essential to incorporate such inherent uncertainties
in the design process to minimise the variation in the performance of a component. The
main objective of this chapter is to design a ﬁrtree joint, in the presence of manufac-
turing variations, by minimising the notch tensile stresses using a suitable optimisation
method.
A ﬁrtree joint’s main objective is to transfer the centrifugal load from the high pressure
turbine blade to the disc via multiple contacting surfaces while holding the blades in
precise locations along the rim of the turbine disc. Slight variation in the contact con-
ditions for any or all blade disc joints may give rise to problems of mistuning between
the blades, concentrated stresses in the regions in close vicinity to the pressure faces,
etc. The critical regions, such as the notch regions and contact edges of the ﬁrtree joint
experience stresses close to the yield stress of the material. Any positive variation in
these resulting stresses during working conditions can take the material into its plastic
state. The ﬂuctuating type of loading that is observed in such rotating machines will
induce repetitive stresses in these critical regions which may eventually result in low
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or high cycle fatigue problems. One of the ways used to improve the ﬁrtree joint’s re-
sistance against crack initiation and to enhance its life further is by surface treatment
methods such as shot-peening [140, 141]. Shot-peening induces residual compressive
stresses on the surface layers in order to primarily delay crack initiation and also to
retard the crack propagation process. Severe plastic deformation and work hardening
along with the compressive stresses are induced onto the surface simultaneously [140].
A stream of small hard spherical shots are impinged on the treated surface which helps
in improving its fatigue life [142]. Experiments performed by Hu and Wang [143], on a
shot-peened ﬁrtree joint under low and high cycle fatigue loading showed improvements
in the turbine ﬁrtree’s life. The results showed an increase in the life of the shot-peened
turbine attachment that is 5.23 times longer than that of an unpeened ﬁrtree joint.
A ﬁrtree joint makes use of multiple contacts between the corresponding surfaces of
a blade and disc in performing its job. Multiple contacts increase the surface area
hence helping in eﬃcient cooling of the joint as temperatures in the region of 1600◦C
[2] can be observed in the high pressure turbine regions of an aero engine. The problem
of evaluating contact conditions (contact pressures and areas) between two interacting
surfaces is a nonlinear one that requires use of iterative algorithms. In mechanisms
where more than one contact pair of surfaces are active simultaneously, the evaluation of
contact conditions becomes even more challenging. Moreover, the interactions between
multiple contacts will aﬀect the stress distribution in the neighbourhood regions. It was
seen in the previous chapter that the variation in the stress distribution in the notch
regions of a ﬁrtree joint with six contact pairs cannot be predicted using a reduced
single contact pair FE model with similar geometric, loading and boundary conditions.
Diﬀerent contacts get engaged at diﬀerent load increments, resulting in the redistribution
of stresses amongst diﬀerent regions of the ﬁrtree joint. However, although having
multiple contacts helps in reducing the standard deviation for variation in the resulting
stresses it will be useful to check if this standard deviation can be further minimised
in order to design a ﬁrtree joint with higher probability of achieving the expected life.
As brieﬂy discussed in chapter 1, reliability-based design optimisation (RBDO) and
robust design (RD) are the two more popular methods that incorporate such system
uncertainties. The goal here is to minimise the mean and standard deviation (statistical
moments) for the variation in the ﬁrtree joint’s performance in the form of maximum
tensile stresses in the notch regions. Robust design principles are most suitable here and
hence explored further in order to apply them to the ﬁrtree joints.
5.2 Robust design
Conventional design optimisation of engineering components involves evaluation of the
eﬀects of changes in the parameter values, deﬁning the part geometry, have on the
objective function under speciﬁed constraints. More speciﬁcally, in an aero engine, theChapter 5 113
objective of a design optimisation can be to minimise the cost or the weight of the parts
in the presence of constraints. From a structural point of view, the working stresses
that a material may experience during its service life should be controlled so as to avoid
any catastrophic damage to the structure. Designers make certain assumptions while
modelling the in-service conditions in the analysis and design processes. These working
conditions along with the manufacturing variations can be the source of many diﬀerent
uncertainties occurring in the system. Such uncertainties may result in variations in
the life expectancy of the components which is a critical factor aﬀecting the design of
aero engines. Hence, it has become essential to include such uncertainties in the design
process of aero engine components.
In particular, the geometric variations emerging as a result of the manufacturing pro-
cesses are of relevance to this thesis. It is impossible to manufacture an engineering
component with precisely the same geometric parameters as speciﬁed by the designers.
Slight variations in the geometry due to these manufacturing processes are unavoidable.
The deterministic design approach does not take into the account these variations or
perturbations in the system and hence may result in a design with a degraded per-
formance away from the nominal design. In the case of aero engine components, the
parts are optimised for a reduction in weight which can often result in a solution on the
boundaries of design constraints. Hence, a small perturbation in the system conditions
may signiﬁcantly aﬀect the performance or violate the design constraints [16]. Such
changes in the performance of the design may result in variability in the service life of
the component. It is essential from the point of view of the quality of the product, to
design it so that the service life of the component shows minimum variation. One of the
commonly used methods for tackling such problems is to introduce a factor of safety for
the constraints in the optimisation. For example, from a structural design point of view,
a constraint on the design can be speciﬁed by restricting the maximum resultant stress
in the part below the yield stress of the material, σmax ≤ σyield. This constraint can be
rewritten as Fsσmax ≤ σyield, where Fs is the factor of safety whose magnitude can range
from 1.2 to 3, [16]. The choice of the value of factor of safety depends on the speciﬁc
material and the application for which it is used. It is evident that such a constraint
will result in a more conservative design adding to the weight of the component. In aero
engine applications where reducing weight is a primary objective, having a high factor
of safety is not desirable [16].
5.2.1 Concept of robustness
Robust design is an approach that speciﬁcally deals with problems where a design is
sought which is less sensitive to the variations in the system, without eliminating the
source of variations. This approach of designing a component which performs consis-
tently in the presence of uncertainties was ﬁrst recognised by Taguchi [144]. He classiﬁed114 Chapter 5
the process of design optimisation into three stages: (i) in systems design, a feasible re-
gion is deﬁned based on the fundamentals that govern the problem for ﬁnding the opti-
mum design, (ii) parameter design searches for the values of the parameters for which the
resulting objective function is optimum, and (iii) tolerance design which ﬁne-tunes the
optimal solution obtained in the parameter design stage [145, 146]. Of these, the stage
of parameter design is of relevance to this thesis. The quality of the designed product
depends on several factors, some of them are controllable and the others uncontrollable.
In the robust parameter design approach, the controllable factors or variables are chosen
such that the required quality is delivered even in the presence of the uncontrollable fac-
tors (also known as the noise variables [147]). Taguchi’s approach has been used by many
researchers to perform design optimisation in various ﬁelds [148, 146, 149, 150]. Unal
et al. [146] applied Taguchi’s method in a propulsion system design optimisation study
for an advanced space transportation vehicle. It was reported that Taguchi’s method
helped in reducing the eﬀort required for the conventional multiparameter full factorial
design. Tsai [149] used the case of a steel soaking-pit/rolling-mill plant to demonstrate
Taguchi’s experiment design in simulation. The use of Taguchi’s method reduced the
number of experimental trials from 243 to 36 simulation runs for determining the best
operating parameters. Khan and Al-Darrab [150] applied the signal-to-noise approach
based on the Taguchi’s method to determine the optimum levels for factors relating to
mobile phone conversation during driving.
Taguchi’s method makes use of orthogonal arrays, called the inner and outer arrays, to
deﬁne the settings for the control and noise factors respectively [16]. At each setting
for the control factors, or for each inner array, the eﬀects of the noise variables on the
system with these settings are evaluated. The variability in performance is measured
by the “signal-to-noise” (SN) ratio for diﬀerent categories of parameter design problems
[16, 151]. Welch et al. [152] used the example of Very Large Scale Integrated (VLSI)
circuit design to propose a new method in which the quality characteristics generated by
both the control and the noise factors are combined into a single experiment design. It
was observed that the number of runs required were reduced considerably as compared to
Taguchi’s inner-outer arrays model. Shoemaker et al. [153] also used a single experiment
or a single array which represented both control and noise factors as proposed by Welch
et al. [152]. The conventional approach of separate inner and outer arrays for control
and noise variables estimated more control-to-noise factor interactions which are often
of higher orders [153].
The concept of robust parameter design can be further explained with the help of Figure
5.1. The horizontal axis represents the change in design parameter x for which the design
optimisation is performed and the vertical axis has the objective function f(x) which
represents the performance of the design. The variation in the performance for the two
designs, due to uncertainty in x, with parameters x1 and x2 are shown using red while
the variations in the parameters themselves are shown in blue. It is assumed that theChapter 5 115
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Figure 5.1: Robust design concept
variation in x is independent of the value of parameter setting, i.e., the distribution of
variation in the parameter value xi for the ith design is same for all i’s. The deterministic
design optimisation process with an intent of minimising the objective function will result
in a design with parameter value x1. Although, the mean in the variation of the objective
function for design parameter x1 is less than that for x2, its performance shows relatively
larger variation. Hence, the design with parameter value x1 is more sensitive compared
to the design with parameter value x2 or it can be said that the second design is more
robust. Such a robust design can be obtained by minimising the mean and standard
deviation for variation in design performance, instead of just its absolute value.
5.2.2 Robust design with multiobjective optimisation
It was observed in the previous example that a robust design can be obtained when
the problem is formulated as a biobjective optimisation problem with mean and stan-
dard deviation of the performance as the two objectives. Tsutsui and Ghosh [154] used
genetic algorithms in ﬁnding multiple robust solutions by considering the mean of the
performance in the neighbourhood of the design point. Parkinson [155] deﬁned a vari-
ability function for the performance measure based on the available uncertainties in the
design parameters. An optimisation algorithm was proposed to search for the minimum
value of the variability function and validated with a design of a cantilever beam for
variability in the tip deﬂection. Das [156] pointed out that the idea of robust optimi-
sation is to decide upon the trade-oﬀ between the ‘optimality’ and ‘robustness’ criteria116 Chapter 5
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Figure 5.2: An example of Pareto curve of two competing objective functions
with the help of Pareto curves, Figure 5.2. These Pareto curves or fronts provide useful
information regarding the optimal solutions in the case of a multiobjective optimisation,
where the objectives are often competing against each other. Das [156] noted that there
can be multiple ways to achieve robustness other than just minimising the mean or the
expectation of the design performance. It is possible to deﬁne an objective to minimise
the worst value of the performance in the presence of uncertainties. Robust optimisation
generally searches for a design with a compromise between the two objectives: minimis-
ing (i) the mean and (ii) the standard deviation of performance variation making it a
biobjective optimisation. Das [156] suggested three diﬀerent formulations that can be
used while performing robust designs1:
1. minimising the mean and the standard deviation of performance,
2. minimising the mean and the nominal value of performance2,
3. minimising the nominal value and the standard deviation of performance.
Many researchers have adopted the mean and standard deviation of the design perfor-
mance to evaluate robust designs [22, 157, 158, 159, 160, 161]. Gunawan and Azram
[157] optimised the design of a simply supported platform with a vibrating motor on
its top by minimising the sum of mean and standard deviation for two performance
1Here we minimise the performance metrics, but in some problems the mean or nominal performance
must be maximised such as when considering component life.
2The nominal value of performance is the performance of the component in the absence of any form
of uncertainty.Chapter 5 117
measures: cost and natural frequency. Zang et al. [159] used the robust design ap-
proach for a vibration absorber design by considering system uncertainties in the mass
and stiﬀness while Sun et al. [160] presented a multiobjective robust optimisation of
crashworthiness designs for a vehicle by adopting a new multiobjective particle swarm
optimisation algorithm which removed the requirement of weighted average of combining
multiple objectives. As reported by Jin and Sendhoﬀ [162], the tasks of improving the
design performance and delivering a better quality product by increasing the robustness
are typically conﬂicting objectives. Hence, it is desirable to evaluate a design in the
framework of multiobjective optimisation which leads to the Pareto front that provides
the designer with information regarding the stability of the solutions.
5.3 Multiobjective optimisation
As discussed in section 5.2.2 the robust design optimisation problem is generally formu-
lated as a multiobjective optimisation problem where more than one objective exists.
For the robust design of the ﬁrtree joint, the mean and standard deviation for variation
in maximum principal stress in the notch regions are required to be minimised. Several
methods are proposed in achieving an optimised solution for multiple objectives that
can be broadly classiﬁed into classical, i.e. point-by-point search methods and evolu-
tionary, or population based methods. The advantage of working with a population of
points, which results in a set of solutions, has made evolutionary methods more popular
[163]. Such multiple solutions are known as the Pareto-optimal set of solutions where no
one solution is better than any other, i.e., all solutions are non-dominated [164]. In an
optimisation problem with q > 1 objectives, a solution xi is said to dominate a solution
xj if the following two conditions hold true [163]:
1. For all q objectives, solution xi is no worse than solution xj,
2. For at least one objective amongst q objectives, solution xi is better than solution
xj.
Accordingly, the goal of multiobjective optimisation is to search for non-dominated sets
of solutions, by being as close to the true Pareto-optimal set as possible.
5.3.1 Comparison between classical and evolutionary approaches
The simplest way of approaching a multiobjective optimisation problem is the weighted
metric approach. Multiple objectives are combined into a single objective by taking
a weighted-sum or weighted deviations from an ideal solution [165, 166]. By selecting118 Chapter 5
diﬀerent weights for diﬀerent objectives, several independent single objective optimisa-
tion problems can be solved to obtain a set of solutions which can be said to be non-
dominated [163]. However, there are certain drawbacks to this approach as reported by
Das and Dennis [167]. The weighted sum approach of solving a multiobjective optimisa-
tion problem succeeds in producing the Pareto-optimal set only when the Pareto curve
is convex. A common approach is to select evenly spread set of weights for diﬀerent
objectives in order to generate several points in the Pareto-optimal set. Das and Dennis
geometrically show that even if the Pareto curve is convex, evenly spread weights do
not necessarily produce evenly spread solutions on the Pareto curve. Also, when the
Pareto curve is not convex, no single weight will result in a solution that lies on the non-
convex part of the Pareto curve [167]. Das and Dennis [168] proposed a new method
for generating the Pareto surface which can produce an evenly distributed solution set
in the Pareto-optimal set. While solving the multicriteria optimisation, existence of a
global minima of the objectives is assumed to be available. A simplex of the convex
hull of all the individual minima are searched. Further, the distance between each point
from an uniformly distributed set of points on this convex hull towards the origin is
maximised to get the optimal solution which could potentially lie on the Pareto curve.
Ismail-Yahaya and Messac [169] proposed the normal constraint method for generating
a set of evenly spaced solutions on a Pareto frontier which was further improved by
Messac et al. [170]. The utopia line/plane which passes through the individual min-
ima for the multiple objectives is evaluated. Thereafter, a constrained optimisation is
performed on uniformly distributed points on this plane for one objective while keeping
other objectives as constraints.
On the other hand, the evolutionary approach works with a population of solutions hence
a single multiobjective evolutionary run may result in a number of Pareto-optimal solu-
tions [54]. The strength Pareto evolutionary algorithm (SPEA2) developed by Zitzler et
al. [171] employs an enhanced ﬁtness assignment strategy as compared to its predecessor
(SPEA). Comparisons with other evolutionary methods available in the literature such
as Pareto-envelope based selection algorithm (PESA) [172], SPEA [173], and the non-
dominated sorting genetic algorithm-II (NSGA-II) [174] on various test problems showed
that overall, the SPEA2 and NSGA-II have better performance [171]. Shukla and Deb
[175] compared the above mentioned, and a few other, classical approaches for solving
multiobjective optimisation problems with the evolutionary approach – NSGA-II. It was
observed that the classical methods perform well when the problem size is small with a
relatively less complex search space. It was also demonstrated that the population-based
methods work better for ﬁnding a set of well-distributed and well-converged solutions on
the Pareto-optimal set. Since NSGA-II is more frequently used for performing an evolu-
tionary multiobjective optimisation as compared to the other population-based methods
in the literature [16, 161, 163, 54, 176, 177], it has been adopted for the current problem
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5.3.2 Non-dominated sorting genetic algorithm-II
In 2002, Deb et al. [174] proposed the NSGA-II method which is an improvement over
the earlier proposed NSGA by Srinivas and Deb [178]. In the ﬁrst step, the nondominated
members from the population are collected into a set by assigning them a rank and an
equal score. From the remaining members of the population, a higher ranked set is
created consisting of members that dominate the members of the truncated population
and again scored equally but with a reduced value. In this way, all the members are
sorted into a series of fronts with decreasing ranks. Then the score for every ranked set
is reduced with the help of a diversity encouraging sharing mechanism. This transforms
the multiple objective problem into a single objective based on the ranks, Figure 5.2.
The genetic algorithm is then used to select the new points from the ﬁnal score [16].
Hence, with every new generation the Pareto front is evolved till no further improvement
is obtained.
Three areas over which the NSGA-II is better than its predecessor are (i) computational
complexity, (ii) elitism, and (iii) the need of sharing parameter speciﬁcation. Pareto sets
are identiﬁed using a fast nondominated sorting algorithm and a crowding comparing
operator is used to preserve the diversity in the population [163]. The sharing function
that was used in the original NSGA has two diﬃculties as mentioned by Deb et al. [174]:
1. The sharing parameter chosen to set the extent of sharing aﬀects the performance
of the sharing function method in preserving the spread of solutions,
2. The complexity of the sharing function method is O(N2) since each solution needs
to be compared with all other solutions, where N is the size of population.
To overcome these diﬃculties, Deb et al. [174] used the crowding comparing operator
which does not use any parameter for preserving the diversity or the spread among the
population members and also results in reduced computational complexity as compared
to the NSGA. The overall complexity of the NSGA-II was found to be O(MN2) where
M is the number of objectives as compared to its predecessor which has O(MN3) [174].
In this work, the mean and standard deviation for the variation in maximum princi-
pal stress in the notch regions are minimised in order to obtain a robust design of a
ﬁrtree joint when the variation in the pressure angles is included. The robust design
optimisation may involve evaluating the mean and standard deviation for variation in
maximum principal stress on every new design which may require performing FE sim-
ulations repetitively for many designs. The computational eﬀort required for such an
exercise is often not feasible. To overcome this issue, the use of approximate response
surfaces for the mean and standard deviation is made.120 Chapter 5
5.4 Surrogate modelling
Any optimisation method requires the evaluation of objective functions at multiple de-
sign points. This process will not present a problem if the objective functions are avail-
able in analytical forms or can be computed cheaply. However, in the case of a ﬁrtree
joint, in order to minimise the mean and standard deviation for the variation in notch
maximum principal stress, FE simulations will be required to run multiple times over a
feasible range of pressure angle. Although a single 2D ﬁrtree FE simulation requires ≈ 5
minutes on a desktop machine, in order to evaluate the mean and standard deviation
several simulations will be required at each pressure angle making it a computationally
expensive exercise.
Problems occurring while performing optimisation studies which involve computationally
expensive objective function evaluations can be tackled with the help of approximation
techniques. The central idea behind such techniques is to represent the true relationship
between the design variables x, and the objective function y = f(x) by an approxima-
tion ˆ y = ˆ f(x,α), where α is a vector of unknown control parameters. These unknown
parameters, α are evaluated either by a black-box or physics based approaches [16].
The black-box approach is typically run at a number of pre-selected values of design
variables to extract the objective function. Based on these input-output observations,
an approximate model is trained by minimising an appropriate loss function. Such ap-
proximation models are often referred to as surrogates or metamodels in the literature
[16]. In the context of ﬁrtree design, the FE analysis can be considered as a black-box
while evaluating a surrogate model for a suitable objective function. Researchers have
used diﬀerent approaches for seeking a surrogate model such as Taylor series approxi-
mation, polynomial models, radial basis function models, Gaussian process models, etc.
[16, 179]. Out of these, only the Gaussian process modelling approach is discussed here.
The origins of Gaussian Process modelling can be found in the ﬁeld of geostatics where
Krige [180] ﬁrst developed this method. This method is also referred to as Krigeage
or more commonly as Kriging in the literature [181, 182]. Sacks et al. [183] proposed
the use of kriging to build approximations for computer models in 1989. Considerable
literature is available where kriging has been used for building surrogate models to
perform aerospace design optimisation studies [179, 16]. Simpson et al. [184] used kriging
models to replace the second-order polynomial response surfaces for constructing global
approximations while performing multidisciplinary design optimisation on an aerospike
nozzle. Comparisons made between the two methods showed that kriging resulted in
global approximations that were slightly more accurate than the polynomial response
surface models. Jeong et al. [185] constructed response surface models based on kriging
while performing multiobjective optimisation studies on aerofoil design and position of
the ﬂap where the lift-to-drag ratio is maximum. In what follows, a brief description of
the formulation for a Gaussian process or kriging predictor is presented.Chapter 5 121
5.4.1 Formulation of Kriging based surrogate models
Let y be an unknown function which has a functional relationship with q variables
x1,x2,...,xq. Let x be a vector containing xh’s (h = 1,2,...,q) such that x =
[x1,x2,...,xq]
T. Hence, the true relationship between y and x can be written as:
y = f(x). (5.1)
Suppose that evaluation of the function y at a given x is computationally expensive and
hence is available only at n pre-selected points, x(1),x(2),...,x(n). Let x(i) denote the
sampling point i such that x(i) = [x
(i)
1 ,...,x
(i)
q ]T are assumed to be random variables
that follow a Gaussian distribution. If the function value at x(i) is denoted as y(i), it is
given as:
y(i) = y(x(i)) = µ + ￿(x(i)), i = 1,2,...,n, (5.2)
where µ is the mean of the random process and ￿(x(i))’s are the normally distributed
error terms with zero mean and variance σ2, [186]. The correlation between the errors
at points x(i) and x(j) is assumed to be:
cor
h
￿(x(i)),￿(x(j))
i
= exp
h
−d(x(i),x(j))
i
, (5.3)
where, the special weighted distance d(x(i),x(j)) is used as [186]:
d(x(i),x(j)) =
q X
h=1
θh | x
(i)
h − x
(j)
h |ph (θh ≥ 0,ph ∈ [1,2]). (5.4)
In the above equation, θh and ph are the hyperparameters which are tuned using the
available input-output data [186]. The parameter θh measures the importance or the
‘activity’ of the variable xh. The hth variable is said to be active when even for small
value of | x
(i)
h − x
(j)
h | a large diﬀerence is observed in the function values y(i) and y(j).
This implies that for a small value of | x
(i)
h − x
(j)
h |, the correlation between the errors
at x(i) and x(j) is high. Parameter ph relates the smoothness in the function in the
coordinate direction h, such that when ph = 2 functions are smooth while values near 1
correspond to less smooth functions [186]. From equation 5.3, we can construct an n×n
correlation matrix using the available points:
Γ =

 

cor
￿
￿(x(1)),￿(x(1))
￿
... cor
￿
￿(x(1)),￿(x(n))
￿
. . .
...
. . .
cor
￿
￿(x(n)),￿(x(1))
￿
... cor
￿
￿(x(n)),￿(x(n))
￿

 
. (5.5)
Let y = [y(1),...,y(n)]T denote the vector of output data and 1 denote a vector of n
ones. The likelihood function can therefore be written as [186]:
L =
1
(2πσ2)n/2 | Γ |1/2exp
￿
(y − 1µ)TΓ−1(y − 1µ)
2σ2
￿
. (5.6)122 Chapter 5
The dependence of the likelihood function on the hyperparameters is through the cor-
relation matrix Γ. It can be seen from Equations 5.4 and 5.6 that the kriging model
involves 2q + 2 parameters, µ,σ2,θ1,...,θq,p1,...,pq. In order to estimate these pa-
rameters, the likelihood function is maximised. To simplify the likelihood function, its
natural logarithm is taken as [179]:
ln(L) = −
n
2
ln(2π) −
n
2
ln(σ2) −
1
2
| Γ | −
(y − 1µ)TΓ−1(y − 1µ)
2σ2 . (5.7)
The estimates of mean µ and variance σ2 can be obtained by diﬀerentiating Equation
5.7 with respect to µ and σ2 respectively and setting to zero as:
ˆ µ =
1TΓ−1y
1TΓ−11
, (5.8)
ˆ σ2 =
(y − 1µ)TΓ−1(y − 1µ)
n
. (5.9)
Substitution of these estimates back into Equation 5.7 and removing the constant terms
results in a function which is known as the concentrated ln-likelihood function, [179]:
ln(L) ≈ −
n
2
ln(ˆ σ2) −
1
2
ln | Γ | . (5.10)
This function, now depends only on the parameters θh and ph (h = 1,2,...,q). It is now
necessary to ﬁnd the values of these parameters for which the function in Equation 5.10
attains a maximum value. Diﬀerentiating this equation with respect to θh does not yield
an analytical solution [163]. Instead, iterative numerical optimisation techniques have
to be used to obtain the values for these parameters [179, 163, 187]. Once the maximum
likelihood estimates (MLE) θh,ph,µ, and σ2 are calculated, the function value can be
predicted at any unobserved point, x∗.
For the design of ﬁrtree joints, kriging based response models are constructed for the
maximum principal stress in notch regions at various stages while performing the robust
design optimisation using the proprietary Rolls-Royce optimisation plug-in OPTIMATv2
which is based on [187, 188].
5.4.2 Validation methods for Kriging based surrogate models
The constructed Gaussian process (or Kriging) model needs to be validated to ensure the
accuracy of the model before using it for the optimisation process. If the output data, y(i)
is available at a suﬃciently large number of points x(i) (testing data) other than the input
or training points, the constructed model can be validated by evaluating the prediction
error obtained as the diﬀerence between the predicted and the actual function values at
these testing points. However, such testing output data may increase the computational
cost in case of a high-ﬁdelity black-box system. To overcome this problem, Jones et al.
[186] proposed a procedure called the ‘standardized cross-validated residual’ (SCVR)Chapter 5 123
which uses the same training points, used to construct the model, in order to validate
it. Cross-validation involves constructing a new kriging model by leaving out one point,
from the available training data, and then calculating the posterior mean and variance
at the left-out point. If a large number of training points are available, an m-fold cross-
validation procedure can be used. From the available n training points, p roughly equal
subsets are created by randomly selecting m points for each subset. Then instead of
leaving out one point, an m-fold subset is left-out and a kriging model is constructed on
the remaining training points. As in the leave-one out cross-validation procedure, the
constructed model is validated by comparing the predicted values at each point of the
left-out subset with their actual function values [179].
5.5 Surrogate model based optimisation
Sections 5.3 and 5.4 gave a brief account of optimisation and surrogate modelling meth-
ods which are the two important tools that are used in this thesis while performing
the robust design optimisation on ﬁrtree joints. As mentioned by Mack et al. [189]
surrogate-based optimisation frameworks consider the global view of the characteris-
tics of the design space while searching for the optimum solution. They also enable
the user to update the design of experiments (DOE) and characterise tradeoﬀs between
multiple objectives. Mack et al. [189] demonstrated the use of response surface-based
models while performing a multicriteria optimisation of a radial turbine for an expander
cycle-type liquid rocket engine. In addition to giving a global perspective of the design
problem, surrogate models also can be used in capturing the local changes in the per-
formance by having denser sampling in those regions. Surrogate models can be used
while performing optimisation using trust-region methods, [16]. An overview of steps
involved in optimisation assisted by surrogate models is presented by Keane and Nair
[16]. Such frameworks can be adopted when the objective functions and the constraints
are computationally expensive to evaluate and when the goal is to obtain a near optimal
solution by limiting the computational eﬀort. A straightforward way to tackle this is-
sue is to replace the expensive functions with computationally cheap functions obtained
by constructing surrogate models and perform the optimisation study, with an initial
guess x0, on these approximate response functions. The optimal solution ˆ x∗ obtained
from these cheap functions will not be the true optimal solution x∗. When the true
performance is checked at the solution ˆ x∗, there could be three possible scenarios [16]:
1. performance at ˆ x∗ is satisfactory,
2. performance at ˆ x∗ is better as compared to the performance at x0, but further
improvement is desired for the design requirements,
3. performance at ˆ x∗ is poorer as compared to the performance at x0.124 Chapter 5
For the ﬁrst case, the designer would perform experiments and simulations at ˆ x∗ and
conﬁrm that the performance of this design is satisfactory. In case of the second and
third outcomes, the designer would further update the surrogate model using the values
of the objective functions and constraints at ˆ x∗ and perform another optimisation on
the updated surrogate model. This process, when carried out iteratively for long enough
may result in good results with respect to the accuracy of the ﬁnal surrogate model being
used. Kriging response surface methods were used in conjunction with the Monte Carlo
approaches while evaluating the mean and standard deviation of the performance of a
gas turbine compressor blade section in the presence of uncertainties arising from devia-
tions during working conditions and manufacturing processes by Keane [190]. Advanced
surrogate modelling approaches such as cokriging, where a Monte Carlo simulation was
performed on the response surfaces obtained by combining results from varying ﬁdeli-
ties, were implemented successfully in performing robust design optimisation by Keane
[161]. With this background, a kriging based surrogate modelling approach along with
the NSGA-II optimisation algorithm is used here to search for a ﬁrtree design whose per-
formance with respect to notch stresses is more robust in the presence of manufacturing
variations.
5.6 Robust design of ﬁrtree joints
A robust design optimisation study on the ﬁrtree joint requires eﬃcient evaluation of the
mean and standard deviation for the variation in maximum principal stress in the notch
regions. Evaluation of these quantities via Monte Carlo simulation will require thousands
of simulations in the neighbourhood of a single design point making it a computationally
expensive exercise. Hence, kriging based surrogate models are constructed to replace the
FE simulations of the ﬁrtree joint. In the sections to follow, a multiobjective optimisation
is performed on the ﬁrtree joint by combining the tools of Gaussian process modelling
and NSGA-II.
The steps involved in performing a robust design optimisation on the ﬁrtree joint are:
1. Select the upper and lower bounds, θUp and θLo, of the pressure angle based on
the feasibility of geometry creation.
2. Select N design points θi, where (i = 1,2,...,N), evenly distributed in the range of
probable pressure angles. These points represent the initial design of experiments
(DOE) for the optimisation.
3. Based on the variation in pressure angles obtained by ﬁtting substitute geometries
on the CMM data in Chapter 2, extract the mean µθ and standard deviation σθ
in the pressure angles. Select M points based on a suitable sampling strategy, θij
where (j = 1,2,...,M), around each design point θi chosen in Step 2 in the rangeChapter 5 125
[(−3σθ,i +µθ,i),(3σθ,i +µθ,i)]3. Run M ﬁrtree FE simulations at these θij’s (input
data) for each design point θi and extract the maximum principal stress (output
data) in the notch regions.
4. Construct N independent kriging models4 from M input-output training data.
Validate the surrogate models using the leave-out one cross-validation approach.
5. Evaluate N means µP1,i, and standard deviations, σP1,i, in maximum principal
stress (P1) by performing Monte Carlo simulation on the N kriging models con-
structed in Step 4.
6. Construct separate kriging models for the mean and standard deviation for max-
imum principal stress based on N θi (input data) and µP1,i, σP1,i (output data).
Hence, the approximate response models for the mean and standard deviation for
P1 in notch regions are obtained.
7. Obtain a Pareto-optimal set of pressure angles by performing a multiobjective
optimisation, using the NSGA-II algorithm, by minimising the mean and standard
deviation (µP1 and σP1) for variation in maximum principal stress in notch regions
using the surrogate models constructed in Step 6. It should be noted here that the
Pareto-optimal set hence obtained is a predicted one, i.e., its accuracy is as good
as the accuracy of the kriging models.
8. To improve the quality of the kriging models an update process is essential at this
stage. Accordingly, ﬁve evenly spaced solutions in the design space, for pressure
angles, known as inﬁll points, are selected from the Pareto set obtained in Step 7.
These pressure angles are then added to the initial N DOE points and the same
procedure is repeated to obtain an improved Pareto-optimal set of pressure angles.
This process is repeated till no improvement in the response surface models for
µP1 and σP1 can be obtained or if the computational budget is reached. Figure
5.3 shows the optimisation methodology with the help of a ﬂowchart.
In the following sections, this optimisation methodology is employed on ﬁrtree joints
in two diﬀerent cases with respect to variation in pressure angle on diﬀerent ﬂanks.
In the ﬁrst case, the variation (uncertainty) in pressure angle for all six ﬂanks is kept
same (perfect correlation). To demonstrate the robust optimisation cycle, every step
is explained in detail for this case. The second case is more realistic with independent
pressure angles on the six ﬂanks. Only the results obtained at the end of last optimisation
cycle are discussed in detail.
3The three sigma rule is adopted which assures that 99.7% of the designs lie within three times the
standard deviation beyond either side of the mean.
4Instead of constructing N diﬀerent Kriging models, two global models for P1 for left and right
bottom notch regions could be constructed. However, it is assumed here that the response values at
design points are uncorrelated. Also, by constructing local Kriging models it is expected that the
evaluated mean and standard deviation would be more accurate as compared to running Monte Carlo
simulations on the global model which becomes a trade-oﬀ between accuracy and the computational
eﬀort.126 Chapter 5
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Figure 5.3: Flow chart detailing the optimisation methodology adopted in this chapter
5.6.1 Same variation on all six pressure angles
As a ﬁrst step, the lower and upper bounds for the pressure angle, as a robust design
variable, are selected so that all the designs in this range are feasible. Accordingly
θLo is found to be 0.91 × θnominal while θUp is 1.07 × θnominal. The variation in the
pressure angles extracted by ﬁtting substitute geometries for all six ﬂanks are used in
this section, Figure 2.13. The mean and standard deviation are found to be µθ = 99.96%
of θnominal and σθ = 0.21% of θnominal. N evenly spaced θi are selected within the bounds
[θLo,θUp] (N = 8) that represent the initial design of experiments (DOE) points. The
starting geometry is selected with a pressure angle of θ4. Next, for each θi, M = 10
evenly spaced one-dimensional points are selected as explained in Step 3 in the range
[(−3σθ,i + µθ,i),(3σθ,i + µθ,i)] where
µθ,i = 99.96% of θi, σθ,i = 0.21% of θi.
For each θi, at M values of pressure angles, which represent the DOE for constructing
the respective kriging models, two-dimensional ﬁrtree geometries are created which areChapter 5 127
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Figure 5.4: N kriging based surrogate models
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Figure 5.5: Kriging based surrogate models for µP1 and σP1
further analysed for stresses in the notch regions using FEA. N surrogate models are
constructed using M input (variations in pressure angle) and output (variations in max-
imum principal stress in notch regions) data, Figure 5.4. For the purpose of comparison,
the value for P1datum is taken from Figure 4.14.
It should be noted here that while changing the pressure angles on the disc side of the
ﬁrtree joint from θi,1 to θi,10, the magnitude of pressure angle on the blade side was kept
constant, i.e., θi. Also, since the magnitude of stresses are higher in the bottom ﬂank
as compared to the top and middle ﬂank, kriging models are constructed only on the
maximum principal stress in the notch regions for the bottom ﬂank. It is expected that
minimising the mean for variation in notch tensile stress only for the bottom ﬂank will
minimise the means for variation in maximum principal stress for the other two ﬂanks.
For each θi, the mean and standard deviation (µP1,i,σP1,i), for maximum principal stress
P1 are evaluated by performing Monte Carlo simulation on the N kriging models shown
in Figure 5.4.128 Chapter 5
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Figure 5.6: Monte Carlo convergence for µP1 and σP1
Separate kriging based surrogate models are constructed based on input (θi) and output
(µP1,i,σP1,i) data as shown in Figure 5.5. The convergence in mean and standard
deviation while performing Monte Carlo simulation for θ8 is shown in Figure 5.6. It
is observed that the kriging model constructed for the mean shows better accuracy as
compared to that of standard deviation of maximum principal stress, Figure 5.5. Due to
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Figure 5.7: Results from NSGA-II after ﬁrst iterationChapter 5 129
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Figure 5.8: Results from NSGA-II after second iteration
the presence of noise in the evaluation of standard deviation σP1, a regression constant λ
is adjusted while constructing the kriging model to obtain a more feasible approximation
of the true variation σP1 [191]. However, both kriging models capture the general trend
of the variation in mean and standard deviation within the range of θi.
A biobjective optimisation is performed to minimise µP1 and σP1 with the help of
NSGA-II. A population size of 50 with a maximum of 100 generations are used while
setting up the NSGA-II routine. The predicted Pareto-optimal set obtained as a result
of the optimisation is as shown in Figure 5.7c. Figures 5.7a and 5.7b show the location
of all the points from the Pareto-optimal set on the kriging models for the mean and
the standard deviation for maximum principal stress, µP1 and σP1. Figure 5.7c also
highlights the ﬁve points that are selected as the update points. The pressure angles
corresponding to these points are added to the initial DOE θi’s resulting in a set of N+5
pressure angles.
Two more similar optimisation update iterations were performed. The predicted Pareto
fronts and the kriging models used for the optimisation for the second and third iterations
are shown in Figures 5.8 and 5.9. It can be seen from the kriging model for the standard
deviation of maximum principal stress constructed after including the update points from
the ﬁrst iteration, that there is not much improvement in the accuracy as compared to
the kriging model used for ﬁrst iteration. However, as in the ﬁrst iteration, the kriging130 Chapter 5
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Figure 5.9: Results from NSGA-II after third iteration
model manages to reﬂect the general trend of the variation in standard deviation but
fails to reﬂect the local changes between θ1 and θ3.
When the update points extracted from the Pareto front obtained at the end of the
second iteration are included, the kriging model for the standard deviation follows the
input data more closely. The kriging models for mean of variation in maximum principal
stress shows good accuracy for both second and third iterations. Figure 5.10 shows the
Pareto-optimal sets of pressure angles obtained at the end of all the three iterations.
After every iteration, the Pareto front moves towards the origin showing an improvement
with respect to both the objectives. At the end of the third iteration, all solutions in the
Pareto-optimal set are seen to be clustered in the neighbourhood region of θ2, Figures
5.9a and 5.9b. It is observed that the mean for variation in maximum principal stress
near θ1 is similar to that near θ2. However, the standard deviation at θ1 is 15.4% larger
than the standard deviation at θ2 and hence, the pressure angles near θ1 are ignored in
the ﬁnal Pareto-optimal set of solutions.
It can be observed from Figure 5.10 that if the ﬁrtree joint is designed with the pressure
angle set as 92.86% of θnominal, the mean of the variation in maximum principal stress is
reduced by 0.37% as compared to the mean at θnominal. A reduction of 4.95% in standard
deviation for variation in maximum principal stress is also observed at 92.86% of θnominal
as compared to the standard deviation at θnominal. Although, a larger reduction can beChapter 5 131
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Figure 5.10: Pareto fronts at the end of each iteration using actual FE evaluations
obtained in the mean, µP1 with 93.17% of θnominal, no substantial improvement in the
standard deviation, σP1 is obtained.
Thus, with the help of the above example, a robust design optimisation process is demon-
strated on a two-dimensional ﬁrtree joint. While performing this study, it is assumed
that the variation observed on diﬀerent pressure angles is same for all the six ﬂanks. In
practise, however, the variations in all six pressure angles are independent of each other
as was shown in the previous chapter. The magnitudes of standard deviations for the
variation in maximum principal stresses due to six independent pressure angles is also
higher as compared to the standard deviation in the case of all six ﬂanks having the
same variation. This is due to the non-uniform distribution of centrifugal loads between
the six ﬂanks. As a result pressure lines/faces on diﬀerent ﬂanks come into contact at
diﬀerent load increments aﬀecting the standard deviation.
5.6.2 Independent variation on each pressure angle
The same lower and upper bounds for the robust design variable, i.e. the pressure angle
are used in this section,
θLo = 0.91 × θnominal, θUp = 1.07 × θnominal.
N = 5 evenly spaced initial design of experiments (DOE) points are selected with θ3 =
θnominal as the starting pressure angle. For each θi, the variation has to be included in the132 Chapter 5
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Figure 5.11: R2 and normalised RMSE for P1 at bottom left (blue) and bottom right
(red) ﬂank of ﬁrtree joint
ﬁrtree geometry such that, all pressure angles on the six ﬂanks are independent of each
other. The variations for each pressure angle extracted in the previous chapter (Table
4.3) are used here. Hence, a six dimensional surrogate model needs to be constructed for
every θi. In the previous example, M = 10 points were selected to construct the N one
dimensional kriging models. However, in this study, to construct a suﬃciently accurate
kriging model, the number of input-output training data, M, has to be evaluated before
building the surrogates.
Kriging models, constructed at θ3 = θnominal, with increasing number of six dimensional
input data generated using a space-ﬁlling sampling strategy are compared. Two separate
kriging models are constructed for the maximum principal stress, P1, experienced by the
ﬁrtree joint in the bottom left and right notch regions. The correlation coeﬃcient R2 and
normalised root mean square error (RMSE) for the kriging prediction are shown in Figure
5.11. It can be seen that both the kriging models show that there is limited improvement
in the R2 and RMSE values when the number of sampling points is increased beyond
30. The results obtained from the 2D ﬁrtree FE simulations conducted on the pressure
angles extracted from the CMM data in the previous chapter (Figures 4.15, 4.16 and
Table 4.3) can be used here to compare with the kriging model based predicted results.
The maximum principal stress P1 extracted from these simulations (actual values)
are compared with the predicted values based on the kriging models constructed on a
sampling plan of 30 six dimensional points in Figure 5.12. It can be seen, that the
kriging model predicts the response of maximum principal stress with suﬃciently good
accuracy. Hence, a space-ﬁlling sampling plan with M = 30 points has been adopted
here to construct the kriging models for P1 at the bottom left and right notch regions.
As in the previous example, 10 kriging based surrogate models are constructed here for
the maximum principal stress at bottom left and right notch regions for N = 5, θi’s. The
mean and standard deviation, µP1,i and σP1,i, are calculated by performing Monte Carlo
simulation with 20,000 runs on these kriging models. Four separate surrogate modelsChapter 5 133
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Figure 5.12: Kriging model (with 30 sampled points) validation: Actual vs predicted
P1
are constructed using two sets (bottom left and right notches) of input (θi) and output
(µP1,i and σP1,i) data providing four objective functions. NSGA-II with population size
of 50 is implemented for a maximum of 100 generations while minimising these four
objectives in order to obtain the predicted Pareto front. Five uniformly spaced update
points are extracted from this Pareto front and the same process is repeated two more
times. The R2 and RMSE/range(P1) for all 15 design points are listed in Table 5.1.
The four surrogate models constructed at the end of the third iteration of optimisation
are shown in Figure 5.13. It can be seen that the kriging models are able to extract the
general trend in the variation for all four objective functions. The magnitudes of mean
and standard deviation for variation in the right bottom ﬂank are observed to be higher
than on the left bottom ﬂank of the ﬁrtree joint. This observation corresponds with the
results obtained in the previous chapter shown in Table 4.3. It was reported earlier, that
the magnitudes for mean and standard deviation for variation in angles on the left side
ﬂanks are lower as compared to the right side ﬂanks. Accordingly, it can be concluded
that this asymmetric variation in pressure angles on the either sides of the ﬁrtree joint
raises the stress magnitudes on the notches to the right side of the ﬁrtree joint hence
resulting in higher magnitudes of the mean and standard deviations for stresses in right
bottom notch region. The magnitude of mean, µP1, intensiﬁes with any further increase
of design angle from θnominal (θ3 in Figure 5.13a), whereas it reduces on both bottom
notches when the design angle is reduced. However, the standard deviation, σP1, shows
no signiﬁcant change for pressure angles below θ3. As with the mean, a rise in the
magnitude of standard deviation is observed for a design angle greater than θ4 on both
bottom ﬂanks of the ﬁrtree joint.
It was shown in Figure 4.13, that one of the reasons for the scatter in stress magnitudes
in the notch regions is due to the shift of the contact area away from the pressure lines or
faces. The contact area can be controlled to stay within the pressure face, by maximising134 Chapter 5
Optimisation Design point Kriging based surrogate models
cycle Bottom left Bottom right
R2 RMSE
range(P1)
R2 RMSE
range(P1)
θ1 0.999 0.009 0.998 0.012
θ2 0.998 0.011 0.999 0.009
Initial DOE θ3 0.999 0.010 0.999 0.005
θ4 0.998 0.009 0.999 0.009
θ5 0.999 0.007 0.999 0.006
θ6 0.998 0.010 0.999 0.009
Update points θ7 0.999 0.010 0.997 0.014
after θ8 0.999 0.008 0.998 0.011
ﬁrst iteration θ9 0.998 0.012 0.999 0.006
θ10 0.999 0.008 0.999 0.011
θ11 0.962 0.038 0.957 0.030
Update points θ12 0.998 0.013 0.999 0.009
after θ13 0.996 0.016 0.999 0.010
second iteration θ14 0.999 0.009 0.999 0.004
θ15 0.997 0.015 0.999 0.007
Table 5.1: R2 and RMSE/range(P1) obtained after cross-validation on (N +5+5)×2
Kriging models using leave-one-out strategy
the length of the pressure face. The length of the pressure line at θ5 is found to be 0.76
times the length at θ3, but the radii of the pressure arc on the blade side for both the
designs are same. However, although the length of the pressure line for design with θ1 is
1.23 times that of pressure line at θ3, the standard deviation σP1 is in the same range for
both the designs, Figure 5.13b. Hence, a design with maximum length of the pressure
line may not always perform better.
The Pareto fronts at the end of every optimisation cycle are shown in Figure 5.14. A
designer can use such curves to select a design that is suitable for the particular problem.
For example, in Figure 5.14, if the standard deviation, σP1, is more critical for both the
bottom notch regions then design with pressure angle θ15 can be selected. However,
the mean, µP1, at design with pressure angle θ6 is less in both bottom notch regions.
The design with pressure angle θ1 = 0.91 × θnominal performs better than other designs
with respect to the mean µP1 on the left bottom notch while θ7 = 0.96 × θnominal can
be considered as a trade-oﬀ between µP1 and σP1 at the left bottom notch. If only the
standard deviation σP1 needs to be minimised, design with θ15 = 1.02×θnominal performs
better than other designs for both side notches. Whereas the design with a pressure angle
θ6 = 0.94 × θnominal has better performance with respect to the µP1 at both notches.Chapter 5 135
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Figure 5.13: Kriging models with input output data for mean and standard deviation
of maximum principal stress at bottom left and right ﬂanks of ﬁrtree joint
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Figure 5.14: Pareto fronts for all combination of objective functions (All values are
% of P1datum, θ3 is the starting geometry)
If only the variation in the right bottom notch is considered, θ12 = 0.95 × θnominal has
better performance with respect to µP1 and σP1 compared to the other designs. Hence, it
can be seen that such curves, obtained from the non-dominated sets of solutions from an
optimisation on multiple objectives, can be used to select a suitable design by considering
the existing trade-oﬀs between diﬀerent objectives. The magnitudes of the mean µP1 on
both the notch regions are minimum for a pressure angle of 0.94 × θnominal. However,
since the standard deviation remain relatively constant, a ﬁrtree joint with a pressure136 Chapter 5
angle that is ≈ 6% lower than θnominal is found to be more robust in the presence of
manufacturing variations.
Alternatively, the designer can use a plot as shown in Figure 5.15 which shows the
values of objective functions for each design on the Pareto front in Figure 5.14. The
designs plotted in green are on the Pareto front after performing optimisation on the
initial DOE, whereas designs in blue and red are on the Pareto fronts after ﬁrst and
second updates respectively. It is seen from the ﬁgure that the performance of designs
improve as the surrogate models are updated with inﬁll points. Figure 5.16 shows
the distribution of maximum principal stress at the bottom left and right notches for
designs with θnominal and 0.94 × θnominal for the variation in pressure angle obtained
from scanning real disc side ﬁrtree joints. It is assumed that the variation in the pressure
angle for the new design is the same as that for the original design. It is observed that
the mean for variation in P1 is reduced in both left and right bottom notch regions.
However, it should be noted here that these statistical moments are evaluated based on
a limited number of data and that these are not the true mean and standard deviation.
Table 5.2 compares the mean and standard deviation in P1 for all six ﬂanks for the new
design with the old design. A reduction in the magnitude of mean µP1 is observed in
the new design for all the six notch regions. Although the standard deviation σP1 is
reduced at the top and bottom ﬂanks, σP1 for the middle ﬂanks at both left and right
sides show a rise for the new design as compared to that for the old design. However,
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Figure 5.15: Parallel axis plot for four objectives and one design variable (green
designs from initial DOE, blue designs from ﬁrst update, and red designs from second
update Pareto fronts)Chapter 5 137
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Figure 5.16: Old design compared with the new design
Side Flank Max. principal stress Max. principal stress
for old design for new design
Mean Std. deviation Mean Std. deviation
×P1datum % of P1datum ×P1datum % of P1datum
Top 1.038 0.85 1.020 0.83
Left Middle 1.042 0.94 1.026 0.98
Bottom 1.138 0.86 1.133 0.84
Top 1.030 0.97 1.014 0.94
Right Middle 1.041 1.16 1.023 1.19
Bottom 1.142 1.09 1.138 1.05
Average 1.072 0.98 1.059 0.97
Table 5.2: Comparison between old and new design with mean and standard deviation
for variation maximum principal stress
since the magnitudes of stresses at the bottom ﬂank are higher than the other two ﬂanks
and the average values of these statistical moments show improvement (Table 5.2), it
can be said, that the new design is more robust against the manufacturing variations
as compared to the old design with respect to the tensile stress in the bottom notch
regions.
Only the angle that the pressure line makes with the vertical axis is considered as
design variable while performing this robust optimisation. Other parameters, such as
length of the pressure face, ﬁllet radii may also have an eﬀect on the notch stresses. An
optimisation study with these geometric parameters as the design variables in addition
to the pressure angle, may result to diﬀerent values for the pressure angle.138 Chapter 5
5.7 Summary
A multiobjective optimisation is performed on the ﬁrtree joint based on robust design
principles by taking the pressure angle as the robust design parameter. The bottom ﬂank
attracts higher stresses compared to the other two ﬂanks on the ﬁrtree joint considered
here. Hence, the mean and standard deviation for variation in maximum principal
stress at the left and right notches for the bottom ﬂank form the objective functions
for the optimisation. The variation in the pressure angle extracted by ﬁtting substitute
geometries using available scanned data on real disc side ﬁrtree joints are used. To
evaluate the mean and standard deviation, a large number of two-dimensional ﬁnite
element analyses are required to be performed on the ﬁrtree joints. The computational
eﬀort required to perform such an optimisation directly is not feasible. In order to
overcome this problem, the use of surrogate models based on Gaussian process modelling
(Kriging) is explored. It is seen that the approximate models are able to extract the trend
in the objective functions with fewer number of FE simulations. The non-dominated
sorting genetic algorithm-II is implemented on the surrogate models of the objective
functions. Five equally spaced points are selected from the predicted Pareto front to
further update the surrogate models twice. Based on the non-dominated set of solutions,
a new design for the ﬁrtree joint, with the pressure angle reduced by 6%, is proposed
which shows improvements over the old design with respect to the variation in maximum
principal stress at the bottom notches. The new design lowers the means µP1 by ≈ 0.5%
at the bottom notch regions and the standard deviation is reduced by ≈ 3%. However,
the standard deviation σP1 at the middle ﬂank tends to increase for the new design.
Since, the magnitudes of stresses in the bottom notches are higher as compared to the
other two notch regions, the variation in the bottom notch stresses will aﬀect the ﬁrtree
joint’s performance more than the variation in the top and middle notch stresses. Hence,
a new design for the ﬁrtree joint is obtained as a result of robust design optimisation
that is less sensitive to manufacturing variations.Chapter 6
Conclusions and future work
While designing an engineering component, engineers specify tolerances on diﬀerent
geometric entities such that the manufacture of those parts of the component should
lie within these tolerances. For components used in an aero engine the tolerance re-
quirements are very stringent. A slight variation in any of the geometric entities may
aﬀect the performance of the component. It is observed in this work that even though
the manufactured components follow the tolerance requirements, a variation within the
bounds of tolerances can still aﬀect the performance of such components. For example
a tolerance on an edge is usually speciﬁed in a way such that each point on the edge
should lie within an envelope (a rectangle in case of a straight edge). However, although
all points on that edge lie within the envelope, the orientation of that edge can have a
slight variation. In mechanisms where the orientation of edges or faces have to be precise
for their desired functioning, such small variations can result in undesirable scatter in
their performance.
The disc blade attachment which is found in an aero engine turbine or compressor is
one such component. Pairs of surfaces in contact are used in order to transfer the large
centrifugal loads through the joint between the blade and the disc at several locations.
A slight variation in the orientation of the faces (pressure faces) of the blade or the disc
where they come into contact can aﬀect the stress distribution in the joint and hence
its service life. The blade disc attachments are designed such that their service life is
greater than that of the attached blade or the disc in order to ensure that the joint
does not fail before the blade or the disc. It is desirable to design these components
so that they show reduced variation in their life expectancy in the presence of system
uncertainties.
6.1 Conclusions
In this work the ﬁrtree joint found between a blade and the disc of an aero engine high
pressure turbine is used to study the eﬀect of manufacturing variations in geometry on
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the stress distribution in the joint. The ﬁrtree joint that is analysed here involves six
pressure faces along which the contact takes place simultaneously. Pressure faces for the
ﬁrtree on the disc are made of straight lines in two dimensions while the pressure faces
are arcs on the blade side ﬁrtree. Sample ﬁrtree joints were scanned using a coordinate
measuring machine on ﬁve uniformly distributed slots along nine diﬀerent disc rims. The
work done here can be divided into four sections: (i) extraction of variation in geometry
due to manufacturing from CMM data on disc ﬁrtrees, (ii) extraction of the roughness
deﬁning parameters from the CMM data and their use while generating non-smooth
machined surfaces numerically, (iii) assessing the eﬀect of geometric variation on the
stress distribution in the ﬁrtree region, and (iv) design of ﬁrtree joints in the presence
of manufacturing uncertainty based on robust optimisation principles.
6.1.1 Extracting geometric variation
Two methods have been used to extract the variation in geometry due to manufacturing:
1. Minimising the RMS error: A coordinate measuring machine was used to scan
the ﬁrtree slots on the high pressure turbine disc rims. Two separate geometries
were ﬁtted to this cloud of points by minimising the root mean square error of
the normal distance between a scanned point and the nominal geometry. The ﬁrst
substitute geometry, consisting of a straight line (representing the pressure line)
along with two adjoining tangential arcs, is ﬁtted to the scanned data. Selecting the
adjoining arcs ensured that all of the points from the scanned data that represent
the pressure line were included while extracting the substitute geometry. The
orientation of these pressure lines is of importance in this thesis, i.e. the angle these
lines make with the vertical axis: the pressure angle. It was observed from the
variation of the pressure angle that approximately 61% of the pressure lines were
manufactured with an angle less than the nominal angle. The second substitute
geometry includes the bottom edge of the ﬂank in addition to the pressure line
and two tangential arcs between these two lines. The variation in the included
angle for each ﬂank, extracted as a result of ﬁtting this substitute geometry to the
scanned data, showed that majority of the designs have included angles greater
than the nominal value. However, the variation of pressure angles extracted from
this geometry showed similar results as with the ﬁrst substitute geometry, with
approximately 57% designs having angles less than the nominal pressure angle.
Hence, it can be said that the pressure lines are manufactured with higher precision
as compared to the bottom line of the ﬂanks. The standard deviations in the
pressure angle were observed to be 0.222% and 0.206% of the nominal pressure
angle for variation extracted from the two substitute geometries, respectively. The
correlation coeﬃcients for the pressure angles between front and rear edges of the
ﬁrtree slots were found to be 0.44 and 0.53 for each of the substitute geometries.Chapter 6 141
This leads to a variation in the twist between the front and rear pressure angles
with a standard deviation of 0.198% of the nominal. Such twist angles may aﬀect
the contact conditions between the pressure faces on disc and blade sides and
hence the stress distribution in the ﬁrtree joints. It was also observed that the
ﬁllets with smaller radii are manufactured with higher precision as compared to
the ﬁllets with larger radii.
2. Fourier transform: The data scanned using the CMM includes noise in the
form of closely spaced irregularities which may have originated due to the mea-
suring machine itself or due to foreign particles sticking to the surface that was
being scanned. It is essential to ﬁlter this noise from the raw data to accurately
extract the variation in surface proﬁle that may have a functional relationship
with the characteristic dimension of the part. It was shown that such unwanted
closely spaced irregularities can be ﬁltered out with the help of a Fourier trans-
forms. The surface proﬁle was represented in its frequency domain, from which
the components of the frequency representing noise were eliminated. From this
truncated frequency spectrum, a surface proﬁle was regenerated by applying an
inverse Fourier transform to give a smooth variation in geometry. A method based
on the root mean square value of the generated surface proﬁle was used to select
the cut-oﬀ frequency. It was observed that the proﬁle generated after ﬁltering the
high frequency components, corresponding to this cut-oﬀ frequency, maintained
the smooth variation along the pressure line while removing the closely spaced
irregularities.
6.1.2 Numerical generation of non-nominal surfaces
Manufacturing processes cannot produce engineering components with perfectly smooth
surfaces. While performing analysis and design on such components, it is often assumed
that the surfaces do not possess any deviations from their nominal dimensions. However,
in mechanisms where such engineering surfaces interact with each other, the unevenness
that deﬁne the manufactured surface proﬁle may aﬀect their performance. To include
such real surfaces in the analysis, information regarding the height and spatial distribu-
tion is required at a suﬃciently large number of points on these surfaces. Coordinate
measuring machines can be used to collect such information, however, the time and cost
required may not be feasible to measure all manufactured surfaces. Hence, numerically
generating surfaces with the same height and spatial distribution as that of a few mea-
sured surfaces which belong to the same family of surfaces can be useful. Two such
methods based on linear transformation of random matrices and Fourier series based
digital ﬁlters, developed by Patir [82] and Hu and Tonder [85] respectively, were ap-
plied while generating pressure surfaces on the disc ﬁrtree slots. It was observed that
both methods were able to generate similar rough surfaces for a given height and spatial
distribution (autocorrelation function). While applying Patir’s method it was observed142 Chapter 6
that for larger dimensions of the autocorrelation matrix, advanced methods are required
for solving the nonlinear equations to achieve convergence. Hu and Tonder’s method was
found to handle relatively large matrices with better eﬃciency in generating rough sur-
faces as compared to the Patir’s method. Two diﬀerent analytical functions were ﬁtted
on the measured autocorrelation function (ACF) along with a Gaussian height distribu-
tion function. Although the same ratio of correlation lengths in orthogonal directions
was used, two independent rough surfaces were obtained with two diﬀerent autocorre-
lation functions. Hence, in addition to the correlation lengths, selection of appropriate
analytical functions that represents the ACF of the surfaces is important.
6.1.3 FEA of the ﬁrtree joint to include geometric variation
Two- and three-dimensional ﬁnite element analysis of the ﬁrtree joint was performed in
Abaqus 6.9-1. The material used for the blade and the disc was elastic and plane stress
conditions were assumed for the two dimensional analysis. A parametric geometry of the
ﬁrtree was created using the Open C API in the CAD environment of Siemens NX. This
geometry was further imported in the FEA environment to perform an axisymmetric
stress analysis with centrifugal load on the blade. The analysis was started by shifting
the blade towards the disc axis, hence adding a uniform initial gap between the pressure
faces on the disc and blade side of the nominal ﬁrtree joint. The parametrisation used
for creating the ﬁrtree joint was able to represent the variation due to the manufac-
turing process in diﬀerent ways: variation in the pressure angles and representing the
waviness of the pressure lines by B-spline curves. While creating the three dimensional
parametrised ﬁrtree geometry, the sweep feature in Siemens NX was used to include
changes in the geometry between the front and rear edges. The sweep feature is unable
to represent the unevenness of the pressure surface away from its edges. Instead, the
nodal coordinates on the pressure surface in the FE model were modiﬁed to represent the
roughness as obtained through Patir’s method. The variation in the maximum tensile
stress in the ﬁrtree notch regions was extracted by including variation in the geome-
try using these ﬁrtree parametrisations. The important observations made from this
exercise are listed below:
1. Variation in notch stresses from 2D stress analysis: Variation in the pres-
sure angles obtained by ﬁtting a substitute geometry to the CMM data was used to
evaluate the eﬀect on the stress distribution in the ﬁrtree region. It was observed
that the maximum von Mises stress in the region surrounding the pressure lines
is minimum for angles slightly less than the nominal pressure angle. The contact
region between the pressure faces on the blade and the disc ﬁrtree shifts as the
pressure angles vary. Due to this shift in the location of the contact region, the
contact pressure near the contact edges intensify which raises the von Mises stress
beyond the material yield limit in that region. Such ﬂuctuating peak stresses nearChapter 6 143
the contact edges, may nucleate a crack and further propagate it resulting in a
catastrophic failure. The stresses were also observed to vary in the notch regions
when the variation in pressure angles was included in the analysis. It was observed
that the stress magnitudes in the notch regions closer to the disc axis are higher as
compared to the other ﬂanks. The mean maximum principal stress for the bottom
notch is ≈ 10% larger than that for the top and middle notch regions. However,
the standard deviation in the maximum principal stress in the notch region for
the middle ﬂank was found to be ≈ 15% higher. The magnitude of stresses on
the right side of the ﬁrtree joints were found to be higher than that on the left
side, due to pressure angle values being slightly larger on the right side. Another
observation was that the standard deviation for variation in the notch stresses is
aﬀected more severely when variation in angles on individual ﬂanks is indepen-
dent of variation on the remaining ﬂanks. Also the variation in the notch stresses
obtained for reduced models of ﬁrtree ﬂanks did not conform with the variation
extracted from the whole ﬁrtree model. Hence, it can be concluded that diﬀerent
pressure faces coming into contact at diﬀerent load increments have an important
inﬂuence on the stress distribution in the notch regions.
2. Eﬀect of surface waviness from 2D stress analysis: B-splines were ﬁtted
through the ﬁltered CMM data in Siemens NX to represent the waviness on the
manufactured pressure face. The linear elastic stress analysis of this geometry
showed several locations on the pressure face where high von Mises stresses are
observed due to the unevenness of the surface proﬁle. These peak stresses exceed
the yield limit of the material and hence would result in permanent localised
deformations. With the application of a cyclic loading with an elastic plastic
material, the surface proﬁle of the pressure face on the disc may follow the proﬁle
of pressure face on the blade. Due to these peak stresses in contact regions, the
stresses in the notch regions are also aﬀected. However, the stress magnitudes
in the notch regions are not found to be less aﬀected. The use of an elastic-
plastic material model in the stress analysis may provide more useful information
regarding the variation in notch stresses when the waviness on the pressure face is
included in the stress analysis.
3. Variation in notch stresses from 3D stress analysis: Although the three-
dimensional stress analysis on the ﬁrtree joints showed similar trends in the vari-
ation of notch stresses, the magnitudes of stresses were observed to be ≈ 18%
higher in all notch regions as compared to the two-dimensional analysis. The 2D
analysis, moreover cannot highlight the eﬀect of change in geometric parameters
at the front and rear edges which was observed from the 3D analysis. It was seen
that when the variation in the pressure angles is included in the 3D analysis, the
initial contact regions are not uniformly distributed over the pressure faces. This
non-uniform contact due to the manufacturing variations in the ﬁrtree geometry144 Chapter 6
can have a considerable eﬀect on the variation in notch stresses. Higher standard
deviations were observed in the variation for notch stresses for lower correlation
coeﬃcients (0.20,0.28) of pressure angles between the front and rear edges. It
was also observed that when the correlation coeﬃcients are higher (0.71,0.73), the
standard deviation in the variation of maximum principal stress tends to reduce.
The standard deviations extracted from the 3D analysis are considerably higher
than those observed from the 2D analysis with higher magnitudes on the top ﬂank
where the correlation coeﬃcients were less than other two ﬂanks. Hence, the vari-
ation in such geometric parameters between the front and rear edges also needs to
be considered in the design process.
4. Eﬀect of surface roughness from 3D stress analysis: An elastic stress analy-
sis on the 3D ﬁrtree joints was performed by including the unevenness on pressure
surfaces by two methods. As was observed with the 2D analysis, high von Mises
stresses were observed in the contact regions which exceeded the elastic limit of
the material.
The computational time required for the 3D analysis on the ﬁrtree joint was much higher
(≈ 15 hours) than the 2D stress analysis (≈ 5 minutes). Due to the six contact pairs
being active simultaneously, the load must be applied in small increments to achieve
convergence in the contact conditions. In order to perform any optimisation study on
the ﬁrtree joint, stress analysis is required to be performed iteratively for a large number
of designs. The computational time required for such an exercise with the 3D analysis
is not generally feasible. However, the variation in notch stresses extracted from 2D and
3D analyses showed similar trends, hence the 2D analysis can be used for the robust
design optimisation on the ﬁrtree joint.
6.1.4 Robust design of ﬁrtree joints
An optimisation was performed on the ﬁrtree joints based on robustness principles in
the presence of variations in geometry due to the manufacturing processes. The angle a
pressure face makes with the vertical axis was used as the robust design variable while
minimising the mean and standard deviation for variation in maximum principal stress
in the notch regions. Since the magnitudes of stresses in the bottom notch regions are
higher compared to the other notches, only the variation in notch stresses at the bottom
ﬂank were considered during the optimisation. Four objective functions comprising of
means and standard deviations for variation in stress for both bottom notch regions were
minimised. Even though the 2D stress analysis on the ﬁrtree joint takes ≈ 5 minutes
on a desktop machine, multiple runs are required in order to evaluate the statistical
moments using Monte Carlo methods. Hence, the use of surrogate models to replace
the objective functions was explored. The Kriging methodology of approximating the
expensive objective functions was used in this thesis and the non-dominated sortingChapter 6 145
genetic algorithm-II (NSGA-II) was implemented with a population size of 50 for maxi-
mum 100 generations in order to obtain the predicted Pareto fronts. Five equally spaced
points from this set of optimal solutions were used to update the response surfaces and
this procedure was repeated three times.
Approximate response surfaces for the maximum principal stress in the bottom notch
regions were constructed using 30 points based on a space-ﬁlling sampling strategy.
It was observed that the magnitudes of mean and standard deviation for variation in
stresses on the bottom right notch were greater than that on the bottom left notch. This
could be due to the larger shift in the mean of pressure angles on the left side of the
ﬁrtree joint as compared to the right side. A consistent decrease in the mean µP1 was
observed when the pressure angle was varied. However, the standard deviation σP1 does
not show considerable change for design angles below the original pressure angle. Both
the mean and the standard deviation tend to intensify with any increase in the pressure
angle. As the pressure angle is increased, the length of the pressure line decreases. Hence
for similar loading conditions, the contact regions are more susceptible to shifting on to
adjoining arcs, aﬀecting the variation in the notch stresses more severely.
A ﬁrtree joint with a pressure angle that is 6% smaller than the original value is found to
be less sensitive to the manufacturing variations with respect to the notch stresses. The
mean for variation in maximum principal stress was reduced by 0.44% and 0.35% at the
bottom left and right notches of the proposed design as compared to the old design while
a reduction of 2.38% and 3.8% was observed in the standard deviation respectively. The
new design also performed better with respect to the mean for notch stresses at the top
and middle ﬂanks. Although the standard deviation showed a slight rise for the notch
stress in the middle ﬂank the magnitudes of stresses were lower by 11% compared to the
bottom notch.
In summary, the main contributions of this thesis are listed below:
• The variation in the manufactured geometry of a disc side ﬁrtree joint has been
extracted from the CMM data using two diﬀerent methods: curve ﬁtting and
Fourier transform. By assuming the surface heights on a machined surface to be a
random process, new surfaces belonging to the same family of surfaces have been
generated.
• The variation in the geometry due to the manufacturing process is related to the
tensile stresses in the notch regions. The results showed that the bottom notch
regions experience higher stresses as compared to the top and middle notch regions
and hence the variation in the stresses at the bottom notch regions is critical.
• A surrogate model assisted design optimisation has been performed on the ﬁrtree
joint based on the robustness principles by minimising the mean and standard de-
viation of maximum principal stress in the bottom notch regions with the pressure146 Chapter 6
angle as the design variable. The variations in the pressure angle extracted from
the measured data on the manufactured disc side ﬁrtree slots have been used.
6.2 Future work
Further work could be carried out in the areas of extraction of geometric and roughness
parameters from the CMM data. Research could also look into reducing the time in-
volved in solving the contact conditions by the ABAQUS which contributes to most of
the computational eﬀort required in performing any optimisation on such a component.
A few recommendations for future work in these areas are listed below:
1. The CMM is used to scan the disc side ﬁrtree geometries at the front and rear
edges of the slot. Variation only on the disc side ﬁrtree joints was considered,
whereas the blade side geometry was assumed to be nominal throughout this thesis.
The variation in the blade side geometry will also have an eﬀect on the stress
distribution. A similar study could be carried out by including the variation in
important geometric parameters deﬁning the blade side ﬁrtree geometry such as
the pressure arc radius, their lengths, orientations, notch radii, etc.
2. It was shown in chapter 2, that a considerable and inconsistent variation is observed
in the ﬁllet radii at diﬀerent ﬂanks (see Figures 2.19a and 2.20). It was also seen
that the stresses intensify near the contact edges due to the shift in contact regions
beyond the pressure faces. Accordingly, the eﬀect these variations in the ﬁllet radii,
length of pressure faces, etc. have on the stress distribution will provide further
information which would be useful while designing a ﬁrtree joint.
3. The roughness parametrisation requires information regarding the height distribu-
tion and the autocorrelation functions of the machined surfaces. The CMM data
that was available during this work consisted of point coordinates randomly dis-
tributed in narrow strips along the front and rear edges of the ﬁrtree joints. Two
assumptions were made while generating new surface proﬁle data: (i) the points
along the narrow strips at both edges are uniformly distributed and (ii) an expo-
nential autocorrelation function with relatively larger correlation length along the
thickness of the ﬁrtree slots compared to the correlation length along the narrow
strips. Measuring the pressure faces with a constant sampling frequency in both
orthogonal directions over the surface would provide useful information in order
to generate rough surfaces more accurately.
4. The material model used for the blade and the disc in this work is a linear elastic
material. However, it was shown that the stresses near the contact regions exceed
the yield stress of the material, hence the use of an elastic-plastic material model
would help in extracting the permanent localised deformations along the pressure
lines with the application of cyclic loading.Chapter 6 147
5. 2D stress analysis on the ﬁrtree joints with smooth pressure lines take around 5
minutes on a desktop machine while the analysis with non-smooth pressure lines
take much longer. The 3D analysis with rough surfaces took almost 15 hours of
computational time. With every increment of load, contact conditions must be
evaluated simultaneously in six contact pairs requiring substantial computational
eﬀort. For the non-smooth pressure lines, a ﬁner mesh is required which makes this
stress analysis even more expensive. Several researchers have proposed algorithms
to evaluate contact pressures and areas when two non-smooth surfaces interact
with each other [59, 66, 192]. However, most of these methods consider a single
pair of contacting surfaces while solving the nonlinear equations. Further work
could look into implementing these methods for multiple simultaneous contacts in
conjunction with the FEA to provide a faster and reasonably accurate solution.
6. It is known that the machined surfaces of the ﬁrtree joint are shot-peened in order
to enhance their fatigue life. Shot-peening induces residual compressive stresses
on the surfaces which help in reducing the resultant tensile stresses in working
conditions and hence retard the crack nucleation and propagation process. The
magnitudes of maximum principal stress in the notch regions, as a result of these
compressive stresses, will reduce. However, the variation observed in these notch
stresses may not be aﬀected due to the shot-peening process. The FE model that
was used in this thesis did not account for these residual compressive stresses. A
stress analysis including the eﬀects of the shot-peening process could be used to
compare the variation observed in the notch regions with the results available from
this thesis.
7. The pressure lines in the ﬁrtree geometry analysed here are inclined at an angle
with the vertical axis along which the centrifugal load is applied. Hence, at the
contact interface, the load that is transferred can be transformed in two orthogonal
components. Since normal and tangential forces are transferred across each contact
interface, the contact region along each pressure line will be divided into stick and
slip regions. Due to the cyclic nature of loading, these stick and slip regions
shift along the contact interface which is the main factor aﬀecting the wear of the
material due to the fretting fatigue. A liﬁng model based on the fretting fatigue
phenomenon could be used to predict the available life of the ﬁrtree joint which
could then be used in the optimisation process.
8. The robust design optimisation performed on the ﬁrtree joint in this thesis involved
minimising the statistical moments of the maximum principal stress in the bottom
notch regions. Hence, four objective functions were minimised in searching for an
optimum ﬁrtree joint design. It was observed that the new design showed a higher
standard deviation in the notch stress at the middle ﬂank. Including the mean
and standard deviation for notch stresses in top and middle ﬂank will result in a
twelve objective optimisation which may provide a diﬀerent design. Also, only the148 Chapter 6
pressure angle was considered as a design variable. The radius of the ﬁllet will
have an eﬀect on the tensile stresses in the notch regions. Also, it was seen in this
work that peak stresses are observed near the contact edges due to the contact
zone shifting away from the pressure line. Hence, the ﬁllet radii, pressure line
lengths, and other related geometrical parameters could be included in the robust
design optimisation as design variables.
9. The performance of the ﬁrtree joint was measured with respect to the maximum
magnitude of the tensile stress in the notch regions which is located at some nodal
point on the FE mesh. Such a performance measure will introduce noise in the
objective function. Hence, to avoid such noise, instead of using maximum princi-
pal stress in the notch region, the J-integral (commonly used to characterise an
advancing crack) could be used as an objective function.
10. It was seen that the interface properties between the blade and the disc in such
joints play an important role in contributing to the damping capacity of the blade-
disc assemblies. Previous studies performed on evaluating the damping capacities
include the variations in the form of gaps between the pressure faces. The FE
models created in this work, represent the variations due to manufacturing pro-
cesses more accurately. The static analysis of the three dimensional ﬁrtree joint
takes approximately 15 hours of computational time. However, a modal analysis in
conjunction with model reduction methods will yield the frequency response with
much lesser computational eﬀort. Hence, such FE models could be used to assess
the eﬀect of manufacturing variations on the damping capacity of the bladed-discs.Appendix A
Patir’s method
A.1 Newton method to evaluate coeﬃcients of transfor-
mation matrix
The nonlinear system of equations 3.8,
Rpq =
n−p X
k=1
m−q X
l=1
AklAk+p,l+q
can be rewritten as,
ab+1 = ab −
h
Jb
i−1
f(ab) b = 0,1,... (A.1)
where the coeﬃcient matrix [Akl] is represented as a such that,
a = [A11 A12 A13 ... A1m A21 A22 A23 ... Anm]T
and the f is written as,
f = [f00 f01 f02 ... f0,m−1 f10 f11 f12 ... fn−1,m−1]T
where fpq is given by,
fpq =
n−p X
k=1
m−q X
l=1
AklAk+p,l+q − Rpq
and the Jacobian matrix, Jb, has components,
Jb
rs =
∂fpq
∂Ab
ij
= Ab
i+p,j+q + Ab
i−p,j−q
where,
r = pm + q + 1
s = (i − 1)m + j
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To solve the equations, an initial approximation for the coeﬃcient vector a0 is required,
which can be obtained by [82],
A0
ij = scij
where,
cij =
Ri−1,j−1
(n − i + 1)(m − j + 1)
and,
s2 =
R00
n X
i=1
m X
j=1
c2
ij
i,j,p,q,k, and l are deﬁned as in Section 3.3.2. Convergence is said to have reached
when the norm ||ab+1 − ab|| = 0.Bibliography
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