We test the distance-duality relation η ≡ d L /[(1 + z) 2 d A ] = 1 between cosmological luminosity distance (d L ) from the JLA Type Ia supernovae compilation and angular-diameter distance (d A ) based on BOSS and WiggleZ baryon acoustic oscillation measurements. The d L measurements are matched to d A redshift by a statistically consistent compression procedure. By Monte Carlo methods, non-trivial and correlated distributions of η can be explored in a straightforward manner without resorting to a particular evolution template η(z). Assuming independent constraints on cosmological parameters that are necessary to obtain d L and d A values, we find 9% constraints consistent with η = 1 from the analysis of SNIa + BOSS and a 18% bound results from SNIa + WiggleZ. These results are contrary to previous claims that η < 1 has been found close to or above 1σ level. We discuss the effect of different cosmological parameter inputs and the use of the apparent deviation from distance-duality as proxy of systematic effects on cosmic distance measurements. The results suggest possible systematic overestimation of SNIa luminosity distances compared with d A data. When interpreted as an extinction correction due to a gray dust component, the effect is broadly consistent with independent observational constraints.
INTRODUCTION
A generic property of cosmological distances in general relativity is that the angular-diameter distance d A and the luminosity distance d L to the same cosmological redshift z satisfy the distance-duality (DD) relation (Ellis 1971 (Ellis , 2009 
The theoretical underpinnings of this relation are the geometrical reciprocity relation (Etherington 1933 (Etherington , 2007 ) that holds in any metric theory of gravity, and the fact that light propagates along null geodesics with the photon number conserved. This is not the case in non-metric theories of gravity, theories of varying fundamental constants, or axionphoton mixing models (Bassett & Kunz 2004; Uzan et al. 2004) . Therefore, an observational falsification of Equation (1) could be a useful probe of exotic physics provided that cosmic distance measurements are exempt from astroCorresponding author: Cong Ma cma@pmo.ac.cn physical systematic errors (e.g. see Corasaniti 2006 , for violations induced by inter-galactic dust extinction). Several cosmological probes can be used for this purpose. Luminosity distances are indicated by the brightness of Type Ia supernovae (SNIa) through the standard candle relation, and angular-diameter distances can be inferred from the apparent size of cosmic standard rulers. Numerous studies devoted to testing the validity of Equation (1) have used SNIa d L data in combination with d A estimates from X-ray observations of galaxy clusters (e.g. Bassett & Kunz 2004; Uzan et al. 2004; De Bernardis et al. 2006; Holanda et al. 2010; Santos-da-Costa et al. 2015) . However, astrophysical uncertainties such as the 3D profile of intra-cluster plasma may significantly affect the estimation of d A (Meng et al. 2012; Yang et al. 2013 ). More reliable estimates can be derived from the baryon acoustic oscillation (BAO) signal in the galaxy power spectrum for which systematic effects due to the non-linearity of the matter density field are expected to alter d A estimates to less than a few per-cent level (Crocce & Scoccimarro 2008; Rasera et al. 2014) .
A common approach to test the DD relation uses distance measurements to constrain parameterizations of η as a func-tion of redshift z (e.g. Nair et al. 2012; Wu et al. 2015) . The choice of a η(z) template function imposes a strong prior on the DD analysis which may result in different outcomes depending on its form. In our view, a template-free study is preferred because of its generality and robustness in the absence of abundant data.
A practical issue underlying the tests is the fact that measurements of d L and d A may not be available at the same redshift. Several studies have attempted to address this problem by selecting data points under a proximity criterion, e.g. by only using data within a redshift separation |∆z| ≤ 5 × 10 −3 (Holanda et al. 2010 ). However, this may incur the penalty of significantly reduced statistical information encoded in the datasets. Moreover, it does not guarantee that the data points thus chosen provide a representative local sample. This situation is analogous to the problem of estimating the crosscorrelation of unevenly sampled time-series data, for which narrow windows centered on cherry-picked data can lead to a spuriously high significance of detection (Max-Moerbeck et al. 2014) .
To overcome the redshift-matching problem Cardone et al. (2012) have applied a local regression technique to the SNIa d L data at redshift windows of interest with adjustable bandwidth. However, this method is not easily generalized to highly correlated data. It still rejects the majority of data points outside the narrow windows, and one might overlook their influence on d L estimates through their systematic correlations with data points inside the windows.
The Joint Light-curve Analysis (JLA, Betoule et al. 2014 ) of SNIa has introduced a technique to compress correlated luminosity distance data at given control points in log-redshift space. This could have served as a solution to the z-matching problem, but unfortunately the compressed dataset contained artifacts due to incomplete statistical treatments of data covariance. In Ma et al. (2016, hereafter M16) the authors have detailed a Bayesian statistical method that corrects those errors and preserves information encoded in the full dataset.
The goal of this work is to provide up-to-date, straightforward, and independent measurements of η at selected redshifts, along with their correlations, using d L from the compressed JLA dataset and d A estimates from BAO measurements. The derived constraints are largely limited by the uncertainties on the cosmological parameters that the d A values depend on. Combining external information from Planck measurements of the cosmic microwave background (CMB) temperature and polarization anisotropy power spectrum (Planck Collaboration 2016) can significantly reduce such uncertainties. However, as we will amply explain, Planck-derived constraints on cosmological parameters implicitly assume that there is no violation of the photon number conservation. In such a case, the DD test can be used as probe of systematic errors affecting the luminosity distance or the angular diameter distance measurements.
In Section 2 we derive expressions for d L and d A in terms of the data. In Section 3 we describe the Monte Carlo (MC) analysis methods. The results are presented and analysed in Section 4 and further discussed in Section 5.
2. DATASETS
BAO Angular-Diameter Distance
We use d A estimates from BAO measurements of the WiggleZ survey (Blake et al. 2011a (Blake et al. , 2012 ) and the Baryon Oscillation Spectroscopic Survey (BOSS) DR12 (Alam et al. 2017 ) consensus compilation. WiggleZ data consist of BAO volume distance parameter A(z) (Eisenstein et al. 2005; Blake et al. 2011a ) and the Alcock-Paczyński effect parameter F(z) (Ballinger et al. 1996; Blake et al. 2011b ) at effective redshifts 0.44, 0.60, and 0.73 respectively. From the measurements, d A is derived through the following equation
where c is the speed of light, H 0 the Hubble constant, and Ω m the matter density parameter. BOSS data on the other hand provide consensual estimates of the ratio 
We notice that the overlap of WiggleZ and BOSS survey volumes makes the two BAO datasets correlated (Beutler et al. 2016 ). However, a full analysis consistently joining the datasets is out of the scope of the current work.
Evidently from Equations (2) and (3), in order to use the BAO data, it is necessary to specify the cosmological parameters, or "complementary parameters" (CPs), namely ϕ = (H 0 , Ω m , r d ). The CPs are similar to the role of prior distributions in the context of inference problems, in that they are specified independently of and in complement to the data to express our belief or uncertainty. However, unlike prior distributions they cannot be updated by the analysis. In Section 3 we describe the choice of such CPs in detail.
SNIa Luminosity Distance
We compute compressed SNIa luminosity distance moduli µ Lc and their covariance matrix from the JLA dataset with the method detailed in M16. The redshifs of compression, 
that is produced by the compression. The parameter M in Equation (4) is degenerate with H 0 as discussed in M16 (see also Yang et al. 2013) , and it is possible to eliminate M and to obtain d L that is directly comparable to d A . We exploit the fact that at the lowest available, or the "anchoring" redshift z 1 = 0.01, the luminosity distance can be approximated to the second order as
where q 0 is the deceleration parameter. For the small value of z 1 , higher-order terms in Equation (5) are negligible (unless one must consider unrealistic cosmological scenarios with |q 0 | ≈ 10 2 ). This allows us to express M by d L (z 1 ) ≈ cz 1 /H 0 and µ Lc (z 1 ) using Equation (4). Carrying out the algebra, we
3. METHODS
We derive the probability density function (PDF) of η at a given redshift from MC samples of d L and d A inferred from the observational datasets. The underlying idea is that the SNIa and BAO distance data, the CPs, and η at the chosen redshifts are all random variables. In particular, η is a transformation of the combined random variable of data and CPs, which is specified by the composition of Equation (1) with Equation (6) and either Equation (2) or (3) for WiggleZ or BOSS data respectively.
The view of observational data as random variables fits naturally into the Bayesian statistical inference framework commonly encountered in the study of cosmological models (for example, see M16, section 2). The CPs themselves are often obtained from Bayesian inference with observational data. In such a case, a self-consistent analysis demands that the inference of CPs do not rely on the d A and d L datasets used here, and that the underlying statistical model used in the CP inference does not put restrictive assumptions on η or related functions.
In practice, it can be difficult to unambiguously satisfy both these points, and also we must be attentive to the context of their validity. Still, we can make our best efforts in this direction.
Complementary Parameters
As discussed in Section 2.1, in order to estimate the BAO angular diameter distances we need input on the CPs, ϕ = (H 0 , Ω m , r d ), while for SNIa data we need to incorporate the dependence on H 0 . In this work, we consider two CP sets motivated by current knowledge of those parameters from independent observations.
The first CP set consists of a joint distribution on (h, Ω m , Ω b h 2 ) where h = H 0 /100 km s −1 Mpc −1 is the dimensionless Hubble constant and Ω b h 2 the baryon energy density parameter. We sample h from a conservative choice, namely the Gaussian distribution N (0.688, 0.033 2 ) used in M16 based on Efstathiou (2014) and Rigault et al. (2015) . We further adopt the conservative estimate Ω b h 2 ∼ N (0.02228, 0.00084 2 ) from a big-bang nucleosynthesis analysis with relic He 4 and deuterium abundance data (Cyburt et al. 2016, table V) . For Ω m , we use a simple, non-informative distribution, namely the uniform distribution over the range [0.15, 0.45] , which is inclusive enough to cover independent constraints from the mass function of galaxy clusters (Bocquet et al. 2015) . Furthermore, as an indirect check on these choices, we compute the baryon fraction f b = Ω b /Ω m as implied by the random samples. The resultant f b distribution, with mean and standard deviation 0.17 ± 0.06, is consistent with independent constraints from galaxy cluster observations (Gonzalez et al. 2013; Chiu et al. 2016) .
From these random samples, we derive the sample for r d , which is necessary for application with BOSS BAO distances. Following the discussions in Mehta et al. (2012) and Anderson et al. (2014) , we evaluate r d as a function of (h, Ω m , Ω b h 2 ) using the software CAMB (Lewis et al. 2000; Lewis et al. 2017 ) with the other cosmological parameters fixed at the values of the BOSS fiducial ΛCDM model specified in Alam et al. (2017) . The CP set thus generated is denoted by the label "Synthetic" in the rest of this paper, for it is based on the combination of independent observation constraints. The sample size is 2 × 10 6 .
The other CP choice is based on the Markov chain Monte Carlo analysis for the Bayesian cosmological parameter constraints of the KiDS-450 tomographic weak lensing (WL) survey (Hildebrandt et al. 2017) , including posterior samples 1 for H 0 , Ω m , and r d . They are valuable as an independent, data-informed source for Ω m and r d . However, WL alone offers no informative update on its H 0 prior. If one had accepted the H 0 constraint as it is, its value ranges not represented by informative observational measurements (such as Riess et al. 2016; Abbott et al. 2017) would have been overweighted. For this reason, we perform a re-weighting of the Markov chains by a weighting function f h , the Gaussian PDF underlying the h distribution in the Synthetic CP set. The re-weighting is implemented with an accept-reject MC algorithm. For each sample point in the KiDS-450 Markov chain output, it is randomly accepted with the suitably normalized probability p ∝ f h . Overall, the acceptance rate is about 32.6%, leaving a sample size of about 6.9 × 10 5 . We have verified that the induced shifts in the distributions of Ω m and r d are about 0.1σ. This confirms that the h-based re-weighting does not contaminate the relevant WL-inferred cosmological parameters notably. We thus obtain an alternative CP set, and for simplicity, in the following sections we refer to it as "KiDS".
Cosmic Distance Samples
We now discuss the random samples of d L and d A generated from the observational datasets described in Section 2. Their distributions are well-approximated by multivariate Gaussian random variables. We generate the two samples separately and verify that they are not correlated with the CP samples. In the case of the WiggleZ BAO data, we generate the (A, F) joint Gaussian sample using the mean vector and covariance matrix of Blake et al. (2012) , having marginalized over the growth rate parameter f σ 8 . This is combined 1 http://kids.strw.leidenuniv.nl/sciencedata.php with the CP samples through Equation (2) to obtain the sample of d A,WiggleZ (z). In the case of BOSS data, the Gaussian sample of d M is created using the mean and covariance values 2 of Alam et al. (2017) For the SNIa data, we generate Gaussian samples of µ Lc based on the compressed distance moduli described in Section 2.2. Combining them with H 0 through Equation (6), we obtain the d L samples.
Finally, by combining the d A and d L samples, we derive η through its definition in Equation (1) as two distinct samples from SNIa + WiggleZ and SNIa + BOSS respectively. In each case, the data sample size is matched with the CP sample. It is worth noticing that the distance scale c/H 0 is eliminated by combining Equations (2) and (6). As a result, the η distribution from SNIa + WiggleZ is independent of H 0 . This is not true for SNIa + BOSS, because r d deviates from the scaling r d ∝ H −1 0 due to the effect of cosmic expansion rate on early-Universe matter-to-radiation ratio (Hu et al. 1995) and recombination rates (Seager et al. 2000) .
4. RESULTS
Testing the Distance-Duality Relation
We derive constraints on η from the analysis of SNIa + BOSS and SNIa + WiggleZ samples separately. Figure 1 shows the mean and standard deviation estimated from the random samples, and the corresponding values are quoted in Table 2 . Here, we stress again that results from different BAO surveys cannot be combined trivially. In the case of the KiDS CP, since the analysis partially depends on Markov chains, we have used the method of batch means (Flegal et al. 2008) to verify that the η samples provides sufficiently accurate sample statistics, and that the values of the mean and standard deviation reported here do not exceed their significant figures.
We find the η sample distributions to be skewed. Hence, the statistical uncertainties can be characterized more precisely by a mode and credible interval analysis. To this end, we use a Gaussian kernel density estimator to overcome MC noise and smooth the sample distribution. Then, we find the approximate location of the mode for the smoothed onedimensional marginal distribution at each redshift. The mode estimates and the 68.3% credible intervals 3 are quoted in Table 2. The η distributions obtained from this analysis are correlated from one redshift to another. This can be better appreciated in Figures 2 and 3 that show the two-dimensional joint 3 We compute the approximate credible interval [a, b] for given probabil-
where f G is the smoothed sample PDF. The credible interval thus defined intuitively follows the concept of the Lebesgue integral and is useful for describing the asymmetric shape. Moreover, as can be proved using a Lagrange multiplier, it is a minimal one for unimodal f G with strictly monotonous wings separated by the mode.
constraints from SNIa + BOSS and SNIa + WiggleZ respectively.
These results indicate the absence of substantial evidence for deviations from Equation (1). Moreover, there is no clear trend of η(z) evolution.
From Section 3, we can readily understand that the large statistical uncertainties on η are a consequence of the quality of both the distance data and the CPs. Tighter CPs can be used at the cost of generality, and as previously noted, when testing the DD relation one must pay attention to the assumptions under which the CPs have been derived. In particular, one may be inclined to include one of the most stringent constraint on the cosmological parameters, namely the results from Planck measurements of CMB anisotropy power spectra (Planck Collaboration 2016). However, such results implicitly assume the photon number conservation and the validity of the DD relation. Any process violating the photon number conservation during the photon-baryon coupling epoch or the propagation of CMB photons will likely induce temperature anisotropy and modify the power spectra, eventually leading to a different cosmological parameter inference. Unfortunately, the effects of photon number violating processes on CMB is highly model-specific (see e.g. Räsänen et al. 2016 ). As such, tight constraints on η obtained by including CMB information are difficult to interpret (see also Chluba 2014) .
However, this does not imply that the incorporation of CMB constraints (and implicitly their assumptions) cannot lead to a meaningful comparison between the SNIa and BAO cosmological distances. In fact, one can assume the DD relation to be valid, and use the inferred constraints on η as a proxy of potential systematics affecting cosmic distance estimations. The nature of these systematic effects does not have to be exotic physics to which CMB anisotropies are sensitive, but rather the result of unaccounted yet mundane mechanisms independent of the CMB. As an example, in Evslin (2016) the validity of DD was used to test the calibration of the SNIa standard-candle relation. Hereafter, we will present results on cosmic distance systematics using the DD estimates in combination with a CMB-informed CP.
Cosmic Distance Systematics
In the following we assume the DD relation to hold and use the estimates of η from SNIa and BAO in combination with Planck results to derive constraints on systematics affecting cosmic distance measurements. In particular, we take the CPs (H 0 , Ω m , r d ) (see Section 3.1), from the posterior Markov chains of the flat ΛCDM "base" model parameters obtained from the Planck TT + TE + EE + low-temperature and po- larization ("lowP") anisotropy. 4 Again, we have checked that there is minimal correlation between the chains and the data samples. We dub this CP set as "Planck". Its sample size is about 1.07 × 10 5 . In the case of SNIa d L measurements, systematic effects may arise from a variety of sources (see e.g. Goobar & Leibundgut 2011) . As suggested in Corasaniti (2006) , one way of using the estimates on the deviations from the DD relation is to test the presence of dust extinction due to an intergalactic gray dust component that is not removed through standard color analysis. This extinction would systematically dim SNIa, thus making them appear more remote, but would not affect the BAO distance as indicated by the shape and location of the acoustic peak in the galaxy correlation functions.
In such case, the rest-frame B-band extinction correction to the SNIa standard-candle magnitude, A B , is related to η by A B (z) − A B (z 1 ) = 5 log 10 η(z), where, again, z 1 = 0.01 is the anchoring redshift (see Section 2.2). At that low redshift, the optical depth and intergalactic extinction is typically negligible. Therefore, in the rest of the paper we will simply refer to A B (z). Table 3 displays the mean and standard deviation of the extinction A B and these values are shown at their respective redshifts in Figure 4 . Again, batch means are used to check the accuracy of these results. The A B samples are sufficiently symmetric when marginalized to each redshift, and the cred- Table 3 . Mean and standard deviation of the extinction correction A B marginalised at each redshift using the Planck CP set. ible interval analysis reveals no substantial difference from 1σ bounds. As joint distribution, the SNIa + BOSS result is closely approximated by the multivariate Gaussian. For future reference, we report the tests for normality and the MC estimates for its mean vector and covariance matrix in Appendix A.
As we can see, the overall results are consistent with a null extinction magnitude, although there appears to be a slight preference of the sign, A B ≥ 0 (see Appendix A for a more detailed explanation).
To compare with the earlier works, we cast the results in terms of the optical depth τ = (ln 10) 2.5 A B = 2 ln η
and take its redshift differential, thereby eliminating all dependence on the CPs. Using the SNIa + BOSS dataset, we obtain τ(0.51) − τ(0.38) = −0.04 ± 0.05 and τ(0.61) − τ(0.38) = −0.05 ± 0.05. We have verified that these differentials, as expected, are essentially the same up to a small sampling error, independent of the CP choice. The uncertainties on ∆τ are lower than previous studies (More et al. 2009; Nair et al. 2012 ) by virtue of higher-precision distance data. Meanwhile, there is no conclusive support for evolving τ(z).
The generality of estimating relative increments in τ is gained at the cost of losing information about its amount in absolute terms. In contrast, our A B estimates can be compared with independent estimations of intergalactic extinction. At z = 0.38, we find our result broadly consistent with A B ≈ 0.02 reported by Ménard et al. (2010a,b) 
DISCUSSION
In this work we have performed DD relation tests using recent SNIa and BAO data. Assuming auxiliary cosmological information (CPs) that is necessary to obtain comparable d A and d L values, we find a 9% constraint consistent with η = 1 from the analysis of SNIa + BOSS. The combination SNIa + WiggleZ is affected by greater statistical uncertainties in the BAO distances, but it allows us to probe a different redshift range, and we obtain qualitatively similar results with about 18% error in η.
Our results stand in contrast to earlier analyses using SNIa + clusters (e.g. Uzan et al. 2004; Holanda et al. 2010) or SNIa + BAO (e.g. Nair et al. 2012) , in which η < 1, or anomalous brightening, was reported as being close to or above 1σ level. We suspect the origin of their seemingly surprising conclusion might partially lie in the difference in the methods of statistical analysis.
The inclusion of tighter-bounded CPs, such as those from the Planck CMB analysis, would lead to much tighter constraints on η with about 3% errors. However, the Planck analysis assumes photon number conservation. Thus, Planck CPs cannot be used to test the DD relation directly. Nevertheless, such CPs can be combined with SNIa and BAO data to constrain systematic effects on cosmic distance measurements that manifest as an apparent deviation from the DD relation. In this work, we have showed an example of such a use by inferring bounds on the SNIa extinction.
The work presented here differs from previous analyses not only by the use of updated data, but primarily by featuring new analysis methods.
The SNIa compression procedure (M16) produces accurate data covariance by properly treating the SNIa standardization uncertainties, in contrast to χ 2 expressions found in similar studies (e.g. Liao et al. 2015 ) that would be inadequate for this task. Meanwhile, the method obviates the need to use narrow bands for redshift-matching. Compared with earlier approaches (e.g. More et al. 2009; Cardone et al. 2012; Rana et al. 2016 ), our compression is done in log 10 z space where the systematic evolution of µ L varies less non-linearly, allowing us to use larger bandwidths. This reduces statistical uncertainties due to limited local sample size and is more robust against the systematics induced by a possibly nonrepresentative local sample. A similar method (Liang et al. 2013 ) was used with earlier Union2 SNIa data (Amanullah et al. 2010 ), but it did not share the aforementioned benefits and was not generalized to non-diagonal data covariance.
Another advantage of our approach concerns the estimation of errors on η. MC sampling allows us to directly propagate the probabilistic uncertainties of the data and the CP onto the distribution of η or its functions consistently, without the need of assuming Gaussian errors. In fact, not all our results can be robustly approximated as Gaussian (see Appendix A). Our method can also model faithfully the correlated uncertainties of η estimations at different redshifts, which must be taken into account when investigating possible evolution of η(z) or related quantities (see Section 4.2). To the authors' knowledge, this is the first time the issue of cross-redshift correlation is explicitly demonstrated in similar studies.
Finally, unlike previous works, our test does not rely on parametric constraints of artificial η(z) evolution templates. We find indeed that no such evolution could be convincingly indicated by current data. From the standpoint of statistical methodology, currently the availability of high-quality, independent, and matching d L and d A measurements is still scarce, thus not allowing many degrees of freedom for parametric fitting. Our attention thus focuses on the distributional properties of η itself. We leave a parametric characterization of η(z) to the future availability of abundant data. In the future, surveys such as Euclid 5 and WFIRST 6 will increase the data sample size and improve the study of systematic effects in cosmic distance measurements, thereby allowing us to verify the DD relation with higher precision and accuracy, and to gain insights into the physical origins of any possible violation thereof.
The data files and data-analysis programs used in this work are publicly available. 7 The research leading to these results has received funding from the European Research Council under the European Union's Seventh Framework Program (FP/2007 (FP/ -2013 / ERC Grant Agreement n. 279954. CM would like to thank Antonio J. Cuesta, Bruce A. Bassett, Jarah Evslin, and Hendrik Hildebrandt for their helpful comments, and to acknowledge the support from the joint research training program of CAS and CNRS.
Software: CAMB 8 (Lewis et al. 2000; Lewis et al. 2017) , matplotlib (Hunter 2007; Droettboom et al. 2018) , statsmodels (Seabold et al. 2017 We use the MC-estimated sample mean vectors and covariance matrices of A B obtained in Section 4.2 to approximate the results by the multivariate normal (MVN) distribution and study the robustness of the approximation with a graphical test. If a random sample with sample mean µ and sample covariance C is drawn from a d-dimensional MVN distribution, it follows that the sample of the square of the Mahalanobis distance from µ, defined as
has a beta distribution after scaling (Ververidis & Kotropoulos 2008) . Namely,
We plot the empirical quantiles of nl 2 /(n − 1) 2 against those of the theoretical distribution in Figure 5 . Although both samples show deviations from the theoretical distribution only noticeably after about the 98th percentile, the tail distribution of the SNIa + BOSS sample behaves better than the one from SNIa + WiggleZ that shows considerable deviation.
To understand these differences, we apply two complementary MVN tests, namely the empirical characteristic function test (Henze & Zirkler 1990 ) with bandwidth parameter β = 0.5 and the sample skewness test (Mardia 1970) . It should be noted that here we are not performing a hypothesis testing. Indeed, we already understand that MVN as a hypothesis is unlikely to be true: the distribution form of A B is manifestly non-Gaussian, and its MC generation is not an independent sampling process. Instead, we employ the former test's sensitivity to heavy tails and the latter's sensitivity to shape asymmetry to explain the deviations in Figure 5 . The tests are applied to random subsamples of size n = 50 and are repeated 10 4 times. The rejection rates r from the runs are compared with each other and with the significance level parameter α = 0.05. For SNIa + BOSS, Henze & Zirkler's test produces r = 0.043 and Mardia's skewness test r = 0.040. In contrast, for SNIa + WiggleZ both tests give r = 0.056, in excess of α.
The tests suggest the robustness of MVN approximation for A B from SNIa + BOSS, but not for the one from SNIa + WiggleZ that displays greater asymmetry and heavier tails. Therefore, we omit the approximation for the latter.
In future analysis, it may be necessary to factorize or invert the covariance matrix. For numerical stability, we increase the number of digits printed here, as presented in Table 4 .
We calculate the probability p of A B (z) being positive at all the three redshifts given only the data, without model assumptions. This is the integral of the data PDF over the infinite cell (octant) where all the coordinates are positivevalued. Numerical quadrature using MVN approximation finds p ≈ 0.64. Direct MC integration using the A B sample produces essentially the same value, but its precision is limited by the MC sample size. We thus conclude that there is a slight preference of positive extinction (Section 4.2). We also perform the three tests on the samples of η, and the results show substantial deviation from MVN in all the cases.
