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Abstract. Running experiments on modern systems like supercomput-
ers, cloud infrastructures or P2P networks became very complex, both
technically and methodologically. It is difficult to re-run an experiment
or understand its results even with technical background on the tech-
nology and methods used. Storing the provenance of experimental data,
i.e., storing information about how the results were produced, proved to
be a powerful tool to address similar problems in computational natural
sciences. In this paper, we (1) survey provenance collection in various
domains of computer science, (2) introduce a new classification of prove-
nance types, and (3) sketch a design of a provenance system inspired by
this classification.
1 Introduction
Computers are becoming faster and more powerful, but our understanding is not
advancing accordingly. On the contrary, since the systems become more and more
complex one can argue that we know less and less about them. This discrepancy
is disconcerting and calls for action in almost all domains of computer science.
Experimental research in distributed systems is especially exposed to this
problem. The systems under study are complex, built from similarly complex
software and hardware which interact in unexpected ways. Often the scale of
experiments is large and even their execution is challenging, as is the under-
standing of a particular system or drawing scientifically valid conclusions. A
platform may suffer from intermittent or fatal failures which should not go un-
noticed. The number of relevant factors and the level of complexity has long
surpassed our capacity to reason about such systems as a whole.
The complexity of the systems is not the only difficulty, however. Quite often
the description of processes (including descriptions of scientific experiments) that
run on them is complex, incomplete or even erroneous. This is another menace
to reproducibility which is generally considered a hallmark of science.
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Among the techniques that may improve both understandability and repro-
ducibility of scientific research is provenance. Traditionally understood as infor-
mation about origins and/or a chain of custody of a historical object, it has
found another meaning in computing and science as a representation of origin
and transformation of a given data object during computation. In this sense it
is, in fact, a form of documentation. It improves understandability and repro-
ducibility by tracking how the processes transform data and by capturing the
context where these processes take place.
However, obtaining useful provenance information is not an easy task. The
problems are conceptual (e.g., what should be tracked and to which level of
detail?) and technical (e.g., how to store and query provenance information
efficiently?). Collection of provenance may be in conflict with performance or
even correctness of the system by inadvertently changing its behavior.
This paper makes three contributions. First, we analyze provenance collec-
tion techniques in computer science with the intention to improve their use in
experimental distributed system research. Second, building upon the previous
observations, we classify provenance into three distinct but interrelated types.
Finally, we design a provenance system that follows this distinction and can
provide answers to a range of queries.
The paper is structured as follows. In Section 2 we make our first contribution
by making a thorough analysis of provenance in various domains. In Section 3, as
another contribution, we propose a new classification into three types of prove-
nance. Then, in Section 4, we make our third and last contribution by considering
implications of this classification for experimental distributed systems research
and sketch a design of a provenance system. Finally, we draw final conclusions
and describe our future work in Section 5.
2 Provenance in computer science
In this section, we look at provenance as an object of study on its own, and then
gradually narrow the domain and discuss its use and support in general com-
puting, scientific workflows, control-flows and, finally, in experimental research
in distributed systems.
2.1 General provenance
In this work, provenance is a collection of metadata associated with a run of a
computational process that provides any kind of useful information as to how
it was executed. This is a much broader term than data provenance which is a
prevailing notion of provenance in computational life and earth sciences. Collec-
tion of data provenance is an active domain of research that meets much success
in computational natural sciences [30].
Provenance can be prospective (i.e., obtained via static analysis) and retro-
spective (i.e., obtained postmortem) [12,13]. Additionally, one may differentiate
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by the level of abstraction that provenance provides [2]. Four levels of prove-
nance can be distinguished: L0 (abstract experiment description), L1 (service
instantiation), L2 (data instantiation) and L3 (run-time provenance) of increas-
ing precision and decreasing level of abstraction. Formal approaches to the rep-
resentation of provenance [9,25,27], and generic standards for interchange of
provenance information3 have been proposed.
Efficient storage and querying of provenance information (which may be vo-
luminous) is another important aspect. Using efficient representation based on
the type of provenance is a standard approach, among other techniques [4].
A common way to construct and evaluate provenance systems consists in
defining queries that the provenance has to answer [9]. Such a use-case driven
approach is common in the domain as is shown by provenance challenges evalu-
ating capabilities of provenance systems [26].
Hierarchical logging, which is essential to our approach to track the prove-
nance of experiments, is often used to provide a way of looking at series of events
in a way that would be otherwise difficult with a linear representation. Recently,
systemd4 benefited from this approach to improve logging of Unix services.
From this overview we conclude that there are numerous aspects of prove-
nance and fragmented initiatives to provide it. The lack of general provenance
tracking is mainly due to different requirements imposed by different domains.
In the next sections, we will observe how provenance collection is addressed in
different domains of computer science. To this end, we turn to provenance in
general computing, scientific workflows, control-flows and in distributed systems
research.
2.2 Provenance in general computing
In this section, we explore how provenance is provided in a general context
(programming languages, scientific computing, data analysis, etc.). Provenance
in general computing is rarely addressed, at least explicitly. First, provenance
collection always incurs overhead that may make it unfeasible to use (e.g., in
high-performance computing). Moreover, each subdomain of computing calls for
a different approach and therefore can be impractical and tedious to implement in
each case. We will see that provenance is, with some exceptions, often addressed
in ad hoc manner and in a very limited sense.
Some notions of provenance in database systems has been proposed [8], the
most common describing relationship between a data source, a query and the
results of query execution.
Software documentation is a form of prospective provenance information that
explains how the software works (or should work). Literate programming [22]
proposes to have a verbose, natural-language description interwoven with code
in a single document. Similar initiatives have been proposed in the scientific
context (e.g., literate experimentation [31]).
3 http://www.w3.org/TR/prov-overview/
4 http://freedesktop.org/wiki/Software/systemd/
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A useful source of provenance is provided by instrumentation and monitoring.
Deep instrumentation or monitoring may be intrusive for the execution, and
change the behavior of the studied system or even cause it to malfunction.
The history of how experiments evolved over time is also a form of provenance
and is generally provided by version control systems (Git, Subversion, Mercurial,
etc.). These systems trace the content of individual files and have no semantic
knowledge about the whole system. Many systems, programming languages be-
ing a prime example, offer therefore language-specific software archives that
host code that can be referenced (e.g., PyPI for Python or Hackage for Haskell).
Studies of large, language-agnostic software repositories have been done as well,
showing interesting aspects of long-term software evolution (e.g., Debsources [7]).
Some retrospective studies trace authorship of modern BSD systems, as far as
40 years into the past [32].
There are solutions that build on version control systems and aim at auto-
mated capture of experiment context for easier reproducibility of research [14].
More recently, researchers propose experimental workflows based on Git branch-
ing model and literate programming with Org-mode [33].
2.3 Provenance in scientific workflows
Scientific workflows describe the set of tasks needed to carry out a computational
experiment [16]. Their role usually consists in carrying out the computation using
a given infrastructure (e.g., a computational grid or virtual machines in a cloud),
but without going into details about how exactly these operations are executed.
Therefore scientific workflow systems provide a high-level abstraction of com-
puting and are used even by non-technical researchers. The efficient mapping,
scheduling and execution of scientific workflows is a vivid domain of research.
The standard representation of scientific workflows uses acyclic data-flows to
describe transformations of input data in a structured way. The acyclic graph
structure implies a natural way to collect data provenance by workflow systems.
The data-centric nature of scientific workflows is a well-known fact: it has been
observed that the data preparation (i.e., initial transformation of input data to
useful representation) accounts for more than 50% of workflow structure [20].
The history of how experimental workflows evolved is rarely tracked, with
some exceptions. For example VisTrails [18] enables to backtrack from a failed
approach by storing historical changes in a tree.
Similarly, details of the underlying platform are also rarely collected. Since
the premise of scientific workflow systems is to abstract the details of the com-
puting platform away and still obtain qualitatively equivalent results, this is
understandable. This type of provenance can be still useful, for example for
debugging, but is not essential.
Examples of scientific workflow systems include Kepler, Pegasus, Taverna,
and VisTrails; see [34,36] for surveys of scientific workflow systems. The details
of provenance support in scientific workflow systems are explored thoroughly [19].
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2.4 Provenance in control-flows
For the purpose of this article, we define control-flows as workflows consisting of a
set of activities that are performed under causal, temporal and spatial constraints
to achieve a specific goal, such as, in the context of this article, the collection
of experimental results. This definition is closely related to the one of business
processes in Business Process Modeling (BPM) [23]. The differences between
control-flows and data-flows are studied quite extensively [3,24], including the
expressiveness of both formalisms [10]. The most important distinction is that
data-flows are data-centric, contrary to control-flows.
The provenance collection in BPM and control-flows does not seem to be
very much explored yet. This may be due to mentioned difficulties and due to
proprietary nature of many BPM systems. To our knowledge, this article may
be the first to explore provenance tracking in control-flows to a larger extent.
2.5 Provenance in experimental distributed systems research
Research in distributed systems developed a wide range of methods to tame
the complexity associated with experimentation. These methods can be grouped
into four methodologies: simulation, benchmarking, emulation and in-situ exper-
iments [21]. The in-situ methodology, which we focus on in this work, consists
in running a real system on a real platform, and arguably requires the most
extensive provenance coverage among all methodologies.
There are various solutions that control executions of in-situ experiments on
real platforms (e.g., Plush [1], OMF [29]). The support for provenance tracking
in these tools is almost nonexistent [5].
Recording and subsequently restoring the state of platform configuration is
another aspect of provenance addressed to some extent by system configuration
management tools like Puppet, Chef or Salt. NixOS [17] takes a more generic
approach of declarative and stateless description of full system.
3 New classification of provenance
As has been observed above, there are many different ways to provide provenance
information and methods differ between domains. In this section, we will observe
that for any form of computation executed on a system like grid, cloud, or any
computing platform, the general provenance can be split into 3 different types.
More precisely, we will show that apart from the provenance of data two other
types of provenance exist: the provenance of description and the provenance of
process, and that all three are useful and even necessary for a complete prove-
nance system. Although this article concentrates on the domain of experimental
distributed systems research, the discussion in this section is general and applies
to scientific workflow systems and even outside the scientific context.
To explain the existence of these three types of provenance, we make the fol-
lowing observations about entities that are present in an arbitrary computation
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Table 1. Summary of the three proposed provenance types their position in existing
classifications. L2 provenance is not present in most distributed research experiments.










Prospective L0 and L1
Process Runtime information Retrospective L3
on a computing platform. First, from an abstract point of view, there are two el-
ements necessary to run it: its abstract description and a physical platform. The
platform consists of physical machines, network equipment, installed software
and other details. The execution of the given computation may have useful run-
time information and may produce, receive or transform arbitrary data. All these
objects can be separated into 3 different classes (see Table 1 for a summary).
Note that L2 provenance (data instantiation) is not covered, since exper-
iments we focus on do not take raw data as input. However, if need be, L2
provenance can be classified under the provenance of data.
Provenance of data is information on how data objects were created and
transformed during the execution of the given computation. This is a type
of provenance that is largely synonymous with provenance itself due to its
successful application in scientific workflow systems. Moreover, data prove-
nance is implied by the structure of a data-flow, that is, its interpretation
and representation is derived from the original structure of a data-flow.
According to the existing classifications (see [2,13]), the provenance of data
is of retrospective and runtime (L3) type. It may also cover L2 provenance
(data instantiation), however it is not the case in our domain.
Provenance of description is information on how the description of the com-
putation evolved as a function of time and how its constituents came to be.
This provenance type is a form of documentation, but has multiple other
uses. In particular it may track dependencies of the computation, as well
as authorship information, among others. We will see that in our proposed
approach even more features are present (see Section 4.2).
This provenance is prospective and covers the levels L0 and L1 of provenance.
Provenance of process constitutes metadata that document details of how
the execution of the computation progressed. In particular, it includes in-
formation on how it behaved in time (e.g., when parts of it executed) and
in space (e.g., which machines were involved during execution). This kind
of information is useful to understand the inner workings of the computa-
tion and the system, and resolve problems when they happen. Additionally,
it documents the execution for reproducibility purposes. The provenance of
process is implied by the control-flow structure, just like data provenance is
implied by the structure of scientific workflows (see Section 4.3).
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The provenance of process is retrospective and of runtime (L3) type.
One can argue, that all the mentioned supplementary types of provenance can
be considered like any other data that, by definition, is tracked by the provenance
of data. There are nevertheless a few reasons that warrant such a distinction.
First, the provenance of description operates at a higher level than the others.
Indeed, the information it provides would not normally require the execution of
the given computation, unlike the others. Second, as we will see in Section 4,
different types of questions can be posed for each type of provenance. The pre-
sented distinction allows for more efficient storage and access, as well as more
appropriate representation and visualization. Finally, provenance information is
difficult to query without structured data and may be overwhelming both con-
ceptually and in terms of resource requirements. For this reason, virtually every
approach models provenance information in one way or another.
4 Design of a provenance system
In Section 3 we introduced a new classification of provenance into three types.
This section proposes a design of a system that takes as an assumption the
control-flow structure of experiment description. Our decision is dictated by
promising results obtained while running large-scale, challenging experiments
represented as business processes [6]. To represent experiments, the BPM work-
flow patterns [35] are used, extended with experimental patterns that include
parallel execution of commands, failure handling, etc. We have shown previously
that under sensible assumptions large-scale experiments can be run robustly.
First, let us explicitly state assumptions guiding our discussion and design:
1. The experiment follows in-situ methodology in distributed systems research.
2. The experiment description is a control-flow based on workflow patterns.
3. The data processing does not constitute a large fraction of the experiment
execution. If it is not the case then it would be reasonable to use a scientific
workflow system instead.
For such an experiment, one can ask a question about requirements of a
prospective provenance system. We take the following approach: (1) we find
entities that can be distinguished in the experiment, (2) we define questions
that can be asked about them.
The first part has been already done in the previous section. As for the second
step, we start with a general principle that for a given entity X the two following
pieces of information describe fully its provenance: (1) the origin of X and (2)
the logical, spatial and temporal context of X.
For the objects stored as the provenance of experiment data, the prospective
questions ask which activities created the given datum (logical), which physical
nodes or equipment was involved (spatial) and when that datum was collected
(temporal). In the case of the provenance of experiment description this leads
to questions about authorship of code (logical), about the dependencies between









Fig. 1. High-level workflow description of the exemplary experiment (modified BPMN
notation). Each runtime is sequentially installed and evaluated with Linpack bench-
mark. Note that some parts of the workflow refer to external repositories.
Table 2. Summary of provenance types, the objects and relations they are concerned
about and examples of queries that one may ask for each of them.
Type of provenance Examples of queries
Data
Which node produced the highest benchmark result?
What was the runtime system configuration of the nodes?
Description
What are the dependencies of the experiment?
Are there newer versions of modules?
Who is the author of the activity X?
Process
What is the Gantt diagram of the experiment?
What is the critical path of the experiment?
What are the failure rates of activities?
Data & Description Did the system specification reflect reality?
Data & Process What activities executed at the node X?
Description & Process Who authored a change that caused the experiment to fail?
All types Who is the author of a module that produced the result X?
modules (logical) and about the changes to the experiment in time (temporal;
there is no spatial context, however). Finally, in the context of the provenance
of experiment process this information reduces to details on how the experiment
activities executed with respect to each other and the experiment description
(logical), where they executed (spatial) and when they executed (temporal).
This analysis leads to examples of questions presented in Table 2. In the fol-
lowing sections, a design of a provenance system is presented. It consists of three
subsystems, each capturing one type of the defined provenance. We observe that
the natural representation for the provenance of data, the provenance of descrip-
tion and the provenance of process is: by a directed graph, by a rooted acyclic
graph, and by a hierarchical tree, respectively. We illustrate the discussion with
an abstract example of performance evaluation of MPI runtimes with Linpack
benchmark (see Figure 1 for its workflow description).
4.1 Provenance of experiment data
As observed before, capturing and storing the provenance of data is a challenging
task with many difficulties. However, due to our special use case (i.e., control-
flow based experiments in distributed systems research) we were able to make
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a few assumptions. In particular, since the data transformation does not con-
stitute a significant portion of experiments we are interested in, we can store
the provenance of data (and data itself) in mostly unstructured way. As a re-
sult, we propose a simple key-value store, e.g., BerkeleyDB [28]. Distributed key
stores may be preferred if high-availability or scalability is requested (e.g., Dy-
namo [15]). Objects stored as the provenance of data may reference each other,
although we do not optimize for queries involving these relations. Abstractly,
data provenance is an arbitrary directed graph, that presumably is sparse.
Each datum in the store has its name, type, value and optional annotations.
The name is an identifier (not necessarily unique) of the given data artifact in
the context of the current experiment run. Its type defines a group of objects it
belongs to (e.g., nodes, results) and can be used to optimize queries by narrowing
them down to a subset of elements in the store. The value of the datum is its
raw value, it may be, for example, the result of a benchmark on a node. Finally,
optional annotations are used to link the data to related entities, for example to
the node that the result comes from, or a timestamp when this data object was
stored. They may also link to other types of provenance.
The data stored must be explicitly marked as such. There are two reasons
behind: (1) contrary to data-flows, in control-flows it is not explicitly known
what constitutes data, (2) it narrows down the scope of what is collected and
improves performance. Nevertheless, some elements of data provenance can be
collected automatically, the configuration of the platform, for example.
The data provenance collected in the exemplary MPI experiment consists of
benchmark results (benchmark type), and runtime configuration of nodes (node
type). The benchmark results point to nodes that participated in the execution
and to instances of activities that produced them (see Section 4.3).
4.2 Provenance of experiment description
In this section, we provide a design for a representation of experiments that
traces the provenance of the experiment description. By experiment description
we mean the workflow of actions executed as experiment.
Our solution to this problem is inspired by software engineering, more pre-
cisely, by (1) a version control system (Git) to track evolution and authorship of
the description and (2) a module system based on programming languages (Go)
to improve reproducibility, document dependencies and facilitate collaboration.
Note that creative use of Git branching model is nothing new [14,33].
However, as Git tracks content at the level of files, it does not meet all our
needs. For that reason we propose a simple, yet powerful and easy to use module
system that is built on top of it. It adds an additional layer that tracks depen-
dencies of experiments. The approach is modular and ensures reproducibility
and consistency of the experiment description, while remaining easy to use.
The experiment and its modules is tracked in a Git repository, and tags
represent its evolution. Dependencies of the experiment follow the same scheme
and are referenced as a pointer to a tag in another repository. It implies that
a pair (repository, tag) unambiguously defines the experiment description with
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Fig. 2. Example of a mapping between the control-flow and its log. Nesting of workflows
implies the hierarchical structure of the log, as is shown with dashed edges.
its all transitive dependencies. Cycles in the dependency graph are forbidden,
hence the provenance of description is a directed, acyclic graph.
In our exemplary experiment, the main workflow references well-defined ver-
sions of modules with MPI support (module MPI) and Linpack support (module
Linpack). Moreover, the latter depends on the former to launch itself.
The repositories containing the workflows can be hosted at social software
repositories like GitHub, which offer useful features supporting collaboration,
innovation, knowledge sharing and community building [11].
4.3 Provenance of experiment process
In this section we start with analysis of control-flows (based on business pro-
cesses) and observe that their structure maps to a hierarchical log. We then use
this structure as a representation of the process provenance.
Just like scientific workflows imply the structure of data provenance, the
structure of an experiment represented as a control-flow implies a form of process
provenance. From a high-level point of view, a BPM-like data-flow can be defined
either as an activity (a basic, atomic action) or as a pattern (e.g., a sequence of
activities). Other patterns have been defined in the literature [35].
In the example in Figure 2, we see the same workflow that was shown in
Figure 1, and associated structure of the provenance of process. In particular,
subworkflows map deeper into the log hierarchy. We see therefore that the natural
representation for the provenance of process is a hierarchical tree.
Each log entry has some predefined data recorded: a timestamp when its
execution started, timestamp when its execution finished and the node where it
was executed. The log entries annotate their log with relevant information, such
as data produced by this activity or a pointer to the source code. The log can
be stored in the key-value store used to store the provenance of data.
5 Conclusions and future work
This paper made three contributions. First, we analyzed the provenance in dif-
ferent disciplines of computer science. Then we observed that provenance can be











Fig. 3. Interactions between 3 types of provenance. The central role is occupied by the
process provenance. It refers two-sidedly to the description provenance and to the data
provenance, with no direct links between them.
split into three different types: the provenance of data, the provenance of descrip-
tion and the provenance of process. Finally, we designed a provenance system
for distributed systems research that can capture all of them (see Figure 3).
Currently, we focus on the implementation. We also plan to enhance the
presented design: in particular, we want to consider a formal model of provenance
and verify that all useful queries can be answered within its framework.
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