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a b s t r a c t
In this paper we investigate the principal functions corresponding to the eigenvalues and
the spectral singularities of the boundary value problem
−y′′ + Q (x) y = λ2y, x ∈ R+ = [0,∞) ,
y (0) = 0,
where Q is a non-selfadjoint matrix-valued function.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider the boundary value problem (BVP)
−u′′ + q (x) u = λ2u, x ∈ R+, (1.1)
u (0) = 0, (1.2)
in L2 (R+), where q is a complex-valued function. The spectral theory of the above BVP with continuous and point spectrum
was investigated in [1]. He showed the existence of the spectral singularities in the continuous spectrum of the BVP. He
noted that the eigenfunctions and the associated functions (principal functions) corresponding to the spectral singularities
are not the elements of L2 (R+). Also he noted that the spectral singularities that belong to the continuous spectrum are the
poles of the resolvent’s kernel, but are not the eigenvalues of the BVP. Their existence does not occur in the spectral theory
of selfadjoint BVP. The effect of the spectral singularities in the spectral expansion of the BVP in terms of the principal
functions has been investigated in [2]. Some of the problems of spectral theory of differential and difference equations with
spectral singularities were also studied in [3–9]. All the papers we have mentioned so far comprise the differential and
difference equations with scalar coefficients. Spectral analysis of the selfadjoint differential and difference equations with
matrix coefficients has been studied by the works shown in [10–13].
Let E be an n-dimensional (n <∞) Euclidian spacewith the norm ‖·‖ and let theHilbert space of vector-valued functions
with the values in E be denoted by L2 (R+, E). In the L2 (R+, E) space we consider the BVP
−y′′ + Q (x) y = λ2y, x ∈ R+, (1.3)
y (0) = 0, (1.4)
where Q is a non-selfadjoint matrix-valued function (i.e. Q ≠ Q ∗). It is clear that, the BVP (1.3) and (1.4) is non-selfadjoint.
In this paper, which is an extension of [14], we aim to investigate the properties of the principal functions corresponding to
the eigenvalues and the spectral singularities of the BVP shown in Eqs. (1.3) and (1.4).
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2. Discrete spectrum of (1.3) and (1.4)
Let
sup
x∈R+

eε
√
x ‖Q (x)‖

<∞, (2.1)
for some ε > 0. The bounded matrix solution of (1.3) satisfying the condition
lim
x→∞ y (x, λ) e
−iλx = I, λ ∈ C+ := {λ : λ ∈ C, Im λ ≥ 0} ,
will be denoted by F (x, λ), where I denotes the identity matrix in E. The solution F (x, λ) is called Jost solution of (1.3).
It has been shown that, under condition (2.1), the Jost solution has the following representation
F (x, λ) = eiλxI +
∫ ∞
x
K (x, t) eiλtdt. (2.2)
When the matrix function K (x, t) is expressed in terms of Q , we get the following inequality
‖K (x, t)‖ ≤ c
∫ ∞
x+t
2
‖Q (s)‖ ds, (2.3)
where c > 0 is a constant. Therefore F (x, λ) is analytic with respect to λ in C+ := {λ : λ ∈ C, Im λ > 0} and continuous in
C+ [15, Chapter 1].
Let us define f (λ) as
f (λ) := det F (0, λ) ,
where
F (0, λ) = I +
∫
0
∞K (0, t) eiλtdt.
We denote the set of eigenvalues and spectral singularities of the BVP (1.3) and (1.4) by σd and σss, respectively. By the
definition of eigenvalues and spectral singularities, we can write
σd (L) =

µ : µ = λ2, λ ∈ C+, f (λ) = 0

, (2.4)
σss (L) =

µ : µ = λ2, λ ∈ R \ {0} , f (λ) = 0 . (2.5)
Definition 1. The multiplicity of a zero of f in C+ is defined as the multiplicity of the corresponding eigenvalue or spectral
singularity of the BVP (1.3) and (1.4).
3. Principal functions of (1.3) and (1.4)
Theorem 1 ([2]). Under condition (2.1) the function f has a finite number of zeros in C+ with a finite multiplicity.
Let λ1, λ2, . . . , λj and λj+1, λj+2, . . . , λν denote the zeros of f in C+ and R \ {0} with multiplicities m1,m2, . . . ,mj and
mj+1,mj+2, . . . ,mν , respectively. It follows from (2.4) and (2.5) that
µ1 = λ21, . . . , µj = λ2j
and
µj+1 = λ2j+1, . . . , µν = λ2ν
are the eigenvalues and the spectral singularities of the BVP (1.3) and (1.4), respectively. We define the matrix functions
un,k (x) = 1n!

∂n
∂λn
F (x, λ)

λ=λk
, n = 0, 1, . . . ,mk − 1, k = 1, . . . , j, (3.1)
vn,k (x) = 1n!

∂n
∂λn
F (x, λ)

λ=λk
, n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν. (3.2)
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Then for λ = λk, k = 1, . . . , j,
ℓ

u0,k
 = 0,
ℓ

u1,k
+ 1
1!
∂
∂λ
ℓ

u0,k
 = 0,
ℓ

un,k
+ 1
1!
∂
∂λ
ℓ

un−1,k
+ 1
2!
∂2
∂λ2
ℓ

un−2,k
 = 0,
n = 2, 3, . . . ,mk − 1,
(3.3)
where
ℓ (u) = −u′′ + Q (x) u− λ2u
and ∂
m
∂λm ℓ (u) denotes the differential expressions whose coefficients are the mth derivates with respect to λ of the
corresponding coefficients of the differential expressions ℓ(u). (3.3) shows that u0,i is the eigenfunction corresponding to
the eigenvalue µk = λ2k; u1,k, . . . , umk−1,k are the associated functions of u0,k [16].
u0,k, u1,k, . . . , umk−1,k, k = 1, . . . , j,
are called the principal functions corresponding to the eigenvalue
µk = λ2k, k = 1, . . . , j
of the BVP (1.3) and (1.4). The matrix functions
vn,k, n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν
also satisfy the equations analogous to (3.3).
The principal functions corresponding to the spectral singularities
µk = λ2k, k = j+ 1, . . . , ν
of the BVP (1.3) and (1.4), are
v0,k, v1,k, . . . , vmk−1,k, k = j+ 1, . . . , ν.
Theorem 2.
un,k ∈ L2 (R+, E) , n = 0, 1, . . . ,mk − 1, k = 1, . . . , j,
vn,k ∉ L2 (R+, E) , n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν.
Proof. It follows from (2.2) and (3.1) that
un,k (x) = 1n! (ix)
neiλkxI + 1
n!
∫ ∞
x
(it)n K (x, t) eiλktdt, (3.4)
for k = 1, . . . , j. Since Im λk > 0, k = 1, 2, . . . , j from (3.4) we obtain that∫ ∞
0
(ix)neiλkxI2 dx = ∫ ∞
0
x2ne−2xIm λkdx <∞. (3.5)
Using (2.1) and (2.3) we get that
‖K (x, t)‖ ≤ ce− ε4
√
x+t . (3.6)
Now we define the matrix functions
gk (x) = 1n!
∫ ∞
x
(it)nK (x, t) eiλktdt, k = 1, . . . , j.
From (3.6) we obtain that
‖gk (x)‖ ≤ cn!
∫ ∞
x
tne−
ε
4
√
x+t−tIm λkdt,
≤ c
n!e
−xIm λk
∫ ∞
0
tne−
ε
4
√
tdt = c0e−xIm λk ,
where
c0 = c
∫ ∞
0
tne−
ε
4
√
tdt.
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Therefore we have∫ ∞
0
‖gk(x)‖2 dx <∞, (3.7)
for k = 1, . . . , j. (3.5) and (3.7) shows that
un,k ∈ L2 (R+, E) , n = 0, 1, . . . ,mk − 1, k = 1, . . . , j.
Using (2.2) and (3.2) we get
vn,k (x) = 1n! (ix)
neiλkxI + 1
n!
∫ ∞
x
(it)nK(x, t)eiλktdt, (3.8)
for k = j+ 1, . . . , ν. Since Im λk = 0, k = j+ 1, . . . , ν, from (3.8) we find that
1
n!
∫ ∞
0
(ix)neiλkxI2 dx = ∞, k = j+ 1, . . . , ν.
But the second term in (3.8) belongs to L2 (R+, E). So
vn,k ∉ L2 (R+, E) , n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν. 
Define the Hilbert spaces of vector-valued functions with the values in E by
Hn =

f :
∫ ∞
0
(1+ |x|)2n ‖f (x)‖2 dx <∞

, n = 1, 2, . . . ,
and
H−n =

g :
∫ ∞
0
(1+ |x|)−2n ‖g (x)‖2 dx <∞

, n = 1, 2, . . . ,
with the norms
‖f ‖2n =
∫ ∞
0
(1+ |x|)2n ‖f (x)‖2 dx,
and
‖g‖2−n =
∫ ∞
0
(1+ |x|)−2n ‖g (x)‖2 dx,
respectively. Then
Hn+1 $ Hn $ L2 (R+, E) $ H−n $ H−(n+1), n = 1, 2, . . . , (3.9)
and H−n is isomorphic to the dual of Hn.
Theorem 3. vn,k ∈ H−(n+1), n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν .
Proof. From (3.8) we have∫ ∞
0
(1+ |x|)−2(n+1) (ix)n eiλkxI2 dx <∞, (3.10)∫ ∞
0
(1+ |x|)−2(n+1)
∫ ∞
0
(it)n K (x, t) eiλktdt
2 dx <∞, (3.11)
for n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν. Therefore we obtain that
vn,k ∈ H−(n+1), n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν. 
Let us choose
m0 = max

mj+1,mj+2, . . . ,mν

.
By Theorem 3 and (3.9) we get the following.
Theorem 4. vn,k ∈ H−m0 , n = 0, 1, . . . ,mk − 1, k = j+ 1, . . . , ν.
Proof. The proof of the theorem is trivial. 
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