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Abstract
In this paper, we developed a new navigation system, which detects
obstacles in a sliding window with an adaptive threshold clustering al-
gorithm, classifies the detected obstacles with a decision tree, heuristi-
cally predicts potential collision and finds optimal path with a simplified
Mophin algorithm. This system has the merits of optimal free-collision
path, small memory size and less computing complexity, compared with
the state of the arts in robot navigation. The experiments on simulation
and a robot for eight scenarios demonstrate that the robot can effectively
and efficiently avoid potential collisions with any static or dynamic obsta-
cles in its surrounding environment.
Keywords: sliding window; adaptive threshold clustering; obstacle
recognition; collision prediction; Morphin path planing.
Researchers have thoroughly investigated the mobile robot navigation prob-
lems, and achieved a certain progress in this area. As the navigation of au-
tonomous mobile robots with free collisions could increase the range of their
applications, thus, it has played important role in various application domains,
such as transportation, rescue services, detection, mining, space exploration and
military, etc. For example, autonomous vehicles are constantly improving with
the autonomous navigation capability,23 and have obtained the qualification on
roads in some countries (e.g. Google autonomous vehicle). In the fields of coal
mines, intelligent mobile robots have been used to replace the manual work and
tedious repetitive operations.32 Robots are key to future space exploration,7
and the autonomous navigation of mobile robots allows them to have better
operation capabilities. In the military field, mobile robots with autonomous
navigation can better help reach military missions, such as military patrols on
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the desert border.20 For the success of all applications above, effectively au-
tonomous navigation of robots is the precondition and guarantee.
Autonomous navigation requires a robot to be able to precept the surround-
ing environments through processing or fusing the data, collected from sensors,
and highly performed robot perception enables a robot to make a right decision
and thus to have a right response to any anomaly situation in its surround-
ing environment. Autonomous path planning with obstacles avoidance in dy-
namic environments is a crucial issue in the navigation of a robot.26, 39, 50 There
are some classical obstacle avoidance methods, such as the Artificial Potential
Field (APF),22 the Virtual Force Field (VFF)4 and the Vector Field Histogram
(VFH).5 APF provides a simple and effective motion planning method. The
basic idea is to treat the robot’s configuration as a point in a potential field that
combines attraction to the goal and repulsion from obstacles, hence, the result-
ing trajectory is output as the path. However, APF has a major problem that
the robot is easy to be trapped at a local minimum before reaching its goal.42
Borenstein and Koren4 proposed the VFF method, which uses a two-dimension
Cartesian histogram grid for obstacle representation. Each cell in the histogram
grid holds a certainty value, which represents the confidence of the algorithm in
the existence of an obstacle at that location. As VFF could produce oscillatory
and unstable motion in some cases, Borenstein and Koren5 further proposed the
VFH method, which uses a two-dimensional Cartesian histogram grid as a world
model. This world model is updated continuously with range data sampled by
on-board range sensors. In the first stage of VFH, the histogram grid is reduced
to a one-dimensional polar histogram that is constructed around the robot’s
momentary location. Each sector in the polar histogram contains a value repre-
senting the polar obstacle density in that direction. In the second stage, VFH
selects the most suitable sector from all polar histogram sectors with a low polar
obstacle density, and the steering of the robot is aligned with that direction. A
threshold adapting to the relationship between the obstacle’s position and the
target point was used in the improved vector field histogram avoidance algo-
rithm.25 However, the obstacles in all the studies are limited to static obstacles,
regardless of dynamic obstacles, and these methods did not have a further stage
to optimise the path for obstacle avoidance.
We have proposed a complete autonomous navigation system of a robot,
named as ATCM.10 In this research, we further improve the new navigation
system with the six stages from data collection, obstacle detection, obstacle
classification, potential collision prediction, optimal path planing, to the robot’s
behaviour updating. A clustering algorithm with an adaptive threshold53 is
developed for detecting various shapes of obstacles, a simple decision tree is
used to classify the detected obstacles in terms of the coordinates and dynamics
of the detected obstacles, a heuristic algorithm is provided for potential collision
prediction in terms of the dynamics of the robot and obstacles, and finally, the
Morphin algorithm33 is simplified to find an optimal path without collision.
One of main objectives for robot navigation is to improve the navigation
performance. While a robot can avoid any static or dynamic obstacles on its
paths, the following three performance indicators are often used to evaluate the
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navigation of a robot:
Positioning accuracy, including static single point positioning error and dy-
namic track error, where single point positioning error consists of X error, Y
error and total error maximum, expectation, entropy and super entropy, and dy-
namic trajectory error includes robot direction error, robot position maximum
error, error mean, error expectation, error entropy and error hyper-entropy. He
et al.16 used linguistic decision tree (LDT) for robot routing problem, and
the fuzzy technology in the LDT enables the robot to effectively overcome the
stochastic errors due to such factors as mechanical properties of robot’s motor
and the friction changing on the floor even in a static environment, etc, thus
reducing the accumulated error of robot’s position.
Speed index, including the maximum speed or average speed of the mobile
robot during the whole test process. Especially the maximum speed depends
on the computing complexity and mechanical properties of a robot. Under the
mechanical properties of a robot, the computing complexity of robot navigation
determines the maximum speed, representing the real-time performance.
Navigation efficiency, including the length of time T used by the mobile
robot to complete a specific task, which is related to the speed V , the total
length L of the entire process trajectory. Under a specific speed V , the length
of the path that robot travels from a start point to the target represent the
navigation efficiency.
The navigation of a robot should be robust in respects of the performance
indicators above, reflecting on all steps of the whole process. However, most of
existing research addressed partial steps of a navigation process. There was little
investigation of the whole navigation system. This is not helpful for evaluating
the performance of the whole process of a robot’s navigation.
Hence, in this paper, we examine how all the steps work harmonically and
time changes for 8 scenarios, which are typical scenarios in real dynamic world.
The navigation system is simulated and integrated in a physical robot. The
experiments are conducted on the simulation system and a physical robot.
This paper is organised as follows: Section 2 reviews the state of the arts
in robots’ navigation; Section 3 provides the details of the proposed navigation
system; Section 4 provides three simulation experiments, time performance test
for 8 real scenarios, and the validation on a physical robot in a dynamic envi-
ronment with multiple static and obstacles; finally, some conclusions and future
work are given in Section 5.
1 Existing work
Navigation of mobile robots is a classic issue in robotics. The robot’s route
learning problem is one of robot’s navigation problems. Conventionally, an
NARMAX model, a non-linear system identification approach, was trained to
represent the sensor-motor task.15 To improve the robustness of the robot’s nav-
igation and overcome the drawback of NARMAX in losing performance due to
the dynamics of a running robot, a linguistic decision tree (LDT) was developed
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for the robot routing problem,16 and achieved excellent performance. In fact,
both of the two methods are guided by human, in which, the data are retrieved
when human drives the robot along a specific path in a fixed environment, and
then the model (e.g. NARMAX or LDT) is trained. Hence, this work is suitable
for a robot working on a specific task in a fixed environment.
However, for most cases, we expect robots can work in an uncertain environ-
ment with free collision. There has been much research in this area. Generally,
it can be categorised to map-based navigation and mapless navigation. Whereas
map-based navigation can be subdivided in metric map-based navigation and
topological map-based navigation, mapless navigation can include reactive tech-
niques based on qualitative characteristics extraction, appearance-based local-
ization, optical flow, features tracking, plane ground detection/tracking, etc.3
A grid-based mapping technique is usually used in the map-based navigation
system for an autonomous mobile robot.11
SLAM (Simultaneous localization and mapping) is a technique, used by
robots and autonomous vehicles to build a map within an unknown environ-
ment, or to update a map within a known environment, while keeping track
of their current locations.2, 12 Various SLAM techniques have been developed.
For example, Kovacs et al.24 proposed a landmark-selection approach based
on explicit and spatial information for solving mobile robot navigation prob-
lems, where, the visual odometry-based motion estimation supports the tem-
plate matching of landmarks. The important characteristic of SLAM techniques
that could assist in autonomous navigation is the ability of a mobile robot to
concurrently construct a map for an unknown environment and localize itself
within the same environment. However, a SLAM system might fail in handling
extremely dynamic or harsh environments. Storing the map during long-term
operation is still an open problem. Even when the data is stored on the cloud,
raw data points or volumetric maps may cost much memory; similarly, storing
feature descriptors for vision-based SLAM quickly becomes burdensome.8
To implement a robot’s autonomy, its perception to external environments
is very important. Advanced sensors provide enabling techniques for robots’
perception. Most frequently used sensors include laser sensors,16, 47, 51 visual
sensors,49 infrared sensors40 and ultrasonic sensors.38 Different sensor tech-
niques may decide different navigation techniques.
Now, laser sensors are increasingly used, as they have the advantages of
wide detection range, high-precision measures, high reliability, good stability,
strong anti-interference and light weight. Recently, Xin et al.45 developed a
dynamic obstacle detection model by fusing the Velodyne data from a 3D laser
sensor and the motion state information from a 4-wire laser sensor to derive the
position of a moving obstacle in a grid map based on the confidence distance
theory. In,46 an approach to detecting the speed and direction of an obstacle
was proposed, and the obstacle avoidance was implemented, regarding the least
Euclidean distance from the robot to the edges of the obstacle. As only circular
objects were addressed. This method is not robust for the diversity of obstacles.
Vision techniques have played significant roles in robots’ navigation.3 For ex-
ample, in the early stage, the highly notable planetary vehicle, Mars Pathfinder,27
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used a stereo camera to shoot images of the Mars surface, when the rover ex-
plores the environment, which is controlled by human through selecting the
goal point in 3D representations of previously captured images of the terrain.
Further, pattern recognition from images have been widely used for obstacle
detection in autonomous robot navigation.9, 36
Artificial Intelligence techniques are important drivers for implementing the
autonomy of a robot. Especially, machine learning techniques have been widely
applied for obstacle detection. For example, neural networks have been devel-
oped for a robot’s path planning.21, 30 A support vector machine based on the
space-time feature vector was developed to recognize dynamic obstacles, but
without the further exploration of the path planning for obstacle avoidance.18
Wang et al.41 proposed a geomagnetic gradient bionic model with a parallel
approach for robot navigation, which becomes a multi-objective convergence
problem. Mohanta and Keshari28 proposed a knowledge-based fuzzy control
system for target search behavior and path planning of mobile robots. This
approach includes two stages: the first stage is to generate a shortest path be-
tween the starting position and the target position in a previously known messy
environment, wherein the probability road-map is used to construct a straight
path by connecting the intermediate nodes; the second folding step helps to
convert the sharp angle to a smooth curve throughout the path.
It is commonly believed that deep convolutional neural networks (CNNs)
are good for vision-based pattern recognition problems. Hence, CNNs have
been applied to improve the perception of robots. For example, Steccanella et
al.34 proposed a two-stages approach to detecting waterline and obstacles un-
der the detected waterline based on images from low-cost autonomous boats,
with CNN and vision techniques respectively, for environmental monitoring, and
their statement of the computing at 10 frames per second on an embedded GPU
board indicates the computing cost of the proposed vision-based method; Wu
et al.43 proposed a two-stages path planning method based on a CNN. Firstly,
the comprehensive features are extracted directly from original images of roads
through a CNN; then, robots determine their moving direction in terms of the
classification results from the CNN; This approach is good for a static envi-
ronment, but not good for dynamic environments. Hence, it could be applied
for robots’ pre-training to get an initial path in an static environment. Due to
the computing complexity, the first stage is completed off-line. Online neural
network training to adapt the dynamic environment is still an open question.
Various meta-heuristic algorithms have been developed for robot path plan-
ning as well. Usually, these approaches transform the path planning problem to
an optimisation problem to implement offline planning by producing a shortest
path in an static environment with stationary obstacles, such as the ant colony
algorithm,6, 31 Genetic Algorithms,19 the simulated annealing based approach14
and Particle Swarm Optimisation (PSO).1 As they are time consuming, off-line
planning is needed. Based on the path generated by off-line planning, the robot
travels through the stationary obstacles, then the robot will recalculate the path
when a dynamic obstacle appears on the path. The issue of such two stage ap-
proaches is that the remaining path might not be the best after recalculating
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the path to pass the detected dynamic obstacle, especially in dense obstacle
environments.
Herojit Singh and Khelchandra17 proposed a mobile robot navigation ap-
proach based on fuzzy genetic algorithm (GA). Information about the distance
and angle of obstacles from the robot is obtained by the exploration of three
directions in front of the robot (40◦, 0◦ and −40◦). When all three paths are
blocked by obstacles, the fuzzy system is used to avoid obstacles; otherwise,
the conflict-free path is selected from the three directions. The GA is used to
find the optimal range of linguistic values of the variables of the membership
function. It is shown that fuzzy-GA with the three-paths concept is computa-
tionally efficient, compared to other hybrid methods. Wan et al.37 proposed an
improved Ant Colony Algorithm, combining the Morphin algorithm for mobile
robot path planning. In the process of the global optimisation, the Morphin
algorithm is applied for local path planning in each step.
The Morphin algorithm was proposed based on the Ranger algorithm by
Simmons33 for obstacle avoidance and safeguarding of a lunar rover in space.
The Morphin path planning is an area-based approach. The basic idea is that
the patches of terrain are analysed to determine the traversability of each patch.
The Morphin algorithm has the merits of low computing complexity and thus it
can implement the real-time performance for a robot’s path planning.48 Hence,
the Morphin algorithm has been widely applied for path planning in an uncertain
environment with dynamic obstacles,37, 55 and it, integrating in a global path
planning algorithm, has achieved good performance for the path planning in
indoor and complex environments.44, 52
Various approaches for robot path planning have been developed by re-
searchers,13 and obtained significant performance in solving certain aspects of
the path planning problem. However, they have their own disadvantages.29, 35
Therefore, a high-performance autonomous navigation system in effectiveness
and efficiency is still demanded.
2 The Proposed System
A navigation system of a mobile robot is thoroughly investigated, regarding
all the six steps shown in Fig. 1. Initially, the robot sets a sliding window,
the center of which is the robot; the environmental data is collected from the
laser scanner on the robot; static and/or dynamic obstacles in the surround-
ing environment are detected based on the data within the window, using the
adaptive-threshold clustering algorithm; a simple decision tree, learned from
experienced parameters, is used to determine the types of obstacles (new, dy-
namic or static); the movement of dynamic obstacles is computed, in terms of
their speed and direction and the relation between the robot and the detected
obstacles, and the potential of conflict is predicted; the Morphin algorithm is
applied to avoid obstacles if a potential collision in front of the robot is not
avoidable; finally, the robot updates its state, moving toward the generated lo-
cal sub-target, and correspondingly, the sliding window is updated; the process
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Figure 1: The flow chart of the navigation system
is repeated until the robot reaches the global target. Algorithm 1 provides the
pseudo-code of the navigation System.
2.1 Data acquisition from the laser sensor
A Grid Map with a specified resolution is usually created in map-based naviga-
tion.54 In this research, a grid based environment model is established. Assume
the robot is in the global coordinate system, sharing the origin of the global
coordinate system. To collect the information of obstacles in the surround envi-
ronment of the robot, a two-dimensional laser sensor, the product of the German
company SICK, is installed on the robot. The data from the laser scanner on
the robot is proportion to the distance between a robot to an obstacle, which
reflects the time interval between sending and return of the laser beams. In each
step of data collection, the laser scanner scans the front semicircle of the robot,
ranging in [0◦, 180◦], with a angular interval of 0.5◦.
Fig. 2 illustrates the positions of a robot and an obstacle and their relation-
ship in positions. The pair of (ρi, αi) represents the location of an obstacle in
the local polar coordinates, where the robot is the original point, ρi indicates
the length of a laser beam, representing the distance between the obstacle and
the robot, ϕi ∈ [0
◦,180◦], i = 0...360, indicating the index of the laser beam;
αi is the angle between a laser beam and the robot’s direction, θR is the angle
of the robot in the global polar coordinates. The coordinates of the obstacle’s
position in the global coordinate system can be calculated with Eq. (1). The
global coordinates (xo, yo) of an object can be transferred to the coordinates
(x′o, y
′
o) in the grid map with Eq. (2).
xo = xR + ρicos(θR − αi),
yo = yR + ρisin(θR − αi). (1)
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Algorithm 1 RobotNavigation(rw, R, Target)
Initialise(rw, R); /*a sliding window with radius of rw */
t=0;
while (R has not reached the target) do
D=ReadData(); /*from laser scanner*/
Ochain = Clustering (D);
for (Ok(t) ∈ Ochain(t)) do
Otype =ObstacleRecognision(Okt, Ochain(t− 1));
Oinfo=calculateObstacleInfo(Ok(t),Otype);
Collision = CollisionPrediction(Oinfo, R);
if (Collision 6= NULL) then
if (Collision is avoidable) then
VR = VR −∆VR; /*slow done the robot*/
else
Mophin(Collision, R);
end if
break;
end if
end for
update(R, rw);
t = t+ 1;
end while
x′o = floor(
xo
r
+
1
2
),
y′o = floor(
yo
r
+
1
2
), (2)
where, r is the resolution of the grid map (see Fig. 3).
2.2 Data Clustering for Obstacle Detection
After collecting the data from the laser scanner, the robot will check if there
exist any obstacles within the sliding window. An adaptive threshold nearest
neighbor clustering method is developed to group data points. It is believed
that the data out of the sliding window (i.e. ρ > rw) does not provide any
hazard to the robot. Hence, it will not be used for clustering, like O3 in Fig. 3,
as ρ3 > rw. The Euclidean distance is used to represent the distance between
two data points. Two available consecutive data points (ρ2 and ρ4) are believed
to belong to different obstacles, respectively, if the distance between them is
larger than the distance between two neighbouring laser beams that have the
identical length and the angular interval 0.5 (e.g. ρ1 and ρ2). Therefore, a
threshold θ is defined, linearly related to the value of [ρ(t)sin(0.5)], which is
the approximate of the distance between two neighbouring data points in one
cluster. θ is proportional to the current laser beam ρ(t). As the shape of an
obstacle could be irregular, we use an adaptive rate λ to indicate the irregularity
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Figure 3: The Grid Map Model
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of obstacle shapes. Due to the introduction of λ, two closed obstacles could be
viewed as one cluster. This could improve the robustness of the clustering
algorithm. For the rectangle of obstacles, λ can be set to close to 1.
θ = λρ(t)sin(0.5◦); (3)
To cluster the data points, one can calculate the distance between the current
data point and the previous data point in turns of the data points from 0◦ to
180◦. If the distance is larger than the threshold, then the current data point
belongs to a new cluster, otherwise, it belongs to the cluster that the previous
data point belongs to. A cluster represents an obstacle. Finally, the clustering
algorithm will produce a chain of obstacles Ochain (Eq. (4) at time t.
Ochain = {O1(t), O2(t), ..., On(t)}. (4)
The attributes of an obstacle, Ok(t)), can be represented as the vector of four
items in Eq. (5).
Ok(t) = (Zk(t), Sk(t), ξk(t), Vk(t)), (5)
where, Zk(t) is the center of Ok(t), Sk(t) is the area of the grids that Ok(t)
occupies, ξk(t) is the coincidence of Ok(t) to an obstacle at time t−1, and Vk(t)
is the speed of Ok(t). If Ok(t) is a dynamic obstacle, then Vk(t)>0, otherwise,
Vk(t)=0. Assume Ok(t) is represented by cluster Ck, which includes nk laser
beams, l1, . . . , lnk, and li = (ρi, αi). The center Zk(t) of Ok(t) can be calculated
with Eq. (6), and the global coordinates of the center can be calculated with
Eq. (1).
αk =
∑nk
i=1 αi
nk
,
ρk =
∑nk
i=1 ρi
nk
. (6)
It is easy to obtain the pairs (min(ρ), min(α)) and (max(ρ), max(α))) in
cluster Ck, which determine the edges of cluster Ck. The global coordinates of
cluster edges (xk,min, yk,min), and (xk,max, yk,max) can be calculated with Eq.
(1); Further, the grid coordinates of cluster edges,(x′k,min, y
′
k,min), and (x
′
k,max,
y′k,max) can be calculated with Eq. (2). Hence, the area Sk covers all grids
within the coordinates ranges, expressed by Eq. (7).
x′k ∈ [x
′
(k,min), x
′
(k,max)],
y′k ∈ [y
′
(k,min), y
′
(k,max)]. (7)
One can calculate the global and grid coordinates of all data points in Ck at
time t with Eq. (1) and (2), respectively. Assume obstacles O(t) and O(t − 1)
occupy areas S(t) and S(t− 1), respectively. The grid coordinates of S(t) and
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S(t− 1) are shown in Eq. (8).
x(t) ∈ [xmin(t), xmax(t)],
y(t) ∈ [ymin(t), ymax(t)],
x(t − 1) ∈ [xmin(t− 1), xmax(t− 1)],
y(t− 1) ∈ [ymin(t− 1), ymax(t− 1)]. (8)
If S(t) and S(t− 1) fully overlap, the (xmin, ymin) and (xmax, ymax) of the two
areas should be the same. Hence, Eq. (9) is true.
S(t) ∩ S(t− 1) = S(t),
S(t) ∪ S(t− 1) = S(t). (9)
If xmax(t − 1) < xmin(t) or xmin(t − 1) > xmax(t) or ymax(t − 1) < ymin(t) or
ymin(t − 1) > ymax(t), then the two areas do not overlap, otherwise, the two
areas overlap partially or fully.
If S(t) and S(t − 1) partially overlap, their x ranges and y ranges overlap.
Hence, one can sort the boundary values of x at times t and t − 1, and the
boundary values of y at times t and t − 1. Then the order of x boundary
values xb1 ≤ xb2 ≤ xb3 ≤ xb4 and the order of y boundary values yb1 ≤ yb2 ≤
yb3 ≤ yb4 can be obtained. Hence, the overlapping area has the boundary of
[(xb2, xb3), (yb2, yb3)], and the number of overlapping grids can be calculated
with Eq. (10).
S(t) ∩ S(t− 1) = (xb3 − xb2 + 1)(yb3 − yb2 + 1); (10)
The total number of grids that the two obstacles occupy can be calculated with
Eq. (11).
S(t) ∪ S(t− 1) = S(t) + S(t− 1)− S(t) ∩ S(t− 1). (11)
Further, the coincidence of Ok can be expressed as Eq. (12).
ξk(t) =
S(t) ∩ S(t−1)
S(t)
. (12)
The spatial correlation (ςk1,k2) between two obstacles can be expressed as a
function of two parameters: the distance (δ) between the centres of two clusters
and the non-overlapping rate (η), and ςk1,k2 can be calculated with Eq. (13),in
which, δ and η are expressed with Eq. (14), and yδ and yη are the efficiencies.
ςk1,k2 =ς(Ok1(t), Ok2 (t− 1))
=yδ
1
δ + 1
+ yη
1
η + 1
. (13)
δ = ||Zk1(t), Zk2(t− 1)||,
η = 1−
(Sok1 (t)
⋂
SOk2 (t− 1))
(Sok1 (t)
⋃
SOk2 (t− 1))
. (14)
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Figure 4: The types of obstacles
If Ok(t) and Ok(t − 1) represent the same obstacle, the distance between their
centres should be zero (i.e. δ = 0). If two obstacles fully overlap, η = 0; If two
obstacles are isolated, η = 1. Assume yδ=0.5 and yη=0.5. Two fully overlapped
obstacles have ς=1. The maximal value in all spatial correlations between Ok(t)
and all Ok2 (t− 1) ∈ Ochain(t− 1) is denoted as ςk(t),max, and expressed in Eq.
(15). The maximal spatial correlations of Ok(t) is one of important parameters
for distinguishing the type of the obstacle.
ςk(t),max = maxk2=1..nk(t−1)ςk(t),k2(t−1). (15)
2.3 Recognition of Obstacle Types
For each obstacle, Ok(t) ∈ Ochain(t), one can easily calculate the center Zk(t),
the grid area Sk(t), and the coincidence ξk(t) with Eqs. (6)- (12), as well
as the spatial correlation with Eqs. (13) and (14). Further, one can identify
the maximal spatial correlation ςk(t),max of obstacle Ok(t) to the obstacles in
Ochain(t − 1). Fig. 4(a)-(c) show three types of obstacles: new, dynamic and
static. To recognise which type of obstacle is met by the robot in its surrounding
environment, a simple decision tree is used, as shown in Fig.5. In the decision
tree, the first attribute node is the maximal spacial correlation ςk,max of the
obstacle Ok(t). Two thresholds θς1 and θς2 of the spatial correlation are set
to recognise whether an obstacle is new or static, where, (0<θς1 < θς2<1). If
ςk,max < θς1 , then it is a new obstacle (Fig. 4 (a));if ςk,max > θς2 , then the
obstacle is static (Fig. 4 (c)); if ςk,max ∈ [θς1 , θς2 ], then it might be a dynamic
obstacle (Fig. 4 (b)) or not. So, it will be further assessed in terms of the
distance δ (0 ≤ δ < rw) between two obstacles’ centres. A threshold θδ of the
centre distance is set to further judge whether the obstacle is static or not. If
δ < θδ, it can be recognised as a static obstacle, otherwise, a threshold θξ of
the obstacle coincidence ξk(t) is used to further judge whether the obstacle is
static or dynamic. If ξk(t) < θξ , then it is dynamic, otherwise, static. Here, all
threshold values are obtained through primary experiments.
12
,max
Figure 5: Obstacle Recognition with Decision Tree
2.4 Movement of a dynamic obstacle
If the obstacle is dynamic, the speed and angle of its movement will be further
calculated. Fig.6 illustrates the motion process of the obstacle and the robot
from t − T to t in the global coordinates system, where, T is the time period
of laser scanning from 0◦ to 180◦. A moving robot in the environment has the
global coordinates R(x(t), y(t)) at time t and R(x(t−T ), y(t−T )) at time t−T .
One can easily calculate the global coordinates of the obstacle, Ok(xk(t), yk(t))
at time t and Ok(xk(t − T ), yk(t − T )) at time t − T , in terms of the values of
laser beams at time t and t−T , via Eq.(1). It is easy to calculate the speed vo,
the direction angle αo and the distance do of the moving obstacle from t−T to
t via Eq. (16). In the same way, one can calculate the speed vR, the direction
angle αR and the distance dR of the moving robot from time t− T to t.
vo =
do
T
,
αo = arctan(
xk(t)− xk(t− T )
yk(t)− yk(t− T )
),
do =
√
(xk(t)− xk(t− T ))2 + (yk(t)− yk(t− T ))2. (16)
The potential collisions ahead can be predicted in terms of the states of the robot
and the obstacle. There could be eight scenarios where a robot is running, as
shown in Fig. 7. Scenario (a) is the simplest that there is no obstacle, where,
the robot is running in the straight direction towards the target; In scenario (b),
an obstacle is statically staying on the path where the robot is going, and the
potential collision is just at the place where the obstacle is, if the robot does not
change its path; In scenario (c), an obstacle at the probing area of the robot may
cross the path of the robot before the robot arrives the crossing point, which
13
Figure 6: Motion process of an obstacle
may be a potential collision point if robot speeds up; in scenario (d), an obstacle
at the probing area of the robot may cross the path of the robot, but it has not
arrived at the potential collision point when the robot arrives there; in scenario
(e), the robot would collide with the obstacle, when they arrive at the crossing
point between the robot’s path and the obstacle’s path at the same time; in the
scenario (f), the obstacle is moving on the path of the robot but towards the
robot, hence, the robot would collide with the obstacle, if it does not change its
path; in scenario (g), the robot and the obstacle are moving on the same path,
and the robot is behind the obstacle, but faster than the obstacle, then the
robot would collide with the obstacle at a point on the path if the robot neither
deduces its speed nor changes its path; scenario (h) shows both dynamic and
static obstacles are on the path of the robot. This requires robot could avoid
both obstacles on the path in real-time, no matter how close the two obstacles
are.
2.5 Obstacle collision avoidance
The classic Morphin algorithm is used to implement the local path planning
based on limited environment information. If a robot identifies an obstacle, and
finds that it might collide with the obstacle, then it will set up a few alternative
paths, and select the best path in the alternative paths to replace the path
where the robot and the obstacle will meet, thus avoiding the obstacle (Fig. 8).
In the eight scenarios (Fig. 7), scenarios (b),(e)-(h) exist potential collisions.
Hence, the robot needs to adjust their running parameters. For scenario (e),
the robot and the dynamic obstacle are running on the crossing paths and could
meet at the crossing point, hence, the robot only needs to reduce its speed, thus
allowing the dynamic obstacle to pass the potential collision point before the
robot reaches the point, or increase its speed to enable itself to pass the potential
14
Figure 7: Eight scenarios
Figure 8: Morphin Paths
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collision point before the obstacle arrives at the point; for scenario (g), the robot
can reduce its speed, make it keep a certain distance to the obstacle in front
of the robot. The Morphin algorithm assumes that the robot is facing to the
obstacle. Hence, it is applicable for scenarios (b) and (f). We can connect the
robot’s current position and the center of the obstacle to form a centerline, and
draw several arcs on the left side and the right side of the centerline (Fig. 8).
Strictly, the central line should be the link between the robot’s position and the
potential collision point (PCP) (red point in Fig. 7(a) and (e)).
As the robot is running in a grid environment, each of alternative arcs could
occupy several grids. In the robot navigation, the path length is an important
performance indicator. Moreover, the robot should not bear away from original
path very much, hence, the turning angle should be as small as possible. Hence,
the evaluation of each arc can be done in terms of the parameters of the arc in
the grid environment, such as the arc length, the angle to the line from the robot
to the target, as well as the distance between the path end and the sub-target.
Wan et al.37 formulated the evaluation function of each arc as Eq. (17).
y =
{
∞, if the path crosses an obstacle (a PCP),
ε1L+ ε2G+ ε3∆L+ ε4W, others.
(17)
where, L is the length of each arc path, which is represented with the number
of grids that the arc goes through from the start point (the place of robot) to
the endpoint of the arc; G is the parameter at the inflexion point on each arc
path, and it is to ensure the robot does not go far away; ∆L is the average
distance from each grid where the arc goes through to the sub-target on the
global path, and it is to ensure the alternative path has a small distance to the
sub-target; For scenarios (a) and (e), the sub-target could be set at the point of
next grid close to the obstacle or collision point; W = 11+m , m is the number
of grids where both the arc and the global path go through; The parameter W
is to ensure the alternative path as close to the global path as possible. ε1, ε2,
ε3, ε4 are the coefficients of the four items, respectively. If the arc crosses the
obstacle, the value of y is ∞, and the smallest y indicates the alternative path
is the best in the local probing area of the robot.
For the simplicity of computing, the arcs can be drawn in straight lines (Fig.
9), and the length of all paths beside the central line is the same as the length
of the central line from the robot to the potential collision point. Hence, the
evaluation function could be simplified as Eq. (18) regardless of the arc length
L.
y =
{
∞, if the path crosses an obstacle (a PCP),
κ1|G|+ κ2∆L+ κ3W, others.
(18)
where, G is the angel between an alternative path and the central line (e.g. G1,
and G2), −
pi
2 < G <
pi
2 ; ∆L is the distance between the target and the sub-
target (R′ in Fig. 9), divided by the grid edge length; W represents the number
of times when the line between an alternative path endpoint and the sub-target
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Figure 9: Morphin paths on a grid map
point intersects the global path. Obviously, if the current position of the robot
is on the global path (the straight line from start to the target), W is at most
1/2. If the robot is not on the global path, it is possible that a path does not
intersect any grid on the global path, for which, W =1. The larger the number
of grids where the path intersects the global path, the smaller the value of W .
κ1...κ3 are the weights of parameters in the evaluation function, respectively.
For example, as shown in Fig. 9, G1 < G2, ∆L1 < ∆L2, the number of grids
where both l1 and the global path go through is 4, while the number of grids
where both l2 and the global path go through is 3. Hence, W1 =
1
4+1 = 0.2,
W2 =
1
3+1 = 0.25, and W1 < W2. Obviously, l1 is a better path than l2, as yl1
< yl2 .
There is no potential collision in scenarios (c) and (d). Hence, the robot will
not change its moving parameters and continue. In scenario (e), the robot will
stop until the obstacle passes the predicted collision point; in scenarios (b) and
(f), a potential collision is identified, and the robot has to change its direction.
Hence, the robot calls the Morphin algorithm to select the optimal alternative
path in stead of the original path to avoid the potential collision; in scenario
(g), the robot could slow down to avoid the potential collision. However, if the
potential collision point has been in the sliding window, to avoid the rear-end
accident, the robot either stops or call the Morphin algorithm to change the
direction. Scenario (g) is different to Scenario (f), as the robot and the obstacle
in Scenario (g) are moving in the same direction. In this research, for scenario
(g), the robot will slow down or stop to avoid potential collision.
3 Experiments and Evaluation
The experiments include three parts: (1) the simulation experiments; (2) time
performance assessment for different scenarios on a physical mobile robot, and
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(3) robustness test on a physical mobile robot in an environment with multiple
obstacles.
3.1 Simulation experiments
The simulation is to verify the effectiveness of the proposed navigation system
through some experiments. A specific start point and a specific target point
are setup for robot’s navigation tasks. All parameters in the experiments are
set through the primary experiments with trial and error method. A 20 × 20
grid environment with many static obstacles is setup. The edge of each grid
is set to 500mm. The radius rw of the sliding window is set to 8 grids. As
all obstacles added to the grid environment have a regular shape, the λ value
of adaptive threshold for data points clustering is set to 1.2; for simplicity, the
values of thresholds in the decision tree (Fig.5) for obstacle recognition are set
as: θς1=0.30, θς2=0.7, θδ=0.4, θξ=0.5, respectively. The parameters (κ1 ∼ κ3)
of Morphin Algorithm are set to 1, 1.3 and 0.6, the same as the corresponding
values of ε2 ∼ ε4 in.
37 Three experiments are conducted: (1) static obstacles
only; (2) some dynamic obstacles appear in the grid environment; (3) static and
dynamic obstacles appear instantly.
3.1.1 Static obstacles in the environment
Assume there is a density of static obstacles in the experiment environment (Fig.
10) and no dynamic obstacles appear during the navigation of the robot. The
start point is the bottom-left corner of the grid map, and the target is the top-
right corner of the grid map. A mobile robot is moving from the specific start
point to the specific target point in the unknown environment. The global opti-
mal path is the straight line from the start to the target. During the navigation,
if the mobile robot finds a static obstacle on its global path in the grid environ-
ment, it will call the Morphin path planning to avoid the obstacle towards next
sub-target. In each step of the navigation, robot uses its current position as the
centre to update the sliding window and moves towards the next step. The local
sub-targets are updated towards the global target step by step, and constructs
an actual trajectory from the start to the target (Fig. 10(a)-(d)). Finally, the
robot completes the navigation. The experimental results demonstrate that the
robot can effectively avoid the obstacles with multiple static obstacles on the
global optimal path from start to the target.
3.1.2 Instantly appeared dynamic obstacles in the environment
No matter what scenarios in which a robot is running, the robot will generate
a local sub-target in each step. The computing complexity is increased for
predicting potential collision point and path planning to avoid the dynamic
obstacle. Fig. 11 shows the simulation of the local path planning process by
adding three types of dynamic obstacles to the experimental environment. The
mobile robot starts from the bottom-left corner, retrieves the data from the laser
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(a) Moving process 1:start point (b) Moving process 2
(c) Moving process 3 (d) Moving process 4
Figure 10: Local path planning in a static environment
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(a) Starting point: Adding ob1 (b) Avoiding Ob1, adding Ob2
(c) Avoiding Ob2, adding Ob3 (d) Avoiding Ob3, reaching the target
Figure 11: Local path planning in an environment with dynamic obstacles added
instantly
scanner, and identifies the dynamic obstacle Ob1 in the current probing area.
The robot calculates the motion parameters of Ob1, and predicts that it will
not reach the point where Ob1 crosses the path. This is Scenario (c) in Fig.7.
Hence, the robot will not collide with Ob1, and it will keep the original speed
and the moving direction. The mobile robot continues and finds Ob2, a moving
obstacle. The robot predicts that it will reach the point at the time when the
obstacle crosses the path. Namely, the robot could collide with Ob2, as shown
in Scenario (e) of Fig.7. Hence, it stops or slows down until Ob2 passes the
collision point (Fig. 11 (c)). When a dynamic obstacle Ob3 appears on the path
that the robot is going through in the opposite direction towards the robot, as
scenario (f) in Fig. 7, the collision is unavoidable if the robot does not change
its direction. The robot predicts the potential collision point, calls the Morphin
algorithm to get an optimal path, and moves to the sub-target, then follows the
global path until reaching the final target, as shown in Fig. 11 (d).
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Table 1: Movement speed and angle of obstacle
D1 D2 D3 D4
v 450mm/s 760mm/s 510mm/s 805mm/s
α 80.83◦ 62.47◦ 91.05◦ 180.09◦
3.1.3 A mixed case
Fig. 12 illustrates the navigation process of instantly adding static and dynamic
obstacles in the environment. In each step, the sliding window is updated in
real time, and the trajectory of the robot actually forms the center trajectory of
the sliding window. In Fig. 12, V1, V2, V3 & V4 denote the sliding windows, S1,
S2, S3 & S4 are static obstacles in the environment, and D1, D2, D3−1, D3−2
& D4 are the dynamic obstacles appearing in the environment. The speeds and
the angles of the four dynamic obstacles detected in the environment are shown
in Table 1. As illustrated in Fig. 12, when the robot creates the sliding window
V1, at point A, it finds the static obstacle S1, and executes the Morphin path
planning to avoid the collision with S1. The robot moves from A to B, and finds
the dynamic obstacle D1 with the speed of 450mm/s and the angle of 80.83
◦;
It predicts that there is no potential collision with S1, and continues toward
the target; A sliding window of V2 is created immediately after the robot runs
beyond the probing area of V1. When the robot moves from C to D, it finds
the static obstacle S2 and the dynamic obstacle D2 with the speed of 760mm/s
and the angle of 62.47◦, and predicts that there will be no collision with both of
S2 and D2. At point D, the robot finds S3 with potential collision, it executes
the Morphin path planning again to avoid S3; In the same way, when the robot
is beyond the range of V2, a sliding window of V3 is updated. At point E, the
robot finds the dynamic obstacle D3−1 at a speed of 510 mm/s and the angle
of 91.05◦, and predicts that it could collide with the obstacle at point O1. The
robot stops until the obstacle D3−1 passes the potential collision point on the
path to become D3−2 in the environment. In the sliding window of V4, at point
F , the robot finds the dynamic obstacle D4 in the opposite direction towards
the robot, at the speed of 805mm/s and the angle of 180.05◦. The robot predicts
that the obstacle could collide with it at point O2, if it does not change its path
immediately. Hence, the robot executes the Morphin path planning immediately
to select an optimal path, thus avoiding the collision with the obstacle D4.
3.2 Experiments for Time Performance Assessment
3.2.1 The Robot in the Experiment
An “UP-VoyagerII-A” mobile robot (Fig. 13 (a)), the product of Beijing Bochuang
Xingsheng Robot Technology Co., Ltd., is used for the performance test exper-
iment. The robot is equipped with a SICK two-dimensional laser scanner, a
twelve sonar ring, a Logitech camera and an odometer. But the data is collected
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Figure 12: Simulation results for the mix case
22
Table 2: Specification of Voyager-II
Item names Description
SICK Laser scanner Cover 0 180◦, 0.5◦ resolution, 361
points in the range [0,180◦]
12 sonar sensors Cover 360◦, each sensor can detect
obstacle within 30◦ cone
camera Logitech camera
motor encoder 500 units per circle
Dell XPS15-9550-R4825 control and communicate with the
robot
(a) UP-VoyagerIIA
(b) The lab environment
Figure 13: The UP-VoyagerIIA Robot and the Lab Environment
from the laser sensor. The robot has an self-loading computer with i7-6700HQ,
4-Core processor, 16GB memory, GTX960M, and 2G discrete graphics. Table 2
provides the specification of technical parameters of the robot. On the Ubuntu
14.04 of the PC, ROS indigo is running. Fig. 13 (b) depicts the environment
for the experiments of robot’s navigation. The developed navigation system is
embedded into the robotic system. The robot is driven within the specified en-
vironment without any obstacle, and the environment information is collected.
A high quality of grid map of the environment is produced and visualised in the
window of the RVIZ system, as shown in Fig. 14.
3.2.2 Experiments and Assessment
The experiments are conducted for all the eight scenarios in Figs. 7 (a) - (h) in
the robotics lab. A mobile robot will start from the same point, automatically
search and avoid obstacles on its path, and finally reach the same target. The
initial speed of the robot VR = 100mm/S, and the straight-line distance between
the start point and the target is 6m. The start time is recorded when the mobile
robot starts, and the end time is recorded when the robot reaches the target. In
order to reduce the random errors, each experiment is repeated three times, and
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Figure 14: The grid map of the robot lab environment
the average running time of the robot is calculated. The experimental results are
shown in Table 3. Experimental results show: for scenario (a), the robot does
not meet any obstacle, thus directly reaches the target with smallest time; for
scenario (b), the robot finds a static obstacle, successfully avoids the obstacle,
and reaches the target; for scenario (c), the robot finds a dynamic obstacle,
which has a faster speed than the robot, the robot predicts the obstacle will
pass the path before it reaches the potential collision point, keeps the original
speed and direction, and safely reaches the target; for scenario (d), the robot
finds a slower obstacle, the robot predicts that it will not conflict with the
detected obstacle if the robot keeps the original speed and the direction; for
scenarios (e), (f) and (g), the robot must adjust moving direction or speed,
it will conflict with the obstacle. For scenario (e), the robot either speed up
or slow down to avoid the obstacle; for scenario (f), the robot must change
direction, so the robot applies the Morphin algorithm and successfully avoids
the obstacle; for scenario (g), the robot reduces its speed, so that it is slower
than the obstacle in its front; The experimental results demonstrate that the
robot can continuously deal with different obstacles in its front.
From the results in Table 3, it can be concluded that:
(1) the results for scenario (a) shows the robot spent the shortest time to
reach the target, namely, for all other scenarios, the robot needs to spend
some time to detect and avoid obstacles, and select a proper path.
(2) for scenarios (c)and (d),although the robot does not need to change its
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Table 3: Approaching times of the robot for different scenarios
Scenarios Approaching time(s) Av. (s)
(a) No obstacle 61.77 62.00 61.98 61.92
(b) a static obstacle in front of the robot 65.48 64.37 63.89 64.58
(c) a faster dynamic Obstacle 62.68 62.27 61.57 62.17
(d) a slower dynamic Obstacle 62.05 62.24 61.94 62.07
(e) Predicted collision with a dynamic Obstacle 64.53 65.02 64.97 64.87
(f) a dynamic obstacle in opposite direction to-
wards the robot
76.12 77.20 76.45 76.59
(g) a slower dynamic obstacle in the same direction
in front of the robot
75.61 76.01 75.92 75.85
(h) mix obstacles 77.85 78.56 78.97 78.46
moving direction and speed to reach the target, it still needs to spend time
to detect the obstacle and make the decision. For these two scenarios, the
running times of the robot are similar, but they are shorter than that
for scenarios (b) and (e), in which, the robot needs to run the Morphin
algorithm to select a suitable path.
(3) for scenarios (b) and (e), the running time of the robot is for obstacle
detection, obstacle classification, collision prediction and path planning.
Obviously the running time is longer than that in Scenarios (c) (d). The
average time for static obstacle (Scenario (b)) is slightly less than that for
dynamic obstacle (Scenario (e)).
(4) for scenario (f), as the obstacle is running in the opposite direction towards
the robot, the robot detects the obstacle multiple times, and even after the
robot changes its direction, the obstacle is still in the range of the sliding
window. Hence, the running time is longer than Scenarios (a) - (e).
(5) for scenario (g), the obstacle is running in the same direction as the robot,
the robot is faster than the obstacle and follows after the obstacle, hence,
the distance between the robot and the obstacle is getting closer and
closer. In this scenario, the robot detects the obstacle many times, and
once the robot identifies that it could collide with the obstacle, it will slow
down and keep a certain distance to the obstacle. Hence, the running
time of the obstacle is longer than scenarios (a) - (e), but slightly shorter
than scenario (f), as in Scenario (g), the robot does not call the Morphin
function for path planning.
(6) In scenario (h), the robot needs to deal with two obstacles: a static obstacle
and a dynamic obstacle. Hence, the robot continues detecting obstacles
on the path towards the target. When the robot finds out the dynamic
obstacle, it reduces its speed to avoid the potential concision; when the
robot finds out the static obstacle on the path, the robot needs to call the
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Morphin function for path planning. Therefore, the running time of the
robot, reaching the target, is longest in all scenarios.
3.3 Robustness of the Navigation System in an Environ-
ment with Multiple Obstacles
The robot, used for the validation of robustness, is the same as in Experiment
2, and the experiments are conducted in the same lab environment,but with
multiple static or dynamic obstacles. Robot’s speed VR = 100mm/s, VOb1=0
mm/s, VOb2=75 mm/s, VOb3=150 mm/s, VOb4=100 mm/s.
First, in the way as in Experiment 2, a grid map of the lab environment is
created. Secondly, the start and the end points of robot navigation are setup.
Under the static environment without dynamic obstacles, the robot can run
along with the optimal path, the straight line from the start point to the target,
shown as the yellow line in the grid map Fig. 14.
In the lab environment, adding some temporary static and dynamic ob-
stacles, the mobile robot detects obstacles through the laser scanner, classifies
obstacles, predicts the state of obstacles, and avoids them on the path. Fig.
15 depicts the process of robot navigation from the start to the target. The
green line is the optimal line, and the blue line is the real path that the robot
executes. As shown in Fig. 15 (a), the actual moving path of the mobile robot
is along with the blue line, while the static and dynamic obstacles are added
successively. The mobile robot moves along the global path from the start point.
When finding a static obstacle Ob1 appeared on the global path (Scenario (b)),
the robot calls the Morphin algorithm, and changes its path.
After safely avoiding the obstacle Ob1, the robot gets back to the global
path; after moving for a distance, a dynamic obstacle Ob2 is detected (Fig. 15
(b)), and the potential collision is predicted to occur at the front of the robot
(Scenario (e)). The obstacle avoidance strategy is that the mobile robot stops
in the place until the obstacle passes the path and leaves away (Fig. 15 (c)).
As shown in Fig. 15 (d), when the dynamic obstacle Ob3 is detected, the
mobile robot predicts the potential collision and judges that the original speed
can be maintained (Scenario (d));
As show in Fig. 15 (e), when the obstacle Ob4 is detected, the predicted
collision is inevitable (Scenario (f)), hence, the robot carried out the Morphin
algorithm immediately, and changes its path before the collision to avoid the
obstacle, and then goes back the global path, and finally, it reaches the target
(Fig. 15 (f)).
Briefly, the experimental results have proved that the proposed navigation
system is effective. As the computing is simple, the navigation can perform
in real-time. It can be seen that, for Scenarios (b) and (f), the robot can
effectively avoid the potential collision if it changes its path, using the Morphin
path planning; for Scenarios (e) and (g), the robot can avoid the potential
collision by stopping or slowing down its speed; for Scenario (g), if the robot
needs to overtake the slowly moving obstacle in its front, then it needs to call
the Morphin algorithm to change its path, which is similar to the Scenario (f).
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(a) Starting point: Static ob1 detected (b) Avoiding static Ob1, dynamic Ob2 de-
tected
(c) keep moving with original speed, avoiding
Ob2
(d) Dynamic Ob3 detected
(e) Avoiding Ob3, dynamic Ob4 detected (f) Avoiding Ob4, reaching the target
Figure 15: Local path planning in the lab environment
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But it should be noticed that the sub-target, at which, the robot goes back to
the global path for Scenario (g) should be further than the sub-target on the
global path for Scenarios (b) and (f), as the obstacle in Scenario (g) is running
on the same direction as the robot.
4 Conclusions
We have developed a new navigation algorithm, which borrows the concept of
polar histograms in VFH for obstacle detection, using an adaptive threshold
clustering algorithm, classifies the detected obstacles, predicts the potential col-
lision and finds the optimal path with the simplified Mophin algorithm. The
computing complexity of the proposed algorithm is good, as it avoids the train-
ing process of machine learning model, thus implementing the full autonomy of
a robot with a fast and effective navigation in an unknown environment. The
eight scenarios are analysed and tested in simulation and on a physical robot.
The experimental results demonstrate that the proposed navigation system en-
ables a mobile robot to effectively and efficiently avoid any static and dynamic
obstacles on the path, where the robot goes through. As the navigation system
was implemented with a good modularity, it is easy to replace any modules in
the system with other algorithms. This could provide a good platform for future
research.
The study of scenario (g), a robot is faster than a dynamic obstacle ahead
of the robot in the same direction, could be applied for autonomous vehicles
to avoid the potential rear-end accidents, which is a critical challenge in au-
tonomous vehicles. Further research on scenario (g), overtaking a dynamic
obstacle to avoid the rear-end accident, the verification of the maximal speed of
the robot in different cases in a real environment, as well as the improvement
of the real-time performance of the navigation system, will be the future work.
References
[1] A. A. Ahmed, T. Y. Abdalla, and A. A. Abed, Path planning of mobile
robot by using modi ed optimized potential eld method, International Jour-
nal of Computer Applications, 113 (2015), pp. 6-10.
[2] T. Bailey and H. Durrant-Whyte, Simultaneous localization and mapping
(slam): part ii, IEEE Robotics & Automation Magazine, 13 (2006), pp.
108-17.
[3] F. Bonin-Font, A. Ortiz, and G. Oliver, Visual navigation for mobile robots:
A survey, Journal of Intelligent and Robotic Systems, 53 (2008), pp. 263-
288.
[4] J. Borenstein and Y. Koren, Real-time obstacle avoidance for fast mobile
robots, IEEE Transactions on Systems, Man, and Cybernetics, 19 (1989),
pp. 1179-1187.
28
[5] J. Borenstein and Y. Koren, The vector eld histogram - fast obstacle avoid-
ance for mobile robots, IEEE Journal of Robotics and Automation, 7
(1991), pp. 278-288.
[6] M. Brand, M. Masuda, N. Wehner, and X. Yu, Ant colony optimization al-
gorithm for robot path planning, in International Conference On Computer
Design and Applications, vol. 3, Qinhuangdao, China, 25-27 June 2010.
[7] D. Britt, Robots are key to future space exploration, robots vs astronauts.
Blog. accessed 22/07/2019.
[8] C. Cadena, L. Carlone, H. Carrillo, Y. Latif, D. Scaramuzza, J. Neira, I.
Reid, and J. Leonard, Past, present, and future of simultaneous localization
and mapping: Toward the robustperception age, IEEE Transactions on
Robotics, 32 (2016), pp. 1309-1332.
[9] K.-H. Chen and W.-H. Tsai, Vision-based obstacle detection and avoidance
for autonomous land vehicle navigation in outdoor roads, Automation in
Construction, 10 (2000), pp. 1-25.
[10] M. Chen, Y. J. Wu, and H. He, Advances in Computational Intelligence
Systems, UKCI2018, Springer Nature America, Inc, 2018, ch. A Compre-
hensive Obstacle Avoidance System of Mobile Robots Using an Adaptive
Threshold Clustering and the Morphin Algorithm, pp. 312-324.
[11] D. W. Cho and J. H. Lim, A new certainty grid based mapping and navi-
gation system for an autonomous mobile robot, The International Journal
of Advanced Manufacturing Technology, 10 (1995), pp. 139-148.
[12] H. Durrant-Whyte and T. Bailey, Simultaneous localization and mapping:
part i., IEEE Robotics & Automation Magazine, 13 (2006), pp. 99-110.
[13] F. Kamil, S.H. Tang, W. Khaksar, N. Zulkifli and S. A. Ahmad, A re-
view on motion planning and obstacle avoidance approaches in dynamic
environments, Advances in Robotics & Automation, 4(2) (2015). DoI:
10.4172/2168-9695.1000134.
[14] M. S. Ganeshmurthy and G. R. Suresh, Path planning algorithm for au-
tonomous mobile robot in dynamic environment, in The 3rd International
Conference on Signal Processing, Communication and Networking (IC-
SCN), Chennai, India, 26-28 Mar. 2015, pp. 1-6.
[15] B. Gardiner, S. Coleman, T. M. McGinnity, and H. He, Robot control code
generation by task demonstration in dynamic environment, Robotics and
Autonomous Systems, 60 (2012), pp. 1508-1519.
[16] H. He, T. M. McGinnity, C. S.A., and B. Gardiner, Linguistic decision
making for robot route learning, IEEE Transaction on Neural Networks
and Learning Systems, 25 (2014), pp. 203-215.
29
[17] N. Herojit Singh and T. Khelchandra, Mobile robot navigation using fuzzy-
ga approaches along with three path concept, Iranian Journal of Science
and Technology, Transactions of Electrical Engineering, 43 (2019), pp. 277-
294.
[18] R. Huang, H. Laing, and J. e. a. Chen, Lidar based dynamic obstacle
detection, tracking and recognition method for driverless cars, Robot, 38
(2016), pp. 437-443.
[19] M. Jiang, X. Fan, Z. Pei, J. Jiang, Y. Hu, and Q. Wang, Robot path
planning method based on improved genetic algorithm, Sensors and Trans-
ducers, 166 (2014), pp. 255-260.
[20] S. Joshi, Indian scientists are working on a robot to patrol the borders.
Blog, 03 May 2019. Accessed on 22/07/2019.
[21] I. Jung, K.-B. Hong, S.-K. Hong, and S. C. Hong, Path planning of mobile
robot using neural network, in IEEE International Symposium on Industrial
Electronics(ISIE’99), vol. 3, Bled, Slovenia, 22 An Autonomous Robot’s
Navigation 12-16 July 1999, pp. 979-983.
[22] O. Khatib, Real-time obstacle avoidance for manipulators and mobile
robots, in Proceedings of IEEE International conference on Robotics and
Automation, vol. 2, Stanford, CA, USA, Mar. 1985, pp. 500-505.
[23] J. Kocic, N. Jovi ci c, and V. Drndarevic, Sensors and sensor fusion in
autonomous vehicles, in 26th Telecommunications Forum (TELFOR), Bel-
grade, Serbia, 2018.
[24] G. Kovacs, Y. Kunii, T. Maeda, and H. Hashimoto, Saliency and spatial
information-based landmark selection for mobile robot navigation in natu-
ral environments, Advanced Robotics, 33 (2019), pp. 520-535.
[25] J. Liu, Q. YAN, and Z. TANG, Simulation research on obstacle avoidance
planning for mobile robot based on laser radar, Computer Engineering, 41
(2015), pp. 306-310.
[26] J. Luo, C. Liu, and F. Liu, Piloting-following formation and obstacle avoid-
ance control of multiple mobile robots, CAAI Transactions on Intelligent
Systems, 12 (2017), pp. 1-10.
[27] L. Matthies, E. Gat, R. Harrison, B. Wilcox, R. Volpe, and T. Litwin,
Mars microrover navigation: Performance evaluation and enhancement.,
in In Proc. of IEEE Internaitonal Conference of Intelligent Robots and
Systems (IROS), 1995, pp. 433-440.
[28] J. C. Mohanta and A. Anupam Keshari, A knowledge based fuzzy-
probabilistic roadmap method for mobile robot navigation, Applied Soft
Computing Journal, 79 (2019), pp. 391-409.
30
[29] O. Motlagh, S. Tang, N. Ismail, and A. R. Ramli, An expert fuzzy cognitive
map for reactive navigation of mobile robots, Fuzzy Sets and Systems, 201
(2012), pp. 105-121.
[30] H. Ouarda, Neural path planning for mobile robots, Internaitonal Journal
of Systems Applications, Engineering & Development, 5 (2011), pp. 367-
376.
[31] R. Rashid, N. Perumal, I. Elamvazuthi, M. K. Tageldeen, M. K. A. Ahamed
Khan, and S. Parasuraman, Mobile robot path planning using ant colony
optimization, in The 2nd IEEE International Symposium on Robotics and
Manufacturing Automation (ROMA), Ipoh, Malaysia, 25- 27 Sept. 2016,
pp. 1-6.
[32] D. Ray, R. Das, B. Sebastian, B. Roy, and S. Majumder, CAD/CAM,
Robotics and Factories of the Future, Lecture Notes in Mechanical En-
gineering, Springer, New Delhi, 2016, ch. Design and Analysis Towards
Successful Development of a Tele-Operated Mobile Robot for Underground
Coal Mines.
[33] R. Simmons, L. Henriksen, and L. Chrisman, Obstacle avoidance and safe-
guarding for a lunar rover, in Proc AIAA Forum Adv. Develop. Space
Robot, 1996.
[34] L.Steccanella, D.D. Bloisi, A.Castellini, A.Farinelli, Waterline and obsta-
cle detection in images from low-cost autonomous boats for environmental
monitoring, Robotics and Autonomous Systems, 124 (2020).
[35] D. Tang, J. Yang, and X. Cai, Grid task scheduling strategy based on di
erential evolution-shu ed frog leaping algorithm, in The IEEE International
Conference on Computer Science and Service System (CSSS2012), Nanjing,
China, 11-13 Aug. 2012, pp. 1702-1708.
[36] C. Viet and I. Marshall, Vision-based obstacle avoidance for a small low-cos
robot, in International Conference on Informatics in Control, Automation,
and Robotics (ICINCO), Angers, France, 9-12 May 2007.
[37] X. F. Wan, H. W., and e. a. Zheng, B., Robot path planning method based
on improved ant colony algorithm and morphin algorithm, Science and
Technology Review, 33 (2015), pp. 84-89.
[38] C. X. Wang, Z. and C. Hou, Analysis and countermeasures to the prob-
lem of ultrasonic sensor receives the ultrasonic signal asymmetric, Chinese
Journal of Sensors and Ac-tuators, 28 (2015), pp. 81-85.
[39] J. L. Wang, J. Zhou, and H. e. a. Gao, Obstacle avoidance method for mo-
bile robots based on the identi cation of local environment shape features,
Information and Control, 44 (2015), pp. 91-98.
31
[40] M. Wang, Y. Fan, and X. Wang, et al. Design of infrared fpa detector
simulator, Laser and Infrared, 46 (2016), pp. 1481-1485.
[41] Q. Wang and J. Zhou, A geomagnetic gradient bionic navigation method
with parallel proximity, Journal of Northwestern Polytechnic University, 36
(2018), pp. 611-617.
[42] T. Weerakoon, K. Ishii, and A. Nassiraei, An arti cial potential eld based
mobile robot navigation method to prevent from deadlock, Journal of Arti
cial Intelligence and Soft Computing Research, 5 (2015), pp. 189-203.
[43] P. Wu, Y. Cao, Y. He, and D. Li, Computer Vision Systems. ICVS 2017.
Lecture Notes in Computer Science, vol. 10528, Springer, Cham, 2017, ch.
Vision-Based Robot Path Planning with Deep Learning.
[44] Y. Wu, Research on hybrid path planning for mobile robots in indoor en-
vironment, thesis, Anhui Polytechnic University, Wuhu, China, 2018.
[45] Y. Xin, H. Liang, T. Mei, R. Huang, M. Du, Z. Wang, J. Chen, and P. Zhao,
Dynamic obstacle detection and representation approach for unmanned
vehicles based on laser sensor, Robot, 36 (2014), pp. 654-661.
[46] Y. Yang, F. Han, and Z. e. a. Cao, Laser sensor based dynamic tting
strategy for obstacle avoidance control and simulation, Journal of System
Simulation, 25 (2013), pp. 118-122.
[47] D. Zhang, W. Li, and H. e. a. Wu, Mobile robot adaptive navigation in
dynamic scenarios based on learning mechanism, Information and Control,
45 (2016), pp. 521-529.
[48] J. Zhang, H. Hu, and Y. Wan, Dynamic path planning algorithm based on
an optimization model, in Signal and Information Processing, Networking
and Computers. ICSINC 2018, Lecture Notes in Electrical Engineering,
S. Sun, M. Fu, and L. Xu, eds., vol. 550, Springer, Singapore, 2019, pp.
105-114.
[49] Q. Zhang, X. Yang, and T. e. a. Liu, Design of a smart visual sensor based
on fast template matching, Chinese Journal of Sensors and Actuators, 26
(2013), pp. 1039-1044.
[50] W. P. Zhang, Q. and Z. Chen, Velocity space based concurrent obstacle
avoidance and trajectory tracking for moble robots, Control and Decision,
32 (2017), pp. 358-362.
[51] Y. Zhang, F. Du, and Y. Luo, A local path planning algorithm based on
improved morphin search tree, Electronics Optics & Control, 23 (2016), pp.
15-19.
[52] Y. Zhang, J. Xu, and L. e. a. Chen, Design of terrain recognition system
based on laser distance sensor, Laser and Infrared, 46 (2016), pp. 265-270.
32
[53] X. Zhong, X. Peng, and J. Zhou, Detection of moving obstacles for mobile
robot using laser sensor, in the 20th IEEE Chinese Control Conference
(CCC), Yantai, China, 22-24 July 2011.
[54] J. Zhu, Y. Zhou, and e. a. Wang, C., Grid map merging approach based on
image registration, Acta Automatica Sinica, 41 (2015), pp. 285-294.
[55] C. ZhuGe, T. Z., and Z. Shi, Local path planning algorithm for ugv based
on multilayer morphin search tree, Robot, 4 (2014), pp. 491-497.
33
