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COMPACIDAD Y DECIDIBILIDAD




§O. Introduccion. Este articulo se refiere al es-
tudio de extensiones de la logica de primer orden
(Lww) que preservan ciertas propiedades fundament~
les, y aumentan su poder expresivo, en el sentido




en L Para una informacion detaww
y los dos ultimos capltulos de
las propiedades que se pretende
(*) El autor agradece la invaluable ayuda prestada
por el Dr. Xavier Caicedo durante la elaboracion
de su tesis de Magister (Compacidad y deeidibi-
lidad de eiertas logicas monadieas, Universidad
de los Andes, 1979), en la eual se basa este
trabaio.
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conservar es la eornpacidad enurne~able: si to do sub
conjunto f'nito de un conjun 0 enumerable T de sen
encias tiene un modelo entonces T tambien tiene
un modelo. Es un problema abierto, propuesto en
[MS]. el dar condiciones para asegurar que la
union de dos logicas compactas sea compacta.
Extensiones bien conocidas de Lww son las 10-
gicas L (QN)' obtenidas por la adicion del nuevoww u.
slmbolo de cuantificacion 0a,que sintacticamente
se trata como los cuantificadores II y 3 , y en don
de la interpretacion intuitiva de Oa 'f es: e.l ca~
d.-i.n a i: de.l conjunto de. ve.~dad de. ~ e.-6 rna!f0~ a igual
que. wa' Analogamente, se puede considerar las 10-
gicas L (Qa:i c I) que resultan al a n a d i r- simul-ww i
taneamente varios cuantificadores cardinales.
Vaught demostro la compacidad enumerable de
L (Ql)'ww
esta logica y dio una axiomatizacion completa.
Keisler [Ke] estudio en forma extensiva
Lww(Oa) para ciertos
pletamente diferentes
rurkhen [ru] mostro la compacidad enumerable de
valores de wa,por metodos co~
a los utilizados para L (01)ww
por Vaught y Keisler. En cambio es un problema t~
davia no resuelto si la logica Lww(Ol,02) es enum~
rablemente compacta 0 no. En este articulo demos-
tramos que su fragmento monadico,M (Ql,02)' es deww -
cir la sublogica de Lww(Ol,02) que solo contiene
simbolos unarios de predicado ademas de la igual-
dad, es enumerablemente compacta; resultado que se
generaliza a Mww(Oa ,.. ,Oa ), el
1 n







dicion es necesaria pues Lww(Qo) no es enumerahle-
mente compacta. Adicionalmente mostramos que
Mww (Qa •...• Qa ).con a i arb it r- a rio. e sun a 10 g ica
1 ndecidible. Esto habia sido demostrado en los ca-
sos particulares de Mww(Qa) sin igualdad por Mos-
towaski [Mo]. y de Mww(Qa) con igualdad por Slom-
son [S21 y Vinner [V].
La tecnica que utilizamos principalmente es la de
"bac.k-and-6oltth". conocida de los trabajos de Frai.
sse [r -}, Ehrenfeucht [E] y Karp [x»}, quienes la
utilizaron para caracterizar equivalencia elemen-
tal. Tambien fue utilizada por Lindstrom
[Li 2) para ob ener sus famosos teoremas de carac
terizacion de la legica de primer orden. Caicedo
en su tesis [Ca 1] generalize el "back-and-forth"
a cuantificadores arbitrarios. trabajo que conti-
nuo en [Ca 2]. El "back-and-forth" que u amos es
una adaptacien del presentado por Caicedo en [Ca 1],
con la diferencia que utilizamos sucesiones de is~
morfismos parciales en lugar de conjuntos de rela-
ciones de equivalencia. una extension del metodo
que utiliza Barwise en [B].
§1. Notaci6n. definiciones y ejemplos. La notacion
y definiciones que utilizamos en estre trabajo son
las conocidas de la Teoria de Modelos para la Legi
ca de primer orden.Lww' tal como las podemos en-
contrar en [BS]. El a-esimo cardinal (0 aleph)
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sera denotado por wu" El cardinal del conjunto S
se denotara lSi.
El lenguaje Lww(Q.Q') se obtiene a partir de
la Logica de primer orden al a d j un t ar' dos nuevos
simbolos de cuantificaci6n Q y Q'; las reglas pa-
ra la formacion de formulas bien formadas (fbf)
son las mismas de L w mas una adicional: S~ ~ e~. w
fbf entonce~ (Qx)' y (Q'x)f aon fbf's. Un modelo
para Lww(Q.Q') es de la forma ~ = <A ••..• q.q'> en
donde los puntos sus~ensivos indican interpreta-
cion de los simbolos de Lww y q.q'~ peA) son las
interpretaciones de Q y Q', respectivamente. Un
ejemplo de tales interpretaciones· seria q =
t s ~ A I I s I ~ wa} y q' = {S <; A I Is I ? wS}, La de
finicion de verdadde una sentencia en un modelo
esta dada por las reglas us ua Le s ; mas las siguien-
tes:
1. ()( Fs ( Q x ) \f( x)... {a €:: A I or t=s\f [a J } c q
,
2. OltJ:'s(Q'x)\f(x)<=;>{aE::A/e.tl=sf[aJ} E.::q'.
El 6~agmento monadico de Lww(Q,Q'). denotado
Mww(Q.Q' ),es el sublenguaje que solo permite sim-
bolos de predicado monadicos (de una variable)
ademas de la igualdad. y no admite simbolos de
funcion. La notaci6n M~w(Q.Q'} indica que solo
consideramos t simbolos de predicado.
Otra noci6n que necesitamos es la de ~ango
cuanti6icacional de una f6rmula. nos referimos a
la funci6n "qr" definida en forma recursiva asi:
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qr(~) = 0 si ~ es atomica
qr(l~) = rq('f)
qr(~A~) = Max(qr(~),qr(~»
qr«3x)'P) = qr«Qx)'f') = qr«Q'x)'f» = qr('f)+l
Us a r-emo s la n o t a c i Sn 0t == -e para denotar la
equivalen~ia elemental de estructuras ~y -e . Equ~
valencia elemental para sentencias con rango cuanti
1'0.- <=m -a •ficacional menor que m la notamos por ~~ ~
Todas las definiciones, notaciones y observaci~
nes anteriores se generalizan de una forma natural
. .. (Q 1 Qn), (i.) ~a Le ng ua j es Lww '... , 0 Lww Q : 1. E:: I , con mas
de dos simbolos de cuantificacion. En la notacion
corriente, Lww(Qa ,... ,Qa ) denota aquella logica
1 n
que se obtiene interpretando canonicamente el cuan
tificador Qa. en cualquier estructura l:t' por qi =
1.
{s<;AI lsi ~ wa.}. En este trabajo, Qa. d e no t a r-a
1. . 1.
siempre esta interpretacion, es decir la intekpke-
ta~i6n ~akdinal de Qa.'
1.
A continuacion citamos algunos resultados sobre
compacidad enumerable para la interpretacion cardi-
nal de los Qa' Primero necesitamos otro concepto:
Un cardinal K es pequeno paka y (otro cardinal)
si siempre que {mi I iLl} es una co Le cc Lo n de car-
dinales menores que Y,con III ~ K,entonces wn (2 a)+m
l
• < y. Por ejemplo,wa es peque~o paraiE:I
1. M (Q) no e~ enamekabtemente ~ompa~ta.ww 0
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2. Lww(Qa) e~ enume~ablemen~e eompae~a ~i w
e~ o e.ou e.iio p an.a: Wa »La s e (ruJ. [BS].
3. Lww(Qa +1' Qa +1"") e~ enume~abfemente1 2
eompaeta ~i w~~= wa" en pa~Lieufa~ Lww(Q2.Q3' ..• )
1 1
e~ enume~abfemente eompae~a ~uponiendo fa hipote-
6i6 def eontinuo. E6to 6e 6igue de 2, ve.a6e [Cl].
4. Lww(Q). eon Q ef euanti6ieado~ de Chang, e6
de.e.c« fa iYlte~p~etaei6 n q = {S '<; A I Is I = IA I}, es
enume~abfemeYl~e eompaeta 6uponiendo fa hipote6i6
gene~afizada del ~ntinuo [BS].
5. 5i Q denota ef euanti6ieado~ de Chang,
Lww(Q,Ql) no e6 enume~abfemente eompaeta.
Vemo6t~aei6n. Basta caracterizar la estructura
de los Numeros Naturales en esta logica [C3J. Sea
s; {} *T = r " U 01,02 en donde T consiste de los axio-
mas de la Aritmetica de primer orden. 01 es
1(Q1x)(x = x) y O2 es ¥x(l(Qy)(y < x». Cualquier
modelo de T tiene cardinal Wo por 01, y por O2 no
tiene sucesiones decrecientes infinitas, por 10
tanto es isomorfo al modelo "estandar" de los Na
turales. ,
t 1 n§2. Back-and-forth para Mww(Q •...• Q ). En esta
seccion supondremos siempre que el lenguaje con-
tiene exactamente t predicados mo n d d i co s Pl'·· ,Pt.
Trabajaremos con dos tipos de interpretaciones pa-
t 1 nra Mww(Q •...• Q ):
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(1) Estructuras de la fo ma O't= <A1,R1, ... ,RQ,'
1 n> R' .~ ~q ,... ,q con . la I n t er-pr-et ac Lo n del s Lmb o l.o de
J .
qJ el coniunto de los subconiuntospredicado P., Y
J
de A que tienen cardinal mayor 0 igual que wa.,
d d < « d i f i Jon e wa wa .. · wa son car lnales llos.1 2 n
en
m • I(2) Estructuras de la forma ~ = <B,R1,· .:,Rt•
1 n • J5 , ••• ,5 > con R. la interpretacion de P. Y 5 , la
J . J
interpretacion de oj, el coniunto de subconiuntos
de B con cardinal mayor que Ej-(m-l), donde los f.jm m
esta definidos por recurrencia:
t= (2 tm)(mtl)
Dada ahor u a r n er retaci6n (J{ r ua Lc u i e ra de
Q, 1 n Q,





DEFINICION 2.1. a - b si Y solo si f - f·a - b'
La anterior es una relacion de equivalencia en
A, denotamos por f 1a clase de equivalencia de a.
a
En general, se tienen clases f1,···,f t ( algunas2
pueden ser vacias) correspondientes a las funcio-
nes de l en 2.
DEFINICION 2.2. A cada estructura Q de tipo
(1) y cada m, asociamos una estructura ~m de ipo
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( 2 ) utilizando las clases f. en la forma siguien-~
te: - ,
(i) Tomamos conjuntos disyuntos f.,
1
t
i = 1, ••• ,2.,
asociados a los f. as!:~
Si If ./ ~ m entonces If: I = If ·1~ 1 I
Si m < ILl < Wa entonces If: I = mI 1 I
Si Wa. ~ If.1 < W entonces If: I = Ej
J
1 aj+1 I m




, es claro que
(iii) Dado b en B, b pertenece a un IinLc o f', aso-
ciado a f; si tomamos un representante a E. f defini
" ,mos R1, ... ,Rt por: be Ri .....aE:.Ri. Es decir ,
R: = U{f'l feR.}
1 - I
(• ).JIm B R' '1 s" Sl .s"IV ~ = < , l, ... ,Rt, S ,•.• , >,con ,•..
interpretados como se indico al comienzo de esta
seccion para las estructuras de tipo (2).
Usando el metodo de "back-and-forth" vamos a
demostrar que ~ y ~m son elementalmente equivalen-
tes con respecto a sentencias de rango cuantifica-
cional menor que ·m. Considere las siguientes suc~







donde A. consiste en los automorfismos parciales
I
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100m f! ~ m-i ; B. conslste
1
en los automorfismos parciales g:B + B, de Lm con
100m gl ~ m-i , y finalmente, Ii consiste en los
isomorfismo parciales h:A + B de ~ en Lm
100m h I ~ m- i .
f:A ~ A de con
con
DEFINICION 2.3. Dado i, 1 ~ i ~ m-l, definimos
relaciones en A y B para cada subconjunto S de A y
S' de B tales que [s ] ~ m-(i+O y [s- ] ~ m-(i+1),
cono sigue:
(i) Dados a,a' E: A, a~la'# existe f~ Ai t aI que
f~S = is y f(a) = a'.
b~':~:}b'-Yo+existe
S'
gIb ) = b'.
gE:.B.
1
tal que(ii) Dildos b,b'E: B,
Las definiciones anteriores nos permiten demos
trar ~s siguientes propiedades:
PROP I EDAD 2.1. La.6 ltelac.-ione.6 de6-i.n-ida.6 en
2.3 .6 on de equ-ivalenc.-ia tj t-ienen meno.6 de 2l+m
c.la.6e~ de equ-ivalenc.-ia.
Vemo~tltac.-i6n. Es claro que son de equivalencia.
Mostramos que el numero de clases es men~r que 2l+m
1· i+1 d f i n Ld AIdpara las re a c r on es r-' e 1 1 as en ,e caso e
S
B es similar. Sea i+l fijo, S = {a1, .... as}<;A y
lsi ~ m-(i+1); denotemos la clase de equivalencia












i ~ 29.}, Y
fa.= fa},
J
refina-En otras palabras, la relacion
mien 0 de la p a r t Lc i Sn {f. 11 .!f:
1
mas nuevas clases de equivalencia que elementos hay
no hay
en S. As! el numero de clases de equivalencia
es a 10 sumo 29.+ls/< 29.+m.,
PROPIEDAD 2.2. (propiedad de extension 0 "back-
and forth").
(i) Vado~ hE:li+1 IJ aE::A, exi~ten h'E:.li IJ bcB
tale.6 que:
1. h<;h' if h'(a) = b.
r ] i+1 j. cc.aDorn h E: q -tmp -tc.a paJta2 •
j = 1,..., n •
Cii) Do.dos hE:I. IJ b€..B exi.6ten h'E::I. IJ acA1+1 1
tale..6 que
1. h<;;,h' if h'(a) = b.
2. [bJi+l E: sj implic.a [a]iT1ran h Dom paJta
j = 1, .•. ,n.
Vemo.6tJtac.i6n:
(i) Dados hE:,.1'1 Y a E:. A hay dos casos a con-IT
siderar. Si a € dom h entonces tomamos h ' = h Y
b = h(a), obteniendo (1) y (2) trivialmente, pues
I [aJ~:~ hi = 1. Si a¢- dom h , demostramos que exi.!.
te b E:. f~ tal que b f- ran h y d e s p ue s definimos
h' as i:
h I ~Dom h = h
h'(a)=b.
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POl" contradiccion, supo gamos no exist b con esta
propiedad.
pues si
Consideramos el caso Iran hI ~ I~' I
n hi < If' Ia es obvio ~ue exis e el b
que buscamos. En esta s i t u a c i Sn tenemos m > If' I,a
Ifa' = If:l.
ex j sea b E:. Do m h
entonces pOI" la definicion de
- ,
POl" h i p o t e s Ls , para todo bE:. f a
tal que ,h(ab) = b , entonces abE:.. fa ' ya que h
- .
un isomorfismo parcial. Como ran h 2fa




plica que a E:: Dom h , una c o n t r-a d i c c i o n . Obvia en e
h'E::li Y cumple (1) si s e define pOI" (,':). falta de- .
mostrar que para b se cumple (2). Note que (f )b =
- ,
f a
S'u p o n g a rno s [aJ~:~ hE:.. qj, es decir R = [a J i + 1Dam h
est a 1 que I s] " W(l •• Com0 R <; fat e n e m0 sen ton c e s
I -f I > # J I -f' I > E j ~,-_ [b] i + 1que a / wa.' as 1 q e b ./ m Y J~J ra n .1
= f~"""'{YE:.f~1 YE:.ran h} tiene cardinalidad If~1
I{YE:..fb', Yc.ran h I~ Ej-(m-l),ya q u e Iran hl~ m-l,m '
Y entonces R' E:.sj pOI" definicion.
(ii) La parte (1) es perfec amente similar a
la anterior, pues los cardinales <m de las clases
finitas coinciden en las dos estruc uras. P obamos
( 2 ) • Dado bE:. B suponga que se ha escogido a E:. A
- I = (-f ) [s] i + 1tal que h' (a) = b Y f SiR' =b a ra n h
~ E;-(m-l). Como R' ~ f~entonces I R' I
,
tenemos que Ifbl ~ E~ , pOI" los posibl s cardina-- ,
les que pueden tener las clases f, va que
E~-l < E~-(m-l). s r If~1 ~ E~ entonces Ifal~ wa.
J
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y como R = f '{xE:f Ia a
IRI >, wa.-(m-l) = wa.
J J
x E:-Dom h} entonces
es decir RC qj
Ya estamos listos para demostrar el teorema
del cual nuestro resultado principal sera un coro-
lario.
TEOREMA 2.3. Palla i = 1, ••• ,m; he!. can
1
Dom h = {al' ... ,as}' s ~ m-i, IJ <P(x1,.",xs) una
661lmula de M~w(Ql, ... ,Qn) tal que
qr(<f(x1, •.• ,xs» < i tenemo~:
Vemo~tllaci6n. Por induce ion en i y en la com-
plejidad de las formulas.
(a) Para
'f( xl' . . . , x s )
q rip( x) = a •
i = 1, h E: Ii' 100m h I ~ m-1 y
tal que qr(<f(x1, ...• xs» < 1.
Si ~ es atomica el resultado
tenemos
es tri-
vial pues h es un isomorfismo parcial. La induce ion
para los conectivos proposicionales es tambien cla-
ra.
(b) Suponemos vAlido el teorema para i y 10 de-
mostramos para it1. Sea hE!. 1 Y "P(x1, ••. x) tal1t 5
que qr(\f(x» < it1. Los casos 'P a t Sm i ca y la in-
duce ion en formulas para A y .. son trivia1es. Examina
mos los dos casos restantes:
1. \.f(x1.... ,xs) es de la forma (3x)IjJ(x1,... xs'x) en
donde el teorema se cumple para ~(x1'" "xs'x)
qr(~(x» < i.
2. ~(x1""'xs) es de 1a forma (Qjx)IjJ(X1,···,Xs'x)
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en donde el teorema es valida para ~(xl' •.. ,xs,x).
1. <X1=:C3 x)~( x ) [a1, ... ,as1 si y solo si existe
a C A tal que ctl=1J![a1, .•• ,as ,a]; a de mas , par la Pro-
piedad 2.2 (i) sabemos que existe h' € I. tal que
1
hE:: h', a E::Dam h'. Aplicando la h i pd t e e i s de in-
duccion a 1J! V h' tenemos que:
cn1J! [a 1' .. , as' a] ..... 1.-m~1J! [h ' ( a 1) •.. , h ' ( as) , h ' ( a) ]
..... Lmt=- (3x)1J!(x)[h(a1),···,h(as)]·
La otra ~reccion es analoga, utilizando Propiedad
2.2 (ii).
2.' Demostramos prime a que (JCF (Qjx)~(x)[al, .. ,a ]. s
impli~a ;l..m~(QJx)\/J(x)[h(al.···,h(a )J. Supongamos. s
Ott: (Q J x ) 1J! ( x ) [a 1' . . . , a s J, e n ton c e ~
R = {acA:C9CF 1J![a1 •••.• as,a]} E: qJ, es
IRI ~ wa.' Demostramos ahora que R =
J






Y E:. aDorn h
h •
Sea
can a E::. R, tenemos dos casas a considerar. Si
[Ji+l [Ji+lYE: Dom h entonces Y Dam h = {V} = aDorn h Y
as! Y = aeRo Si y~Do.m h, y"l a, entonces can
sideramos 1a siguiente f un c i Sn f:A -+ A, -f'{ a ) = y ,
fey) = a f(x) = x si x"l a y x"l y. Enton-
ces f es claramente una biyeccion y cumple que para
todo xCA, xCR. **f(x)E::R.; en otras palabras f
J. J.
es un automorfismo de ~ y por consiguiente tenemos:
~I:: 1J! [a 1' ••. , as' a J ...
lX~ 1J![a1, ... ,as'y]; y as i Y £: R.
U [a] i+l
aE.R Dom
h' Y como elTenemos pues que R =
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numero
i+l~ es finito. escogemos c1ases distintas tales
Dom h n
q ue R = U [ J i + 1ak Dom h con nn k=l
'I I [a ] i+l I = I R I >;. wa..' entonces existe ak E:: Rk~l k Dom h ]
tal que l[akJ~:~ hi ~.
r ]i+l jdk Dom hE:: q • Y




por 1a Propiedad Z2(i)
P r definici6
existen
h' C I. , ba C B tales que h'(ak
) = ba • h ' =:>h y
1 k k
[ ] i + 1 E:.. S j . 1uego.por hipotesis de indu ionbak ran h •
aplicada a tjJ Y a i.tenemos:
~ Lm!: tjJ[h(a1).··,h(a ),ba ]
S k
Por tanto ba cR' = {y£Blt
mFtjJ[h(a1).···h(as)·yJ}
k R' _ U [J i + 1 [b ] i + 1 S j .
y como antes - bE:.R' bran h·-;} dk ran he •
en ton c e s R' €. S j. e s dec i r ;!-mF (Q j x ) tjJ[h ( a 1 ) •..• h ( as )J ,
como queriamos mostrar.
Ahora demostramos la otra direccion,que requie
re ,mas cuidado. Supongamos ;t.mF (Qjx)tjJ(x)[h(al).··
.,h(a
s
)] y sea R' = {y€,.Bltmt: tJ;[h(a1).·· .h(as)'y)]},
tenemos entonces por hipotesis que R'€ sj es decir
IR'I >r Ej-(m-I). !gual que antes. podemos expresar
m '
n i+ 1
R' como R' = U [bkJ h con Cbs] n[bk] = " parak=1 ran
k -; s y n < 2t+m; d e mo s t r a mo s que existe bk C R'
I[ -i+1 I Jtal que bkJ h ~ E -(m-1). Suponemos pararan m






I [b J i + 1 Il< I'an h + I r a n hi
-j, Y pOl" la definici6n de las fb"
1
,-' I 1-1 0mos que fb ~ E (haciendo E = m).k m m








IR'I < (2£+m)Ej-1 <tendriamos que m
seria una contradicci6n pues R'~
pOI" 10 tanto
[ li + 1Entonces existe bk tal que bk C R I Y bkJ ran h C
PorIa Propiedad 2.2(ii) existen h' E:: Ii, aE:.A tales que
[Ji+1Ic Lh'~h, h'(a) = bk Y aDorn h,,-q • entonces,aplican-
do la hip6tesis de inducci6n a ~ y h' tenemos:
i-m I: JJ; lh ' (a 1 ) ••• , h '(as) •b kJ ~ ~ I: t/J [a 1 ' •. , as' aJ .
As! que aCR = {xE:.AI\:fl1:
[ ]
i + 1R ~ a Dam h obtenemo 19t1=
~[al, ... ,as,xJ} y como
( Q j x ) IIJ ( X ) [a 1 ' . . . , as]' A
<m m
COROLARIO 2.4. ct == t .
Vemo~t~ae~6n. POI" el teorema anterior can
i = m , •
Terminamos as! esta secci6n y ya tenemos las
herramientas para obtener nuestros I'esultados.
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§3. Compacidad enumerable de Mww(Ql.Q2). En
esta seccion demostramos que la logica Mww(Ql.Q2)
es enumerablemente compacta.si Q1 y Q2 tienen la
interpretacion cardinal. El metoda de demostra-
cion se generaliza a Mww(Qa •..•• Qa ) con.a. ~ 1.1 n 1
Como un paso intermedio demostramos la compacidad
enumerable de M~w(QltQ2) con un numero finito 1 de
predicados.
Trabajamos con tres tipos de interpetaciones









= {S ~ B I
"3. e = <C,R1 , ... ,R~.r.r'> en donde r = {S <; c ]
y r' = {S <; C II S I ~ wB}' con wa < we y
Y WB (vease definicion en §1).w o pequeno para wa
.Dada una estructura ~ del tipo (1) arriba ci-
tado. le asociamos por medio de un procedimiento
canonico una estructura ~~ del tipo (3) y probamos
que son elementalmente equivalentes.
DEFINICION 3.1. Construccion de ~~ a partir de
(X. Sean f1, ... ,f21 las clases de equivalencia que
obtenemos en A por medio de la Definicion 2.1, §2.
Entonces definimos
(i) - " R.Conjuntos disyuntos f. para i = 1, ...• 2 • aso-
1
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ciados a los f . as i:
l.
Si If ·1 ~ w entonces If': I = If ·1·1. 0 1. 1.
Si If .1 = w1 entonces I f':I = wa'1. 1.
Si If ·1 ~ w2 entonces If': I = we'1. 1.
2t "(i I ) C = U f.i=1 1.
"(iii) Definimos las R. como ~n Definicion 2.2 (iii)
1.
dl!l §2.
" "(iv) -eot = <C,R1, •••• R , r, r "> con r y r' inter-
pretaciones del tipo (3).
TEOREMA 3.1. 0'( == '€{t' •
Vemo~t~a~i6n. Haciendo a1 = 1 Y a2 = 2.hemos
probado en la seccion anterior que para cada m,
~ es elementalmente equivalente a t~ de tipo (2),
con respecto a sentencias de ran go cuantificacio-
nal menor que m. Igualmente con a1 = (1 Y (12 = a,
-fm€or es elementalmente equivalente a ¥~ct' con respe~
to a sentencias de rango cuantificacional menor
que m. Pero si se examina la Definicion 2.2
...1m .J>m <m JJsulta que ~~ ~ ~e ' por. 10 tanto ~=~~para~ -
( L) re
todo m. ,
Desarrollamos ahora el proceso inverso, dada
una es tructura -e del t ipo (3), Ie asoc iamos en for-
ma canonica una estructura ~~ del tipo (1), de for
rna que sean elementalmente equivalentes.
_" -DEFINICION 3.2. Sean f1, .•. ,f2t las
Tomamos conjuntos disyuntos fi para
.clases de -e.
. t
1 = 1, .. ,2(i)
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-"asociados a los f. , asi:
1
I t" I "S i < W entonces If ·1 = If .11 0 1 1
Si W ~ If': I < W entonces f. = W
0 .1 ex 1 0
_" f .Si Wa .s If ·1 < We entonces = W11 1
Si If': I ~ We entonces If ·1 = w2·1 1
(ii, iii ,iv ).Sed e fin e il'-e com 0 en 1as De fin ic ion e s
2.2 y 3.1, tomando los cuantificadores de tipo (1).
TEOREMA 3.2. e = ct-e .
Vemo6t~aci6n. Similar a la demostracion del
teorema 3.1 .•
9.-COROLARIO 3.3. La i6gica Mww(Ql,Q2) e~ enume~a
biemente compacta.
Vemoat~aci6n. Sea T un conjunto de sentencias
Ide Mww ( Q ,Q') tal que
T tiene un modelo ~ o
.1,T tiene un modelo ~/~ del tipo (3). Por la
o ~o .
compacidad para este tipo de interpretaciones [Ca~,
todo subconjunto finito T deo
del tipo (1); por el Teorema
T tiene un modelo ~ del tipo (3), y por el teorema
3.2 obtenemos que T tiene un modele ae del tipo (1),
como quer!amos mostrar. •
TEOREMA 3.4. Mww(Q1,Q2) e~ enume~abiemente com-
pacta..
Vemo~t~aci6n. Sea T un conjunto enumerable de
sentencias de Mww(Q,Q') tal que todo subconjunto fi
nito T tiene un modele de tipo (1). Por el Teoremao
3.1, T tiene un modele de tipo (3), y por lao
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compacidad enumerable para este tipo de interpret~
ciones. T tiene un modelo ~ =
del tipo (3). T contiene a 10
u "<C.R1 .R2 •...• r.r'>
sumo una cantidad
enumerable de predicados: Pl.P2.... Sea Ti el
conjunto de las sentencias de T que tienen sus pr~
d i ca do s entre Pi.···.Pi. es c La ro que TiS;;;T2.c; ....
Sea
" "<C .Ri •...• Ri .r.r' >
Obviamente. -e. ~ T.
1 1
y ademas:
e , itPi ... P.1+ 1 = 'f.1
Para cada e. podemos
1
(1). de aeuerdo a la
onstruir <.t.
I
Definicion 3 . '} •
= cte de tipo
i
de manera que
t9{.::= 'fl' (Teorema 3.2) y asi cr. FT .. Ad ema s , p o r-
111
(*). los ~i se pueden construir de manera que
ct. itPi'.'P. = Of.,
1+. 1 1
ya que si ~. = ~e = <A,Ri,.·· ,Rl.• q,q'>, entonces1 i
se puede definir
cr it 1 = {fa = < A , R 1 ' ••• , R • , R. l' q , q , >~i+1 1 1+
tomando la particion que define ~i+i como un refi-
namiento de la que induce ~ .• Esto se puede hacer
1
gracias a ~e la definicion 3.2 no altera el cardi-
nal de las clases finitas.
Finalmente definimos
/'V -It
V(,. = <A,R1, ••• ,Rn, ••• ,q,q'>,
con A el universo comun de los ~i V Ri la inter-
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pretaci6n de P. en ct .• Entonces ct. = OC1:tP1·· .P1••111
Sea a una sentencia que pertenece a T, entonces a
tiene un numero fin ito de simbolos de predicado y
por 10 tanto a€: T i • para a Lg Iin i , as! O!'iF a
y por definicion obtenemos que ~* F a. Entonces
*~ es un modelo del tipo (1) de T,y Mww(Ql.Q2) es
enumerablemente compacta. ,
TEOREMA 3.5. S~ a1 ••..• an ~ 1 • entonce~
Mww(Qa •...• Qa· ) e~ enume~ablemente compacta.
1 n
Vemo~t4ac~6n. Suponga a1< ••• < a • Se toman carn .
we < .. ~ we tales que w es peque~o para
1 n 0
como en las definiciones 3.1 y 3.2 se trans
dinales
we i • Y
forma la interpretacion wa. del cuantificador Qi
1
la interpretacion we' La condicion a. ~ 1
i 1
necesaria para la definicion 3.2. 5i a1 = 0,
en
es
tendremos w ~ wo 0
to el Teorema 3.2.
y we 1-+ W • haciendo
1 0, incorrec
PREGUNTA. ~Es Mww(Qn)n<w enumerablemente com-
pacta si Q se interpreta por el cardinal w ?n n
§4. Decidibi lid~d de algunas logicas mon a d Lc a s ,
Vimos en §2 como asociar a un modele ade
M~w(Ql, ... ,Qn) de tipo (1). donde qj = {s~AI
lsi>,.. wa) , un modelo ;f,.l!\.R- 'finito de tipo (2)




y ademas el cardinal de cada clase f' de tm,t sea
menor 0 igual que m 6 uno de los n6meros Ej.
m
vamos a invertir el proceso, dado un mo-
R. 1 nde Mww ( Q ,..., Q ) de tip 0 (2), con 1a
Ahora
dele tm,R.
propiedad anterior para sus clases, Ie asociamos
un modelo at de tipo (1) tal que tm,t ~ ttR.
DEFINICION 4.1. Dado tm,t de tipo (2) con par-
- -,
ticion fl,·· .,f R. '
2
(i) Definimos conjuntos disyuntos f. para i = 1, ..
1
2R. -,.. , asociados a los f. as!:
1
Si entonces
ILl = If: I .1 1
If ·1 = w(l ..1
J
Si If: I ~ m1.
1f.~1 = Ej1. m
entonces
(ii,iii,iv) aR. se define en la forma usual .
.Im,t <m R.Por el teorema 2.1 tenemos ~ = a , pues es
facil ver que si se aplica la Definicion 2.2 (§2)
~R. ..JIm,R. ~a ~ se obt1.ene ~ . Con esta construccion y las
observaciones hechas antes de la definicion, tene-
mos:
LEMA 4.1. Una. -6entenc.ia 0 de Mww(Ql., ... .o":
tiene un modelo de tipo (l)-6i ~ -6olamente -6i tie-
ne un modelo de tipo (2),tk+l,~ de c.a~dinalidad
meno~ 0 igual que 2R.E~, donde k = qr (0) ~ R. e-6 el
nume.~o de p~edic.ado-6 en o.
1
Vemo-6t~ac.i6n. Toda sentencia 0 de M (Q , ..ww
.,Qn) tiene un n6mero fin ito R. de s!mbolos de pr~
dicado y un range cuantificacional tambien finito
193
k. Supongamos a tiene un modelo ~ de tipo (1) y
sea~' la restriccion de ~ a los predicados de a,
/C;, < k + 1 ..I k + 1 ,1entonces ~ ~ para alguna estructura
de t.ipo (2), construida de acuerdo con Definicion
2.2 (§2). Por 10 tanto IBI = }' "If:' ~ }' " Enk =il2A. 1 i~2A.
Q. n2 E
k
• Conversamente, si a tiene un modelo de 1a
forma Lk+1•1 de tipo (2) donde cada clase f' tiea
ne cardinal ~k 0 igual a Et. la definicion 4.1
permite transformarle en un modelo de a de tipo
( 1) . ,
Vemo6t4aci6n. Una sentencia a
~ ~ 1 ( )esta en algun M Q ••••• Q •ww (11 (1n
rior, tiene un modelo (es decir un modelo de tipo
de M (Q : (1 ~ 0)ww (11
Por el Lema ante-
(1» si y solo si tiene modelos de tipo (2) de car-
dinal a 10 sumo 21E~. con 1 y k calculables de a.
Por 10 tanto basta examinar 1a familia finita (mo-
dulo isomorfismo) de estructuras de tipo (2) con
cardinal acotado por 21E~ para decidir si a tiene
o PoO un modelo. •
***
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